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Desde la perspectiva de los GIS, el problema consiste en que las tareas de ana´lisis y modelamiento
se vuelven importantes una vez que GIS se ha convertido en una tecnolog´ıa establecida. El ana´lisis
de datos espaciales es un ı´tem en la agenda de investigacio´n para GIS de segunda generacio´n.
Aparentemente se ha alcanzado una nueva era en los GIS, en la cual el foco de atencio´n para la
investigacio´n necesita moverse desde los GIS manejando informacio´n a los GIS usando dicha
informacio´n, con el consiguiente incremento en el e´nfasis en crear herramientas capaces de modelar
y analizar esa informacio´n. Lamentablemente esas nuevas necesidades no han sido aun reflejadas
en grandes iniciativas de investigacio´n.
Los GISs han creado un gran nu´mero de BD espaciales que necesitan ser analizadas. Hay una
oportunidad muy importante para los geo´grafos, al empezar una nueva revolucio´n relacionada al
ana´lisis y uso de informacio´n geogra´fica.
Los temas ambientales estan entre los ma´s importantes a la hora de la toma de decisiones. La
dina´mica de los sistemas hidrolo´gicos y atmosfe´ricos de la tierra implica que todos los sistemas este´n
altamente interrelacionados, dina´mica y espacialmente. El impacto de un evento en una posicio´n
geogra´fica generalmente afecta a otras, vecinas o no. Los sistemas para manejar datos espaciales y
las te´cnicas anal´ıticas para convertir esos datos en informacio´n son hoy en d´ia herramientas vitales
para lograr un entorno natural saludable.
Se esta´ haciendo un considerable progreso en la integracio´n de los sistemas de informacio´n
espacial, GIS y los modelos matema´ticos que rigen en medioambiente [GPS93]. Para la mayor´ıa
de los proyectos de modelos ambientales, los GISs son vistos como bases de datos apropiadas y
bien estructuradas para el manejo de grandes cantidades de datos espaciales. La herramientas
GIS tradicionales, como los overlays y buffering son tambie´n importantes para el desarrollo de
juegos de datos derivados (derivative datasets) que sirven para generar vistas sobre variables. Mu-
chos expertos esperan que pronto se incorporen mejores me´todos de ana´lisis espacial a los GIS
actuales, la tecnolog´ıa GIS se convertira´ en una herramienta importante en todos los aspectos del
modelamiento, incluyendo construccio´n de modelos, validacio´n y operacio´n. Sin embargo, exis-
ten grandes incompatibilidades que obstruyen la verdadera integracio´n. Los GIS manejan datos
esta´ticos y discretos mientras los modelos ambientales tratan feno´menos dina´micos y continuos.
Las BD GIS manipulan datos en te´rminos de ubicacio´n, distribucio´n y relaciones espaciales, mien-
tras que los modelos ambientales trabajan con la transferencia masa y energ´ıa. Para lograr una
integracio´n total de ambos necesitamos agregar el dinamismo y la continuidad a nuestro concepto
1
2de datos espaciales; e interaccio´n espacial y funcionalidad a los modelos ambientales.
Este trabajo de investigacio´n apunta a la primera de estas necesidades, considerando lo que
implica trabajar con feno´menos continuos directamente en el contexto de GIS. Se tendra´ en cuenta
co´mo los feno´menos espacialmente distribuidos se caracterizan en los modelos ambientales, una
estrategia para trabajar con dichos feno´menos de manera que puedan ser eficientes y convincente-
mente incorporados en aplicaciones GIS.
Ya que la mayor´ıa de los feno´menos ambientales tratan con feno´menos que son continuos en
el espacio, es necesario proveer formas en las que los modeladores puedan trabajar directamente
con los feno´menos continuos, en vez de verse forzados a trabajar con datos espaciales discretos.
Debemos reconocer que los datos espaciales son representaciones de la realidad, no la realidad en
s´ı, por lo que deber´ıamos concentrarnos en lograr un ana´lisis que no dependa de la representacio´n,
sino de la realidad en s´ı (frame free analysis).
1.1 Modelos Ambientales
Los modelos matema´ticos existen desde el desarrollo de la matema´tica por parte de los chinos,
griegos e hindu´es, pero los modelos han progresado ra´pidamente desde los 50’s como resultado del
desarrollo de las computadoras y los lenguajes de programacio´n. Mientras que los modelos por
computadora se hicieron populares inicialmente con los cient´ıficos dedicados a la f´ısica, quienes
ten´ıan teor´ıas definidas y desarrolladas formalmente para trabajar; el uso de tales modelos se ha
trasladado gradualmente a la biolog´ıa, medicina, recursos naturales, desarrollo urbano, ciencias
sociales y ciencias ambientales.
Se pide a la gente que trabaja en la toma de decisiones ambientales que justifique estas deci-
siones, y los modelos f´ısicos son particularmente atractivos para lograr este propo´sito. A diferencia
de los antiguos modelos de caja negra, estos modelos intentan describir procesos f´ısicos reales y las
interacciones que ocurren en el ambiente. La utilizacio´n de modelos f´ısicos se ira´ incrementando en
el futuro, ya que son “mejores” modelos en el sentido de que tienen bases teo´ricas ma´s rigurosas.
Mientras los modelos son, por definicio´n, simplificaciones de la realidad, a menudo se asume en
management que son precisos y que incluyen todos los factores relevantes. Es dif´ıcil contradecir la
conclusiones (resultados) del modelo sin tener un conocimiento profundo de e´ste. Los encargados
de la toma de decisiones necesitan saber que´ suposiciones implica el modelo y co´mo e´ste es afectado
por los cambios de las variables. Esto ayuda en la determinacio´n de que´ elementos son importantes
y cuales pueden ser ignorados. Tambie´n es necesaria informacio´n acerca de la validez del modelo y
la informacio´n acerca de que´ datos fueron utilizados, cua´l es su origen y cua´ndo fueron generados,
que variables son medidas y cuales son estimadas.
A pesar de su creciente popularidad, existen muchas dificultades al desarrollar modelos f´ısicos
espacialmente distribuidos. Adema´s de problemas como la creacio´n de soluciones aceptables a
ecuaciones continuas no lineales y la necesidad de crear discretizaciones del espacio para procesos
iterativos, la adquisicio´n de datos exactos y significativos para estos modelos es de fundamental
importancia para asegurar la validez de los resultados. Estos modelos requieren cantidades masivas
de datos f´ısico-espaciales. Pero desafortunadamente la cantidad no necesariamente asegura que
sean provistos los datos que necesitan los modelos ambientales. A medida que los modelos se
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vuelven ma´s sofisticados y sensibles, lo modeladores piden ma´s y “mejores” datos. Entonces los
modeladores se ven forzados a inventar formas creativas para transformar los datos que ya tienen
en los que necesitan. Ya que el modelamiento es una actividad creativa, es casi imposible anticipar
que datos necesitara´n los modeladores.
Cada nueva fuente de datos (data source) lleva a un incremento en el esfuerzo para modelar,
a una demanda mayor en la recoleccio´n de datos y, posiblemente, a un mal uso de los datos
disponibles. En los primeros tiempos de desarrollo de los modelos matema´ticos digitales, los
cient´ıficos ten´ıan que tratar directamente con los datos; recolectarlos, verificarlos e interpolarlos.
Hoy en d´ıa, existen enormes cantidades de datos disponibles. Mientras que la posibilidad de
errores de tipeo es pequen˜a (comparadas con la cantidad de datos manipulados), se incrementa la
posibilidad de mal uso o uso incorrecto de la calidad de los datos. Las interfaces entre los modelos
y la bases de datos espaciales generalmente tienden a usar me´todos de transformacio´n de fuerza
bruta, en los cuales los datos de origen son convertidos sin pensar en las consecuencias que puede
traer esa manipulacio´n. Por lo tanto se necesita el desarrollo de bases teo´ricas sensatas para el uso
de datos espaciales en los modelos ambientales.
Afortunadamente, la base de este trabajo ya ha comenzado a realizarse. De´cadas de trabajo
de los geo´grafos nos han provisto de muchos conceptos y herramientas para la manipulacio´n de
datos espaciales a trave´s de operaciones nume´ricas. Los geo´grafos ya han estudiado las carac-
ter´ısticas espaciales y las propiedades abstractas relacionadas con la topolog´ıa y la geometr´ıa. El
framework topolo´gico-geome´trico de la realidad se relaciona directamente con los modelos de datos
actuales disponibles en los GIS. La sensatez de esos principios puede ser comprobada mediante el
frecuente redescubrimiento por parte de numerosos equipos dedicados al modelamiento ambiental,
que construyen interfaces entre la realidad y los datos espaciales para sus proyectos espec´ıficos.
1.2 La Continuidad en los Modelos Ambientales
Dado que los modelos ambientales basados en la f´ısica dependen de principios f´ısicos, la matema´tica
detra´s de ellos a menudo tiene la forma de ecuaciones diferenciales. Estas ecuaciones impl´ıcitamente
suponen la continuidad del espacio y el cambio constante de los valores de variables independientes.
El desaf´ıo para los cient´ıficos y los analistas de GIS que trabajan con modelos ambientales es
transformar esa continuidad para que tenga cabida en el mundo discreto de las computadoras.
Existen representaciones discretas para las ecuaciones continuas y la continuidad del espacio, y
son ampliamente utilizadas. Los me´todos nume´ricos de diferencias finitas sirven para resolver ecua-
ciones diferenciales, discretizando el tiempo y el espacio en pequen˜as unidades. Estas soluciones
algebraicas para tratar las ecuaciones diferenciales son calculadas para unidad de espacio-tiempo,
y el resultado final se obtiene integrando los resultados parciales (generalmente a trave´s de una
adicio´n) en toda el a´rea de estudio. El me´todo de elementos finitos divide el a´rea de estudio en
unidades que son homoge´neas de manera que permite simplificar algunos te´rminos de la ecuacio´n
dominante. Las soluciones anal´ıticas pueden ser determinadas para cada elemento y la solucio´n to-
tal es calculada a trave´s de la solucio´n simulta´nea de un conjunto de ecuaciones. Como alternativa
algunos de los modelos globales del clima discretizan realizando ana´lisis espectral. En este caso,
en lugar de discretizar el espacio, el espectro es disectado en un conjunto de ecuaciones ordinarias
elementales para las cuales se puede encontrar solucio´n.
4Tal como las ecuaciones en los modelos matema´ticos son continuas, la mayor´ıa de los feno´menos
que describen tambie´n lo son. Por ejemplo, la temperatura del aire y la radiacio´n solar son campos
f´ısicos continuos. Ya que no podemos medir los feno´menos continuos en todos los lugares, es nece-
sario desarrollar te´cnicas para obtener informacio´n acerca de los campos recolectando datos en un
nu´mero finito de puntos. De la misma manera, necesitamos te´cnicas que nos permitan represen-
tar continuidad con esos conjuntos de datos finitos. Pocas variables ambientales, particularmente
aquellas en las ciencias biolo´gicas que se refieren a individuos, como a´rboles o animales, no son
continuas en un sentido estricto. Conceptualmente, tales feno´menos pueden ser convertidos en
campos tomando el l´ımite del valor del feno´menos (en este caso la cantidad o frecuencia) dividido
por el a´rea que tiende a cero. Este proceso produce como resultado una superficie de densidad
continua. Los modelos que usan tales variables calculan el promedio de cambio de la densidad. En
el ambiente urbano, se utiliza conceptualizaciones continuas de feno´menos discretos, como modelos
de sistemas de transporte. Ciertos feno´menos discretos de los que se que mide la densidad deben
ser tratados con cuidado. Por ejemplo si estamos modelando la cantidad de individuos en cierta
a´rea, esto se puede hacer con valores binarios asociados en cada punto (indicando la presencia o
ausencia de un individuo). Pero la densidad no puede ser medida de esta manera, pues tambie´n
depende unidad sobre la que es medida (por ejemplo, individuos por km2), por lo tanto todas
las medidas de densidad llevan una escala impl´ıcita. Ya que el valor de tales campos cambia de
acuerdo al a´rea de observacio´n, los campos de densidad no son verdaderos campos continuos f´ısicos
y no pueden ser modelados de la misma manera.
La continuidad, por supuesto, tambie´n existe respecto al tiempo. Como el espacio, el tiempo es
dif´ıcil de discretizar. Es bastante comu´n en muchas a´reas de la matema´tica discretizar el tiempo
como una sucesio´n de “ima´genes” o “fotos” del estado del feno´meno. Ya que la continuidad en
el tiempo puede ser tan importante como la continuidad en el espacio, muchos investigadores
esta´n trabajando en nuevos modelos de datos temporales. Sin embargo, para el propo´sito de este
trabajo de investigacio´n, se asume que la continuidad del tiempo es adecuadamente representada
por alguna de las discretizaciones temporales tradicionales.
Finalmente, la continuidad tambie´n surge en las medidas utilizadas. Muchos feno´menos am-
bientales son medidos usando escalas continuas. Temperatura, radiacio´n solar, precipitaciones,
pueden ser medidos con tantos d´ıgitos decimales como lo permitan los instrumentos. La con-
tinuidad es una caracter´ıstica fundamental de todos los sistemas naturales y debe ser cuidadosa y
expl´ıcitamente tratada siempre que un feno´meno natural sea transformado en una representacio´n
digital.
Cap´ıtulo 2
Medicio´n y Representacio´n de Campos
2.1 Medicio´n y Representacio´n de Valores y Ubicaciones
2.1.1 “Las escalas de medicio´n”
Dado que no podemos enumerar la infinita variedad de la naturaleza como un conjunto infinito de
“estados” [Cas89], nos vemos forzados a concentrarnos solamente en un pequen˜o subconjunto de
estos estados cuando modelamos un sistema de este tipo. Los estados que elegimos incluir dependen
del fin, los intereses y, mayormente, de las herramientas de medicio´n que tengamos disponibles.
La medicio´n, se define como la asignacio´n de nu´meros a objetos o eventos de acuerdo a ciertas
reglas. Las herramientas de medicio´n permiten establecer estas reglas para asignar nu´meros a
estados abstractos (“observables”). Estos nu´meros luego pueden ser usados como un modelo para
representar aspectos del mundo emp´ırico. En cualquier situacio´n hay una variedad de maneras en
las que podemos medir estos estados abstractos y, como resultado, tenemos diferentes sistemas de
medicio´n. La manera en que midamos la realidad afectara´ a la forma de modelarla. A continuacio´n
se mostraran los distintos tipos de sistemas de medicio´n disponibles para modelos ambientales.
Cada conjunto de datos espaciales que se incorpora al modelo debe incluir alguno de estos sistemas.
Las “escalas de medicio´n” [Ste46] dividen a las formas en que podemos medir un feno´meno en
cuatro sistemas. Las dos primeras formas son catego´ricas, ya que a cada observacio´n se le asigna
una categor´ıa o clase de un conjunto finito, generalmente pequen˜o, de estas categor´ıas o clases.
Estos valores sirven como identificacio´n que se usa para asignar al feno´meno un nombre o clase.
Aunque se pueden utilizar s´ımbolos matema´ticos para identificar estas clases (ej.: 1 = rocoso, 2 =
arcilloso), por definicio´n, estos valores de clases no se pueden utilizar en expresiones matema´ticas.
Es decir, no tienen un valor matema´tico expl´ıcito. Si los valores no tienen un orden inherente, si los
nombres solo sirven simplemente como una forma de distinguir una entidad o sus caracter´ısticas
de otra, la medicio´n es nominal. Las mediciones binarias son un caso especial de las nominales
en donde el numero de casos es igual 2. Los sistemas binarios se usan generalmente para indicar
condiciones opuestas como alto/bajo, existe/no existe, dentro/fuera de un a´rea de intere´s. Los
valores en un sistema ordinal identifican a un conjunto ordenado de clases (ej.: 1 = bueno, 2 =
medio, 3 = pobre). Algunos ejemplos de feno´menos medidos en sistemas nominales y ordinales
son:
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6• nominal: tipo de suelo, textura de suelo, tipo de roca (binario: existencia de capas duras,
alta concentracio´n de sales)
• ordinal: clase de drenaje, erosio´n potencial
Como se indico´ anteriormente, si bien los valores basados en sistemas de medicio´n catego´ricos
no pueden ser usados en ecuaciones matema´ticas, pueden ser usados en programas de computacio´n
en alguna de las siguientes maneras:
• para seleccionar un determinado proceso,
• para seleccionar un sustituto real en una tabla de bu´squeda, o
• (raramente) como un para´metro (solamente en conjuntos ordenados).
Las observaciones en donde se usan sistemas de medicio´n basados en nu´meros reales son funda-
mentales para los modelos matema´ticos. Existen dos tipos de sistemas de numeracio´n de nu´meros
reales: sistemas de intervalos que tienen un rango de posibles valores en entre [-∞, ∞] y sistemas
proporcionales con un rango mas limitado de [0, ∞]. Frecuentemente, los sistemas proporcionales
son vistos simplemente como un subconjunto de los intervalos. Sin embargo, hay algunas difer-
encias cr´ıticas entre estos sistemas de medicio´n cuando se deben realizar operaciones aritme´ticas.
Por ejemplo, mientras que es posible sustraer 15 m. de una elevacio´n de 10 m. para obtener -5
m. (sistema de intervalo), no es posible sustraer 15 m. de 10 m. de agua (sistema proporcional).
Algunos ejemplos de feno´menos espaciales que son medidos usando nu´meros reales son:
• intervalo: temperatura, elevacio´n, humedad
• proporcionales: lluvias, velocidad de vientos, grado de filtracio´n, pH, NDVI
Tambie´n hay un nu´mero de sistemas de medicio´n con nu´meros reales que tienen restricciones
adicionales en su uso en ecuaciones matema´ticas. Dos de estos sistemas que son particularmente
importantes en los modelos ambientales son los sistemas radiales y los vectoriales.
Los sistemas de mediciones radiales producen valores especificados en grados o en radianes y
son la unidad de medicio´n utilizada en las coordenadas geogra´ficas basadas en latitud y longitud
como as´ı tambie´n en mediciones de orientacio´n y a´ngulos de giro. Dado que estos sistemas son
circulares (o semicirculares en el caso de latitudes) su rango esta usualmente limitado y pueden
volver a valores iniciales. Por ejemplo, ls orientacio´n y la direccio´n de los vientos son medidas de
0o a 360o siendo 360o igual a 0o, mientras que la longitud varia entre -180o y 180o. Es importante
destacar que dentro del conjunto de sistemas radiales, los valores pueden ser o bien intervalos
(latitud, a´ngulo de giro) o proporcionales (pendiente, direccio´n de un compa´s).
Los sistemas de medicio´n de vectores producen valores con dos componentes los cuales deter-
minan direccio´n y magnitud. Hay dos formas de expresar estos elementos:
• direccio´n (en grados) y magnitud, y
• los componentes x e y de un vector geome´trico basado en coordenadas cartesianas.
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Cada uno de estos puede ser determinado geome´tricamente del otro. Se utiliza generalmente
la forma (x, y) para la manipulacio´n matema´tica. Algunos ejemplos de feno´menos que pueden
expresarse como vectores son el flujo horizontal de agua, vientos (observados como direccio´n y
magnitud) y la pendiente del suelo (observado como orientacio´n e inclinacio´n).
Mientras que hay diferencias importantes en como se pueden manipular cada uno de estos sis-
temas de medicio´n, para nuestro propo´sito es conveniente clasificar estos sistemas de medicio´n en
catego´ricos y nume´ricos. Mientras que los nu´meros pueden ser usados libremente en expresiones
aritme´ticas y por lo tanto pueden ser incorporados libremente en modelos matema´ticos, los valores
catego´ricos esta´n restringidos a los usos indicados anteriormente. En ciertas situaciones las opera-
ciones entre nu´meros de intervalos crean valores inva´lidos. Sin embargo, hablando pra´cticamente,
los valores de intervalos proporcionales son frecuentemente combinados en ecuaciones matema´ticas
basadas en principios f´ısicos. En este caso, se incluyen uno o ma´s valores basados en para´metros
emp´ıricos, los cuales se asumen que convierten el valor de intervalo a un valor proporcional en las
unidades apropiadas.
Los datos (nume´ricos) radiales tambie´n tienen restricciones complejas en las operaciones ar-
itme´ticas. Los resultados deben conformar al rango de las caracter´ısticas circulares de la variable
resultante. Por ejemplo, si a y c miden la declinacio´n del norte (rango posible [0,360) ) y b mide
el a´ngulo de giro (rango posible (-∞, ∞) ) entonces si a=330o y b=85o,
c = a+ b = (330 + 85− 360)o = 55o
c = b ∗ 10 = (850− 360)o = (490− 360)o = 130o
O, si a y c miden la longitud (rango posible [-180,180] ) y b mide movimiento en la direccio´n
este-oeste (rango posible (-∞, ∞) ), y valores negativos indican a´ngulos medidos en la direccio´n
oeste, entonces si a=-150o y b=70o
c = a+ b = −150 + 70 = −80o
c = ab = −150− 70 = (−229 + 360) = 140o
Por lo tanto dado que solamente se distinguen las mediciones catego´ricas y nume´ricas, durante
la construccio´n de las ecuaciones matema´ticas se asumen las restricciones en el uso de sistemas
de medicio´n diferentes, tambie´n como las consideraciones normales para las unidades de medicio´n
apropiadas.
2.1.2 Ubicacio´n de la Medicio´n
Dado que el espacio es continuo, es posible expresar una ubicacio´n en la superficie de la tierra
a cualquier grado de precisio´n requerido. As´ı los valores usados para expresar la ubicacio´n son
elementos del conjunto de nu´meros reales. La ubicacio´n se expresa generalmente en te´rminos de
un sistema de coordenadas rectangulares o esfe´ricas puesto sobre la superficie que se examina y se
utiliza a menudo (x,y) como me´todo gene´rico de expresar la ubicacio´n de un punto.
Por supuesto, cuando un sistema de coordenadas rectangular se pone sobre la superficie curva de
la tierra, aparecen distorsiones. Las proyecciones de los mapas son las herramientas geome´tricas que
8se utilizan para relacionar las ubicaciones en la superficie de la tierra expresadas como un conjunto
de latitud y de longitud (sistema de coordenadas esfe´ricas) con la posicio´n en, generalmente, una
grilla rectangular, expresada por un par (x, y). Afortunadamente para la gran mayor´ıa de los
esfuerzos de modelar en los cuales la ubicacio´n es una parte integral, hay disponibles fo´rmulas
que se pueden utilizar para convertir entre los sistemas de coordenadas rectangulares y esfe´ricos.
Snyder [Sny87] ha proporcionado a un resumen excelente de las transformaciones de sistemas de
coordenadas ma´s importantes.
2.2 Representando Campos
En la representacio´n espec´ıfica de feno´menos espaciales continuos, es u´til establecer el concepto de
campo. Un campo f´ısico se define tradicionalmente como una entidad que se distribuye sobre el
espacio y cuyas caracter´ısticas son funciones de las coordenadas espaciales y, en el caso de campos
dina´micos, del tiempo:
z = f(x, y) o z = f(x, y, t)
Los campos escalares son caracterizados por una funcio´n de la posicio´n y, posiblemente, del tiempo,
donde el valor en cada punto es un escalar, mientras que el valor en cualquier ubicacio´n en un
campo vectorial es un vector (es decir campos representando vientos donde el valor en una ubicacio´n
tiene magnitud y direccio´n). Goodchild [Goo92] ha sugerido que el elemento fundamental de la
informacio´n geogra´fica es la tupla
T =< x, y, z1, z2, ..., zn >
la cual describe el valor de n variables espaciales en la ubicacio´n (x, y). Dado que x e y son
continuos, se concluye que el nu´mero de tuplas es infinito. As´ı el conjunto infinito de las tuplas
< x, y, z > describe un campo que contiene los valores de una sola variable espacial sobre el espacio.
Puesto que son continuos, los campos f´ısicos se distinguen por su extremadamente alto grado
de autocorrelacio´n espacial. As´ı, mientras que no podemos medir el valor de un feno´meno continuo
en todas partes, sabemos que las ubicaciones cerca de las que podemos medir tendra´n valores muy
similares. El conocimiento de la autocorrelacio´n espacial, sin embargo, nos da poca informacio´n
sobre cuan ra´pidamente e irregularmente cambian los valores entre las ubicaciones en las cuales
sabemos el valor. Para representar y manipular campos con modelos matema´ticos, debemos tener
alguna manera de conectar la variacio´n continua del campo que se observa en naturaleza a los
nu´meros o a las letras individuales guardados en la computadora como representaciones del valor
del campo en ciertas ubicaciones. En algunos casos especiales, los valores y la variacio´n en el
espacio se pueden representar mediante una ecuacio´n, por ejemplo:
z = x2 + xy + y2
donde x, y son coordenadas cartesianas horizontales y z es el valor del feno´menos en cualquier
ubicacio´n (x, y). Sin embargo, puesto que las superficies en la realidad raramente son suaves, el
acoplamiento entre la realidad continua y su representacio´n en el ordenador se obtiene:
1. dividiendo el espacio continuo en ubicaciones discretas donde los valores discretos pueden ser
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medidos y registrados, y
2. estableciendo alguna regla para interpolar valores desconocidos en estas ubicaciones.
El primero de estos pasos se conoce como discretizacio´n. El segundo paso se logra con el uso de
modelos de datos espaciales. En las secciones siguientes se consideraran estos dos temas en mayor
detalle.
2.2.1 Discretizacio´n del Espacio
Los geo´grafos han intentado por siglos dar estructura a la complejidad espacial de la naturaleza.
Incluso cuando la geograf´ıa se considera sobre todo como cualitativa, es necesario sin embargo
partir el espacio para poder describir regiones y elementos en una manera anal´ıtica. Durante la
revolucio´n cuantitativa de la geograf´ıa, el foco ha dado vuelta sobre el descubrimiento de estruc-
turas geome´tricas y las te´cnicas matema´ticas que se podr´ıan utilizar para explicar distribuciones
espaciales.
Los mapas son una herramienta importante para entender las estructuras espaciales, son re-
conocidos por muchos geo´grafos como un lenguaje especial para la informacio´n espacial [Har69].
Los mapas, las l´ıneas y las sombras creados por los carto´grafos se pueden reducir a las primiti-
vas ba´sicas espaciales: punto, l´ınea y a´rea. Tobler llama esto el paradigma cartogra´fico de los
feno´menos geogra´ficos [Tob90]. Dentro del modelo de la realidad geogra´fica de los mapas, a los
feno´menos continuos se les da´ la estructura del modelo de punto/ l´ınea/ a´rea con el uso de las
l´ıneas de contorno y de otras isol´ıneas.
Con el desarrollo de la deteccio´n remota basada en sate´lites y de mapas digitales basados en
grillas, se hizo popular un segundo modelo formal del espacio, la trama (raster). Se ha generado
mucha discusio´n sobre la representatividad del modelo de trama contra el modelo de punto/ l´ınea/
a´rea o de vector. Muchas compan˜´ıas de GIS indican que sus productos “son integrados”, es decir
capaces de visualizar tramas y datos vectoriales y en algunos casos se realizan traducciones entre
ellos.
Desafortunadamente, se ha olvidado el punto ma´s importante. El problema es ma´s fundamental
que simplemente el desarrollo de algoritmos para convertir ima´genes de trama a sus representa-
ciones de vector. El centro de esta discusio´n deber´ıa ser cuan bien estos modelos representan la
realidad que piensan retratar.
De hecho, los simples conceptos de trama y vector son incompletos para trabajar con las
variadas representaciones de los feno´menos continuos. Hay ma´s para representar de la realidad
que apenas partirla en pedazos. Es u´til considerar las distintas etapas de aumento de abstraccio´n
implicadas en la construccio´n e implementacio´n de un modelo matema´tico a partir de un proceso
natural.
Esta investigacio´n se centra en la conexio´n entre un modelo geogra´fico espec´ıfico, el campo, y
varios modelos de datos espaciales que se pueden utilizar para representarlo. Ahora volvemos a
considerar estos modelos de datos.
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2.3 Modelos de Datos Espaciales para los Campos
En un sentido literal, lo mismo que un modelo hidrolo´gico representa hidrolo´gica y un modelo de
crecimiento de cultivos representa el crecimiento de cultivos, el termino “modelo de datos” sugiere
la idea de un modelo formal para los datos, no de la realidad. Es importante reconocer que el
proceso de desarrollar modelos de datos espaciales de una realidad especifica, llamado modelado
de datos, involucra la discretizacio´n de la variacio´n espacial de esa realidad. Desafortunadamente
el modelado de datos se confunde frecuentemente con temas de estructuras de datos [Goo92] y se
complica en cuestiones de como se representaran los puntos, l´ıneas y a´reas. De hecho, esta confusio´n
de te´rminos puede ser parcialmente por la falta de un entendimiento sobre las diferentes formas
en que estos modelos de datos representan la realidad. Cada uno abarca uno o ma´s importantes
suposiciones sobre la forma de la realidad representada. Estas suposiciones afectan cr´ıticamente
la forma en que cada modelo de datos puede ser manipulado matema´ticamente.
Hay seis modelos de datos diferentes disponibles para la representacio´n de los campos [Goo92]:
grillas de celdas, pol´ıgonos, TINs, modelos de contornos, grillas de puntos y puntos irregulares. En
las siguientes secciones, definiremos y discutiremos cada uno de estos modelos y describiremos como
cada uno modela la realidad. Para esta y futuras discusiones, es u´til que definamos el concepto
de elemento espacial. Estos son los componentes geome´tricos ba´sicos de los modelos espaciales
(ej.: punto, celda (pixel), l´ınea) y que son entidades individuales las cuales son referenciadas y
manipuladas por la computadora. Cada uno de estos elementos esta ubicado en el espacio y se le
asignan uno o mas valores espec´ıficos. El conjunto completo de elementos espaciales en un modelo
de datos espacial usado para representar una instancia especifica de un feno´meno es un conjunto
de datos.
2.3.1 Grillas de Celdas
Una grilla de celdas particiona toda el a´rea de estudio en recta´ngulos, los cuales esta´n uniforme-
mente alineados en dos direcciones perpendiculares. Las celdas que no son regulares (ej.: celdas
hexagonales) son considerados modelos de pol´ıgonos. El ejemplo mas comu´n de una grilla de celdas
es una imagen obtenida remotamente compuesta de pixels. El valor del feno´meno sobre el a´rea
cubierta por cada celda (el elemento espacial) es representada por un u´nico valor aun cuando haya
una variacio´n considerable dentro de la celda. Como resultado, los valores cambian abruptamente
en los bordes de la celda. La geograf´ıa de una grilla de celdas puede ser descripta completamente
especificando el alto y ancho de la celda, el origen de la celda, la orientacio´n con respecto a un
compa´s de las filas y las columnas y la proyeccio´n utilizada.
2.3.2 Poligonos
Los pol´ıgonos particionan el toda a´rea de estudio en regiones contiguas de forma irregular. Como
en las grillas de celdas, el valor del feno´meno dentro de un pol´ıgono particular se define como
una constante y cambia abruptamente en los bordes del pol´ıgono. Los limites de un conjunto de
pol´ıgonos se puede definir por el feno´meno (ej: zonas de vegetacio´n) o pueden ser independientes del
feno´meno (ej.: bloques de corte, lineas divisorias de aguas cuando se utilizan para particionar las
caracter´ısticas del suelo). En las bases de datos ambientales, los datos estructurados como pol´ıgonos
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son por lo general catego´ricos (ej.: suelos, tipos de vegetacio´n, lineas divisorias de aguas). Para que
sean u´tiles en modelos matema´ticos, estas bases de datos catego´ricas son usualmente vinculadas
a tablas relacionales las cuales describen varias propiedades nume´ricas y de otro tipo para cada
clase.
2.3.3 TINs (Triangulated Irregular Networks, Redes Trianguladas Ir-
regulares)
Los TINs particionan toda el a´rea de estudio en regiones triangulares. El valor del feno´meno se
especifica solo en los nodos de los tria´ngulos. Sin embargo, dado que se asume que la superficie de
cada tria´ngulo es una funcio´n de las coordenadas rectangulares, se pueden calcular los valores en
cualquier parte dentro de la cara de un tria´ngulo directamente a partir de los valores en los nodos.
(Se pueden asumir varias formas diferentes para la variacio´n de esas caras triangulares, pero dado
que las caras planares son las ma´s fa´ciles de trabajar y la mayor´ıa de las implementaciones de TINSs
comerciales solo permiten caras planares, solo consideraremos esta forma aqu´ı.) Dado que no hay
un cambio abrupto en los valores en los bordes planares, hay si un cambio abrupto en la pendiente.
La ubicacio´n de los limites se define por la ubicacio´n de los nodos. As´ı, la correspondencia entre
la superficie real y la que es representada por la superficie de los tria´ngulos se determina por el
conjunto de puntos (nodos) seleccionados para definir los puntos cr´ıticos de la superficie. Dado
que los TINs definen superficies continuamente variantes, los modelos de TIN nunca pueden ser
usados para estructurar datos catego´ricos (no nume´ricos).
2.3.4 Grillas de Puntos
Las grillas de puntos almacenan el valor del feno´meno en cada interseccio´n de una grilla regular.
Estos valores representan el valor actual del feno´meno en esa ubicacio´n. La ubicacio´n de cada punto
de la muestra lo determina la grilla, independientemente del feno´meno. Si un conjunto de datos
con estructura de grilla de puntos se ha derivado de una fuente de datos primarios (ej.: elevaciones
de pares este´reos), no se hacen suposiciones correspondientes a la representatividad de cada valor
dentro de la vecindad de los puntos tomados. Sin embargo, si el conjunto de datos ha sido derivado
de algu´n otro conjunto de datos espaciales, los puntos pueden ser realmente representativos de la
vecindad. Por ejemplo, los valores en una grilla de puntos derivados de una grilla de celdas son
representativos de la vecindad de la celda mas que de los valores de los puntos. La geograf´ıa de
una grilla de puntos debe ser descripta especificando el espaciado x e y, el origen y la orientacio´n
de la grilla y la proyeccio´n usada.
2.3.5 Grillas Irregulares de Puntos
Los modelos de grillas irregulares de puntos almacenan los valores del feno´meno en ubicaciones
puntuales esparcidas irregularmente. La ubicacio´n de los puntos puede ser determinada por el
feno´meno. En este caso, los valores se asumen representativos de las ubicaciones vecinas (ej.: ubi-
caciones representativas cuidadosamente seleccionadas para una coleccio´n de datos sobre lluvias).
12
Sin embargo, los datos de una grilla irregular de puntos pueden ser tomados en ubicaciones deter-
minados por factores distintos al del feno´meno estudiado (ej.: estaciones meteorolo´gicas ubicadas
en aeropuertos). En este caso, el valor en cada punto es menos representativo de las condiciones
circundantes.
2.3.6 Modelos de Contornos
Los modelos de contornos son u´nicos entre estos modelos de datos espaciales usados para feno´menos
continuos. A diferencia de los otros modelos espaciales, los modelos de contornos se construyen
manteniendo el valor del feno´meno constante y determinando su ubicacio´n. Se construyen l´ıneas
para conectar ubicaciones adyacentes cuyos valores igualen el valor de la l´ınea de contorno deseada.
Este modelo identifica expl´ıcitamente todos los lugares que exhiben un valor expresado por una de
las l´ıneas de contorno. Sin embargo, el valor de la superficie se define solamente sobre las l´ıneas
de contorno. Las ubicaciones de las l´ıneas de contorno se determinan tanto por el feno´meno como
por los valores seleccionados sobre los cuales se dibujan las l´ıneas de contornos.
Una caracter´ıstica u´nica de este modelo es que los elementos espaciales son l´ıneas, en vez de
puntos o a´reas como en los otros cinco modelos. Estas l´ıneas son ordenadas por valor de forma que
las l´ıneas de contorno vecinas son o bien de valores iguales o diferentes solamente por un intervalo
de contorno. Como los TINs, los modelos de contornos particionan el espacio en regiones sobre las
cuales varia el valor del feno´meno. A diferencia de los TINs, la variacio´n entre l´ıneas de contorno
no es linear o claramente definida. La u´nica suposicio´n que se puede realizar sobre la variacio´n
entre las l´ıneas es que los valores del feno´meno se mantienen dentro del rango definido por los
valores de las l´ıneas de contorno que lo encierran y que las ubicaciones cercanas a las l´ıneas de
contorno tienen un valor cercano al de las l´ıneas. Finalmente, como en los TINs, dado que las
l´ıneas de contorno deben ser medidas en un sistema de medicio´n continuo, los modelos de contorno
nunca pueden ser utilizados para representar datos catego´ricos.
2.3.7 Caracter´ısticas de los modelos de datos espaciales
Habiendo definido y descripto brevemente los seis modelos de datos usados para representar cam-
pos, ahora es posible considerar sus diferentes caracter´ısticas en una manera global. Goodchild
ha sugerido que estos seis modelos representan dos formas distintas de explotar la autocorrelacio´n
espacial de los campos [Goo92]. Los modelos piecewise1 hacen uso de la suposicio´n que las ubica-
ciones cercanas son similares mientras los modelos de muestreo explotan el hecho que si sabemos
el valor en una ubicacio´n podemos estimar el valor en las ubicaciones cercanas.
Los modelos piecewise seccionan la superficie en regiones contiguas. Un valor se define en toda
ubicacio´n de la superficie. La variacio´n continua del valor del feno´meno dentro de cada regio´n se
describe en funcio´n de las coordenadas. En dos modelos, grilla de celdas y pol´ıgonos, esta funcio´n
es una constante mientras que en el modelo TIN la funcio´n es linear. As´ı si el valor del feno´meno
representado es dibujado como una tercera dimensio´n, la grilla de celdas y los modelos de pol´ıgonos
producen una superficie escalonada de regiones horizontales, mientras que las regiones del modelo
TIN son planos inclinados con los bordes de cada regio´n coincidentes con los de sus vecinos. La
1Por partes.
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(a) Grilla de Celdas (b) Pol´ıgonos (c) TIN
(d) Grilla de Puntos (e) Grilla Irregular de Puntos (f) Lineas de Contorno
Figura 2.1: Modelos de Datos Espaciales para Campos Continuos
suposicio´n crucial en todos los modelos piecewise es que el valor o funcio´n asignado a cada regio´n es
representativo del valor promedio o de la tendencia general de la superficie en la regio´n. Mientras
que cada punto individual podr´ıa no ser representado precisamente, se asume que la integral de
los valores sobre esta superficie producir´ıa el valor de la funcio´n lineal asignada.
Los modelos de muestreo usan una aproximacio´n completamente diferente. En estos modelos,
el feno´meno es precisamente muestreado en un nu´mero especifico de puntos diferentes. El muestreo
se realiza en puntos, como en los modelos de grillas de puntos y de grillas irregulares de puntos,
o a trave´s de l´ıneas como en los modelos de contorno. Ningu´n valor es asignado a ubicaciones
que no hayan sido muestreadas y, excepto en el limitado caso de los modelos de contornos, no se
proporciona ninguna informacio´n sobre la variacio´n en el valor del feno´meno entre los sitos de las
muestras. Para representar la superficie continua entre estas ubicaciones de las muestras se debe
suponer que la variacio´n entre estos puntos puede ser descripta por una funcio´n matema´tica. Sin
embargo, a diferencia de los modelos piecewise, esta funcio´n no siempre esta claramente definida.
Frecuentemente se utilizan funciones lineales, tambie´n son comunes otros tipos (ej.: funciones de
alto orden que ajustan la superficie exactamente a puntos de una grilla en una ventana de 3x3).
La funcio´n de interpolacio´n elegida puede variar para el mismo conjunto de datos en diferentes
aplicaciones. Tambie´n, la precisio´n de una prediccio´n del valor de un punto dado en la superficie
varia dependiendo de la distancia a un sitio muestreado, en general, el valor de un punto muy
cercano a un sitio muestreado puede ser predicho con mayor precisio´n que el valor de una ubicacio´n
a una mayor distancia.
Los modelos de contorno muestran caracter´ısticas combinadas de los modelos piecewise y de
muestreo. Mientras que son realmente muestreados en el sentido descripto anteriormente, son
muestras completas de todas las ubicaciones con los valores de las l´ıneas de contorno seleccionadas.
Esto provee informacio´n adicional sobre la variacio´n entre las l´ıneas. As´ı, desde una perspectiva
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piecewise, esto implica la existencia de alguna informacio´n sobre la variacio´n dentro de cada regio´n
limitada por las l´ıneas. Y, como en los TINs, las superficies contorneadas dibujadas en tres
dimensiones muestran superficies que var´ıan suavemente entre las l´ıneas.
As´ı tenemos dos grupos de modelos con amplias diferencias en sus suposiciones ba´sicas. Mien-
tras que los modelos piecewise proveen una representacio´n generalizada del feno´meno continuo, los
modelos de muestreo proveen datos precisos en un numero limitado de ubicaciones. Los esque-
mas de muestreo pueden ser imparciales (como en las grillas de puntos) o parciales (como en los
modelos de contornos y de algunas grillas irregulares de puntos). En te´rminos de representacio´n
de superficies, es u´til considerar a los 6 modelos en tres grupos distintos. Los modelos piecewise
constantes describen una superficie horizontal escalonada con cortes verticales en los bordes de
las celdas o los pol´ıgonos (fig. 2.2). Los modelos de superficie, TIN y de contorno, describen una
superficie continua con valores variando dentro de regiones y con continuidad en los bordes (bordes
de tria´ngulos o l´ıneas de contorno) (fig. 2.3). Los modelos de punto no describen una superficie
continua; se debe utilizar la interpolacio´n para construir estas superficies (fig. 2.4).
(a) Grilla de Cel-
das
(b) Pol´ıgonos
Figura 2.2: Modelos Constantes
(a) TIN (b) Lineas de
Contorno
Figura 2.3: Modelos de Superficie






Figura 2.4: Modelos de Puntos
2.3.8 Modelos de datos espaciales como una representacio´n de la reali-
dad
El hecho de cuan bien un modelo de datos espacial representa la realidad es un tema complejo.
El error aparece inicialmente en las mediciones del feno´meno y puede incluir malas mediciones o
almacenamiento de los valores, las ubicaciones, o ambos.
Si asumimos que la superficie real ha sido muestreada en forma precisa y almacenada, los
modelos de datos espaciales son solamente una representacio´n de la realidad. ¿Es posible estimar
la precisio´n con la cual un modelo de datos espacial se ajusta realmente? ¿Como podemos evaluar
como encaja una representacio´n discreta de una superficie continua? La respuesta directa a estas
preguntas es simplemente, con dificultad. Dado que es continua, la superficie real no puede ser
descripta completamente. Por lo tanto el modelo no puede compararse directamente con ella.
Tambie´n el alto grado de autocorrelacio´n espacial entre los valores en los puntos de un campo
invalida muchas de las herramientas estad´ısticas que pueden ser usadas para medir el grado de
correspondencia entre el modelo y la realidad.
Otro tema importante relacionado con la variabilidad del feno´meno tiene que ver con la suavi-
dad del modelo de datos espacial usado para representar el campo f´ısico. Mientras que muchos
feno´menos pueden exhibir una gran variabilidad de frecuencia, los conjuntos de datos digitales que
representan estos campos generalmente solo producen modelos de baja variacio´n de frecuencia.
Los modelos constantes piecewise reemplazan esta variacio´n local con el promedio local, mientras
que los modelos de superficie describen variabilidad expresando la razo´n de cambio del valor del
feno´meno a trave´s de mediciones de inclinacio´n (es decir la inclinacio´n de los tria´ngulos de un
TIN o la cercan´ıa de las l´ıneas de contorno). El como se usan e interpretan estos modelos de
la realidad debe ser determinado por la aplicacio´n en la cual sera´n usados. Por ejemplo, si las
pequen˜as variaciones en el valor del feno´meno son importantes, es esencial que el modelo de datos
espacial sea capaz de representar estas variaciones. Esto se puede realizar a trave´s del uso de
elementos espaciales pequen˜os o el desarrollo de mediciones de variabilidad como las provistas por
la aplicacio´n de te´cnicas geoestad´ısticas. En otros casos, donde las pequen˜as variaciones en el
valor del feno´meno llevan como resultado modelos inconclusos, se requerira´ un modelo de datos
que suavice estas altas variaciones de frecuencia mientras que mantenga una buena representacio´n
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de las bajas variaciones de frecuencias. Si un conjunto de datos no puede describir un nivel de
variabilidad apropiado, entonces se deben buscar algunos medios para introducir esa informacio´n.
Esto es responsabilidad del modelador, no del conjunto de datos.
Un intere´s ma´s amplio se da sobre las anomal´ıas que aparecen en la relacio´n entre la realidad
y el modelo de algunos conjuntos de datos. Un excelente ejemplo de estas anomal´ıas son aquellos
que pueden observarse en modelos de TIN que han sido derivados de modelos de contorno. Debido
a los algoritmos usados para crear los TINs a partir de los contornos, un modelo derivado puede
mostrar estos anomal´ıas como tria´ngulos llanos (que ocurren cuando se obtienen los tres nodos
de un tria´ngulo de una misma l´ınea de contorno) y represas y vallas (que ocurren cuando los
tria´ngulos cruzan a trave´s de cerros o valles, los cuales no son capturados por las l´ıneas de contorno)
[Kum92]. Si estas anomal´ıas crean problemas depende de la aplicacio´n en donde sera´ utilizado
el TIN. Si el TIN debe ser usado para la creacio´n de un relieve sombreado de la superficie, estas
caracter´ısticas pueden ser extremadamente engan˜osas. Similarmente pueden tener un gran impacto
en los resultados de un modelo hidrolo´gico dado que causaran que se modifiquen las direcciones de
flujo. Por otro lado, si el modelo espacial sera´ usado en un modelo matema´tico donde solamente
es importante el valor escalar del punto, los valores interpolados de los tria´ngulos del TIN deben
ser similares a aquellos producidos por el modelo de contorno. As´ı la semejanza entre la realidad y
el modelo es en algunos casos un tema de eleccio´n subjetiva - ¿se asemeja este modelo a la versio´n
de la realidad del modelador. Y finalmente, en la ausencia de un conocimiento experto sobre el
feno´meno representado, debemos caer en las suposiciones ba´sicas de los modelos de datos espaciales
que han sido elegidos para modelar la realidad y esperar que esta seleccio´n fue encaminada por el
deseo de representar la realidad de la forma ma´s precisa posible.
2.3.9 Estructuras de datos para campos que modelan datos espaciales
Como indico Goodchild, las estructuras de datos frecuentemente se confunden con los modelos de
datos [Goo92]. La razo´n de esto es simple - hay una compleja proyeccio´n entre los modelos de
datos y las estructuras de datos. Si consideramos solo dos grandes categor´ıas de estructuras de
datos - raster y vector - la proyeccio´n entre modelo de datos y estructura de datos se ver´ıa como
sigue:
Modelo de datos → Estructura de datos




Grillas de Puntos → vector o raster
Grillas Irregulares de Puntos → vector
Debemos destacar que, aunque existen autores que consideran como modelo de datos a los
rasters y vectores, y como estructuras de datos a las grillas de celdas, pol´ıgonos, etc. creemos que
la categorizacio´n realizada por Goodchild es la mas acertada.
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As´ı, el conjunto de datos debe ser almacenado en formato vector, pero puede representar uno
de varios modelos de datos diferentes. Para poder utilizar apropiadamente el conjunto de datos
espacial, es necesario conocer que modelo de datos espacial se utilizo´ durante la etapa de modelado
de datos en el desarrollo de la base de datos.
2.4 Modelando con variables continuas
Para los modeladores ambientales, disen˜ar y codificar un modelo matema´tico es una tarea com-
pletamente diferente a la de acceder y manipular datos en un GIS. Por un lado los modeladores
pueden utilizar lenguajes algebraicos y de programacio´n bien conocidos y estructurados, siguiendo
las reglas validadas y extensamente probadas para la substitucio´n y la solucio´n. Por otra parte,
cuando se manipulan datos espaciales para el uso en los modelos, los modeladores solamente tienen
para trabajar el lenguaje de un GIS espec´ıfico. Los procedimientos que deben seguir para conseguir
los datos espaciales no se codifican en ningu´n lenguaje comu´n. No hay reglas comunes aceptadas ni
valores por defecto para guiar co´mo se utilizara´n los datos espaciales en los modelos ambientales.
As´ı, mientras que los modeladores pueden utilizar un lenguaje simbo´lico comu´n para expresar el
desarrollo matema´tico y para probar as´ı la validez de su acercamiento, no hay una manera simple
de expresar las transformaciones y las manipulaciones que se necesitan incorporar a los datos es-
paciales del modelo. La consecuencia de esto es que es muy dif´ıcil evaluar la validez de los datos
incorporados en los modelos que se han basado en datos espaciales y, consecuentemente, es dif´ıcil
evaluar la validez de los resultados del modelo.
2.4.1 Una estrategia para tratar la continuidad espacial
Son necesarias estrategias y te´cnicas comunes para manejar datos espaciales en todas sus formas so-
bre feno´menos continuos. Esto proporciona un marco en el cual puedan ser tratados muchos temas
relacionados con la representacio´n de feno´menos continuos. Se puede proporcionar un conocimien-
to de las suposiciones ba´sicas que se incorporan a cada modelo de datos del campo y los medios
para expresar las anomal´ıas de estas suposiciones ([Kem97a], [Kem97b]). Esta estrategia debe
espec´ıficamente:
• permitir la expresio´n y la manipulacio´n de variables y datos sobre feno´menos continuos en
lenguajes simbo´licos comunes. Es decir la estrategia debe ser capaz de ser incorporada en
implementaciones de lenguajes de programacio´n de modelos ambientales. Esto contrasta
directamente con la estructura del lenguaje tipo natural del a´lgebra de Tomlin [Tom90] y es
ma´s favorable al ambiente cient´ıfico.
• eliminar la necesidad de considerar la forma de la discretizacio´n espacial (el modelo de datos)
siempre que sea posible. Mientras que creemos que es deseable y posible alcanzar este objetivo
para la mayor´ıa de las operaciones, es necesario que se prevea el ingreso de informacio´n
adicional para algunas operaciones.
• proporcionar una sintaxis para incorporar las operaciones primitivas apropiadas para mod-
elos ambientales con campos pero que no este´n todav´ıa disponibles en GIS o lenguajes de
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programacio´n comunes. E´stos incluyen operaciones para realizar versiones discretas de “difer-
enciacio´n” y de “integracio´n” en las variables que representan campos y la incorporacio´n del
concepto de campos vectoriales.
• dirigir y permitir el ra´pido desarrollo de enlaces directos entre los modelos ambientales y
cualquier GIS.
En el resto de este cap´ıtulo se establecera´n los fundamentos de esta estrategia propuesta para
manejar datos espaciales continuos en proyectos de modelos ambientales.
2.5 Variables de Campo
2.5.1 Tipos de datos campo y variables de campo
Para poder manipular datos sobre feno´menos continuos espacialmente, comenzamos definiendo el
tipo de datos campo que se utilizara´ adema´s de los tipos de datos tradicionales (ej.: float, integer,
character, etce´tera). Las variables declaradas como tipo de dato campo son variables de campo.
Las variables de campo son la representacio´n lo´gica o funcional del concepto de campo. Estas
variables son espacialmente continuas y representan los valores del campo durante un solo instante
de tiempo. Como otros tipos de variables, los campos se representan con s´ımbolos. Utilizaremos las
letras mayu´sculas para denotar a las variables de campo. Por ejemplo, el campo de la temperatura
se puede representar por el s´ımbolo T o por TEMP.
Para cualquier variable de campo, debe ser posible determinar un valor en cualquier ubicacio´n
y estos valores pueden ser diferentes de ubicacio´n a ubicacio´n dentro de la misma variable de
campo. Usando un sistema de coordenadas cartesianas, nos podemos referir a la temperatura en
una ubicacio´n espec´ıfica del campo usando la notacio´n T(x, y). Mientras que las coordenadas
cartesianas son el valor por defecto, es posible denotar el valor de la variable en un punto usando
cualquier sistema de coordinadas. La notacio´n T(x, y) refuerza la nocio´n que el valor en cualquier
punto de un campo es una funcio´n de su ubicacio´n.
2.5.2 Igualdad espacial y anidamiento
Es u´til definir los conceptos de igualdad y de anidamiento espacial pues son esenciales para hacer
operaciones matema´ticas sobre variables de campo. Estos conceptos se utilizan para comparar
las discretizaciones espaciales espec´ıficas de diversas variables de campo. En variables de campo
espacialmente equivalentes, la geograf´ıa de todos los elementos espaciales corresponde exactamente
y totalmente. Tal condicio´n se encuentra en las grillas de celdas co-registradas de iguales dimen-
siones, es decir si A y B son grillas de celdas espacialmente equivalentes (“A como B”), tienen
las mismas dimensiones de celda, origen, orientacio´n y proyeccio´n. Los pol´ıgonos espacialmente
equivalentes son menos comunes en conjuntos de datos ambientales puesto que las ubicaciones
del l´ımite son determinadas generalmente por los feno´menos observados. Sin embargo, cuando
una variable de campo es derivada de otra por la substitucio´n de un conjunto de las clases a un
conjunto de valores nume´ricos, la variable que resulta sera´ espacialmente equivalente a la original.
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La equivalencia espacial es esencial para la mayor´ıa de las operaciones matema´ticas en variables
de campo.
El anidamiento espacial indica que una variable espacial anida dentro de otra variable espacial.
La definicio´n var´ıa levemente en modelos piecewise y muestreados. Para los modelos espaciales
piecewise, si A anida espacialmente dentro de B (“A en B”):
• cada elemento en A reside totalmente dentro de un elemento en B, y
• el conjunto de las l´ıneas que forman los l´ımites de B es un subconjunto del conjunto de las
l´ıneas que forman los l´ımites de A.
A en BBA
Para modelos muestreados, el anidamiento espacial simplemente significa que los elementos
espaciales de A son un subconjunto de los elementos espaciales de B, nuevamente A esta anidada
en B:
A B A en B
El anidamiento se presenta con ma´s frecuencia al trabajar con grillas de celdas. Por ejemplo,
consideramos dos grillas de celdas, A y B, con el mismo origen, orientacio´n y proyeccio´n pero
distintas dimensiones en las celdas. Si A tiene un ancho de celda de 10 segundos y B tiene una
ancho de celda de 1 grado, A se anida en B tal que hay 36 celdas de A en cada celda de B.
En este cap´ıtulo hemos introducido el concepto de campo y considerado co´mo los campos
esta´n individualizados y representados en la computadora. Puesto que la manera en la cual se
representan los campos es fundamental en la determinacio´n de co´mo pueden ser realizadas las
operaciones matema´ticas, las caracter´ısticas asociadas a variables de campo describen el modelo
de datos usado y otras caracter´ısticas cr´ıticas relacionadas con la densidad de la informacio´n, los
aspectos temporales y el sistema de medicio´n. Estas caracter´ısticas son cr´ıticas en la determinacio´n
de co´mo puede ser manipulada matema´ticamente dentro de la computadora.
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Cap´ıtulo 3
Operaciones sobre variables de campo
Hay una amplia gama de operaciones que se pueden realizar usando variables de campo en modelos
ambientales. Este cap´ıtulo intenta dar cierta organizacio´n a esta variedad. Comenzamos con una
revisio´n ra´pida de algunos de los diversos esquemas de clasificacio´n que se han ideado para ordenar
la amplia gama de operaciones sobre datos espaciales que se pueden realizar en los GIS. Esto
proporciona un fondo y un contraste u´tiles para las secciones restantes de este cap´ıtulo en las
cuales examinamos detalladamente las operaciones que se pueden realizar en variables de campo
dentro de modelos matema´ticos.
3.1 Operaciones GIS
La investigacio´n en GIS se concentra en las caracter´ısticas especiales y los problemas de manipular
datos espaciales. Es u´til, por lo tanto, comenzar con la perspectiva de los GIS. Consideraremos tres
acercamientos contrastantes para ordenar la amplia gama de operaciones que se pueden realizar
sobre datos espaciales y que pueden estar disponibles en los GIS que aqu´ı se consideran.
3.1.1 A´lgebra de mapas (Tomlin)
Mientras que el acercamiento del a´lgebra de mapas de Tomlin [Tom91] fue disen˜ado para manipular
solamente datos espaciales en modelo de datos de grilla, su esquema de organizacio´n fundamental ha
encontrado una amplia aceptacio´n. Tomlin ordeno´ en cuatro clases generales las varias operaciones
que se pudieron aplicar a diversas capas de datos (que pueden ser diversos atributos o diversos
instantes de tiempo) - locales, focales, incrementales y zonales [Tom90].
• Las operaciones locales funcionan con valores de una sola ubicacio´n (una celda) a trave´s de
de diversas capas.
• Las operaciones focales utilizan los valores de una vecindad alrededor de una sola ubicacio´n.
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• Las operaciones incrementales permiten la extensio´n de la operacio´n a las celdas vecinas que
exhiben un atributo conectado, tal como el sentido o posicio´n del flujo a lo largo de una
caracter´ıstica linear. Esto prevee la consideracio´n de vecindades anisotro´picas ma´s grandes.
• Las operaciones zonales funcionan en todas las ubicaciones dentro de la misma zona (clase).
Este esquema de clasificacio´n acentu´a la diferencia entre las operaciones que se realizan en los
datos para una sola ubicacio´n y las que relacionan a la vecindad definida por proximidad, distancia
y direccio´n.
3.1.2 Las categor´ıas de Raper y Maguire
Raper y Maguire [RM91] han identificado cinco categor´ıas funcionales importantes para las opera-
ciones de GIS. Las cinco categor´ıas son:
• recoleccio´n de datos, transferencia, validacio´n y edicio´n
• estructuracio´n de los datos
• manipulacio´n de datos - reestructuracio´n, generalizacio´n y transformacio´n
• ana´lisis y consulta
• presentacio´n
Este acercamiento ordena las operaciones funcionales contenidas dentro de los GIS t´ıpicos,
clasifica´ndolos segu´n la secuencia de los pasos que se pudieron realizar durante la implementacio´n
de un proyecto de GIS en particular.
3.1.3 Clasificacio´n de Burrough
El acercamiento de Burrough de es mucho ma´s teo´rico y tiene una aplicacio´n ma´s amplia [Bur92].
Ha construido 9 clases de operaciones GIS:
• Las operaciones de la clase 1 derivan nuevos valores de los valores exactos de objetos dis-
cretos e incluyen operaciones aritme´ticas y booleanas y me´todos de clasificacio´n (taxonomı´a
nume´rica).
• Las operaciones de la clase 2 producen valores no-exactos de valores exactos de objetos
discretos e incluyen me´todos estad´ısticos y de regresio´n de estimacio´n de valores.
• Las operaciones de la clase 3 derivan nuevos valores del objeto de los valores de ubicaciones
dentro de la vecindad de objetos discretos. Esta´n incluidas las operaciones de adyacencia,
de conectividad y de proximidad.
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• La clase 4 son tambie´n operaciones de vecindad, pero se refieren a operaciones de vecindad en
superficies continuas e incluyen filtrado, ı´ndices de variacio´n espacial, co´mputo de derivados
(pendiente, aspecto, redes de drenaje), interpolacio´n y adaptacio´n de superficies.
• Las operaciones de la clase 5 son lo contrario de la 3 y 4 puesto que asignan a las localizaciones
en su vecindad los valores basados en el valor en la ubicacio´n original usando para ello buffer
zones y de las operaciones de punto-en-pol´ıgono.
• Las operaciones de la clase 6 crean nuevos objetos espaciales usando superposicio´n, buffering,
ca´lculo del centroide y suavizado.
• Las operaciones de la clase 7 derivan valores basados en atributos geome´tricos de los objetos
bajo estudio e incluyen la medicio´n del taman˜o, de la forma y de la topolog´ıa
• Las operaciones de la clase 8 producen informes sumarios incluyendo histogramas, conteo de
ocurrencias y cross-sections.
• Las operaciones de la clase 9 son para gerencia de datos e incluyen la rectificacio´n, cambio
de proyeccio´n y funciones de unio´n.
Este sistema de clasificacio´n hace una cierta distincio´n entre las operaciones realizadas en datos
que representan campos continuos y en los datos que representan objetos discretos. Sin embargo,
solamente la clase 4 se ocupa expl´ıcitamente de operaciones en superficies continuas. El resto de
las operaciones, si van a ser realizadas en datos que representan feno´menos continuos, requieren
datos discretos como entrada de informacio´n. Las operaciones continuas deben ser aproximadas.
3.2 Matema´tica sobre campos
Mientras que la clasificacio´n de Burrough es la ma´s cercana al describir las operaciones matema´ticas
que se pueden realizar en los datos espaciales, no trata el tema desde la perspectiva de la manipu-
lacio´n matema´tica tradicional. Ahora volvemos a considerar las operaciones que se pueden realizar
en datos espaciales desde la perspectiva matema´tica, dejando atra´s el acercamiento tradicional de
los GIS.
Hemos observado anteriormente que la computadora es incapaz sumar dos campos continuos
para producir un tercero. Todos los campos se deben reducir a nu´meros finitos antes que pueda
proceder la manipulacio´n matema´tica. Esta es la funcio´n de los modelos de datos espaciales de
feno´menos continuos. Sin embargo, hay una complicacio´n adicional. Para manipular dos campos
simulta´neamente (como en la suma o multiplicacio´n), las ubicaciones de los nu´meros finitos simples
que representan el valor del campo deben corresponder. Para sumar el campo A al campo B, uno
debe sumar el valor de A al valor de B en la misma ubicacio´n. Diversos modelos de datos espaciales
expresan la ubicacio´n de maneras que son generalmente incompatibles. Esto implica que para
realizar operaciones matema´ticas en datos en varios modelos de datos espaciales, debemos primero
convertir todos los modelos espaciales a uno equivalente, o por lo menos extraer las estimaciones de
los valores para las localizaciones en una variable de campo para la cual tengamos datos en la otra
variable de campo. Esta condicio´n se puede expresar los ma´s directamente posible en “ = ” o la
operacio´n de asignacio´n del a´lgebra tradicional. Comenzamos, por lo tanto, con una consideracio´n
detallada de la asignacio´n y despue´s examinamos otras operaciones matema´ticas importantes en
la construccio´n de modelos matema´ticos.
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3.2.1 Asignaciones:
Esta operacio´n es la ma´s importante de todas las operaciones matema´ticas. Por definicio´n, todas las
ecuaciones matema´ticas requieren de la asignacio´n. En los lenguajes de programacio´n esta´ndares,
las declaraciones de asignacio´n como por ejemplo (A=B) o (A:=B) o (A←B) substituyen el valor
de la variable del lado izquierdo por el valor de la variable del lado derecho. Si el tipo de las dos
variables no es igual, se realiza una conversio´n para colocar el valor de la variable del lado derecho
en el tipo de los datos requerido por la variable del lado izquierdo. Una convencio´n similar se debe
mantener aqu´ı.
Como con variables escalares simples, la versio´n conceptual de la operacio´n de asignacio´n para
los campos es simple. Si B es el campo de la temperatura y A = B, entonces A es una copia
del campo de la temperatura. Cada ubicacio´n tiene el mismo valor en A como en B. Pero en la
computadora hay un numero de diferentes maneras de representar campos. Si A se declara con
un modelo de datos distinto al de B, entonces puede ser posible que un valor que fue especificado
en una ubicacio´n determinada en A no este precisamente especificado en la misma ubicacio´n en B
(ver Figura 3.1). As´ı la asignacio´n, la operacio´n matema´tica simple y fundamental, se convierte en
una operacio´n espacial compleja cuando esta´n implicados los campos. Requiere la conversio´n de
un modelo espacial de datos a otro. Puesto que cada modelo proporciona una representacio´n de la
realidad distinta, es importante enfrentar estas diferencias directamente durante la operacio´n. Sin
embargo, nuestro argumento es que es posible codificar estas diferencias de una manera tal que
las decisiones con respecto co´mo convertir un modelo a otro se puedan manejar automa´ticamente,
sin la entrada de informacio´n del modelador. En la seccio´n siguiente discutimos los temas que
determinan co´mo deben ser hechas estas conversiones y presentar un esquema para ordenar y
seleccionar los procedimientos apropiados.
A B=
=
Figura 3.1: Asignacio´n de variables de campo.
Se debe observar que se esta´ utilizado el te´rmino conversio´n en vez del te´rmino (posiblemente
ma´s comu´n) transformacio´n para describir este proceso de la asignacio´n modelo-a-modelo. El
te´rmino transformacio´n es a menudo sino´nimo de la funcio´n y se utiliza comu´nmente referir a
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cambios en sistemas coordinados. Tales transformaciones son generalmente invertibles; es decir
una transformacio´n se puede invertir para que los datos originales vuelvan sin ningu´n cambio o
degradacio´n en los datos o la pe´rdida de informacio´n [Tob79b]. En el caso de modelos de datos
espaciales, las conversiones o las transformaciones se realizan que son raramente inversibles puesto
que conducen generalmente a una pe´rdida de informacio´n. Por ejemplo, aunque se pueden extraer
de un TIN los valores exactos para un conjunto de puntos dado, no es posible volver al conjunto
de puntos del TIN original si los nodos del TIN no son parte de la estructura de puntos. (Una
excepcio´n es cualquier proceso de conversio´n que hace mas densa la estructura sin cambiar el modelo
de datos espacial.) Por lo tanto, preferimos el te´rmino conversio´n para acentuar que el modelo
tambie´n como el contenido de informacio´n, en la mayor´ıa de los casos, se cambia permanentemente
por una de estas operaciones.
3.3 Convirtiendo modelo de datos de campos
La seleccio´n de te´cnicas apropiadas para convertir modelos de datos de campo a otros modelos de
datos de campo requiere que consideremos varios temas. La ma´s importante es la consideracio´n de
co´mo cada modelo representa la realidad. En un cap´ıtulo anterior, fueron repasados seis modelos y
fueron descriptas las maneras de modelar la continuidad aprovechando la auto-correlacio´n espacial.
Los modelos difieren en las suposiciones que se deben hacer para derivar la superficie continua de
la representacio´n discreta pero cada uno provee una cierta conexio´n con la realidad. Para convertir
modelos, debemos explotar la conexio´n de cada modelo con la realidad para extraer los datos de un
modelo y ponerlos en otro. Este proceso se puede realizar en dos etapas. Primero debemos derivar
una superficie continua del modelo original de datos espaciales discreto, despue´s debemos utilizar
una te´cnica apropiada para muestrear la superficie continua para producir el modelo deseado.
La derivacio´n de una superficie continua de una representacio´n discreta implica la interpolacio´n
espacial. Goodchild ha definido a la interpolacio´n espacial como la tarea de computar una superficie
continua a partir de un conjunto de puntos de muestra [Goo92], aunque Tobler sugiere que tambie´n
se incluya al co´mputo usando cualquier otro modelo espacial de datos usado para representar los
feno´menos continuos [Tob88]. Aqu´ı definimos a la interpolacio´n espacial como el conjunto de
reglas para obtener un campo completo a partir de un modelo de datos espacial. La interpolacio´n
espacial tiene una larga historia. Siempre ha sido una importante herramienta para los geo´logos
que deseaban interpretar las limitadas pistas que recog´ıan de la superficie de la tierra. Una de
las primeras cosas que los geo´grafos han aprendido es co´mo interpolar elevaciones de mapas de
contorno. Con la ra´pida extensio´n del uso de las computadoras para la investigacio´n cient´ıfica
y el desarrollo de las matrices de elevacio´n y de los mapas de contorno digitales a fines de los
an˜os 60, la interpolacio´n se convirtio´ en un procedimiento de co´mputo importante y extensamente
examinado. Existen muchos acercamientos y algoritmos para la interpolacio´n y la conversio´n entre
diversos modelos de datos espaciales. Se pueden encontrar excelentes revisiones de los me´todos de
interpolacio´n espaciales en [Sch76], [Lam83] y ma´s recientemente en [Bur86].
El muestreo puede ser definido similarmente como un conjunto de reglas para obtener datos
espaciales a partir de un campo. Estos dos procesos juntos, interpolacio´n espacial y muestreo, se
consideran como resampling [Tob88]. Partiendo al resampling en estas dos etapas, nos aseguramos
que es mantenida la conexio´n con realidad y que la representacio´n final es la ma´s cercana posible
porque tenemos una mejor suposicio´n de la realidad.
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Al realizar la conversio´n espacial del modelo de datos es necesario considerar el tipo de dato
implicado. Los datos nume´ricos se miden en una escala continua y permiten as´ı la derivacio´n de los
valores que caen entre e´sos en el conjunto de datos original. Puesto que los valores en los conjuntos
de datos catego´ricos son conjuntos pequen˜os, de elementos finitos de clases discretas, los valores
derivados deben tambie´n ser miembros de estos conjuntos y no se se puede crear ningu´n valor
nuevo en una operacio´n de conversio´n. Esta diferencia fundamental sugiere diversos acercamientos
para que la conversio´n de los modelos de datos espaciales sean apropiados a estos diversos tipos
de datos. Tambie´n, las operaciones que implican datos catego´ricos sobre feno´menos continuos se
restringen a un subconjunto de los seis modelos de datos espaciales. Los datos catego´ricos no se
pueden almacenar en modelos de superficie - TINs y los modelos de contorno. Los modelos de
puntos se pueden utilizar para almacenar datos catego´ricos, aunque cualquier uso pra´ctico de estos
datos requiere la construccio´n inicial de modelos piecewise como representacio´n de la superficie
continua.
La siguiente seccio´n discute co´mo cada modelo de datos espacial se puede convertir para poder
realizar operaciones matema´ticas sobre los datos almacenados en diversas representaciones. Esto
demuestra un principio fundamental de este trabajo - no se asume ningu´n modelo comu´n para la
representacio´n de campos. Cada campo se puede representar diversas maneras, la opcio´n con la
cual se modela debe ser dependiente de muchas cosas, incluyendo el feno´meno que se representa.
As´ı damos un paso importante fuera de los confines de las grillas de celdas del a´lgebra de mapas.
A continuacio´n se presentara´n las ideas que permiten realizar las conversiones entre distintos
modelos, pero no se describira´n las te´cnicas concretas, ya que en capitulos posteriores se mostrara´
co´mo implementarlas.
Comenzamos considerando co´mo se puede utilizar cada modelo para obtener una superficie
continua. Esto es seguido por la consideracio´n de co´mo se puede muestrear cada modelo de
campo. La conversio´n de modelos catego´ricos de datos se trata por separado de la conversio´n
de modelos de datos nume´ricos. Definimos el modelo de datos fuente como el original o el lado
derecho de la declaracio´n de asignacio´n, y el modelo de datos destino como el lado izquierdo de
la asignacio´n. El te´rmino regio´n se utiliza para referir a las celdas o a los pol´ıgonos. Se debe
predefinir la estructura de los modelos de los datos del destino, puesto que, dentro del contexto
de realizar operaciones matema´ticas en los campos representados por datos espaciales, los modelos
sera´n convertidos solamente si hay una necesidad que sean espacialmente equivalentes a otros
modelos. As´ı mientras que la generalizacio´n o el mejoramiento de una TIN o de un modelo de
contorno puede ser deseable para propo´sitos de almacenamiento o visualizacio´n, estas conversiones
no se consideran en este contexto.
3.3.1 Interpolacio´n de modelos de campos nume´ricos
La interpolacio´n a partir de un modelo de datos discreto se puede pensar como el proceso de
encontrar el valor del campo en un nu´mero infinito de ubicaciones. Por lo tanto para determi-
nar el procedimiento apropiado de interpolacio´n para un modelo de datos espacial determinado
necesitamos encontrar una te´cnica que permita que encontremos el valor en cualquier ubicacio´n.
Los TINs proporcionan una descripcio´n completa de una superficie, as´ı que solo se requiere una
interpolacio´n para construir una superficie continua. Las grillas de celdas y los pol´ıgonos tambie´n
proporcionan una representacio´n continua en el sentido espacial pero los valores cambian abrupta-
mente en los l´ımites de la regio´n. Por lo tanto, no es necesario idear una te´cnica por la cual pueda
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ser encontrado el valor en cualquier localizacio´n. Aunque esta´ claro que esta superficie escalonada
no es ide´ntica a la superficie original, podemos utilizar la suposicio´n que el valor dentro de cada
regio´n es representante de todas las ubicaciones cubiertas por esa regio´n para sugerir la suposicio´n
que el mejor valor en cualquier localizacio´n es la de la celda o pol´ıgono que lo incluye.
Por otra parte, cerca de los l´ımites de las regiones origen, puede ser ma´s apropiado asignar
un valor intermedio entre el valor de regiones adyacentes. Puesto que los modelos piecewise con-
stantes representan las superficies continuas en las cuales los valores de los puntos cerca del l´ımite
de la regio´n tendera´n hacia el valor de regiones vecinas, este acercamiento puede proporcionar
estimaciones del valor ma´s exactas en la superficie verdadera. As´ı, en el caso de la interpolacio´n
de grillas de celdas, puede ser razonable calcular los valores del punto como un promedio pesado
de la distancia al centro de la celda. Es ciertamente necesario una forma de promedio para derivar
los valores de los puntos en la superficie que caen exactamente sobre las esquinas o los l´ımites de
las regiones de la fuente:
El valor tiende hacia
el valor de la constante
vecina
Figura 3.2: Relacio´n entre valores vecinos.
Para los otros modelos de datos, la interpolacio´n de campos implica el encontrar los valores
en un nu´mero de puntos. Aunque los modelos de contorno describen una superficie que var´ıa
suavemente, los valores solamente son sabidos en las l´ıneas del contorno. Hay disponibles muchos
algoritmos para encontrar valores entre las l´ıneas de contorno [Sch76], [WH91].
Conceptualmente, el valor en cualquier ubicacio´n en un modelo de contorno puede ser deter-
minado calculando la distancia de un punto a la(s) linea(s) de contorno adyacente(s) y usando
la interpolacio´n lineal a lo largo de estas l´ıneas para determinar el valor intermedio que se debe






(y − z) + x = ay+bxa+b
La interpolacio´n de una superficie a partir de puntos (grillas de puntos o grillas irregulares de
puntos) tiene una larga historia y hay tantas te´cnicas para la interpolacio´n como tantas aplicaciones
(e.g. vea [Lam83] y [McC88]):





contorno del valor x
contorno del valor y
Figura 3.3: Interpolacio´n en un modelo de contorno.
puntos. Pero ninguno de ellos es superior a los otros para todas las aplicaciones, y la
seleccio´n de un modelo apropiado de interpolacio´n depende en gran parte de los tipos
de datos, del grado de exactitud deseado, y de la cantidad de esfuerzo de co´mputo
producida.” ([Lam83], p. 130)
Es deseable que los aspectos referentes a la interpolacio´n sean configurables de manera que pue-
da seleccionarse el ma´s adecuado al problema que se desea resolver. La seleccio´n tambie´n dependera´
del feno´meno que se modela, del modelo de datos, del software disponible y del conocimiento y de
la experiencia del modelador. Las te´cnicas incluyen las distancias pesadas, Kriging, splines, poli-
nomios de interpolacio´n, series de Fourier y mı´nimos cuadrados. Por lo tanto, el te´rmino gene´rico,
interpolacio´n de puntos, se utiliza aqu´ı para referir al espectro de las te´cnicas disponibles. La
seleccio´n de una te´cnica espec´ıfica sera´ hecha por 1) la persona que compila los datos y encapsula
una te´cnica apropiada con el conjunto de datos, 2)el modelador que hara´ una seleccio´n basado en
el conocimiento del feno´meno, los datos o la aplicacio´n, o 3) el software con limitaciones en las
te´cnicas disponibles.
3.3.2 Muestreando para campos nume´ricos
Segu´n lo descrito anteriormente, cada uno de los modelos de datos espaciales proporciona una
representacio´n de la variacio´n espacial de un feno´meno continuo. Para los modelos piecewise
constantes, el valor registrado para cada celda o pol´ıgono representa el promedio de todos los
valores dentro de esa regio´n en el campo. Tal promedio es realizado automa´ticamente por los
sensores remotos con resoluciones espaciales dadas por el taman˜o de pixel (celda). Sin embargo,
para los campos que deben ser medidos tomando muestras en la tierra, los valores no pueden
recogerse en todas partes. Para determinar los valores medios para las regiones en un modelo
piecewise constante, es necesario determinar el valor medio de una muestra de los valores que caen
dentro de la regio´n. As´ı al generar un modelo piecewise constante, necesitamos comenzar con un
conjunto denso de valores de puntos en la superficie.
El muestreo de un campo para la representacio´n como TIN requiere la seleccio´n de los puntos
cr´ıticos en la superficie que a trave´s de la triangulacio´n produce planos que se aproximan a la
superficie verdadera. Cuando se han medido muchos puntos, la seleccio´n de puntos cr´ıticos puede
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ser hecha automa´ticamente [Kum92]. La construccio´n de un modelo de contorno requiere una
densa red de valores de puntos para poder trazar las l´ıneas seleccionadas del contorno entre las
puntos tan exactamente como sea posible [Yoe84]. Finalmente, crear modelos de campos de puntos
es el ma´s directo, puesto que la superficie se muestrea simplemente en cualquier ubicacio´n para el
cual el modelo requiera un valor.
3.3.3 Remuestreo del modelo de campos nume´ricos
Habiendo considerado las dos etapas independientemente, es importante ahora considerar la com-
binacio´n de la interpolacio´n y del muestreo a partir de un modelo espec´ıfico a otro puesto que
hay ciertos aspectos que requieren la modificacio´n a medida que procede la conversio´n a trave´s de
la representacio´n intermedia de la continuidad. Alguno de los procedimientos descriptos anterior-
mente se pueden o deben modificar, combinar o simplificar para que la conversio´n proceda lo mas
directamente posible con la menor pe´rdida de informacio´n. En la siguiente seccio´n, se asume que
cada modelo de datos fuente incorpora toda la informacio´n disponible sobre el campo verdadero.
As´ı, si remuestreamos un modelo de contorno a una grilla de celdas, por ejemplo, la suposicio´n de
la variacio´n constante entre las l´ıneas del contorno nos permite que asignemos valores interpolados
entre las l´ıneas a las celdas del destino. Esto puede, de hecho, ser usado para crear datos puesto que
es probable que la grilla de celdas tenga varios elementos espaciales entre cada l´ınea de contorno.
Sin embargo, si aceptamos las suposiciones inherentes del modelo de contorno, la grilla de celdas
destino se convierte simplemente en una representacio´n alterna del mismo campo. Ma´s bien que
agregando datos, hemos perdido la informacio´n impl´ıcita en la localizacio´n exacta de las l´ıneas de
contorno. Si no se pueden asegurar las suposiciones ba´sicas de un modelo de datos determinado
(por ejemplo, un modelo de contorno construido de datos muy escasos), entonces se debe utilizar
el conocimiento adicional para determinar el procedimiento apropiado de conversio´n.
De modelos piecewise constantes
De modelos piecewise constantes a modelos piecewise constantes. Dado que las grillas de celdas y
los pol´ıgonos representan una superficie continua, la creacio´n de nuevos modelos a partir de estos
modelos fuente requiere que se cambien los l´ımites de la celda o del pol´ıgono (ver Figura 3.4 ).
Se requiere un me´todo para estimar un valor a partir de los valores de un conjunto completo o
parcial de regiones en la superficie (escalonada) original. Esto implica el uso de interpolacio´n de
a´rea. En cuanto a la interpolacio´n de puntos, hay diversas te´cnicas para la interpolacio´n de a´rea
[GL80], [Lam83], [FG92]. Sin embargo, muchos de e´stos, incluyendo te´cnicas que preservan el
volumen tales como la interpolacio´n [pycnophylatic] [Tob79a] o me´todos basados en el algoritmo
EM [FG92], se han ideado para datos catego´ricos y datos de conteo y son innecesarios aqu´ı.
De hecho, el a´rea pesada simple es suficientemente exacta y conceptualmente consistente para














Figura 3.4: Conversio´n piecewise a piecewise.
donde t es la zona destino, s es una zona fuente, st es la interseccio´n del destino y una zona de
la fuente, z es el valor en la zona indicada, a es el a´rea de la zona y
zst = zs
De modelos piecewise constantes a modelo de puntos. Con el modelo de grilla de celdas o
de pol´ıgono como representacio´n de la superficie continua, los valores para los puntos se pueden
muestrear directamente de la superficie. Se debe tener presente, sin embargo, que cuando se crea a
partir de uno de los modelos piecewise constantes, los valores de los puntos no sera´n indicativos del
valor en la ubicacio´n, sino que por el contrario sera el promedio en la vecindad. Consecuentemente,
los modelos basados en puntos derivados no son conceptualmente iguales a los modelos basados en
puntos originales.
Desafortunadamente, hay varias complicaciones con el remuestreo de regiones a puntos. Se
discutio´ anteriormente la disponibilidad de valores pesados por distancia cerca de los l´ımites de
las regiones. Tambie´n, para los modelos en los cuales los pol´ıgonos o las celdas son grandes en
comparacio´n al espaciado de los puntos, el muestreo producira´ grandes correcciones en los valores
de los puntos que no ayudan a reflejar la verdadera naturaleza de la superficie subyacente. El uso
selectivo de un filtro espacial apropiado puede proporcionar mas suavidad a trave´s de los l´ımites
de la regio´n anteriores y producir una representacio´n ma´s realista de la verdadera superficie. La
decisio´n si utilizar un filtro o el acercamiento de distancias pesadas debe depender del conocimiento
de la suavidad de la variacio´n en el feno´meno. Por ejemplo (ver Figura 3.5), si la superficie es
muy suave, como en caso el A, el filtrado o distancias pesadas pueden ser apropiados. En el
caso B, sin embargo, la irregularidad de la superficie invalida las suposiciones subyacentes de la
suavidad inherentes en el filtrado y las te´cnicas de pesado, es claro que son inadecuadas para
este tipo de campo. Para este u´ltimo caso, deben ser utilizadas te´cnicas alternativas. Se debe
utilizar el conocimiento de la forma superficial para determinar el procedimiento(s) apropiado(s)
de conversio´n. Afortunadamente, como sera´ demostrado ma´s adelante, es posible encapsular este
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conocimiento en el modelo de datos del origen.
Caso A Caso B
Figura 3.5: Distintos tipos de curva.
De TINs
De TINs a modelos piecewise constantes. Los TINs proporcionan una descripcio´n completa de
una superficie continua. Por lo tanto, para muestrear un modelo piecewise constante es necesario
realizar un promedio del a´rea cubierta por cada regio´n destino (ve´ase la Figura 3.6). Conceptual-
mente, el promedio del a´rea se har´ıa encontrando el valor medio dentro de cada tria´ngulo en cada
regio´n del destino y despue´s realizando el pesado del a´rea. Para encontrar el valor medio dentro de
cada tria´ngulo es necesario dividir los tria´ngulos en piezas ma´s pequen˜as para los cuales se pueden
encontrar el centro y su valor relacionado. Los valores y las a´reas de estos tria´ngulos ma´s pequen˜os
se pueden utilizar como la base para el pesado del a´rea.
Figura 3.6: Conversio´n de TIN a piecewise.
De TINs a modelo de puntos. De TINs modelos de puntos permite un procedimiento de
interpolacio´n exacto de TIN-a-punto que calcule la ecuacio´n linear en cada tria´ngulo a partir de
las coordenadas rectangulares de los nodos y de sus valores. La ecuacio´n que resulta se puede
utilizar para encontrar el valor en cualquier punto que caiga en ese tria´ngulo.
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De modelos de contorno
De modelos de contorno a modelos piecewise constantes. Puesto que la superficie representada
por un modelo de contorno no se puede describir simplemente por una relacio´n matema´tica, es
necesario recurrir aqu´ı a un modelo de datos intermedio, una grilla de puntos, aunque a trave´s de
la cual se realiza esta conversio´n. Usando un procedimiento de interpolacio´n de contorno-a-puntos,
se crea una grilla densa de puntos. Esto proporciona la informacio´n sobre la variacio´n del valor del
campo dentro de cada regio´n del destino que se puede utilizar para estimar el valor representativo
requerido. Esta estimacio´n a partir de una grilla de puntos requiere el uso de un promedio de los
puntos.
La validez de hacer un promedio de puntos depende del nu´mero de puntos que caen dentro
de cada regio´n del destino sin embargo no queda claro el mı´nimo nu´mero cr´ıtico de puntos que
se deben utilizar. En muchos casos, el nu´mero de puntos de un conjunto de puntos interpolados
que caen dentro de cada regio´n del destino variara´ dependiendo de la configuracio´n de los puntos
interpolados y del modelo de los datos del destino:
Figura 3.7: Conversio´n de TIN a piecewise.
Es importante reconocer que el promedio de un nu´mero de puntos diferentes para cada regio´n
del destino puede afectar la validez estad´ıstica del modelo del destino.
Dado un nu´mero mı´nimo especifico de puntos que se interpolara´n para cada regio´n del destino,
se puede determinar el espaciado de la grilla de puntos interpolados directamente de las dimensiones
de las celdas o del taman˜o de los pol´ıgonos. Por ejemplo, asumamos que es suficiente como mı´nimo
4 puntos. As´ı, para una grilla de celdas destino, si ∆x y ∆y son el ancho de las celdas de la grilla
en las dos direcciones perpendiculares, la grilla interpolada debe tener espaciamientos de ∆x/3
y de ∆y/3. Para un destino con modelo de pol´ıgono, los espaciamientos de la grilla en ambas




donde ap = a´rea del pol´ıgono ma´s pequen˜o. Para los pol´ıgonos que son aproximadamente rect-
angulares, esto debe poner por lo menos 4 intersecciones de grilla en todos los pol´ıgonos. Sin
embargo, puesto que es probable que los pol´ıgonos no sean rectangulares, sera´ necesario controlar
que caigan que por lo menos 4 puntos en cada pol´ıgono. Para cualquier pol´ıgono sin el nu´mero
mı´nimo de puntos, se puede calcular una nueva grilla, ma´s densa para el a´rea cubierta por ese
pol´ıgono. Mientras que este procedimiento de control de punto-en-pol´ıgono es muy intensivo de
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computar, existen algoritmos para su solucio´n [Bur86]. Por lo tanto no ser´ıa necesario obtener
informacio´n adicional del usuario.
De modelos de contorno a modelo de puntos. Las conversiones de contorno a puntos utilizan
los procedimientos de interpolacio´n de contorno-a-punto descritos anteriormente para combinar la
interpolacio´n y el muestreo de la superficie continua descripta por el modelo de contorno.
De modelos de puntos
De modelos de puntos a modelos piecewise constantes. Si el nu´mero de puntos en un modelo de
puntos es mucho mayor que el nu´mero celdas o de pol´ıgonos, se puede proceder al remuestreo de los
modelos de puntos directamente calculando la media de cada conjunto de puntos que caen en cada
regio´n. Sin embargo, si e´ste no es el caso, sera´ necesario invocar un procedimiento de interpolacio´n
que se pueda utilizar para determinar una superficie continua representada por una red densa de
valores de puntos que puedan ser promediados dentro de cada regio´n. Segu´n lo descrito arriba, se
puede determinar automa´ticamente la relacio´n entre la densidad del modelo de punto y el taman˜o
de las celdas o los pol´ıgonos sin la entrada de informacio´n adicional.
De modelos de puntos a modelos de puntos. En este caso, la interpolacio´n y el muestreo
sera´n hechos simulta´neamente interpolando valores de los puntos en el modelo origen para los
puntos destino en el modelo del resultado. Se puede determinar el procedimiento apropiado de
interpolacio´n por las caracter´ısticas del modelo origen as´ı como las densidades relativas del origen
y destino.
3.3.4 Interpolando campos de modelos catego´ricos
Ahora tomamos en consideracio´n la conversio´n de los campos expresados usando datos catego´ricos.
Mucho de lo que se ha discutido anteriormente se aplica aqu´ı aunque se presentan varias diferencias.
Recordando que no todos los modelos espaciales de datos son apropiados para los datos catego´ricos,
esta discusio´n se restringe a considerar los modelos piecewise constantes y los modelos de puntos.
Ya sean nume´rico o catego´rico, las grillas de celdas y los pol´ıgonos presentan una superficie
continua. La naturaleza de bloques de los modelos piecewise constantes es la u´nica representacio´n
posible de los campos medidos en escalas catego´ricas puesto que los datos son discretos y no pueden
ser continuos entre los l´ımites. As´ı el campo representado por estos modelos es la aproximacio´n
ma´s cercana a la realidad que se puede proporcionar. Cerca de los l´ımites de la zona, puede ser
apropiado asumir que ocurre una transicio´n con la clase en cualquier punto siendo determinada por
una funcio´n binaria de probabilidad. Sin embargo, puesto que la suposicio´n de que las regiones en
un modelo piecewise representan a la clase ma´s comu´n dentro de la zona, es igualmente apropiado
asumir que la clase ma´s probable en cualquier ubicacio´n es la indicada por la clase de la zona en
la cual recae.
No se pueden generar campos continuos de datos catego´ricos puntuales usando cualeuiera de
las te´cnicas matema´ticas de interpolacio´n puesto que los valores no se pueden “interpolar” entre las
clases. Se deben utilizar te´cnicas geome´tricas. Estas te´cnicas implican el mapeo de proximidad a
trave´s de la construccio´n de pol´ıgonos de Thiessen (tambie´n conocidos como los gra´ficos de Voronoi
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y de Dirichlet, diagramas o tesselations). En los pol´ıgonos de Thiessen se asocia a cada punto de la
regio´n del plano al punto ma´s cercano. Asignando el valor del punto a todo pol´ıgono que lo incluye,
se supone que el punto ma´s cercano conocido proporciona a la mejor informacio´n sobre cualquier
punto desconocido [Bur86], [Boo86]. Es importante notar que esta suposicio´n puede ser inva´lida
para los campos que se saben que son altamente heteroge´neos. Existen muchas implementaciones
de los algoritmos para la construccio´n de los pol´ıgonos de Thiessen [AHA92]. Una vez convertido
a pol´ıgonos de Thiessen, las caracter´ısticas de estas representaciones de campos son las de los
modelos piecewise constantes y las conversiones proceden de acuerdo a ellas.
3.3.5 Muestreado de datos catego´ricos
Una vez que existen los campos continuos catego´ricos, se debe realizar el muestreo para las grillas
de celdas y los pol´ıgonos particionando las zonas del origen a las zonas del destino, el primer paso es
el pesado de a´rea. Sin embargo, para estos datos catego´ricos, no es posible utilizar completamente
los procedimientos de pesado de a´rea para determinar un valor representativo para las regiones del
destino puesto que los datos catego´ricos no pueden ser manipulados matema´ticamente. As´ı, para
determinar el valor de una regio´n en el modelo del destino es necesario idear un conjunto de reglas
que se puedan utilizar para determinar que´ clase debe tomar precedencia en la nueva regio´n. Hay
varios tipos de reglas que pueden ser invocadas, incluyendo:
• la clase del origen que cubre la porcio´n ma´s grande de la regio´n del destino se convierte en
el nuevo valor.
• reglas de prioridad que determinan que´ clase toma precedencia si aparece dentro de una
regio´n del destino. Este acercamiento puede ser tomado cuando las clases indican el nivel
de impacto previsto; si cualquier parte de una regio´n del destino contiene una porcio´n de
cualquier regio´n del origen clasificada como de alto impacto, la regio´n entera del destino se
clasifica similarmente.
• se conservan las proporciones. Esto requiere una estructura de datos diferente para el modelo
del destino que pueda conservar varios pares de valores donde cada par indica la clase y la
proporcio´n de la regio´n cubierta por esa clase.
El muestreo de campos catego´ricos para los modelos de puntos es simplemente una cuestio´n de
determinar la clase del a´rea en la cual cae el punto. No es posible una manipulacio´n matema´tica.
3.3.6 Remuestreo de modelo de campos catego´ricos
Las opciones disponibles para el remuestreo de modelos catego´ricos son limitadas por la restriccio´n
en los modelos de datos convenientes. Dado que los modelos piecewise constantes dan la mejor
representacio´n de la superficie, so´lo los modelos de puntos necesitan ser interpolados a trave´s de la
construccio´n de regiones pro´ximas para crear representaciones completas como modelos piecewise.
El muestreo se realiza mediante el particionado y las reglas descriptas anteriormente o el muestreo
de puntos.
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3.3.7 Problemas con los campos convertidos
Es importante enfatizar un punto respecto a la veracidad de las conversiones espaciales del modelo
de datos. Cada conversio´n crea un nuevo modelo de la realidad representada. Mientras que
un proceso de conversio´n causa generalmente una cierta pe´rdida de informacio´n, el nu´mero de
elementos espaciales realmente puede aumentar. Esto puede causar un cambio evidente en la
suavidad de la variacio´n y de una adicio´n evidente de datos. Hemos discutido que un aumento
en el nu´mero de elementos espaciales no aumenta los grados de libertad en el conjunto de datos
y que puede ser u´til asociar la informacio´n relevante sobre el cara´cter del modelo de datos de
la fuente al modelo del destino. Sin embargo, tambie´n hemos observado que estos cambios son
consecuencias del proceso, y en ausencia del conocimiento experto sobre el campo, no cambian
substancialmente que´ se sabe sobre la relacio´n entre el modelo y la realidad. Es importante el efecto
de tales transformaciones en la representacio´n, pero sus efectos son manejables si se reconocen las
caracter´ısticas relevantes de los conjuntos de datos.
3.3.8 Las matrices de conversio´n
De acuerdo con la discusio´n precedente, podemos resumir estos varios procedimientos en un par
de matrices de conversio´n, mostradas abajo en las Tablas 3.1 y 3.2. Debido a que esta´n ordenadas
con el fin de una claridad conceptual, los procedimientos descriptos en estas matrices se pod´ıan
implementar como conjunto espec´ıfico de reglas y de operaciones de decisio´n dentro de cualquier
lenguaje de programacio´n. Observe que en la Tabla 3.1, los TINs y los contornos no se pueden
utilizar para los modelos predefinidos del destino puesto que la estructura esta determinada por el
feno´meno representado. Las conversiones para TINs y los modelos de contorno presentados aqu´ı
se pueden utilizar para reducir el volumen de datos o para propo´sitos de visualizacio´n. Se incluyen
aqu´ı por completitud pero se sombrean para indicar que no sera´n utilizadas para manipulaciones
matema´ticas.
3.3.9 La estructura computacional
Como se dijo anteriormente, las matema´ticas continuas requieren una cierta forma de discretizacio´n
para que el ca´lculo pueda ser realizado en una computadora. Las ecuaciones diferenciales frecuente-
mente se solucionan en la computadora con el uso de grillas de diferencia finitas. Las dimensiones
de estas grillas de co´mputo se definen con respecto a la escala de los procesos bajo estudio. As´ı
los modelos globales de flujo con grillas de 10o de latitud y longitud se refieren a procesos que
funcionan en la escala de cientos de kilo´metros de mientras que los modelos de erosio´n del suelo
basados en grillas de ancho de celda en el orden de los 100m se refieren a los procesos que funcionan
cerca de la escala de la hecta´rea.
Virtualmente todos los modelos ambientales sera´n disen˜ados para la implementacio´n en un
modelo de datos espacial espec´ıfico con dimensiones predefinidas. E´sta es la estructura de co´mputo
del modelo matema´tico. Puesto que la definicio´n de la estructura de co´mputo depende de los
procesos que son estudiados y no de los datos espaciales disponibles para el modelador, no hay
ninguna expectativa que exista una relacio´n fija entre la estructura de co´mputo y las caracter´ısticas





































































































Tabla 3.1: El resumen de datos espaciales modela las conversiones para los datos nume´ricos





































































Tabla 3.2: El resumen de datos espaciales modela las conversiones para los datos catego´ricos
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estructura en la cual sera´n realizados todos los ca´lculos matema´ticos del modelo, se convierte en
la estructura del valor por defecto, hacia la cual tendera´n todas las otras durante las operaciones
matema´ticas y la construccio´n de operaciones intermedias.
3.4 Operadores Aritme´ticos
Habiendo examinando la operacio´n de asignacio´n y sus conversiones relacionadas, ahora repasare-
mos brevemente otras operaciones y funciones que se pueden utilizar en ecuaciones matema´ticas.
Los campos catego´ricos se pueden utilizar solamente en aritme´tica booleana, as´ı pues, a excepcio´n
de la seccio´n de las operaciones booleanas, lo siguiente se aplica solamente a los campos nume´ricos.
3.4.1 Operadores aritme´ticos binarios
Los operadores aritme´ticos binarios combinan dos nu´meros a trave´s de operaciones simples como
la suma, resta, multiplicacio´n y divisio´n. Si una variable es un escalar y otra es un campo, el
resultado de la operacio´n es aumentar o disminuir los valores del campo uniformemente segu´n la
operacio´n especificada. La suma y resta de 0 y la multiplicacio´n y divisio´n por 1 crean campos
ide´nticos. El multiplicar por 0 crea un campo nulo, uno en el cual el valor en todas las ubicaciones
es 0. La divisio´n por 0 no se puede realizar. Si ambas variables son campos, estas operaciones
aritme´ticas se pueden visualizar como combinar los valores de las variables para cada ubicacio´n en
el espacio:
WATER DEPTH = IMPERV LAYER DEPTH - WATER TABLE DEPTH
En matema´ticas abstractas, se pueden realizar operaciones aritme´ticas binarias sin la restriccio´n
de nu´meros reales o enteros (la aritme´tica vectorial tiene diversas convenciones y se trataran por
separado), con dos excepciones: la divisio´n por 0 que no se permite y la divisio´n entera que puede
crear un nu´mero real.
3.4.2 Operadores Unarios
Los operadores unarios operan sobre un solo valor para crear un valor derivado. E´stos incluyen
la negacio´n, el valor absoluto, logaritmo, ra´ıces y el exponenciacio´n. La exponenciacio´n se puede
considerar tambie´n como un caso especial de la multiplicacio´n que funciona con un solo valor. Con
un campo, la negacio´n crea una reflejo de la superficie a trave´s del plano 0, mientras que el valor
absoluto refleja solamente los valores que este´n encima de 0.
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3.4.3 Operaciones aritme´ticas vectoriales
Se pueden realizar tambie´n operaciones aritme´ticas sobre datos vectoriales. Algunas de estas
operaciones se definen como sigue. Si a =< a1, a2 >, b =< b1, b2 > y c es un escalar,
adicio´n: a+ b =< a1 + b1, a2 + b2 >
substraccio´n: a− b =< a1 − b1, a2 − b2 >
multiplicacio´n por un escalar: ca =< ca1, ca2 >
producto punto o interno: a • b = a1b1 + a2b2 (a escalar)
producto cruz: no se puede realizar en 2 dimensiones
Como con las operaciones aritme´ticas binarias sobre datos escalares, estas operaciones asumen
la combinacio´n de los valores correspondientes del vector para cada ubicacio´n en el campo cuando
se realizan en datos del campo.
3.4.4 Trigonometr´ıa
Mientras que no son estrictamente operaciones aritme´ticas, igual que las operaciones aritme´ticas,
las operaciones trigonome´tricas requieren de valores escalares. Los u´nicos argumentos permitidos
en operaciones trigonome´tricas son los radianes y los grados, que se pueden transformar exac-
tamente de uno a otro. No hay restricciones en la ejecucio´n de operaciones trigonome´tricas en
las variables de campo que se dan en radianes o en grados. Las operaciones trigonome´tricas son
comunes en los modelos que consideran la intensidad de la radiacio´n solar (que usa una variable
de campo del aspecto) o re´gimen de flujo (que usa una variable de la pendiente).
3.4.5 Aritme´tica booleana
Los campos catego´ricos y nume´ricos se pueden manipular con aritme´tica booleana. Los operadores
de la aritme´tica booleana proveen las herramientas para trabajar con datos catego´ricos y son u´tiles
para determinar el flujo de las operaciones que se realizara´n en un modelo matema´tico.
3.5 Operaciones que involucran diferentes modelos espa-
ciales
Aun las operaciones simples de la aritme´tica binaria en variables del campo no son necesariamente
simples. Sin embargo, si A y C son variables de campo espacialmente equivalentes y b es un escalar,
las ecuaciones:
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C = A+ b
C = A− b
C = A/b
C = A ∗ b
realizan la operacio´n especificada en cada valor del conjunto de datos de la variable derecha y pone
el resultado en el conjunto de datos de la variable del lado izquierdo. Si las tres variables son
variables de campo y espacialmente equivalentes, entonces la aritme´tica se realiza directamente en
los valores de cada elemento espacial y el resultado se pone en el elemento espacial correspondiente
de la variable del lado izquierdo. Recordemos que un elemento espacial, segu´n lo definido en el
Cap´ıtulo 2, es el componente geome´trico ba´sico de un modelo de datos espacial (e.j. punto, celda,
pol´ıgono).
Las dificultades se presentan cuando las variables de campo no son espacialmente equivalentes.
En este caso, se debe realizar una conversio´n para 1) poder realizar la operacio´n en el lado derecho
y 2) la respuesta se pueda poner en la variable del lado izquierdo. La pregunta ahora es que´
conversio´n se debe realizar primero. Consideramos el siguiente caso. La estructura de co´mputo del
modelo es una grilla de celdas. Deseamos desarrollar una variable intermedia para la precipitacio´n
mensual. Los u´nicos datos disponibles son un mapa de contorno de la precipitacio´n anual total
y registros de estaciones meteorolo´gicas dispersas detallando los porcentajes de la precipitacio´n
anual total de cada mes. Por lo tanto tenemos un modelo de contorno que se debe multiplicar
por un modelo de puntos irregulares para crear un grilla de celdas. ¿Convertimos el modelo de
contorno al de puntos irregulares, multiplicamos y despue´s convertimos el resultado a la grilla de
celdas, o convertimos el modelo de contorno y el de puntos irregulares a la estructura de co´mputo
antes de la multiplicacio´n? Es claramente necesario un conjunto de reglas de prioridad.
Intuitivamente, es posible desarrollar un conjunto de reglas para la conversio´n. Puesto que la
estructura ma´s conveniente para la mayor´ıa de las operaciones matema´ticas y espaciales es la grilla,
una regla simple puede ser que todas las variables sean convertidas a grillas antes de que se realice
el ca´lculo. Sin embargo, esto puede conducir a una pe´rdida innecesaria de informacio´n, dado si la
variable destino no es una grilla. La Tabla 3.3 muestra una amplia gama de tales combinaciones
de operaciones e indica el modelo al cual se deben convertir las variables antes que se realice la
operacio´n aritme´tica. De tal ana´lisis, se puede idear un conjunto de reglas. Las decisiones sobre
las cuales se basan muchas de estas reglas dependen del taman˜o o del espaciamiento relativo de
los elementos espaciales. Este concepto se expresa aqu´ı como la densidad que se define como el
nu´mero de elementos espaciales por unidad de a´rea. Lo que sigue es un ejemplo de tal conjunto de
reglas, mencionado en orden de prioridad:
1. Si ambas fuentes son espacialmente equivalente, utilice esa estructura.
2. Si cada fuente es un TIN o un modelo del contorno, utilice la estructura del destino.
3. Si todas las variables son grillas anidadas, utilice la grilla ma´s densa.
4. Si el destino es espacialmente ide´ntico a uno de los origenes, utilice la estructura del destino.
5. Si uno de los origenes es un TIN o un contorno, y el otro es una grilla, utilice la grilla.
6. Si todos tienen aproximadamente la misma densidad, utilice el destino.
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7. Si solamente uno es un modelo de puntos, utilice los puntos, a menos que los puntos sean
muy escasos.
8. Utilice la estructura ma´s densa. Si hay un empate, utilice el destino.
Mientras que hay oportunidad para la experimentacio´n al idear el conjunto de reglas de la
prioridad perfecto, esta´ claro que la implementacio´n de cualquier conjunto de reglas se puede




































Este esquema ilustra algunas de las diversas combinaciones de modelos de datos espaciales que se
pueden requerir en una operacio´n matema´tica. Los iconos representan diversos modelos y estructuras
de datos espaciales. Los iconos marcados indican los modelos de co´mputo preferidos para cada
operacio´n. Donde hayan dos marcas para una sola operacio´n, se puede utilizar cualquier modelo.
Tabla 3.3: Combinacio´n de modelos de datos espaciales (Continuacio´n)
3.5.1 Escalas incompatibles
La anterior discusio´n ha ignorado el tema fundamental de las escalas incompatibles, un asunto
multiface´tico y complejo. Puesto que hay procesos que funcionan a diversas escalas en cualquier
sistema natural, la frecuencia de muestreo y la densidad de un conjunto de datos espacial deter-
minara´ que´ procesos son representados y pueden ser modelados. La mezcla de conjuntos de datos
basados en frecuencias de muestreo y densidades espaciales mezclados pueden conducir a resultados
confusos o engan˜osos. Este aspecto de escalas incompatibles es un tema que se repite en todas las
ciencias que realizan modelos pero, puesto que la naturaleza de esta resolucio´n es dependiente de
los dominios y los procesos de modelos espec´ıficos, esto esta´ ma´s alla´ del alcance de este trabajo.
Si se puede asumir que los conjuntos de datos que deben ser utilizados describen juntos el
nivel apropiado de variabilidad de los campos que son representados, hay algunos temas gene´ricos
de incompatibilidad de escala que pueden ser tratados. Por ejemplo, suponemos que se esta´
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desarrollando un modelo que utilizara´ una grilla de diferencia finita de 10’ latitud y longitud y una
de las variables de entrada necesarias esta´ disponible solamente con un espaciado de grilla de 1o de
latitud y longitud. Para propo´sitos estad´ısticos, se puede sugerir que es inadecuado aumentar la
densidad de la resolucio´n de este conjunto de datos de modo de poder utilizarlo con otro conjunto de
datos. Esto es porque el nu´mero de grados de libertad, determinados normalmente por el nu´mero
de elementos de datos, sigue siendo el del conjunto de datos original, aunque el nu´mero de elementos
aumenta perceptiblemente con el aumento de densidad. Dado que se han creado nuevos puntos
o celdas de los datos originales, ellos no representan las observaciones independientes separadas
(es decir grados de libertad). As´ı, los grados de libertad disponibles no son determinados por el
nu´mero de elementos espaciales de la variable con mayor densidad sino por el nu´mero de elementos
en la variable original. Esto implica que cada variable que resulta de una operacio´n en la cual
una o ma´s de las variables originales han aumentado su densidad debe llevar una indicacio´n de los
verdaderos grados de libertad. Mientras que esto no se proporciona para la sintaxis descripta ma´s
adelante, es una deseable adicio´n para versiones futuras.
Sin embargo, para las conversiones de modelos de datos espaciales, a menudo es el modelo ma´s
denso el que determina co´mo deben ser realizadas las operaciones y co´mo pueden ser determinados
exactamente los resultados. Como lo demuestran las figuras 3.8 y 3.9, al realizar las conversiones
del modelo de datos, si se restringen las operaciones los modelos ma´s dispersos solamente esto











Figura 3.8: Conversio´n del modelo de datos.
Aqu´ı, la grilla de celdas A es multiplicada por el modelo de pol´ıgonos B para producir el pol´ıgono
(o grilla de celdas) disperso C. Hay varias maneras en que se pueden integrar estos diversos modelos
de datos para este ca´lculo. El caso 1 da el resultado verdadero puesto que los dos modelos de datos
origen son superpuestos para producir un modelo intermedio denso que incluye toda la variacio´n
registrada. Un promedio pesado por a´rea de estos valores produce el resultado final. Los otros tres
casos demuestran cada uno de las alternativas para la seleccio´n de un modelo de co´mputo desde
las estructuras del modelo origen a la del destino. En el caso 2, el modelo B se convierte al modelo
de grilla de celdas del modelo A antes de hacer la multiplicacio´n y el promedio. El caso 3 utiliza el
modelo B como la estructura de co´mputo. En el caso 4, ambos modelos de origen son convertidos,
por un promedio pesado por a´rea al modelo del destino. Esta´ claro que usando el modelo ma´s
disperso, el destino (caso 4), la estructura de co´mputo produce la estimacio´n menos exacta del
producto. As´ı, mientras que la densificacio´n no se debe utilizar para simular un aumento de la
informacio´n disponible, es apropiada durante las conversiones de modelo.
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x = Caso 2











x = Caso 3

















Figura 3.9: Distintas formas de resolver la conversio´n del modelo de datos.
3.6 Estad´ısticas descriptivas para campos y variables de
campo
Hay varias medidas estad´ısticas que se utilizan para resumir o para describir conjuntos de ob-
servaciones. Estas medidas incluyen la tendencia central que dan una indicacio´n de los valores
t´ıpicos observados y la dispersio´n que sugieren el grado de variabilidad en el conjunto [Sil79]. Para
conjuntos de observaciones, el valor medio es la suma de todos los valores dividida por nu´mero
de valores, los valores ma´ximo y mı´nimo son simplemente el valor ma´s grande y ma´s pequen˜o del
conjunto de datos, y la desviacio´n esta´ndar es la ra´ız cuadrada de la suma de los cuadrados de la
diferencia entre cada valor y el promedio divididos por el nu´mero observaciones.
Mientras que estas medidas se definen simplemente para un conjunto de valores discretos, es
posible expresar alguna de estas estad´ısticas en te´rminos de derivadas e integrales de funciones
continuas. Por ejemplo, un valor ma´ximo local de una funcio´n ocurre en los puntos donde la
primer derivada es igual a 0 y la segunda derivada es negativa. El valor medio de una funcio´n
3.6. ESTADI´STICAS DESCRIPTIVAS PARA CAMPOS Y VARIABLES DE CAMPO 45










Sin embargo, cuando los campos son campos f´ısicos que no se pueden describir por simples
funciones, la definicio´n y la determinacio´n de tales estad´ısticas descriptivas son extremadamente
dif´ıciles. Afortunadamente, los conjuntos de datos discretos proporcionados por los modelos de
datos espaciales nos proveen de medios de idear estad´ısticas representativas para los campos. En
esta seccio´n repasamos los me´todos por los cuales se puede idear la estad´ıstica descriptiva simple
para los campos representados por los varios modelos de datos espaciales. Se debe recordar que
existen muchas medidas estad´ısticas sofisticadas para analizar datos espaciales [Hai90] y [Ans89],
incluyendo medidas de autocorrelacio´n e ı´ndices espaciales del modelo espacial. Mientras que
e´stos pueden ser a menudo mejores descriptores de los conjuntos de datos, la estad´ıstica espacial,
todav´ıa tiene que incorporarse extensamente en los modelos matema´ticos. Por lo tanto, confinamos
la siguiente discusio´n a esas medidas estad´ısticas que se puedan utilizar en los modelos matema´ticos
de procesos ambientales. Estas medidas se pueden utilizar solamente con los campos nume´ricos.
3.6.1 Media
Mientras que calcular la media para un campo continuo que no sea descripto por una funcio´n
simple con una integral definida es dif´ıcil o imposible, es posible calcular la media para los campos
representados por variables de campo discretizadas. Dado que los modelos piecewise constantes
son representativos de la superficie continua y que el valor para cada regio´n es representativo de
todos los valores de la regio´n, el valor de la regio´n se puede considerar la media local. La media
del conjunto de datos completo en un modelo piecewise constante se calcula como la suma de
cada valor de la regio´n multiplicado por su a´rea dividida por el a´rea total del a´rea en estudio.
Semejantemente, los campos representados por TIN tambie´n pueden ser promediados encontrando
la media de cada tria´ngulo (el valor en el centro de figura) y calculando el promedio pesado por
a´rea sobre el campo.
Si asumimos que la variacio´n entre las l´ıneas de contorno es suave, la media para los campos
representados por los modelos de contorno se pueden calcular construyendo pol´ıgonos entre las
l´ıneas de contorno adyacentes. Los pol´ıgonos limitados por los contornos se definen como a´reas
contiguas limitadas pero no intersectadas por las l´ıneas de contorno y, posiblemente, la frontera








Figura 3.10: Conversio´n del modelo de contornos a pol´ıgonos.
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A cada pol´ıgono se le asigna un valor basado en los valores de las l´ıneas de contorno que lo
limitan. La media de la superficie completa se calcula usando el promedio pesado por a´rea. Dado
que las grillas de puntos son conjuntos de puntos muestreados en una grilla regular independiente
del feno´meno muestreado, una media aritme´tica simple del conjunto de datos en la grilla de puntos
proporciona una estimacio´n razonable de la verdadera media del campo de la misma manera que la
media de la muestra se utiliza para estimar la media de una poblacio´n. Este acercamiento requiere
que se presuma que no hay variacio´n espacial sistema´tica con una periodicidad igual al espaciado
de la grilla. Para los puntos irregulares, la media de los valores del conjunto de puntos tambie´n
puede proporcionar una estimacio´n de la media de la superficie si los valores de los puntos de la
muestra se asumen escogidos al azar. Sin embargo, la autocorrelacio´n espacial puede hacer que
este acercamiento sea inva´lido si los puntos no se distribuyen uniformemente sobre la superficie
puesto que los puntos muestreados en ubicaciones cercanas hara´n ma´s pesado el valor de la media
al valor en esa a´rea. As´ı, si los puntos irregulares esta´n agrupados, es ma´s apropiado construir
los pol´ıgonos de Thiessen alrededor de cada punto y continuar como si el conjunto de datos fuera
un modelo de pol´ıgono (es decir utilizar el promedio pesado por a´rea) o triangular la superficie y
continuar como con los TINs. La eleccio´n de cual proceso utilizar depende, si las puntos se pueden
considerar representativos de sus vecinos (en este caso son apropiados los pol´ıgonos de Thiessen)
o puntos cr´ıticos de la superficie (en este caso se preferira´ la triangulacio´n). La informacio´n que
se utiliza para tomar esta decisio´n se puede encapsular en el conjunto de datos o, en el caso de
los problemas debido a la autocorrelacio´n espacial, se puede invocar una prueba para verificar la
aleatoriedad espacial.
Desde luego que es muy posible que la media sobre la superficie no fuera estacionaria. En este
caso puede ser necesario una aproximacio´n mas sofisticada para calcular la media, incluyendo la
tendencia de la superficie y ana´lisis de Fourier.
3.6.2 Suma (Integracio´n)
Al trabajar con conjuntos de datos discretos que cuentan cosas tales como casos de ca´ncer por
provincias o votos por distrito electoral, si deseamos saber “¿cua´nto?” es representado por el
conjunto de datos en su totalidad, simplemente sumamos todos los elementos del conjunto. Al tra-
bajar con campos tales como cantidad de precipitacio´n o contenido de nitro´geno, saber “¿cua´nto?”
requiere la integracio´n de la funcio´n que representa la superficie incluida bajo el a´rea de estudio.
En dos dimensiones, la suma de una funcio´n definida f(x, y) inclu´ıda en los intervalos x = [a, b] e







El resultado de la operacio´n de integracio´n es el a´rea bajo la curva. En dos dimensiones el resultado
es el volumen.
Cuando se trabaja con campos que no son descriptos por funciones, se pueden encontrar las
integrales dividiendo el a´rea del estudio en regiones para las cuales se puede calcular un valor
medio. La media de cada regio´n es multiplicada por el a´rea de la regio´n para dar el volumen de
la regio´n y la integral sobre el a´rea de estudio es el total de todos los volu´menes de la regio´n. Por
lo tanto, para calcular el integral de cualquier modelo de datos espacial simplemente necesitamos
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encontrar el conjunto de las regiones para las cuales podemos determinar valores medios. Para
las grillas de celdas y los pol´ıgonos, estas regiones son definidas por el modelo. La media de una
regio´n definida por un tria´ngulo en un TIN es el valor en el centro del tria´ngulo. Se pueden derivar
pol´ıgonos valuados por superficie a partir de modelos de contorno segu´n lo descrito arriba. Los
modelos de puntos requieren inicialmente la construccio´n de regiones. Esto se logra a trave´s de la
construccio´n de los pol´ıgonos de Thiessen o con una triangulacio´n basando esta opcio´n de acuerdo
a si los puntos son representativos o cr´ıticos segu´n lo descripto arriba. Una vez que se hayan
construido las regiones a partir de los modelos de puntos, se procede con la integracio´n segu´n lo
especificado para los modelos de pol´ıgono o TIN.
La salida final de muchos modelos matema´ticos es un solo valor escalar final que se utiliza
para representar la integracio´n de contribuciones individuales a trave´s de toda el a´rea de estudio.
Puesto que la mayor´ıa de los lenguajes de programacio´n incluyen la operacio´n expl´ıcita claramente
definida de suma que realiza suma de todos los valores en un conjunto especificado, proponemos
una nueva operacio´n, integracio´n que substituye a la suma al trabajar con variables de campo.
Aqu´ı se abrevia a la forma
a = integ(B)
donde a es un escalar y un B es un campo nume´rico. Tambie´n, a menudo deseamos saber las
integrales individuales dentro de regiones espec´ıficas tales como provincias o tipos de suelo. Por
lo tanto, es u´til agregar un segundo campo catego´rico opcional a la funcio´n integ que define las
regiones dentro las cuales debe ser calculada la integracio´n.
a = integ(B, C)
donde C es un campo catego´rico.
3.6.3 Ma´ximo y Mı´nimo
El ma´ximo y el mı´nimo de un campo descripto por una variable espacial se pueden considerar
generalmente que son las observaciones ma´ximas y mı´nimas en el conjunto de datos. Dado que la
superficie se describe totalmente en modelos piecewise constantes, estas medidas descriptivas son
simplemente los valores extremos en el conjunto de valores de los elemento espaciales. Para los
TINs, los extremos se extraen del conjunto de valores de los nodos. Para los modelos de puntos,
se podra´n utilizar procedimientos sofisticados de interpolacio´n tales como splines o los ajustes
polino´micos ara definir la superficie de la cual sera´n extra´ıdos los extremos. Sin embargo, dado
que muchas de estas te´cnicas utilizan los puntos de la muestra como extremos, y puede ser dif´ıcil
determinar los valores extremos de algunas superficies, es tambie´n razonable extraer los valores
ma´ximo y mı´nimo directamente del conjunto de valores de los puntos.
Los modelos de contorno no dan valores extremos exactos puesto que el valor del campo var´ıa
suavemente a trave´s de l´ıneas de contorno. Los valores ma´ximos y mı´nimos se deben extrapolar
del valor de las l´ıneas ma´s altas y ma´s bajas de contorno contenidas dentro del a´rea de estudio.
Mientras que es cierto que estos valores extremos caen dentro de un intervalo de contorno de las
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l´ıneas de contorno con valores extremos, no hay informacio´n adicional disponible dentro del modelo
de datos espacial para producir estimaciones exactas.
3.6.4 Desviacio´n esta´ndar



















f es la media de la funcio´n f . Puesto que esto es dif´ıcil determinar para un campo no definido
por una funcio´n simple, es necesario recurrir otra vez al uso de las representaciones discretas.
Para calcular la desviacio´n de esta´ndar para un modelo piecewise constante, cada cuadrado de la










donde i el ı´ndice de cada regio´n. Las desviaciones esta´ndar de los modelos TIN y de contorno
se pueden encontrar de una manera similar una vez que el valor medio para cada regio´n se haya
determinado segu´n lo descrito arriba. Debe ser observado que las desviaciones esta´ndar encontradas
de esta manera sera´n menores que el valor verdadero puesto que los medios locales de cada regio´n
han quitado ya algo de la verdadera variacio´n.
Las grillas de puntos y los puntos irregulares son los u´nicos modelos que pueden producir un
valor estad´ıstico correcto de la desviacio´n esta´ndar. En estos modelos, los valores representan
el valor verdadero en un punto y el conjunto en s´ı mismo se puede tratar simplemente como
un conjunto de observaciones. Segu´n lo observado arriba, pueden presentarse problemas con la
autocorrelacio´n espacial para los modelos de puntos irregulares as´ı que puede ser preferible construir
pol´ıgonos de Thiessen o triangular y proceder de acuerdo a pol´ıgonos o a TINs.
3.7 Estad´ısticas Inferenciales
Finalmente consideramos abreviadamente el a´rea de la estad´ıstica deductiva como operacio´n en
modelos ambientales. En sentido estricto, la estad´ıstica deductiva no forma parte de los modelos
por si mismos, sino que son importantes en el resto de los aspectos de los modelos matema´tico in-
cluyendo el ajuste del modelo, la prueba y evaluacio´n, construccio´n de intermediarios, visualizacio´n
de resultados e importantemente en la interpolacio´n y el muestreo.
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Debido a la inherente caracter´ıstica de la autocorrelacio´n espacial y de la carencia de inde-
pendencia que resulta en los conjuntos de datos espaciales, los investigadores que se ocupan de
datos espaciales a menudo encuentran necesario evitar acercamientos estrictamente parame´tricos
a la estad´ıstica deductiva en favor de procedimientos no parame´tricos, cualitativos y robustos. Los
acercamientos parame´tricos requieren suposiciones de la independencia y de la normalidad, que es
poco realista para muchos conjuntos de datos espaciales. Sin embargo, los resultados de te´cnicas
robustas y no parame´tricas son limitadas por su generalidad (es decir los resultados no se pueden
mantener para la poblacio´n de donde fue adquirida la muestra) y tienden a ser muy conservadoras
[Ans89].
Tambie´n, muchos estad´ısticos discuten que un conjunto de datos que constituye una variable
de campo no sea el conjunto de muestras escogidas al azar requeridas por la estad´ıstica deductiva
tradicional sino que sea un solo caso de una variable estoca´stica. De hecho, se ha sugerido que un
conjunto de datos espacial forma la poblacio´n completa y consecuentemente, no puede ser utilizada
ninguna estad´ıstica deductiva [Sum83], [Ans89], aunque Anselin ha discutido que esta condicio´n
a menudo no se considera debido “a la naturaleza imperfecta de la medicio´n, y al error inherente
(o ruido)” ([Ans89], p. 8). Si e´ste es el caso, el conjunto de datos espacial se puede ver como el
resultado de un conjunto de procesos estoca´sticos que han medido la sen˜al subyacente junto con
el error estoca´stico de la medicio´n [Hai90].
3.7.1 Geoestad´ıstica y la teor´ıa de variables regionalizadas
Afortunadamente, recientemente ha ganado renombre un nuevo acercamiento a la estad´ıstica de-
ductiva que proporciona a algunas herramientas nuevas para ocuparse de los campos. Se han
desarrollado la geoestad´ıstica y la teor´ıa de variables regionalizadas en un nu´mero de diversas dis-
ciplinas, originalmente en topolog´ıa y climatolog´ıa, pero la fuerza impulsora comu´n detra´s de este
desarrollo ha sido la necesidad de desarrollar te´cnicas estad´ısticas que trabajen con feno´menos es-
pacialmente continuos correlacionados. Los campos se describen tradicionalmente como funciones
de la ubicacio´n, [OG89]:
z(x, y) = f(x, y) + e
donde z(x, y) es el valor de una variable z en la ubicacio´n (x, y) y f denota una funcio´n
determin´ıstica y e es un te´rmino de error al azar. Tomando este concepto, el uso de ajuste
polino´mico para interpolar superficies en un nu´mero limitado de sitios de muestra implica que la
mayor´ıa de la variacio´n observada es determin´ıstica. Una manera alternativa de ver la variacio´n
observada es considerarla como esencialmente azarosa pero espacialmente dependiente.
La geoestad´ıstica es la aplicacio´n de la teor´ıa de variables regionalizadas a los datos espacial-
mente distribuidos [Jou86]. Aunque Journel sugiere
Desde un punto de vista teo´rico, poco es nuevo en esta teor´ıa, la cual toma prestado
la mayor´ıa de sus modelos y herramientas del concepto de funciones al azar estacionarias
y de te´cnicas de ana´lisis de la variacio´n y de la prediccio´n generalizada de mı´nimos
cuadrados. ([Jou86], p. 120)
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Esta teor´ia proporciona una “teor´ıa concisa, coherente y u´til” ([OG89], p. 268) brindando un nuevo
conjunto de herramientas probabil´ısticas que se pueden utilizar para estimar y para describir la
variacio´n espacial de feno´menos en la superficie de la tierra.
Todo la geoestad´ıstica depende del desarrollo de un modelo de la dependencia espacial observada
en la variable regionalizada. Este modelo es el variograma que relaciona la variacio´n del valor de la
variable entre dos sitios cualquiera con la distancia que lo separa. As´ı, la etapa inicial en cualquier
ana´lisis geoestad´ıstico es el desarrollo del variograma.
3.7.2 Construccio´n de variogramas
El variograma es construido a partir de datos de la muestra calculando la variacio´n entre los
valores de la muestra para un rango de diversas distancias de separacio´n. Si la variacio´n espacial
es isotro´pica entonces la estimacio´n de la semivarianza, Υ∗, se calcula como [OW91]:
Υ∗(h) = 12m(h)
∑m(h)
i=1 {z(xi)− z(xi + h)}2
donde z(xi) y z(xi + h) son valores observados en xi y xi + h, h es la distancia, Υ∗(h) es la esti-
macio´n de Υ(h) y m(h) es el nu´mero de comparaciones emparejadas en esa distancia. Una vez que
se haya calculado la variacio´n para diversos h, se construye una muestra o un variograma experi-
mental trazando Υ∗(h) contra h. Si el campo es anisotro´pico, este ca´lculo se hace individualmente
para diversas direcciones con cada conjunto de puntos tratados por separado en manipulaciones
posteriores.
El variograma de la muestra resultante consiste en un conjunto de puntos discretos (o conjuntos
de puntos si se considera anisotro´pico). Para poder utilizar este gra´fico para estimar la semivarianza
en cualquier distancia dada, sera´ necesario ajustar un modelo suave a esos puntos. Usando la
aproximacio´n de los mi´nimos cuadrados, los puntos del variograma de la muestra sera´n ajustados
a uno de diversos modelos, incluyendo el esfe´rico, linear, exponencial, gaussiano, De Wijssian y
las funciones de Bessel [Bur91]. Davis observa que el proceso de ajustar modelos es “hasta cierto
punto un arte, requiriendo experiencia, paciencia y a veces suerte. El proceso no es satisfactorio
en su conjunto, porque las conclusiones no son u´nicas” ([J.C86], p. 245).
El variograma resultante tiene varias caracter´ısticas interesantes que se pueden interpretar con
respecto al feno´meno en estudio (ver Figura 3.11). El rango es la distancia sobre la cual los puntos
ejercen influencia sobre sus vecinos; ma´s alla´ del rango, marcado por el comienzo del umbral,
no se observa ninguna influencia. El nugget representa la variacio´n, no espacial, completamente
al azar [OW91]. Sin embargo, muchos ejemplos de variogramas y sus modelos de ajuste no se
correspondera´n con esta forma cla´sica.
3.7.3 Kriging
Kriging es “un nombre gene´rico para una variedad de algoritmos generalizados de valoracio´n de
mi´nimos cuadrados” [Jou86] basados en el variograma y sus derivados. En su caso ma´s simple,




Figura 3.11: Distintos tipos de curva.






i=1 λi = 1
donde xi son los n puntos usados en la estimacio´n, i=1 a n, y z∗(x0) es la estimacio´n del valor
en el punto x0. Los pesos son elegidos solucionando un conjunto de ecuaciones simulta´neas:
∑n
i=1 λi •Υ(xi, xj) + Ψ = Υ∗(xi, x0) para todo j
donde Υ(xi, xj) es la semivarianza entre xi y xj , Υ(xi, x0) es la semivarianza entre xi y el punto
que se estima (x0) e Ψ es el multiplicador de Lagrange agregado para alcanzar la minimizacio´n.




∗(xi, x0) + Ψ
Las estimaciones que usan Kriggin son imparciales y o´ptimas [J.C86].
3.7.4 Usando Geoestad´ıstica
La geoestad´ıstica esta´ saliendo ra´pidamente del dominio de los investigadores estad´ısticos y de
las manos de me´dicos hacia diversos campos [OW91]. Su aplicacio´n ma´s importante esta´ en la
interpolacio´n puesto que se ha encontrado que las estimaciones usando krigging son tan buenas o
mejores que las realizadas con otras te´cnicas [Bur86], [Jou86] aunque este conflicto ha sido discutido
por otros [PW86]. La existencia de una medida del error en la variacio´n de la estimacio´n es inusual
entre los procedimientos de interpolacio´n. Las te´cnicas para idear estimaciones de “bloque” de
muestras de puntos eran uno de los primeros progresos en el conjunto de herramientas disponibles.
Las estimaciones de bloque son particularmente importantes en la geolog´ıa de minas donde se
deben utilizar de base muestras dispersas para determinar el grado del mineral incluido en un gran
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bloque de explotacio´n minera [J.C86], aunque la aplicacio´n de esta te´cnica para la derivacio´n de
estimaciones para el valor de los feno´menos modelados usando modelos piecewise continuos son
obvias. La geoestad´ıstica es tambie´n u´til para planear disen˜os o´ptimos y de hojas de operacio´n de
muestreo eficientes para los feno´menos continuos y para realizar la clasificacio´n espacial [OW91].
Finalmente, el ana´lisis del variograma en s´ı mismo proporciona a una cierta penetracio´n en la
forma de la variacio´n espacial del feno´meno bajo estudio.
Sin embargo, hay muchos problemas con la geoestad´ıstica y el Kriging. Algunos estad´ısticos
cuestionan las bases estad´ısticas fundamentales de la teor´ıa de variables regionalizadas y de sus
derivados en geoestad´ısticas (Philip y Watson, presentan una dura cr´ıtica). En un nivel menos
fundamental, los problemas importantes de la geoestad´ıstica se presentan debido a las demandas
de co´mputo extremadamente altas del me´todo. Cada estimacio´n de punto requiere la solucio´n de
un conjunto de ecuaciones simulta´neas - 17 o ma´s se utilizan en algunos paquetes de contotnos
[J.C86]. Tambie´n, Lam ha observado que “el me´todo no es fiable a menos que este´n disponibles
una gran cantidad de valores de muestra” ([Lam83], p. 134); [WO92] han mostrado que deben ser
utilizadas por lo menos 100 y preferiblemente 200 puntos.
Finalmente, como Oliver, et el al, han observado, “el me´todo es de ninguna manera univer-
salmente aplicable y los investigadores necesitan estar absolutamente seguros que es apropiado a
sus circunstancias cuando lo usan” ([OG89], p. 262-3). De hecho, mientras que “el proceso kriging
es una solucio´n elegante a un problema dif´ıcil, requiere una comprensio´n clara de su acercamiento
y datos algo ma´s elegantes que los a menudo disponibles para alcanzar un resultado confiable”
([McC88], p. 753).
3.7.5 Geoestad´ıstica para modelos de datos espaciales
¿Co´mo se puede utilizar la geoestad´ıstica para modelos ambientales con variables de campo?
Claramente kriging proporciona una excelente alternativa de interpolacio´n para muchas de las
conversiones. Sin embargo, si va a ser utilizado bajo demanda dentro de modelos matema´ticos,
ser´ıa absolutamente escencial que el variograma este´ encapsulado en el conjunto de datos pues la
derivacio´n de e´ste es una tarea que desperdicia tiempo y necesita un conocimiento experto. Tal
encapsulamiento parece apropiado mientras que se espere que el proveedor de los datos este´ lo
suficientemente familiarizado con el feno´meno y los datos que lo representan para realizar esta
tarea de modelo geoestad´ıstico.
Puesto que la geoestad´ıstica se esta´ promoviendo ma´s extensamente (observe su inclusio´n en
textos estad´ısticos esta´ndares como Ana´lisis estad´ıstico y de datos en geolog´ıa de Davis ), ahora
esta´ apareciendo software para asistir al desarrollo de variogramas y estimaciones kriged. Kriging
se incluye ya en muchos GISs comerciales, incluyendo Arc/Info (de ESRI, Inc.), GeoEAS (del EPA,
Las Vegas) y Surfer (de Golden Software).
Cap´ıtulo 4
Investigaciones Relacionadas
Este cap´ıtulo presenta algunos trabajos de investigacio´n relacionados, llevados a cabo por inves-
tigadores que trabajan en la bu´squeda de soluciones para lograr la integracio´n de los GIS y los
modelos ambientales.
4.0.6 Map Algebra
Map Algebra [Tom90] es quiza´s el primer intento significativo para lograr una separacio´n entre las
operaciones de la forma de discretizacio´n espacial. Esto se logra permitiendo solo una discretizacio´n
simple. Empezando con el requerimiento de que todos los datos espaciales que sera´n manipulados
son almacenados en grillas, map algrebra provee un framework organizativo y un vocabulario para
expresar muchas operaciones GIS esta´ndar.
Fundado en el tradicional overlay de mapas, map algebra provee un lenguaje que automatiza
muchos de los conceptos de los modelos cartogra´ficos. Tomlim sostiene que: “el modelo cartogra´fico
es una metodolog´ıa general para el ana´lisis y la s´ıntesis de datos geogra´ficos” [Tom90]. En el
modelo cartogra´fico cada tema en una regio´n es expresado como un mapa o layer individual.
En un primer momento, el modelamiento cartogra´fico se realizaba manualmente, superponiendo
mapas transparentes (referentes a distintos temas) y observando la combinacio´n de caracter´ısticas
presente en la regio´n de estudio. El ana´lisis de mapas provee una manera de implementar y
extender las te´cnicas de superposicio´n manual a trave´s de una computadora. Chan y Tomlin
dicen que: “en el corazo´n de los modelos cartogra´ficos esta´n las ideas de descomponer los datasets
y las especificaciones que controlan el procesamiento de datos en componentes elementales que
pueden ser recombinados con facilidad y flexibilidad” t-giscm-90 (p 351). Tomlin reconoce que la
aproximacio´n a los modelos cartogra´ficos esta´ “orientada a la funcio´n”, ya que el lenguaje hace
ma´s hincapie´ en las funciones que se aplican a los datos que en la representacio´n de los mismos.
La forma en que se almacenan los datos y las funciones especificadas no intentan representar la
realidad, sino facilitar la manipulacio´n de los datos digitales.
Esta reduccio´n a componentes elementales se logra requiriendo que cada elemento a ser exami-
nado con Map Algebra debe estar discretizado en forma de un layer de celdas rectangulares. Esto
facilita la implementacio´n de las funciones de ana´lisis ya que solo existe una posible discretizacio´n
del espacio. Sin embargo, como resultado, todas las operaciones son conceptualizadas en una grilla
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en vez de en los campos en s´ı,. Por ejemplo, la distancia desde un punto debe pensarse en te´rminos
de una grilla de NxN, en lugar de utilizar la distancia lineal. Por lo tanto el modelador debe
trabajar en un universo de grillas en vez de en un universo continuo descripto por la leyes f´ısicas.
¿Todo lo que necesita un modelador de feno´menos ambientales es un universo de grillas? ¿Es
posible convertir cualquier conjunto de datos en una grilla? ?Es e´sta la mejor solucio´n?, cierta-
mente no, si consideramos la realidad que esta siendo representada. Ciertos feno´menos pueden ser
representados de otras maneras. Si la matema´tica no requiere una estructura de grilla, la conver-
sio´n innecesaria de una representacio´n a otra lleva a una inaceptable pe´rdida de informacio´n. Todo
movimiento debe ser discretizado a 4 u 8 direcciones, por lo tanto, los caminos entre dos puntos se
distorsionan innecesariamente. Si se reducen todos los campos a un simple modelo datos de grilla,
en el cual los valores son constantes dentro de las celdas y cambian abruptamente en los bordes
de las celdas, es dificil conceptualizar y trabajar con funciones continuas tales como diferenciacio´n
e integracio´n.
Map Algebra requiere que forcemos la realidad para que “encaje” en una estructura, en vez de
permitir elegir una estructura ma´s apropiada para la realidad que se quiere analizar. El modelador
es forzado a trabajar en una discretizacio´n simple y estar constantemente consciente las limitaciones
que eso acarrea. A menos que el taman˜o de la grilla pueda reducirse tendiendo a cero, es imposible
pensar en los procesos naturales continuos que se desarrollan es espacios tambie´n continuos, en
un mundo de grillas. Ma´s que una verdadera a´lgebra para modelar feno´menos, Map Algebra es
una nomenclatura unificada para definir formalmente operaciones GIS en datos modelados como
grillas. Esta debilidad en el nexo entre la realidad y el modelo es cr´ıtica.
A pesar de sus limitaciones, map algebra ha conseguido una notable popularidad. Ha sido
elegido como el framework para el lenguaje de modelado inclu´ıdo en un producto raster de ESRI:
GRID [ESR91] y es la base para el software GIS MapBox (Decision Images, sin fecha). Una vez
que los datos son ingresados en modelo (adaptados a e´ste), es posible expresar muchas operaciones
matema´ticas entre distintos conjuntos de datos representando variables ambientales, en una sin-
taxis estructurada. Por ejemplo, si queremos sumar dos temas (campos), llame´moslos FIRST y
SECOND, la sintaxis segu´n Tomlim ser´ıa:
RESULT = LocalSUM of FIRST and SECOND
la implementacio´n de Map Algebra en el software GRID permite una sintaxis ma´s directa:
RESULT = FIRST + SECOND
4.0.7 Interfaces modelo-datos
Otra solucio´n completamente diferente al problema de enlazar datos digitales acerca de feno´menos
espacialmente distribuidos con los modelos matema´ticos de los procesos ambientales, consiste en
desarrollar interfaces gene´ricas entre los sistemas de informacio´n espacial y los programas de apli-
cacio´n. En general, estas interfaces permiten que los datos sean almacenados en diferentes archivos
y formatos en sus sistemas de origen. Cuando se va a utilizar el modelo matema´tico, los datos
necesarios son requeridos a la interface. La interface accede a las BDs y extrae los conjuntos de
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datos pedidos, y los convierte automa´ticamente a un formato apropiado para el modelo. Luego la
interface env´ıa los datos al modelo, el cual calcula el resultado. La salida del modelo se maneja
inversamente.
Breuning y Perkhoff describen el desarrollo de un sistema de interfaces disen˜ado para mediar
entre varias bases de datos heteroge´neas y programas de aplicacio´n “orientados a la tarea”. En este
caso, “el objetivo de la integracio´n de datos es el uso transparente en diferentes sistemas de BD
auto´nomos” [BA92]. Usando una estructura de cliente-servidor, el DIS (Data Integration System)
se situ´a entre los programas de aplicacio´n y las BDs. Los usuarios definen y usan vistas de las BDs
dependientes de la aplicacio´n de tal manera que “la estructura y la localizacio´n de los datos, y los
diferentes lenguajes para su manipulacio´n son irrelevantes para el usuario”.
En su implementacio´n actual DIS provee un modelo FGD (Functional Global Data) que per-
mite el esquema de integracio´n entre INGRESS y DASDBS Geokernal, y provee un alto nivel de
abstraccio´n de datos. El FGD es un lenguaje funcional fuertemente tipado, que soporta variables
de tipo y constructores para definir nuevos tipos, tambie´n provee un conjunto de funciones primi-
tivas. Una ventaja particular de este sistema es que los algoritmos que son espec´ıficos para ciertas
representaciones de la realidad, tales como distancia u orientacio´n, pueden ser mantenidos en la
BD, en vez de escribirlos para cada aplicacio´n espec´ıfica.
Estos sistemas de integracio´n de datos son disen˜ados para satisfacer las necesidades de inter-
cambio de datos de aplicaciones espec´ıficas. En vez de permitir manipulacio´n de datos espaciales
independiente del sistema, proveen herramientas para la conversio´n de datos de un formato a
otro. No proveen una manera en la que los modeladores puedan manipular las representaciones de
feno´menos espacialmente distribuidos sin tener en cuenta las restricciones de un software espec´ıfico.
4.0.8 Soluciones orientadas a las BD
Otras soluciones tratan con los problemas que se desprenden de representar la complejidad espacial
de la realidad, desde una perspectiva de los datos, dejando de lado la formalizacio´n de operaciones
(como si lo hace Map Algebra) y el desarrollo de interfaces entre la BD y los modelos. Estas
soluciones tratan de encontrar la manera de organizar la diferentes conceptualizaciones y repre-
sentaciones que pueden tomar los datos espaciales. Entonces, los datos se convierten en el foco del
trabajo, en lugar de las operaciones que se realizara´n con ellos.
En los 70s IBM desarrollo´ un prototipo de un sistema de BD-Aplicacio´n, que fue disen˜ado para
manipular datos standard y geogra´ficos, dentro del mismo framework.
“El soporte para datos geogra´ficos permite al sistema manejar informacio´n extra´ıda de mapas,
de la misma manera que maneja datos ma´s convencionales, como strings y datos nume´ricos. Esto se
logra porque el sistema provee un tipo de dato geogra´fico, y un conjunto apropiado de operadores
y funciones geogra´ficos”
Usando un disen˜o de BD relacional y representado los datos geogra´ficos como puntos, l´ıneas
y a´reas, este prototipo fue pensado para proveer un poderoso sistema de planeamiento urbano.
El prototipo fue descripto en varios documentos internos de IBM, pero nunca fue completamente
implementado. Aunque quedo´ incompleto, este proyecto intento´ atacar el problema de si los datos
geogra´ficos, como tipo fundamental de datos, pod´ıan ser manejados concurrentemente con tipos
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de datos ma´s tradicionales.
Ma´s recientemente, los conceptos de orientacio´n a objetos sirvieron para definir clases que rep-
resentan objetos espaciales complejos, con operaciones especializadas heredadas y encapsuladas,
que pueden incorporadas en modelos computacionales. Smith presento los elementos de un modelo
basado en lo´gica y un lenguaje de BD, que tiene por objetivo a largo plazo la unificacio´n de los
modelos computacionales y los sistemas de BD para muchas a´reas de la investigacio´n cient´ıfica
[Smi92]. Desarrollando un lenguaje formal para definir y manipular entidades espacio-temporales
complejas en todos los niveles de abstraccio´n, “desde simples juegos de datos a grandes modelos
matema´ticos”, Smith espera poder derivar herramientas que permitan a los investigadores “enfo-
carse en los aspectos cient´ıficos y no en los computacionales” [Smi92]. En el centro de este trabajo
de investigacio´n esta el “Term Definition Language”, un metalenguaje que permitira´ definir y
manipular entidades espacio-temporales complejas, sus propiedades y relaciones, independiente-
mente de la implementacio´n espec´ıfica de la BD. Los datos pueden ser pensados y estructurados
de acuerdo a las necesidades del cient´ıfico o del modelo.
Cuando el trabajo de Smith este´ terminado y los cient´ıficos tengan acceso a una multitud de
grandes bases de datos espaciales, v´ıa esta base de datos basada en la lo´gica y el lenguaje de mod-
elado, se podra´n obtener los beneficios de la orientacio´n a objetos dentro del modelo matema´tico.
4.0.9 Lenguajes formales y a´lgebras
Los lenguajes formales y a´lgebras son herramientas importantes para desarrollar y expresar concep-
tos abstractos tales como los campos continuos. Los lenguajes formales consisten de un conjunto
de s´ımbolos, operaciones y reglas acerca de co´mo combinar las operaciones y los s´ımbolos. Las
a´lgebras son un subconjunto de los lenguajes formales en los cuales son importantes las propiedades
de las operaciones, tales como simetr´ıa, reflexibilidad y transitividad. Tales propiedades permiten
la identificacio´n de conjuntos mı´nimos de operaciones y permiten la simplificacio´n de tareas com-
plejas.
Han existido esfuerzos para desarrollar lenguajes formales para trabajar con datos geogra´ficos.
A fines de los 60s y principios de los 70s Dacey bosquejo´ algunos conceptos para el desarrollo de
un lenguaje formal ([Dac67], [Dac70] y [Dac71]). Aunque solo una pequen˜a parte de ese trabajo
fundamental es accesible, la mayor´ıa so´lo publicada en reportes te´cnicos, muchos de sus contem-
pora´neos reconocieron la importancia de su trabajo. Ma´s recientemente, Molenaar ha desarrollado
un trabajo acerca de un lenguaje formal. El describio´ su visio´n de una Teor´ıa de la Geoinformacio´n
cuyo propo´sito es “estructurar todo el campo de los sistemas de geoinformacio´n de manera que
aspectos comunes y diferencias de los sistemas GIS existentes puedan clarificarse.... y hacerse ma´s
transparentes” [Mol91]. E´l noto´ que la definicio´n de entidades dentro de una BD geogra´fica es muy
dependiente de la razo´n por la cua´l fueron recolectados los datos. Por ejemplo, la definicio´n de
una unidad de suelo depende de si el dato sera´ usado para planeamiento del uso del suelo, estudios
de erosio´n o un modelo hidrolo´gico. En este trabajo se propone que la teor´ıa deber´ıa proveer una
grama´tica para especificar el contexto de la informacio´n manejada y me´todos para transformar
datos desde un contexto a otro.
Trabajando por ma´s de dos de´cadas, Serra y otros investigadores en el Centre de Morpholo-
gie Mathematique en Francia, ha desarrollado un a´lgebra muy sofisticada para el ana´lisis de
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ima´genes digitales, a trave´s de la morfolog´ıa matema´tica. ([Ser82], [Ser88], [SB88]). La mor-
folog´ıa matema´tica usa un a´lgebra de transformacio´n para convertir conjuntos acotados de puntos
en nu´meros significativos. La te´cnica usa “elementos estructurantes” que “interactuan con el ob-
jetos de estudio (la imagen), modificando su forma y reducie´ndolo a una especie de caricatura que
es ma´s expresiva” que la imagen original [Ser82]. Esta solucio´n es particularmente u´til para las
ima´genes me´dicas, donde los objetos de estudio (glo´bulos en la sangre, tejido conectivo) se mues-
tran de una manera no orientada en una direccio´n u´til que permita entender las caracter´ısticas
del objeto. Las aplicaciones de la morfolog´ıa matema´tica van desde las ima´genes me´dicas a las
satelitales.
Mientras que sus modelos de datos se limitaron a grillas hexagonales regulares, y su aplicacio´n
a extraer medidas de formas, este esfuerzo demostro´ como se puede desarrollar formalmente un
a´lgebra transformacional para datos distribuidos espacialmente.
Empezando con un nu´mero reducido que limita los tipos de feno´menos que pueden ser con-
siderados en su a´lgebra, gradualmente se construyen un conjunto de “herramientas” y principios
que pueden ser usados para extraer la estructura espacial a partir de los datos basados en puntos.
Sus ma´s recientes esfuerzos proveen la base algor´ıtmica para el ana´lisis automa´tico de ima´genes
me´dicas. Es importante entender que la investigacio´n de Serra y su grupo esta´ orientada a descubrir
las relaciones entre los patrones en los datos y las caracter´ısticas morfolo´gicas de los feno´menos
reales, en lugar de considerar co´mo capturar caracter´ısticas relevantes de la realidad en un dataset.
Harvey muestra una extensa revisio´n del rol de los lenguajes artificiales (por ejemplo, la
matema´tica) en el desarrollo de teor´ıas. Los lenguajes artificiales proveen “un sistema abstracto de
signos y relaciones que no tienen un contenido emp´ırico o un significado substancial” [Har69]. El
argumenta que ya que los s´ımbolos abstractos y las relaciones pueden ser definidos precisamente
dentro del lenguaje, se pueden expresar la claridad y la falta de ambigu¨edad que son imposibles
en el lenguaje natural. Una vez que los conceptos son definidos en lenguajes abstractos y teor´ıas,
pueden ser conectados con el mundo real a trave´s de definiciones emp´ıricas de los conceptos ab-
stractos. Por ejemplo, un modelo de gravedad de la interaccio´n entre ciudades se conecta con
la realidad diciendo que las ciudades son “cuerpos” en la fo´rmula y sus respectivas poblaciones
representan la masa de dichos cuerpos.
Los fundamentos ba´sicos de las a´lgebras esta´n bien desarrollados en cualquier libro de a´lgebra
elemental. Se proveen definiciones simples de conjuntos, mapeos, relaciones y funciones que ofrecen
una estructura estable para el desarrollo de un a´lgebra. Selby y Sweet sostienen que es posible
“construir muchos sistemas matema´ticos distintos, dependiendo en la eleccio´n de diferentes con-
juntos de elementos, relaciones, operaciones y predicados” [SL69]. Mientras que se desarrollan
muchas a´lgebras para propo´sitos espec´ıficos, cada una tiene sus propios me´ritos y rango de inter-
pretaciones. Ellos agregan que: “ los sistemas matema´ticos pueden ser vistos como juegos que
involucran ciertos objetos (elementos) y que son jugados de acuerdo a ciertas reglas (predicados o
postulados).
4.0.10 Virtual Data Sets
Andrej Vckovski en su tesis Interoperable and Distributed Processing in GIS [Vck] ataca el tema
de integracio´n en geoprocesamiento.
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Se define la interoperabilidad como la “habilidad de intercambiar todo tipo de informacio´n
espacial referida a la Tierra y los objetos y feno´menos sobre ella. Adema´s debe ser posible correr
software de red capaz de manipular esa informacio´n.”
Los impedimentos para la interoperabilidad tienen que ver con:
Diversidad Sinta´ctica: Las diferencias en la codificacio´n son todav´ıa un a´rea conflictiva im-
portante en el intercambio de datos. La resolucio´n de estos problemas normalmente desemboca en
tediosas conversiones manuales o automa´ticas, que incluye muchos pasos y herramientas software.
La utilizacio´n de standards es de gran ayuda para simplificar el proceso de conversio´n.
Diversidad Sema´ntica de la informacio´n: Los conflictos sema´nticos a menudo no pueden
ser detectados debido a la ausencia de especificaciones suficientes. Cada concepto puede representar
una idea diferente en el marco de diferentes modelos. Hacer un mapeo entre los conceptos de dos
modelos diferentes a menudo no sera´ suficiente, ya que no se puede preveer como sera´n usados
e´stos.
Para solucionar estos problemas Vckovski propone la utilizacio´n de Virtual Data Sets (VDS).
La idea central es no proponer un standard para la estructuras de datos usadas (por ejemplo
la estructura f´ısica de archivos), sino describir un conjunto de interfaces bien definidas. Dichas
interfaces proveen me´todos de acceso a los datos. Esto permite a un data set incluir me´todos
inteligentes para proveer los datos requeridos y ayuda a evitar los problemas asociados con la
diversidad de los datos geogra´ficos. Una aplicacio´n que usa VDS no lee los datos desde un archivo,
sino que invoca los me´todos correspondientes definidos en el VDS, quien retornara´ los datos pe-
didos. Dependiendo del dominio de la aplicacio´n, un VDS puede devolver datos pre-almacenados
o calcularlos. Vckovski tambie´n propone la utilizacio´n VDS para informacio´n continua sobre la
superficie terrestre.
4.0.11 Open GIS
En 1994 el Open GIS Consortium fue fundado por varias organizaciones GIS para solucionar solu-
cionar el problema de standards incompatibles dentro de la tecnolog´ıa de informacio´n geogra´fica.
La ausencia de standards hace dificil la integracio´n entre los sistemas de informacio´n geogra´fica de
distintas organizaciones.
El standard OpenGIS propone una arquitectura gene´rica de muy alto nivel para las aplicaciones
GIS. Dicho standard (OpenGIS Abtract Specification) se esta´ dividido en to´picos, entre los que se
destacan:
• Feature Geometry
• Spatatial Reference Systems
• Locational Geometry Structures
• Stored Functions and Interpolation
• Coverage
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Cada uno de estos items define la funcionalidad que deber´ıam brindar los componentes de una
aplicacio´n GIS.
En su intento por imponer este standard, OpenGIS ha lanzado recientemente un conjunto de
recomendaciones de implementacio´n (OpenGIS Implementation Specifications), que implementan





• Interfaces para WebServers
• OpenGISGeography Markup Language (GML)
4.1 Modelos Matema´ticos
En esta secio´n se presenta una breve introduccio´n acerca del arte y ciencia de los modelos matema´ticos.
Definiciones
Un modelo es una representacio´n de la realidad. Algunos autores sugieren que un modelo es
una versio´n de situaciones del mundo real. Sin embargo, muchos factores influyen para que la
representacio´n sea una simplificacio´n de la realidad, ciertos elementos son omitidos y se reduce la
complejidad; entre esos factores tenemos:
• La complejidad del mundo real.
• Inexactitud en las medidas.
• Hipo´tesis imperfectas.
• Aproximaciones
• Discretizaciones de espacio y del tiempo.
Muchas definiciones de modelos tienen formas matema´tica. [CA85] definen los modelos como
descripciones matema´ticas acerca de procesos f´ısicos. [Cas89] define modelo como:
“un encapsulamiento de una parte del mundo real dentro de los confines de las
relaciones constituyendo un sistema matema´tico formal.... Un modelo es una repre-
sentacio´n matema´tica de la realidad del modelador, una manera de capturar algunos
60
aspectos de una realidad dada dentro de un marco de elementos matema´ticos, que nos
proveen mecanismos para inspeccionar las propiedades de la realidad reflejada en el
modelo.”
Ma´s formalmente, un modelo puede ser definido como una representacio´n formal de las rela-
ciones entre cantidades y calidades definidas. Dichas cantidades y calidades describen objetos
del mundo real. Esto contrasta con las entidades abstractas t´ıpicos de la matema´tica. En este
sentido modeling siempre se aplica y define dentro del contexto de un sistema natural. Las expre-
siones formales proveen herramientas que el modelador puede usar para confirmar que el modelo es
va´lido con respecto a la realidad, que puede ser testeado contra la realidad y que pueden realizarse
predicciones acerca de la realidad.
Propo´sito de los modelos
Los modelos se pueden usar para:
• Evaluar las consecuencias de ciertas decisiones.
• Asistir en procesos de planeamiento.
• Desarrollar sistemas y tecnolog´ıas de control optimal.
• Proyectar feno´menos y variables ambientales futuras.
• Asistencia en la interpretacio´n y ana´lisis de monitoreo de datos ambientales.
Desde el punto de vista cient´ıfico los modelos se construyen para mejorar el entendimiento de
los sistemas naturales.
En muchos casos el objetivo de los modelos es lograr una prediccio´n. La similaridad con el
mundo real es importante, pero no determinante respecto de la calidad del modelo, es estos casos
los modelos deber´ıan ser juzgados por su utilidad como algoritmos para correlacionar observaciones
y hacer predicciones.
Tipos de Modelos
Los modelos matema´ticos se pueden clasificar de muchas maneras; las dimensiones por las cuales
pueden ser clasificados incluyen: comportamiento relativo al tiempo o al espacio; tipos de datos,
para´metros y expresiones usadas; estructura del modelo y tipo de matema´tica usada. El compor-
tamiento relativo al tiempo determina si los resultados dependen de condiciones existentes en el
momento del ca´lculo o en condiciones previas, t´ıpico en los modelos recursivos. Otro aspecto atan˜e
a si las reglas de interaccio´n y los para´metros var´ıan en el tiempo. El comportamiento relativo al
espacio los ca´lculos realizados para una posicio´n en particular son afectados por otras posiciones.
Dina´micos y esta´ticos son los extremos opuestos de un espectro en te´rminos de comportamiento
relativo al tiempo y al espacio. Los sistemas dina´micos son aquellos que cambian en el tiempo
y posiblemente en el espacio, pueden presentar estados iniciales, cambiantes y constantes. Los
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estados cambiantes solo pueden ser modelados usando ecuaciones diferenciales, mientras que, los
estados constantes, por definicio´n, corresponden a condiciones donde las derivadas son cero y por
lo tanto pueden ser modelados con ecuaciones algebraicas, las oscilaciones alrededor de un esta-
do constante pueden ser modelados con formulas matema´ticas continuas. Los modelos esta´ticos
asumen comu´nmente variables y para´metros independientes del tiempo y el espacio. Los cambios
en el espacio y el tiempo pueden ser continuos o discretos. Los modelos geogra´ficos incorporan
dependencia entre diferentes posiciones de manera que el valor en una posicio´n depende de otras.
El rol de los datos en el modelo
Zeigler [Zei76] identifica tres niveles diferentes de validez de un modelo: el grado en que la salida
del modelo coincide con la salida del sistema natural; la correspondencia entre las predicciones
generadas por el modelo y las observaciones; y el grado en que la estructura del modelo coincide
con la estructura del sistema natural. Todas esas condiciones requieren datos experimentales u
observaciones acerca de la realidad que esta siendo modelada. Esta´ claro que los datos juegan un
rol cr´ıtico en desarrollo del modelo y su operacio´n. Es importante ver que los efectos de los me´todos
de recoleccio´n de datos tienen un impacto innegable en el disen˜o y validacio´n de los modelos.
4.1.1 Orientacio´n a objetos
El estilo dominante de la programacio´n ha sido el estructurado, la estructura del programa se orga-
niza alrededor de funciones que deben ser realizadas, normalmente en una estructura de llamadas
a procedimientos top-down. Un lenguaje oriendado a objetos (OO), es aquel donde los programas
son organizados basa´ndose en los objetos que lo componen, normalmente en varias jerarqu´ıas de
objetos que pueden compartir (heredar) comportamiento (me´todos). OO se ha convertido en uno
de los paradigmas predominantes para construir grandes sistemas.
La eficiencia en el desarrollo de sistemas dependen de cuan facilmente ellos pueden ser modifi-
cados y mejorados. Los cambios de un sistema que evoluciona tienen que ver tanto con la funciones
como con la estructura de los datos. Los lenguajes procedurales sirven para localizar esos cambios
a nivel de funcio´n, a trave´s de procedimientos, funciones y librer´ıas de rutinas; pero los cambios
en la estructura de los datos, a menudo desatan cascadas de efectos laterales, en todos aquellos
lugares donde las estructuras eran referenciadas. La programacio´n OO permite localizar y acotar
el impacto de esos cambios.
Un objeto comprende dos aspectos fundamentales, su estado interno (manifetado a trave´s de
sus variables de instancia), que ninguna otra parte del sistema puede acceder directamente, y un
conjunto de procedimientos (llamdos me´todos) que describen su comportamiento. Todo acerca
de un objeto esta´ encapsulado dentro de e´l y la u´nica manera de extraer datos o cambiarlos,
es a trave´s del env´ıo de mensajes. Muy frecuentemente, objetos de diferentes clases pueden ser
similares, presentando leves modificaciones en el comportamiento, en otras palabras var´ıan las
versiones de algunos me´todos. En esos casos una clase pued ser definida como subclase de otra,
de manera que pueda heredar el comportamiento en comu´n. La orientacio´n a objetos que incluye
los conceptos de encapsulamiento y herencia, brinda los siguentes beneficios:
• Los mo´dulos del sistema se comunican mediante interfaces bien definidas, lo cual simplifica
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la tarea de encontrar bugs
• Facilita la adaptacio´n del software, reduciendo los costos de mantenimiento.
• Permite hacer que el sistema evolucione desde un prototipo hasta el producto final.
• OO es muy conveniente para la adaptacio´n de datos altamente estructurados.
Cap´ıtulo 5
Breve Descripcio´n del Framework para
Aplicaciones GIS
Este trabajo se ha realizado en el marco del desarrollo de un framework orientado a objetos que
permite representar los aspectos inherentes a las aplicaciones GIS. En este cap´itulo presentaremos
algunas generalidades respecto al framework, haciendo hincapie´ en los diferentes subsistemas que
lo componen, ellos son:
• Sistema de Referencia
• Topolog´ias
• Representacio´n de la informacio´n (Appearances)
La implementacio´n de este trabajo se basa en dichos componentes. El sistema de referencia es
utilizado para posicionar los puntos en el espacio, las topolog´ias permiten describir la forma de los
objetos, y las appearances para visualizar esos objetos en una interface amigable para el usuario.
En el marco de este framework todos los objetos geogra´ficos poseen una posicio´n geogra´fica y
una forma. En te´rminos ma´s concretos todas las instancias de alguna subclase de la clase GeoObject
conocen a una instancia de la clase Location (ver Figura 5.1).
Todo objeto georreferenciable debera´ ser instancia de una subclase de GeoObject, ya sea un
objeto discreto o uno continuo (campo continuo). Asociada a la location de un objeto geogra´fico
se encuentra el sistema de referencia que permite interpretarla. El nu´cleo de cualquier GIS es su
sistema de georreferenciamiento, conocido como sistema de referencia. Los aspectos ma´s relevantes
de un sistema de referencia son:
• La representacio´n de la Tierra.
• La orientacio´n y el desplazamiento de sus ejes.







public Location circumCircle(Location l2, Location l3)






Figura 5.1: Objetos geogra´ficos
Adema´s de la necesidad de posicionar un objeto sobre la Tierra, es necesario poder determinar
su forma. Dicha forma se conoce como la topolog´ıa de un objeto geogra´fico. La topolog´ıa explica a
trave´s de puntos, l´ıneas y pol´ıgonos se relacionan entre s´ı la forma de los objetos, y es la base para
la organizacio´n espacial de los objetos geogra´ficos en un GIS. La topolog´ıa provee el lenguaje ba´sico
para describir las caracter´ısticas espaciales de los objetos. La topolog´ıa de los objetos geogra´ficos
tambie´n se asocia a la location.
Toda esta informacio´n deber´ıa, adema´s, ser presentada al usuario de forma que pueda ser
fa´cilmente comprendida, para agilizar la toma de decisiones.
La arquitectura del framework fue divida en tres partes fundamentales que detallaremos en las
siguientes secciones.
5.1 Sistema de Referencia
Georreferenciar un objeto implica conocer la posicio´n exacta de un objeto sobre la Tierra. Posi-
cionar objetos involucra consideraciones respecto a:
1. Me´tricas para las medidas. Por ejemplo: latitud-longitud, xyz, etc.
2. Tipos de sistemas de referencia. Por ejemplo: cartesianos o polares.
3. Naturaleza del origen: una elipse, una esfera, un punto o un geoide.
4. El cara´cter geome´trico del sistema de referencia. Por ejemplo: taman˜o del origen.
Debido a la forma irregular de la superficie terrestre hay muchas maneras de representarla. De
hecho, cada pa´ıs elige el sistema de referencia que se adecua mejor a su situacio´n, de acuerdo a la
forma y localizacio´n sobre la Tierra. El valor de la posicio´n de una entidad geogra´fica depende del
sistema de referencia que se este´ utilizando, es decir, el sistema de referencia permite interpretar
5.1. SISTEMA DE REFERENCIA 65
una posicio´n geogra´fica. La mayor´ıa de los GIS solo permiten trabajar con un sistema de referencia
a la vez. La arquitectura orientada a objetos que mostramos en la figura 5.2 brinda la posibilidad
de trabajar al mismo tiempo con posiciones definidas en sistemas de referencia heteroge´neos.
ReferenceSystem
void distanceTo()
Location circumCircle(Coordinate c1, Coordinate c2, Coordinate c3)
Measure distanceBetween(Coordinate origin, Coordinate destination)
Coordinate translateCoordinateTo(Coordinate coordinate, ReferenceSystem rs)







public Coordinate helmertFromBase(Coordinate coordinate)
public Coordinate helmertToBase(Coordinate coordinate)




Measure distanceBetween(Coordinate origin, Coordinate destination)
Coordinate fromXYZwithDatum(Coordinate coordinate, Datum datum)
ECEF-XYZ
Coordinate fromXYZwithDatum(Coordinate coordinate, Datum datum)
Vector vectorBetween(Geometry origin, Geometry destination)
Geodetic
Vector vectorBetween(Geometry origin, Geometry destination)
datum
coordinateSystem
Figura 5.2: Diagrama de clases de la subarquitectura del sistema de referencias
A continuacio´n daremos una breve descripcio´n de las responsabilidades de cada clase en la
arquitectura del sistema de referencias:
• ReferenceSystem: esta clase genera un marco espacial para una entidad geogra´fica, brindan-
do la informacio´n y el comportamiento necesario para manipular los diferentes sistemas de
coordenadas y unidades involucradas.
• Datum: define el taman˜o y la figura de la Tierra, tambie´n define el origen y orientacio´n del
sistema de coordenadas. Los atributos semiMajorAxis y flattening permiten configurar las
dimensiones del elipsoide que mapea a la Tierra, y con los atributos orientation y shifting se
pueden orientar y desplazar el origen de los sistemas de coordenadas.
• CoordinateSystem: es una clase abstracta que constituye el marco lo´gico y matema´tico para
las coordenadas, brinda´ndole una unidad y permitiendo realizar ca´lculos entre objetos ge-
ogra´ficos.
Esta clase debe contemplar dos tipos de operaciones:
1. el cambio de sistema de coordenadas
2. ca´lculos matema´ticos en diferentes sistemas de coordenadas
• ECEF-XYZ : clase concreta que representa al sistema de coordenadas ECEF-XYZ. Entre sus
responsabilidades se encuentran la de realizar el ca´lculo de distancias bajo e´ste sistema de
coordenadas, y tambie´n poder transformar coordenadas de e´ste sistema a los otros sistemas
de coordenadas.
• Geodetic: clase concreta que representa al sistema de coordenadas Geode´sicas. Entre sus
responsabilidades se encuentran la de realizar el ca´lculo de distancias bajo e´ste sistema de
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coordenadas, y tambie´n poder transformar coordenadas de e´ste sistema a los otros sistemas
de coordenadas.
5.2 Modelo Topolo´gico
Una entidad geogra´fica posee, adema´s de su posicio´n, una forma. Existen tres elementos ba´sicos
que permiten la descripcio´n de la forma de un objeto geogra´fico: puntos, arcos y pol´ıgonos. El
pol´ıgono se define como un conjunto de arcos adyacentes, un arco es una l´ınea entre dos puntos
(ver Figura 5.3).
El modelo topolo´gico se utiliza para estudiar propiedades espaciales entre los objetos, como
adyacencia, conectividad, “contiene a”, etc. Una ciudad puede ser pensada como un pol´ıgono,
sus calles como arcos, las construcciones como pol´ıgonos ma´s pequen˜os, contenidos en la ciudad y
adyacentes a las calles.
Existen entidades que no pueden ser representadas por un elemento topolo´gico ba´sico, sino que
requieren pol´ıgonos disjuntos o pol´ıgonos con agujeros o alguna otra combinacio´n de elementos
ba´sicos o complejos. Por ejemplo la regio´n continental de un pa´ıs puede representarse por un
pol´ıgono, si el pa´ıs adema´s esta formado por islas, la forma que toma el pa´ıs es la de un pol´ıgono
compuesto, formado por el pol´ıgono mayor (parte continental) y los ma´s pequen˜os (las islas). A su
vez, si estamos modelando un continente, su forma estara´ dada por la unio´n de las topolog´ıas de sus
pa´ıses. Por lo tanto vemos que hay una relacio´n “contiene a” que es recursiva. El modelo topolo´gico
de este framework permite describir cualquier forma, brindando la posibilidad de “componer”
pol´ıgonos y arcos. Es decir, definir pol´ıgonos formados por otros pol´ıgonos ba´sicos o compuestos,
dicha relacio´n composicio´n no tiene un l´ımite teo´rico, sino que se puede extender tanto como sea
necesario para describir adecuadamente las entidades geogra´ficas en cuestio´n.
A continuacio´n daremos una breve descripcio´n de las responsabilidades de cada clase en la
arquitectura de las topolog´ıas:
• TopoGeometry : es una clase abstracta que modela el comportamiento general de la topolog´ıa
de una entidad. Para esto tiene informacio´n sobre su forma y un protocolo general para las
operaciones sobre ella misma o con respecto a otras (e.j.: inclusio´n, conectividad, distancia
a otros objetos, bounding box).
• Polygon: es una clase abstracta que modela el comportamiento de pol´ıgonos en general. Se
consideran distintos tipos de pol´ıgonos: simples, disjuntos, con agujeros y algunas combina-
ciones entre ellos. Estos tipos, salvo el simple, se consiguen componiendo los dema´s, para
esto se ha utilizado el patro´n de disen˜o Composite, en el que esta clase (Polygon) representa
la clase Component de la estructura del pattern. Lo pol´ıgonos simples esta´n representa-
dos mediante una cadena cerrada de arcos, representados por la clase Arc. Algunas de las
operaciones que pueden citarse como ejemplo pueden ser: unio´n, interseccio´n, ca´lculo de
centroides, cercos convexos, entre otras.
• Arc: modela los arcos de la topolog´ıa. Todo arco comienza en un nodo y termina en otro,
por lo que la clase arc conoce sus nodos de inicio y fin. En caso de formar parte de pol´ıgonos,
tambie´n conoce a e´stos para poder tener informacio´n sobre posiciones relativas.








public Node intersectionWith(Arc a)
public boolean includePoint(Node n)
public boolean includePoint(CoordPoint p)







public void addPolygon(Polygon p)
public void removePolygon(Polygon p)
public Polygon getPolygon(int n)
public double area()
public double perimeter()
public Polygon unionWidth(Polygon p)





















Figura 5.3: Diagrama de clases de la subarquitectura para topolog´ıas
• Node: representa a los nodos. Toda entidad cuya posicio´n sea puntual esta´n representadas
de esta manera. Node conoce una Coordinate que representa su posicio´n, esta coordinate
representa la posicio´n en un sistema de referencias determinado. Por lo tanto las instancia
de Node se abstraen de esta representacio´n.
• SimplePolygon: clase concreta que representa un pol´ıgono simple. Conoce una cadena cer-
rada de arcos que representa su per´ımetro.
• CompositePolygon: clase concreta que representa a los pol´ıgonos compuestos, es decir los
disjuntos, los pol´ıgonos con agujeros y todas las combinaciones posibles. Para lograr estas
composiciones conocen instancias de Polygon, que pueden ser simples o compuestas, de esta
manera es posible definir cualquier pol´igono que sea necesario
5.3 Visualizacio´n de la informacio´n
Una de las caracter´ısticas ma´s importantes de los GIS es su habilidad para mostrar las entidades
geogra´ficas, con sus caracter´ısticas (posicio´n y forma), de manera que la informacio´n sea fa´cilmente
interpretada por el usuario. Dichas entidades deben ser presentadas teniendo en cuenta aspectos
fundamentales, como su posicio´n georreferenciada y su topolog´ıa.
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En los SIG hay situaciones en las que las entidades geogra´ficas tiene que ser mostradas de
diferentes maneras, posiblemente en forma simulta´nea. Por ejemplo, consideremos un sistema que
permite tener varias vistas a la vez del mismo mapa a escalas diferentes, por lo tanto el mismo
objeto puede aparecer en las distintas vistas mostrando diferentes caracter´ısticas. De hecho, ciertos
objetos pueden no visualizarse en determinas vistas.
Adema´s, hoy en d´ıa existen varios motores gra´ficos poderosos, como las implementaciones de
OpenGL, DirectX, Java 3D, entre otras. Por lo tanto, la forma en la que se visualiza un objeto
tambie´n deber´ıa proveer un mecanismo que permita mostrarla por medio de cualquiera de dichos
motores gra´ficos.
De lo dicho anteriormente se desprende que la “apariencia” de un objeto geogra´fico en una
vista deber´ıa estar separada del objeto en s´ı mismo.
En la figura 5.4 presentamos el diagrama de clases de la subarquitectura de Appearances, que
permite definir atributos visuales a los objetos geogra´ficos.
A continuacio´n daremos una breve descripcio´n de las responsabilidades de cada clase en la
arquitectura de Apperance:
• Appearance: es la responsable de los detalles relacionados a la representacio´n visual de los
objectos geogra´ficos.
• AppProperties: esta clase desacopla de la apariencia la responsabilidad de administrar las
propiedades que se aplicara´n a las figuras (shapes). Un instancia de Appearance conoce a
un objeto AppProperties. Por ejemplo, si se va a mostrar una apariencia compuesta por
pol´ıgonos, los pol´ıgonos que no necesitan mostrarse con algu´n rasgo distintivo, pueden com-
partir la misma instancia de la clase AppProperties. De otra manera, si algu´n pol´ıgono nece-
sita distinguirse de alguna forma, es suficiente con asignar a su apariencia las caracter´ısticas
deseadas.
• Shape: La forma de una apariencia puede ser un “literal” (texto), “arbitrario” (e.j.: alguna
imagen seleccionada por el usuario), o “derivada” (de su posicio´n).
• GraphicsEngine: es la responsable de dibujar a las apariencias. Cada subclase de la clase
GraphicsEngine provee una implementacio´n para un motorgra´fica en particular. Por ejemp-
lo, si se requiere una representacio´n en 3 dimensiones, se instanciara´ la clase OpenGLGraph-
icsEngine. Una ventaja de esta jerarqu´ıa es la de hacer a las apariencias absolutamente
independientes de las capacidades gra´ficas del sistema. Otra ventaja es la de permitir vistas
mu´ltiples y simulta´neas de la misma apariencia.
5.4 Campos Continuos
La representacio´n y manipulacio´n de campos continuos es una de las actividades ma´s desafiantes
al desarrollar una aplicacio´n GIS. Ya hemos descripto los distintos aspectos que debemos tener
en cuenta cuando se trabaja con informacio´n continua en un medio computacional, el spatial data
model, me´todos de estimacio´n, entre otros. En esta seccio´n describiremos como se modelan dichos
aspectos en el framework.
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Hasta ahora hemos tratado distintos aspectos relativos al manejo de informacio´n continua,
como ser: medicio´n, unidades, precisio´n y representacio´n discreta de esos datos. Tambie´n hemos
introducido el contexto en el cual se desarrolla este trabajo, es decir, un framework que permitira´
representar los aspectos esenciales de las aplicaciones GIS.
En esta seccio´n mostraremos como se representan los campos continuos en el marco del frame-
work orientado a objetos descripto en este cap´ıtulo. Dicha arquitectura, presentada en [GB98]
contempla los aspectos presentados hasta ahora: muestreo de datos, representacio´n de los datos y
me´todos de estimacio´n.
La primera abstraccio´n que surge en el modelo es la de campo continuo, la cual sera´ representada
por la clase ContinuousField.
Definiremos primero la interface de esta clase, lo cual permitira´ abstraernos de su repre-
sentacio´n. Como se desprende de lo enunciado hasta ahora, un campo continuo deber´ıa proveer
alguna forma de conocer el valor del feno´meno representado en una posicio´n determinada. Defin-
imos entonces el mensaje: valueAt(Location l). Dado que el campo es un modelo discreto de una
realidad continua este punto puede ser alguno de los muestreados o no, de todas formas la manera
en que se obtenga el valor tiene que ver ma´s con su representacio´n y funcionamiento interno, y nos
ocuparemos de ello ma´s adelante. Por lo pronto tambie´n sabemos que los campos representan un
feno´meno y que esta´n definidos por una discretizacio´n, es decir una muestra, asi que es lo´gico que
provean un protocolo para asignar y recuperar esa informacio´n (ver Figura 5.5).
5.4.1 Representaciones para campos continuos
A continuacio´n analizaremos un aspecto de vital importancia al definir un campo continuo, su
modelo de datos espacial (spatial data model) o representacio´n. Como vimos en el Cap´ıtulo 2,
al discretizar la informacio´n continua nos vemos en la necesidad de organizarla de manera que
mejor simule la realidad (feno´meno) que queremos modelar. Dentro de los modelos de datos
espaciales ma´s utilizados en la actualidad podemos mencionar: Grillas de Puntos Regulares, Grilla
de Puntos Irrgulares, Triangulated Irregular Networks (TIN), entre otros. Especialmente los TINs
son ampliamente aceptados debido a su relativamente sencilla implementacio´n y buen desempen˜o
(poca introduccio´n de error en las estimaciones) en tareas como el modelado de terreno. Vemos
entonces que un campo puede tener diferentes representaciones y estas podr´ıan ir cambiando con
el tiempo, de acuerdo a las necesidades del usuario. La primera alternativa de disen˜o consiste en
subclasificar, implementando en cada subclase un modelo de datos espaciales, lo cual implicar´ıa
que al momento de cambiar de representacio´n sea necesario instanciar un nuevo campo y migrar
los datos de uno a otro, adema´s notificar a todos los objetos que lo conoc´ıan que deben cambiar
de colaborador. Otra alternativa consiste en definir una jerarqu´ıa de modelos de datos espaciales,
que actuara´n como colaboradores de un campo continuo. Entonces exitira´ una sola clase de campo
continuo, que podra´ estar configurada con diferentes representaciones, aislando a los clientes de los
cambios de representacio´n del campo continuo (ver Figura 5.6).
Esta micro arquitectura es una instanciacio´n del patro´n de disen˜o Bridge [GRJV95] que permite
desacoplar una abstraccio´n (el campo continuo) de su implementacio´n de manera que puedan variar
independientemente 1.
1Para ma´s informacio´n acerca del patro´n Bridge, puede referirse al Ape´ndice B.2 (pa´gina 122).
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5.4.2 Me´todos de estimacio´n
El siguiente aspecto que define en cierta medida el comportamiento de un campo continuo es el
me´todo de estimacio´n. Un me´todo de estimacio´n representa un algoritmo que permite interpolar
el valor que toma un feno´meno en un punto a partir de la muestra. Los me´todos de estimacio´n
esta´n estrechamente relacionados con el spatial data model que representa la estructura del campo.
Por ejemplo, si un campo continuo tiene una representacio´n de TIN, el me´todo de estimacio´n
por excelencia es el de coordenadas barice´ntricas, pero podr´ıa usarse algu´n otro que aproveche la
triangulacio´n de los datos para interpolar. Otro campo que este´ usando una representacio´n de grilla
irregular podr´ıa tener como me´todo de estimacio´n asociado un algoritmo de Weighted Neighbors,
o un algoritmo polinomial como Spline o B-Spline (Bicubic Spline). Podemos ver al me´todo de
estimacio´n como una funcio´n de la representacio´n (que contiene la muestra) y un punto. Sea F el
me´todo de estimacio´n, r la representacio´n y el punto p.
F (r, p) =valor del feno´meno estimado en p.
Es evidente que de la misma forma en que las representaciones pueden variar, tambie´n lo pueden
hacer los me´todos de estimacio´n, por lo que resulta conveniente separar esta nueva abstraccio´n
en un jerarqu´ıa de clases independiente, de forma tal que podamos agregar nuevos me´todos de
estimacio´n en el futuro, y esta modificacio´n no afecte el resto de la arquitectura. Al separar
esta jerarqu´ıa, lo que tenemos es una aplicacio´n de un patro´n muy utilizado, conocido como
Strategy [GRJV95] cuyo objetivo es: “definir un conjunto de algoritmos, encapsularlos y hacerlos
intercambiables, permitiendo que la implementacio´n de los algoritmos var´ıe de forma independiente
de los clientes que las usan”. La abstraccio´n me´todo de estimacio´n estara´ representada en un
jerarqu´ıa cuya ra´ız es la clase abstracta EstimationMethod que define un protocolo muy simple,
cuyas subclases deben respetar, y que permite interpolar dados una representacio´n y un punto
(location), el valor del que toma el feno´meno en ese punto (figura 5.7).
Me´todos de estimacio´n por defecto
Como dijimos anteriormente los me´todos de estimacio´n esta´n ligados a ciertas represetaciones. Por
lo general existe un me´todo de estimacio´n preferido para cada representacio´n. Podemos expresar
esa preferencia usando el patro´n de disen˜o Abstract Factory, cuyo objetivo es ”proveer una interface
para crear familias de objetos relacionados o dependientes, sin especificar sus clases concretas. De
esta manera a cada represetancio´n se le puede solicitar (mediante el env´ıo de un mensaje) el me´todo
de estimacio´n por defecto, la respuesta variara´ de acuerdo a que representacio´n recibio´ el mensaje.


























public void setValue(doule v)
Locationpositionsamples 0..*



























public void setValue(doule v)
LocationpositionTIN RegularPointGrid IrregularPointGrid
EstimationMethod
public double estimate(Location l, Representation r)
Representation
public double[] getValues()






Barycentric Wighted Neighbors Spline
<<>> <<>> <<>>
estimationMethod
Figura 5.7: Diagrama de clases: Campo continuo, representaciones y me´todos de estimacio´n
Cap´ıtulo 6
Una Arquitectura OO para Operaciones
con Campos Continuos
Este cap´ıtulo presenta el nu´cleo de nuestro trabajo. Aqu´ı se describe un conjunto de operaciones
y se detallan los problemas de compatibilidad espacial que se pueden presentar. Luego se describe
una arquitectura orientada a objetos que permite implementar dichas operaciones, resolviendo
los problemas de compatibilizacio´n espacial. Finalmente presentamos la forma en la que puede
extenderse la arquitectura de manera que soporte futuras operaciones.
6.1 Clasificacio´n de Operaciones para Campos Continuos
En esta seccio´n se presenta un conjunto de operaciones sobre campos continuos, teniendo en cuenta
la variedad y la complejidad de las mismas.
La clasificacio´n propuesta se basa en la complejidad de los factores que deben tenerse en cuenta
a la hora de resolver una determinada operacio´n. Esta complejidad, en la mayor´ıa de los casos esta
dada por la cantidad de campos continuos que intervienen en la operacio´n, dado que esto define
una serie de consideraciones a solucionar en el momento de resolverla. As´ı, la idea es dividir a las
operaciones en unarias y n-arias.
Tenemos entonces dos grandes tipos de operaciones:
1. Unarias: donde interviene un campo continuo y posiblemente algu´n otro valor de distinto
tipo.
2. N-arias: donde intervienen dos o ma´s campos continuos.
73
74
6.1.1 Operaciones Unarias para Campos Continuos
Consideraremos unarias a aquellas operaciones en las que interviene un campo continuo, incluyen-
do aquellas en las que sea necesario especificar algu´n otro para´metro adicional. A continuacio´n
describiremos cada una de ellas.
• Seleccio´n por Condicio´n: Esta operacio´n de seleccio´n toma un campo continuo y un para´metro,
conocido como criterio de seleccio´n. El resultado de aplicar esta operacio´n es un nuevo campo
continuo que cumple con el criterio de seleccio´n.
Por ejemplo: se tiene un campo continuo que representa la cantidad de agua precipitada
en un sector del planeta y queremos saber donde conviene plantar un vegetal que necesita
al menos 300 mm de lluvia, esta consulta se puede realizar mediante una seleccio´n de los
sectores del campo continuo que superan los 300 mm de precipitaciones (Figura 6.1).
Figura 6.1: Ejemplo de una seleccio´n
• Seleccio´n por Zona: La seleccio´n por zona toma un campo continuo y una zona, definida
mediante una topolog´ıa de pol´ıgono y retorna un nuevo campo continuo que tiene por dominio
dicha zona. Por ejemplo: se dispone de un campo continuo que representa el feno´meno
temperatura en todo el pa´ıs. Se desea realizar un ca´lculo teniendo en cuenta la temperatura
de la provincia de Salta. Para ello se debe aplicar al campo la operacio´n de seleccio´n por
zona utilizando como para´metro una zona definida por la topolog´ıa de la provincia de Salta.
• Gradiente: Esta operacio´n calcula el vector gradiente en cada punto de la muestra del campo
continuo al que se aplica e´sta operacio´n. El resultado es un campo continuo vectorial, con
los correspondientes vectores gradientes asociados a cada uno de los puntos de la muestra.
• Integral: Esta operacio´n se aplica a campos escalares y retorna el volumen debajo de la
superficie del feno´meno, limitado por el dominio del campo. Esta operacio´n se resuelve
mediante el me´todo de diferencias finitas.
• Ma´ximo, Mı´nimo y Promedio: Estas operaciones retornan los valores extremos y el promedio
del campo, so´lo pueden ser aplicadas a campos escalares.
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6.1.2 Operaciones N-arias para Campos Continuos
Las operaciones aplicadas a varios campos continuos presentan un complejidad singular, originada
especialmente en la variedad de representaciones (spatial data models, [Kem97a] y [Kem97b]) y
me´todos de interpolacio´n que se ven involucrados en su resolucio´n. Adema´s, cabe destacar que al
operar con mu´ltiples campos continuos es comu´n encontrarse con que ellos no han sido definidos en
el mismo dominio y/o que las posiciones geogra´ficas que conforman la muestra tampoco coinciden.
Estos conflictos tienen su origen en la naturaleza del feno´meno que modelan estos campos.
Por lo general, ciertos tipos de modelos de datos espaciales representan con mayor fidelidad ciertos
feno´menos. La naturaleza del feno´meno tambie´n incide en la eleccio´n de los puntos que conformara´n
la muestra y en la definicio´n del dominio.
Tomemos como ejemplo la operacio´n Average que toma n campos continuos y retorna como re-
sultado el campo promedio. Si aplicamos la operacio´n Average a dos campos F1 y F2, representados
por:
F1=(d1,s1) y F2=(d2,s2)
Donde d1 y d2 son los dominios de los campos F1 y F2 respectivamente y s1 y s2 sus muestras.
Al operar con campos debemos establecer como se formaran el dominio y la muestra del campo
continuo resultante. En este caso consideraremos u´nicamente las operaciones de unio´n e intersec-
cio´n, tanto para dominios como para muestras. El campo resultante
F3 = Average(F1,F2)
puede estar formado por alguna de las siguientes combinaciones de muestras y dominios:
F3=(d1 ∪ d2 ,s1 ∪ s2)
F3=(d1 ∩ d2 ,s1 ∪ s2)
F3=(d1 ∪ d2 ,s1 ∩ s2)
F3=(d1 ∩ d2 ,s1 ∩ s2)
La lista de combinaciones puede incrementarse arbitrariamente, de acuerdo a la cantidad de
estrategias que se definan para generar los dominios y las muestras del campo continuo resultante.
Adema´s de esto, debe considerarse que los campos F1 y F2 pueden estar definidos utilizando
diferentes representaciones. Entonces es necesario definir cual sera´ la representacio´n del campo
continuo de salida. Para ello deben aplicarse los criterios presentados en el Cap´ıtulo 2 de este
trabajo.
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Como podemos observar, la complejidad que implican este tipo de operaciones hace necesario
un cuidadoso estudio, de manera tal que sea posible obtener una arquitectura de software capaz
de soportar todas las formas de representacio´n, me´todos de estimacio´n, etc.
Quiza´s el reto ma´s importante al que nos enfrentamos los desarrolladores e investigadores de
software es el de obtener componentes efectivamente rehusables y adaptables a futuros requer-
imientos. Sin duda, esta premisa es la que ha motivado el desarrollo muchas de las tecnolog´ıas
actuales en el mundo del software, como la orientacio´n a objetos y componentes, entre otras.
Este caso no escapa a la regla general, dado que los GISs representan una gama de aplica-
ciones que van desde el catastro hasta las aplicaciones ambientales, el rango de requerimientos
para operaciones con campos continuos es amplio y variado. Adema´s de presentar un conjunto
de operaciones para la manipulacio´n de campos continuos, en este trabajo nos hemos ocupado
de disen˜ar una arquitectura sumamente extensible y adaptable, con el fin de satisfacer futuros
requerimientos.
Operaciones puntuales
Las operaciones puntuales se aplican sobre un conjunto de campos continuos. Dichas operaciones
atraviesan dos o ma´s campos (la cardinalidad depende de cada operacio´n) aplicando una deter-
minada operacio´n aritme´tica sobre el mismo punto (posicio´n geogra´fica) en todos los campos, y
luego asignando el resultado a la misma posicio´n en el campo resultante.
En la Figura 6.2 puede observarse una representacio´n esquema´tica de una operacio´n puntual.
Figura 6.2: Esquema de una operacio´n puntual
Las operaciones puntuales ma´s utilizadas sobre campos escalares son: Suma, Resta, Producto,
Divisio´n y Promedio. Adema´s en el caso de los campos vectoriales tambie´n se utilizan el producto
escalar y vectorial.
Como vimos anteriormente es importante considerar dos aspectos fundamentales en la definicio´n
del campo continuo resultante, ellos son: el dominio y la muestra.
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Construccio´n de muestras
Las muestras son conjuntos de pares (location,value) que asocian un valor muestreado de un
feno´meno a una posicio´n georreferenciada. En primer lugar nos ocuparemos de la generacio´n de
las posiciones geogra´ficas (locations). Cuando operamos con campos continuos y debemos definir
co´mo generar la muestra resultante, podemos aplicar las operaciones esta´ndar para conjuntos, es
decir, unio´n, interseccio´n, diferencia y diferencia sime´trica. Adema´s es posible que el usuario desee
definir expl´ıcitamente que´ posiciones geogra´ficas formara´n parte de la muestra. Cada una de estas
posibles estrategias tiene algunas consecuencias con respecto a la densidad de la nueva muestra y
al error que puede introducir en el campo continuo resultante. A continuacio´n enunciaremos cada
una de ellas explicando sus consecuencias.
1. Muestra Arbitraria: Es posible que en ciertas ocasiones se desee generar la muestra del
campo resultado en ciertos puntos elegidos por conveniencia, en este caso la densidad y la
regularidad de la muestra dependera´ de los puntos elegidos, as´ı como la precisio´n en los datos
dependera´ de cua´ntos de esos puntos elegidos coincidan con las muestras de los campos de
entrada.
2. Muestra Diferencia: Los puntos en el campo continuo resultante sera´n aquellos que pertenez-
can a uno de los campos continuos, pero no al otro.
3. Muestra Unio´n: En este caso la muestra del campo resultado estara´ compuesta por todos los
puntos que pertenecen las muestras de todos los campos. Es decir se realiza la unio´n de los
conjuntos que forman las muestras de los campos de entrada. Deber´ıa ser utilizada cuando
se desea obtener un campo resultado con una muestra bastante densa, esta condicio´n de
densidad puede ser beneficiosa a la hora de interpolar datos, pues los me´todos de estimacio´n
trabajan mejor con datos cercanos al punto a interpolar, pero tiene como desventaja que
muchos de los valores debera´n ser interpolados en los campos continuos de entrada con la
lo´gica pe´rdida de precisio´n en los valores asociados a los puntos que forman la muestra.
4. Muestra Interseccio´n: En este caso se toma como puntos para la muestra del campo resultado
aquellos que se encuentran en las muestras de todos los campos de entrada, se realiza la
interseccio´n de los conjuntos que representan las posiciones de las muestras en los campos de
entrada. Esta opcio´n proveera´ una muestra para el campo resultado cuya densidad es menor
o igual a la de los campos de entrada. Como principal ventaja se puede observar que para
generar los valores asociados al campo resultado no sera´ necesario realizar interpolaciones,
con lo cual no se pierde calidad en la muestra. Como contraparte, las estimaciones generadas
a partir del campo continuo resultante podr´ıan llegar a ser menos precisas que en el caso
anterior, donde se tienen ma´s puntos en la muestra para realizar la interpolacio´n.
Construccio´n de dominios
El dominio de un campo continuo es una zona geogra´fica, definida por una location con topolog´ıa
de pol´ıgono. La generacio´n del dominio para el campo resultante se parece bastante a la de las
muestras, dado que es posible aplicar a los pol´ıgonos las operaciones definidas para conjuntos
(unio´n, interseccio´n y diferencia). Elegir una u otra estrategia afecta la zona geogra´fica en la
que podra´n realizarse consultas en el campo resultante. El dominio actu´a como una ma´scara que
permite conocer el valor del feno´meno en ciertas zonas.
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Un campo continuo puede tener puntos muestreados fuera del dominio. El objetivo de esta
pra´ctica es lograr una mayor precisio´n en las interpolaciones que se realizan cerca de los l´ımites
del mismo. Por lo tanto el dominio sirve para limitar la zona en la que se puede interpolar, pero
no implica que no existan puntos de la muestra fuera de e´l.
Tambie´n en este caso es posible que el usuario desee definir arbitrariamente el dominio del
campo, por lo tanto la arquitectura debera´ brindar la posibilidad de expresar esta situacio´n.
Figura 6.3: Esquema de una unio´n de dominios
Obtencio´n de los valores asociados a la muestra
Como dijimos anteriormente las operaciones puntuales se caracterizan por la aplicacio´n de una
funcio´n a los valores asociados a una posicio´n geogra´fica en todos los campos. El valor obtenido
se asocia luego a la misma posicio´n en el campo continuo resultante, pasando a formar parte de
su muestra. Dichas posiciones geogra´ficas se obtienen mediante alguna de las estrategias definidas
anteriormente. Dado que en la aplicacio´n de la funcio´n intervienen valores provenientes de todos
los campos, estos pueden ser o no interpolados. Cuanto mayor sea la proporcio´n de valores inter-
polados menor sera´ la precisio´n del campo resultante. De hecho cada interpolacio´n introduce un
error propio de cada estimacio´n. Al operar con varios valores interpolados sus errores crecen expo-
nencialmente. Hasta la fecha no existen estudios acerca del grado de confiabilidad de los distintos
modelos utilizados para representar feno´menos continuos. Dichos estudios deben ser realizados
para cada feno´meno en particular, teniendo en cuenta caracter´ısticas propias, contrastando los
valores obtenidos a trave´s de la modelizacio´n con mediciones exactas de la realidad. Pero, dado
que la calidad del muestreo tambie´n influye en la performance del modelo, los estudios arrojar´ıan
resultados no extrapolables a nuevas situaciones.
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Definicio´n de la representacio´n y me´todo de estimacio´n
Queda por resolver co´mo definir la representacio´n y me´todo de estimacio´n asociados al campo
continuo resultante. En el cap´ıtulo 2 hemos presentado las diferentes representaciones (spatial
data models) y las reglas que rigen las conversiones cuando es necesario combinarlas. Cada repre-
sentacio´n tiene un me´todo de estimacio´n asociado por defecto. De hecho, existe una relacio´n muy
estrecha entre ambos, ya que los me´todos de estimacio´n son espec´ıficos para cada representacio´n.
Debido a que existen varios me´todos de estimacio´n para cada representacio´n es posible que el
usuario desee especificar uno de ellos (uno distinto al me´todo de estimacio´n por defecto).
Por lo tanto so´lo es necesario proveer una manera de aplicar las reglas presentadas anterior-
mente, que rigen los cambios de representacio´n. Este asunto se trata con ma´s detalle en la Seccio´n
6.2.1.
En las siguientes secciones presentaremos la arquitectura orientada a objetos que permite re-
solver las operaciones hasta ahora enunciadas.
6.2 Arquitectura OO para operaciones con campos contin-
uos
En lo que resta de este cap´ıtulo presentaremos una arquitectura orientada a objetos que permite
manejar campos continuos a trave´s de las operaciones que hemos presentado. Dicha arquitectura
tiene en cuenta todos los aspectos relacionados con la definicio´n de dominios, muestras, repre-
sentaciones y me´todos de estimacio´n. Adema´s presenta la posibilidad de agregar fa´cilmente nuevas
operaciones.
La documentacio´n de la arquitectura ha sido realizada siguiendo el esta´ndar UML, Unified
Modelling Language. 1
Presentaremos la estructura esta´tica mediante diagramas de clase. La estructura dina´mica sera´
mostrada a trave´s de diagramas de instancia. La colaboracio´n entre las instancias se representara´
mediante ejemplos concretos, utilizando diagramas de interaccio´n y colaboracio´n. Por u´ltimo se
presentara´n las Hot Spots [Pre94] que permiten especificar los puntos donde la arquitectura admite
personalizacio´n y el agregado de comportamiento nuevo.
6.2.1 Estructura esta´tica
Las operaciones unarias han sido incluidas en como me´todos en los campos continuos. Por el
contrario, debido a la complejidad que presentan las operaciones n-arias, han sido modeladas como
objetos.
1Para ma´s informacio´n acerca de UML referirse al Ape´ndice A.
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Podemos decir que para todas las operaciones n-arias debe seguirse la misma secuencia gene´rica
de pasos:
1. Determinacio´n de las posiciones de la muestra del resultado
2. Construccio´n del dominio del resultado
3. Generacio´n de los valores asociados a la muestra
4. Determinacio´n de la representacio´n y me´todo de estimacio´n
Por lo tanto existira´ un objeto encargado de dirigir la ejecucio´n de estos pasos, a este objeto
lo llamaremos evaluador. Dichos pasos se modelara´n a su vez con otros objetos, permitiendo
parametrizar al evaluador.
El hecho de modelar las operaciones como objetos proviene de la aplicacio´n del patro´n Com-
mand, descripto en [GRJV95], cuyo objetivo es: ”encapsular un operacio´n como un objeto, permi-
tiendo parametrizar a los clientes con diferentes operaciones...”. Para ma´s informacio´n acerca del
patro´n Command, puede referirse al Ape´ndice B.3 (pa´gina 124).
El patro´n Command permite modelar operaciones como objetos. En el caso del evaluador este
representa la aplicacio´n de una operacio´n sobre un conjunto de campos. Esta aplicacio´n de una
operacio´n modelada como un objeto debe ser parametrizada con las estrategias necesarias para
definir el dominio, muestra, representacio´n y me´todo de estimacio´n del campo continuo resultante.
Estos colaboradores son referenciados por variables de instancia. El mensaje ma´s importante que se
le puede enviar a un evaluador es evaluate(Collection continuousFields), que aplica una operacio´n
a la coleccio´n de campos continuos y retorna un campo continuo como resultado.
El objetivo de la clase Evaluator (Figura 6.4) y su comportamiento quedara´n ma´s claros hacia






public ContinuousField evaluate(Collection continuousFields)
Figura 6.4: La clase Evaluator
Construccio´n de Muestras
Las distintas opciones para la generacio´n de muestras, presentadas en 6.1.2, han sido modeladas
utilizando el patro´n de disen˜o Strategy [GRJV95] cuya intencio´n es: ”definir una familia de algo-
ritmos, encapsularlos y hacerlos intercambiables. Strategy permite al algoritmo variar indepen-
dientemente del cliente que lo usa”. Puede referirse al Ape´ndice B.5 (pa´gina 127) para obtener
mayor informacio´n acerce de este patro´n.
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En el caso de nuestra arquitectura, el algoritmo encapsulado define la forma en que se genera
la muestra del campo continuo resultante a partir de las muestras de los campos continuos de
entrada. El me´todo buildOutcomeSample(Collection: samples) toma un conjunto de muestras y
genera una nueva. El evaluador de operaciones cumple el rol de client del patro´n, delegando la
construccio´n de la muestra en una instancia de alguna subclase de OutcomeSampleStrategy.
De esta manera la arquitectura brinda al usuario la posibilidad de elegir de que´ manera se
genera la muestra y permite la adicio´n de futuras estrategias mediante la subclasificacio´n de Out-
comeSampleStrategy y la redefinicio´n del me´todo buildOutcomeSample(Collection: samples).
La instanciacio´n del patro´n Strategy puede observarse en la Figura 6.5.
<<Client>>
OperationEvaluator
public ContinuousField evaluate(Collection fields)
<<Abstract>>
OutcomeSampleStrategy
public Sample buildOutcomeSampleStrategy(Collecion samples)
<<ConcreteStrategy>>
UnionSampleStrategy




public Sample buildOutcomeSample(Collecion samples)
<<ConcreteStrategy>>
IntersectionSampleStrategy
public Sample buildOutcomeSample(Collecion samples)
sampleStrategy
Figura 6.5: Instanciacio´n de patro´n Strategy. Construccio´n de muestras
Construccio´n de Dominios
Las estrategias presentadas en la seccio´n 6.1.2 tambie´n fueron modeladas a trave´s del patro´n
Strategy. Nuevamente el rol de cliente es representado por una instancia de la clase Evaluator. La
jerarqu´ıa de estrategias para la generacio´n de dominios tiene como ra´ız a la clase OutcomeDomain-
Strategy. Esta clase abstracta define como interfase el mensaje buildOutcomeDomain(Collection:
domains) que debe ser redefinido por todas sus subclases concretas. Este mensaje recibe como
para´metro una coleccio´n de dominios, y retorna un dominio, es decir una zona geogra´fica rep-
resentada por una location con topolog´ıa de pol´ıgono. Nuevas estrategias para la generacio´n de
dominios puede ser agregadas subclasificando a partir de OutcomeDomainStrategy y redefiniendo
el mensaje buildOutcomeDomain(Collection: domains).
La instanciacio´n del patro´n Strategy puede observarse en la Figura 6.6.
Generacio´n de valores asociados a la muestra
Una vez establecidos el dominio y las posiciones que conformara´n la muestra, es necesario establecer
el valor que se asociara´ a cada una de esas posiciones.
Como explicamos anteriormente las operaciones puntuales son funciones que se aplican a los





public ContinuousField evaluate(Collection fields)
<<Abstract>>
OutcomeDomainStrategy
public Sample buildOutcomeSampleStrategy(Collecion samples)
<<ConcreteStrategy>>
UnionDomainStrategy




public Location buildOutcomeDomain(Collecion domains)
<<ConcreteStrategy>>
IntersectionDomainStrategy
public Location buildOutcomeDomain(Collecion domains)
<<ConcreteStrategy>>
DifferenceDomainStrategy
public Location buildOutcomeDomain(Collecion domains)
<<ConcreteStrategy>>
SymmetricDifferenceDomainStrategy
public Location buildOutcomeDomain(Collecion domains)
domainStrategy
Figura 6.6: Instanciacio´n de patro´n Strategy. Construccio´n de dominios




public ContinuousField evaluate(Collection fields)
<<Abstract>>
PunctualOperation
public Measure applyTo(Collecion measures)
<<ConcreteStrategy>>
Addtion
public Measure applyTo(Collecion measures)
<<ConcreteStategy>>
Average
public Measure applyTo(Collecion measures)
<<ConcreteStrategy>>
Subtraction
public Measure applyTo(Collecion measures)
<<FutureAddition>>
UserDefinedOperation
public Measure applyTo(Collecion measures)
punctualOperation
Figura 6.7: Instanciacio´n de patro´n Strategy. Operaciones puntuales
Para cada posicio´n en la muestra del campo continuo resultante se obtienen los valores asociados
a ella en los campos continuos de entrada. Los valores obtenidos pueden ser exactos (si se trataba
de uno de los puntos de la muestra) o interpolados. A dicho conjunto de valores se le aplica la
funcio´n correspondiente. El valor obtenido se asocia al punto de la muestra en el campo continuo
resultante.
Determinacio´n de la representacio´n
La interaccio´n de varios campos continuos en una operacio´n involucra la necesidad de definir
ta´cticas que permitan generar una nueva representacio´n a partir de la combinacio´n de las existentes.
Hemos presentado las reglas que rigen las conversiones entre diferentes representaciones a fin de
compatibilizarlas de manera que permitan la operacio´n entre los campos. Desde el punto de
vista del disen˜o hemos decidido encapsular dichas de reglas. Existira´ entonces una clase cuyas
instancias sera´n capaces de determinar la representacio´n que tendra´ el campo resultante a partir
de las representaciones de los campos continuos de entrada.
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La principal ventaja de tener por separado estas reglas, consiste en que permite variarlas a
gusto sin que el resto de la arquitectura deba ser modificado por ello.
Vemos en la Figura 6.8 la relacio´n de conocimiento entre el evaluador de operaciones y una
instancia de la clase SpatialConversionRule.
OperationEvaluator
public ContinuousField evaluate(Collection fields)
SpatialConvertionRule
public Representation selectOutcomeRepresentation(Collection representations)
convertionRule
Figura 6.8: Reglas de conversio´n entre diferentes representaciones
En el caso del me´todo de estimacio´n, una vez definida la representacio´n se asocia automa´ticamente
el me´todo de estimacio´n por defecto. Pero existe la posibilidad que el usuario lo haga ex-
pl´ıcitamente, eligiendo alguno de los me´todos de estimacio´n soportados por la representacio´n.
Integracio´n de los elementos de la arquitectura
Ahora presentamos todos los componentes de la arquitectura.
Como puede observarse en la Figura 6.9, la pieza central, que permite personalizar la forma en
la que se realizara´ la operacio´n es el evaluador. Las instancias de evaluador son configuradas con
una estrategia para definir el dominio, otra para definir las posiciones en la muestra y una operacio´n
puntual que sirve para calcular los valores del campo resultante. Aunque no es imprescindible, se
puede determinar expl´ıcitamente la representacio´n que tendra´ el campo resultante, si esto no fuera
as´ı, se aplicara´n automa´ticamente las reglas explicadas anteriormente para elegir la representacio´n
de salida.
6.2.2 Operaciones compuestas
Por lo general las operaciones sobre campos continuos no se aplican en forma aislada, en la mayor´ıa
de los casos, el resultado de aplicar una operacio´n es utilizado como entrada para otra. Esto nos
lleva a expresiones de la forma:
Op1 (F1, Op2(F2,F3, Op3(F1,F4)))
Donde Opn es una operacio´n y Fn un campo continuo.
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Vemos entonces que las operaciones pueden anidarse una y otra vez de forma indefinida. Por lo
tanto es imprescindible proveer una estructura que permita dicha composicio´n sin l´ımites. Adema´s
es importante que tanto una operacio´n y como un campo sean tratados de la misma forma, en el
sentido en que ambos pueden servir como entrada a una nueva operacio´n.
Sin dudas esto se asemeja mucho al objetivo del patro´n Composite, que propone: ”Componer
objetos en estructura tipo a´rbol para representar jerarqu´ıas parte-todo. Composite permite a
los clientes tratar uniformemente a objetos y compuestos.”Mayor informacio´n acerca del patro´n
Composite puede ser encontrada en el Ape´ndice B.4 (pa´gina 125).
En la Figura 6.10 presentamos la aplicacio´n en nuestra arquitectura del patro´n Composite.
Hemos decidido introducir a la clase Requirement que modela una operacio´n sobre uno o varios
campos, y define el mensaje evaluate, cuya sema´ntica consiste en retornar el campo resultante de la
aplicacio´n de la operacio´n. La subclase SingleRequirement simplemente retorna el campo continuo
asociado en respuesta a ese mensaje, mientras que la subclase ComplexRequirement reenv´ıa el
mensaje a todos sus componentes, cuyos resultados sirven de entrada para la operacio´n que debe
aplicar el evaluador que tiene asociado.
6.3 Estructura dina´mica
En esta seccio´n presentaremos una instanciacio´n de operaciones y campos continuos, mediante un
ejemplo concreto. Para ello presentamos la siguiente situacio´n:
Una empresa dedicada a obtener mediciones de contaminacio´n ambiental realiza todos los
meses recoleccio´n de muestras en una ciudad. Para ello utiliza equipos mo´viles que se situ´an en
determinados puntos de la ciudad para obtener datos sobre los siguientes contaminantes del aire:
• Ozono (O3)
• Part´ıculas en suspencio´n (PS)
• Mono´xido de Carbono (CO)
• Dio´xido de Nitro´geno (NOx)
• Dio´xido de Azufre (SO2)
• Plomo (Pb)
Para as´ı con ellos poder calcular el ´ndice de Calidad del Aire. Debemos destacar que este
muestreo se realiza una vez por mes en varios puntos de la ciudad, pero estos puntos var´ıan de
mes a mes.
En la aplicacio´n utilizada por la empresa para registrar y almacenar los valores de contaminacio´n
del aire, utilizan un campo continuo con los valores correspondientes a un mes determinado. En la
figura 6.11 vemos un diagrama mostrando las instancias de dos campos continuos con las mediciones
realizadas en los meses de Enero y Diciembre de 2000.
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Luego de un an˜o de mediciones, se desea conocer si la contaminacio´n del aire ha aumentado o
disminuido. Marcando las zonas en donde el ı´ndice de contaminacio´n ha disminuido y en aquellos
en donde ha aumentado. Esto se realizara mediante la aplicacio´n de la operacio´n de sustraccio´n
entre los campos correspondiente a las mediciones de Diciembre/2000 y Enero/2000. Luego se
aplicara´ una seleccio´n de aquellos valores por debajo de cero, es decir donde la contaminacio´n ha
disminuido; y una seleccio´n de aquellos valores por encima de cero, donde la contaminacio´n ha
aumentado.
Para ello primero se creara´ una instancia de OperationEvaluator cuya operacio´n puntual (punc-
tualOperation) sera´ la sustraccio´n (Substraction), la estrategia para la obtencio´n de la muestra
resultante (sampleStratgy) sera´ la unio´n de las posiciones de las muestras de entrada (Union-
SampleStratrgy); esto es as´ı debido a que las muestras son tomadas en distintas ubicaciones y
si hicie´ramos una interseccio´n de las posiciones, tal vez tendr´ıamos como resultado un campo
sin ninguna muestra. Luego configuramos la estrategia para la obtencio´n del dominio del cam-
po resultante (domainStrategy), la cual sera´ la unio´n de los dominios de los campos de entrada
(UnionDomainStrategy). La configuracio´n de la operacio´n puede verse en la figura 6.12.
Una vez construida la operacio´n y con los dos campos de entrada, podremos ahora configurar
el requerimiento, el cual constara´ de dos SingleRequirement y un ComplexRequirement, esto puede
verse en la figura 6.13.
A continuacio´n mostraremos la interaccio´n entre todos los objetos anteriormente construidos
al realizar la operacio´n enunciada anteriormente (Figura 6.14).
La secuencia comienza cuando el objeto aComplexRequirement recibe el mensaje evaluate().
Lo primero que realiza aComplexRequirement es evaluar a todos sus subRequirements. Los cuales
retornan los respectivos campos medDiciembre y medEnero. Una vez que aComplexRequirement
ha evaluado todos sus subRequirements, lo siguiente que realiza es evaluar la operacio´n que tiene
asociada (op), mediante el mensaje evaluate() y usando como para´metros los objetos medDiciembre
y medEnero.
A partir de este punto es responsabilidad del objeto op construir el campo continuo resultado
(aResulingField). Para ello lo primero que realiza es la construccio´n del dominio de aResulingField,
esto lo realiza solicitando a los campos medDiciembre y medEnero sus respectivos dominios y luego
enviando el mensaje buildOuctomeDomain al objeto que contiene la estrategia de construccio´n del
dominio (aUnionDomainStrategy). Una vez obtenido el dominio para el campo resultante, lo que
resta hacer en este paso es establecerlo al campo resultante mediante el mensaje setDomain.
Luego, el objeto op debe establecer cual sera´ la representacio´n que utilizara´ el aResulingField,
aqu´ı nuevamente op solicita a los campos medDiciembre y medEnero sus respectivas representa-
ciones (getRepresentation) y con ellas invoca al mensaje buildOutcomeRepresentation del objeto
aSpatialConvertionRule, dicho mensaje retorna cual sera´ la representacio´n que utilizara aResuling-
Field. A continuacio´n se deben establecer que las posiciones de las muestras que formara´n parte
de la representacio´n que se acaba de construir, para realizar esto el objeto op utiliza el conjunto
de muestras de cada una de las representaciones de los campos medDiciembre y medEnero, para
luego con estas invocar el mensaje UnionSampleStrategy, el cual retornara un conjunto de muestras
con la unio´n de la ubicacio´n de las muestras de cada uno de los conjuntos de muestras pasadas
como para´metro. Una vez obtenidas las ubicaciones que formara´n parte de la muestra de campo
resultante se debe calcular el valor correspondiente a cada posicio´n, para ello op itera sobre cada
una de las muestras de la representacio´n resultante y con cada una de ellas obtiene el valor de
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dicha posicio´n en cada uno de los campos medDiciembre y medEnero (valueAt). Una vez obtenidos
estos valores debe realizar la operacio´n puntual correspondiente (Substraction) mediante el men-
saje applyTo. En este punto ya es posible agregar la muestra (que consta de ubicacio´n y valor) al
conjunto de muestras resultante.
Lo que falta realizar en este momento es establecer el conjunto de muestras en aResulingField
mediante el mensaje setSampleSet.
En este punto ya tenemos construido el campo aResulingField, el cual es la diferencia entre
los campos medDiciembre y medEnero. So´lo falta realizar una seleccio´n de aquellos valores que
esta´n por encima o por debajo de cero. Esto se realiza enviando en mensaje select al objeto
aResulingField.
Hemos mostrado en esta seccio´n como interactu´an los objetos de la arquitectura, tanto para
resolver operaciones n-arias, en este caso una sustraccio´n. Como as´ı tambie´n hemos mostrado
como pueden incluirse operaciones unarias en una consulta.
6.4 Extensiones a la Arquitectura
Hemos mencionado al amplio espectro de aplicaciones GIS en las que es necesario manipular
informacio´n continua. Debido a esa gran variedad de escenarios es imposible prever todas las
operaciones que pudieran ser necesarias en todas esas aplicaciones. Sin embargo, es posible facilitar
la introduccio´n de nuevas operaciones incluyendo en la arquitectura puntos de customization donde
sea posible variar el comportamiento de la arquitectura. Dichos puntos de variabilidad se conocen
comu´nmente como HotSpot [Pre94].
6.4.1 Hot Spots
La identificacio´n de Hotspots en fases tempranas deber´ıa convertirse en una actividad expl´ıcita
durante el proceso de desarrollo. Existe una razo´n fundamental para ello: los patrones de disen˜o
presentan micro arquitecturas capaces de proveer flexibilidad en ciertos puntos de un framework,
sin embargo es necesario utilizarlos en los sitios apropiados, las hotspots proveen dicha informacio´n
ya que permiten combinar principios de construccio´n de software con la sema´ntica del dominio para
el cual el framework esta´ siendo desarrollado [app92].
Una hot-spot card (ver Figura 6.15) es una forma de documentacio´n que explica la sema´ntica de
un punto de variabilidad dentro de un framework y cuales son sus comportamientos alternativos.
Una hot-spot card provee en primer lugar el nombre, un te´rmino conciso describiendo la funcional-
idad que deber´ıa ser mantenida flexible, adema´s especifica el grado deseado de flexibilidad. Es
necesario tomar en cuenta que el grado de flexibilidad no es gratuito, cuando se demande el mayor
grado de flexibilidad, debe quedar claro se pagara´ un precio por ello, ya sea en performance, tiempo
de desarrollo u otro factor. La siguiente seccio´n deber´ıa expresar la funcionalidad abstraye´ndose de
los detalles. Finalmente, la u´ltima seccio´n debe presentar dos situaciones concretas (por lo menos)
en las que se aprecie claramente las diferencias de comportamiento.
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6.4.2 Hot Spots en la arquitectura de operaciones para campos contin-
uos
Las hotspot cards presentadas en las Figuras 6.16, 6.17 y 6.18 muestran los puntos de variabilidad
de nuestra arquitectura. Si bien se ha propuesto que en todos los casos se provea el ma´ximo
nivel de flexibilidad, esto es permitiendo la adaptacio´n por parte del usuario sin necesidad de
reiniciar una aplicacio´n basada en la arquitectura, so´lo es posible cuando todas las variables de
comportamiento esperables se encuentran preconstruidas en la arquitectura. En este tipo de casos
el usuario, selecciona con ayuda de alguna herramienta el comportamiento que desea para una
hotspot.
En el caso en que dicho comportamiento no se encuentre preconstruido el framework, este
debe ser agregado mediante la extensio´n de la arquitectura por subclasificacio´n y redefinicio´n de
me´todos hook [Pre94]. En este caso la adaptacio´n no puede ser realizada por el usuario final, sino
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public Measure applyTo(Collection measures)
Addtion
public Measure applyTo(Collection measures)
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public Measure applyTo(Collection measures)
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Figura 6.9: Diagrama de clases de la arquitectura completa





















public ContinuousField evaluate(Collection continuousFields)
Figura 6.10: El patro´n Composite aplicado a la jerarqu´ıa de Requirements
medEnero:
ContinuosField
























































name: Med. Diciembre 2000
date: 01/12/2000
Figura 6.13: Diagrama de instancias de un ComplexRequirement.






















































































































































































































































































































































































Figura 6.14: Diagrama de interaccio´n para resolver un requerimiento.
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Figura 6.15: Una hot-spot card
Figura 6.16: Una hot-spot card para generar la muestra
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Figura 6.17: Una hot-spot card para creacio´n de dominios
Figura 6.18: Una hot-spot card para operaciones puntuales
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Cap´ıtulo 7
Conclusiones y Trabajo Futuro
7.1 Conclusiones
En este trabajo hemos presentado los aspectos relacionados a la manipulacio´n de informacio´n
continua en GIS. Tambie´n hemos establecido un conjunto de operaciones para campos continuos y
hemos descripto una arquitectura de objetos que permite implementar las operaciones mencionadas
y que provee soporte para futuras operaciones. Se pueden mencionar algunos to´picos interesantes
que se desprenden de este trabajo:
• Interaccio´n entre el modelo vectorial y el de campos: Los GIS cla´sicos siguen uno de los
modelos principales: modelo vectorial o modelo de campos [LT92]. Si bien ambos modelos
han probado su efectividad en determinadas a´reas, siempre ha existido un conflicto de inter-
operabilidad entre ambos. Por lo general los GIS permiten trabajar con uno solo de estos
modelos a la vez, y esto se debe a que conceptualmente el software que los manipula ha
sido construido espec´ıficamente para trabajar en un framework en particular, y los aspectos
relacionados a la interoperabilidad se resuelve en etapas posteriores, tomando la forma de
importadores/exportadores de datos desde y hacia el otro modelo de datos.
La arquitectura presentada en este trabajo se ha integrado a un framework para el desarrollo
de aplicaciones GIS, donde ambos modelos han sido incluidos. En dicho modelo cualquier
objeto geogra´fico posee caracter´ısticas vectoriales (su topolog´ıa por ejemplo) y puede tener
atributos que sean campos continuos. De hecho un campo continuo tambie´n posee car-
acter´ısticas vectoriales (su dominio). Por lo tanto ambos modelos han sido efectivamente
integrados y conviven, de forma tal que es posible beneficiarse con las ventajas de cada uno.
• Extensibilidad del modelo: Como hemos expresado, seguramente existen otras operaciones
sobre campos continuos que no han sido presentadas en este trabajo. De hecho, dado el
amplio espectro de aplicaciones geogra´ficas (ambientales, catastrales, control de cultivos,
control de migraciones de animales, etc.) es imposible cubrir la totalidad de operaciones que
podr´ıan necesitarse. Sin embargo, gracias a la flexibilidad conseguida en la arquitectura de
objetos que brinda soporte a las operaciones, es posible definir fa´cilmente nuevas operaciones.
Dichas extensiones a la arquitectura se realizan de la misma manera en que se extiende un
framework white-box, es decir, mediante subclasificacio´n y redefinicio´n de hook-methods.
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Los sectores de la arquitectura que pueden ser extendidos han sido documentados usando las
hotspot-cards.
La flexibilidad del modelo se debe sin duda a la aplicacio´n de los patrones de disen˜o [GRJV95],
que brinda soluciones de probada eficacia a problemas de disen˜o recurrentes. Es importante
destacar que la aplicacio´n de los patrones de disen˜o debe realizarse de forma cuidadosa,
ya que su uso, si bien produce arquitecturas muy flexibles, tan bien es cierto que dichas
arquitecturas suelen ser sumamente complejas y dif´ıciles de mantener. Por eso es importante
lograr un equilibrio entre la flexibilidad que se desea y la complejidad que e´sta introduce.
• Aspectos implementativos:
Esta arquitectura ha sido completamente implementada en Java, la aplicacio´n resultante
[ZPB+00], ha sido presentada en OOPSLA2000. La implementacio´n no presento´ ninguna
dificultad ya que el disen˜o original de la arquitectura siempre fue representado en forma
abstracta mediante documentacio´n UML, por lo tanto nunca fue pensada para estar atada a
un lenguaje OO en particular. Prototipos de esta arquitectura tambie´n fueron implementados
anteriormente en Smalltalk. De ambas implementaciones podemos concluir que:
1. La construccio´n de prototipos funcionales en Smalltalk es ma´s sencilla y veloz
2. Java permite expresar en forma concreta conceptos muy importantes para la teor´ıa de
OO, como ser: interfaces, clases y me´todos abstractos. Este poder expresivo nos lleva a
obtener un software de mayor calidad, aunque con un tiempo de desarrollo mayor.
3. La implementacio´n en Java es considerablemente ma´s veloz para las tareas relacionadas
con el ca´lculo, por ejemplo: construccio´n de triangulaciones para los TIN.
7.2 Trabajo Futuro
Respecto la manipulacio´n de informacio´n continua existe un to´pico por investigar cuidadosamente,
que es de vital importancia en un buen porcentaje de aplicaciones GIS. Este tema se refiere a
las caracter´ısticas temporales de los objetos. Hasta este momento hemos trabajado con objetos
que presentan caracter´ısticas puramente geogra´ficas (o espaciales), pero en muchos dominios es
necesario manipular u operar con objetos que poseen caracter´ısticas espacio-temporales.
Podemos citar como ejemplo a las aplicaciones ambientales orientadas al seguimiento de feno´menos
naturales. Dichas aplicaciones se basan en mediciones pasadas y presentes para predecir el com-
portamiento de feno´menos como los tornados, huracanes, incendios forestales, entre otros.
Por lo general la informacio´n referente a un feno´meno en particular puede ser representada por
campos continuos, dichos campos continuos son utilizados (mediante el conjunto de operaciones
presentadas) para realizar las predicciones necesarias. Pero los mecanismos de prediccio´n necesitan
a menudo, informacio´n histo´rica referente a la evolucio´n del feno´meno. Esta informacio´n que por
lo general se guarda en forma de tuplas (Objeto, Timestamp), debe ser consultada para satisfacer
las necesidades de los mecanismos de prediccio´n.
Si bien parece un tema menor asociar un Timestamp a un objeto geogra´fico, es necesario men-
cionar una serie de aspectos que tienen que ver con el modelado del tiempo. Tales aspectos, como la
continuidad, determinacio´n, orden temporal, historias, etc., hacen necesario proveer un framework
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para la manipulacio´n de objetos temporales. Adema´s de esto, la inclusio´n de caracter´ısticas tem-
porales a los objetos geogra´ficos, y en particular a los campos continuos, nos pone frente a nuevos
problemas, por ejemplo: ¿Que´ ocurre cuando es necesario obtener un campo continuo asociado a
un momento en el cual no se han hecho mediciones? ¿Es posible obtenerlo interpolando temporal-
mente a partir de otros momentos medidos? ¿Que´ tan confiables (en te´rminos de introduccio´n de
errores) son esos me´todos de interpolacio´n temporal? Estas y muchas otras preguntas deben ser
respondidas antes de incluir caracter´ısticas temporales a un modelo con campos continuos.
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Ape´ndice A
Referencia Diagramas UML
A.1 Diagramas Esta´ticos del Modelo
A.1.1 Comentarios.
. . .Comen tando  es to
E s t o  e s  u n
comentar io . . .
Cualquier tipo de informacio´n que no se representa fa´cilmente en UML, incluyendo comentarios,




Pat tern:  RolA l g u n a _ c l a s e
A l g u n a _ c l a s e
O b s e r v e r :  O b s e r v e r  C o n c r e t o
Proxy :  Su je to  Rea l
• Notacio´n para los patrones de disen˜o de Erich Gamma, como es presentada en el libro Pattern
Hatching de John Vlissides (Addison Wesley, 1998).
• El nombre del Pattern va a la izquierda, el rol de la clase dentro del pattern va a la derecha.
Una clase puede tener diferentes roles con respecto a varios patterns. En el ejemplo de
abajo, la clase sirve tanto como “Observer Concreto” en el pattern “Observer” y tambie´n
como “Objeto Real” en el pattern “Proxy”.
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A.1.3 Paquetes
J a v a . a w t
c o m . h o l u b
t o o l s
A p p l i c a c i o n
O r a c l e
D a t a b a s e s
I n t e r f a c e s
S y b a s e
• Espacio de nombre C++.
• Agrupa clases con funcionalidad similar.
• Las clases derivadas no necesitan estar en el mismo paquete.
• Los paquetes se pueden anidar. Los paquetes externos algunas veces se llaman dominios.
(“Tools”, a la izquierda, es un paquete externo, no un dominio).
• El nombre del paquete es parte del nombre de la clase. (e.j. dada la clase pedro en el paquete
picapiedras, el nombre completo de clase es picapiedras.pedro).
• Generalmente son necesarios cuando el diagrama esta´tico completo no cabe en la hoja.
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A.1.4 Clases
N o n b r e
A t r i b u t o s
O p e r a c i o n e s
E m p l e a d o  < < a b s t r a c t > >
- I d e n t i d a d        :  S t r i n g
+ u d _ e s t a _ d e s p e d i d o ( )                 : v o i d
+ s i e n t e s e _ a q u i ( C u b o  u b i c a c i o n ) :  b o o l e a n
Contiene tres compartimientos:
1. El compartimiento del nombre (requerido) contiene el nombre de la clase y otra informacio´n
relacionada con la documentacio´n: E.j.:
Alguna_clase <<abstract>>




• Las comillas identifican a los estereotipos. E.j.: ¿utilityÀ, ¿abstractÀ ¿JavaBeanÀ.
Se pueden usar gra´ficos en vez de palabras.
• Los privilegios de acceso (ver abajo) pueden preceder al nombre.
• Las clases internas (anidadas) identifican a las clases externas como un prefijo de su
nombre de clase: (Externa.Interna o Externa::Interna)
2. El compartimiento de los atributos (opcional):
• Durante el Ana´lisis: identifica los atributos (es decir las caracter´ısticas que lo definen)
del objeto.
• Durante el Disen˜o: identifica la relacio´n con una clase de la librer´ıa de clases del lengua-
je:
Esta:
P e s r o n a
S t r i n g  n o m b r e ;
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es una versio´n mas compacta (y menos informativa) de:
P e s r o n a S t r i n g
n o m b r e
Aqu´ı, todo, es privado. Siempre.
3. El compartimiento de las operaciones (opcional) contiene definiciones de me´todos:
nombre de mensaje( argumentos ): tipo retornado





• Las operaciones abstractas (C++ virtual, Java no-final) se indican en ita´lica (o subrayadas).
• Los nombres de las operaciones son mas fa´ciles de leer si esta´n en negrita.




ro l  de  A  en  B ro l  de  A  en  BA B
Relaciones entre clases.
• Las clases asociadas se conectan con l´ıneas.
• La relacio´n se identifica, si es necesario con un < o > para indicar la direccio´n (o usando
flechas so´lidas).
• El rol que juega la clase en la relacio´n se indica al lado de la clase bajo la l´ınea.
• Los estereotipos son apropiados (como ¿friendÀ).
• El flujo unidireccional de mensajes puede ser indicado por una flecha (pero es impl´ıcito en
situaciones donde hay un so´lo rol):
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E m i s o r R e c e p t o r
• Cardinalidad:
1 (usualmente omitida si la relacio´n es 1:1)
n (desconocida en tiempo de compilacio´n, pero acotada)
0..1 (1..21..n)
1..* (1 o ma´s)
















{ private Persona[] empleado = new Persona[n];
public void dame_un_aumento( Persona empleado )
{ /*...*/
}





{ private String nombre;
private Compania empleador;
private Persona jefe;
private Vector subordinados = new Vector();
public void ud_esta_despedido(Persona empleado){/*...*/}
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}
(Un Vector Java es un array de longitud variable. En este caso contendra´ objetos de la clase
Persona.)
A.1.6 Herencia de Implementacio´n (Generalizacio´n/Especializacio´n)
S u p e r c l a s e
- v o i d  c o n c r e t o ( ) ;
+ i n t  s o b r e s c r i t o ( ) ;
S u b c l a s e
+ i n t  s o b r e s c r i t o ( ) ;
+  in t  ad ic iona l ( ) ;
identifica derivacio´n. La clase derivada es la clase base, pero con propiedades adi-
cionales (o modificadas). La (sub) clase derivada es una especializacio´n de la (super) clase base.
Las variantes incluyen:
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A.1.7 Herencia de Interfase (Especializacio´n/Refinamiento)
N o m b r e  I n t e r f a s e
o p e r a c i o n ( ) ;
r e l a c i o n
r o l
U s u a r i o
f ( )  {  ro l . ope rac ion ( )  }
I m p l e m e n t a c i o n
o p e r a c i o n ( )
{   /* . . .* /
}
Es un contrato que especifica un conjunto de me´todos que deben ser implementados por la
clase derivada. En C++, una interfase es una clase conteniendo nada mas que me´todos puramente
virtuales. Java soporta la definicio´n de interfaces en forma directa (“clase abstracta”, que puede
contener definiciones de me´todos y atributos adema´s de las declaraciones abstractas.)
Las interfaces no contienen atributos, por lo tanto el compartimiento de los “atributos” esta´
siempre vac´ıo.
Cuando la clase base es una interfase, la l´ınea de relacio´n de “herencia” es de puntos.
UML tambie´n permite utilizar el estilo de notacio´n “pin” de Microsoft, pero este estilo es





U s u a r i o R e c u r s o
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El Usuario usa Recurso, pero Recurso no es un miembro de la clase Usuario. Si Recurso es
modificado, algunos me´todos de la clase Usuario deben ser invocados. Recurso es t´ıpicamente una
variable local o el argumento de algu´n me´todo de la clase Usuario.
A.1.9 Relacio´n de Agregacio´n
T o d o P a r t e
ro l
Indica que la destruccio´n del “todo” no implica la destruccio´n de las partes.
A.1.10 Relacio´n de Composicio´n
C o n t e n e d o r I t e m
ro l
Las partes son destruidas conjuntamente con el “todo”. Realmente no existe en Java. En C++:
class Contenedor
{
Item item1; // ambas variables de instancia son
Item *item2; // parte de una relacion de ‘‘composicion’’
public:
Contenedor() { item2 = new Item; }




E m i s o r R e c e p t o r
ro l
E m i s o r R e c e p t o r
ro l
E m i s o r R e c e p t o r
ro l
Los mensajes (solamente) fluyen en la direccio´n de la flecha. Es impl´ıcito cuando el rol no




I d e n t i t y  c l a v e [ ]
C o n t e n e d o r
{ o r d e n a d o }
r o l
Una relacio´n restringida requiere que se aplique alguna regla. (e.j. [ordenado])
Por lo general se combina con la agregacio´n, composicio´n, etc.


















• En el caso del or, so´lo existira´ una de las relaciones indexadas en algu´n momento dado (una
union C++).
• En UML oficial, coloca una restriccio´n arbitraria que afecta a mas de una relacio´n en una
caja de “comentarios”.
A.1.14 Asociacio´n Calificada
U s u a r i o
a d d ( S t r i n g  c l a v e ,




Tabla de hash, array asociativo, “diccionario”.
class Contenedor
class Usuario
{ // Una Hashtable es un array asociativo, indexado
// por alguna clave y conteniendo alg\’un valor.
private Hashtable tablaHash = new HashTable();
private void agregar(String clave, Item valor)
{ tablaHash.put( clave, valor );
}
}
A.1.15 Asociacio´n de Clases
A e r o l i n e a P e r s o n a
<  v i a j a  e n
p a s a j e r ot r a n s p o r t e
T i c k e t
F e c h a  c u a n d o ;
A s i e n t o  d o n d e ;
A e r o p u e r t o  d e s d e ;
A e r o p u e r t o  h a c i a ;
c o m p r a
• Se utiliza cuando se requiere de una clase para definir una relacio´n.
• Algunas veces, se requiere de una relacio´n adicional para mostrar pertenencia. (El uno entre
Persona y Ticket en el ejemplo.)
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A.2 Diagramas Dina´micos del Modelo
A.2.1 Objetos y Mensajes
Estilo Nuevo (UML): Estilo Viejo (Booch):
r e c e p t o remiso r :
C l a s e _ o p c i o n a l
m e n s a j e 1 ( a r g u m e n t o s )
m e n s a j e 2 ( )
m e n s a j e 3 ( )
o b j e t o _ r e t o r n a d o
m e n s a j e 4 ( )
m e n s a j e 1 ( a r g )
m e n s a j e 2 ( )
o b j e t o _ r e t o r n a d o
m e n s a j e 3 ( )
m e n s a j e 4 ( )
e m i s o r r e c e p t o r
• Las l´ıneas verticales representan objetos, no clases. Se puede agregar opcionalmente “:class”
a los cuadros para hacer el diagrama mas expl´ıcito.
• representa mensajes sincro´nicos. (el control no retorna hasta que el mensaje invocado
no haya terminado).
• representa retorno. (Las flechas se etiquetan con el nombre/tipo del objeto retornado.)
• El objeto emisor debe tener:
1. Algu´n tipo de asociacio´n con la clase del objeto receptor.
2. El “rol” de la clase del lado receptor debe tener el mismo nombre que el del objeto
receptor.
• El estilo de Booch es ide´ntico a UML en cuanto a funcionalidad, pero mucho mas fa´cil de
leer. Compare:
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r e c e p t o remiso r :
C l a s e _ o p c i o n a l
m e n s a j e 1 ( a r g u m e n t o s )
m e n s a j e 2 ( )
m e n s a j e 3 ( )
o b j e t o _ r e t o r n a d o
m e n s a j e 4 ( )
con
m e n s a j e 1 ( a r g )
m e n s a j e 2 ( )
o b j e t o _ r e t o r n a d o
m e n s a j e 3 ( )
m e n s a j e 4 ( )
e m i s o r r e c e p t o r
(El “retorno”en el estilo de Booch es impl´ıcito en la parte de abajo del cuadro, no hay
necesidad de para me´todos que no retornan ningu´n valor. identifica el objeto
retornado.)
• Las flechas de retorno son esenciales en el estilo UML. de otra manera el control de flujo
ser´ıa ambiguo. En diagrama mostrado arriba, no queda claro cuando se omiten las etiquetas
de retorno si el objeto retornado es la respuesta del mensaje2 o del mensaje4.
A.2.2 Creacio´n de Objetos
c r e a d o r 1
o b j e t o 1< < c r e a t e > >
c r e a d o r 2
o b j e t o 2n e w ( a r g s )
• Las cajas con los nombres aparecen en el punto de creacio´n.
• Se utiliza la forma ¿createsÀ para una creacio´n automa´tica, e.j., en c++:
class Creador1
{ Objeto1 el_objeto; // el objeto actual, no una referencia.
}
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(No existe una operacio´n equivalente en Java)
• Si se muestra un mensaje en vez de ¿createsÀ, entonces el objeto se creara´ durante la
ejecucio´n del mensaje.
A.2.3 Condiciones, Ciclos
E m i s o r R e c e p t o r
[ c o n d i c i o n ]  m e n s a j e ( )
* [ c o n d i c i o n ]  m e n s a j e ( )
*  m e n s a j e ( )
[ c o n d i c i o n ]  p r i m e r a _ a c c i o n ( )
s e g u n d a _ a c c i o n ( )
p r i m e r a _ a c c i o n ( )
s e g u n d a _ a c c i o n ( )
* [ test ]
• El mensaje es enviado so´lo si la condicio´n entre corchetes es verdadera,
• Un asterisco al lado de la condicio´n indica iteracio´n.




e m i s o r
r e c e p t o rn e w ( )
m e n s a j e ( )
r e s p u e s t a ( )
• Una media flecha significa “asincro´nico”. (ver la tabla, abajo).
• El ensanchamiento de la l´ınea significa “activado” (el thread esta corriendo). (En el diagra-
ma, el thread emisor env´ıa un mensaje() y luego se suspende a s´ı mismo esperando por la
respuesta().)
• Un corte en la caja (“receptor” en el diagrama) significa otra actividad ocurriendo en el
thread que no es relevante a escenario corriente. (E.j. El emisor puede hacer un wait()
despue´s de enviar el mensaje. el mensaje reply() ejecuta notify().)
• La X significa que se elimina el objeto (en este caso, se autoelimina). Un kill externo se
representa como:< < d e s t r o y > >
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A.2.5 Callbacks, Recursio´n
e m i s o r
r e c e p t o rn e w ( )
r e q u e r i m i e n t o ( )
c a l l b a c k ( )
m e n s a j e ( )
• El mensaje callback() es ejecutado en el thread del objeto “receptor”.
• El callback() es. sin embargo un miembro de la clase del objeto emisor, por lo tanto tiene
acceso a todos los campos del objeto.
• Dado que el thread del “emisor” original tambie´n esta ejecuta´ndose, cualquier acceso a los
campos por medio de callbacks debe realizarse en forma “sincronizada”.
A.2.6 Tipos de flechas para los distintos mensajes
S´ımbolo Tipo de Mensaje Descripcio´n
Simple No interesa como es manejado. Usualmente es asin-
cro´nico.
Sincro´nico El emisor se bloquea hasta que el me´todo finaliza.
Esto ser´ıa una llamada a funcio´n en una aplicacio´n
con un so´lo thread.
Asincro´nico El control retorna inmediatamente, pero el trabajo
se realiza en segundo plano y el emisor puede realizar
otras tareas mientras se realiza el procesamiento.
Rechazado El objeto receptor se puede rehusar a aceptar el pe-
dido de ejecucio´n del mensaje. Esto puede pasar ,por
ejemplo, si se llena la cola de mensajes “activos”.
Timeout Usualmente se bloquea el control de un mensaje, pero
puede retornar despue´s de una determinada cantidad




B.1 ¿Que´ es un Patro´n de Disen˜o ?
Un patro´n describe un problema que ocurre repetidamente una y otra vez en nuestro ambiente, y
luego describe la base de la solucio´n a ese problema, de una manera tal que esta solucio´n pueda
utilizarse varias veces mas, sin tener que hacer lo mismo dos veces. Las soluciones se expresan en
te´rminos de objetos y de interfases.
En general, un patro´n tiene cuatro elementos esenciales:
1. El nombre del patro´n es la forma que utilizamos para describir con una o dos palabras
un problema de disen˜o, sus soluciones y consecuencias. El nombre de un patro´n aumenta
inmediatamente nuestro vocabulario de disen˜o. Nos permite disen˜ar a un nivel de abstraccio´n
ma´s alto. Tener un vocabulario para los patrones nos permite hablar de ellos con nuestros
colegas, nombrarlos en la documentacio´n. Hace ma´s fa´cil el pensar y comunicar los disen˜os.
2. El problema describe cuando aplicar el modelo. Explica el problema y su contexto. Puede ser
que describa problemas espec´ıficos de disen˜o tales como co´mo representar algoritmos como
objetos. Puede ser que describa las estructuras de la clase o del objeto que son sintoma´ticas
de un disen˜o inflexible. El problema incluira´ a veces una lista de las condiciones que deben
ser resueltas antes de que tenga sentido aplicar el modelo.
3. La solucio´n describe los elementos que forman parte del disen˜o, sus relaciones, responsabili-
dades, y colaboraciones. La solucio´n no describe un disen˜o o una implementacio´n concreta,
porque un patro´n es como un molde que puede aplicarse en diversas situaciones. En cam-
bio, el patro´n proporciona una descripcio´n abstracta de un problema de disen˜o y co´mo lo
soluciona un conjunto general de elementos (clases y objetos en nuestro caso).
4. Las consecuencias son los resultados y los trade-off de aplicar el modelo. Aunque las conse-
cuencias a menudo no son expresadas cuando se describen decisiones de disen˜o, son cr´ıticas
para evaluar las alternativas de disen˜o y para entender los costos y las ventajas de aplicar
el patro´n. Las consecuencias para el software a menudo se refieren al trade off entre espacio
y tiempo. Pueden tratar tambie´n temas como el lenguaje e implementacio´n. Puesto que
la reutilizacio´n es a menudo un factor en el disen˜o orientado al objeto, las consecuencias
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de un patro´n incluyen su impacto en la flexibilidad, la extensibilidad, o la portabilidad de
un sistema. Enumerar expl´ıcitamente estas consecuencias ayuda a entender y evaluar estas
consecuencias.
El punto de vista afecta en la interpretacio´n de que es y no es un patro´n. El patro´n de una
persona puede ser un bloque primitivo de otra persona. Los patrones de disen˜o son disen˜an sobre
por ejemplo listas encadenadas y tablas hash que se puedan codificar en clases y ser reutilizados
as´ı. No son complejos, ni disen˜os espec´ıficos de un dominio para una aplicacio´n completa o un
subsistema. Los patrones de disen˜o son descripciones de objetos y clases que se comunican, que se
adaptan para cumplir requisitos particulares en la solucio´n de un problema general de disen˜o en
un contexto determinado.
Los nombres de un patro´n disen˜o identifican los aspectos claves de una estructura comu´n de
disen˜o que es u´til para crear un disen˜o orientado a objetos reutilizable. El patro´n de disen˜o
identifica las clases e instancias que participan, sus roles y colaboraciones, y la distribucio´n de
responsabilidades. Cada patro´n de disen˜o se centra en un problema o tema determinado del disen˜o
orientado a objetos. Describe cuando se aplica, si puede ser aplicado en vista de otras restricciones
del disen˜o, y las consecuencias y los trade off de su uso.
Aunque los patrones de disen˜o describen disen˜os orientados a objetos, se basan en soluciones
pra´cticas que se han implementado en los lenguajes de programacio´n orientados a objetos como
Smalltalk y C++ ma´s que en los lenguajes procedurales (PASCAL, C, Ada) o lenguajes orientados
a objetos ma´s dina´micos (CLOS, Dylan, Self).
B.2 Bridge
B.2.1 Intencio´n
Desacoplar una abstraccio´n de su implementacio´n, de manera que ambas puedan variar indepen-
dientemente.






– define la interfase de la abstraccio´n.
– mantiene una referencia a un objeto de tipo Implementor.
• RefinedAbstraction
– extiende la interfase definida por Abstraction.
• Implementor
– define la interfase para las clases de implementacio´n. Esta interfase no necesita corre-
sponderse exactamente con la interfase de Abstraction; de hecho las dos interfases puede
ser bastante diferentes. T´ıpicamente la interfase de Implementor solamente provee op-
eraciones primitivas, y Abstraction define las operaciones de alto nivel basado en estas
primitivas.
• ConcreteImplementor
– implementa la interfase de Implementor y define su implementacio´n concreta.
B.2.5 Colaboraciones




Encapsular una peticio´n como objeto, permitiendo parametrizar clientes con diversas peticiones,
encolarlos o registrar peticiones, y permitir deshacer peticiones.





– declara una interfase para la ejecucio´n de una operacio´n.
• ConcreteCommand
– define una unio´n entre un objeto receptor (Receiver) y una accio´n.
– implementa Execute invocando la correspondiente operacio´n(es) en el receptor (Receiv-
er).
• Client
– crea un objeto ConcreteCommand y establece su receptor.
• Invoker
– solicita a Command que realice la accio´n.
• Receiver
– sabe como realizar la operacio´n asociada a la solicitud de una accio´n. Cualquier clase
puede actuar como Receiver.
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B.3.5 Colaboraciones
• El cliente crea un objeto ConcreteCommand y especifica su receptor.
• Un objeto Invoker contiene un objeto ConcreteCommand.
• El objeto invocante realiza un pedido invocando Execute en el command. Cuando el comando
se puede deshacer, ConcreteCommand almacena informacio´n para deshacer el comando antes
de invocar Execute.
• El objeto ConcreteCommand invoca la operacio´n en su receptor para realizar el pedido.
El siguiente diagrama muestra la interaccio´n entre estos objetos. Ilustra como Command
desacopla el invocante del receptor (y el pedido que e´ste realiza).
B.4 Composite
B.4.1 Intencio´n
Componer objetos en una estructura de a´rbol para representar jerarqu´ıas parte-todo Composite




Una estructura t´ıpica de un objeto Composite puede verse como:
B.4.3 Participantes
• Component
– declara la interfase para los objetos en la composicio´n.
– implementa en comportamiento default de la interfase comu´n a todas las clases.
– declara una interfase para acceder y administrar sus componentes hijos.
– (opcional) define una interfase para acceder a los padres de los componentes en la
estructura recursiva, y las implementa si esto es apropiado.
• Leaf
– representa los objetos hoja en la composicio´n. Una hoja no tiene hijos.
– define el comportamiento para los objetos primitivos en la composicio´n.
• Composite
– define el comportamiento para los componentes que tengan hijos.
– almacena los componentes hijo.
– implementa las operaciones relacionadas con los hijos en la interfase Component.
• Client
– manipula los objetos en la composicio´n a trave´s de la interfase de Component.
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B.4.4 Colaboraciones
• Los Clients usan la interfase de la clase Component para interactuar con los objetos en la es-
tructura compuesta. Si el receptor es una hoja, entonces el pedido es manejado directamente.
Si el receptor es un Composite, entonces generalmente se reenv´ıa el pedido a los componentes
hijos, posiblemente realizando operaciones adicionales antes y/o despue´s del reenv´ıo.
B.5 Strategy
B.5.1 Intencio´n
Definir una familia de algoritmos, encapsular cada uno, y hacerlos intercambiables. Strategy
permite variar el algoritmo independientemente de los clientes que lo usan.





– declara una interfase comu´n a todos los algoritmos soportados. Context usa esta inter-
fase para invocar el algoritmo definido por ConcreteStrategy.
• ConcreteStrategy
– implementa el algoritmo usando la interfase de Strategy.
• Context
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– esta configurado con un objeto ConcreteStrategy.
– mantiene una referencia a un objeto Strategy.
– puede definir una interfase que permita a Strategy acceder a sus datos.
B.5.5 Colaboraciones
• Strategy y Context interactu´an para implementar el algoritmo seleccionado. Un contexto
puede pasar todos los datos necesarios por el algoritmo para la estrategia cuando el algoritmo
es ejecutado. Alternativamente, el contexto puede pasarse a s´ı mismo como argumento de la
operacio´n de Strategy. Esto permite a la estrategia realizar call backs cuando sea necesario.
• El contexto reenv´ıa los pedidos de sus clientes a su estrategia. Los Clients usualmente crean y
pasan un objeto ConcreteStrategy al contexto; luego, los clientes interactu´an exclusivamente
con el contexto. Siempre hay una familia de clases ConcreteStrategy de los cuales el cliente
puede elegir.
