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et de la Recherche Me´dicale 1024, Paris, FranceABSTRACT Analysis of high-density superresolution imaging of receptors reveals the organization of dendrites at nanoscale
resolution. We present here an apparently novel method that uses local statistics extracted from short-range trajectories for
the simulations of long-range trajectories in empirical live cell images. Based on these empirical simulations, we compute
the residence time of a receptor in dendritic spines that accounts for receptors’ local interactions and geometrical membrane
organization. We report here that depending on the type of the spine, the residence time varies from 1 to 5 min. Moreover,
we show that there exists transient organized structures, previously described as potential wells that can regulate the trafficking
of receptors to dendritic spine: the simulation results suggest that receptor trafficking is regulated by transient structures.INTRODUCTIONReceptor trafficking has been identified as a key feature of
synaptic transmission and plasticity (1–6). Yet, the mode
of trafficking remains unclear: classical single particle
tracking revealed that after receptors are inserted in the
plasma membrane of a neuron, their motion can either be
free or confined Brownian motion (7). Recently, superreso-
lution optical microscopy techniques for in vivo data (8–11)
have allowed monitoring a large number of trajectories at a
single-molecule level and at nanometer resolution. It has
recently been found that in some cases, regions in the range
of hundreds of nanometers containing a high density of
trajectories are generated by potential wells that sequester
receptors (10). Although the exact biophysical nature of
these potential wells have not been elucidated so far, they
are generic regions, where the field of force (drift) is a
gradient of a quadratic energy, with a single minimum
attractor.
Clearly, electrostatic and thus direct molecular interac-
tions are insufficient to explain such long-range forces.
The field of force is pointing toward the direction of
the attractor. These large potential wells were anticipated
theoretically, representing a coarse-graining of local
traps generated by the ensemble of interacting scaffolding
molecules: they were used to describe receptor confine-
ment in (12) and (13). In addition, changes in the
apparent diffusion coefficient reflect the heterogeneity
in density of obstacles (14–16). Classically, cell mem-
branes are organized in local microdomains (17,18)
characterized by morphological and functional specific-
ities. In neurons, prominent microdomains include den-Submitted July 21, 2014, and accepted for publication October 15, 2014.
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0006-3495/14/12/3008/10 $2.00dritic spines and synapses, which play a major role in
neuronal communication.
Because receptor density at a synapse determines the syn-
aptic strength (1,4), it is essential to estimate their numbers
and residence time inside a synapse. However, due to the
small size of synapses or the postsynaptic density (PSD),
the residence time of receptors cannot be assessed with
fluorescent recovery after photobleaching (FRAP) or stable
quantum dot approaches that lead to long trajectories, result-
ing in undersampling of the surface area. The number of
receptors has been estimated using coarse-grained models
of receptor trafficking (19,20) in idealized spine geometries.
Our goal here is to compute the residence time of recep-
tors in dendritic spines using short receptor trajectories,
much shorter than the total residence time. We develop an
apparently novel approach to compute from many short
trajectories the global mean residence time in micrometer
domains. This time depends singularly on geometrical
parameters such as the neck radius for dendritic spines, as
estimated in Holcman and Schuss (21,22). This analysis
relies on simulations in empirical live cell images that allow
converting local biophysical information extracted from a
large number of short-range trajectories into numerical sim-
ulations of long-range trajectories. The method of extracting
local biophysical properties uses Smoluchowski’s approxi-
mation of the Langevin’s equation.
From the extracted stochastic equation, we simulate long
trajectories for which the diffusion tensor and the local force
are directly obtained from empirical data. Furthermore, to
emphasize the applicability of our method, we show that
AMPA receptor (AMPAR) trafficking is affected by stable
and/or transient potential wells. For example, we find that
the presence of a potential well at the base of a dendritic
spine can prevent receptors from entering into a dendritichttp://dx.doi.org/10.1016/j.bpj.2014.10.018
Simulations in Empirical Domains 3009spine and as soon as the potential well disappears, a large
number of receptors can enter through a dendritic spine
neck up to the head. We propose that potential wells are
structures that also modify the inward flux of receptors, a
process that can regulate synaptic plasticity and should be
added to the classical framework of lateral diffusion (23).METHODS AND THEORY
Before presenting the method of the stochastic simulations in empirical
domains, we recall the stochastic equations that describe the motion of
receptors.2DijðXÞ ¼ lim
Dt/0
ðXðt þ DtÞ  XðtÞÞiðXðt þ DtÞ  XðtÞÞj; XðtÞ ¼ X
Dt
; (4)The Langevin model for the neuronal receptors
stochastic motion
The residence time of a stochastic receptor inside a neuronal microdomain
cannot be directly obtained by averaging over short recorded trajectories,
because they do not necessarily span the entire neuronal space. Moreover,
longer trajectories obtained by other techniques (such as quantum dot) only
provide a partial sampling of the space, which cannot be used to compute
any probability of transition between different regions. Because there is
no direct method to estimate the residence time of a receptor in a microdo-
main such as a dendritic spine, we now present a simulation approach,
where the local biophysical properties are obtained from a large sampling
of single particle data.
The physical model of a receptor motion on a homogenous surface
is the Smoluchowski’s limit of Langevin’s equation. For a receptor
moving on a two-dimensional surface, containing many impenetrable
obstacles, the dynamics is generated by a diffusion coefficient D and a
field of force f,
_X ¼ fðXÞ
g
þ
ﬃﬃﬃﬃﬃﬃ
2D
p
_w; (1)
where w is a two- or three-dimensional standard Gaussian noise term.
Equation 1 represents diffusion on the timescale of thermal fluctuations
of the water after the inertia term is dropped due to overdamping.
The force is from direct electrical interactions. To account for the local
crowding organization, Eq. 1 has to be coarse-grained (see Holcman
et al. (16)) as
_X ¼ bðXÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2DeðXÞ
p
_w; (2)
where b(X) can be a long-range force (in the appropriate units) or a local
drift. Equation 2 represents diffusion on a much coarser spatio-temporal
scale, e.g., on the scale of rare events, such as thermal activation in a corru-
gated potential landscape or of passage through narrow necks, as specified
in Holcman et al. (16) and Holcman and Schuss (24). The spatial scale may
be that of the distance between traps. The effective diffusion coefficient is
De(X) can be computed explicitly in terms of the intrinsic diffusion D (16),
the density, and the geometry of obstacles. The effective diffusion co-
efficient can depend on the location X, whereas the friction coefficient g
remains a constant, because large obstacles contributing in slowing downthe effective diffusion should not affect the local physical properties of
the diffusing particle.
By using an ensemble of trajectories, it is possible to invert Eq. 1 and
extract the local drift and the effective diffusion coefficient. The recon-
struction of the field of forces and the diffusion coefficient is given by
the formula (25–27)
bðXÞ ¼ lim
Dt/0
hXðt þ DtÞ  XðtÞ j XðtÞ ¼ Xi
Dt
; (3)
where h,i represents the average over the trajectories passing through point
X at time t. The inversion procedure requires combining several indepen-dent trajectories passing through each point of the neuronal surface. Simi-
larly, the second moment can be computed aswhere the two-dimensional membrane diffusion coefficient is in general a
tensor Dij. In practice, this tensor reduces to a spatial-dependent diffusion
function (10). We will now speak about diffusion coefficient and not ten-
sors. For completeness, we shall now explain how the drift and the diffusion
coefficient are extracted from empirical data.Extraction of the local dynamics using
nonparametric estimators
We use a dataset consisting of a large number of short trajectories (four
points in average sampled every 50 ms) of receptors moving on neurons,
described in Hoze et al. (10). These data consisted of a massive number
of trajectories generated by the sptPALM method applied to AMPARs on
hippocampal cultured neurons (28). Our goal is to use this data to generate
long-range trajectories.
To extract the local receptor dynamics, we use the ensemble of points
where the number of trajectories falling into the neighborhood of each point
was sufficiently large (~200). These short trajectories cover only a very
small fraction of the space and cannot be used directly to obtain estimates
about transition properties between given regions of interest.
We begin by reconstructing the diffusion coefficient and the drift accord-
ing to the method described in Hoze et al. (10) leading to the local drift
b(X) and the diffusion function D(X) at position X (the value is given at
a given resolution, which is the size r of the squares S(Xc,r) centered at
Xc (Fig. 1 A)). We use the empirical approximation of Eqs. 3 and 4:
For a square S(X,r) centered at X of side r, when there are N(X,r) points
of sampled trajectories y1,.yN falling into S(X,r), such that
y1 ¼ Xi1ðt1Þ;.; yN ¼ XiN ðtNÞ;
we approximate the drift b(X,r) at position X by its classical empirical sumbðX; rÞz 1
NðX; rÞ
XNðX;rÞ
k¼ 1
Xik ðtk þ DtÞ  Xik ðtkÞ
Dt
: (5)
Because r goes to zero and N is fixed, the quality of the approximation in-
creases. The estimator for the drift is almost optimal (29), inasmuch as it
minimizes the Cramer-Rao functional.
Similarly, we approximate the tensor Dij(X,r) at position X and resolu-
tion r byBiophysical Journal 107(12) 3008–3017
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FIGURE 1 Schematic representation of the reconstruction algorithm.
(A) AMPAR trajectories represented on the confocal image of a neuron.
We decompose the image into squares of length r. The drift b and diffusion
D components are computed by averaging the mean velocity and mean
squared differences for the trajectories passing on each square. (B) The
velocity map allows detecting specific features on the neuron, such as
potential wells and properties of dendritic spines. (C) Sequential spatial
filters (see Imaging Analysis, Spatial Filtering, and Numerical Discretiza-
tion for details) requires simulating AMPAR trajectories and recomputing
local values of the drift and diffusion coefficient. Trajectories are simulated
using Euler’s scheme for the stochastic equation _Xt ¼ bðXtÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2DðXtÞ
p
_w.
Parameters are extracted from empirical trajectories. Long trajectories
can now be generated on empirical domains. To see this figure in color,
go online.
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NðX; rÞ

XNðX;rÞ
k¼ 1

Xikðt þ DtÞXikðtÞ

XjkðtþDtÞXjkðtÞ

Dt
:
(6)
The tensor Dij(X,r) contains information about the local organization of the
neuronal surface. In practice, the diffusion is isotropic and the diffusion
tensor Dij is proportional to the identity matrix. A different but problematic
approach is presented in Masson et al. (31).FIGURE 2 Spatial filtering for trajectory simulations. Schematic example
of spatial filtering. A region is divided into small squares: (A) before recon-
struction; (B) after suppression of pixels containing <15 points of trajec-
tories; (C) after suppression of isolated regions; and (D) after application
of the low-pass filter (Eq. 10). We obtained the region U (black and gray),eU0 (white), and the boundary vU (red). To see this figure in color, go online.Imaging analysis, spatial filtering, and numerical
discretization
Our goal is to generate trajectory in the constraint of the image of dendrites
obtained by confocal imaging microscopy. The image resolution (160 nm)
was lower than the localization precision of the trajectories (40 nm). Thus
this difference can create several difficulties for the numerical simulations.
This is the case for artifacts attributable to pixelization, which we resolve
here using a spatial filtering. This filtering is used in particular to smooth
out the possible discontinuities of the diffusion maps introduced during
the discretization of images in square lattices (100 nm). We will describe
below how specific squares of the lattice are removed to avoid specific
artifacts.Biophysical Journal 107(12) 3008–3017We start with the following stochastic approximation of Eq. 1,
_Xc ¼ bðXcÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2DðXcÞ
p
_w; (7)
where b(Xc) and D(Xc) are the piecewise constant value of the drift and the
diffusion coefficient at point X ˛ S(X ,r). This discretization procedure ofc
the space (neuronal dendrite) in small squares S(Xc,r) generates local
discontinuity and artificially nonconnected regions, which we overcome us-
ing a sequence of spatial filters, described schematically in Fig. 1.
Construction of the spatial filter
Small size microdomains such as dendritic spines are reflected by the small
number of squares necessary to represent them (~20 and 30) in Fig. 2 A. The
small number of squares creates additional difficulties for the stochastic
simulation of trajectories: some squares are connected only at corners. In
that case, switching from one square to another by a random discrete
jump corresponds to a rare event. Consequently, the residence time of
such an artificially confined trajectory would be very long, and its compu-
tation falls into the class of escape problem (22,26). But such confined tra-
jectories are artificially restricted and do not have any biological relevance.
To avoid this confinement, we suppressed squares surrounded by the ones in
the ensemble U0, defined as the ensemble of squares not covered by exper-
imental trajectories (squares where the sampling was <15 points),
Filter 1 : U0 ¼

Si;j˛E such that #
	
Xk˛Si;j


<15

; (8)
where E is the ensemble of all squares covering the images. In addition, we
suppressed squares surrounded by squares in U0 at corners, described inFig. 2, B and C. In general, this procedure consists of eliminating squares
as follows: a square of size r and coordinates (i,j) is suppressed when the
four neighbors are in the ensemble U0. The procedure consists of putting
to zero in squares all dynamical quantities
Filter 2 :

Fi;j s 0;
Fiþ1;j ¼ Fi1;j ¼ Fi;j1 ¼ Fi;jþ1 ¼ 0; (9)
Simulations in Empirical Domains 3011where Fi,j is the diffusion coefficient Di,j or the vector field bi,j in the square
of coordinates (i,j). The last part of the procedure, which corresponds to
running a low-pass filter, is to smooth out the diffusion coefficient and
the drift maps (Fig. 2 D). We use the weighted average for the square
centered at (i,j) and surrounded by its four adjacent squares:
Filter 3 : F0i;j ¼ 1=2Fi;j þ1=8

Fi1;j þ Fiþ1;j þ Fi;j1þ Fi;jþ1

:
(10)
Finally, we are left with the ensemble eU0 which consists of U0 plus the
ensemble of squares removed by the filtering procedure. The ensemble of
squares used for the simulation is
U ¼ E  eU0: (11)
To simulate trajectories at each point of the dendrite image, we discretized
Eq. 7 using Euler’s scheme,
Xðt þ DtÞ ¼ XðtÞ þ brðXÞDt þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2DrðXÞDt
p
h; (12)
where h is a two-dimensional normalized Gaussian variable and Dt is the
simulation time step. In region U0 not covered by experimental trajectories,
we took the zero condition s(X)¼ b(X) ¼ 0. The simulated trajectories are
reflected at the boundary vU of the square ensemble.
We applied the three different steps on a dendritic spine: in Fig. 3 , we
show features from trajectories, the filtering sequences, and the trajec-
tories simulated on the reconstructed domains. The input is a confocal
microscopy image of a neuronal cell Fig. 3 A, where the synaptic region
is highlighted. We added the empirical trajectories in Fig. 3 B. The diffu-A
B
C D E
F
I J K
G Hsion map can be extracted from the trajectories using Eq. 6 (Fig. 3 C). We
extracted the diffusion map by applying successively the different filters:
We suppress the squares of low density (containing <15 points of trajec-
tories) (Fig. 3 D); we then applied the low-pass filter (10) (Fig. 3 E). The
same sequence of filters is applied to derive the drift map (Fig. 3, F–H).
Finally, we ran Brownian simulations before filtering (Fig. 3 I), after Fil-
ters 1 and 2 (Fig. 3 J), and the low-pass filter (Fig. 3 K). In absence of
filtering, simulated trajectories can be artificially confined in small square
pixels.Reflecting procedure at a boundary and choice of
the ideal time step
We describe here the procedure to reflect a trajectory at the boundary. If two
consecutive simulated points X(t) and X(t þ Dt), generated by Eq. 12, are
located in different squares, and if the vector X(t)X(t þ Dt) has crossed the
boundary vU, the effective location of the point must be recomputed.
Because the boundary vU is composed of contiguous lines, the new location
X
0
(t þ Dt) is obtained from the zero flux boundary condition, leading to the
Snell-Descartes reflection condition. The reflection point X
0
(t þ Dt) is
computed from X(t þ Dt) by
ðX0ðt þ DtÞ  PÞ:n ¼ ðXðt þ DtÞ  PÞ:n; (13)
where P is the intersection point ofX(t)X(tþ Dt) with the boundary vU and
n is the normal to vU at the boundary point P. The tangent component is
unchanged (26,32). In the case of empirical boundaries (which are not lines
in general) and in the case of curved boundaries, Snell-Descartes reflection
law cannot be applied (32,33).FIGURE 3 Trajectory analysis and simulations
in a resynthesized dendritic spine. (A) Confocal
imaging of a dendritic spine. (B) Set of trajectories
available in the region of panel A. (C–E) Map of
the diffusion coefficient: the region is divided into
small squares, and the diffusion coefficient is ex-
tracted on each square. The initial spatial filtering
consists of eliminating the squares containing less
than a given number of points (15 points). (F)
The low-pass filter (Eq. 10) is applied to the diffu-
sion map (E). (F–H) The same sequence of filters is
applied to the drift map. Large drifts in panel G
correspond to squares containing very few trajec-
tories and are not statistically significant. (I–K)
Simulated trajectories: without filtering (I), after
removing the low-density and isolated squares
(J), and after the low-pass filter (K). To see this
figure in color, go online.
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3012 Hoze and HolcmanThe time step for the simulation associated with Eq. 12 is chosen accord-
ing to the following empirical criteria: a simulated trajectory spends at least
a mean time of 5Dt in an elementary square S(X,r). From Eq. 12, using the
condition
kXðt þ 5DtÞ  XðtÞk%r; (14)
we obtain the following condition on Dt:
25
bðXÞ2Dt2 þ 10DðXÞDt%r2: (15)
Thus, we obtain for each square S(Xk,r), the condition on the time step
DtðXkÞ ¼ DðXÞ
5
bðXÞ2
0@ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ

rjbðXÞj
DðXÞ
2s 1A: (16)
We chose
Dt ¼ min
Xk˛U
DtðXkÞ: (17)
We can now apply the method described above to estimate the residence
time of reconstructed stochastic trajectories in dendritic spines by simu-
lating long trajectories from Eq. 1 and its approximation Eq. 7, starting in-
side the spine head until they reach the dendritic shaft.Description of published data used for the
simulations
The experimental data used for these simulations were published in Hoze
et al. (10) and we recall here the main characteristics: The short SPT trajec-
tories consists of an average number of four points sampled at rate of 50 ms
(median length of the trajectories is 2). We discretized the neuronal image
in a grid where the square length is r ¼ 100 nm. To guarantee a certain
robustness, we analyzed regions where, on average, the number of points
was ~200. The experimental localization precision was 40 nm.
Based on these data, the diffusion coefficient was extracted according to
Hoze et al. (10), which shows a large heterogeneity. The average diffusion
coefficient for spines was Dspine ¼ 0.049 mm2/s, and for dendrites, it was
Ddendrite¼ 0.13 mm2/s. However, for these simulations of trajectories inside
dendritic spines, wewill keep the spatial heterogeneity as shown in Fig. 3 E.RESULTS
Residence time of receptors in dendritic spines
To estimate the residence time of receptors, we applied the
procedure described in the Methods and Theory. We first
estimated the drift and diffusion coefficient and generated
trajectories from Eq. 1. We selected dendritic spines geom-
etry, applied the filtering procedure, and then simulated
long trajectories from the coarse-grained stochastic equation
(Eq. 7).
We applied this procedure to Type-I and -II spines (Fig. 4
A), characterized by the following property: the drift in the
neck is inward for Type I and outward for Type II. We found
that the residence time depends on the spine geometry and
the nature of the spine Fig. 4, B–D: For Type I, we found
a residence time of 81 s, while it is of ~279 s for Type II.Biophysical Journal 107(12) 3008–3017We performed other simulations in the Supporting Material,
showing that the heterogeneity of the residence time de-
pends on the spine geometry.
Furthermore, to compare the residence time obtained with
the statistics of the stochastic simulations with the one esti-
mated from the analytical formulas (21,24), we generalized
(see the Supporting Material) the residence time formula for
a spatial-dependent effective diffusion coefficient. We found
that the residence time on nonsmooth, connected dendritic
spine (24) is given by
htiz L
2pa
Z
Uh
1
DðxÞ dxþ
ZL
0
ZL
z
1
DðsÞ dsdz
þ 1
2p
log

1
2pa
 Z
Uh
1
DðxÞ dx;
(18)
where Uh is the spine head, L is the length, a is the radius of
the narrow cylindrical spine neck, and D(x) is the spatial-
dependent diffusion coefficient.
To assess the contribution of the drift in the residence time,
we performed simulations of pure Brownian trajectories by
setting the drift component in the neck and in the PSD to
zero. We found (Fig. 4, E–G) that the mean residence time
was ~180 s for both spine types. At this stage, we conclude
that the excess of time for Type II is due to the inward drift
inside the neck and the internal potential well at the PSD.Transient versus stable neuronal nanodomains
Receptor trajectories can be attracted by long-range poten-
tial wells. We identified in (10) that the field of force f(X)
in the Langevin equation can be described as the gradient
of a potential U(X) in small regions (of the order of hun-
dreds of nanometers). In first approximation, the potential
is quadratic U(X) ¼ ax2 þ by2 on a small elliptic two-
dimensional domain and zero otherwise. The molecular
nature of these potential remains to be elucidated. In gen-
eral, the wells are of a few hundreds of nanometers in size
and their interaction energy is of a few kT (<6 or between
8 and 10). To study their role, we decided to estimate the
characteristics of the potential wells over time.
We report now the characteristics of three potential wells.
Note that two neighboring wells (Fig. 5, A and B) can have
different fates: the first one is very stable and lasts>1 h with
only a small decay in energy, although there was some local
spatial reorganization (Fig. 5 C). In contrast, the second
neighboring one is very transient (Fig. 5, A and B). It is
only located 700 nm apart from the first one, and disappears
in ~30 min. The changes are drastic both in size and energy.
We conclude that potential wells can be very transient, but
the underlying molecular structure is quite localized:
when a potential well disappears, it does not affect another
one located hundreds of nanometers apart.
AB C D
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FIGURE 4 Residence time of a receptor in a dendritic spine computed from stochastic numerical simulations. (A) Schematic representations and examples
of two types of spines: Type I (respectively, Type II) is characterized by an outward drift (respectively, inward drift). In the microscopy images, the pixel
(legend continued on next page)
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AB
C
FIGURE 5 Time-lapse analysis of two potential wells. (A) Density of points obtained from AMPAR trajectories. (B) Drift map revealing two types of
potential wells: a transient well that disappears after 15 min (yellow) and a very stable one that persists <1 h (white). The score S and the energy are given
for each well. (C) Shape (base and depth) over time of the two potential wells described in panel B. To see this figure in color, go online.
3014 Hoze and HolcmanRegulation of receptor entry into dendritic spines
Although the role of stable potential wells at synapses is to
recruit and maintain receptors, the function of transient po-
tential wells is still unclear. To address their possible role,
we monitored over time a potential well located at the base
of a dendritic spine (Fig. 6, A and B). The time-lapse anal-
ysis of trajectories at the junction between the spine and
dendritic shaft (Fig. 6, C and D) revealed a region of
high density at the base of the spine, which we identified
as a stable potential over a period of 30 min. The charac-
teristics of the well are given in Fig. 6, E and F. Interest-
ingly, as long as the potential well was deep enough
(large energy barrier), dendritic trajectories could not pene-
trate from the dendrite to the spine. However, when the
potential disappeared, we observed a large receptor influx
inside the spine up to the spine head. This result suggests
that the role of the wells is not only to retain receptors
at the postsynaptic density as already shown in (10) but
for the wells located in the dendrite, to additionally preventluminescence indicates the presence of a synaptic molecular marker (Homer). (A
simulations of trajectories exiting a Type-I and a Type-II spine, using Eq. 7. Param
the red spot) ends when it hits the target area (red circle). (C) Histograms of the r
spine types. The values of the rate l of the exponential decays are indicated. (D
One-thousand simulations were performed for each spine. In panels E–G, the d
Biophysical Journal 107(12) 3008–3017receptors from entering into microdomains such as den-
dritic spines.DISCUSSION
Constructing long-range trajectories based on local biophys-
ical properties is now possible, and the procedure consists of
finding the drift and the diffusion coefficient from massive
trajectories filling the available space. We used here the
Langevin’s equation to extract the biophysical properties
from data and then generated long-range trajectories that
would resemble real and ideal trajectories. Trajectories are
generated in a confocal image of a neuron that has been
discretized. This discretization, by making local cavities,
can create a distortion of the motion; these cavities induce
narrow passages that would retain receptors for arbitrarily
long times (22,34). We thus filtered these artificial cavities
and generated trajectories with the parameters obtained
from the original data. The method described here is quiterrow colors represent the angular direction of the drift map.) (B) Brownian
eters are extracted from single particle trajectories. A trajectory (starting at
esidence time showing an asymmetric distribution associated to the different
) Cumulative distribution function of the first time to exit the spine head.
rift in Eq. 7 is set to zero. To see this figure in color, go online.
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FIGURE 6 A potential well on the dendritic shaft prevents receptors from entering into a dendritic spine. Trajectories were acquired once every 15 min. (A)
Confocal image of the dendrite from a cultured hippocampal neuron. (B) Magnification of the region (outlined by the red square in panel A). (C) AMPAR
trajectories between the dendritic shaft and a single spine. (D) Density of points obtained from trajectories of panel C. (E) As long as the potential well at the
base of the spine (red circle) persists, no AMPAR trajectories can enter into the spine. After 45 min, the potential disappears and a large number of trajectories
can be found inside the spine head, maintained by a potential well. (F) Characteristics over time of the potential well at the base (and in the head) of the
dendritic spine. Scale bars in panels C–E: 1 mm. To see this figure in color, go online.
Simulations in Empirical Domains 3015general. It allows computing the residence time of a trajec-
tory from any domain of interest.Residence time of receptors in dendritic spines
We estimated here the residence time of AMPARs in den-
dritic spines from superresolution data. This data allows
us to compute the residence time of receptors in single
dendritic spines, at the molecular resolution (single-
particle tracking), giving a higher precision compared to
FRAP experiments. Indeed, FRAP provides information
at a population level for the fraction of mobile receptors.
The timescale of diffusion in spine heads is in the range
100–222 s (35), which is comparable with the order
reported here. Indeed, we noted that the mean time t1/2
used to fit as a single exponential the FRAP data is pre-
cisely the mean residence time of a receptor in the associ-
ated structure (22). The large disparity in the residence
time of receptors in the spine depends not only on the ge-
ometry (see Fig. S1 in the Supporting Material), but also
on whether or not the spine contains an inward (Type I)
or outward (Type II) drift. An inward membrane drift,
facilitating diffusion of membrane proteins into the spine,
was reported to be dependent on dynamin GTPase activity
(36). Dynamin GTPase activity produces a membrane drift
facilitating the transport of membrane material from shaft
to spine.Regulation of fluxes in dendritic spines
Neuronal dendrites are organized in nanodomains that con-
trol the trafficking of key excitatory and inhibitory receptors
(10,11,31,37). We showed here that some of these domains
can be stable for a timescale of 1 h and others can disappear
at a timescale of tens of minutes. These nanodomains can be
structured by potential wells that reflect the interaction of
receptors with molecular partners. We reported here an
example where a potential well regulates the flux of recep-
tors at the base of a dendritic spine. A similar regulation
restricting diffusion was previously reported in Ashby
et al. (35) based on FRAP analysis: the regulation was
described as imposed by a physical barrier at the neck of
mature mushroom spines.
We attributed here the restriction as a transient potential
barrier possibly generated by local membrane reorgani-
zation due to molecular rearrangement. Such regulations
make the two-dimensional spine surface a chemical com-
partment that can be isolated from the rest of the dendrite
(38). Interestingly, potential wells can appear either as
isolated structures at the PSD inside a synapse (10), or in
clusters in the dendrite, as shown in Fig. 6. These results
open new questions about the nature, the dynamics, and
the regulation of the potential wells over timescale ranging
from minutes to hours. Potentials wells have also been
detected in structures forming rings that confined trajec-
tories (39).Biophysical Journal 107(12) 3008–3017
3016 Hoze and HolcmanThe number of receptors inside the spine is a key com-
ponent of the synaptic strength (1), which is independent
of the receptor subtypes (40). This number depends on the
residence time of moving receptors (13,19). In the two types
of spines (I and II), the residence time is quite different
and controlled by different mechanisms (drift in opposite
directions). The nature of the spines can change at a time-
scale of tens of minutes and a spine of Type I can become
Type II or the converse (10).
The method developed here can in principle be applied to
other trajectories such as GAG-proteins forming the HIV
capsid or any other surface proteins, as long as the number
of recorded trajectories is sufficiently large. The method
could also be applied to simulate three-dimensional trajec-
tories and to reconstruct the surface of a dendritic spine
at the nanometer resolution (of the trajectories); see also
Hoze et al. (41).SUPPORTING MATERIAL
Two figures, one table, and additional supplemental information are
available at http://www.biophysj.org/biophysj/supplemental/S0006-3495(14)
01069-8.
We thank D. Nair, J. B. Sibarita, D. Choquet, and E. Hosy for fruitful dis-
cussions on this subject. The experimental recordings of trajectories were
obtained from the work (10).
N.H. is supported by a Labex MemoLife fellowship.REFERENCES
1. Bredt, D. S., and R. A. Nicoll. 2003. AMPA receptor trafficking at
excitatory synapses. Neuron. 40:361–379.
2. Tomita, S., H. Adesnik, ., D. S. Bredt. 2005. Stargazin modulates
AMPA receptor gating and trafficking by distinct domains. Nature.
435:1052–1058.
3. Schnell, E., M. Sizemore, ., R. A. Nicoll. 2002. Direct interactions
between PSD-95 and Stargazin control synaptic AMPA receptor num-
ber. Proc. Natl. Acad. Sci. USA. 99:13902–13907.
4. Malinow, R., and R. C. Malenka. 2002. AMPA receptor trafficking and
synaptic plasticity. Annu. Rev. Neurosci. 25:103–126.
5. Malinow, R. 2003. AMPA receptor trafficking and long-term potentia-
tion. Philos. Trans. R. Soc. Lond. B Biol. Sci. 358:707–714.
6. Shi, S. H., Y. Hayashi,., R. Malinow. 1999. Rapid spine delivery and
redistribution of AMPA receptors after synaptic NMDA receptor acti-
vation. Science. 284:1811–1816.
7. Triller, A., and D. Choquet. 2003. Synaptic structure and diffusion dy-
namics of synaptic receptors. Biol. Cell. 95:465–476.
8. Giannone, G., E. Hosy,., L. Cognet. 2010. Dynamic superresolution
imaging of endogenous proteins on living cells at ultra-high density.
Biophys. J. 99:1303–1310.
9. Saxton, M. J. 2008. Single-particle tracking: connecting the dots. Nat.
Methods. 5:671–672.
10. Hoze, N., D. Nair, ., D. Holcman. 2012. Heterogeneity of AMPA
receptor trafficking and molecular interactions revealed by superreso-
lution analysis of live cell imaging. Proc. Natl. Acad. Sci. USA.
109:17052–17057.
11. Nair, D., E. Hosy,., J. B. Sibarita. 2013. Super-resolution imaging re-
veals that AMPA receptors inside synapses are dynamically organized
in nanodomains regulated by PSD95. J. Neurosci. 33:13204–13224.Biophysical Journal 107(12) 3008–301712. Holcman, D., and Z. Schuss. 2004. Escape through a small opening:
receptor trafficking in a synaptic membrane. J. Stat. Phys. 117:
191–230.
13. Taflia, A., and D. Holcman. 2007. Dwell time of a Brownian molecule
in a microdomain with traps and a small hole on the boundary. J. Chem.
Phys. 126:234107.
14. Saxton, M. J. 2007. Modeling 2D and 3D diffusion.Methods Mol. Biol.
400:295–321.
15. Saxton, M. J. 1995. Single-particle tracking: effects of corrals.
Biophys. J. 69:389–398.
16. Holcman, D., N. Hoze, and Z. Schuss. 2011. Narrow escape through a
funnel and effective diffusion on a crowded membrane. Phys. Rev. E.
http://dx.doi.org/10.1103/PhysRevE.84.021906.
17. Edidin, M., S. C. Kuo, and M. P. Sheetz. 1991. Lateral movements of
membrane glycoproteins restricted by dynamic cytoplasmic barriers.
Science. 254:1379–1382.
18. Kusumi, A., C. Nakada, ., T. Fujiwara. 2005. Paradigm shift of the
plasma membrane concept from the two-dimensional continuum fluid
to the partitioned fluid: high-speed single-molecule tracking of mem-
brane molecules. Annu. Rev. Biophys. Biomol. Struct. 34:351–378.
19. Holcman, D., and A. Triller. 2006. Modeling synaptic dynamics driven
by receptor lateral diffusion. Biophys. J. 91:2405–2415.
20. Earnshaw, B. A., and P. C. Bressloff. 2006. Biophysical model of
AMPA receptor trafficking and its regulation during long-term potenti-
ation/long-term depression. J. Neurosci. 26:12362–12373.
21. Holcman, D., and Z. Schuss. 2011. Diffusion laws in dendritic spines.
J. Math. Neurosci. 1:10.
22. Holcman, D., and Z. Schuss. 2013. Control of flux by narrow passages
and hidden targets in cellular biology. Rep. Prog. Phys. 76:074601.
23. Saxton, M. J., and K. Jacobson. 1997. Single-particle tracking: appli-
cations to membrane dynamics. Annu. Rev. Biophys. Biomol. Struct.
26:373–399.
24. Holcman, D., and Z. Schuss. 2013. Control of flux by narrow passages
and hidden targets in cellular biology. Rep. Prog. Phys. 76:074601.
25. Schuss, Z. 1980. Theory and applications of stochastic differential
equations. In Wiley Series in Probability and Statistics. John Wiley,
New York.
26. Schuss, Z. 2010. Diffusion and stochastic processes: an analytical
approach. In Vol. 170, Springer Series on Applied Mathematical
Sciences. Springer, New York.
27. Schuss, Z. 2012. Nonlinear filtering and optimal phase tracking. In
Vol. 180, Springer Series on Applied Mathematical Sciences. Springer,
New York.
28. Heine, M., L. Groc,., D. Choquet. 2008. Surface mobility of postsyn-
aptic AMPARs tunes synaptic transmission. Science. 320:201–205.
29. Vestergaard, C. L., P. C. Blainey, and H. Flyvbjerg. 2014. Optimal
estimation of diffusion coefficients from single-particle trajectories.
Phys. Rev. E Stat. Nonlin. Soft Matter Phys. 89:022726.
30. Reference deleted in proof.
31. Masson, J. B., P. Dionne,., M. Dahan. 2014. Mapping the energy and
diffusion landscapes of membrane proteins at the cell surface using
high-density single-molecule imaging and Bayesian inference: applica-
tion to the multiscale dynamics of glycine receptors in the neuronal
membrane. Biophys. J. 106:74–83.
32. Schuss, Z. 2013. Brownian dynamics at boundaries and interfaces. In
Physics, Chemistry, and Biology. Vol. 186, Applied Mathematical
Sciences. Springer, New York.
33. Singer, A., Z. Schuss,., D. Holcman. 2008. Partially absorbed diffu-
sion. SIAM J. Appl. Math. 68:844–868.
34. Holcman, D., and Z. Schuss. 2012. Brownian needle in dire straits: sto-
chastic motion of a rod in very confined narrow domains. Phys. Rev. E
Stat. Nonlin. Soft Matter Phys. 85:010103.
35. Ashby, M. C., S. R. Maier, ., J. M. Henley. 2006. Lateral diffu-
sion drives constitutive exchange of AMPA receptors at dendritic
Simulations in Empirical Domains 3017spines and is regulated by spine morphology. J. Neurosci. 28:7046–
7055.
36. Jaskolski, F., B. Mayo-Martin, ., J. M. Henley. 2009. Dynamin-
dependent membrane drift recruits AMPA receptors to dendritic spines.
J. Biol. Chem. 284:12491–12503.
37. Specht, C. G., I. Izeddin,., A. Triller. 2013. Quantitative nanoscopy
of inhibitory synapses: counting gephyrin molecules and receptor bind-
ing sites. Neuron. 79:308–321.
38. Yuste, R. 2010. Dendritic Spines. MIT Press, Cambridge, MA.39. Hoze, N., and D. Holcman. 2013. Potential wells for AMPA receptors
organized in ring nanodomains. Quant. Biol. arXiv:1309.3436.
40. Granger, A. J., Y. Shi, ., R. A. Nicoll. 2013. LTP requires a reserve
pool of glutamate receptors independent of subunit type. Nature.
493:495–500.
41. Hoze, N., Z. Schuss, and D. Holcman. 2013. Reconstruction of surface
and stochastic dynamics from a planar projection of trajectories.
SIAM J. 6:2430–2449.Biophysical Journal 107(12) 3008–3017
