Abstract. Let G be a compact connected Lie group. The question of when a weighted Fourier algebra on G is completely isomorphic to an operator algebra will be investigated in this paper. We will demonstrate that the dimension of the group plays an important role in the question. More precisely, we will get a positive answer to the question when we consider a polynomial type weight coming from a length function on G with the order of growth strictly bigger than the half of the dimension of the group. The case of SU (n) will be examined, focusing more on the details including negative results. The proof for the positive directions depends on a non-commutative version of Littlewood multiplier theory, which we will develop in this paper, and the negative directions will be taken care of by restricting to a maximal torus.
Introduction
Group algebras L 1 (G) for locally compact groups G are some of the most fundamental examples of Banach algebras, which are in some sense far away from C * -algebras, or more generally (non-self-adjoint) operator algebras, i.e. closed subalgebras of B(H) for some Hilbert space H. For example, L 1 (G) is not Arens regular for infinite group G [34] whilst operator algebras are always Arens regular (see [9, Chapter 4] for exampe). By endowing an appropriate submultiplicative weight function ω : G → [1, ∞) the weighted group algebra L 1 (G, ω) could be closer to operator algebras in some cases. Indeed, if G is a discrete countable group, then some of weighted group algebras ℓ 1 (G, ω) actually become Arens regular [9, Chapter 8] . Varopoulos proved that even more is true [32] . When G = Z and ρ α is the polynomial type weight given by ρ α (x) = (1 + |x|)
α , x ∈ Z, α ≥ 0, ℓ 1 (Z, ρ α ) is isomorphic to a Q-algebra if and only if α > 1 2 . Recall that a Qalgebra is a quotient of a uniform algebra, a closed subalgebra of a commutative C * -algebra C(X) for some compact Hausdorff space X. Since a quotient algebra of an operator algebra is again an operator algebra (see [4, Proposition 2.3.4] for example), Q-algebras are always operator algebras.
The initial motivation of this paper was to consider a non-commutative version of Varopoulos's result. The correct non-commutative analogue of group algebras are Fourier algebras A(G). The discrete-compact duality suggests us that we might get weighted versions of Fourier algebras on certain compact groups which are isomorphic to operator algebras. Recently, the theory of weighted Fourier algebras have been developed by Spronk/Ludwig/Turowska [27] and Lee/Samei [25] under the name of Beurling-Fourier algebras, which we will use as our model of weighted for any π, π ′ ∈ G and σ ∈ G which appears in the irreducible decomposition of π ⊗ π ′ . We define the Beurling-Fourier algebra A(G, ω) by
where f (π) is the Fourier coefficient of f at π ∈ G and · 1 denotes the trace norm. Note that the constant weight ω ≡ 1 gives us the usual Fourier algebra. In this paper we will be mainly interested in the following weights. The first one is ω α , α > 0, the dimension weight of order α given by
If the compact group G is a connected Lie group, then G is generated by a finite generating set S, so that we can consider the associated length function τ S . In this case we have the second kind of weight ω α S , which we call the polynomial weight of order α, given by ω α S (π) = (1 + τ S (π)) α , π ∈ G.
Note that the above weights are of polynomial type. One can also have exponential type weights; the main example be as follows. For 0 ≤ α ≤ 1, we define the exponential weight of order α as γ α (π) = e τS(π)
α , π ∈ G.
See section 3 for the details of the above definitions.
As is usual in the theory of Fourier algebras, we will work in the category of operator spaces. This allows us to use D. Blecher's completely isomorphic characterization of operator algebras requiring the algebra multiplication map to be completely bounded on the Haagerup tensor product [3] . Note that there is no such characterization of operator algebras in the category of Banach spaces [7] .
We summarize the main results of this paper. It turns out that there is an interesting connection between the dimension of the Lie group and the property of being completely isomorphic to an operator algebra. Proofs of these results will be given in Section 4.
and fails to be completely isomorphic to an operator algebra if G = SU (n) and α ≤ n−1 2 . Also A(G, γ α ) is completely isomorphic to an operator algebra if 0 < α < 1.
The situation for the dimension weights is more delicate. First we show that, if G is not simple (as a compact, connected Lie group), then one can not get an operator algebra as an isomorphic image of a Beurling-Fourier algebras on G coming from a dimension weight (see Theorem 4.7). Hence we need to restrict to compact, connected simple Lie groups to achieve positive result. However, even though we have developed the general theory, the computations become extremely technical as the dimension of the Lie group grows even for the most classical case of compact simple Lie group, namely SU (n). Nonetheless, we have the following results which give some evidence that one may obtain various classes of BeurlingFourier algebras coming from dimension weights which are completely isomorphic to operator algebras.
and fails to be completely isomorphic to an operator algebra if α ≤ 1 2 for every n ≥ 2.
It is natural to ask whether the exponent
2 , obtained in the preceding theorems, is optimal. We could demonstrate the optimal exponent of
only for the n-dimensional torus (Theorem 4.3). On the other hand, the negative results obtained for SU (n) are quite smaller than
and we are not aware of any means to improve this gap.
We would like to point out that we can not hope the Beurling-Fourier algebra on SU (n) to be completely isomorphic to a Q-algebra since it may not be even completely isomorphic to a Q-space, a quotient operator space of a closed subspace of a commutative C * -algebra (see Remark 4.6). This paper is organized as follows. In section 2, we develop a non-commutative Littlewood multiplier theory, which is a main tool for the proof of positive results. This requires a heavy use of operator spaces, so that we collect the necessary back ground materials on operator spaces and operator algebras in the beginning of the section. Section 3 starts with a brief introduction of Beurling-Fourier algebras on compact groups and dimension weights. Then the definition of polynomial weights on connected compact Lie groups will follow after some preliminaries of corresponding Lie theory. We will close the section with a more detailed representation theory of SU (n) and restriction results of weights to a maximal torus. In section 4, we present our mains results starting with a complete solution of the problem in the case of n-dimensional torus, and then we focus on polynomial type weights and dimension weights. We will also prove positive results for exponential type of weights. We will study in details the case of SU (n) as our main example of a compact connected, simple Lie group. In the appendix we present two technical proofs concerning estimates of the dimension weight and the exponential weight.
2. Some non-commutative Littlewood multipliers 2.1. Preliminaries on operator spaces and operator algebras. We will assume that the reader is familiar with standard operator space theory including injective, projective and Haggerup tensor products of operator spaces. However, in this section we will recall some operator space theory which is somewhat less standard and will be used frequently later on.
The column and the row Hilbert spaces on a Hilbert space H will be denoted by H c and H r . Note that they are given by H c = B(C, H) and H r = B(H, C).
When dimH = n < ∞, then H c and H r are usually denoted by C n and R n .
For any operator space E ⊆ B(H) and T ∈ CB(C n , E) we have the following concrete formula to calculate the completely bounded norm (shortly, cb-norm) of T .
(2.1)
where
is an orthonormal basis of C n . A similar formula for T ∈ CB(R n , E) is also available. For operator spaces (F i ) i∈I we have
completely isometrically via the following identification.
where P F j : i∈I F i → F j is the canonical projection, which is a complete contraction.
The column and the row Hilbert spaces are closely related to the Haggerup tensor product. In this paper we will more concerned about its dual version, namely the extended Haggerup tensor product. The extended Haggerup tensor product of dual operator spaces E * and F * will be denoted by 
The space L 1 is the predual of the space L ∞ via the following standard duality bracket.
(
Whenever we consider L ∞ and L 1 as operator spaces, we assume their natural operator space structure as a von Neumann algebra and the predual of a von Neumann algebra, respectively.
r are complete contractions. Proof. We will only check the case of id 
, it is enough to show that the formal identity id n : ( √ nS 2 n ) c → M n is a complete contraction for any n ≥ 1. Indeed, by (2.2) we have id
is the canonical projection, which is completely contractive. Moreover, we have
is the formal identity and
is the canonical orthogonal projection, which explains that id c 2,∞ is completely contractive.
For the claim itself we let {e ij } n i,j=1 be the matrix units in M n . Since e ij √ nS 2 n = √ n, (2.1) tells us that
We need to understand the L ∞ -module structure on L 2 as follows.
Combining Corollary 2.6 and Proposition 2.7 we get the following
with the same cb-norm.
Beurling-Fourier algebras on compact groups
In this section we collect basic materials concerning Beurling-Fourier algebras on compact groups.
3.1. Preliminary. Let G be a compact group. We will use the notation
where λ is the left regular representation of G. V N (G) is equipped with the comultiplication
Using representation theory of G we have an equivalent formulation of V N (G), namely
We will frequently use the above identification without further comment. For example, we will understand (A(π)) π ∈ ℓ ∞ -π∈ G M dπ as an element of V N (G). By abuse of notation we will denote Γ transferred to
again by Γ. The formula for the transferred one is the following, which is a folklore, but we include the proof for the convenience of the readers.
up to unitary equivalences.
Proof. It is straightforward to check that the formula holds for λ(x) ∼ = (π(x)) π∈ G for any x ∈ G. Now we apply weak * -density of the linear span of {λ(x) : x ∈ G} in V N (G) to get the result in full generality.
Beurling-Fourier algebras.
We refer the reader to [25, 27] for the details of this section.
Let G be a compact group. We call a function ω :
for any π, π ′ ∈ G and σ ∈ G (see [25, Theorem 2.12] or [27, Section 3]). For any weight ω, we set
Note that W is an unbounded operator in general, but Γ(W ) still can be well-defined also as an unbounded operator ([25, Section 2 and Theorem 2.12]). We may view Γ(W ) as a collection of matrices with possibly unbounded matrix norms. Moreover,
so that the condition (3.1) can be restated as
We define the Beurling-Fourier algebra A(G, ω) by
A(G, ω) can be naturally identified with the space
Thus the dual space is
via the standard duality bracket, which we will denote by V N (G, W −1 ). The above notation is justified by the fact that V N (G, W −1 ) can be identified with {AW : A ∈ V N (G)} endowed with the norm
Thus, we have a canonical isometry V N (G) → V N (G, W −1 ), A → AW , and we equipped an operator space structure on V N (G, W −1 ) using this isometry. Consequently, A(G, ω) has a natural operator space structure as the predual of V N (G, W −1 ), with which A(G, ω) is a completely contractive Banach algebra under the pointwise multiplication. Indeed, the cb-norm of the pointwise multiplication m : A(G, ω) ⊗A(G, ω) → A(G, ω) is known to be the same as the cb-norm of the modified co-multiplication
and the condition (3.1) or (3.3) implies that Γ is completely contractive. We finish this section with the definition of a fundamental example of weights on G.
Clearly ω α satisfies the condition (3.1), and so, it defines a weight on G; it is called the dimension weight of order α.
We would like to point out that if G is abelian, then ω α = 1. Hence the dimension weights are interesting only for compact groups that are far from being abelian.
3.3.
Weights on the dual of compact connected Lie groups. When the group G is a connected compact Lie group, we have another fundamental example of weights on G using the highest weight theory. See [33] or [27, section 5] for the details.
Let g be the Lie algebra of G with the decomposition g = z + g 1 , where z is the center of g and g 1 = [g, g]. Let t be a maximal abelian subalgebra of g 1 and T =expt. Then there are fundamental weights λ 1 , · · · , λ r , Λ 1 , · · · , Λ l ∈ g * with r = dimz and l = dimt such that any π ∈ G is in one-to-one correspondence with its associated highest weight
which is parameterized by r integers (a i )
Note that we adapted the same notations for the weights λ i and Λ j from [27, section 5] .
Let χ i be the character of G associated to the highest weight λ i and π j be the irreducible representation associated to the weight Λ j . Then,
is known to generate G. More precisely, if we denote for every k ≥ 1,
then we have
Now we define τ S : G → N ∪ {0}, the length function on G associated to S, by
.
From the definition, we clearly have
for any π, π ′ ∈ G and σ ⊂ π ⊗ π ′ . This fact allows us to use τ S to construct various weights on G.
Using (3.6), it follows routinely that both ω α S and γ β S satisfy (3.1), and hence, they define weights on G; they are called the polynomial weight of order α and the exponential weight of order β, respectively. When G is abelian (e.g. G = T n ), then our definitions coincide with the classical polynomial and exponential weights on finitely generated abelian groups.
Remark 3.4.
(1) We would like to highlight the fact that the above length function τ S is equivalent to the following 1-norm defined on G:
where the integers a i and b j are defined in (3.5). Indeed, in the proof of [27, Theorem 5.4] , it is proved that there is a constant C depending only on G such that
(2) We may consider a variant of exponential weights of the form e
DτS(π)
β with an additional parameter D > 0. We note that all the results in this paper concerning the weight e τS(π) β still hold in the case of the weight e DτS(π) β with a minor modification of calculations.
3.4.
Weights on the dual of SU (n) and its restriction to a maximal torus. The classical group SU (n) is semisimple, so that we have z = 0. We denote the maximal torus of SU (n) consisting of diagonal matrices by H n ∼ = T n−1 . Then SU (n) is in one-to-one correspondence with (n − 1)-tuples
+ . Note that the canonical generating set is given by
we get a one-to-one correspondence between SU (n) and n-tuples λ = (λ 1 · · · , λ n ) ∈ Z n + satisfying λ 1 ≥ λ 2 ≥ · · · ≥ λ n−1 ≥ λ n = 0. We will denote the n-tuple by λ = (λ 1 · · · , λ n ), which is usually called a dominant weight in Lie theory. See [16] for the details of representation theory of SU (n). Let π λ be the irreducible representation corresponding to λ = (λ 1 · · · , λ n ). Then its length is
and its character function χ λ = χ π λ has the following form when it is restricted to a maximal torus H n = {diag(x 1 , · · · , x n )}:
where T runs through all the semistandard Young tableaux of shape λ with parameters t 1 , . . . , t n . Here the parameter t k , 1 ≤ k ≤ n, is the number of times k appear in the tableau. Moreover,
i=1 λ i and we have the following dimension formula:
Since x 1 · · · x n = 1, we may also write as follows
. Now we turn our attention to the restriction of weights to subgroups. Let H be a closed subgroup of G, and let ω : G → [1, ∞) be a weight. We define the restriction of ω on H, ω H :
Then it is shown in [25, Proposition 3.5] that ω H is a weight on H and the restriction map
is a complete quotient map. We mainly focus on the case when G = SU (n) and H = H n ∼ = T n−1 , a maximal torus of SU (n). We first need to understand the decomposition of π| Hn for any π ∈ G. The following proposition is an immediate consequences of the definition of π λ . We show in the following theorem that if we restrict dimension weights on SU (n) down to H n ∼ = Z n−1 , then we would again get polynomial weights on Z n−1 . Recall the polynomial weight ρ α of order α > 0 on Z n−1 is given by
Theorem 3.6. Let α ≥ 0, and let ω α the dimension weight on SU (n) defined in Definition 3.2. Then the restriction of ω α to H n is equivalent to the polynomial weight ρ (n−1)α on Z n−1 up to constants depending only on n and α. Moreover, A(T n−1 , ρ (n−1)α ) is completely isomorphic with the complete quotient of A(SU (n), ω α ) coming from the restriction to H n .
Proof. Fix n ≥ 2 and P = (p 1 , . . . , p n−1 ) ∈ Z n−1 . By (3.10) and Proposition 3.5, we must estimate the infimum of d λ over all possible χ P ⊂ π λ | Hn ∈ SU (n).
Without loss of generality, we can assume that p 1 ≥ p 2 ≥ . . . ≥ p n−1 since the Schur polynomial is symmetric (so the rearrangement t
. . , t n−1 , t n also appears in a semistandard Young tableau of shape λ), the latter is equivalent to χ P ′ ⊂ π λ | T n−1 , where P ′ is the rearrangement of P in the non-increasing order.
We now consider a particular λ = λ P ∈ Z n + such that χ P ⊂ π λ | T n−1 given by (3.12)
If we set the parameters t 1 , · · · , t n by t n = |p n−1 |, (3.13)
Therefore for each 1 ≤ i ≤ n, we have t i ≥ 0. Note that λ P is a diagram with only one row, so that it is easy to find a semistandard Young tableau of shape λ P in which the weight of each integer j is exactly t j for every 1 ≤ j ≤ n as follows:
Moreover,
On the other hand, let λ be any dominant weight such that χ P ⊂ π λ | T n−1 . Then there exist parameters t 1 , . . . , t n such that p i = t i − t n for every 1 ≤ i ≤ n − 1. Moreover, we have
(t i + t n ) + 1 (3.14)
We also have
where we used the fact that ab ≥ a+b 2 whenever a and b are both at least 1. By combining the preceding inequality with (3.14), we get
. Consequently, we have
(n − 1)! . Since n ≥ 2 and P = (p 1 , . . . , p n−1 ) ∈ Z n−1 are arbitrary, we conclude that for every α ≥ 0,
The final result follows from (3.11) (see also [25, Proposition 3.5]).
We can also make similar estimation for the restriction of weights of polynomial type on SU (n) down to H n ∼ = Z n−1 . We will again obtain polynomial weights on Z n−1 . However, the order will be different and computation become more straightforward. Proof. By Remark 3.4 and (3.8), we can assume that for every π λ ∈ SU (n),
Fix again n ≥ 2 and P = (p 1 , . . . , p n−1 ) ∈ Z n−1 . As in the proof of Theorem 3.6, we can assume that p 1 ≥ p 2 ≥ . . . ≥ p n−1 , and consider a particular λ = λ P ∈ Z n + such that χ P ⊂ π λ | T n−1 by assigning the same parameters λ i and t i as in (3.12) and (3.13). Then
On the other hand, let λ be any dominant weight such that χ P ⊂ π λ | T n−1 . Then we can use (3.14) to get
Putting together the preceding two inequalities, (3.10) and Proposition 3.5, we have
Since n ≥ 2 and P = (p 1 , . . . , p n−1 ) ∈ Z n−1 are arbitrary, we conclude that for every α ≥ 0, 1
The final result again follows from (3.11) (see also [25, Proposition 3.5] ).
In the above we get equivalence of weights since we are working on polynomial types of weights. When we deal with exponential type of weights the above restriction does not guarrantee the equivalence of weights. However, restricting further down to 1-dimensional torus allows us to get an exact formula, which will help us later in section 4.5. Proof. The same approach as in Theorem 3.7 gives us the conclusion. Indeed, we begin with P = (p 1 , 0, . . . , 0) ∈ Z n−1 . Now we set t 1 = λ 1 = |p 1 |, λ 2 = t 2 = · · · = λ n = t n = 0, then it is easy to observe that this choice of parameters can be easily realized in a semistandard Young tableau of shape λ P . Thus, we have
For the converse direction we let λ be any dominant weight such that χ P ⊂ π λ | T n−1 . Then there exist parameters t 1 , . . . , t n such that p 1 = t 1 − t n and 0 = t 2 − t n = · · · = t n−1 − t n . Since the parameters should be realized a semistandard Young tableau of shape λ we clearly have that t 1 , t n ≤ λ 1 , which implies that |p 1 | ≤ λ 1 . Thus, we have
Beurling-Fourier algebras on compact groups which are operator algebras
In this section, we investigate when a Beurling-Fourier algebra on a compact connected Lie group can be completely boundedly isomorphic to an operator algebra. Throughout this section, we use the term "positive result" when such a thing happens and "negative result" when it does not.
Our approach for seeking Beurling-Fourier algebras as operator algebras is based on the following theorem of Blecher ([3] ). In the case of A = A(G, ω) with the operator space structure described in section 3, A(G, ω) is completely isomorphic to an operator algebra if and only if the following map is completely bounded.
Since we already know Γ :
is a complete contraction, we can get the positive direction (i.e. A(G, ω) being completely isomorphic to an operator algebra) if Γ(W )(W −1 ⊗ W −1 ) can be split as a sum of right or left cbmultiplier from V N (G)⊗V N (G) into V N (G) ⊗ eh V N (G), where we could apply non-commutative Littlewood multiplier theory we developed earlier.
The following lemma will be used frequently throughout this section.
Lemma 4.2. 
The case of T
n with polynomial weights. In this subsection, we consider the case of G = T n with polynomial weights. Since T n = Z n and A(T n , ω) ∼ = ℓ 1 (Z n , ω) we can reformulate our problem as follows. The weighted convolution algebra ℓ 1 (Z n , ω) with the maximal operator space structure is completely isomorphic to an operator algebra if and only if the following map is completely bounded.
where T = (T (i, j)) i,j∈Z n is the matrix given by
associated with the weight ω : Z n → [1, ∞). We will present a complete solution focusing on the case of polynomial weight ρ α . Note that the 1-dimensional case has already been established in [32] in the setting of Banach spaces. The authors thankÉric Ricard for providing the main idea of the proof.
For the proof we need some background material of harmonic analysis. Let
According to Nehari's theorem Q is a contractive surjection onto the space of Hankelian matrices (see [28, Section 6] for example). One more ingredient is the Rudin-Shapiro polynomials. Recall that the RudinShapiro polynomials are defined in the following recursive way.
and for k ≥ 0,
By doing an induction on k, it is straightforward to check that the coefficients of
Combining the above two ingredients we get a sequence of Hankelian matrices
where A 2 k is a 2 k × 2 k matrix with entries ±1 satisfying
Theorem 4.3. The weighted convolution algebra ℓ 1 (Z n , ρ α ), α > 0 with the maximal operator space structure is completely isomorphic to an operator algebra if and
Proof. Let T α be the matrix (4.3) associated to ρ α , which means
We need to determine for which value of α, the mapping Γ defined in (4.2) is completely bounded. Clearly we have
c provided that 
Now we recall a sequence of Hankelian matrices
i.e. b i1,··· ,in = a i1 · · · a in . Then the associated Hankel matrix of b, i.e.
and each b i = ±1 we get 
Proof. Suppose that α > d(G)
2 . For simplicity, we write ω instead of ω α S . We set W = π∈ G ω(π)id M dπ ∈ V N (G) be the operator associated to ω and
Then, by (3.2), we have
By (4.1), we need to show that Γ : A → Γ(A)T is well-defined and completely bounded. To achieve this, we will apply the non-commutative Littlewood machinery developed in Section 2 with L ∞ = V N (G) to get the decomposition of the operator T into T = T 1 + T 2 with T 1 ∈ T 2 r and T 2 ∈ T 2 c . In order to do so, we first need to estimate each component of T as follows.
Let π, π ′ ∈ G and σ ⊂ π ⊗ π ′ . Then, by (3.7), we have
whereT 1 ,T 2 ∈ V N (G)⊗V N (G) are positive and central elements defined bỹ 
(see [33, Lemma 5.6.7] ). Similarly,T 2 ∈ T 2 c . Now, by the centrality ofT 2 , we have that for any A ∈ V N (G),
Since the maps
are completely bounded by Corollary 2.6 and Theorem 2.8, we can conclude thatΓ is also completely bounded.
In general, we were not able to obtain the negative result for A(G, ω α S ). In fact, we believe this to be very difficult. However, in the special case when G = SU (n), we have the following: (1) Theorem 4.3 tells us that the exponent
2 is optimal when G = T n whilst by comparing Theorem 4.4 and Theorem 4.5, we see that we have a rather big gap for the case of SU (n). (2) Varapolous showed that A(T, ρ 1 ) is a Q-algebra if and only if α > 1/2 [32] . However, in general we can not expect A(G, ω α S ) to be completely isomorphic to a Q-algebra since it may not be even completely isomorphic to a Q-space. Recall that an operator space E is called a Q-space if it is a operator space quotient of a minimal operator space. More generally, the cb-distance of E from a Q-space is defined by
where the infimum runs over all possible complete isomorphism T : E → F for some Q-space F . Clearly, Q-algebras are Q-spaces. Moreover, we have the following estimates ([4, Proposition 5.4.16]).
Indeed, A(SU (n), ω α S ) contains row Hilbert spaces of arbitrarily large dimensions so that A(SU (n), ω α S ) is not completely isomorphic to a Q-space. 4.3. The case of compact connected non-simple Lie groups with dimension weights. In this section, we show that, for a non-simple compact Lie group G, one can not find a Beurling-Fourier algebra on G which is isomorphic to an operator algebra. Hence we need to restrict our attention to simple cases (such as SU (n)) to obtain operator algebra for dimension weights. Proof. Since G is not simple, by [29, 6.5.6] , G ∼ = (P × T )/A, where P is a product of compact connected simple Lie groups, T is an infinite compact connected abelian group and A is a central subgroup of P ×T . This, in particular, implies that G ′ = G, where G ′ is the derived subgroup of G. Hence G/G ′ is an infinite compact connected abelian group. On the other hand, since G ′ is compact, we can view C(G/G ′ ) as a subalgebra of C(G). With this identification, a straightforward computation shows that, for every
Thus the commutative group algebra ℓ 1 ( G/G ′ ) is a closed subalgebra of A(G, ω α ).
Hence if A(G, ω α ) is isomorphic to an operator algebra, then so is ℓ 1 ( G/G ′ ). However this is impossible because ℓ 1 ( G/G ′ ) is not Arens regular [34] , and so, A(G, ω α ) is not isomorphic to an operator algebra.
4.4.
The case of SU (n) with dimension weights. Let π λ , π µ , π ν ∈ SU (n) with π ν ⊂ π λ ⊗ π µ .
Conjecture 1.
There is a constant C(n) depending only on n such that Proof. The case n = 2 is trivial. The proof for 3 ≤ n ≤ 5 will be presented in the appendix.
Now we consider the case of SU (n) with the dimension weights.
Theorem 4.9. Let ω α be the dimension weight of order α on SU (n) (Definition 3.2). Then:
is completely isomorphic to an operator algebra if 2 ≤ n ≤ 5 and In this section, we will study when the BeurlingFourier algebra A(G, γ α ) is completely isomorphic to an operator algebra. If we want to apply the same approach as before we need to find an appropriate decomposition of the function γ α (σ) γ α (π)γ α (π ′ ) for any π, π ′ , σ ∈ G with σ ⊂ π ⊗ π ′ . However, the lack of subadditivity of the function e τS (π) α makes the problem more complicated. Instead, we use the following estimate. Proof. We present the proof in the appendix B.
Now we have the results for exponential weights. Note that in the case of exponential weights we have a better understanding of the negative results. Proof. First assume that 0 < α < 1 and take β ≥ max 1, 6 α(1 − α)
. Then, by Proposition 4.10, we have
If we take β large enough, then by a similar argument to the one presented in the proof of Theorem 4.4, we can conclude that A(G, γ α ) is completely isomorphic to an operator algebra. This proves (i).
For part (ii), similar to the proof of Theorem 4.7, we can show that the commutative Beurling algebra ℓ 1 ( G/G ′ ,γ α ) is a closed subalgebra of A(G, γ 1 ), wherẽ γ α = (γ α )| G/G ′ . Hence if A(G, γ 1 ) is isomorphic to an operator algebra, then so is and so, it can not be isomorphic to an operator algebra. Therefore ℓ 1 ( G/G ′ ,γ α ) can not be isomorphic to an operator algebra. This completes the proof of (ii).
Finally, if G = SU (n), then by Theorem 3.8 we have that ℓ 1 (Z, e |·| ) is a complete quotient of A(SU (n), γ 1 ). Hence A(SU (n), γ 1 ) is not isomorphic to an operator algebra since quotients of operator algebras are again operator algebras (see [4, Proposition 2.3.4] for example).
Remark 4.12. We note that when α = 0 we have A(G, γ 0 ) = A(G), which is not Arens regular by [15] . Hence it can not be isomorphic to an operator algebra.
Appendix A. Solution of the conjecture for 3 ≤ n ≤ 5 Let π λ , π µ , π ν ∈ SU (n) with π ν ⊂ π λ ⊗ π µ . The Littlewood-Richardson rule tells us that
Now we have
1≤i<j≤n (λ i − λ j + j − i) 1≤i<j≤n (µ i − µ j + j − i) = I · II with I = ν 1 + n − 1 (λ 1 + n − 1)(µ 1 + n − 1) and II is the rest of the factors. For I we clearly have I ≤ λ 1 + µ 1 + n − 1 (λ 1 + n − 1)(µ 1 + n − 1)
Thus, we can prove the conjecture once we get the following estimate.
(A.1) II ≤ C(n).
We will introduce the following notations for simplicity. µ ij ≤ C ′ (n)
for non-zero integers λ ij and µ ij . Note also that it is not clear whether the case of SU (n − 1) is included in the case of SU (n).
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