Abstract. We consider positive solutions to the singular semilinear elliptic equation
1 u γ + f (u), in bounded smooth domains, with zero Dirichlet boundary conditions. We provide some weak and strong maximum principles for the H 1 0 (Ω) part of the solution (the solution u does generally not belong to H 1 0 (Ω)), that allow to deduce symmetry and monotonicity properties of the solutions, via the Moving Plane Method.
introduction
In this paper we study symmetry and monotonicity properties of the solutions to the problem (1.1)
in Ω, u = 0 on ∂Ω.
where γ > 0, Ω is a bounded smooth domain and u ∈ C(Ω) ∩ C 2 (Ω). Our main results will be proved under the following assumption (H p ) f is locally Lipschitz continuous, non-decreasing, f (s) > 0 for s > 0 and f (0) ≥ 0.
As a model problem we may consider solutions to −∆ u = 1 u γ + u q with q > 0. Since the pioneer results in [7] and [17] , singular semilinear elliptic equations have been considered by several authors. We refer to [2, 3, 4, 5, 6, 8, 11, 12, 13, 14, 16] . The variational characterization of problem (1.1) is not trivial. In fact, already in the case f ≡ 0, the condition γ < 3 is necessary to have solutions in H 1 0 (Ω) and to have the associated energy functional I = +∞, see [14] . A first attempt in this direction can be found in [11] in the case γ ≤ 1. Later in [5] a general approach was developed for any γ > 0. The main idea in [5] , that will be a key ingredient in the present paper, is a translation of the energy functional and of the functions space used, based on the decomposition of the solutions of (1.1) as
is the solution to the problem:
The solution u 0 is unique (see Lemma 2.8 in [5] ) and can be found via a sub-super solution method like in [5] or via a truncation argument as in [3] . It follows by the comparison argument used in the proof of [5] that the solution u 0 is continuous up to the boundary and is bounded away from zero in the interior of Ω. This latter information also follows by [3] where the solution u 0 is obtained as the limit of an increasing sequence of positive solutions to a regularized problem.
γ consequently can be understood in the weak distributional sense with test functions with compact support in Ω, that is
Actually, the solution is fulfilled in the classical sense in the interior of Ω by standard regularity results, since u 0 is strictly positive in the interior of the domain.
In any case, taking into account [14] , for γ ≥ 3 u 0 does not belong to
The proof of our symmetry result is based on the well known Moving Plane Method (see [15] ), that was used in a clever way in the celebrated paper [9] in the semilinear nondegenerate case. Actually our proof is more similar to the one of [1] and is based on the weak comparison principle in small domains.
Because of the singular nature of our problem, we have to take care of two difficulties, namely:
This causes that a straightforward modification of the moving plane technique is not possible in our setting and for this reason we need a new technique based on the decomposition in (1.2).
Let us state our symmetry result:
2 (Ω) be a solution to (1.1) with f satisfying (H p ). Assume that the domain Ω is strictly convex w.r.t. the ν−direction (ν ∈ S N −1 ) and symmetric w.r.t. T ν 0 , where
Then u is symmetric w.r.t. T For the reader's convenience, we describe here below the scheme of the proof.
(i) Since, by [3] , u 0 is the limit of a sequence u n of solutions to a regularized problem (3.7), we deduce symmetry and monotonicity properties of u n , and consequently of u 0 , applying the moving plane procedure in a standard way to the regularized problem (3.7). (ii) By (i), recalling the decomposition in (1.2) : u = u 0 + w, we are reduced to prove symmetry and monotonicity properties of w. To do this, in Section 4, we prove some comparison principles for w needed in the application of the moving plane procedure. (iii) In Section 5, we carry out the adaptation of the moving plane procedure to the study of the monotonicity and symmetry of w. It is worth emphasizing that the moving plane procedure is applied in our approach only to the H 1 0 (Ω) part of u. Note also that Theorem 1.1 is proved in Section 6 exploiting the more general result Proposition 5.1.
Notations
To state the next results we need some notations. Let ν be a direction in R N with |ν| = 1. Given a real number λ we set
′ may be not contained in Ω. Also we take
and
Recalling the decomposition of the solutions of (1.1) (see (1.2)) as
Symmetry properties of u 0
Basing on the construction of the solution u 0 of (1.3) we prove in this section some useful symmetry and monotonicity results for u 0 .
we have
The existence of u n was proved in [3] and the uniqueness follows by [5] . Since the problem is no more singular, by standard elliptic estimates it follows that u n ∈ C 2 (Ω). Therefore we can use the moving plane technique exactly as in [1, 9] to deduce that the statement of our proposition holds true for each u n . By [3] u n converges to u 0 a.e. as n tends to infinity and therefore (3.5) follows passing to the limit. Finally in the same way
and therefore (3.6) follows via the strong maximum principle.
As a consequence of Proposition 3.1, we get
be the solution of (1.3) and assume that the domain Ω is strictly convex w.r.t. the ν−direction (ν ∈ S N −1 ) and symmetric w.r.t. T 
Then it follows that g γ ≤ 0 in D.
Proof. Since x ≤ z, by direct calculation we get
Therefore we are reduced to prove that
For x = 0 the thesis follows immediately. For x > 0 we note that
and the conclusion follows exploiting the fact that, for 0 < x ≤ z fixed, the functioñ
(Ω) be a solution to problem (1.1) with γ > 0. Assume that Ω is a bounded smooth domain and that f is locally Lipschitz continuous, f (s) > 0 for s > 0 and f (0) ≥ 0. Let w be given by (1.2).
Then it follows
. By hypothesis on f , it follows that u is a super-solution (following Definition 2.5 in [5] ) to the equation −∆v = 1 v γ . Therefore, by Lemma 2.8 in [5] we get that u ≥ u 0 in Ω and therefore w ≥ 0 in Ω . Now let us show that w > 0 in the interior of Ω via the maximum principle exploited in regions where the problem is not singular. More precisely let us assume by contradiction that there exists a point x 0 ∈ Ω such that w(x 0 ) = 0 and let r = r(x 0 ) > 0 such that B r (x 0 ) ⊂⊂ Ω. We have, in the classical sense, in B r (x 0 )
Since u 0 (x 0 ) > 0 we can assume that u 0 is positive in B r (x 0 ). Therefore we get that
for some bounded coefficient c(x). Thus there exists Λ > 0 such that
By the strong maximum principle we get w ≡ 0 in B r (x 0 ) and by a covering argument that w ≡ 0 in Ω. But w ≡ 0 in Ω implies f = 0 and we get a contradiction.
Proposition 4.3 (A strong maximum principle).
Let a(ν) < λ < λ 1 (ν) and
is a solution to (1.1) with f satisfying (H p ). Let w be given by (1.2) and assume that
Then it holds the alternative ∂ w ∂ν
Proof. Let us use the short hand notation w ν := 
We recall now that u is bounded away from zero in Ω ′ , and therefore we find Λ > 0 such that
so that the conclusion follows by the standard strong maximum principle [10] .
Proposition 4.4 (Weak Comparison Principle in small domains
Then there exists a positive constant
Proof. We have
in Ω, (4.9)
we can consider a sequence of positive functions ψ n such that
We can also assume that supp ψ n ⊆ supp (w −w ν λ ) + . We plug ψ n into the weak formulation of (4.8) and (4.9) and subtracting we get 1 Note that, even if f ′ exist a.e., the term f ′ (u)(w ν + u 0ν ) makes sense in the weak Sobolev meaning thanks to Stampacchia's Theorem.
Recalling that u 0 and u 0 ν λ solve (1.3) we deduce 
and then
We now pass to the limit for n → ∞, we get
and by Poincaré inequality
For δ small it follows that C C p (Ω ′ ) < 1 which shows that actually (w − w in Ω ν λ , we get 
