Abstract Automata theory, algorithmic deduction and abstract interpretation provide the foundation behind three approaches to implementing program verifiers. This article is a first step towards a mathematical translation between these approaches. By extending Büchi's theorem, we show that reachability in a control flow graph can be encoded as satisfiability in an extension of the weak, monadic, second-order logic of one successor. Abstract interpreters are, in a precise sense, sound but incomplete solvers for such formulae. The three components of an abstract interpreter: the lattice, transformers and iteration algorithm, respectively represent a fragment of a first-order theory, deduction in that theory, and second-order constraint propagation. By inverting the Lindenbaum-Tarski construction, we show that lattices used in practice are subclassical first-order theories.
Introduction
Verification with satisfiability solvers, the automata-theoretic approach and abstract interpretation provide three approaches for checking if an assertion in an imperative program may be violated. At a high level, each technique can be viewed as proving a statement of the form below. In solver-based approaches, bounded executions of a program P are encoded as a formula Exec(P). An assertion is not violated if the formula Exec(P) ⇒ ¬Err is true, which is determined by checking if Exec(P) ∧ Err is satisfiable [3] . In the automata-theoretic approach, executions of a program and erroneous executions are represented using automata. The assertion is not violated if the language of the product automaton L (A p × A Err ) is empty [42] . In abstract interpretation, an assertion is verified by computing an invariant and checking if the invariant contains an error state. The invariant and error states are represented as elements of a lattice A. The assertion is not violated if the meet P A Err A is the bottom element of the lattice A [9] . These approaches have complementary strengths, which we now review. The strengths of smt solvers include efficient Boolean reasoning, complete reasoning in certain theories, theory combination, proof generation and interpolation. The strengths of the automata-theoretic approach are the use of automata to represent infinitary behaviour and the use of graph algorithms to reason about temporal properties. The strengths of abstract interpreters are the use of approximation to overcome the theoretical undecidability and practical scalability issues in program verification and the use of widening to generalize from partial information about a program to invariants.
Exec(P)
The complementary strengths of these approaches has led to multiple theoretical and practical effort to combine them. [13] and [24] describe two different efforts that combine automata and smt solvers. The notes of the Dagstuhl seminar by [28] , provide an overview of research combining abstract interpretation and satisfiability, while the work of [12] generalizes automata to operate on abstract domains. Despite these advances, a major impediment to combining these approaches is that they are formulated in terms of different mathematical objects. These mathematical differences translate into practical differences in the interfaces implemented by tools using each approach, which leads to further impediments to combining approaches. Conceptually, solver algorithms are formulated in terms of models and proofs, automata-theoretic algorithms in terms of graphs, and abstract interpretation is presented in terms of lattices and fixed points.
Content and Contribution
This paper applies classical results in logic to relate abstract interpreters for reachability analysis with the automata-theoretic approach and the satisfiabilitybased approach. One conceptual consequence of our work is to show that abstract interpreters are, in a precise sense, solvers for satisfiability of a special family of formulae in monadic, second-order logic. A second, conceptual consequence of our work is in showing that certain lattices used in abstract interpreters are subclassical fragments of first-order theories. Fig. 1 summarises the technical concepts in the paper. [7] showed that the sets definable by the weak, monadic, second-order logic of one successor (ws1s) are regular languages. The modern proof of this statement involves an encoding of an automaton in ws1s, and a compilation of a ws1s formula into an automaton. Intuitively, the language of an automaton A is an element L (A ) of the lattice of languages and the set mod(ϕ) of models of a formula ϕ is an element of lattice of subsets of structures over which formulae are interpreted. In § 2 we adapt the translation of automata to ws1s to encode erroneous executions in a control-flow graphs (cfgs) as a satisfiability problem.
Our second contribution, in § 3, is to show how a simple abstract interpreter is, in a precise sense, a solver for satisfiability of ws1s(t) formulae. The main components of an abstract interpreter are a lattice, monotone functions called transformers, and an invariant map that associates lattice elements with control locations. We show that these components are, respectively, approximations of first-order structures, of relations between first-order structures, and sequences of first-order structures. An abstract interpreter performs constraint Fig. 1 To check if an error location Err is reachable in a program P, one can check if the language of an automaton L (A ) is empty, if a formula has no models mod(ϕ), or if an element of a lattice is bottom. Büchi showed how to translate directly between automata and ws1s and by applying his construction, we obtain a logic for describing erroneous executions in a control-flow graph. Abstract interpreters solve such formulae using approximations of the lattice of sets of executions. The Lindenbaum-Tarski construction allows for generating a lattice from a logic and by inverting it, we identify logics and proof systems corresponding to lattices in abstract interpretation propagation using assignments to second-order variables, similar to propagation techniques in sat solvers. Our third contribution, summarized in Table 1 with details in § 4 and § 5 is to give a logical account of certain lattices used in abstract interpretation. A lattice can be viewed as a logic in which the concretization function defines the model-theoretic semantics and the partial order defines the proof-theoretic semantics. We use the Lindenbaum-Tarski construction [34] to show that the proof systems we identify characterize existing lattices up to isomorphism. In particular, we give logical characterizations of the lattices of signs, constants and intervals, all of which are commonly used and studied in abstract interpretation.
Note. This article extends preliminary results announced in [14] with new formalization, results and complete proofs. The characterization of an analyzer as a solver in § 3 adds a formalization and proof of the soundness of propagation and clarifies the connection to propagation in sat solvers. § 4 and § 5 provide complete proofs of the proof-theoretic material and add a model-theoretic justification for the logics we choose.
Reachability as Second-Order Satisfiability
In this section, we introduce a new logic in which one can encode reachability of a control location as a satisfiability problem without an apriori bound on the length of an execution. We show how the logical encoding of reachability follows from a straightforward extension of Büchi's theorem.
Weak Monadic Second Order Theories of One Successor
Notation. We use= for definition. Let P(S) denote the set of all subsets of S, called the powerset of S, and F(S) denote the finite subsets of S. Given a function f : A → B, f [a → b] denotes the function that maps a to b and maps c distinct from a to f (c).
Our syntax contains first-order variables Vars, functions Fun and predicates Pred. The symbols x, y, z range over Vars, f, g, h range over Fun and P, Q, R range over Pred. We also use a set Pos of first-order position variables whose elements are i, j, k and a set SVar of monadic second-order variables denoted X, Y, Z . Second-order variables are uninterpreted, unary predicates. We also use a unary successor function suc and a binary, successor predicate Suc.
Our logic consists of three families of formulae called state, transition and trace formulae, which are interpreted over first-order structures, pairs of first-order structures and finite sequences of first-order structures, respectively. The formulae are named as such because when modelling programs, first-order structures model states, pairs of first-order structures model transitions, and sequences of first-order structures model program executions.
The formula suc(x) = t expresses that the value of the first-order variable x after a transition equals the value of the term t before the transition. The formula Suc(i, j) expresses that the position j on the trace occurs immediately after position i. The formulae ϕ(i) and ψ(i) express that the state formula ϕ and the transition formula ψ hold at position i on a trace. Though similar, ws1s(t) and ws1s are incomparable, because ws1s(t) contains first-order variables and terms, which ws1s does not, but ws1s allows for second-order quantification, which ws1s(t) does not. State formulae are interpreted with respect to a theory T given by a first-order interpretation (Val, I ), which defines functions I ( f ), relations I (P), and equality = T over values in Val. A state maps variables to values and State= Vars → Val is the set of states. The value t s of a term t in a state s is defined as usual.
As is standard, s | T ϕ denotes that s is a model of ϕ in the theory T .
A transition is a pair of states (r, s) and a transition formula is interpreted at a transition. 
. We explain the partition condition shortly. A ws1s(t) structure (τ, σ ) consists of a trace τ of length k and a k-assignment σ . A trace formula is interpreted with respect to a ws1s(t) structure, as defined below.
if the position i is in the set of positions associated with X . Note that the semantics of a transition formula ψ(i) is only defined if σ (i) is not the last position on τ . A trace formula Φ is satisfiable if there exists a trace τ and assignment σ such that (τ, σ ) | Φ. We assume standard shorthands for ∨, ⇒ and ∀, and write Φ | for | Φ ⇒ .
Example 1
We give examples of ws1s(t) formulae, which are also ws1s formulae and which we will use later in the paper. The ws1s formula First(i)= ∀ j.¬Suc( j, i) is true at the first position on a trace and Last(i)= ∀ j.¬Suc(i, j) is true at the last position. See [18, 41] for more examples.
The standard encoding of transitive closure of the successor relation in ws1s involves second-order quantification, so this encoding does not carry over. There may be other ways to encode transitive closure, depending on the underlying theory, but we do not explore this direction here because second-order quantification is not required for the specific class of formulae that we consider.
Encoding Reachability in WS1S(T)
Büchi showed that a language is regular if and only if it arises as the set of models of a ws1s formula. The modern proof that a regular language is definable in ws1s [18, 41] encodes the structure and acceptance condition of a finite automaton using second-order variables. We now extend this construction to encode the set of executions that reach a location in a control-flow graph (cfg) as the models of a ws1s(t) formula. In the next section, we will show how an abstract interpreter is, in a precise sense, a solver for this formula.
A command is an assignment x : = t of a term t to a first-order variable x, or is a condition [ϕ] , where ϕ is a state formula. A cfg G = (Loc, E, in, Ex, stmt) consists of a finite set of locations Loc including an initial location in, a set of exit locations Ex, edges E ⊆ Loc×Loc, and a labelling stmt : E → Cmd of edges with commands. To simplify the presentation, we require that every location is reachable from in, and that exit locations have no successors.
We define an execution semantics for cfgs. We assume that terms in commands are interpreted over the same first-order structure as state formulae. The formula Same V below expresses that variables in the set V are not modified in a transition and Trans c is the transition formula for a command c.
The transition relation of a command c, is the set of models The safety properties checked by abstract interpreters are usually encoded as reachability of locations in a cfg. The formula Reach G,L below encodes reachability of a set of locations L in a cfg G as satisfiability in ws1s(t). The first line below is an initial constraint, the second is a set of transition constraints indexed by locations, and the third line encodes final constraints.
In intuitive terms, in a model (τ, σ ) of the formula above, σ describes control-flow and τ describes data-flow. The trace τ contains states but not locations. A second-order variable X v represents the location v and σ (X v ) represents the points in τ when control is at v. The initial constraint ensures that the first location of an execution is in. The final constraint ensures that execution ends a location in L. In a transition constraint, X v ( j) ∧ Suc(i, j) expresses that the state τ ( j) is visited at location v and its consequent expresses that the state τ (i) must have been visited at a location u that precedes v in the cfg and that (τ (i), τ ( j)) must be in the transition relation (u, v) . 
where τ is a trace of length k. Define a sequence ρ with ρ(i)= (u, τ (i) ) where i ∈ σ (X u ). As σ induces a partition of [0, k − 1], there is a unique u with i in σ (X u ). We show that ρ is an execution reaching L. The initial constraint guarantees that ρ(0) is at in and the final constraints guarantee that ρ ends in L. The transition constraints ensure that every step in the execution traverses an edge in G and respects the transition relation of the edge.
We believe this is a simple yet novel encoding of reachability, a property widely checked by abstract interpreters, in a minor variation of a known logic. By viewing the problem of reachability in a cfg in terms of satisfiability of Reach G,L , we can connect the abstract interpretation approach with the automata-theoretic approach and with satisfiability-based approaches. Abstract interpreters operate on cfgs, which can be viewed as generalizations of automata. In addition, as we show in subsequent sections, abstract interpreters can be viewed as solving Reach G,L using deductive techniques. Thus, at a conceptual level, abstract interpreters use a hybrid of the automata-theoretic and logical approaches. This example highlights important differences between ws1s(t) and encodings of program correctness in terms of set constraints [2] or second-order Horn clauses [19] . Invariants, which are solutions to constraints generated in these approaches, are formulae whose models include all reachable states. In contrast, a model of Reach G,L only involves states that occur on a single execution. Note that other formalisms allow for encoding a broader range of problems. Our intent with ws1s(t) though is to give a logical account of abstract interpreters, and not to solve arbitrary formulae. lattice elements. An abstract interpreter updates the invariant map by applying transformers to lattice elements. We now show how an abstract interpreter performs second-order constraint propagation.
Lattice Theory We recall elements of lattice theory. A lattice (A, , , ) is a set A equipped with a partial order , a binary greatest lower bound , called the meet, and a binary least upper bound , called the join. A poset with only a meet is called a meet-semi-lattice. A lattice is bounded if it has a greatest element , called top, and a least element ⊥ called bottom.
Pointwise lifting is an operation that lifts the order and operations of a lattice to functions on the lattice. Consider the functions f, g : S → A, where S is a set and A a lattice as above.
for all x, while the pointwise meet f g is a function that maps
Let (P(S), ⊆) be the lattice of all subsets of S ordered by inclusion. A bounded lattice (A, ) is an abstraction of (P(S), ⊆) if there exists a monotone concretization function
Propagation Rules Propagation rules in a solver describe updates to data-structure that represents potential solutions using constraints that were present in or deduced from an input formula. We present a formalization of propagation based on the formalization of satisfiability algorithms by [30] . We only consider propagation, which is the main operation of an abstract interpreter. We first recall the unit rule used in sat solvers.
Example 3
Recall that a literal is a Boolean variable or its negation and a clause is a disjunction of literals. An assignment σ : Vars → {tt, ff} maps each variable to a Boolean value, while in a partial assignment π : Vars → {tt, ff, }, a variable may also be unknown, denoted . A partial assignment π extends π if for all p with π( p) = , it holds that π( p) = π ( p). The definition of an assignment extending a partial assignment is similar.
A partial assignment π satisfies a variable p if π( p) = tt, satisfies the literal ¬ p if π( p) = ff, and satisfies a clause if it satisfies at least one literal in the clause. The partial assignment is in conflict with a clause if it makes every literal in the clause ff.
The unit rule asserts that if π is a partial assignment and C ∨ is a clause, and the variable p in has the unknown value in π, and π is in conflict with C, then π must be extended to π that satisfies . The unit rule has the property that every assignment σ that extends π and satisfies C ∨ also extends π . During Boolean Constraint Propagation in a sat solver, a partial assignment π is repeatedly extended by the unit rule. If some extension of π derived by unit rule applications is in conflict with a clause in the formula, no extension of π satisfies the formula.
Let Form be the set of formulae in a logic and Struct be the set of structures over which formulae are interpreted. The function mod : Form → P(Struct) maps a formula to its set of models. Let (A, ) be an abstraction of (P(Struct), ⊆) with concretization γ . We view the lattice A as a data-structure representing potential solutions of a formula. A propagation rule is a set of rules of the form (ϕ, a) a that describe how an element a is modified given a formula ϕ. A propagation rule is sound if every model of ϕ in a is also in a :
Example 4 Consider the set PAsg consisting of partial assignments over variables Vars and an element ⊥. Define a relation π π to hold if π is ⊥ or if π extends π . [16] showed that (PAsg, ) is an abstraction of (P(Struct), ⊆) in which the concretization γ maps π to the set of assignments that extend it. Let Form be a set of cnf formulae. The unit rule contains elements (ϕ, π) π where π extends π to satisfy some clause in ϕ.
We introduce abstract assignments to model abstractions of ws1s(t) structures. Consider the lattice (P(State), ⊆, ∩), where State is Vars → Val. Let (A, , ) be an abstraction of this lattice with concretization γ . Recall that SVar is the set of second-order variables. An abstract assignment is an element of Asg A= SVar → A, which forms a lattice (Asg A , , ), in which the order and meet are defined pointwise. When convenient, use lambda expressions to define abstract assignments. An abstract assignment abstracts ws1s(t) structures by retaining set of states at each program location but forgetting the order in which states are visited.
Lemma 1 Let (A, ) be an abstraction of the lattice P(State, ⊆) with concretization γ , and Struct be the set of ws1s(t) structures for interpreting formulae over a set SVar of second-order variables. The lattice of abstract assignments (Asg A , , ) is an abstraction of (P(Struct), ⊆).
Proof Let Struct be the set of pairs (τ, σ ) of ws1s(t) structures. We show that the function conc : Asg A → P(Struct) below is a concretization function.
There are three properties to show. The least element of Asg A is λX.⊥ and the greatest is λX. . Since γ (⊥) = ∅ and γ ( ) = State, we have that conc(λX.⊥) = ∅ and conc(λX. ) = Struct. The monotonicity of conc follows from that of γ .
In Lemma 1, the lattice A abstracts states and Asg A abstracts ws1s(t) structures. Transitions are abstracted by transformers. A relation R ⊆ S × S generates a successor transformer post R : P(S) → P(S) that maps every X ⊆ S to its image R(X ). We write post c for the successor transformer of the transition relation of a command c, and similarly write post e for the transformer of the command labelling a cfg edge e. We write apost c and apost e for the corresponding abstract transformers.
An abstract interpreter can be viewed as a solver for the formula Reach G,L . The abstract interpreter begins with the abstract assignment λY. indicating that every structure may be a model of Reach G,L . Abstract assignments are updated using the propagation rule below. If a location in L is not reachable, the formula is unsatisfiable, as deduced by the conflict rule.
We highlight two differences between Boolean constraint propagation (bcp) and propagation in an abstract interpreter. First, abstract assignments are updated with lattice elements, not extended with values. Second, bcp extends a partial assignment from π to π π. However, if an abstract interpreter generates asg from asg, then asg (X v ) asg(X v ) for locations v outside loops, but the converse may hold for locations inside a loop. The theorem below expresses the soundness of propagation.
Lemma 2 If Asg A is an abstraction of (P(Struct), ⊆) and the abstract transformers are sound, the propagation rule is sound.
Proof Consider a formula Reach G,L , an abstract assignment asg and a structure (τ, σ ) in mod(Reach G,L ) ∩ conc (asg) . By definition of conc, the set S w= {τ (i) | i ∈ σ (X w )} is contained in γ (asg(X w )) for every location w. Consider also a location v such that σ (X v ) = ∅ and asg = asg[X v → d] as in the propagation rule, By the semantics of ws1s(t), there exists i + 1 in σ (X v ) and some location u such that (u, v) is an edge, i is in σ (X u ), and (τ (i), τ (i + 1)) is a model of the transition formula Trans (u,v) . From the definition of the successor transformer it follows that τ (i + 1) is in post (u,v) (S u ) , and by monotonicity, it also follows that τ (i + i) is in (u,v) post (u,v) (S u ). Since the abstract transformers are sound, we have that τ (i + 1) is in (u,v) apost (u,v) 
Theorem 2 captures the use of an abstract interpreter as a solver for satisfiability of Reach G,L . Since the abstract interpreter begins with λX. , and propagation is sound, and unsat is only reached if conc(asg) is the empty set we can soundly conclude that Reach G,L has no models.
Theorem 2 If the repeated application of the propagation and conflict rules leads to unsat, the formula Reach G,L is unsatisfiable.

Fragments of First-Order Theories
The description of an abstract interpreter as a solver in the previous section was agnostic of the domain and transformers used. We now identify logical theories corresponding to lattices used in practice and in § 5 we show how these theories characterize the lattices of constants, signs and intervals up to isomorphism.
First-Order Theories
All the theories we consider in this section are fragments of integer arithmetic. We assume a set of first-order variables Vars, the integer constants, functions for binary addition and multiplication, denoted x + y and x · y respectively, and the relational symbols <, ≤, > and ≥. All these symbols have their standard interpretation over the integers, Z. For the remaining sections, a structure σ in Struct= Vars → Z is a map from variables to integers. We assume the standard model theoretic semantics for formulae and write σ | ϕ if the structure σ satisfies the formula ϕ.
Logical Languages
consists of a set of formulae, a proof system, and an interpretation | L ⊆(Struct × L ) of those formulae over structures. The logics we consider are interpreted over the same structures, so we usually omit | L . We use logical languages to give proof-theoretic characterizations of the lattices in an abstract domain. We present the set of formulae with a grammar and present the proof system as a sequent-style calculus.
The three logical languages we introduce are sign logic, constant logic and interval logic. The names for these languages derive from the names of the abstract domains they model. Each grammar below defines a set of formulae in terms of atomic formulae, logical constants and connectives. All the languages contain unary predicates and are closed under conjunction but not under disjunction or negation. The languages also contain the symbol tt for the logical constant true.
The language S models the domain of signs. The three atomic formulae in S express that a variable is negative (x < 0), equal to zero (x = 0), or positive (x > 0). The language C models the domain of constants. This language contains a countable number of atomic formulae of the form x = k expressing that a variable has a constant value. The language I models the domain of intervals. Its atomic formulae express upper bounds (x ≤ k) and lower bounds (x ≥ k) on the values of a variable.
All languages we introduce contain the logical constant tt. These languages model nonrelational domains, meaning that they cannot express constraints that explicitly relate the values of two or more variables. For example, the language C contains the formula x = 5∧ y = 5 which implicitly expresses that x and y have the same value. However, the language cannot explicitly codify this information with the formula x = y. The non-relational nature of the domains we consider leads to a non-standard treatment of false. These languages do not contain the constant ff but instead have a family of logical constants ff x parameterized by variables. We discuss the lattice theoretic basis for this non-standard treatment shortly.
The Core Calculus
Reasoning within the logical languages we consider is encoded by proof rules in a sequent calculus. Our sequents are of the form L ϕ, where the premise is a comma-separated sequence of formulae, and the consequent ϕ is a single, first-order formula. A proof system is a set of sequents. We use the standard notion of derivability of a sequent in a proof system. Two formulae are inter-derivable if the sequents ϕ L ψ and ψ L ϕ are both derivable.
We write for the conjunction of formulae in the sequence . We use this syntax for convenience in this discussion and it is external to the logical languages we consider. A proof system L is sound if every derivable sequent L ψ satisfies the classical implication ⇒ ψ with respect to the semantics defined by | . The only formulae for which the semantics | is not standard are those involving ff x . Every constant ff x has the same semantics: there is no structure σ for which σ | ff x holds. A proof system is complete if whenever the classical implication ⇒ ψ holds, the sequent L ψ is derivable. Sequent calculi usually contain structural, logical and cut rules, and in the case of theories, also contain theory rules. Table 2 shows a core calculus core which contains the rules common to all theories we introduce. Our introduction rule (i) is standard. The structural rules for weakening on the left (wl), contraction on the left (cl), and permutation on the left (pl) are also standard. Due to the asymmetry in our definition of sequents, we only use rules for structural manipulation on the left. The cut rule (cut) is also standard.
The core calculus has four logical rules. The false-left rule (ffl) allows for the derivation of a formula ϕ(x) with exactly one free variable x from the premise ff x . For example, in the interval proof system that we introduce shortly, the formula x ≥ 5 ∧ x ≤ 10 is derivable from ff x , but x ≥ 5 ∧ y ≥ 3, is not derivable from ff x because the second formula includes the variable y. Thus, arbitrary formulae are not derivable even from a premise that contains false. Our non-standard treatment of false is influenced by the way abstract domains reason about contradictions. We believe this is one counterintuitive way in which the logic of an abstract domain deviates from classical logics and proof systems.
The treatment of tt is the same as that of classical sequent calculi: tt is derivable from every premise. The syntactic asymmetry between true and false in our languages lifts to a Table 2 Proof rules for the core calculus core and its extensions. The core calculus contains rules for introduction (i), weakening (wl), contraction (cl) and permutation (pl) on the left, logical rules for false (ffl), in which ϕ(x) has only one free variable x, true (ttr), and conjunction (∧l, ∧r), and the cut rule Fig. 3 The lattice of signs and the proof calculus S for the sign logic 
Theory Specific Rules
We introduce rules for reasoning within each theory. The reader should be warned that these logics have a restricted syntax and weak proof calculi, so the theorems derivable within the logic are rather uninteresting.
The sign calculus S , in Fig. 3 , extends the core calculus with rules for deriving ff x from conjunctions of atomic formulae. Every conjunction of atomic formulae in S is unsatisfiable in standard arithmetic. The theory rules allow us to derive ff x from formulae such as x < 0 ∧ x = 0 or x = 0 ∧ x > 0. This logic supports no other form of theory-specific reasoning. We show later that this logic contains exactly three formulae that are not the logical constants and that are not inter-derivable. Fig. 4 shows a derivation of x < 0 S x < 0 ∧ tt and a derivation of x < 0 ∧ tt S x < 0, thus showing that x < 0 and x < 0 ∧ tt are inter-derivable. We now consider proof calculi for the constant and interval languages. Like the sign language, these languages only have atomic predicates over one variable. Unlike the sign languages these languages have a countably infinite number of atomic predicates.
Example 5
The constant calculus C in Fig. 5 is similar to the sign calculus because both logics can only derive ff x for each variable. The interval calculus I in Fig. 6 contains rules for modifying upper and lower bounds on a variable. Specifically, the order on the integers dictates that one can weaken an upper bound x ≤ m to x ≤ n if m is smaller than n and a dual rule applies to lower bounds. It also contains a rule for deriving ff x from inconsistent lower and upper bounds.
Example 6 An abstract interpreter computing intervals on variable values will manipulate formulae over multiple variables. Suppose the abstract interpreter has derived the bounds x ∈ [7, 5] , y ∈ [−∞, 0] for some location in a program. We have deliberately written [7, 5] , which would correspond to an empty interval, meaning that there is no feasible value for x and consequently, that the program location for which this bound was derived is unreachable. The conversion of [7, 5] to the empty interval is a calculation an abstract interpreter performs.
Logically, the bounds on x and y can be written as the sequence of predicates y ≤ 0, x ≤ 5 ∧ x ≥ 7. The interval proof calculus allows us to derive the sequent y ≤ 0, x ≤ 5 ∧ x ≥ 7 I ff x ∧ y ≤ 0 showing that the bound is infeasible and the inconsistency arises from x.
Soundness of the Proof Systems
Theorem 3 summarizes the soundness results we present, though, we prove the soundness of each calculus separately in Lemmas 3 to 6.
Theorem 3
The proof calculi S , C , and I are sound.
We begin with the soundness of core , which underlies all our calculi.
Lemma 3
The core proof calculus core is sound.
Proof We have to show that for every derivable sequent ϕ, a structure σ that satisfies every formula in , the structure also satisfies ϕ. The proof is by induction on the structure of a derivation. (Base Case) The base cases are rules with no premise. The introduction (i) and truth (ttr) rules are trivially sound. The false rule is sound because ff x has no models.
(Induction
Step) The induction hypothesis is that a sequent derived using the core calculus is sound. For the induction step, we have to show that a sequent obtained by applying rules in the core calculus to a soundly derived sequent is also sound. The weakening rule is sound because if implies ψ, then ∧ϕ also implies ψ for the standard semantics of conjunction. The left and right conjunction rules are sound for the same reason. The contraction rule is sound because conjunction is idempotent and the permutation rule is sound because conjunction is commutative.
The soundness proofs for the other proof calculi are extensions of this lemma.
Lemma 4 The sign proof calculus S is sound.
Proof The proof extends the induction argument used for the soundness of the core calculus. Additional conditions for the base case are the rules ffr 1 , ffr 2 and ffr 3 , which are sound because their premises are unsatisfiable. The induction hypothesis and inductive step are unmodified so the sign calculus is sound.
Lemma 5 The constant proof calculus C is sound.
Proof The proof extends the induction arguments used for the core calculus. An additional condition for the base case is the rule ffr 4 , which is sound because its premise is unsatisfiable. The induction hypothesis and inductive step are unmodified so the constant calculus is sound.
Lemma 6 The interval proof calculus I is sound.
Proof The proof requires extensions to the base case and induction step of the induction arguments used for proving the soundness of the core calculus. An additional condition for the base case is the rule ffr 5 , which is sound because the premise is unsatisfiable. The rules ub-l, lb-l for strengthening bounds on the left, and the rules ub-r, lb-r for weakening bounds on the right are sound due to the order on the integers so the interval calculus is sound.
Characterizing Lattices with First-Order Theories
We now apply the Lindenbaum-Tarski construction to generate a lattice from each logical language and then prove that the generated lattice is isomorphic to a lattice studied in program analysis.
The Lindenbaum-Tarski Construction and Logical Characterization
Tarski generalized a construction due to Lindenbaum to generate Boolean algebras from propositional calculus [34] . This construction has since be generalized to construct what is called the Lindenbaum-Tarski algebra of a logic. The essence of the construction is to quotient formulae in a logical language with respect to interderivability in that language. These equivalence classes form the carrier set of an algebra whose meet and join operations are defined by lifting conjunction and disjunction to equivalence classes. Derivability between formulae in equivalence classes defines a partial order on equivalence classes. The original construction has been extended to non-classical and first-order logics. We use a generalization of this construction to formulae with free variables due to [32] , sometimes called the RasiowaSirkoski construction of a Lindenbaum-Tarski algebra. In the definition below, we write [ϕ] L for the equivalence class of ϕ with respect to ≡ L .
Definition 1 Let (L , L ) be a logical language and ≡ L be an equivalence relation on formulae. A logic (L , L ) that is closed under conjunction generates the
in which the relation L and operator L are defined on equivalence classes as shown below.
The literature contains characterizations of Lindenbaum-Tarski algebras for various propositional and first-order logics. The classical propositional calculus provides an instructive example of the difference between what we study and what exists. The set of Boolean formulae over n propositional variables is countably infinite. The Lindenbaum-Tarski algebra over these formulae will contain 2 2 n elements, and is isomorphic to the free Boolean algebra over n generators. A Boolean algebras with 2 n elements for odd values of n will not be generated by this construction if one only uses the standard complete deductive systems for propositional calculus. The non-free Boolean algebras are Lindenbaum-Tarski algebras of propositional theories, meaning that they require additional axioms.
Example 7
The Lindenbaum-Tarski algebra of a propositional logic with one variable has the elements {ff, p, ¬ p, tt}. A propositional logic with two variables generates a lattice with 16 elements. The four, least, non-bottom elements (atoms) are { p ∧ q, p ∧ ¬q, ¬ p ∧ q, ¬ p ∧ ¬q} and the other elements are equivalent to disjunctions of these elements. The lattice P({a, b, c}) has eight elements and is not isomorphic to the Lindenbaum-Tarski algebra of either of these two logics. One way to generate the eight element Boolean algebra using the Lindenbaum-Tarski construction, is to add the axiom p ∧ q. Alternative axioms are p ∧ ¬q, ¬ p ∧ q and ¬ p ∧ ¬q.
We show how lattices in abstract interpretation are Lindenbaum-Tarski algebras of first-order theories. Ex. 7 illustrates that different theories generate isomorphic algebras. A characterization of a lattice-based abstraction, defined below, consists of a structural condition and a semantic condition. The structural condition uses a proof system to generate the lattice, and the semantic condition uses the concretization function to express that the logic and the abstraction have the same semantics. There may be multiple isomorphisms h between the Lindenbaum-Tarski algebra and a lattice, intuitively corresponding to different axiomatizations. Only some isomorphisms will satisfy the second condition and capture the semantics of the abstraction.
Definition 2 Let (A, ) be an abstraction of (P(Struct), ⊆) with concretization function
, if the following conditions hold.
There exists an isomorphism
2. An element a in A concretizes to the same set of structures as the formula it represents:
We now study the Lindenbaum-Tarski algebras of logical languages corresponding to the sign, constants and interval languages. To avoid cumbersome distinctions between an equivalence class and its representatives, we use the following lemma that allows us to work directly with the syntactic representation of an equivalence class. 
Characterization of the Sign Proof Calculus
The lattice of signs (Sign, ) is depicted in Fig. 3 . It consists of five elements Sign = {⊥, Neg, Zero, Pos, } with ⊥ and as the least and greatest elements in the order , and with the elements in {Neg, Zero, Pos} being pairwise incomparable. The concretization function γ Sign : Sign → P(Z) is defined below. For all the lattices we consider, the concretization of ⊥ is ∅ and of is Z, so we skip these elements.
The lattice of sign environments (Vars → Sign, ) is the pointwise lift of Sign to a set of functions. We use the same notation for the order and operations and their pointwise lifts. We first prove the special case of isomorphism between the sign logic S with a single variable and the lattice {x} → Sign. Since the lattice {x} → Sign is isomorphic to Sign, we do not distinguish between the two. The concretization of a sign environment is defined below.
An environment ε concretizes to the set of structures that respect the signs of the variables in ε.
Lemma 8 The Lindenbaum-Tarski algebra of the sign logic S with a single variable has exactly five equivalence classes
Proof We proceed by induction on formula structure and abbreviate
(Base Case) The constants ff x and tt, and the atomic formulae x < 0, x = 0 and x > 0 are each in one of these equivalence classes by the introduction rule.
(Induction
Step) The induction hypothesis is that every formula of S belongs to one of these equivalence classes. For the induction step, consider a formula ϕ ∧ ψ, where [ϕ] and [ψ] are among the equivalence classes above. We consider four cases for these two equivalence classes. and ff x S ϕ ∧ ψ are derivable for all distinct, non-constant, atomic formulae ϕ and ψ. By Lemma 7, the induction hypothesis and the assumption that the equivalence classes are not those for logical constants, there are only three cases to consider.
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The proof so far shows that there are at most five equivalence classes. It does not show that these equivalence classes are distinct, e.g., that there is no way to derive x > 0 from x = 0 in S . The formulae {x < 0, x = 0, x > 0} do not semantically entail each other, do not entail ff x and are not entailed by tt. By the soundness of the sign calculus, it follows that distinct formulae in Sign are pairwise not inter-derivable.
Lemma 9 The sign logic with a single variable characterizes the abstraction Sign.
Proof Define the function h : S /≡ S → Sign as the witness for the isomorphism.
From Lemma 8, h is a bijection. We show that h is an order isomorphism: [ϕ] S [ψ] if and only if h([ϕ]) h([ψ]).
We should consider different cases. In the following, for brevity, we write for S .
-[ϕ] [tt] ⇔ h([ϕ]) h([tt]). The implication holds because h([tt]) is in the lattice.
For the converse we apply the rule for true. It remains to show that h distributes over meets. In the following, for brevity, we write for S . We should consider all possible cases. For example:
The proof is similar for all cases where the meet is bottom. Otherwise, the meet is either of the form a b with either a and b being the same, or one of them being the top element. Verification of these cases is routine.
To complete the proof, we have to show that S and Sign have the same semantics. By Lemma 4, S is sound, so if [ϕ] and [ψ] are the same equivalence class, then mod(ϕ) = mod(ψ). By Lemma 8, we only have to consider one formula in each of the five equivalence classes. Consider x > 0.
-We have that γ Sign (h(x > 0)) = γ Sign (Pos) = {x} → {n | n > 0}. Note that we distinguish between {x} → Sign and Sign here because we need to concretize structures. Since mod(x > 0) = {(x:n) | n > 0}, the semantic condition follows.
The condition can similarly be verified for the other equivalence classes.
The chosen isomorphism h is crucial for the semantic condition to hold. Consider the function g that maps [x < 0] to Pos and [x > 0] to Neg and otherwise agrees with h. Note that g is an isomorphism but will not satisfy the semantic condition. We show that the sign logic with multiple variables characterizes sign environments.
Lemma 10 In the sign logic S over a finite set of variables Vars, every formula ϕ is interderivable with a formula of the form x∈V ψ(x), for some V ⊆ Vars.
Proof The proof is by induction on the number of variables and the structure of S -formulae. The base case is a logic with one variable, which follows from Lemma 8. The induction hypothesis is that the lemma holds for n ≥ 1 variables. For the induction step, we need to show that the lemma holds for a formula ϕ with n + 1 variables. First note that ϕ must be of the form ϕ 1 ∧ ϕ 2 , where at most n variables occur in ϕ 1 and ϕ 2 . This is because the only way to introduce variables is by conjunction with an atomic predicate, the only way to compose formulae is by conjunction and because formulae are finite in length. By the induction hypothesis, ϕ 1 and ϕ 2 are inter-derivable with formulae of the form x∈V 1 ψ 1 (x) and x∈V 2 ψ 2 (x), respectively. Thus, ϕ 1 ∧ ϕ 2 is inter-derivable with a formula of the form ⎛
which is of the form in the lemma.
Lemma 11 The logic S over a finite set of variables Vars characterizes the lattice of sign environments (Vars → Sign, ).
Proof Let h be the isomorphism from S to Sign for the one variable case from Lemma 9.
In the following, we write var(ϕ) for the set of variables in a formula. Define the candidate isomorphism g : S /≡ S → (Vars → Sign) as follows:
Note that Vars → Sign is isomorphic to the product lattice Sign |Vars| . We have to show that there are as many equivalence classes as elements in the product lattice. It follows from Lemma 10 that every equivalence class can be written as the conjunction x∈var(ϕ) ψ(x), where every formula ψ(x) belongs to one equivalence class of S over one variable. Thus, by Lemma 8 and the rule ∧r, we can combine a derivation of each individual formula to obtain a derivation of the entire conjunction. It follows that there are at least as many equivalence classes as elements in the product. To show that there are at most as many equivalence classes, we observe that every formula of the form x∈V ψ(x), for some V ⊆ Vars, is inter-derivable with a formula of the form x∈V ψ(x) ∧ x∈Vars\V tt. Thus, every formula ϕ derivable from a formula of the form x∈V ψ(x), for some V ⊆ Vars, is of the form x∈V ψ(x) ∧ x∈Vars\V tt. By lifting the proof of Lemma 9 component-wise, we can conclude that g is an isomorphism.
To verify the semantic condition. consider ε in mod(ϕ). By Lemma 10, ϕ is equivalent to some x∈var(ϕ) ψ(x), so ε(x) is a value satsifying ψ(x). By Lemma 9, ε(x) is also in γ Sign (h([ψ(x)])). It follows from the definition of g that ε(x) is in γ Sign (g([ϕ])(x))
for each x. From the definition of concretization for sign environments, it follows that ε is in γ Sign (g([ϕ]) ).
Example 8 This example shows that the proof system of the sign calculus is incomplete and this incompleteness is fundamental to characterizing sign environments. Consider the lattice Sign and the sign environments {x, y} → Sign. Three distinct sign environments and their logical representations are shown below.
Observe that none of the formulae are satisfiable. In order for the the Lindenbaum-Tarski algebra to be isomorphic to the lattice of sign environments, we need that the formulae are not inter-derivable. That is, the proof system must be incomplete.
Characterization of the Constant Proof Calculus
The lattice of integer constants (Const, ) is depicted in Fig. 5 . It consists of the elements Const = Z ∪ {⊥, }, with ⊥ and as the least and greatest elements, and with all other elements being incomparable. The concretization γ Const : Const → P(Z) maps n to {n}. The concretization for constant environments Vars → Const is defined in a similar manner to the concretization for sign environments. We prove the characterization for the one-variable case and then generalize to more variables.
Lemma 12 The set of equivalence classes of the Lindenbaum-Tarski algebra of the constant logic C with a single variable is
Proof The proof is similar to the proof of Lemma 8. We reason by induction on the structure of the formulae of C . We abbreviate
(Base Case) The constants ff x and tt, and the atomic formulae x = k are, by the introduction rule of the core calculus, in one of these equivalence classes.
(Induction
Step) The induction hypothesis is that every formula of C belongs to one of these equivalence classes. For the induction step, consider a formula ϕ ∧ ψ. When ϕ and ψ are in the same equivalence class, as in Lemma 8 we have ϕ ∧ ψ C ψ and 
and [ψ] are distinct and are not the equivalence classes of ff x and tt, we show that
We show that ϕ ∧ ψ C ff x and ff x C ϕ ∧ ψ are derivable for all distinct, non-constant, atomic formulae x = m and x = n.
The equivalence classes are distinct because the constant calculus is sound.
Lemma 13 Constant logic with one variable characterizes the lattice of constants.
Proof Define the function h : C /≡ C → Const as the witness for the isomorphism.
From Lemma 12, h is a bijection. The proof that h is an order isomorphism and distributes over meets is identical to the proof of Lemma 9 and verification of the semantic condition is straightforward.
The following result now shows that the Lindenbaum-Tarski algebra of the constant logic C is isomorphic to the pointwise lift Vars → C of C .
Lemma 14 Constant logic over a finite set of variables Vars characterizes the constant environments (Vars → Const, ).
Proof The proof is identical to the proof of Lemma 11 using the candidate isomorphism
where h is the isomorphism from the Lindenbaum-Tarski algebra of C to the lattice Const of constants for the one variable case from Lemma 13. The concretization for constant environments is defined in a similar manner to the concretization for sign environments, hence the verification of the semantic condition is also similar.
Characterization of the Interval Proof Calculus
The lattice of integer intervals (Itv, ) is depicted in Fig. 6 . It consists of the set Itv, ) with the pointwise order. The concretization of an interval environment is defined similarly to concretization for sign environments:
We characterize Itv by the interval logic I over one variable.
Lemma 15
The set of equivalence classes of the Lindenbaum-Tarski algebra of the interval logic I with a single variable is
Proof The proof is by induction on formula structure. We write
(Base Case) The constants ff x and tt, and the atomic formulae x ≥ k and x ≤ k are, by the introduction rule of the core calculus, in one of these equivalence classes.
(Induction
Step) The induction hypothesis is that every formula of I belongs to one of these equivalence classes. For the induction step, consider a formula ϕ ∧ ψ. 
The proof is similar, requiring an application of the pl rule before the wl rule.
The proof is similar to the previous case but uses the lb-r rule instead of ub-l. The following derivations shows that, if m < n,
are almost identical except that the pl rule need not be applied before wl.
We show that ϕ ∧ ψ S ff x and ff x S ϕ ∧ ψ are derivable.
The following derivation shows that
. The proof of the derivation ϕ ∧ ψ I ψ is identical to case 4A. The derivation showing that ψ I ϕ ∧ ψ requires an application of the pl rule also before the wl rule.
The derivation showing that ϕ ∧ψ I x ≤ n ∧x ≥ k is almost identical to case 4B except for requiring an application of the pl rule after the wl rule. The derivation showing that x ≤ n ∧ x ≥ k I ϕ ∧ ψ requires an an application of the pl rule also before the wl rule and an application of the lb-l instead of the ub-l rule.
The derivations are identical to case 4C except for requiring an application of the pl rule after the wl rule.
. The derivation ϕ ∧ ψ I ϕ only requires an application of ∧l, wl, and the introduction rule. The derivation ϕ I ϕ ∧ ψ is identical to case 6A.
is almost identical to case 5B except for requiring an application of ∧l, wl, and pl before ∧r. The derivation showing that
is almost identical to case 6C except for requiring the application of pl after (and not before) the first application of the wl rule and the last application of ∧l.
If q < m, the proof is similar to case 4C except for requiring the applications of pl, ∧l, wl, and again pl before applying ffr 5 . If n < p, the proof is similar case 5C except for requiring the applications of ∧l, pl and wl before applying ffr 5 .
The equivalence classes are distinct because the interval calculus is sound.
Lemma 16 The interval logic over one variable characterizes Itv.
Proof Define the function h : I /≡ I → Itv as the witness for the isomorphism. -
The converse holds because of the ub-l rule and the introduction rule.
The converse holds because of the lb-l rule and the introduction rule.
The converse is similar to the previous case except for also requiring pl before wl and for requiring the lb-l rule instead of ub-l. 
([ϕ]) and h([ψ]).
Conversely if a is not comparable to b in Sign, then, the inverse maps h −1 (a) and h −1 (b) map to elements that do not entail each other and by soundness of the interval calculus, these elements cannot be in the same equivalence class.
It remains to show that h distributes over meets. In the following, for brevity, we write for I . We should consider all possible cases. For example:
The reasoning is analogous for all other cases. The argument for the semantic condition is similar to that for sign logic.
It is worth noting the difference in the proofs of the condition and the semantic condition in Lemmas 9, 13 and 16. Reasoning about Lindenbaum-Tarski algebras is specific to and proportional in complexity to the axioms of the theory. The concretization functions for all abstractions are defined similarly, so verifying the semantic condition requires the same reasoning in each case.
Lemma 17 The logic I over a finite set of variables Vars characterizes the interval environments (Vars → Itv, ).
where h is the isomorphism from the Lindenbaum-Tarski algebra of I to the lattice Itv of intervals for the one variable case from Lemma 16. Verifying the semantic condition is as in Lemma 11.
Related Work and Discussion
We discuss our work from a conceptual perspective and from the viewpoint of current theoretical and practical research.
Related Work
Automata, Logic and Languages. A classic family of results shows that regular expressions, finite automata over finite words, and ws1s all define regular languages. We refer to the survey by [38] for equally classic extensions of those results to infinite words and trees. Our work has applied this perspective to programs by using Büchi's construction to define the set of executions in a control-flow graph by a formula in ws1s(t). The standard, algorithmic approach to reasoning about regular expressions and ws1s is to compile them to automata. We have shown that abstract interpreters can be viewed as solvers for ws1s(t) formulae, which use a graph structure to represent second-order constraints, but use deductive techniques to reason about first-order constraints. Our encoding differs from the use of set constraints by [2] and second-order Horn clauses by [19] in that models of our formulae are erroneous executions, not invariants.
Algebraic Logic and Stone Duality. The framework of Stone duality relate categories of lattices with operators, posets with relations, and topological spaces [26] . Since the Lindenbaum-Tarski construction generates lattices with operators, Stone duality can be viewed as a way to move between different representations of a theory. [1] extended Stone duality to lambda calculi by characterizing domains in semantics. We believe that logical characterization of strictness analysis by [25] was the first application of Stone duality to abstract interpretation. Both Abramsky and Jensen characterized the structures they studied as Lindenbaum-Tarski algebras of propositional, modal, intuitionistic logics. The lattices we studied are non-distributive and arise as algebras of first-order theories. Moreover, the lattices we studied are complete, so the topological machinery of Stone duality is not required to obtain a representation of the theories involved. The approach we used is influenced by [33] , who first articulated the ideas in Table 1 that the partial order in a lattice can be viewed as the proof theory of a logic, and that the concretization function defines the model-theoretic semantics of the logic. Schmidt formalized this view and studied the relationship between soundness and completeness in a logic and the corresponding notions in abstract interpretation. In our work, we have identified proof calculi for specific lattices and have identified a new connection between the Lindenbaum-Tarski construction and abstract interpretation.
Abstract Interpretation and Satisfiability. A driving force behind much current research is the discovery of novel combinations of automated deduction and abstract interpretation. The dissertations of [22] and [35] and Dagstuhl seminar notes of [28] provide a summary of this research. This paper contributes to this programme by providing a logical characterizations of an instance of abstract interpretation.
The general theme of work lifting the internals of sat and smt solvers to abstract domains has been to provide a property-guided, on-demand refinement of abstract interpretation-based analysis. dpll(t) and cdcl have been lifted to implement property-guided, path-sensitive analyses [16, 23] . Stålmarck's method has been used to refine abstract transformers [36] , interpolants have been used to refine widening operators [20] and unification has been used to obtain complete reasoning about restricted families of programs [39] . The Nelson-Oppen procedure, though less general than reduced product [10, 11] , works as an algorithmic domain combinator [21] .
Conversely, abstract interpretation has been incorporated in smt and constraint solvers to improve theory propagation [31, 40] , to use joins for space-efficient representation [4] , and to use widening for generalization [29] . Algorithms based on abstract interpretation have been used to implement alternatives to dpll(t) [5, 37] and to improve sat encodings [6] .
Theoretical work combining automated deduction and abstract interpretation has attempted to give abstract interpretation formulations of smt solvers [11, 17, 36] . While it is natural to model the algebraic content of a solver in an order-theoretic way, it is cumbersome to model combinatorial aspects such as decision heuristics and precise details of conflict analysis. We also believe that the work discussed above uses a mathematical framework that is atypical for formalizing solver algorithms. For these reasons, we have attempted a logical description of abstract interpretation.
Applications and Extensions
We briefly discuss potential applications of this work. The practical motivation for this work was to lift the clause learning capabilities of sat and smt solvers to abstract interpreters. We have used the theoretical framework of § 2 and § 3 to develop an abstract interpretation for termination analysis that combines propagation and learning [15] .
Another application is to determine the correctness of an analyzer, which is crucial since abstract interpreters are often used to reason about safety-critical software. We refer to [8] for a survey of work on constructing analyzers with proof assistants and [27] for a recent highlight of this research programme. Developing an analyzer in a proof assistant incurs performance penalties, requires significant development time and does not provide confidence in the correctness of existing, deployed analyzers. An alternative, inspired by proof-producing sat and smt solvers, is to have the analyzer generate a proof certificate. Since most abstract interpreters have a modular architecture and rely on an abstract domain library, it would be sufficient to equip such a library with the ability to generate proof certificates. Our work is a step towards this goal; we have shown how to obtain proofs for reasoning performed within a lattice. In order to apply to analyzers used in practice, our proof-theoretic characterization has to extend to transformers and we need such characterizations for analyzers used in practice.
A third motivation is to bring tools and techniques from logic and automated deduction to abstract interpreters. Given the logical characterizations in this paper, one can study cut elimination, proof size, interpolation, and other properties of an abstract interpreter. Without this work, it would not even be clear that these notions apply to an abstract domain.
Conclusion
This work advances the logical understanding of the internals of abstract interpreters. Our results make precise widespread folk intuition that abstract domains correspond to monadic logics that are closed under conjunction. In undertaking an explicit study, we have also highlighted the non-standard treatment of false, the limited structure of the sequents involved and the absence of terms. Though our results are unsurprising, we believe such a study contributes in novel ways to the broader research programme of studying logic and abstract interpretation.
The next steps are a characterization of transformers as modalities. We believe this step will bring new challenges and insights as first-order modal theories have received little attention in the literature. We are also not aware of a logical account of widening and narrowing operators and believe that an advance there would need to connect with approaches for inductive generalization.
In summary, we believe that our work leads to several theoretical and practical questions that can be studied from the viewpoint of automated deduction or abstract interpretation. We have begun these investigations and hope that this exposition enables the automated deduction community to participate in the same.
