Abstract. We study a Hamiltonian describing a pendulum coupled with several anisochronous oscillators, giving a simple construction of unstable KAM tori and their stable and unstable manifolds for analytic perturbations.
Main Concepts and Results

Background and history.
A quasiperiodic motion of a mechanical system is composed of incommensurable periodic motions; the trajectory in phase space winds around on a torus filling its surface densely. An integrable Hamiltonian system has a great profusion of quasiperiodic motions: if one picks an initial phase point according to a uniform distribution, the trajectory will be quasiperiodic with probability one. The remaining trajectories are periodic.
KAM theory deals with the stability of quasiperiodic motions, or persistence of invariant tori, under small perturbations. Poincaré [Poi93a] called this the general problem of dynamics.
In 1954, Kolmogorov [Kol54] outlined a result, made rigorous by Arnold in 1963 [Arn63] , that quasiperiodic motions are typical also for nearly integrable analytic Hamiltonians under suitable nondegeneracy conditions. Thus, only a small fraction of the tori would be destroyed by the perturbation. Moser managed to prove the same for twist maps [Mos62] in 1962, and later for Hamiltonians [Mos66a, Mos66b] , in the smooth (non-analytic) setting (see also [Mos67] ).
The difficult problem to overcome is the following. Suppose that the Hamiltonian reads H = H 0 + λH 1 , where H 0 is integrable and λ is considered small. Then one can formally represent a solution to the equations of motion by a power series in λ, known as the Lindstedt series in this context, conditioned to agree for λ = 0 with a quasiperiodic solution obtained in the integrable case. When one computes the coefficients of the Lindstedt series, however, one encounters expressions containing arbitrarily small denominators. The latter seem to imply that the kth coefficient grows like k! α with a large power α. Thus, there is little hope of being able to sum the series and obtain a true solution, unless a miracle occurs.
The proofs mentioned above relied on a rapidly convergent Newton-type iteration scheme, which is interesting in its own right, and yields solutions analytic in λ. On the other hand, one is then left to wonder why the Lindstedt series does converge.
In 1988, an answer was provided by Eliasson [Eli96] , who managed to identify enormous cancellations among the small denominator contributions and to sum the Lindstedt series "manually". Gallavotti [Gal94a, Gal94b] interpreted the cancellations in a Renormalization Group (RG) framework. For a review and some extensions, see Gentile and Mastropietro [GM96] . The importance of these achievements has to be stressed: they prove the existence of quasiperiodic solutions in an essentially constructive way.
Motivated by the RG approach of Gallavotti, in the 1999 paper [BGK99] Bricmont, Gawȩdzki, and Kupiainen identified the cancellations as a consequence of Ward identities (corresponding to a translation invariance of an action functional) in a suitable field theory.
Returning to much earlier works, Moser [Mos67] and Graff [Gra74] showed that also hyperbolic tori-tori having local stable and unstable manifolds-would typically persist under small perturbations. In another landmark paper [Arn64] , Arnold had described a mechanism how a chain of such "whiskered" tori could provide a way of escape for special trajectories, resulting in instability in the system. (As discussed above, a trajectory would typically lie on a torus and therefore stay eternally within a bounded region in phase space.) The latter is often called Arnold mechanism and the general idea of instability goes by the name Arnold diffusion. It is conjectured in [AA68] that Arnold diffusion due to Arnold mechanism is present quite generically, among others in the three body problem.
Arnold mechanism is based on Poincaré's concept of biasymptotic solutions, discussed in the last chapter of [Poi93b] , that are formed at intersections of whiskers of tori. Following such intersections a trajectory can "diffuse" in a finite time from a neighbourhood of one torus to a neighbourhood of another, and so on.
Chirikov's work [Chi79] is a very nice physical account on Arnold diffusion. Lochak's compendium [Loc99] discusses more recent developments in a readable fashion and is a good point to start learning about diffusion.
The proofs of Moser and Graff mentioned above use the rapidly convergent method of Kolmogorov, but there now exist also constructive proofs in the spirit of Eliasson and Gallavotti. We refer here to Gallavotti [Gal94b] and Gentile [Gen95a, Gen95b] . of a pendulum coupled to d rotators, with φ ∈ S 1 := R/2πZ and I ∈ R the coordinate and momentum of the pendulum, and ψ ∈ T d := (S 1 ) d and A ∈ R d the angles and actions of the rotators, respectively. The perturbation f is assumed to be real-valued and real-analytic in its arguments, and λ is a (small) real number, whereas the gravitational coupling constant g is taken to be positive. This Hamiltonian is sometimes called the generalized Arnold model or the Thirring model. It is the prototype of a nearly integrable Hamiltonian system close to a simple resonance, as is explained in the introduction of [Gen95b] . A review of applications can be found in [Chi79] .
The equations of motion arė φ = I,ψ = A,İ = g 2 sin φ + λ ∂ φ f,Ȧ = λ ∂ ψ f.
(1.2)
For the parameter value λ = 0, which is addressed as the unperturbed case, the pendulum and the rotators decouple. The former then has the separatrix flow φ : R → S Remark 1.1. The constant g is the Lyapunov exponent for the unstable fixed point of the pendulum motion; in the limit s → −∞ two nearby initial angles φ(s) and φ(s + δs) separate at the exponential rate e gs . As φ(t) = Φ 0 (e t/g −1 ), the Lyapunov exponent fixes a natural time scale of g −1 units, characteristic of the pendulum motion in the unperturbed Hamiltonian system (1.1).
When the perturbation is switched on (λ = 0), we show that some of the invariant tori survive and have stable and unstable manifolds-or "whiskers" as Arnold has called them-that may not coincide anymore.
1.3. Main theorems. Our approach will be to construct the perturbed manifolds in a form similar to (1.5) as graphs of analytic functions over a piece of [−∞, ∞] × T d . To see how this can be achieved, note that the unperturbed stable and unstable manifolds, W s 0 and W u 0 , consist of trajectories (φ(t), ψ(t)) = (Φ 0 (e gt ), ωt)
that at time ±∞ become quasiperiodic, as they wrap tighter and tighter around the invariant torus T 0 ; indeed (φ(t), ψ(t)) ∼ (0, ωt) in the limit t → ±∞.
Analogously, we will find the stable and unstable manifolds of the perturbed tori by looking for solutions of the form (φ(t), ψ(t)) = (Φ(e γt , ωt), ωt + Ψ(e γt , ωt)) = (0, ωt) + (Φ, Ψ)(e γt , ωt) (1.6) with quasiperiodic behavior in one of the two limits t → ±∞. Note especially that we anticipate the Lyapunov exponent γ > 0 to depend on λ, with γ| λ=0 = g.
Remark 1.2. One should not assume asymptotic quasiperiodicity in both of the limits t → ±∞, as the unstable and stable manifolds, which we denote W Let us denote the total derivative d/dt by ∂ t and the complete angular gradient (∂ φ , ∂ ψ ) by ∂ for short. Substituting (1.6) into the equations of motion
we get for X := (Φ, Ψ) the equation
where θ stands for the canonical projection
for a differentiable map (z, θ) → F (z, θ). Equation (1.7) simply reflects the time derivative nature of L. In fact, if T is the "time-reversal map"
(1.9) Let us abbreviate Ω(X) := (g 2 sin Φ, 0) + λ Ω(X) with Ω(X) := ∂f (X + (0, θ)).
(1.10)
As a consequence, we have reduced the equations of motion to the PDE
for the map (z, θ) → X(z, θ) in a suitable Banach space of analytic functions, albeit its restriction to the set ("characteristic")
is what one is physically interested in. Our preference of working directly with the invariant manifolds, as opposed to individual trajectories traversing along them, motivates us encoding the time derivative in the operator L. Nevertheless, it will be harmlessand indeed quite informative-for the reader to keep in mind that the objects we deal with originate from (1.12) and therefore have a direct physical interpretation. The action variables trivially follow from the knowledge of X(z, θ):
The solutions X will provide a parametrization of the deformed tori and their stable and unstable manifolds. As hinted below (1.6), we find two kinds of solutions,
Here, z 0 > 1. The tori will have the three parametrizations
whereas the parametrizations of their stable and unstable manifolds then read
In order to enable solving (1.11), we need to deal with quantities of the form (ω · q)
, stemming from the Fourier representation of the operator L. Here the Diophantine property of the vector ω ∈ R d stated in (1.4) steps in. Since ω ≡ A| λ=0 = ψ| λ=0 , by rescaling time (and the actions, correspondingly) in the equations of motion (1.2), the constant a can be absorbed into g 2 and λ in the equations of motion, leaving the ratio λg −2 unchanged: (g, λ) → (g/a, λ/a 2 )
1
. Thus, we may as well take a to be 1 below, transforming the condition on ω into
(1.13)
We will moreover consider λ small in a g-dependent fashion, taking
(1.14)
small. This should be seen as an outreach towards the experimenter, albeit there is a technical wherefore: such a choice is needed for studying the limit g → ∞, which corresponds to rapid forcing; see Remark 1.1. The domain we restrict ourselves to is
for some positive values of ǫ 0 and g 0 . Finally, note that if X = (Φ, Ψ) solves (1.11) on some domain
The aforementioned invariance is a manifestation of the freedom of choosing initial conditions for (φ, ψ)-we may choose the origin of time and the configuration of the physical system there.
For ǫ = 0, the solutions are obtained from
using (1.16). In particular, X 0 (1, 0) = (π, 0). This will provide us with a natural way of fixing α and β below.
We are now ready to state the first of the two main theorems of this article. It is a version of a classical result, and by no means new; earlier treatments include for instance [Mel63, Mos67, Gra74, Eli94, Gal94b, Gen95a, Gen95b] . However, the interest here lies in the new techniques used in the proof.
Theorem 1 (Tori and their whiskers). Let f be real-analytic and even, i.e.,
Also, suppose ω satisfies the Diophantine condition (1.13), and fix g 0 > 0. Then there exist a positive number ǫ 0 and a function γ(ǫ, g) on D, analytic in ǫ with |γ −g| < Cg|ǫ|, such that equation (1.11) has a solution X u which is analytic in ǫ as well as in (z, θ) in a neighbourhood of [−1, 1] × T d and which satisfies
Corresponding to the same γ, there exists a solution
provide analytic parametrizations of the stable and unstable manifolds W s,u λ of the torus T λ . Remark 1.3. The number ǫ 0 above depends on the Diophantine exponent ν and on f . The perturbation (φ, ψ) → f (φ, ψ) is analytic on the compact set S 1 × T d . By Abel's Lemma (multivariate power series converge on polydisks), it extends to an analytic map on a "strip" |ℑm φ|, |ℑm ψ| ≤ η (η > 0) around S 1 × T d . By Theorem 1, there exists some 0 < σ < η such that each θ → X s,u ( · , θ) is analytic on |ℑm θ| ≤ σ.
An important part of Theorem 1 is that the domains of X u and X s overlap. Namely, if (z, θ) → X(z, θ) solves equation (1.11), then so does (z, θ) → (2π, 0)−(X •T )(z, θ). This is due to (1.9) and the parity of f . Consequently, by a simple time-reversal consideration (set t → −t in (1.12)), the stable and unstable manifolds are related through
(1.20)
In particular, as T (1, 0) = (1, 0),
In other words, a homoclinic intersection of the stable and the unstable manifolds W s,u λ occurs at (z, θ) = (1, 0), as their parametrizations (1.19) coincide at this homoclinic point. Since the manifolds W s,u λ are invariant, there in fact exists a homoclinic trajectory on which the parametrizations agree:
is what remains of the symmetry X 0 = (2π, 0) − X 0 • T , which is just another way of writing (1.3), after the onset of even perturbation. This is an instance of spontaneous symmetry breaking: The equations of motion, (1.11), remain unchanged under the transformation X → (2π, 0) − X • T , but the individual solutions do not respect this symmetry;
Coming to the second one of our main results, let us expand
In Section 5, we will show that the common analyticity domain of each X u,ℓ in the z-variable is in fact much larger than the (small) neighbourhood of [−1, 1]-the corresponding analyticity domain of X u according to Theorem 1; namely it includes the wedgelike region
(with some positive τ and ϑ):
Theorem 2 (Analytic continuation). Each order X u,ℓ of the solution extends analytically to a common region U τ,ϑ × {|ℑm θ| ≤ σ}. Moreover, if ψ → f ( · , ψ) is a trigonometric polynomial of degree N, i.e., N is the minimal nonnegative integer such thatf ( · , q) = 0 whenever |q| > N, then θ → X u,ℓ ( · , θ) is a trigonometric polynomial of degree ℓN, at most. Remark 1.5. With η and σ as in Remark 1.3, the numbers τ and ϑ are specified by the following observation: Φ 0 (z) = 4 arctan z implies that |ℑm Φ 0 (z)| ≤ η in U τ,ϑ with τ and ϑ sufficiently small. By Remark 1.3, (z, θ) → f (Φ 0 (z), θ) is analytic on U τ,ϑ × {|ℑm θ| ≤ σ}, which we will use as the basis of the proof.
In spite of Theorem 2, (a straightforward upper bound on) X u,ℓ grows without a limit as |ℜe z| → ∞, such that there is no reason whatsoever to expect absolute convergence of the series ∞ ℓ=0 ǫ ℓ X u,ℓ in an unbounded z-domain with a fixed ǫ. In fact, it is known that the behavior of the unstable manifold gets extremely complicated for large values of z even with innocent looking Hamiltonian systems. Still, it seems to us that the possibility of a uniform analytic extension of the coefficients X u,ℓ has not been appreciated in the literature.
Due to (1.20), an analog of Theorem 2 and the subsequent discussion are seen to hold for the solution X s , with z replaced by z −1 . Theorem 2 is interesting, because it allows one (at each order in ǫ) to track trajectories t → W s,u (e γt , θ + ωt) on the invariant manifolds W s,u λ for arbitrarily long times in a uniform complex neighbourhood |ℑm t| ≤ g −1 ϑ of the real line, for arbitrary θ ∈ T d . The motivation for doing this stems from studying the splitting of the manifolds W s,u λ in the vicinity of the homoclinic trajectory (1.22), and is the topic of another article. The general ideology that, being able to extend "splitting related functions" to a large complex domain yields good estimates, is due to Lazutkin [Laz03] , as is emphasized in [LMS03] .
1.4. Strategy. Let us briefly explain how Theorem 1 will be proved in three steps. Due to (1.20), we may concentrate on studying the unstable manifold. Thus, we write
From (1.11) we first get an equation for X 0 := X u (0, · ) alone. Second, given X 0 , an equation for X 1 := ∂ z X u (0, · ) and γ alone is obtained. Third, given X 0 , X 1 , and γ, an equation for the remainder δ 2 X is obtained.
It turns out that solving for X 0 and X 1 (together with γ), i.e., the invariant torus and the linearization of the unstable manifold around it, is difficult. Namely, these problems involve the small denominators of KAM theory. In contrast, solving for δ 2 X amounts to a simple Contraction Mapping argument.
We deduce the existence of X 0 from [BGK99] . The existence proof of X 1 is reminiscent of the RG argument in the latter paper, except that the Lyapunov exponent γ has to be fine-tuned to a proper value such that the renormalization flow converges.
At this point we would like to draw the readers attention to the interesting reference [Gen95b] , where the author takes a different approach. Gentile fixes the perturbed Lyapunov exponent γ in advance and replaces g byg(ǫ, γ) in the Hamiltonian, which is analogous to introducing counterterms in quantum field theory, and finds the corresponding manifolds. One could then solve the implicit equationg(ǫ, γ) = g and to obtain γ as a function of g and ǫ.
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Perturbed Tori
The perturbed tori will be found by looking for solutions having the general form
obtained from equation (1.11) by putting z = 0 and
is a solution to equations (2.1) and (2.2), then so is
We point out that together (2.1) and (2.2) are equivalent to
2.1. Spaces of analytic functions. Let us define the spaces we shall be working in.
As linear subspaces of ℓ 1 , the Banach spaces
for any σ ≥ 0, have the advantage that Fourier analysis on their elements is convenient. Furthermore, we are trying to find a solution X = (Φ, Ψ) analytic on the torus, and, for a suitably small σ, such a function belongs to B Φ σ × B Ψ σ because of the exponential decay of its Fourier coefficients; |X(q)| < Ce −σ|q| with some positive constant C. Indeed, if σ > 0, the spaces above comprise precisely those functions on the torus that admit an analytic extension to the "strip" |ℑm θ| < σ. We will occasionally write B σ when referring to either one of B Φ σ and B Ψ σ . Of course, as our analysis proceeds, the perturbation f will appear all over the place. This, in turn, dictates the analyticity properties of a plethora of maps, in practice introducing the constraint σ ≤ η for the spaces B σ ; see Remark 1.3.
Notice the natural embeddings
for α ≥ 0, due to the inequality
Consider the linear operator τ β : B σ+α → B σ defined through setting τ β X(q) = e iq·βX (q), with β ∈ C d . Whenever |ℑm β| ≤ α, τ β L(B σ+α ;Bσ) ≤ 1. The realization of τ β in terms of the variable θ is just the translation Ψ(θ) → Ψ(θ + β). τ β will serve as a useful device in encoding the real-analyticity of f as an algebraic property into the Fourier series of certain other functions. This is due to the the fact that exponential smallness of | X(q)| in q implies real-analyticity of a function X on the torus, and vice versa.
We shall encounter n-linear maps from C d+1 into C. Endowed with the norm
2.2. Past and future asymptotics of the solution in the perturbed case. This subsection discusses the t → ±∞ asymptotics of the solution X. In these limits the motion settles onto the "distorted version" T λ of the invariant torus T 0 with the pendulum seizing to swing, but wiggling quasiperiodically about its unstable equilibrium.
Theorem 2.1. Under the assumptions of Theorem 1, there exist positive numbers r and ǫ 0 such that, for (ǫ, g) ∈ D, equations (2.1) and (2.2) have a unique solution X 0 = (Φ 0 , Ψ 0 ) in the class of those real-analytic functions of θ ∈ T d that satisfy Ψ 0 ℓ 1 < r and Ψ 0 = 0 (zero average). The function X 0 , defined on {|ℑm θ| ≤ σ} × D for some σ > 0, is analytic and uniformly bounded by (C|ǫ|,
, using the notation of (2.3). Remark 2.2. Remark 1.3 below Theorem 1 holds true. Recall that we have defined ǫ := λg −2 in (1.14) and the domain D in (1.15). This is a version of the KAM Theorem.
Proof. The proof is a reduction to the one given in [BGK99] . Here we systematically omit the subindex 0 of Φ 0 , Ψ 0 , and X 0 . Let us concentrate on the pendulum part, equation (2.1), first. We expect Φ to be close to its unperturbed value, zero, and it pays to cancel the leading term of g 2 sin Φ(θ) on the right-hand side by subtracting g 2 Φ(θ) from both sides. We then have
(2.7) Pay attention to the fact that U(X)(θ) depends locally on X-only through X(θ), that is. Abusing notation, we shall use U(X)(θ), U(X, θ), U(X(θ), θ), etc., in the same meaning, whichever is the most convenient form. Now, U(χ, θ) is analytic in the vector argument χ = (χ φ , χ ψ ) in the region |χ φ |, |χ ψ | ≤ η, where η > 0 depends on the analyticity domain of f ; see Remark 1.3 on page 6.
Let us now write down the Fourier-Taylor expansion
. Using this notation, we translate (2.8) into the Fourier language;
The right-hand side of equation (2.10) is a power series inX, converging whenever X is sufficiently close to zero. Namely, we have Lemma 2.3. The multilinear maps u n (q) obey the bound
11)
where ρ and r 0 is any pair of positive numbers satisfying ρ + r 0 = η, η > 0 being the width of the analyticity domain of f as explained in Remark 1.3.
The proof of Lemma 2.3 is straightforward, but, for the sake of continuity, is given in Subsection 2.3 below.
Considering the closed origin-centered balls of radius r < r 0 /2 in B 
The right-hand side is analytic in β, and extends to |ℑm β| + σ + r < η through the same expression, leaving U β analytic with respect to X.
More quantitatively, one checks using the bound (2.11) that the power series
converges uniformly with respect to X and β, even if the latter has a small imaginary part. In fact, U β (X) σ obeys the upper bound
if we choose |ℑm β| + σ < ρ = η − r 0 and r < r 0 /2e, since X σ ≤ 2r. Thus, fixing r = r 0 /6, say, we obtain
Lemma 2.4. Suppose (2.15) holds, and Ψ ∈B Ψ σ,r . Then, for r and ǫ 0 small enough,
has a solution Φ β (Ψ) ∈B Φ σ,r , real-valued provided β, ǫ, and Ψ are, and there are no other solutions in the ℓ 1 -ballB
also depends analytically on β as well as on (ǫ, g) ∈ D (see (1.15)), and obeys the bound
uniformly in Ψ, β, and g.
Remark 2.5. The smallness condition is C(r 3 + ǫ 0 ) ≤ r, where C is the same constant as in (2.14) and contains the norm of the perturbation f .
The standard but lengthy proof of Lemma 2.4 may be found in Subsection 2.3. Let us come back to equation (2.2), whose right-hand side may now be written solely in terms of Ψ ∈B Ψ σ,r , amounting to
and is analytic in the domain
with the uniform bound
provided C|ǫ| ≤ η (see (2.16)). Equation (2.17) is the variational equation corresponding to the action functional
given by the integrand
of the symmetry in the functional derivative notation. In fact,
Integrating by parts three times one sees that
The general identity (2.19) therefore reduces to the identity
for the map V .
In conclusion, we have the KAM-type small denominator problem (2.17) with V β (Ψ, θ) analytic in the domain (2.18) and bounded there by C|λ|, together with the Ward identity (2.20) stemming from a translation symmetry of the action that generates the equation. Furthermore, V β (Ψ, θ) is real-valued whenever β, ǫ, and Ψ are. For 0 < σ < η − 6r-so that we may choose ℑm β = 0-this is precisely the setup in [BGK99] , where the authors devise a method for dealing with such problems using a Renormalization approach.
The subtle analysis in [BGK99] yields a unique solution Ψ ∈B Ψ σ,r to (2.17) with zero average and analytic in (ǫ, g) ∈ D. The inevitable loss of analyticity takes place in the domain of β. The map θ → Ψ(θ) is R d -valued on the torus for real ǫ and satisfies Ψ σ ≤ C|λ| = Cg 2 |ǫ|. Denote by Ψ n , n ∈ Z + , the unique solution to (2.17) in the ballB
σ/n,r , Ψ has to coincide with Ψ n . Hence, Ψ is the unique solution in
Indeed, assuming the map θ → Ψ(θ) is real-analytic, Ψ σ/n < ∞ for some n, and we have that Ψ σ/n ց Ψ 0 ≡ Ψ ℓ 1 as n → ∞. Thus, if Ψ ℓ 1 < r, we gather that Ψ σ/n < r for sufficiently large values of n. This concludes the proof of Theorem 2.1.
Proofs of Lemmata 2.3 and 2.4.
Proof of Lemma 2.3. Write · = · L( n (C d+1 );C) for short. From (2.9) and the Cauchy Integral Theorem,
for β ∈ R d and |β| ≤ η. Take 0 < ρ < η and choose β = −ρq/|q|. We compute the standard norm of n-homogeneous polynomials,
which, using the Cauchy Integral Formula, turns into
Here D(0, r 0 ) is the origin-centered circle of radius r 0 in the complex plane, with the constraint r 0 + ρ ≤ η. For |z| ≤ r 0 and |ℑm θ| ≤ ρ we estimate
Here we have singled out λg −2 = ǫ, and C is independent of g. We stress that U(z, θ) simply stands for the expression obtained from the expression of U(X, θ) in (2.7) by replacing X(θ) by z ∈ C d+1 . Symmetric multilinear maps are fully determined by their diagonal-the corresponding homogeneous polynomial, that is-which is explicitly confirmed by the Polarization Formula [Cha85, Din99] . Hence, in order to obtain the estimate in (2.11), we multiply the corresponding polynomial estimate by the factor n n /n! ∼ e n / √ 2πn.
Proof of Lemma 2.4. The proof is a simple application of the Banach Fixed Point Theorem. We fix Ψ ∈B Ψ σ,r and study the operator
is a linear operator bounded in norm by g −2 . From (2.14),
for sufficiently small r and ǫ, which means that
Proving contractiveness resembles estimating the norm of U β in the proof of Theorem 2.1, and is omitted. The existence and uniqueness of the solution Φ(Ψ, β) ∈B Φ σ,r now follow. For β, ǫ, and Ψ real, F maps the closed subset of real-valued functions Φ ∈B Φ σ,r into itself and is a contraction there, so Φ(Ψ, β) is real-valued by uniqueness.
The operator F depends analytically on the parameter Ψ inB
Furthermore, the Banach Fixed Point Theorem guarantees that such a sequence converges to the fixed point Φ(Ψ, β) in geometric progression;
Consequently, Φ(Ψ, β) is the uniform limit of a sequence of analytic functions, and, as such, analytic itself. The same argument goes for (ǫ, g) ∈ D (see (1.15)), as well as for β in the domain specified by (2.15).
where
On the other hand, we know that Φ β (Ψ)| ǫ=0 = 0 by uniqueness, whence the estimate (2.16) follows.
Lyapunov Exponent-Linearizing the Unstable Manifold
In this section we study the motion in the immediate vicinity of the torus T λ corresponding to the solution X 0 (θ) of Theorem 2.1. To that end, suppose X(z, θ) is an analytic solution to equation (1.11) with X(0, θ) = X 0 (θ). Then X 1 (θ) := ∂ z X(0, θ) should satisfy the equation
as Ω(X)(z, θ) depends on z only through X evaluated at (z, θ). Note that (3.1) is a problem of "eigenvalue type"; recalling γ| ǫ=0 = g, we will strive to choose γ = γ(ǫ, g) in a g-dependent neighbourhood, say
of its unperturbed value g, such that (3.1) has a nontrivial solution. That we succeed is the content of Theorem 3.3. Consequently, our γ will depend analytically on ǫ, nicely controlled by |γ − g| < Cg|ǫ|. The subtlety of proving Theorem 3.3 lies in solving a small denominator problem. We go about dealing with it using a Renormalization Group method, treating such small denominators scale by scale. Here we show that the framework of [BGK99] is applicable. The proof, though, is self-contained.
First, view the map X → Ω(X) as the map that takes the pair (Φ, Ψ) to (Ω Φ (Φ, Ψ), Ω Ψ (Φ, Ψ)) with the components Ω Φ (Φ, Ψ) = g 2 sin Φ + λ ∂ φ f (Φ, θ + Ψ) and Ω Ψ (Φ, Ψ) = λ ∂ ψ f (Φ, θ + Ψ). Then the component form of (3.1) reads
In each entry, f a,b stands for the matrix (∂ b ∂ a f )(Φ 0 , θ + Ψ 0 ). From (3.3) we get for Ψ 1 the equation
Here J is a well-defined bounded linear operator from B Φ σ to B Ψ σ , provided that ǫ 0 is small. Checking this is straightforward implementation of Neumann series and the fact that the operator (D + γ) −2 has the diagonal Fourier kernel
Using (3.2), one obtains the bound
Remark 3.1. The definition of J is an instance where demanding smallness of ǫ := λg −2 is natural, indeed necessary.
Consequently, using (3.4), we get for Φ 1 the equation
Recall that Φ 0 | ǫ=0 = 0 by Lemma 2.4. Therefore H| ǫ=0 = 0, and Φ 1 | ǫ=0 = 4 (due to Φ 0 (z) = 4 arctan z) is a physically motivated nontrivial solution to (3.7). In other words, the differential operator (D + g) 2 − g 2 is singular. On the other hand, when ǫ = 0 is small, we know that Φ 0 remains close to zero, making the whole right-hand side in (3.7) small. We then hope to find a Lyapunov exponent γ, close to g, such that (D + γ) 2 − g 2 − H stays singular and the equation still admits a nontrivial solution close to the constant function 4.
It follows from (3.6) that the operator H appearing in (3.7), which lies in
, has the useful properties below. The proof comprises Subsection 3.1.
and it satisfies the bound
with C = C(σ ′ ). As for the κ-derivatives,
Proof of Lemma 3.2.
Proof. To simplify notations, we decompose
Let Φ and Ψ be arbitrary functions in the spaces B Φ σ and B Ψ σ , respectively. H 1 acts as ordinary multiplication: H 1 Φ(θ) = H 1 (θ)Φ(θ) with H 1 (θ) ∈ C. We write H 1 for the Fourier transform of the map θ → H 1 (θ). Denoting a kernel element of the operator H 1 by H 1 (p, q), we have H 1 (p, q) ≡ H 1 (p − q). We gather that
holds, and that the kernel of H 1 satisfies
Here σ > 0 is the width of the analyticity strip around the real T d of the map θ → H 1 (θ), i.e., of X 0 . Since, by Theorem 2.1, X 0 is analytic with respect to (ǫ, g) ∈ D, so is
Observe that the expression defining J in (3.4) may be cast as
where B, Λ, and
, and λf ψ,φ , respectively. Assuming each index a and b in f a,b stands either for φ or ψ, the reader should bear in mind that f a,b refers to the multiplication operator corresponding to the Jacobian
−2 , we are interested in the kernel
of J. We shall also need the "shifted version" of Λ(q),
It is related to Λ(q) by the property
Further, Λ(κ; q) is analytic on {κ | |ℑm κ| ≤ g/3} × {γ | |γ − g| < g/2} and satisfies
(3.13) Equation (3.13) also means that the operator Λ(κ) corresponding to the kernel in
As in the case of H 1 , O acts as multiplication by a real-analytic function whose modulus is bounded by C|λ|. Thus, we estimate
Bounding the kernel of B calls for the Neumann series
The expression of B k contains k −1 products of the operator λ Λf ψ,ψ with itself, which appear as convolutions in terms of Fourier transforms. Explicitly,
(3.17)
Using the bound |Λ(p)f ψ,ψ (q)| ≤ Cg −2 e −σ|q| we see that, for 0 < σ ′ < σ,
Thus, choosing ǫ appropriately small we make the geometric series arising in (3.16) convergent and obtain
with the aid of (3.14) in (3.10). Finally,
Exploiting (3.9), we compute
With the aid of (3.15) and (3.12),
depends on s only through ω ·s. Moreover, the dependence on ω ·s is analytic in a neighbourhood of the real line: Consider the shifted quantity
The summand above is analytic on
and the sum converges uniformly, as is readily observed after recalling the bound (3.13) on Λ(κ; q) and looking at the estimation of |B k (p, q)|. Thus, B k (κ; p, q) is analytic. But the Neumann series ∞ k=0 B k (κ; p, q) also converges uniformly, making the limit B(κ; p, q) analytic on D g . Evidently, (t s B)(p, q) = B(ω · s; p, q). The kernel B k (κ; p, q) defines an operator B(κ). Motivated by equation (3.19), we extend the definition of H 2 and set H 2 (κ) := λf φ,ψ B(κ)Λ(κ)O. Using (3.13), a straightforward computation shows that also H 2 (κ; p, q) obeys (3.18) and is analytic on D g . Furthermore,
Recalling the translation invariance (3.8) of H 1 , we simply take H(κ) := H 1 + H 2 (κ). The bound on the derivative H (k) (κ; p, q) is achieved by a Cauchy estimate. To that end, one observes H ′ (κ) = H ′ 2 (κ) and uses the bound (3.18) on D g . Similarly, because X 0 is independent of γ, ∂H/∂γ = ∂H 2 /∂γ, and we get the bound on ∂H(0; 0, 0)/∂γ.
The constants above are independent of g, as long as 0 < g < g 0 . That is to say, the estimates hold on
3.2. Linearized invariant manifolds: rudiments of renormalization. We now proceed to stating the main theorem of this section, discussing the linearization X 1 . Our proof is based on a Renormalization Group (RG) technique we present below.
Theorem 3.3. Under the assumptions of Theorem 1, there exist a number ǫ 0 and a map γ = γ(ǫ, g) on D, analytic in ǫ, with |γ − g| ≤ Cg|ǫ|, such that equation (3.1) has a nontrivial solution X 1 which is
(1) analytic in |ǫ| < ǫ 0 and
and satisfies the physical constraint
Furthermore, it is real-valued if ǫ and θ are real, and
The map γ is independent of Ψ 0 . If X 1 and X ′ 1 correspond to X 0 and X ′ 0 of Theorem 2.1, respectively, with Ψ 0 = 0 and
. Remark 3.4. We chose the normalization 4, because X 0 (z, θ) = (4 arctan z, 0) is the unperturbed solution (separatrix) and arctan z = z + O(z 3 ).
Remark 3.5. The pair (γ, X 1 ) of Theorem 3.3 is unique in the sense that it is the only one making our construction work, which is manifested by Lemma 3.11 below. We do not prove the uniqueness of X 1 . However, for a given solution X 1 the value of γ is unique: If γ ′ is another one, (3.1) yields (D + γ)
Let us commence sketching the backbone of Theorem 3.3 by recalling equation (3.7). We expand the square on the left-hand side and obtain
For a small ǫ = 0, Φ 1 should remain close to the unperturbed value 4 = ∂ z Φ 0 (0). Due to the linearity of (3.20) such a solution may be normalized as Φ 1 = 4. Thus, we set
where we demand the function ξ : T d → R to vanish on the average, i.e., After switching into Fourier representation, this readŝ
where ρ 0 is a function defined through its Fourier transform by settinĝ
The symbol G(q) stands for the diagonal element G(q, q) of the operator G whose Fourier kernel is given by
The matter of the fact is that, in terms of our new notations, any solution ξ of
also solves (3.23); only the zero mode constraint (3.22) has been included here. After finding such a ξ, we go on to show that it is a solution to (3.24), as well.
As is apparent from the definition of G, this problem involves arbitrarily small denominators ω · q. Our strategy is to recursively decompose G into parts, each of which corresponds to denominators up to a given order of magnitude. We then end up solving "partial problems" of (3.27) scale by scale, and show that these solutions converge to a true solution of (3.27) as the recursion proceeds and smaller and smaller denominators become dealt with.
Leaving the all-important scaling parameter ℵ ∈ ]0, 1[ to be decided later 2 , we shall need the entire functions
Their importance lies in the fact that the sequence (χ n − χ n+1 ) n∈N of functions is an analytic partition of unity on R \ {0}; on this set 0 ≤ 1 − χ N ր 1 pointwise, as N → ∞. Some of the first members of the sequence appear plotted in Figure 3 . The number 6 in the exponent is a choice of convenience; it is the one used in [BGK99] . Let us now introduce the diagonal operators G n and Γ n , n ∈ N, defined by
respectively. Observe that G 0 = G and G n (0) = 0. The point here is that in Γ n (q) the functions χ n (ω · q) − χ n+1 (ω · q) act as cutoffs for the values of ω · q. Each Γ n deals with . The maxima are located roughly at ℵ n .
the denominators ω · q that are roughly of order ℵ n and, intuitively,
gets closer and closer to G as n tends to infinity. Instead of the full equation (3.27), consider the easier, approximate problem
obtained by replacing G with Γ <n . It is easier since Γ <n discards the most dangerous ones of the small denominators. However, its solution should become a better and better approximation of the solution of (3.27) with increasing n. Having G 0 = G 1 + Γ 0 , we decompose ξ = ξ 1 + η 0 and assume that η 0 = η 0 (ξ 1 ) solves the "large denominator problem"
Then, solving the original problem (3.27) for ξ amounts to solving
for ξ 1 .
Assuming ½ − Γ 0 π 0 is invertible 3 , we can extract η 0 out of (3.30) and get
Therefore, (3.31) transforms into
with the aid of the identities
Thus, defining the new objects
we obtain η 0 = Γ 0 (π 1 ξ 1 + ρ 1 ) and
(3.33) Indeed, equation (3.33) has precisely the same form as the original problem (3.27). Now, relaxing the assumption that η 0 be a priori known, suppose we are able to solve (3.33), and take (3.32) as the definition of η 0 , instead. Then the solution of the full problem is recovered using the simple relation
Owing to the aforementioned formal covariance between equations (3.27) and (3.33), we may iterate the construction above. Thus, in general, solving
for ξ n+1 with the definitions
for the solution of ξ n = G n (π n ξ n + ρ n ). Equations (3.38) and (3.36) reveal through
the recursion invariance
in our construction. Let us tidy up the notation by giving the definitions v n (y) ≡ π n y + ρ n and f n := ½ + Γ <n v n with Γ <0 = 0.
(3.40)
In particular, (3.39) takes the form v n (ξ n ) = v 0 (ξ 0 ). We also set
such that (3.38) reads ξ n = Ξ n (ξ n+1 ), and (3.39) reduces to
The latter is a convenient way of writing v n+1 = (½ − π n Γ n ) −1 v n . Notice also that Ξ n is formally invertible.
One easily verifies
(3.43) As a consequence,
Since f 0 = ½, we have the cumulative formula
Hence, a similar expansion of (3.42) implies
Inserting here the definition of f n , we get
, and vice versa.
Proof. Suppose ξ n+1 = G n+1 v n+1 (ξ n+1 ). By G n = G n+1 + Γ n and (3.42),
But, with the aid of (3.43), this transforms into
As Ξ n is invertible with ξ n = Ξ n (ξ n+1 ), the identity above proves the formal equivalence of the small denominator problems (3.34), or G n v n (ξ n ) = ξ n , with differing n.
Recalling (3.45), we immediately arrive at
solves the complete problem:
Remark 3.8. The solution ξ 0 above comprises two terms having clear interpretations.
The first term, ξ n , solves the small denominator problem, namely ξ n = G n (π n ξ n + ρ n ), at the nth step. The second term, Γ <n v n (ξ n ), on the other hand, consists of the sum
Finally, we make a crucial observation. If we operate on (3.46) by Γ <n and set
we solve the approximate problem (3.29):
We shall demonstrate that the approximate solutions x n form a Cauchy sequence in a simple Banach space, and that their limit
solves the original equation (3.27).
Just to motivate the above discussion, think of an abstract map R n that takes (π n , ρ n , G n ) to (π n+1 , ρ n+1 , G n+1 ). The recursion scheme
is called renormalization of the problem, and R n is the corresponding renormalization transformation. Then, in view of Proposition 3.6, it remains for one to demonstrate that this process "converges", in order to be able to solve the original equation ξ = G(π 0 ξ + ρ 0 ). That is to say, one wishes that the renormalization flow of the triplet (π 0 , ρ 0 , G 0 ), (π n , ρ n , G n ) = ( n−1 k=0 R k )(π 0 , ρ 0 , G 0 ), in a sense tends to a fixed point (π * , ρ * , G * ) of some limiting operator "R ∞ = lim k→∞ R k " as n → ∞, and that the equation
is well-defined and solvable. In our case G * ρ * = 0, such that the equation is linear and possesses the trivial solution ξ * = 0. Corollary 3.7 then throws light on why (3.48) should solve (3.27); f n (ξ n ) solves it, and ξ n approaches zero with increasing n. Therefore, it is fair to expect that also lim n→∞ f n (0) is a solution.
3.3. Banach spaces. Technically speaking, we need to control the renormalization flow (3.35)-(3.37) by estimating the kernel elements of Γ n and π n , for the operators ½ − π n Γ n and ½ − Γ n π n had better be invertible between suitable spaces. Such Banach spaces will be defined in this subsection.
We begin by analyzing the properties of the operators Γ n . A priori, one expects the most significant contribution to arise from such q's that ω · q = O(ℵ n ), due to the cutoff χ n − χ n+1 in the definition of these operators. Therefore, (3.26) implies
More accurately, it is fairly easy to obtain
for ℓ = 0, 1, . . . , 6, in a strip |ℑm κ| < ℵ n b. C only depends on the parameter b. Pay attention to the fact that G(q), which was defined in (3.26), only depends on q through ω · q. Therefore, it is handy to introduce the analytic function
In particular, ι(ω · q) = G(q) for q = 0. This motivates the further definition
The importance of the resulting operator Γ n (κ) is based on the possibility of viewing ω · q as a complex "variable":
Γ n (q, q) = Γ n (0; q, q) = Γ n (ω · q; 0, 0).
We shall often write Γ n (κ; q) instead of the complete Γ n (κ; q, q).
Imposing the condition b ≤ g/2 on b we get within |ℑm κ| < ℵ n b that
making use of (3.51). In particular, we have confirmed the heuristic estimate (3.50). Now to the spaces promised. Ultimately the solution of (3.27), namely ξ (and therefore Φ 1 ) will live in the space B Φ α * ⊂ ℓ 1 (Z d ; C) for a sufficiently small width α * of the analyticity strip-see Subsection 2.1. The following weights will come in handy:
We extend these to negative indices by setting w −n (q) ≡ w n (q) −1 .
Definition 3.9 (Spaces h n ). For n ∈ Z, let
These norms induce the Banach spaces h n . Observe that h 0 is the space ℓ 1 (Z d ; C).
Notice that our weights satisfy w n+1 (q) ℵ = w n (q) and w n (q) ≥ 1 (n ≥ 1). (3.54)
The spaces at hand thus realize the embedding hierarchy
due to the trivial inequalities
Operator norms · L(hn;hm) between such spaces h n and h m will be denoted by · n;m for short. We actually have,
Either from this or from (3.55) by the Schwarz inequality one infers
such that the operator spaces satisfy
Moreover, the Schwarz inequality implies the useful bounds
From now on, n will always assume nonnegative values. Define the domain
recalling that b ≤ g/2. Then (3.52) easily validates the bounds
for κ ∈ D n , where the (new) constant C Γ is independent of κ and g as long as g < g 0 . This shows, in particular, that
Remark 3.10. The weights w n (q) arise as follows. The diagonal kernel of Γ n is strongly concentrated around small denominators ω · q of order ℵ n ; for large ω · q the value of Γ n (q) is very close to zero, but not quite equal to zero. Therefore, in an expression such as Γ n ξ(q) = Γ n (q)ξ(q) we cannot let |ξ(q)| be arbitrarily large for large values of ω · q. This "tail" can be of the order of w n (q) = e ℵ −n |ω·q| , say, which amounts to ξ ∈ h −n . It has to be emphasized that having the same power of ℵ −n and |ω · q| in w n (q) is crucial, which can be read off from (3.52). This way ω · q "scales" as ℵ n in all estimates in the nth step of the iteration.
The motivation for introducing the spaces h n , on the other hand, comes from the fact that in the recursion (3.35) the domain of π n will shrink. So, in the norms · n we incorporate a weight that increases as n grows. It is a matter of convenience to use the inverse of the weight w n (q) −1 appearing in · −n .
Renormalization made rigorous: estimates and the Lyapunov exponent.
The rest of this section is devoted to demonstrating that the renormalization flow of π n in (3.35) is controlled in the norms · n;−n such that the products π n n;−n Γ n −n;n are small, so as to make the recursion formulae (3.35)-(3.37) well-defined through Neumann series. Recalling (3.59), the task roughly amounts to making sure that π n n;−n decays at least as rapidly as ℵ n with increasing n. According to Lemma 3.2, Similarly, we split π n into its diagonal and off-diagonal parts:
with p n (κ) = δ n +p n (κ),p n (0) = 0. The possibility of doing this follows from the computation
and its recursive consequence
Motivated by the computation above, let us inductively define the maps
starting at
by setting b ≤ g/3 in (3.58). Here
and, with σ ′ coming from Lemma 3.2,
In particular, Eric Weisstein's World of Mathematics [Wei] tells us that
As far as notation is concerned, we may omit β if it equals zero: π n (κ) ≡ π n0 (κ), and so forth. By a straightforward induction argument,
such that β does not enter the diagonal of π nβ . Of course,
For clarity, set
so that we may express the operator π nβ (κ) itself, without reference to its kernel, as
for short. This decomposition satisfies π nβ (κ) n;−n ≤ |δ n | + P n (κ) n;−n + π nβ (κ) n;−n . (3.64)
It will turn out that the sum in (3.64) is finite if κ ∈ D n and |ℑm β| < α n -indeed very small, as we are trying to prove-meaning that π nβ (κ) ∈ L(h n ; h −n ). The crux of analyzing the renormalization flow is the following lemma, for which we provide an inductive proof later on in this section. The reader is advised to take the result as granted for now. 2 ). There exist constants c γ > 0, C > 0, c > 0, µ > 1, and a unique Lyapunov exponent γ satisfying |γ − g| < c γ |ǫ|g (3.65) such that, for any n ∈ N, the bounds
hold true for (ǫ, g) ∈ D, κ ∈ D n and |ℑm β| < α n . Moreover, c is bounded away from zero and µ → ∞ in the limit g → 0.
Remark 3.12. The sole purpose of introducing the complex variable κ is to go about proving the bound (3.67) on the diagonal part of π n . We use analyticity in κ and restrict the latter to a domain of ever decreasing size. The possibility of including the complex parameter β in the analysis, on the other hand, facilitates proving exponential decay of π n (κ; p, q) in the quantity |p − q|. This is sufficiently rapid for obtaining the bound (3.66) on the off-diagonal part of π n . Also the analyticity strip of β around R is taken narrower and narrower upon iteration, but no narrower than a certain limit (α 0 /6).
Corollary 3.13. The bounds of Lemma 3.11 imply
The caveat to get around in the proof of Lemma 3.11 is that δ n is reluctant to go to zero along the recursion. To change the state of affairs, we fine-tune the Lyapunov exponent γ such that also δ n → 0 as n → ∞. As stated in the lemma, there turns out to exist precisely one such value of γ. This is what ultimately enables us to prove the convergence of our renormalization scheme, consequently validating Theorem 3.3 discussing the linearized solution X 1 . For the sake of continuity, we first give the simple proof of Theorem 3.3 and only then prove Lemma 3.11.
3.5. Proof of Theorem 3.3. With x n as in (3.47), the task is to show that the limiting function ξ-see (3.48)-is an analytic solution to (3.27).
Given the formal definition y β := τ β y, (3.47) implies
Recalling (3.44) and (3.45), one clearly has
Hence, the recursion relation
follows. Here (3.41) extends to
Notice that the flows of ρ nβ and 4π nβ ( · , 0) 4 are identical. Furthermore, the initial conditions agree according to (3.25), such that
−1 , the chain rule reveals
Recursive implementation of Corollary 3.13 in the form
n;n ≤ 2 implies that Df nβ (y) ∈ L(h n−1 ; h 0 ) with sup y∈hn Df nβ (y) n−1;0 ≤ 2 n . By the MeanValue Theorem we go on to estimate
with the aid of the inequality · n−1 ≤ · n .
Lemma 3.14. For parameters as in Lemma 3.11 and ǫ 0 small, we may perceive Ξ nβ as an analytic map from h n to h n ⊂ h n−1 with
Proof. Since Γ n annihilates the zero mode (Γ n (0) = 0), Γ n ρ nβ = 4(Γ nπnβ )( · , 0), which is super-exponentially small in the norm · n by π nβ ( · , 0) −n ≤ π nβ n;−n and Lemma 3.11. According to (3.69), Lemma 3.14 clearly holds if we take ǫ small enough so as to validate Γ n −n;n π nβ n;−n ≤ 1 2 , say, for each n. For the bounds on π nβ and Γ n we refer the reader to Corollary 3.13 and (3.59), respectively. By Lemma 3.14, f nβ maps h n−1 to h 0 , confirming that x nβ ∈ h 0 for each n. Coming back to (3.70) and taking |ℑm β| < α * := α 0 /6 (see (3.62)), the sequence (x nβ ) n∈N is Cauchy in the Banach space h 0 . Moreover, x 0β = 0 gives us
where the factor g is due to the last statement in Lemma 3.11. It is implied that
We infer that ξ is real-analytic on T d . Recalling that lim n→∞ Γ <n (q) = G(q) for each q ∈ Z d , let us take the pointwise limit n → ∞ of (3.27) in the Fourier representation:ξ(q) equals
because π 0 is a continuous operator on h 0 . Indeed, ξ solves (3.27)! Out of curiosity, we conclude by the recursion invariance (3.39) that
converges to ξ * = 0, pointwise in terms of the Fourier representation. Hence, equation (3.34) really trivializes in the large-n-limit. Another way of seeing this is the pointwise bound | G n ρ n (q)| ≤ C|G(q)| π n n;−n , which tends to zero and paraphrases G * ρ * = 0 below (3.49).
We still need to demonstrate that the solution ξ of (3.23) also solves (3.24), i.e., that
From (3.71), G n (q) := χ n (ω · q)G(q), G(0) = 0, and (3.27),
Thus, 3.6. Proof of Lemma 3.11. We begin by deriving several identities that are easy to refer to below. To this end, let us look at the flow (3.60) more closely, observing that we may formally split
The remainder r nβ (κ) reads explicitly
In fact, this quantity is asymptotically very small in L(h −n ; h −n ) due to the explicit factorπ nβ ; given the bounds (3.66)-(3.68) for some particular value of n, r nβ (κ) −n;−n ≤ C|ǫ|e −cµ n . (3.72)
Continuing abstractly, (3.60) becomes
where s n (κ) is the diagonal ands nβ (κ) the off-diagonal part of the small remainder term r nβ (κ)π nβ (κ), respectively. Therefore, the diagonal P n (κ)-containing the problematic δ n -and the off-diagonalπ nβ (κ) iterate according to the rules
Notice that s n (κ) is indeed free of β, because each P n (κ) is. By construction, δ n = π nβ (0; 0, 0) = P n (0; 0) for each n, such that the diagonality of (½ − P n (0)Γ n (0)) −1 with Γ n (0; 0) = 0 implies that changes in δ n upon iteration only arise from the small term s n in (3.73): We remind the reader of our convention of dropping one of the kernel indices of diagonal operators. For instance, s n (κ; q) ≡ s n (κ; q, q).
It is convenient to spell out a consequence of (3.73):
Proof of Lemma 3.11. Here we finally prove that the bounds (3.66)-(3.68), such that (3.73)-and indeed everything above-becomes not only formally justified. To this end, we proceed by induction. As iterating (3.66) and (3.67) is rather easy, the proof boils down to choosing the value of our free parameter, the Lyapunov exponent γ, so as to guarantee that δ n satisfies (3.68) at each step. Recall that δ 0 = ǫg 2 u(ǫ, g, γ)+g 2 −γ 2 , where ǫg 2 u(ǫ, g, γ) = H(0; 0, 0). If δ 0 (γ 1 ) = δ 0 (γ 2 ) and we denote γ i = g(1 + x i ), the Mean-Value Theorem yields
By Lemma 3.2, ∂ γ u ∞ ≤ C|ǫ|g −1 /(1 − 2c γ |ǫ|), and |x 1 + x 2 | < 2c γ |ǫ|. For a sufficiently small |ǫ|, we gather γ 1 = γ 2 , such that γ → δ 0 is one-to-one on I γ . Moreover, the image of the disk I γ contains the disk D 0, (2c γ − c large value of c γ and small value of ǫ, there exists a closed set J 0 ⊂ I γ which γ → δ 0 maps analytically and bijectively onto the closed disk
We are about to prove below that a correct choice of γ leads to δ n ∈ I n :=D(0, C 0 |ǫ|g ℵ 2n )
for each and every n ∈ Z + .
(ii) Induction step: hypotheses. Fix n ∈ N. Suppose
for some constants c > 0 and µ > 1-to be fixed later-and
hold true for |ǫ| < ǫ n , |ℑm β| < α n , and κ ∈ D n . Suppose there exists a closed set J n ⊂ I γ and a bijective analytic map ∆ n : J n → I n : γ → δ n .
Further, let the kernel elements of these operators be analytic in D n and continuous in the closureD n . Also the estimates
which facilitate dealing with the Taylor expansion ofp n , are supposed to be satisfied. In particular, it follows from (3.64), b ≤ g/3, and the inductive hypotheses that
and
The strategy is to iterate the above hypotheses and prove that, in the bitter end, C n and ǫ n can be chosen in an n-independent fashion, uniformly in g.
(ii a) The off-diagonalπ n+1,β (κ). Ifβ ∈ C d , then
But with a modification of (3.72),
such that π n+1,β (κ) n;−n ≤ r nβ (κ)π nβ (κ) n;−n ≤ 2C n |ǫ|g ℵ nB n both provided ǫ meets the condition
Hence, if |ℑm β| < α n ,
Now assume |ℑmβ| < α n+1 and, fixing p and q, take
Obviously |ℑm β| < α n . What we get this way is
Thus, from the expression (3.56) for the norm,
After (3.54), the second inequality follows from shifting p to p + q. We control the above bound by treating the cases |ω · p| ≤ ℵ (n+1)/2 and |ω · p| > ℵ (n+1)/2 separately. In fact, if |ω · p| ≤ ℵ (n+1)/2 , then |p| > ℵ −(n+1)/2ν follows from (1.13), and
Since α n > α 0 /6 by (3.62) and, for a > 1 and
(ln a) 2 , we have
The remaining d-dimensional geometric series satisfies
Hence, we infer that if |ℑm β| < α n+1 and κ ∈ D n , then 
But we know that the relations P n+1 (κ) n;−n ≤ P n+1 (κ) n;−n + |δ n+1 | and |δ n+1 | = |P n+1 (0; 0)| ≤ P n+1 (0) n;−n hold. Moreover, (3.81) and (3.60) yield
assuming (3.84) and κ ∈ D n ⊃ D n+1 hold. Observe that, for positive x and p, x −1 e −x −p /(ep) ≤ 1. Consequently, if we demand that
say, and C n+1 ≥ A n C n , (3.88) it remains to be proven that
Notice that the rather arbitrary (3.87) imposes an interrelation between ℵ and g, which is needed in the limit b ≤ g/3 → 0; since we cannot take b large, we have to take ℵ = o(b) in order to guarantee e −2bℵ −1 (1−ℵ) 2 ≤ ℵ/4 above. In order to verify (3.89), we use the recursion formulā p n+1 −p n = p n γ n a n p n + s n ( · ; 0) − s n (0; 0) (3.90) subject to a n :
and γ n (κ) := Γ n (κ; 0), which is an advocate of (3.76). The bound (3.52) yields
By virtue of |s n (κ; 0)| ≤ r n (κ)π n (κ) n;−n , (3.83) gives
(ii b.
2) The Taylor expansion ofp n+1 (κ) ≡P n+1 (κ; 0). Let us abbreviate
The objective is to show that the estimates 93) i.e., the iterate of (3.78), and
hold. Indeed, with the aid of such bounds together with (3.79), (3.89) follows from
for k = 1, 2 and ǫ suitably small. Moreover, the Cauchy estimate
implies that also (3.79) gets successfully iterated. The bound in (3.91) implies 
Thus, resorting to (3.92),
The bound (3.93) now follows, assuming also C n ≤ C n+1 .
We still need to demonstrate (3.94). This will be provided by (3.90), since then
such that (3.80), (3.91) and (3.92) yield (3.94) if
Intuition behind (ii b.1-2). Due to the super-exponential decay of s n (κ; 0) in (3.92) and the strong induction hypothesis |δ n | ≤ C 0 |ǫ|g ℵ 2n on the constant part of p n , the flow of the remainderp n = p n − δ n reads roughlȳ
by (3.73). Hence, the a priori bound |(1−p n γ n ) −1 | ≤ 1+C|ǫ| yields a sequence diverging in n, with very little hope of proving bounds such as (3.67)-see (3.89). However, the support of γ k is highly concentrated on the annulus ℵ k+1 b ≤ |κ| ≤ ℵ k b. Iterating for n ≥ k steps, with κ on the latter interval,
That is,p n remains close top 1 , which enables proving (3.67) through (3.89).
In fact, our argument is different still: since χ n (ℵ κ) = χ n−1 (κ) and G(ℵ κ; 0) ≈ ℵ −1 G(κ; 0), we have γ n (ℵ κ) ≈ ℵ −1 γ n−1 (κ) for n ≥ 2. Inserting this into (3.97), we notice that the approximate scaling invariancē
is consistent with the flow. This is what the bounds (3.78)-(3.79) reflect.
(ii c) The constant part δ n+1 of the diagonal. Recall that γ may be viewed as a function of δ n by the induction hypotheses; the identity δ n = ∆ n (γ) is bijective on J n . The flow produces a near-identity analytic function δ n+1 = δ n + d n (δ n ) of δ n on the disk I n , such that, for ǫ small enough,
(3.98)
The analyticity of the map δ n → d n can be read off (3.75) and the expression of r n . As far as estimates are concerned,
in the complex neighbourhood 2I n of I n of radius 1 2 |I n |, where |I n | is the diameter of the disk I n . Consequently, a Cauchy estimate yields the bound
on the Lipschitz constant of d n on I n , provided |ǫ| ≤ ǫ n+1 with
In this case also |d n | ≤ 1 2
|I n+1 | (3.101) holds, which validates (3.98), considering how the boundary of I n is transformed under δ n+1 .
Notice that (3.99) implies
meaning that δ n → δ n+1 is one-to-one. By continuity and (3.98), there exists a closed setJ n+1 ⊂ I n that is bijectively and analytically mapped onto I n+1 :J n+1 := δ −1 n+1 (I n+1 ). We can backtrack with the aid of the map ∆ n , obtaining a closed subset J n+1 ⊂ I γ (see (3.77)) that is bijectively and analytically mapped onto I n+1 by the map ∆ n+1 := δ n+1 • ∆ n :
It follows immediately that J n+1 ⊂ J n . (iii) Large values of n and the limit g → 0. Suppose C n is independent of g, which is the case for C 0 . The recursive conditions (3.86), (3.88), (3.95), and (3.96) can be summarized in bounds of the form
n . Choosing b := g/3 (due to (3.95)) and ℵ := min 1 8
, b
2 (due to (3.96); see also (3.87)), which is allowed, we may bound K n (g) and L n (g) uniformly in g:
This follows from the fact that ℵ −1 e −cµ → 0 as ℵ → 0. Moreover, L n ≤ L for each n, such that we may choose
The numbers K n > 1 converge to unity so fast that the number K := ∞ n=0 K n > 1 is finite. Now choose ǫ so small that L|ǫ| 1/4 KC 0 ≤ 1. In particular, C 1 = K 0 C 0 , and inductively C n = K 0 · · · K n−1 C 0 ≤ KC 0 . We conclude that the sequences (C n ) and (ǫ n ) (see (3.84) and (3.100)) converge to positive numbers.
(iv) Fine-tuning the Lyapunov exponent γ. The maps δ n are relatively expansive; (3.102) holds, while the target I n contracts by a factor of ℵ 2 < 1 2 at each step. Thus, demanding ∆ n (J n ) = I n at each step for the map ∆ n = δ n • · · · • δ 0 amounts to
or lim n→∞ |J n | = 0. Because the J n 's form an ever decreasing chain of closed disks, their intersection consists of precisely one point:
The value of γ is an analytic function of ǫ, because the sequence ∆ −1 n (0) converges uniformly to γ with respect to ǫ. For real values of ǫ, ∆ n sends real numbers to real numbers, making γ real.
Proof of Theorem 1
Let us summarize what we have learned thus far. The solution X 0 (z) to the equations of motion in the uncoupled case was found. In the coupled case we resolved KAM-type small denominator issues, which contributed the t → −∞ (z = 0) asymptotic X 0 (θ) of the general solution X(z, θ), as well as the linearization X 1 (θ) ≡ ∂ z X(0, θ).
We can now solve (1.11), and thus find the unstable manifold W u λ also "far away" from the torus T λ , by a Contraction Mapping argument.
To begin with, we single out the uncoupled part X 0 of the complete solution X;
As
In other words, the map X has to satisfy
where we define the linear operator
and the nonlinear operator W through the expression
Throughout the rest of the work, we shall refer to different parts of the Taylor expansion of a suitable function h(z, θ) around z = 0 using the notation
Observe that X 0 = X 0 and X 1 = (4, 0) + X 1 exist. Setting
we may transform equation (4.1) into the equation
for Z = δ 2 X, where we define W through
taking now (4.4) as the definition of X. Let us consider the complex Banach space A of (bounded) analytic functions Z on the compact set
τ ≥ 0, equipped with the supremum norm, and its closed subspace
For future use, let us also define the closed origin-centered balls
Any element of A extends analytically to Π τ ′ for some τ ′ > τ , allowing uniform estimates on its derivatives on Π τ .
Remark 4.1. Whereas equation (4.1) is plagued by small denominators, equation (4.5) is not. This is so due to the decomposition (4.4) which separates the previously solved "KAM-asymptotics" X ≤1 from X and enables reducing (4.1) to (4.5) on the space A 1 , which one could well call the small-denominator-free subspace of A. Lemma 4.3. If 0 < τ < 1, the linear operator K :
We have developed enough machinery to extract a solution from (4.5):
Theorem 4.4. For sufficiently small R, ǫ 0 < R/2, and τ (depending on the analyticity regions of f and X ≤1 ), equation (4.5) has a unique solution Z ∈ B 1 (R). It is continuous on D, analytic in ǫ, and bounded uniformly by C|ǫ|. The restriction
Proof. We know by Lemmata 4.2 and 4.3 that K −1 W maps B 1 (R) into itself. We may furthermore choose ǫ 0 and R such that the operator K −1 W becomes contractive on B 1 (R). The Banach Fixed Point Theorem implies that K −1 W has a unique fixed point Z in the ball B 1 (R).
The theorem also implies that Z is analytic in ǫ. Namely, Lemma 4.3 says that K −1 preserves such a property. Furthermore, the ǫ-dependence of W comes solely from γ, X 0 , X 1 , and Ω, making it analytic. Hence, the uniformly convergent sequence ((K −1 W ) k (0)) k∈N reveals the analyticity of the limit Z. The latter is also Proof of Lemma 4.2. Given Z ∈ A with Z ∞ ≤ R, we study W (Z)-defined in (4.6), and clearly an element of A 1 . Notice that in the relation (4.4), expressing X in terms of Z, the maps X 0 and X 1 were previously determined and are independent of Z. Furthermore, taking advantage of (4.4) and Theorems 2.1 and 3.3, we deduce
(4.8)
With the aid of (1.10), cast equation (4.3) as
Recall that f is analytic on the strip |ℑm φ|, |ℑm ψ| ≤ η. Also, ℑm Φ 0 (z) = O(τ ) on Π τ , when τ ≪ 1. Hence, owing to (4.8), our function Ω(X 0 + X) is well-defined for λ and R sufficiently small and the strip
The factor g 2 − γ 2 is the reason we chose to subtract γ 2 cos(Φ 0 ) Φ from both sides in equation (4.1). Namely, |g 2 − γ 2 | = |2g + γ − g||g − γ| ≤ Cg 2 |ǫ|. Terms proportional to Φ are dominated by (4.8). Thus, for ǫ and R small (independently of g and each other),
In order to obtain the Lipschitz continuity of W | A 1 , it suffices to show that Z
To that end, we use the Mean Value Theorem, see [Cha85] , and conclude that for some Z =: δ 2 X on the line segment between two points Z ′ =: δ 2 X ′ and resorting to the method of characteristics; we write (z, θ) = (ζe γt , ϑ + ωt) in order to obtain an ordinary differential equation (ODE). Recalling the identity (1.7), we see that
and our task reduces to studying L t := ∂ 2 t − γ 2 cos Φ 0 (ζe γt ). Since a translation in t and ϑ eliminates ζ, we can just as well set ζ = 1.
We proceed in the Fourier language. The function f solves equation (4.9) if and only if for all q ∈ Z d the functions u(t) := e iq·ωtf (e γt , q) and v(t) := e iq·ωtĝ (e γt , q) satisfy
Noticing that cos Φ 0 (e γt ) = 2 tanh 2 γt − 1, we see that L t has got the zero mode
i.e., L t u 1 = 0. Since L t u = 0 is a linear second order ODE, there exists precisely one other zero mode u 2 of L t that is linearly independent of u 1 . Because u 1 (t) = 0 for any t ∈ R, u 2 may be found by a standard procedure: u 1u2 is a fundamental matrix solution of the system (i.e.,ẇ = Aw) with det w = 1 and thus
In terms of a first order system, the complete equation
T . Varying constants,
Next, we take t 0 → −∞. In that limit u(t 0 ) = O(e 2γt 0 ), such that This is so, because W Φj (e γt ) ≡ u j (t). In a complex strip |ℑm z| ≤ τ < 1, the inequality |z
Sincef (0, q) =ĝ(0, q) = 0, we find that (4.10) remains true if 0 replaces e γt . Inserting all this into the Fourier series of f (z, θ) leads to
Here Fubini's Theorem was used, taking advantage of the bound (4.12). Indeed, we may express g(z, θ) = z 2 h(z, θ), where h is analytic in the same region as g.
Following the line of reasoning above, solving the "rotator part"
amounts to integratingü = v and results in an expression like (4.13) with the kernel
introducing W Ψ1 := 1 and W Ψ2 := γ −1 ln .
For each index n ∈ N ∪ {∞} define now
where (z, θ) ∈ Π τ and Z ∈ A 1 are arbitrary. Also denote
Since the integrand here is an analytic function of (z, θ) on the compact region Π τ and continuous in s ∈ [−n, 0], it follows from an exercise in function theory that I n with n < ∞ is analytic on Π τ ; see p. 123 of [Ahl66] . As an element of A 1 , Z(z, θ) has the representation z 2 Z(z, θ), where Z is analytic on Π τ . Accordingly, (4.12) implies
showing that I n → KZ uniformly on Π τ as n → ∞. Hence, also KZ is analytic on the latter region. Moreover, I n (z, θ) = O(z 2 ) as z → 0, which by virtue of (4.14) yields
We showed above that if Z ∈ A 1 and KZ = Z ′ (thus
But each side of the latter equation is analytic on Π τ and hence agree there, meaning that K is the left inverse of K:
shows that it is also the right inverse. In other words,
The integrals I n also depend analytically on γ. Thus, according to Theorem 3.3, they are analytic functions on the domain |ǫ| < ǫ 0 . Since |γ − g| < Cg|ǫ|, the trivia γ > 1 2 g > 0 and (4.14) guarantee that the convergence I n → K −1 Z takes place uniformly on compact subsets of D defined in (1.15) (g bounded away from zero).
It remains to be checked that
In Π τ , |z| ≤ R for a certain R = 1 + O(τ ), such that ze γs ∈D(0, τ /2) whenever s ≤ S := −γ −1 ln(2R/τ )). The bound (4.12) for K Φ applies to K Ψ as well. Summarizing,
which finishes the proof.
Analytic Continuation of the Solution
Here we present the proof of Theorem 2. In the notation of Section 4, the existing map Z = δ 2 X solves (4.5) and, by virtue of W 's analyticity, admits the representation
on the set Π τ , taking ǫ small enough, and denoting
and a repeated argument of such a symmetric k-linear operator by
for the sake of brevity. Observe that we have omitted a δ 2 in front of the square brackets on the second line of (5.1) as redundant. Equation (5.1) may be viewed as a recursion relation for δ 2 X. It is crucial that
when (ǫ, g) ∈ D; see (1.15). Namely, any given order δ 2 X ℓ in the convergent expansion
is then completely determined by X ≤1 and the lower orders δ 2 X l (1 ≤ l ≤ ℓ − 1) through the right-hand side of (5.1). Moreover, since X ≤1 = O(ǫ), only finitely many terms in the sum over the index k are involved. Together these facts imply that only finitely many recursive steps using (5.1) are needed to completely describe any given order δ 2 X ℓ in terms of X ≤1 alone and that, at each such step, only finitely many terms from the k-sum contribute.
It is important to understand that X ≤1 is a predetermined function. As we shall see, the recursion procedure will then provide the analytic continuation of each X u,ℓ = X ℓ ≤1 + δ 2 X ℓ (ℓ ≥ 1) to the large region U τ,ϑ × {|ℑm θ| ≤ σ} of Theorem 2.
5.1. Tree expansion. We next give a pictorial representation of the above recursion. It involves tree diagrams similar to those of Gallavotti, et al. (see, e.g., [Gal94b, CG94] ), with one difference: there will be no resummations nor cancellations, as the expansion in (5.1) contains no resonances and is instead well converging. This so-called tree expansion is needed for bookkeeping and pedagogical purposes; we simply choose to draw a tree instead of spelling out a formula. Let us first define the auxiliary functions
and make the identifications
and, for k ≥ 1,
In the diagram representing the k-linear w (k) , the k "free" lines to the right of the node stand for the arguments. We say that these lines enter the internal node, whereas the single line to the left of the node leaves it. For instance,
Notice that, as w (k) is symmetric, permuting the lines entering a node does not change the resulting function. We emphasize that all of the functions introduced above are analytic on Π τ and |ǫ| < ǫ 0 .
In terms of such tree diagrams, or simply trees, equation ( using multilinearity to split the sums X ≤1 + δ 2 X into pieces. Above, the sum after the first tree consists of all trees having one internal node and an arbitrary number of end nodes, at least one of which, however, is a white circle. This rule encodes the fact that on the second line of (5.1) the summation starts from k = 1 and that the contributions with only X ≤1 in the argument (i.e., trees with only black dots as end nodes) are cancelled. Using (5.1) recursively now amounts to replacing each of the lines with a white-circled end node by the complete expansion of such a tree above. This is to be understood additively, so that replacing one end node, together with the line leaving it, by a sum of two trees results in a sum of two new trees. For example, such a replacement in the third tree on the right-hand side of (5.5) by the first two trees gives the sum + .
Before proceeding, we introduce a little bit of terminology. The leftmost line in a tree is called the root line, whereas the node it leaves (i.e., the uniquely defined leftmost node) is called the root. A line leaving a node v and entering a node v ′ can always be interpreted as the root line of a subtree, the maximal tree consisting of lines and nodes in the original tree with v as its root. We call v a (not necessarily unique) successor of v ′ , whereas v ′ is the unique predecessor of v. The recursion (5.5) can be repeated on a given tree if it has at least one white circle left. Otherwise, the tree in question must satisfy
(R1
′ ) The tree has only filled circles ( ) and black dots ( ) as its end nodes, together with (R2 ′ ) Any internal node has an entering (line that is the root line of a) subtree containing at least one filled circle as an end node.
After all, the recursion can only stop by replacing an existing white circle with a filled one. Continuing ad infinitum yields the expansion where the prime restricts the summation to trees T satisfying (R1 ′ ) and (R2 ′ ). We point out that each admissible tree appears precisely once in this sum, considering different two trees that can be superposed by a (nontrivial) permutation of subtrees that enter the same node.
The earlier discussion concerning the description of δ 2 X ℓ in terms of a finite sum involving only X ≤1 translates to the language of trees in a straightforward fashion. First, the second part of (5.3) and X ≤1 = O(ǫ) amount pictorially to = O(ǫ) and = O(ǫ).
Second, w for any tree T satisfying (R1) and (R2). By #(G) we mean the number of occurrences of the graph G in the tree T . That is, the degree of a tree is the number of its end nodes with suitable weights plus the number of nodes with precisely one entering line.
Since a tree has finitely many nodes, its degree is well-defined. Then a rearrangement of the sum arising from (5.7) being inserted into (5.6) yields formally
where the asterisk reminds us that the rules (R1) and (R2) are being respected. According to the analysis above, the particular graphs appearing in the definition of deg T are the only possible single-node subgraphs of T proportional to a positive power of ǫ. Since each tree is an analytic function of ǫ, writing again ( · ) k for the kth coefficient of the power series in ǫ, we have
Hence, only trees with degree at most equal to ℓ can contribute to δ 2 X ℓ : for each and every ℓ = 1, 2, . . . . The expansion in (5.9) is in fact just a compact way of writing (5.11). We emphasize that the latter can be derived completely rigorously, for each value of ℓ separately, but resorting to the use of formal series allowed us to treat all orders of δ 2 X at once. We call the series (5.9) an asymptotic expansion of δ 2 X; the partial sums * deg T ≤ℓ T need not converge to δ 2 X for any fixed ǫ as ℓ → ∞, but for a fixed ℓ the error is bounded by an ℓ-dependent constant times |ǫ| ℓ+1 on the mutual domain of analyticity, |ǫ| < ǫ 0 . 5.2. Analyticity domain of trees. As already pointed out, all trees T above are analytic functions of (z, θ, ǫ) on Π τ × {|ǫ| < ǫ 0 }. Due to the projections δ 2 appearing in (5.4), they also satisfy T | z=0 = ∂ z T | z=0 = 0, i.e., are elements of the space A 1 defined in (4.7). On this space, the inverse of K = Consequently, we will now show that the analyticity domain of a tree in the z-variable is in fact much larger than the neighbourhood of [−1, 1] that is included in Π τ ; namely it includes the wedgelike region
(with a new τ and "small" ϑ).
Lemma 5.2 (Analytic continuation of trees). Without affecting the analyticity domain with respect to ǫ, there exist numbers 0 < τ < 1, 0 < ϑ < π/2, and 0 < σ < η such that each tree in the sums (5.9) and (5.11) extends to an analytic function of (z, θ) on U τ,ϑ × {|ℑm θ| ≤ σ}.
Proof. Observe that, as a polynomial, X ≤1 is an entire function of z. On the other hand, Φ 0 (z) = 4 arctan z = 2i log(1 − iz) − log(1 + iz) , implying that |ℑm Φ 0 (z)| ≤ η in U τ,ϑ with τ and ϑ sufficiently small. By Remark 1.3, f (Φ 0 (z), θ) is analytic, making the maps h (k) and X ≤1 analytic on U τ,ϑ × {|ℑm θ| ≤ σ} for some 0 < σ < η, where η is determined by f and σ by X ≤1 (ultimately by f and ω).
Suppose h = δ 2 h is a map analytic on U τ,ϑ × {|ℑm θ| ≤ σ}. Then the integrand in (5.12) is analytic in a neighbourhood of the latter set. By virtue of Fubini's theorem, for any closed contour Γ inside a sufficiently small neighbourhood of U τ,ϑ and enclosing z. Hence, Morera's theorem yields analyticity of K −1 h with respect to z. As always, analyticity with respect to θ follows from an exponentially decaying bound on the Fourier coefficients. Applying this argument at each node of a tree proves the claim.
Proof of Theorem 2. Since the number of terms in the sum in (5.10) is finite and the functions X ≤1 and X 0 in X = X 0 + X ≤1 + δ 2 X are analytic on U τ,ϑ × {|ℑm θ| ≤ σ}, the analyticity of X ℓ follows from Lemma 5.2. From the equations of motion, (1.11), a Taylor expansion yields
where the trigonometric degree of D m Ω(X 0 ) is N for ǫ = 0 but vanishes at ǫ = 0 because X 0 does not depend on θ. For each k ≥ 1, let n k stand for the trigonometric degree of X k . Equating like powers of ǫ in the expansion above, we infer two things. First, n 1 = N. Second, we must have, for each ℓ ≥ 2, n ℓ ≤ n k 1 + · · · + n km where k 1 + · · · + k m = ℓ, N + n k 1 + · · · + n km where k 1 + · · · + k m = ℓ − 1, because the trigonometric degree of a product is at most the sum of the trigonometric degrees of the factors; e iq·θ e iq·θ = e i2q·θ and e iq·θ e −iq·θ = 1. Next, assume that n k ≤ kN holds for each 1 ≤ k ≤ ℓ − 1, recalling that this is the case if k = 1. Subsequently, the estimate for n ℓ above becomes n ℓ ≤ ℓN.
