We introduce the message passing algorithm and discrete Green's function to elucidate how resource fluctuations determine flow fluctuations in a network optimizing a global cost function. To enhance the robustness of the network against fluctuations, we develop the schemes of optimal bandwidth allocation in links and optimal resource adjustment in nodes. With the total bandwidth of the network are fixed, the approach of optimal bandwidth allocation is to increase the bandwidth in links such that the number of overloaded links or the amount of excess flows in networks under fluctuations can be minimized. Similarly, the approach of optimal resource adjustment is to minimize the number of overloaded links in networks under fluctuations with the total resource change in the network fixed. Compared with the conventional approach of proportionate bandwidth assignment or resource reduction, it is found that the optimized bandwidth allocation or resource adjustment can highly enhance the stability of the networks against fluctuations. The changes of loads and currents prescribed by the optimal bandwidth allocation and resource adjustment schemes are correlated with each other, except for some nodes that exhibit relay effects.
I. INTRODUCTION
Stability of power grids is essential for the development of modern societies. Due to improving engineering technology over years, power grids become more reliable and stable in supplying electricity. However, widespread blackouts of different scales in power grids still occurred frequently [1] even with the investment of advanced technology. In spite of the fact that blackouts in large power grids are rare, they cause overwhelming economical and social losses [2] . As a result, it is crucial to study the cause of large blackouts and more importantly, how to enhance the stability of the networks. It is found that a large blackout is usually caused by a cascading failure which is triggered by a small local failure in the network [3, 4] . When there is a link failure in the network, the current originally flowing in that failed link will redistribute to other links in order to satisfy the demands of the users. Such a redistribution of current flows generally increases the load of other links because the current used to be flowing in that failed link has to go through other links. Links with such an increase in current flow have a higher load and may break down. Those new failed links can trigger further links to break down by the same reason and this process continues to spread and causes a large global failure. In general, cascading failures can also occur in other complex networks other than power grids. Thus, there is an increasing number of studies on cascading failures in complex networks [5] [6] [7] [8] [9] . To prevent losses caused by cascading failures in the network, methods of controlling cascades in complex networks have also been widely investigated [10] [11] [12] .
Many network problems can be formulated as a flow optimization problem and thus, optimization of network flow problems is an important problem in science. The optimization of network flows was found to have wide applications in electric networks, transportation networks, communication networks [13, 14] . The network flow optimization problems are usually approached by finding a specific cost function to minimize. For example, the cost function may represent the power dissipation in electric network or time delays in communication networks. Traditionally, these optimization problems are approached by using graph theory and global optimization techniques, such as linear or quadratic programming [15] . Nevertheless, when the network size increases, global optimization becomes increasingly costly and infeasible. Interestingly, many large complex networks can be treated as disordered systems and methods from statistical mechanics of disordered systems are found to be useful in studying large complex networks [16] . For example, the cavity method originating from statistical mechanics [17, 18] was found to be computationally efficient and useful in studying network optimization problems. In this work, we also introduce two distributive methods, the message passing algorithm [14, 19] and chemical potential methods for calculating the current flows with a general cost function.
There are new challenges about the stability in power grid systems in recent years due to the introduction of renewable energy sources, such as wind power and solar power. Renewable energy usually has strong fluctuations, and such increasing deployment of renewable energy in power grids endanger the stability of the networks [20] . This is because power grids usually operate near their capacity limits. Flow fluctuations can cause the current flow to exceed the capacity of the transmission cables. Seeing that a small number of link failures can cause a large failure in the network, it can largely affect the stability of the network and it becomes important to study the flow fluctuations in the network [21] .
Many networks used for resource transportation or communication have some capacity (or bandwidth, depends on network models) assigned to a node (a link) to withstand the flows through it. One common way to increase the robustness of the network is to increase the capacities of nodes or bandwidths of links. Traditionally, the capacity layout used is the proportionate increase in initial loads [22] [23] [24] . However, it is found that the proportionaate increase in capacities is not effective and costly to enhance the stability of the networks [22, 23] . Hence, there are studies about how to increase the robustness of the network by finding a better capacity layout [21, 25, 26] . From these studies, it is found that using a different capacity layout can largely increase the robustness of the networks. As fluctuations in the network can largely affect the stability of the network, there are studies in finding a better capacity layout against fluctuations [21] . Therefore, in this work, we study improved schemes of allocating bandwidths in the links of the network to prevent cascading failures caused by fluctuations. Usually, allocating bandwidths is more useful in the design stage of networks. In real time control, it is more practical to control the resources in the network. Therefore, we also study an optimal scheme of adjusting the resource in the network to enhance the stability of the network.
In Sec. II, we introduce the model for the networks and two methods of calculating the network flow, the cavity approach and discrete Green's function approach will be described. The two methods are then used for predicting the variance of flow fluctuations given the information of resource fluctuations, verified by simulation results on some network structures in Sec. III. In Sec. IV, using the predicted variance of the flow fluctuations, we develop the optimized bandwidth allocation against fluctuations to increase the stability of the network. In Sec. V, we formulate an optimal resource adjustment scheme in the form of a constrained optimization problem to enhance the robustness of the network against fluctuations. The summary is presented in the final section.
II. THE MIN-COST NETWORK FLOW MODEL
We begin with a typical resource allocation network model similar to [14] . Consider a network with N nodes and each node i is assigned with resource Λ i . Positive and negative values of Λ i indicate that node i has a supply and demand of resources respectively. Nodes with Λ i = 0 relay the current flows only. For simplicity, the network does not have excess resources (i.e.
i Λ i = 0). Let y ij ≡ −y ji be the current flow from node j to node i and it has to satisfy the conservation of flows,
where ∂i is the set of neighbors of node i. Besides satisfying the flow conservation constraint, the current flows are required to minimize the total transportation cost in which the transportation cost along link (ij) is given by a general even function φ(y ij ). In general, cost functions of form φ(y ij ) = y r ij can be convex or concave functions of y ij depending on the modeling purpose. To avoid congestion in network, r > 1 is usually used as it will penalize overlaps of flows while r < 1 is used when we want to encourage overlaps of flows [27, 28] . To find the optimal current flows that minimize E = (ij) φ(y ij ) subject to the constraint Eq. (1), we introduce two updating methods, the message-passing algorithm and the chemical potential method, to solve the flow optimization problem.
A. Message-Passing
The message-passing algorithm is a distributive method for calculating the optimal flows. It is also known as the belief propagation or the cavity method in physics [18, 29] . The message-passing algorithm is known to be exact in graphs with tree structure and is a good approximation in large sparse networks. This is because the probability of finding loops of finite lengths is vanishing in large sparse networks such that the network itself can be approximated as locally tree-like. For real-valued flow variables, the algorithm is known to be exact in even when loops are present in the network structure if it converges [14, 30] . A more detailed analysis of the messagepassing algorithm formulated in the network flow model can be found in [14] . For completeness of the paper, the main ideas and steps of message-passing algorithm are outlined as follows. To begin with, we assume the network is locally tree-like such that the correlations among the branches of trees can be neglected. The nodes are considered to be arranged in generations which can be thought of a node j having its neighbor node i as its ancestor and other neighbors as its descendants. Then node j is connected to an ancestor node i of the previous generation and |∂j| − 1 descendant nodes of the next generation. The cavity energy E j→i (y ij ) is then given by
Let the two-parameter message sent from node j to i be
The first and second derivatives of the optimal solution lead to the forward message
where
The whole network is obtained by merging the two trees and therefore, the current flows are given by
Alternatively, one can calculate the optimal flows by computing the chemical potentials for each nodes. The Lagrangian for optimization is
where µ i is the Lagrange multiplier which can be interpreted as the chemical potential of node i. Optimizing L with respect to y ij , one obtains the current flows as
where φ is the derivative of φ with respect to its argument. The chemical potential µ i is given by the zero of the equation given by
In this work, we focus the transportation cost as a quadratic function and the total cost function is given by
The quadratic cost function is chosen as it is minimized in electrical networks according to Thomson's principle [31] will be shown to be equivalent to power grid networks in the direct current (DC) approximation. Due to the quadratic nature of the cost function, we can approximate the cavity energy in the following form [14, 32] 
Inserting the functional form of Eq. (11) for the descendants into Eq. (2), and minimizing E j→i (y ij ) with respect to y jk , one can obtain the messages a ij andỹ ij as the functions of the messages of descendants
From Eq. (6), the current flow y ij is obtained as
For networks with quadratic cost functions, we simply update the messages by iterating Eq. (12) and Eq. (13) until they converge and use the results to obtain the optimal current by Eq. (14).
B. Chemical Potential
In the chemical potential method, we make use of Eq. (9) for the quadratic cost function to obtain
where L is the Laplacian matrix
In the above equation, D is the N × N diagonal matrix with diagonal elements D ii being the degree d i of node i, and A is the adjacency matrix. In matrix notation, Eq. (15) is equivalent to
where µ and Λ are the column vectors of the chemical potentials and resources respectively. The chemical potentials are obtained by inverting Eq. (17),
where G is the pseudoinverse of L, which is also known as the discrete Green's function [33] . Hence, from Eq. (8), the current is directly given by
Although the discrete Green's functions are nonlocal, they can be calculated once during the initial stage and subsequent estimations can be calculated by linear products. This greatly simplifies the centralized algorithm.
C. Power Grids
The above techniques can be applied to study power grids in the DC approximation. To see this, we consider the power flow along a link from node j to i given by a sine function of the phase angle difference between two nodes [34] 
where x ij is the reactance of the transmission link (ij), θ i is the phase angle and V i is the voltage for node i. In the DC approximation, differences between the phase angles for each pair of neighboring nodes are small and we can approximate the power flow equation as
where the voltage for each node is conventionally chosen to be |V i | ≈ 1 with a suitable unit. Denote P i as the power generation (or consumption) in node i, then the total power flow in node i is given by
From Eq. (9) and Eq. (21), we can view the chemical potentials as the phase angles for the nodes and having a unit reactance for each transmission link. Furthermore, the flow conservation equation is equivalent to the power flow equation in a node in which the power generation or consumption can be treated as the node's resource. Thus, networks using the quadratic cost function together with the flow conservation constraint can be treated as power grid networks in the DC approximation.
III. INDUCED FLOW FLUCTUATIONS
In this section, we study the flow fluctuations induced by the fluctuations in resources. To begin with, we write the resource of node i as the sum of two components,
where Λ In the framework of message-passing the fluctuations in current flows δy ij can be obtained from Eqs. (13) and (14) 
For simplicity, we assume the mean of resource fluctuations is zero δΛ i = 0. From Eq. (24), δΛ i = 0 always give δỹ ij = 0 and hence δy ij = 0. To estimate the second moment (δỹ ij ) 2 , one can square both sides of Eq. (24) and take the average. We obtain
Note that the cross terms δỹ jk1 δỹ jk2 are assumed to be zero for k 1 = k 2 . This is because whenever the messagepassing algorithm is applied, the network structure is assumed to be tree-like (or at least locally tree-like) and therefore, links connected to the same node are treated as different branches of sub-trees which do not have paths connected to each other. This leads to the cross-terms being ignored. Similarly, one can obtain (δy ij ) 2 as
The cross term is again ignored due to the same reason. With Eq. (26) and Eq. (27) , a set of iterative equations is obtained to estimate the flow fluctuations. Another way to estimate the flow fluctuations is to use the discrete Green's function formulation. From Eq. (19) , the fluctuations in current flows can be obtained by
The mean δy ij is obtained by taking average of Eq. (28) and is equal to 0 as δΛ i = 0. The second moment (δy ij ) 2 is obtained by taking the squares and then averaging on both sides of Eq. (28)
We test the accuracy of both approaches by simulations in random (ER) networks and the IEEE Reliability Test System 96 (RTS 96) power network [35] . The ER network is constructed by N = 100 nodes with the connecting probability p = 0.05. In the simulations, the resource fluctuations are randomly drawn from the Gaussian distribution with mean δΛ i = 0 and variance δΛ i 2 = 1. Figure 1 shows the simulation results. In the simulations, the resource fluctuations are introduced at the same instant of time to each sample having the same network structure. Both estimation methods give a good agreement with the simulation results in ER networks. On the other hand, for the RTS 96 network, the discrete Green's functions give good estimates of the flow fluctuations whereas the message passing algorithm underestimates the fluctuations for some links. The main reason for the inaccurate estimation is that message passing assumes that the network structure is tree like and ignore the covariance term in the equation. However, some of the nodes are connected in loops and this can render the estimation inaccurate. Discrete Green's function approach does not make such an assumption and hence it gives a higher accuracy in such network structures.
IV. OPTIMAL BANDWIDTH ALLOCATION
Estimates of flow fluctuations are useful in allocating bandwidths to links in networks handling fluctuating traffic. In practice, each link has a capacity which allows the maximum amount of current before it becomes overloaded. In communication networks, such capacities usually refer to bandwidths and we generalize such terminology in this paper for convenience. Usually the bandwidth of a link is designed to be able to withstand the current flow of the network in the steady state with some tolerance. The reason for the tolerance is to prevent overload by a sudden increase or fluctuations in current flow. For simplicity, we decompose the bandwidth of a link into two parts,
where L 0 ij = |y 0 ij | and ∆L ij ≥ 0 represents the tolerance. The traditional bandwidth allocation is the proportionate bandwidth which has the form
where is the tolerance factor and ∆L ij = L 0 ij . The proportionate bandwidth has been adopted to study the robustness of networks due to its simple proportionate form [22, 25] . In practice, increasing the bandwidths will increase the cost of constructing the network and hence, is usually desired to be small. Therefore, for the purpose of designing a stable network, one is interested in increasing the robustness of the network by constraining ∆L ij with a given average tolerance factor (i.e.
For a given tolerance factor, nevertheless, allocating bandwidth using the form of Eq. (31) is not effective against flow fluctuations.
To illustrate this, simulations in ER networks with the proportionate bandwidth allocation are used for investigation. In the simulation, we use the same setting for the ER network and the resource fluctuations as in Fig 1. When there are fluctuations in the current flows, the current may exceed the bandwidth and the link is considered overloaded when |y ij | > L ij . The fraction of overloaded links is used as a measurement of the robustness of the networks against fluctuations. From Fig. 2 , it can be seen that the proportionate bandwidth allocation is not effective against fluctuations in the sense that there are still some overloaded links even when is large (the existence of non-vanishing long tails). The main reason is the existence of links with small average current flow, yielding only small bandwidth increase even for large values of .
To develop a better allocation of bandwidths to enhance the robustness of the network against fluctuations, we formulate an optimization problem subject to the constraint of fixed additional bandwidths. In this work, we focus on two objective functions, the expected number of overloaded links and the total amount of excess current in the network.
The functional form representing the expected number of overloaded links is determined by the probability distribution of the flow fluctuations. Considering δy ij in the direction of increasing y 0 ij , it is sufficient to consider the fraction of distribution with δy ij > ∆L ij for distributions P ij (δy ij ) of the fluctuations. Thus, the expected number of overloaded links is given by
∆L ij can then be evaluated such that it can minimize Eq. (32) subject to the constraints
The Lagrangian for optimization is given by
where λ is the Lagrange multiplier and γ ij is the Kühn-Tucker multiplier. Assuming that P ij (δy ij ) are Gaussian distributions, ∆L ij that can minimize the total number of overloaded links is given by
, otherwise.
(34) where λ is determined by the constraint Eq. (33). The conditional form of Eq. (34) is due to Kühn-Tucker condition. For small given total cost, resources are allocated to those links with small flow fluctuations, δy 2 ij < 1/2πλ (unlike the proportionate bandwidth allocation scheme which allocates the bandwidth resources to every links independent of the magnitude of flow fluctuations). When the tolerance factor is increased, the non-linearity of Eq. (34) tends to distribute more bandwidth resources to links with moderate flow fluctuations to save the majority of links. Figure 3 illustrates the fraction of unchanged links (∆L ij = 0) as a function of the total cost in a random network with fixed connectivity d i = 3. The variance of resource fluctuations is set to δΛ
. It shows that when k increases, the network requires higher tolerance to reduce the number of unchanged links.
However, the criterion of minimizing the expected number of overloaded links saves the additional bandwidths by focusing on the links with small fluctuations, whereas it allows those links with large fluctuations to be heavily overloaded. In practice, this may lead to a huge degradation of the quality of network service. Therefore, alternative cost functions should be considered.
An alternative cost function for the robustness of the network is the expected amount of excess current flows. Excess current flow is defined as the amount of current flow exceeding the bandwidth
Hence, the function measuring the total excess current flow in the network can be obtained as
Minimizing Eq. (36) subject to the total cost constraint as Eq. (33) . One can obtain
where is a function of the Lagrange multiplier and can be calculated by substituting ∆L ij into Eq. 2 . As expected, minlink has the least fraction of overloaded links while minf low has the least amount of excess current under flow fluctuations. Moreover, both minlink and minf low are able to completely protect the network with a smaller amount of total cost when compared with the proportionate bandwidth allocation scheme. Recall from Fig. 2 , when the network uses the proportionate bandwidth allocation scheme, the total fraction of overloaded links in the network do not converge to zero even up to ∼ 3.
We also consider the allocation of bandwidths in randomly connected dilute networks with fixed connectivity K in Appendix. In these networks exact results can be obtained using the cavity method. The currents have Gaussian distributions for Gaussian resource fluctuations. The proportionate allocation scheme yields an average excess current scaling as −1 in the limit of large . This behavior of convergence to zero is much weaker than the Gaussian tail convergence in the minlink and minf low schemes. Furthermore, minlink and minflow achieve this objective using a relatively small tolerance factor (and hence a small amount of investment cost) as compared with the proportionate bandwidth allocation scheme. As the derivation of minlink and minf low does not require assumptions on the particular structure or size of the network, minlink and minf low can work well for all network structures (and sizes).
From the figure showing the excess current flow in the network, there exist some points with discontinuous slope in the curve of minlink. The discontinuities come from the discontinuity in ∆L ij as derived in Eq. (34) . Note that when the tolerance factor increases, µ increases as well. When µ remains less than 2π δy 2 ij of a link (ij), its bandwidth decreases continuously with increasing µ, but when µ exceeds 2π δy 2 ij , the bandwidth vanishes for all higher values of µ. This results in a discontinuity of the slope in the curve minlink in Fig. 4(b) of the average excess current.
V. OPTIMAL RESOURCE ADJUSTMENT
In the previous section, we study how to enhance the robustness of the network against fluctuations through increasing the total bandwidth. However, such an approach is usually more useful in network design. For realtime control, it is more practical to adjust the resources in nodes such as the implementation of load shedding in power engineering [36] . In dynamic control, usually only short-term predictions of fluctuations of power supply and demand in the form of probabilistic distributions are available. Therefore in this section, we study how to optimally adjust the resources in the nodes to increase the stability of the network given the probabilistic information of the fluctuations.
We begin by writing the resource Λ i as
where Λ 0 i is the original resource, δΛ i is the resource fluctuations and π i is the controllable component. For a power grid, one can treat the controllable component as the controllable power sources such as the power generated from natural gas or the load to be shed. When there are fluctuations in the resources, the induced flow fluctuations can cause overload in links and we consider link (ij) to be overloaded when |y ij | > L ij as in the previous section. For simplicity, we set L ij = |y 0 ij | in this section. With the introduction of π i , the current flow y ij can be written as Figure 4 . Simulation results of (a) the fraction of overloaded links and (b) the amount of excess current per link, in units of δΛ 2 , for the bandwidth allocation schemes in the RTS network as a function of the tolerance factor . 100 samples of supply and demand are generated from the resource distribution. For simplicity, proport, minlink and minflow corresponds to the proportionate bandwidth allocation scheme, minimizing the expected number of overloaded links, and minimizing the expected amount of excess flows respectively.
where z ij = l (G jl − G il )π l . Hence, with a proper value of π i , the current flow can be reduced and our objective is to find the optimal π i such that the total number of overloaded links is minimized. Suppose the resource fluctuations follow the Gaussian distribution, then the flow fluctuations will also follow the Gaussian distribution and the objective function to be minimized is given by
where E is the total number of links. To have a practical resource adjustment, we introduce constraints to restrict the value of π i . As there are no excess resources in the network, the sum of π i have to be equal to zero (i.e.
i π i = 0). Moreover, to have a fair comparison between different adjustment schemes, we introduce an additional constraint to restrict the total amount of changes in the resources, i |π i | = c i |Λ 0 i |, where c is a parameter to control the total amount of changes. In fact, one can view c as the mean ratio to be changed in the resource for each node. Furthermore, we also restrict π i to reduce the value of Λ . Combining all the constraints, we propose an optimal resource adjustment scheme by solving the following constrained optimization problem,
Since there is no analytical solution for the above optimization problem, one has to solve it numerically. Since the equality and inequality constraints are linear in the control variables π i , it can be solved using the barrier methods [37] . For comparison in the RTS 96 network, we introduce the proportionate reduction scheme π 2 independently. Figure 5 shows that in the optimal adjustment scheme, the network has a much higher stability compared with the proportionate reduction.
Similar to the optimal bandwidth allocation scheme, the current reduction of the links in the optimal resource adjustment scheme is correlated with the strength of the flow fluctuations. In fact, links that are given larger bandwidths in the optimal bandwidth allocation scheme will usually experience a larger reduction in current flow We further compare the behaviors of the nodes under the optimal resource adjustment and bandwidth allocation schemes. 
VI. CONCLUSION
We have formulated the message-passing algorithm and chemical potential methods for finding the current flows in the transportation network with a general cost function. The methods can be applied to optimize stability in transportation networks and also power grids in the DC approximation. With the message-passing algorithm and the discrete Green's functions, one can estimate the mean and variance of the flow fluctuations induced by the resource fluctuations. From the simulations results, it is found that the estimations of flow fluctuations using the message-passing algorithm relies heavily on the locally tree-like structure of the networks. As the method of discrete Green's functions does not have any assumption on the network structures, the simulation results show that it gives more accurate results on different network structures. To improve the accuracy of the message-passing algorithm in estimating the variance of the flow fluctuations, one may need to improve the algorithm by considering loops in loopy graphs as in generalized belief propagation [38] .
We have also shown that using the traditional proportionate bandwidth allocation cannot effectively increase the robustness of the networks against fluctuations. To properly allocate the bandwidths, we developed the optimal bandwidth allocation schemes that can minimize the total number of overloaded links or total excess current in the networks under fluctuations. Both simulation results in complex networks and analytical results in dilute networks show that the optimized methods of allocating bandwidth can effectively enhance the stability of the networks against fluctuations compared with the proportionate bandwidth allocation. Moreover, we developed a scheme to optimally adjust the resources in the network such that it can minimize the total number of overloaded links under fluctuations. Simulation results show that using the proposed resource adjustment scheme can have a better performance than the proportionate resource reduction. Furthermore, we found that there is a close correlation between the optimal bandwidth allocation and resource adjustment schemes. The former assigns more bandwidths to links with large flow fluctuations while the latter reduces more current flow along them. Exceptions are some nodes connected to highly fluctuating links that relay their fluctuations to other links without their own participation in resource adjustments.
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APPENDIX
Using the cavity method, we will analytically show that the optimal bandwidth allocation schemes outperform the proportionate bandwidth allocation in randomly connected dilute networks with fixed connectivity in the limit of large . Consider a randomly connected network with balanced resources (i.e.
i Λ 0 i = 0) with N nodes and each node has a fixed connectivity d i = K. Due to the homogeneity, the message a ij in Eq. (12) are all equal to
The messageỹ ij is given bỹ
For a resource balanced network, we have ỹ ij = 0 and we can obtain ỹ 2 ij by squaring both sides and averaging Eq. (42), assuming that the branches are uncorrelated in the tree approximation,
For the full current flow distribution, we have y ij = 0 and
(44) Similarly, we can obtain the mean and the variance of the flow fluctuations in closed form expressions by using the cavity method. Consider the resource fluctuations follow Gaussian distribution with mean equal to 0 and
, where α is a parameter, then the flow fluctuations will also follow a Gaussian distribution with mean 0 and variance
To study the performance of the bandwidth allocation scheme, we express the overload probability and the excess current in a link (ij) as a function of ∆L ij . The overload probability of a link (ij) is given by
where Dz ≡ 
Consider the asymptotic behavior of the proportionate bandwidth allocation (i.e. ∆L ij = |y ij |) in the limit of 1. The average overload probability is given by 
For the average excess current using the proportionate bandwidth allocation scheme, we obtain 
In the limit of 1, the above expression can be simplified as
We further study the asymptotic behavior of the minlink algorithm in which ∆L ij is given by Eq. (34 
The average overload probability using the minlink algorithm is given by 
Similarly, for the average excess current in the limit of 1, we have 
Lastly, for the minflow algorithm (∆L ij with the form of Eq. (37)), we can obtain the asymptotic behavior with a similar procedure as above. In the limit of 1, using the constraint Eq. (34), one can express in terms of as 
The average overload probability using minflow is given by
and the average excess current is given by 
