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by EIVIND STENSHOLT36 
1. The algorithm 
The n X n matrix polynomials of degree < p over a field K form a 
(p = l)n2-dimensional vector space V,, p. The notation will be as follows: 
a(X) = i aiAP-’ E Vn,p. 
i=O 
(1) 
Instead of formal derivatives, it is easier to work with some closely related 
matrix polynomials: 
alkl(h)=p~k(plii).aih~-k~i, (2) 
i=O 
Multiplication by k! in (2) yields the kth derivative of a( A). 
We let m > 0 and w E K be arbitrary, and consider the block triangular 
m X m matrices 
Kt(m,a(h),w) = 
44 0 0 
a”](w) a(4 0 
aL21( u) a[‘l(w) a(a) 
acm-ll( 0) aA arme31( w) 
. . 0 
. . . 0 
. . . 0 
. . . 44 
These matrices are important because they combine two properties: Firstly, 
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they allow us to write the usual definition of a Keldysh (i.e. generalized 
Jordan) chain of length Z< m and eigenvalue w as a matrix equation: 
((6 1,...,6r},w)withrowvectors 6,,...,6,~K” isaKeldyshchainfora(X) 
if 6,sOand 
(81 .** 6, 0 *.* O).Kt(m,a(X),w)=(O ... 0). (4) 
Hence the set of chains of length < m for a fixed w forms a subspace of 
K”“, say V(a(h), o). Secondly, the matrices have the following multiplica- 
tive property: 
Kt(m, b(X), w)Kt(m, c(A), u> = Kt(m, b(X)c(X), a>. (5) 
This is essentially the Leibniz product rule [3, p. 463; 4, p. 3581. 
It will be assumed that the matrix polynomials we deal with have 
determinants which factor completely into linear factors. This will be true if 
K is algebraically closed, or is replaced by a suitable algebraic extension. 
REMARK 1. Keldysh chains are often called (generalized) Jordan chains; 
see [2, p. 491 for a historical comment on the name. In the present paper, the 
name does not really matter. However, when working with companion 
matrices of manic matrix polynomials and the l-l correspondence between 
Jordan chains (in the usual sense) of the companion matrices and the Keldysh 
chains of the matrix polynomials, it is useful to distinguish between these 
related concepts through the use of different names; see e.g. [4, p. 3511. 
REMARK 2. Interpreting u[~](c~) = a,., Equations (3), (4) and (5) work 
for w = co too. An immediate consequence of (4) and (5) is the well-known 
result that all Keldysh chains of a left-hand factor [b(h)] of a matrix 
polynomial a(h) [ = b(X)c(h)] al so are Keldysh chains for a(X). Equally well 
known, but less obvious, is the (partial) converse: If b(X) is regular [i.e. 
det b( A ) # 0] and has all its Keldysh chains among those of a( A ), then b( h ) 
is also a left factor of a(X). A proof is given in [4, p. 3581. 
Through (3) and (4) this characterizes b(A) as a left-hand factor of a(h) 
in terms of the following data: (i) the Keldysh chains of b(X) and (ii) the 
coefficient matrices of a(X). Such a characterization may also be found in 
[2, p. 201, theorem 7.101. However, in the present characterization, the data 
are organized in a different way, which makes it easy to exploit the multi- 
plicative property (5). 
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We consider left-hand factors of a particularly simple kind, defined by a 
vector 6=(d, ... dj . .. d,), a j such that dj # 0, and a p E K as 
follows: b(X) = b,X + b, with 
0 
b, = 8, 
-0 
. . . 
. . . 
0 
dj 
0 
. . . 
. , . 
. . . 
b,= 
- pdjl if pf0, 
-b,+d,l if p=O. 
0 
i* , 
0 
(6) 
It is easy to check the following properties: 
detb(h)=(h-p)k with k E K\(O), (7) 
({6},p)isaKeldyshchain(oflengthl)forb(X). (8) 
THE ALGORITHM. In (4)-(8) we have tools to construct a regular matrix 
polynomial a(X) with chain spaces defined by arbitrarily prescribed chains, 
the oi’s are not necessarily distinct. The method is to use the chain data to 
define a sequence b’(A), . . . , b’(A) of matrix polynomials like b( X ) above, 
and finally get 
a(A) = b’(h). . . b’(X) E V,,, (10) 
with r < El(i). The first choice is p = wk for some k, 6 = tS,k for some 
t E K\{ 0}, and b’(X) = b(X) from (6) for some j. Then b’(X) annihilates the 
chain ({ Sf }, wk) in the sense that 
S;.Kt(l, b’(X),uk) =O. 
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We then map 
where we may assume (i, lei»~ * (k, 1), and proceed recursively to construct a 
c( l\) = b2( l\) ... b r( l\) which annihilates the new chains: 
(8;(i)· .. 8n· Kt( l( i), b1(l\), w;}· Kt( l( i), c( l\), wJ = O. 
EXAMPLE 1. Find a 2 X 2 matrix polynomial a( l\) which is regular and 
has its finite chain spaces given by the Keldysh chains ({ (1 0), (1 0), 
(0 I)}, 1) and ({(I O)}, -1). 
Step 1: 
8=(1 0), p = 1, b1(l\) = [01 0] l\ (1 0] o . - 0 l' 
(01101 0)·Kt{3,b1(l\),p)=(l -11000), 
(1 0)·Kt(1,b1(l\),-1)=(-2 0). 
Step 2: 
8={1 0), p = 1, b2( l\) = [1 0] . l\ _ [1 0] o 0 0 l' 
Step 3: 
(1 -11 0)·Kt{2,b2(l\),p)=(1 100), 
(-2 0)·Kt(1,b2(l\), -1)=(4 0). 
p= 1, b3( l\ ) = [~ ~ ] . i\ - [~ ~ ) , 
(1 l).Kt(1,b3(i\),p)=(0 0), 
(4 0)·Kt{1,b3(l\),-1)=(-4 0). 
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step 4: 
a=-+(-4 o), p=-1, P(h)= [; ;I.^+[: y], 
( -4 o)m(1, b4(A)> P) = (0 0). 
Now the given chains are annihilated, and we get 
EXAMPLE 2. Find a 2 x 2 matrix polynomial a( A) which is regular and 
has its finite chain spaces given by the Keldysh chains 
(((0 l)),l)> (((1 -2)L2), 
({( -2 1)},3), (((1 o)L4). 
All the chains have length 1. Annihilating them in the given order, as shown 
in the first example, we get the b’(A) to be 
Their product is 
u(A)# $4+[ -:, -;]h3+[:, 360jx2 
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REMARK 3. In both examples the obtained solutions have the null matrix 
for leading coefficient. Dropping it, we get solutions in V&, because the 
finite Keldysh chains (those with w # co) are not changed. 
However, no regular solutions exist in V,,,. In the first example this is due 
to the chain vectors alone [4, Theorem 4, p. 3581. In the second example, the 
combination of vectors and eigenvalues forces a solution in V,,, to be 
nonregular [4, Remark (6.9), p. 3571. 
A general discussion of the smallest s for which V,,, contains a solution 
which is comonic (i.e. det up # 0, hence all wi # 0) may be found in [2, 
p. 2091. The algorithm leaves some freedom of choice [what vector to 
annihilate next; the value of j in (S)]. As in the examples above, one may try 
to choose in such a way that the highest powers of h get null-matrix 
coefficients. It is an open question if a minimal s can be obtained this way. 
REMARK 4. The construction leads to a matrix polynomial a(A) with 
arbitrarily prescribed Keldysh chains for finite eigenvalues w E K, but it also 
does not give us complete control over the chains for w = co. Complete 
control is impossible; see e.g. [4, p, 357, Remark (6.9)]. 
The special status of o = 00 is purely conventional. Making use of the 
transformations 0, in [4, p. 3491, this special status may be assigned to any 
finite eigenvalue w E K. Hence we may, for example, construct a 2 x 2 matrix 
polynomial with eigenvalues co, 0, 1,2, and prescribed chains for w = 00, 0,l. 
For the eigenvalue 2 we may, however, be forced to accept other chains in 
addition to the prescribed chains. 
2. G.C.D. and L.C.M. 
We follow the notation above and deal with left-hand factors. The setting 
above, though, is too restrictive for a reasonable generalization of the theory 
of greatest common divisors and least common multiples from the scalar case 
(n = 1) to the general case (n > 1): In that setting, products of factors in V,, 4 
and V,,, are always in V,, 4 + r and we have CdimV(a(X), o) = np, summing 
over w E K U {co}, where V(a(X), w) is the chain space defined by (4). By 
Remark 1, if the g.c.d. and 1.c.m. of g(h) and h(X) exist, then we should 
expect 
and 
V(lcm(g(h),h(A)),o)=V(g(X),w)+V(h(X),o). 
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But summing the dimensions of the spaces on the right-hand side, we will not 
in general get multiples of n. 
A way around this obstacle is the usual identification of a(h) E V,, p and 
(OX + Z)e(X) E V,,,,,. These two matrix polynomials have the same finite 
Keldysh chains (w E K), but different chains at infinity (w = co). Actually, 
(Oh + Z)%(X) has ({al,..., S, }, co) as a Keldysh chain for all Sj E K" with 
8, # 0. These identifications allow us to use chains at infinity to balance 
accounts. 
Let a”(h) be the class of matrix polynomials identified with a(X). Then 
G(X) has well-defined finite Keldysh chains, and products 8( h)C( X) of classes 
are well defined. 
The factorization results recalled in Remark 2 imply tha_t &A) is a 
left-hand factor G(X) if and only if all finite Keldysh chains for b(A) are also 
Keldysh chains for G(h). Consequently, g((A) and h(h), say, have the same 
(finite) Keldysh chains if and only if g((x) = &(A)u”(X) for a unimodular d(h) 
(i.e. of constant nonzero determinant). 
To construct a left-hand g.c.d. or 1.c.m. for given g”(X) and g(h), we start 
with the (well-defined) vector spaces, say V(g(X), w) and V(& h), w) for 
w E K. These spaces, together with their intersections and sums, are closed 
under the nilpotent shift operator 
S:(& .** s, 6, 0 -.. O)+(S,_, ... 6, 6, 0 ... 0). 
The usual proof of the Jordan-form theorem may be viewed as a construction 
of a basis B for an S-invariant space such that B U (0) is also S-invariant. 
Bases of this kind for the spaces V(&h), ti)n v(&(X), o), w E K, are then 
constructed the same way and treated with the algorithm to produce a 
gcd(g”(A), h(x)). The same approach works for the I.c.m., but it is not 
necessary to find bases for the sum spaces, because we may use the algorithm 
to annihilate first V(g(A), o), and then what remains of V(&(A), w). 
Clearly a g.c.d. and an 1.c.m. are unique up to a unimodular right-hand 
factor. 
EXAMPLE 3. 
g(X)= [ -; $3+[ -; _;]x2+[ -; ;]A+[ _: -:‘I 
and 
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have eigenvalues 1 and -1, and Keldysh chains 
(((1 O),(l o),(o lM-1 -l)>(l l>>J> 
and (((1 O)}, -1) fordh), 
(((1 O),(l O),(O l),(l M-1 -1))J) 
and (((1 O)}, -1) for h(h). 
The chains in Example 1 and their S-transforms-span the spaces V(g(X), w) 
n V(h(h), w), w = 1 and -1. Hence gcd(g((A), h(X)) = $X)22(X) with a(X) 
as in Example 1 and ii(X) unimodular. 
REMARK 5. The intersections and sums of V(g(X), w) and V( K( X), w) 
for all finite w convey the same information as the “greatest common 
restriction” and “least common extension,” i.e. information which is equiva- 
lent to knowing the greatest common divisors and least common multiples up 
to a unimodular right-hand factor. See [2, pp. 233, 2351. rather complicated 
rules [2, Theorems (9.8), (9.9)] al so inform one about the minimal possible 
degree of a g.c.d. or 1.c.m. 
Direct constructions of the g.c.d. and 1.c.m. in terms of matrix coefficients 
are described in [2, Chapter 91. Another simple and neat method, quite 
similar to the Euclidean algorithm, consists in finding, through a sequence of 
elementary column operations, a unimodular 2n x 2n matrix polynomial 
G(X) such that 
[Z(h) R(A)]4@)= [I;(A) 01; 
it is then easily verified that gcd(g”(h), K(h)) = &X)ii( h) with unimodular 
i;(h). See [l, p. 191. 
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