Complex higher-order RNA structures play critical roles in all facets of gene expression; however, the through-space interaction networks that define tertiary structures and govern sampling of multiple conformations are poorly understood. Here we describe single-molecule RNA structure analysis in which multiple sites of chemical modification are identified in single RNA strands by massively parallel sequencing and then analyzed for correlated and clustered interactions. The strategy thus identifies RNA interaction groups by mutational profiling (RING-MaP) and makes possible two expansive applications. First, we identify throughspace interactions, create 3D models for RNAs spanning 80-265 nucleotides, and characterize broad classes of intramolecular interactions that stabilize RNA. Second, we distinguish distinct conformations in solution ensembles and reveal previously undetected hidden states and large-scale structural reconfigurations that occur in unfolded RNAs relative to native states. RING-MaP single-molecule nucleic acid structure interrogation enables concise and facile analysis of the global architectures and multiple conformations that govern function in RNA. The simplest is the primary sequence, and the most complex is the higher-order structure that governs interactions with ligands, proteins, and other RNAs (1, 2). Many RNAs can form more than one stable structure, and these distinct conformations often have different biological activities (3, 4). Currently, the rate of describing new RNA sequences vastly exceeds abilities to examine their structures.
Complex higher-order RNA structures play critical roles in all facets of gene expression; however, the through-space interaction networks that define tertiary structures and govern sampling of multiple conformations are poorly understood. Here we describe single-molecule RNA structure analysis in which multiple sites of chemical modification are identified in single RNA strands by massively parallel sequencing and then analyzed for correlated and clustered interactions. The strategy thus identifies RNA interaction groups by mutational profiling (RING-MaP) and makes possible two expansive applications. First, we identify throughspace interactions, create 3D models for RNAs spanning 80-265 nucleotides, and characterize broad classes of intramolecular interactions that stabilize RNA. Second, we distinguish distinct conformations in solution ensembles and reveal previously undetected hidden states and large-scale structural reconfigurations that occur in unfolded RNAs relative to native states. RING-MaP single-molecule nucleic acid structure interrogation enables concise and facile analysis of the global architectures and multiple conformations that govern function in RNA. The simplest is the primary sequence, and the most complex is the higher-order structure that governs interactions with ligands, proteins, and other RNAs (1, 2) . Many RNAs can form more than one stable structure, and these distinct conformations often have different biological activities (3, 4) . Currently, the rate of describing new RNA sequences vastly exceeds abilities to examine their structures.
Here we characterize through-space interactions and multiple conformations in single RNAs by melding chemical probing and massively parallel sequencing. Because massively parallel sequencing reports the sequences of single templates, each read is fundamentally a single-molecule observation (5) . We first modified RNA with a reagent that is sensitive to the underlying RNA structure and then detected multiple adducts in individual RNA strands (Fig. 1) . Chemical adducts were detected as sequence mutations based on their ability to induce efficient misreading of the template nucleotide by a reverse transcriptase enzyme, an approach called mutational profiling, or MaP (6) . Singlemolecule probing data were used in two distinct ways: to detect correlated RNA modifications reflecting higher-order through-space interactions (Fig. 1A) and to examine multiple conformations in single in-solution ensembles (Fig. 1B) .
Results and Discussion
Multisite Dimethyl Sulfate Reactivity with RNA. We used dimethyl sulfate (DMS) to probe the structures of three RNAs: the Escherichia coli thiamine pyrophosphate (TPP) riboswitch (79 nt) (7) , the Tetrahymena group I intron P546 domain (160 nt) (8) , and the Bacillus stearothermophilus RNase P catalytic domain (265 nt) (9) . RNAs were selected to illustrate distinct RNA folding features and to emphasize increasingly difficult analysis challenges. The TPP riboswitch binds the TPP ligand to function in gene regulation. The P546 domain has a U-shaped structure stabilized by a long-range tertiary interaction spanning roughly 45 base pairs. The RNase P domain is among the largest RNAs for which automated modeling has been pursued. DMS forms adducts at the N1 position of adenosine and N3 position of cytosine ( Fig. 2A) . We optimized conditions to yield multiple modifications in an RNA strand without disrupting native RNA folding (Fig. S1 ). RNA samples were treated with 170 mM DMS in 10 mM Mg 2+ and 300 mM cacodylate buffer at pH 7 for 6 min. The reactions were quenched by addition of excess 2-mercaptoethanol. Cytosine and adenosine nucleotides were methylated with equal efficiencies, and ∼12% of nucleotides were modified under these conditions (Fig. 2B) .
We detected sites of DMS methylation directly as adductinduced mutations in the full-length cDNAs generated during reverse transcription (Fig. 1) . We visualized the overall reactivity patterns for each RNA in 2D mutation frequency profiles (Fig.  3B) . Comparison with the high-resolution structures for these RNAs (7) (8) (9) showed that nucleotides modified at high levels were those not involved in base pairing or tertiary interactions (Fig.  3C ). As expected, nucleotide modification was dependent on reagent concentration, reaction time, and the stability of the RNA structure (Fig. S2) . The observed high mutation frequencies over background allowed DMS-induced mutations to be analyzed without the requirement for background correction (Fig. 3B) .
For the TPP riboswitch, the P546 domain, and the RNase P domain, averages of two, five, and seven adducts were detected in each sequencing read, respectively (Fig. 3A) . Approximately 15% of the single-stranded A and C nucleotides in each RNA Significance RNA molecules function as the central conduit of information transfer in biology. To do this, they encode information both in their sequences and in their higher-order structures. Understanding the higher-order structure of RNA remains challenging. In this work we devise a simple, experimentally concise, and accurate approach for examining higher-order RNA structure by converting widely used massively parallel sequencing into an easily implemented single-molecule experiment for detecting through-space interactions and multiple conformations. We then use this experiment to analyze higher-order RNA structure, detect biologically important hidden states, and refine accurate three-dimensional structure models.
were modified by DMS, comparable to the level of modification of free nucleotides under these conditions (Fig. 2) . Because multiple chemical modification events were detected in sequencing reads of single RNA strands, we could quantify correlated interdependencies in reactivity. Nucleotides modified in a correlated fashion comprise RNA interaction groups, or RINGs. The correlated reactivities were measured by mutational profiling (MaP) (6), yielding a RING-MaP experiment.
Through-Space RNA Interactions Detected by Statistical Association Analysis. Nucleotides involved in through-space interactions will show correlated chemical reactivities, reflective of a "breathing" mechanism in which an RNA nucleotide becomes transiently accessible for modification. This breathing mechanism suggests that correlated probing will be selective for transient, dynamic interactions rather than static structural differences (Fig. 1A) . We used a two-part strategy to identify reactive nucleotide pairs with statistically significant correlations and to quantify the strengths of these correlations. The interdependencies for DMS reactivities for any two positions in a single RNA strand were first evaluated using a χ 2 test. The strength of the interaction between each pair of correlated nucleotides was then quantified using Pearson's phi metric.
RINGs for the TPP riboswitch, P546 intron domain, and RNase P RNAs (Fig. 3C ) include nucleotides known to interact based on high-resolution structures (7) (8) (9) . For example, correlated positions in the TPP riboswitch correspond to nucleotides involved in a docking interaction between the L5 loop and P3 helix and in formation of the ligand-binding pocket. In the P546 domain, correlated modifications were observed at nucleotides in the L5b loop and P6a helix docking interaction, within the J5 hinge region, and throughout the lengths of the P5a and P5b helices. In the RNase P RNA, RINGs report tertiary interactions between the L5 and L15.1 loops and in the structural core. We also observed a second set of interactions in the RNase P P19 element.
RINGs Report Higher-Order and Tertiary RNA Interactions. We evaluated differences in the tertiary interactions, as reported by RINGs, under different solution conditions or in mutant RNAs. In the presence of Mg 2+ , the P546 domain forms a U-shaped structure in which a tetraloop-receptor interaction forms between L5b and P6a and the J5 region acts as a hinge (10, 11) . These interactions were correctly reported by multiple correlated chemical modifications in these structural elements (Fig.  4A) . Disruption of this tertiary structure by folding the RNA in the absence of Mg 2+ eliminated the majority of observed interactions (Fig. 4B) .
The tertiary structure of the P546 domain can also be perturbed by mutations in the P6a helix and in the J5 hinge. Mutation of the C223-G250 base pair in the P6a helix to A-U disrupts the L5-P6a interaction (10) . RING analysis of this mutant showed that the correlation between L5 and P6b was lost and that other parts of the RNA also underwent significant reconfiguration. Interactions involving the hinge seemed to be strengthened and more and stronger correlations were observed within the helical domains of P5a and P5b (Fig. 4C) .
Mutations that result in base pairing of nucleotides in the J5 hinge likely yield a linear conformation for the P546 domain (11) . RING analysis of the J5 mutant showed the expected loss in correlated nucleotides within the J5 region and consequently the loss of the L5b-P6a interaction (Fig. 4D) . The correlations among nucleotides in the P5b helix were strengthened in this mutant relative to those in observed in the wild-type RNA, but no changes were observed in correlations among nucleotides in the P5a helix. This analysis of P546 domain demonstrated that RINGs accurately reflect structural interactions in a large RNA molecule at nucleotide resolution. nucleotides (Fig. 1B) . Such groups can be detected by spectral clustering and will be reflective of distinct, relatively stable individual structures in solution. Spectral clustering produces an objective estimate of the number of clusters and therefore the number of conformations adopted by a particular RNA in solution. Spectral clustering analysis of the modification data obtained on the TPP riboswitch and RNase P RNAs indicated that each RNA formed multiple distinct conformations under the conditions used in our probing experiments (Fig. S3) .
RINGs identified for the TPP riboswitch with saturating ligand revealed interactions in the L5-P3 docked structure and in the ligand-binding pocket (Fig. 5A ). There were significantly fewer internucleotide tertiary interactions in the absence of TPP ligand than in its presence; however, specific interactions in J2-4 were still observed (Fig. 5B) . Spectral clustering revealed that both the saturating-ligand and no-ligand RNAs are composite states with constituent major and minor conformations ( Fig. 5 C and D) . The minor cluster in the saturating-ligand RNA is characterized by increased DMS reactivities at precisely the positions that became reactive when no ligand was bound ( Fig. 5 A and C, open circles) . Therefore, even under saturating-ligand conditions, the TPP riboswitch RNA samples conformations characteristic of both ligand-bound and unbound states. In the absence of ligand, the major cluster has a DMS reactivity pattern similar to the less structured state in the presence of ligand. In contrast, the minor cluster detected in the absence of ligand has reduced DMS reactivities precisely in the thiamine-binding pocket, suggestive of a conformation that is more highly structured than that of the major cluster ( Fig. 5 B and D) . We infer that, in the absence of ligand, the riboswitch thiamine-binding pocket samples a "hidden" prefolded structure similar to that formed upon ligand binding.
We then probed the TPP riboswitch RNA in the presence of subsaturating ligand concentrations [200 nM TTP; K d ∼50-200 nM (12) ]. Clustering analysis of the chemical reactivity data produced three well-defined clusters in the ratio of 1:1:1.2 ( Fig.  S3) corresponding to (i) the fully folded, ligand-bound state, (ii) the state in which the ligand-binding pocket is structured but the rest of the RNA shows weak internucleotide interactions, and (iii) the relatively unstructured state with only a few interacting nucleotides (Fig. S4) Correlations occur between positions that are reactive in the native structure (filled red circles) or become reactive during "breathing" motions (open circles). Correlation coefficients of 0.025 and 0.035 correspond to median 2.5-and 2.8-fold increases, respectively, in the probability of mutation at one nucleotide owing to mutation of a second nucleotide. Secondary structures are drawn to approximate relative helical orientations in 3D space, based on known structures (7-9).
multiple distinct conformations from a single in-solution RNA ensemble, including a previously uncharacterized state in which the ligand-binding pocket is prefolded. This partially folded state is likely important for recognition of the TPP ligand. Major cluster (81%) Major cluster (83%)
Less structured in minor cluster
More structured in minor cluster There are two clusters in each state. In the presence of saturating ligand, the major cluster (red) corresponds to the fully folded riboswitch. In the absence of ligand, the major cluster (red) reflects an unstructured state with few internucleotide interactions. The minor cluster (blue) in the saturating ligand sample is less structured than the major cluster and is similar to the no-ligand structure (gray). The minor cluster (blue) in the no-ligand sample is more highly structured than the major cluster specifically in the region of the thiamine binding pocket (blue closed circles).
Finally, we examined the structure of the RNase P RNA as a function of Mg 2+ . The networks of interactions were strikingly different in the presence and absence of Mg 2+ (Fig. S5) . The strong networks of interactions between L5 and L15.1 and in the structural core disappeared in the absence of Mg 2+ and were replaced by interactions between P5.1 and P2 and within P7 (Fig.  S5 A and B) . Spectral clustering identified two clusters in the plusMg 2+ state. The minor cluster in the plus-Mg 2+ sample is distinct from both the fully folded RNA and from the no-Mg 2+ structure (Fig. S5 A and C) . Reactive nucleotides in the minor cluster comprise the L5-L15.1 and structural core interactions, indicating that these interactions are weakened in this state (Fig. S5A) . Critically, single-molecule spectral clustering analysis shows that the TPP riboswitch and RNase P RNAs natively adopt multiple unique states, even under conditions generally assumed to promote formation of a single structure.
Principles of RNA Folding. RNA structure formation can be usefully approximated by assuming that stable helices, formed locally and stabilized by Watson-Crick pairing, are subsequently organized . Through-space RNA structural relationships revealed by RINGs. (A) Direct, through-helix, and global internucleotide interactions are illustrated on both secondary structures (Upper) and 3D models (7-9) (Lower). (B) Three-dimensional models determined for each RNA using RING interdependencies as constraints. The P values report the significance of each model (18); the secondary structure was input during refinement.
into a 3D structure by longer-range tertiary interactions. RING analysis of the three RNAs studied here is consistent with this well-established structural hierarchy. For example, we observed RINGs that reflect noncanonical base pairs and loop-helix and loop-loop tertiary interactions that have been widely noted in prior structural studies (13, 14) (Fig. 6A , in magenta and red). RING analysis also identified interactions whose prevalence was previously not fully appreciated. Approximately one-third of all correlated interactions involve single-stranded or loop nucleotides at the opposite ends of individual helices. These through-helix interactions mean that structural communication in RNA can extend over long distances. In some cases, through-helix structural coupling extends through multiple stacked helices (Fig. 6A , in yellow and orange).
In addition, RING analysis indicates that tertiary interactions are not independent but instead are strongly dependent on other structural elements. We observed coupled interactions between well-defined individual tertiary structure motifs in both the TPP riboswitch and the P546 domain RNA (Fig. 6A, in blue) . Disruption of any one tertiary interaction, by exclusion of ligand or by mutation, resulted in loss of the tertiary motif itself and also disrupted other interactions. RING data also support the importance of close helical packing. These interactions are especially obvious in the TPP riboswitch and in the structural core of the RNase P RNA (Fig. 6A, in green) .
Analyses of the TPP riboswitch, the P546 domain, and the RNase P domain indicate that mutations (Fig. 4) or absence of ligand ( Fig. 5 and Fig. S4 ) or divalent ions ( Fig. 4B and Fig. S5 ) do not simply "subtract" an interaction from the structure but cause large-scale reorganization of RNA folding. None of the unfolded or less-folded states characterized was simply a less-structured version of a fully folded state. Instead, we find that less-structured states are stabilized by unique sets of interdependent interactions that, in general, have not been detected in prior ensemble or single-molecule studies.
Three-Dimensional RNA Structure Refinement. Because RING analysis identifies dense arrays of nucleotide interdependencies reflective of RNA tertiary structure, we explored whether these interactions could be used as restraints to model 3D RNA folds. A small number of constraints, reflective of through-space RNA structure, are often sufficient to yield high-quality structure models (15, 16) . We used a two-step interaction potential (Fig. S6 A-C) to introduce free-energy bonuses when constituent nucleotides come into proximity during discrete molecular dynamics simulation (15) (16) (17) . Introduction of RING constraints caused each RNA to preferentially sample collapsed states during the simulation (Fig. S6D) . Following filtering by radius of gyration, representative structures were selected by hierarchical clustering. For each RNA characterized, we obtained high-quality and statistically significant (18) models (Fig. 6B) that correctly recapitulated the RNA architecture defined by high-resolution structures (7) (8) (9) . For the RNase P RNA, we observed overlapping RINGs spanning twothirds of the molecule and a second nonoverlapping set in P19 (Figs. 3C and 6A, Right); this suggests that the P3-P2-P19 element is not structurally linked to the rest of the RNA architecture. The accuracy of the 3D model for the RNase P RNA is especially high in the structural core (excluding the P3-P2-P19 element) with a 14.4 Å rmsd (P < 10 −6
; Fig. S7 ) compared with the crystal structure. For the three RNAs studied here, the relative statistical significance of structure modeling actually increased with size, likely because a greater number of chemical modifications, and thus more nucleotide interactions, are detected with larger RNAs (Fig. 3A) . RING-network interactions thus make possible both de novo identification of structural elements and modeling of folded domains for large RNAs (Fig. 6B and Fig. S7 ).
Perspective. Single-molecule structure analysis by correlated chemical probing, as detected by sequencing, represents a remarkably simple and generic approach for analysis of the global architectures of functionally important RNAs or DNAs. The fundamental insight that a single-molecule experiment can be created by simply recording multiple events in the same RNA or DNA strand is completely general and should inspire development of numerous new classes of experiments and biological discoveries. RING-MaP is unique in its simplicity and experimental concision and can be applied to virtually any biological RNA, without the requirement to introduce mutations, optimize for biophysical analysis, or introduce artificial structural probes. The single-molecule mutational profiling (MaP) approach described here using DMS can be readily extended to other RNA modification agents, to experiments that interrogate all four nucleotides simultaneously, to RNA-protein cross-linking, and to analysis of complex libraries of mutants. Single-molecule MaP experiments that explore protein-RNA, RNA-RNA, and DNA-mediated interactions simultaneously are clearly feasible. Higher-order structure is tightly linked to biological function. Thus, analogous to de novo discovery based on secondary structure characterization (6), identifying clusters of throughspace RINGs in large RNAs and transcriptomes will enable widespread biological functional motif discovery.
Methods
Detailed descriptions of the RING-MaP approach, statistical association analysis, spectral clustering, and structure modeling are provided in the SI Methods and Figs. S8-S10. Processed data and software are freely available at the corresponding author's website (www.chem.unc.edu/rna). Sequencing data are available at the National Center for Biotechnology Information Sequence Read Archive.
ACKNOWLEDGMENTS. This work was supported by National Institutes of Health Grants AI068462 (for development of MaP technologies) and GM064803 (for three-dimensional structure modeling) (to K.M.W.). and quantified by phosphorimaging. Data were consistent with a mechanism in which DMS forms adducts at the N1 position of adenosine and N3 position of cytosine and does not react with uridine. The change in pH during DMS adduct formation was followed in reactions without NTP at 37°C using an Accument 25 pH meter. Direct measurements of DMS adduct formation with cytosine and adenosine suggest roughly equal reactivities with these two nucleotides (Fig. 2) . This observation differs from the widespread view that adenosine reacts more rapidly than does cytosine with DMS. We attribute this misconception to the relatively inefficient ability of N3-methyl cytosine to inhibit reverse transcriptase enzymes.
Supporting Information
RNA Constructs. DNA templates for the Escherichia coli thiamine pyrophosphate (TPP) riboswitch, Tetrahymena group I intron P546 domain, and Bacillus stearothermophilus RNase P catalytic domain RNAs, each imbedded within 5′ and 3′ structure cassette flanking sequences, were generated by PCR (1). RNAs were transcribed in vitro [1 mL; 40 mM Tris (pH 8.0), 10 mM MgCl 2 , 10 mM DTT, 2 mM spermidine, 0.01% (vol/vol) Triton X-100, 4% (wt/vol) poly (ethylene) glycol 8000, 2 mM each NTP, 50 μL PCR-generated template, 0.1 mg/mL T7 RNA polymerase; 37°C; 4 h] and purified by denaturing polyacrylamide gel electrophoresis (8% polyacrylamide, 7 M urea, 29:1 acrylamide:bisacrylamide, 0.4-mm × 28.5-cm × 23-cm gel; 32 W, 1.5 h). RNAs were excised from the gel, recovered by passive elution overnight at 4°C, and precipitated with ethanol. The purified RNAs were resuspended in 50 μL 10 mM Tris (pH 7.5), 1 mM EDTA (TE) and stored at −20°C.
RNA Folding and DMS Modification. RNA structure probing experiments were performed in 10 mM MgCl 2 and 300 mM cacodylate at pH 7.0. RNAs [5 pmol in 5 μL 5 mM Tris (pH 7.5), 0.5 mM EDTA (1/2× TE)] were denatured at 95°C for 2 min, cooled on ice, treated with 4 μL 2.5× folding buffer [750 mM cacodylate (pH 7.0) and 25 mM MgCl 2 ], and incubated at 37°C for 30 min. After folding, the P546 domain and the RNase P catalytic domain RNAs were treated with DMS (1 μL; 1.7 M in absolute ethanol) and allowed to react at 37°C for 6 min. No-reagent control reactions were performed with 1 μL absolute ethanol. Reactions were quenched by the addition of an equal volume of neat 2ME and immediately placed on ice. No-Mg 2+ experiments were performed identically except that the 2.5× folding buffer omitted Mg 2+ . The TPP riboswitch RNA was incubated in folding buffer at 37°C for 10 min, after which the TPP ligand was added at the desired concentration and samples were incubated at 37°C for 20 min.
(Note: DMS is a known carcinogen and neat 2ME has a very strong odor. Manipulations involving DMS and 2ME should be performed in a chemical fume hood. Solutions containing DMS should be neutralized with 5 N NaOH. Solutions containing DMS or 2ME should be disposed of as chemical waste.)
Reverse Transcription and Adduct Detection. The reverse transcription and adduct detection strategy was adapted from the SHAPE mutational profiling (MaP) approach (2). After treatment with DMS, RNAs were purified using G-50 spin columns (GE Healthcare). Reverse transcription reactions were performed using SuperScript II reverse transcriptase (Invitrogen) for 3 h at 42°C [0.5 mM premixed dNTPs, 50 mM Tris HCl (pH 8.0), 75 mM KCl, 6 mM MnCl 2 , and 10 mM DTT]. Reactions were desalted with G-50 spin columns (GE Healthcare). Under these conditions (long incubation time, in the presence of Mn 2+ ), the reverse transcriptase reads through methyl adducts at the N1 and N3 positions of adenosine and cytosine, respectively, yielding a mutation at the site of the adduct. Double-stranded DNA libraries with adaptors and indices compatible with Illumina-based sequencing were generated by PCR. Resulting libraries were pooled and sequenced with an Illumina MiSeq instrument (500 cycle kit) so that the first sequencing read in paired-end mode covered the RNA sequence of interest. Resulting FASTQ data files were aligned to reference sequences and per-nucleotide mutation rates were calculated using an in-house pipeline (2) . Phred scores used to count mutations were required to be ≥20. Representative sequencing and clustering statistics are summarized in Fig. S8 . Yates > 20 (P < 0.00001). With this high acceptance threshold for an individual nucleotide pair we expect to make no more than one false-positive determination for RNAs at least up to 500 nt long.
For pairs of nucleotides that passed the χ 2 significance test, the sign and strength of the statistical association was determined by computing Pearson's correlation coefficient, ρ. In the case of two binary variables, ρ is equal to Pearson's measure of association, the phi coefficient. The correlation coefficient and the χ 2 statistic are related:
Although correlation coefficients were typically less than 0.05, coefficients were highly significant. Based on χ 2 statistics, the probability that identified correlated nucleotides were independent was less than 0.00001.
The following guidelines were also imposed for nucleotide association analysis and clustering. The average number of modifications detected per read was required to be ∼15% of the estimated number of single-stranded nucleotides, yielding an average equal to or greater than two mutations per read. Nucleotides with a mutation rate greater than 0.05 in the no-modification control were excluded from the χ 2 calculation. Correlated nucleotide pairs with a SD of their correlation coefficient (estimated by bootstrapping) greater than 20% were not used as RNA interaction group (RING) constraints. Bootstrapping iterations were sufficiently large so that the absolute difference between bootstrapped and calculated correlation coefficients was less than 1%.
Spectral Clustering of Multiple Conformations in a Single RNA Ensemble. Nucleotides making up an RNA define the dimensions of an abstract high-dimensional space, in which any single read of an RNA strand is represented by a point whose coordinates are defined by which of the nucleotides, if any, reacted with the chemical reagent (each coordinate is set to either 1 or 0, depending on whether the nucleotide that the coordinate represents was reactive or not). In this space, strands with similar structural conformations will tend to cluster, reflecting differences in frequency of modification profiles for each conformation. We used spectral clustering (4-6), which is particularly effective in finding arbitrarily shaped clusters, to define RNA structural clusters, without making any assumptions about the form of the data clusters.
To detect the presence of multiple structural conformations in an RNA pool using spectral clustering, we summarized the locations in the primary sequence (N nucleotides in length) of the nucleotides that were modified by the chemical reagent in M RNA strands, in a "hit" matrix, H M×N . This dataset was treated as a simple, complete, undirected, weighted graph, in which each nucleotide is represented by a vertex with all of the N vertices linked by edges. Each edge was assigned a weight corresponding to the similarity of the reactivity patterns of the two nucleotides, measured as the number of reads in the dataset in which both nucleotides were modified:
This similarity matrix S was then used to construct a normalized graph Laplacian matrix:
where D is a diagonal matrix, in which D ii = P j S ij . The eigenvectors of matrix L NCut were used to perform a normalized cut partitioning of the dataset into clusters by cutting the edges between vertices in a way that minimized the sums of the weights of the cut edges and maximized the sum of weights of the preserved edges (4-6). In our application to RNA mutation data, the eigenvalues and eigenvectors of the normalized graph Laplacian matrix L NCut were used to (i) determine how many structural conformations are present in the studied RNA pool, (ii) estimate relative fractions of different conformations in the sample, and (iii) reconstruct mutation frequency profiles for the individual conformations. These procedures are described in detail in the following paragraphs. Spectral clustering was applied to adenosine and cytosine nucleotides that were modified with frequencies greater than 0.01. Strands with no modifications carry no information and were excluded from spectral clustering.
The eigenvalues were sorted in ascending order, from the smallest eigenvalue, λ 1 , to the largest, λ N . The first eigenvalue, λ 1 , is always zero. Eigenvalues express the effectiveness of each normalized cut partitioning of the vertices. The more effective a particular cut is in cutting edges between dissimilar vertices (such as those belonging to different clusters) while preserving edges between similar vertices (such as those belonging to the same cluster), the smaller its eigenvalue. Therefore, if a dataset has K distinct clusters, the first K eigenvalues will be distinctly smaller than the K+1 eigenvalue and the rest of the eigenvalues. Thus, to estimate the number of clusters, K, in a dataset, we chose K such that all eigenvalues λ 2 , λ 3 . . . λ K were relatively small, and λ K+1 was relatively large. To make jumps between consecutive eigenvalues more apparent, "eigengaps" (defined as a difference Δλ i = λ i+1 -λ i , with the first eigengap, Δλ 1 , set to zero) rather than eigenvalues were evaluated (Fig. S9 A and B) (6). In general, if a dataset has K clusters, the eigengap plot will have an outstanding eigengap in the K position (Δλ K ) and also likely to the left of it, but not to the right of it.
Estimating Relative Fractions of Different Conformations in RNA Sample. If a dataset has K clusters, eigenvectorsx 2 . . .x K can be used to assign individual RNA strands to clusters. Specifically, if a dataset of M strands is recognized to have K clusters, the strand scores are computed as
wherex 2 ;x 3 . . .x K are the second to the K-th eigenvectors. The scores have K-1 dimensions, and the strands are partitioned into K clusters by performing K-means clustering of M data points in the K-1 dimensional score space (Fig. S9 C-E) .
Reconstructing Modification Frequency Profiles of Individual
Conformations in an RNA Sample. Once strands are assigned to clusters reflective of distinct conformations, the modification frequency profiles can be computed specifically for each conformation. The accuracy of such profile reconstruction was improved by computing the modification frequencies of each nucleotide separately using the following procedure. To compute the modification frequencies of nucleotide i, this nucleotide was first removed from the hit matrix H and then spectral clustering and strand partitioning by K-means clustering was performed on this reduced matrix (without the contribution of this nucleotide). Next, the modification frequency of nucleotide i was computed separately for each partitioned group of strands, yielding estimates for different conformations (Fig. S10 ).
Three-Dimensional RNA Structure Modeling. Three-dimensional RNA fold reconstruction was performed using a restrained molecular dynamics approach in which free energy bonuses were incorporated based on pairwise nucleotide correlations (7, 8) .
Each nucleotide was modeled as three pseudoatoms corresponding to the phosphate, sugar, and base groups. Pairwise interactions including base pairing, base stacking, packing interactions, and electrostatic repulsion are approximated using square-well potentials (9) . Accepted base-pairing arrangements (10-12) were used to constrain modeling. To incorporate information from RING analysis, free energy potentials were applied during the discrete molecular dynamics (DMD) simulations between nucleotide pairs found to interact. A free energy bonus was included for interacting nucleotide pairs if the absolute correlation coefficient was above 0.025. Free energy potentials were not included if two nucleotides were implicated as being in contact by proximity in primary sequence or by participation in a common secondary structure element. For primary sequence neighbors, a free energy potential was not included between nucleotides within 11 positions in sequence. For secondary structure neighbors, structural elements were defined as nucleotides at positions n i and n j in a RING pair and nucleotides at positions m i and m j in any given base pair, if jn i − m j j + jn j − m j j is less than or equal to 11 nt. The 11-nt threshold was selected based on the number of base pairs in a single turn of an A-form RNA helix.
Free energy potentials were imposed between RING-correlated nucleotide pairs based on through-space distances between constituent nucleotides during simulations. For distances between correlated nucleotides within 36 Å and 23 Å, the applied bonuses were −0.3 and −0.6 kcal/mol, respectively (Fig. S6) . The maximum −0.6 kcal/mol bonus is equivalent to stabilization afforded by a single RNA stacking interaction in the molecular dynamics force field.
Molecular dynamics simulations were performed using the DMD engine with replica exchange (13) . Eight replicas were run in parallel for 1 million time units each with replica temperature factor values of 0.1000, 0.1375, 0.1750, 0.2125, 0.2500, 0.2875, 0.3250, and 0.3625. From each replica, models at every 100 time units were taken forward. This list of models was then filtered based on radius of gyration. Radii of gyration for these models were compared against a control simulation where no RING-based potentials were incorporated. For both RING-dependent and control models, radius of gyration histograms were constructed. The control histogram was scaled to minimize its difference from the experimental histogram, and the frequency of the control histogram was then subtracted from the experimental. For this difference histogram, a log-normal distribution was found by least-squares fitting that describes the distribution of radii of gyration for constraint-dependent collapsed structures (Fig.  S6D) . To be considered further, RING-dependent models had to be within a geometric SD of the geometric mean described by this fit distribution.
Following filtering by radius of gyration, the 250 models with the lowest energies were then analyzed by hierarchical clustering (8) . Clustering was performed considering rmsd values between analyzed models. Clustering was constrained such that maximum rmsd between any two constituent members of a cluster was less than the sum of the average and SD of the rmsd distribution predicted for the analyzed structure. The medoid of the most populated cluster was taken as the predicted structure. Fig. S3 . Summary of spectral clustering analysis for multiple RNA conformations in single ensembles. Clustering analysis is summarized for the TPP riboswitch, P546 domain, P546 mutants, and the RNase P RNA as a function of different levels of structure. The eigengap value measures the structural difference between clusters; samples with eigengaps greater than 0.03 were taken to have two (or more) distinct clusters. The population of each cluster is given in the last column with the most highly structured cluster listed first. An asterisk indicates that smallest cluster population for the TPP riboswitch, at saturating ligand concentration, was too small to accurately generate DMS reactivity profiles. For analysis, the sample was therefore clustered into two conformations with populations of 81% and 19%. 2+ data into two clusters. The minor cluster (blue) is characterized by a subset of nucleotides (blue circles) that are more reactive (and thus less structured) than those in the major cluster structure. Positions more reactive in the minor cluster mediate the L5-L15.1 loop-loop tertiary interaction and form the structural core. In most regions, the no-Mg 2+ state has a RING pattern that is structurally distinct from both of the plus-Mg 2+ states. In contrast, the P19 element shows the same RING pattern as was observed in the presence of Mg Fig . S7 . Comparison of the RING-directed 3D model for the RNase P RNA with that based on the crystallographically visualized structure (1). The core accepted structure (Right) excludes helices P3-P2-P19 which folds independently (see Fig. 3 ). The P values report the significance of each model relative to the accepted structure (2). A synthetic data sample of a known conformational composition was created by combining two sets of sequencing reads obtained after modification of the TPP riboswitch RNA: 50,000 reads obtained in the presence of saturating TPP ligand (red) and 50,000 reads obtained in the absence of TPP ligand (blue). Note that these two sets have distinctly different modification frequency profiles, reflecting their different RNA conformations. Any conformational variations that happened to be present within either set were deliberately destroyed by randomly shuffling the recorded instances of nucleotide modifications among the reads. Such shuffling, performed independently for every nucleotide in each set, preserved the total number of modifications to a given nucleotide in a given set but made co-occurrences of modifications among nucleotides statistically random. Thus, this data sample has only two conformations, present at a 1:1 ratio. This synthetic data sample is representative of data collected in single experiments, because nucleotide modifications occur on each strand independently of other strands in the RNA pool. (B) Eigengap plot of the differences in magnitude between successive eigenvalues. Eigenvalues are taken from the normalized graph Laplacian matrix, L NCut , of the similarity matrix, S, constructed for the 43 reactive adenosine and cytosine nucleotides of the synthetic TPP RNA data sample. There is just one outstanding eigengap in this plot, Δλ 2 , indicating that the nucleotides form two prominent clusters reflecting two conformations. (C) The second eigenvector,x 2 , was chosen to determine the conformational identity of individual RNA strands because the second eigengap indicates that these data are split into two clusters. This eigenvector has 43 values, corresponding to 43 adenosine and cytosine nucleotides with high modification rates. For each nucleotide, the eigenvector magnitude specifies how strongly that nucleotide is associated with either of the two detected clusters. (D) Distribution of the scores for all strands computed from the second eigenvector. The strands that belong to one cluster are on the left side of the score distribution, whereas the strands that belong to the second cluster are on the right side of the distribution. The classification boundary was determined using K-means clustering; red and blue arrows indicate centroids of each cluster. The ratio of strands in the two clusters is 52:48, which is in good agreement with the true ratio of 50:50 for the synthetic dataset. (E) Estimated relative fractions of the ligand-bound and unstructured conformations plotted as a function of their true relative fractions. The plot was generated by performing spectral and K-means clustering on eight different synthetic datasets with different proportions of strands belonging to the two TPP RNA conformations. . Reconstruction of mutation probability profiles of individual conformations for data samples containing two conformations each. The two conformations were represented by sequencing reads obtained after modification of the TPP riboswitch RNA in the presence of saturating TPP ligand (ligandbound conformation) or in the absence of TPP ligand (unstructured conformation), respectively. Any conformational variations within either set were intentionally destroyed by randomly shuffling the recorded instances of nucleotide modifications among the reads (see Fig. S9 legend) . To make data samples, the ligand-bound and unconstrained sets of reads were combined at 50:50, 20:80, or 80:20 ratios. (A) The true mutation probability profile (blue) and the profile estimated from spectral and K-means clustering (red) for the ligand-bound conformation making up 50% of the data sample. (B) The true and estimated mutation probability profiles for the unstructured conformation making up 50% of the data sample. (C) The true and estimated mutation probability profiles for the ligand-bound conformation making up 20% of the data sample. (D) The true and estimated mutation probability profiles for the unconstrained conformation making up 20% of the data sample. The 80% fractions are not shown because the true and estimated profiles are nearly identical, as expected.
