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Abstract
We enumerate the alternating sign matrices that contain exactly one −1 according to their
number of inversions (possibly taking into account the position of the unique non-zero entry in
the 1rst row). In conformity with the Mills, Robbins and Rumsey conjectures, this is the same
as the enumeration, according to the number of parts, of descending plane partitions with exactly
one special part. This is shown by 1nding a determinantal expression for the generating function
of descending plane partitions, transforming it algebraically and extracting recurrences for those
with one special part. Finally, we show that the generating function of alternating sign matrices
that contain exactly one −1 follows the same recurrences.
R	esum	e
On 8enum9ere les matrices 9a signes alternants qui ne contiennent qu’un seul −1 selon leur
nombre d’inversions (en tenant compte possiblement de la position de la seule entr8ee non nulle
de la premi9ere ligne). Conform8ement aux conjectures de Mills, Robbins et Rumsey, ceci revient 9a
l’8enum8eration, selon le nombre de parts, des partitions planes descendantes qui n’ont qu’une seule
part sp8eciale. Pour le d8emontrer, on obtient d’abord la fonction g8en8eratrice des partitions planes
descendantes sous forme d’un d8eterminant qu’on transforme alg8ebriquement pour en extraire
des r8ecurrences qui caract8erisent celles n’ayant qu’une part sp8eciale. Finalement, on montre que
la fonction g8en8eratrice des matrices 9a signes alternants v8eri1e les meˆmes r8ecurrences. c© 2002
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1. Alternating sign matrices
A square matrix M =(mij)16i; j6n is an alternating sign matrix if mij ∈{1; 0;−1}
and if, in each row and each column, the non-zero entries alternate in sign, beginning
and ending with a 1. (Thus,
∑
i mij =
∑
j mij =1.)
Examples.
• Any permutation matrix is an alternating sign matrix.
• M =


0 1 0 0 0
0 0 1 0 0
1 −1 0 0 1
0 1 −1 1 0
0 0 1 0 0


.
• The smallest alternating sign matrix that is not a permutation matrix is


0 1 0
1 −1 1
0 1 0

 :
Observe that the entries in the 1rst row of an alternating sign matrix are all 0 except
for one, which must be a 1. It will be called the 7rst 1.
To a n× n alternating sign matrix M =(mij), we assign the following parameters:
• r(M) is the number of entries to the left of the 1rst 1. We have 06r(M)6n− 1.
• s(M) is the number of entries equal to −1.
• i(M)= ∑k¿i; ‘¡j mijmk‘ = ∑i; j mij(∑k¿i; ‘¡j mk‘) is the number of inversions of
M . If M is a permutation matrix, i(M) reduces to the usual number of inversions.
Example. For the order 5 matrix M of the preceding example we have: r(M)= 1,
s(M)= 2 and i(M)= 5.
We de1ne the generating functions:
An=An(q; t)=
∑
s¿0
A(s)n (q)t
s :=
∑
M
qi(M)t s(M)
(the last sum being over all n× n alternating sign matrices M) and
An; r =An; r(q; t)=
∑
s¿0
A(s)n; r(q)t
s :=
∑
M
qi(M)t s(M)
(the last sum being over all n× n alternating sign matrices M with r entries to the left
of the 1rst 1). Obviously, An=
∑
06r6n−1 An; r .
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Examples.
• Putting t=0 in these generating functions restricts the sums to permutation matrices.
Hence, An(q; 0)= [n]! and An; r(q; 0)= qr[n−1]!. (We use [k] = 1+q+q2+ · · ·+qk−1
and [k]! = [1][2] · · · [k].)
• A3 = [3]! + q2t.
• A4;1 = q[3]! + (1 + 4q+ 2q2)q2t + q3t2.
2. Descending plane partitions
We relate the alternating sign matrices to another family of combinatorial objects,
the descending plane partitions.
An order n descending plane partition is a tableau
D=
d11 d12 · · · · · · d11
d22 · · · · · · d22
. . . . .
.
dkk · · · dkk
of positive integers dij6n such that
• 1¿2¿ · · ·¿k¿k,
• dij¿dij+1 (if de1ned),
• dij¿di+1j (if de1ned) and
• i6dii + i − 26i−1.
Example.
6 6 5 4 2
5 4 1 1:
2
We can visualize these technical conditions if we use the Gessel–Viennot method-
ology (see [2]) to encode order n descending plane partitions into con1gurations of
non-intersecting paths.
The underlying graph is the grid {0; : : : ; n}×{0; : : : ; n}, with East and South steps.
An East step joins a vertex (k; ‘) to (k + 1; ‘) (for ‘¿0: no East steps at level 0), a
South step joins a vertex (k; ‘) to (k; ‘ − 1) (for ‘¿0).
To encode a given descending plane partition, transform each of its rows into a
path, the entries of a given row translating into the level of the East steps of the
corresponding path (see Fig. 1).
In this context, an order n (i.e. with no parts exceeding n) descending plane parti-
tion is a con1guration =(!1; : : : ; !k) of non-intersecting paths (no common vertex),
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Fig. 1. A descending plane partition (left) with its Gessel–Viennot encoding (middle). The weights of the
steps (right).
starting from {(0; i)}i∈X∪{n} and ending in {(i; 0)}i∈{0}∪X (for some X ⊆{1; 2; : : : ;
n− 1}). In a way, the paths form a spiral from (0; n) to (0; 0).
To an order n descending plane partition D, we assign some statistics. Let
• r(D) be the number of East steps at level n,
• s(D) be the number of East steps under the diagonal {(i; i)}06i6n (these are the
special parts in the terminology of [4]),
• i(D) be the total number of East steps.
Example. The order 6 descending plane partition of Fig. 1 has r(D)= 2, s(D)= 3 and
i(D)= 10.
Next, we de1ne the generating functions
Dn=Dn(q; t)=
∑
s¿0
D(s)n (q)t
s :=
∑
D
qi(D)t s(D)
(the last sum being over all order n descending plane partitions) and
Dn; r =Dn; r(q; t)=
∑
s¿0
D(s)n; r(q)t
s :=
∑
D
qi(D)t s(D)
(the last sum being over all order n descending plane partition with r East steps at
level n). Clearly, Dn=
∑
06r6n−1Dn; r .
De1ne the weight of a con1guration  (denoted wt()) in a graph to be the product
of the weights of its steps (and similarly for a path). In the case of descending plane
partitions, each South step has weight 1 and each East step has weight q or qt according
to its position above or below the diagonal. The functions Dn and Dn; r are thus sums
of weights of descending plane partitions.
We can now express some of the Mills, Robbins and Rumsey conjectures [4] in
terms of the aforementioned generating functions
• An(1; 1)=
∏
06j6n−1
(3j+1)!
(n+j)! =Dn(1; 1). (Proved by Zeilberger [5]; later simpli1ed
by Kuperberg [3]. See also Bressoud’s book [1].)
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• An; r(1; 1)= ( n+r−1r ) (2n−r−2)!(n−r−1)!
∏
06j6n−1
(3j+1)!
(n+j)! =Dn; r(1; 1). (Proved by Zeilberger
[6].)
• An; r(q; t)=Dn; r(q; t).
The purpose of this paper is to show that A(1)n; r(q)=D
(1)
n; r (q).
3. Enumeration of descending plane partitions
Some modi1cations lead to a second graphical description for descending plane par-
titions. This time we use the upper half-grid: {(k; ‘)}06k6‘6n over which we de1ne
two types of paths:
• T-paths, composed (as before) of East (weight q) and South steps (weight 1).
• B-paths, composed of East (weight 1) and North–East steps (weight qt). If a B-path
is not empty, its last step must be East.
Notice that there are two kinds of East steps.
An order n TB-con7guration is a sequence of paths =(!1; : : : ; !n) such that
• Each path !i is a T-path or a B-path.
• There is a (unique) permutation  such that !i starts from (0; i) and ends at ((i)−
1; (i)− 1) (for 16i6n).
• If two paths have a common vertex, they are of diOerent types.
Observe that the second condition forces !n to be a T-path.
Lemma 3.1. There is a weight-preserving bijection between order n descending plane
partitions and order n TB-con7gurations. The bijection also preserves the number of
East steps at level n (which all belong to the highest T-path).
Proof. We describe the bijection. Let  be a descending plane partition with starting
set {(0; x)}x∈X∪{n} (for some X ⊆{1; 2; : : : ; n−1}) and ending set {(x; 0)}x∈{0}∪X . Let
{(y; y)}y∈Y (for some Y ⊆{1; 2; : : : ; n−1}) be the set of vertices of  on the diagonal
(neglecting (0; 0)). The diagonal cuts  into two halves (the upper and the lower
halves). The upper half is the “T-part” of the resulting TB-con1guration. It is a non-
intersecting con1guration of T-paths going from {(0; x)}x∈X∪{n} to {(y; y)}y∈{0}∪Y .
Clearly, the East steps at level n in the original descending plane partition belong to
this part.
The lower half goes from {(y; y)}y∈Y to {(x; 0)}x∈X . We modify this half to get the
“B-part”. This is done in two steps
First apply Gessel–Viennot duality (see [2], Section 4) to the lower half, then reRect
the resulting con1guration relatively to the diagonal, projecting it onto the upper half
(see Fig. 2). More explicitly, to construct the dual, we only need to describe the sets
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Fig. 2. From descending plane partitions to TB-con1gurations (left). The weights of TB-steps (right).
of North–East and of North steps:
(a) Each East step (from (i; j) to (i + 1; j)) in the lower half produces in the dual a
North–East step (from (i; j − 1) to (i + 1; j)) with the same weight qt.
(b) The set of North steps of the dual is composed of all North steps (from (i; j− 1)
to (i; j), for 16j6i6n− 1) such that no South nor East steps in the lower half
begin at (i; j).
The reRected dual is the B-part. It is a con1guration of non-intersecting paths with the
following properties:
(a) The paths are composed of East steps (weight 1) and North–East steps (weight
qt), ending with an East step.
(b) The paths are going from {(0; x)}x∈ SX to {(y; y)}y∈ SY , the complements SX and SY
being relative to {1; : : : ; n− 1}.
Clearly this construction is bijective and preserves both the weight and the number
of East steps at level n in the T-part. The permutation  is de1ned by (i)= j if the
unique path starting from (0; i) in the TB-con1guration ends at (j − 1; j − 1).
De1ne the sign of an order n TB-con1guration  with associated permutation 
to be sgn()= sgn(). In order to get a determinantal expression for the generating
function of TB-con1gurations, we must study their signs more closely.
Lemma 3.2. Let ! be a B-path from a given TB-con7guration. Let k be the number
of North–East steps of !. Then there are k + 1 paths (all being T-paths) that cross
! (i.e. start higher and end lower than !).
Proof. Suppose ! starts at (0; i) and ends at (j; j), where j= i+ k. Consider the i− 1
paths starting below (0; i). Since T-paths do not go up, none of the i−1 paths can cross
!. Hence, they must end in i− 1 vertices below (j; j). There remain j− i+1= k +1
other vertices on the diagonal below (j; j) and thus as much paths crossing ! (since
these must start higher than (0; i)).
Lemma 3.3. The sign of a TB-con7guration  is (−1)b()+ne(), where b() is the
number of B-paths and ne() is the number of North–East steps in .
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Proof. Clearly, each inversion of  (the permutation associated to ) corresponds to a
pair of crossing paths, one of each type. Using the preceding lemma, add the number
of T-paths crossing each B-path.
Let tij be the sum of the weights of all T-paths from (0; i) to (j; j) and let bij(t) be
the equivalent sum for B-paths. For a formal power series F(x; y) with coeUcients in
Z[q; t], the expression [xiy j]F(x; y) will stand for the coeUcient of xiy j in F(x; y).
Theorem 3.1. We have
tij = [xiy j]
1
1− x − qxy and bij(t)= [x
iy j]
1− qty
1− xy − qty :
Moreover Dn=det(tij−bij(−t)), where 16i6n and 06j6n−1. The same formula
holds for Dn; r if we change tnj to t′nj = [x
ny j](qxy)rx(1− x − qxy)−1.
Proof. The function T (x; y)= (1 − x − qxy)−1 represents chains of South steps of
weight 1 and East steps of weight q (T-paths). Each step is accounted for by x and
each East step by y. Thus [xiy j]T (x; y) is the sum of the weights of T-paths of length
i with j East steps, giving tij .
Clearly, the function [xny j](qxy)rx(1− x− qxy)−1 represents T-paths from (0; n) to
(j; j) that begin with r East steps followed by a South step.
Similarly, B(x; y)= (1− qty)(1− xy − qty)−1 = 1 + (1− xy − qty)−1xy represents
either the empty path (not used in the determinant) or chains of East steps of weight
1 and North–East steps of weight qt ending with an East step (B-paths). Each step
is accounted for by y and each East step by x. Thus [xiy j]B(x; y) is the sum of the
weights of B-paths of length j with i East steps, giving bij(t).
Finally, expanding the determinant, we 1nd
det(tij − bij(−t)) =
∑
∈Sn
sgn()
∏
16i6n
(ti; (i) − bi; (i)(−t))
=
∑

sgn()wt()(−1)b()+ne();
where the sum is over all order n con1gurations =(!1; : : : ; !n) of T-paths and
B-paths (any intersection allowed). Applying the Gessel–Viennot involution on the
sub-con1gurations of T-paths and of B-paths (separately) restricts the sum to TB-
con1gurations (intersections between T-paths and B-paths only). The signs then cancel
out and the determinant simpli1es to
∑
 wt() (sum over order n TB-con1gurations
).
4. Mixed con"gurations
We will modify algebraically the matrix that appears in the determinant of Theorem
3.1. This is done by right multiplying it by a suitable matrix, an action which is best
seen over the corresponding generating functions.
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Theorem 4.1. De7ne mij by
∑
i; j¿1
mij xi−1y j−1 =
1
(1− x − qxy)(1− xy + qty) :
Then Dn=det(mij)16i; j6n. The same formula holds for Dn; r if we replace mnj by
m′nj = [x
n−1y j−1](qxy)r
(
x
(1− x − qxy)(1− xy + qty) + (xy)
n−1−r
)
:
Proof. Writing g(y)=
∑
k¿0 gky
k := (1 + qy)(1 + qty)− y, we 1nd
tij − bij(−t) = [xiy j] 11− x − qxy −
1 + qty
1− xy + qty
= [xi−1y j]
g(y)
(1− x − qxy)(1− xy + qty)
=
∑
16k6j+1
mikgj+1−k :
Observe that any B-path that starts at (0; n) must be horizontal, so bnj(t)= 0, for
j¡n. Consequently, if we use t′nj instead of tnj , then row n of the determinant becomes
t′nj − bnj(−t) = [xny j]
(qxy)rx
1− x − qxy
= [xn−1y j]
(
(qxy)rxg(y)
(1− x − qxy)(1− xy + qty) +
(qxy)r(1 + qty)
1− xy + qty
)
;
as seen with a little algebra. The last term of this expression can be replaced by
qr(xy)n−1g(y) since the coeUcients of xn−1y j match for 06j6n− 1. Thus, row n of
the determinant is∑
16k6j+1
m′nkgj+1−k :
In any case, the matrix in the determinant is the product of (mij)16i; j6n (mnj possibly
replaced by m′nj) with (gj−i)16i; j6n, the last being an upper triangular matrix with 1
in the diagonal.
We could extract directly the recurrences determining D(1)n = [t] det(mij)16i; j6n (The-
orem 6.1). However, it is more enlightening to look at the combinatorial interpretation
of the preceding theorem.
We consider paths on the strict half-grid {(k; ‘)}06k¡‘6n that factorize into two
consecutive parts: Left and Right, where
• the Left part is composed of South steps (weight 1) and East steps (weight q),
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Fig. 3. (a) A mixed con1guration. (b) A mixed con1guration with one North–East step.
• the Right is composed of East steps (weight 1) and North–East steps (weight qt
and sign −1). As before, there are two kinds of East steps.
We call such paths mixed paths.
An order n mixed con7guration is a sequence of mixed paths =(!1; : : : ; !n) such
that
• There is a permutation  such that !i starts from (0; i) and ends at ((i)− 1; (i)).
• The sub-con1guration obtained by deleting the Right part of paths is non-intersecting.
• The sub-con1guration obtained by deleting the Left part of paths is non-intersecting.
(See Fig. 3a.) De1ne sgn()= sgn().
Theorem 4.2. We have Dn=
∑
 sgn()wt()(−1)ne(), the sum being over all order
n mixed con7gurations. The same holds for Dn; r if we restrict the sum to mixed
con7gurations, with r East steps in the Left part at level n.
Proof. The function
M (x; y)=
1
(1− x − qxy)(1− xy + qty)
factorizes into two parts. The Left, which derives from the factor (1 − x − qxy)−1,
represents chains of South (x) and East (qxy) steps. The Right, which derives from
the factor (1 − xy + qty)−1, represents chains of East (xy) and North-East (−qty)
steps. Thus M (x; y) is a generating function for mixed paths.
Since, mij = [xi−1y j−1]M (x; y), a path ! enumerated by mij must contain exactly
i − 1 South and East (both kinds) steps and j − 1 East and North-East steps. The
horizontal displacement in ! is thus j − 1 and the vertical displacement: −(i − 1) +
(j − 1)= j − i. Hence, if ! starts at (0; i), it ends at (j − 1; j). (It is easy to see that
it will stay within the strict half-grid.)
If the number r of East steps in the Left part at level n is 1xed, we interpret
m′nj = [x
n−1y j−1](qxy)r(x(1− x − qxy)−1(1− xy + qty)−1 + (xy)n−1−r)
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accordingly. These are mixed paths starting at (0; n), ending at (j − 1; j), the 1rst r
steps being East steps (Left part) at level n followed either by a South step or by a
horizontal Right part.
Finally, expand the determinant to get Dn=
∑
 sgn()(−1)ne() (the sum being
over all con1gurations =(!1; : : : ; !n) of mixed paths, with possible intersections).
To get rid of most of the intersections, apply the Gessel–Viennot involution on each
part separately. Only mixed con1gurations remain. Handle Dn; r similarly.
5. Mixed con"gurations with one North-East step
Viewing Dn(q; t) and Dn; r(q; t) as polynomials in t with coeUcients in Z[q], we will
concentrate on the coeUcients of the lowest two powers of t.
The constant coeUcient enumerates order n mixed con1gurations  with no North-
East step. It is easy to see that all paths of  are horizontal. The associated permu-
tation  is thus the identity, so the total sign, sgn()(−1)ne(), is 1. These con1gura-
tions are just graphical representations of inversion tables of order n permutations, as
expected.
More interesting are the coeUcients of t: D(1)n and D
(1)
n; r , which enumerate (beside
descending plane partitions with one special part) the sets D(1)n and D
(1)
n; r of order n
mixed con1gurations with one North-East step, the number of East steps in the Left
part at level n being possibly 1xed to r.
Theorem 5.1. Let =(!1; : : : ; !n) be a con7guration in D
(1)
n . Then there are two
consecutive paths !i−1 and !i such that:
(a) !i−1 has one North-East step all others being East.
(b) !i has one South step all others being East.
The other paths are horizontal.
Moreover D(1)n = q
∑
 q
e() (sum over D(1)n ), where e() is the number of East
steps in the Left part of . (A similar equation holds for D(1)n; r .)
Proof. Let =(!1; : : : ; !n)∈D(1)n . Suppose that the North-East step occurs between
levels i − 1 and i. As for the case of the constant coeUcient, the paths !n; : : : ; !i+1
are horizontal.
Now look at the two paths ending at (i − 2; i − 1) and (i − 1; i). Their Right parts
both start at level i − 1. The two paths cannot go below level i − 1, so their Left
part must start at a levels i − 1 and i. Thus, the two paths are !i−1 and !i and they
contain together one South step and one North–East step, all others steps being East.
The non-intersecting condition forces !i−1 to have the North–East step and !i to have
the South step. The remaining paths are all horizontal. (See Fig. 3b.)
Since there is exactly one crossing pair of paths, the associated permutation  is a
transposition. Finally, D(1)n t1 =
∑
 sgn()wt()(−1)ne() =
∑
 q
e()(qt).
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Let En be the set of mixed con1gurations ∈D(1)n for which the crossing pair of
paths occurs at maximal level. Let En= q
∑
∈En q
e(). Similarly, let En; r =D
(1)
n; r ∩En
and En; r = q
∑
 q
e() (sum over En; r).
Theorem 5.2. The following results hold and determine D(1)n; r :
(a) D(1)n; r = qrD
(1)
n−1 + En; r .
(b) D(1)n =
∑
06r6n−1 D
(1)
n; r .
(c) D(1)1 = 0.
(d) En; r =
qr+1
1−q [n− 2]!
∣∣∣∣∣
n− 1 [n− 1]
n− 1− r [n− 1− r]
∣∣∣∣∣.
Moreover, En=
∑
r En; r =
q2
(1−q)2 [n− 2]! ([n− 1]2 − (n− 1)2qn−2).
Proof. (a) If ∈D(1)n; r − En; r then  has an horizontal path at level n of weight qr .
Remove this path to get a mixed con1guration ′ ∈D(1)n−1.
(b) and (c) Follow easily from the de1nition.
(d) Let ∈En; r . From level 1 to level n− 2, its paths are horizontal and contribute
a factor
∏
16i6n−2(1 + q+ · · · + qi−1)= [n− 2]!. The paths in the crossing pair stay
between level n − 1 and n. Let hij (for i; j∈{n − 1; n}) be the sum of the signed
weights of all such paths from (0; i) to (j − 1; j). We have
H := (hij)i; j∈{n−1; n}
=

 [n− 1] −qt
∑
06k6n−2 q
k(n− 1− k)
qr[n− 1− r] −qrqt
∑
06k6n−r−2 q
k(n− r − 1− k)

 :
Take the determinant of H , killing all intersections in the Left parts and in the Right
parts of the two paths. Thus det(H) is the contribution of the crossing pair (with an
extra factor t). Simple algebra then shows that (neglecting t)
det(H) =
∣∣∣∣∣∣
[n− 1] − q1−q ((n− 1)− q[n− 1])
qr[n− 1− r] − qr+11−q ((n− 1− r)− q[n− 1− r])
∣∣∣∣∣∣
=
qr+1
1− q
∣∣∣∣∣
(n− 1) [n− 1]
(n− 1− r) [n− 1− r]
∣∣∣∣∣ :
It is clear that these relations determine D(1)n; r . The expression for En follows easily
from the summation (over r) of En; r .
We will need a recursive way to characterize En; r .
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Theorem 5.3. The polynomial En; r is determined by the recurrence
En; r = q[r]En−1; r−1 + qr[n− 1− r]En−1; r + qr+1[r][n− 1− r][n− 2]!
and the boundary values
En;0 = 0 and En;n−1 = 0:
Proof. Consider the right-hand side of the recurrence. Using Theorem 5.2(d), write
the 1rst term as
q[r]En−1; r−1 =
qr+1[n− 3]!
1− q
∣∣∣∣∣
n− 2 [n− 2]
(n− 1− r)[r] [n− 1− r][r]
∣∣∣∣∣ ;
the second as
qr[n− 1− r]En−1; r
=
qr+1[n− 3]!
1− q
∣∣∣∣∣
n− 2 [n− 2]
(n− 2− r)qr[n− 1− r] [n− 2− r]qr[n− 1− r]
∣∣∣∣∣
and the last as
qr+1[r][n− 1− r][n− 2]!= q
r+1[n− 2]!
1− q
∣∣∣∣∣
1 1
qr[n− 1− r] [n− 1− r]
∣∣∣∣∣
(using [r] = (1− qr)=(1− q)). The 1rst two terms add to
qr+1[n− 2]!
1− q
∣∣∣∣∣
n− 2 1
(n− 1− r)[r] + (n− 2− r)qr[n− 1− r] [n− 1− r]
∣∣∣∣∣
by linearity on the last row of the determinants. Adding the last term to this result
leads to (by linearity on the 1rst column of the determinants)
qr+1[n− 2]!
1− q
∣∣∣∣∣
n− 1 1
(n− 1− r)[n− 1] [n− 1− r]
∣∣∣∣∣ =En; r :
Finally, En;0 = 0 and En;n−1 = 0 are easy to check, algebraically or combinatorially.
6. Alternating sign matrices with one −1
We go back to alternating sign matrices. Let A(1)n be the set of all n× n alternating
sign matrices with one −1 and A(1)n; r the set of matrices M ∈A(1)n such that r(M)= r.
Clearly, their generating functions are A(1)n and A
(1)
n; r , de1ned earlier. Let Bn (respec-
tively, Bn; r) be the set of matrices in A
(1)
n (respectively, A
(1)
n; r ) such that the −1 is in
the same column as the 1rst 1. De1ne Bn=
∑
M∈Bn q
i(M) and Bn; r =
∑
M∈Bn; r q
i(M).
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Fig. 4. The decomposition of alternating sign matrices with one −1, which is not in the column of the 1rst
1 (schematically).
Theorem 6.1. We have
(a) A(1)n; r = qrA
(1)
n−1 + Bn; r .
(b) A(1)n =
∑
06r6n−1 A
(1)
n; r .
(c) A(1)1 = 0.
Proof. Only formula (a) needs proof ((b) and (c) follow almost directly from the
de1nition). Let M ∈A(1)n; r −Bn; r . Since there are r columns to the left of the 1rst 1 (all
beginning with 0 and adding to 1) there are r inversions involving the 1rst 1. Erase
the column and row of the 1rst 1. Since the −1 is not in the same column as the 1rst
1, we are left with a (n − 1)× (n − 1) alternating sign matrix with exactly one −1,
leading to the term qrA(1)n−1. (See Fig. 4.)
Theorem 6.2. We have
Bn; r = q[r]Bn−1; r−1 + qr[n− 1− r]Bn−1; r + qr+1[r][n− 1− r][n− 2]!
with boundary values Bn;0 =Bn;n−1 = 0.
Proof. Divide Bn; r into two classes according to the position of the −1:
(a) If the −1 is not in the second row, there must be a unique non-zero element (which
is a 1) in row 2: let a be the number of columns to its left (where 06a¡n and
a 
= r). We will erase row 2 and column a+ 1, so we must record the number of
inversions involving the 1 in second row:
(i) The 1rst term of the right-hand side of the recurrence corresponds to the case
a¡r (see Fig. 5a). The inversions produced by the 1 in second row come
from the elements at its South–West (these sum up to a) and to its North–
East (the 1rst 1), leading to a total contribution of q
∑
06a¡r q
a= q[r]. After
erasure we are left with matrices in Bn−1; r−1.
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Fig. 5. The 1rst (a) and third (b) terms of the recurrence of Theorem 6.2.
(ii) The second term of the recurrence corresponds to the case a¿r. The in-
versions caused by the 1 in row 2 come from the elements at its South–
West. These add up to a − 1 (the sum of the elements in the column of
the 1rst 1 below the second row add up to 0). This gives a contribution of∑
r¡a¡n q
a−1 = qr[n−1−r]. After erasure we are left with matrices in Bn−1; r .
(b) The last term of the recurrence corresponds to matrices in Bn; r for which the −1
is in the second row. There must be two 1 in this row, one on each side of the
−1. We will erase the 1rst two rows and the columns of both 1 in row 2. Again,
we register the inversions produced by the erased elements (see Fig. 5b). Those
are:
(i) The r inversions related to the 1rst 1 (weight qr).
(ii) The inversions related to the leftmost 1 in row 2. As before, their weight is
[r].
(iii) The inversions involving the −1 and the rightmost 1 in row 2. Since the
regions at the South–West of these two elements overlap, the inversions in the
intersection cancel out. Thus, the number of inversions in this case is the sum
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of the elements below the second row and in the c columns (16c6n−1−r)
west of the rightmost 1 and not west of the −1. These add up to c, leading
to the factor
∑
16c6n−1−r q
c = q[n− 1− r].
Erasure produces (n − 2)× (n − 2) permutation matrices, accounting for the factor
[n− 2]!.
Finally, we have Bn;0 =Bn;n−1 = 0 since neither the 1rst nor the last column can
contain the −1.
Corollary 6.1. We have
Bn; r =En; r =
qr+1
1− q [n− 2]!
∣∣∣∣∣
n− 1 [n− 1]
n− 1− r [n− 1− r]
∣∣∣∣∣ and A(1)n; r =D(1)n; r :
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