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Abstract. We consider a ﬁxed block for the equivariant perverse sheaves with
nilpotent support on the 1-graded component of a semisimple cyclically graded
Lie algebra. We give a combinatorial parametrization of the simple objects in
that block.
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Introduction
As in [LY] we ﬁx G, a semisimple simply connected algebraic group over k (an
algebraically closed ﬁeld of characteristic p ≥ 0) and a Z/m-grading g = ⊕i∈Z/mgi
for the Lie algebra g of G; here m is an integer > 0 and p is 0 or a large prime
number. We ﬁx η ∈ Z − {0} and let δ be the image of η in Z/m. Let G0 be
the closed connected subgroup of G with Lie algebra g0; this group acts naturally
on gδ and on g
nil
δ = gδ ∩ gnil where gnil is the variety of nilpotent elements in
g. Recall that I(gδ) denotes the set of pairs (O,L) where O is a G0-orbit on gnilδ
and L is an irreducible G0-equivariant local system on O up to isomorphism. Let
B be the set of isomorphism classes of simple G0-equivariant perverse sheaves on
gnilδ . Then there is a natural bijection I(gδ) → B given by (O,L) → L[dimO]
(for the notation L see [LY, 0.11]). In [LY, Theorem 0.6] we have shown that B
can be naturally decomposed as a disjoint union of blocks ξB indexed by the G0-
conjugacy classes of admissible systems ξ = (M,M0,m,m∗, C˜) such that if B,B′
are in diﬀerent blocks then the G0-equivariant Ext-groups of B with B
′ are zero.
This generalizes a result of [L4] in the Z-graded case; its analogue in the ungraded
case is the known partition of the set G-equivariant simple perverse sheaves on gnil
into blocks given by the generalized Springer correspondence.
In this paper we give an (essentially) combinatorial way to parametrize the ob-
jects in a ﬁxed block ξB of B. It is known that in the ungraded case, the objects in
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a ﬁxed block are indexed by the irreducible representations of a certain (relative)
Weyl group attached to the block. In the Z/m-graded case we will associate to
the block ξB a Q-vector space E with a certain ﬁnite collection of hyperplanes.
The complement of the union of these hyperplanes is naturally a union of ﬁnitely
many (not necessarily conical) chambers which can be taken to form a basis of a
Q(v)-vector space V′ (here v is an indeterminate). The chambers represent various
spiral induction associated to the block. The vector space V′ carries a natural,
explicit, sesquilinear form (:) : V′ ×V′ → Q(v) deﬁned in terms of dimensions of
Ext-groups between the spiral inductions (see [LY, 6.4]) which correspond to the
chambers. We show that the left radical of this form is the same as its right radical.
Taking the quotient of V′ by the left or right radical we obtain a Q(v)-vector space
V with an induced sesquilinear form (:). It turns out thatV is naturally isomorphic
to the Grothendieck group based on ξB (tensored with Q(v)) and, in particular,
the number of elements in ξB is equal to dimQ(v)V. The vector space V has a
natural bar involution¯ : V → V and a natural A-lattice VA in V, both deﬁned
combinatorially. (Here A = Z[v, v−1].) We then deﬁne a subset B′ of V as the set
of all b ∈ VA such that b¯ = b and (b : b) ∈ 1+ vZ[[v]]. We show that B′ is a signed
basis of V. (Although the deﬁnition of B′ is combinatorial, the proof of the fact
that it is a well-deﬁned signed basis is based on geometry; it is not combinatorial.
It would be desirable to ﬁnd a proof without using geometry.) Let B′/± be the
set of orbits of the Z/2-action b → −b on B′. We show that B′/± is in natural
bijection with the given block ξB. Thus B′/± could be regarded as a combinatorial
index set for ξB. (A similar result in the Z-graded case appears in [L4].)
We now discuss the contents of the various sections. In Section 10 we deﬁne the
Q-vector vector E with its hyperplane arrangement associated to a block. We also
deﬁne the Q(v)-vector space V′ with its sesquilinear form (:), its quotient space V
and the bar operator. In Section 11 we deﬁne the A-lattice VA in V and the signed
basis B′. In Section 12 we prove some purity properties of the cohomology sheaves
of the simple G0-equivariant perverse sheaves on g
nil
δ , which generalize those in the
Z-graded case given in [L4]. In Section 13 we generalize an argument in [L4] to
express the matrix whose entries are the values of the (:)-pairing at two elements of
B as a product of three matrices. This is used in Section 14 to prove the vanishing
of the odd cohomology sheaves of the intersection cohomology of the closure of any
G0-orbit in g
nil
δ with coeﬃcients in an irreducible G0-equivariant local system on
that orbit. This generalizes a result in [L4] in the Z-graded case whose proof was
quite diﬀerent (it was based on geometric arguments which are not available in the
present case).
We will adhere to the notation and assumptions of [LY].
10. The vector space V and the sesquilinear form (:)
In this section, we introduce a combinatorial way of calculating the number of
irreducible perverse sheaves in a block ξQ(gδ). This is achieved by introducing a
ﬁnite-dimensional vector space V′ over Q(v) together with a sesquilinear form on
it coming from the pairing between spiral inductions in the ﬁxed block ξ. Then the
number of irreducible perverse sheaves in ξQ(gδ) turns out to be the rank of this
sesquilinear form on V′ (Proposition 10.19).
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10.1. We ﬁx ξ ∈ Tη and a representative ξ˙ = (M,M0,m,m∗, C˜) ∈ Tη for ξ. We also
ﬁx φ = (e, h, f) ∈ JM such that e ∈ ◦mη, h ∈ m0, f ∈ m−η. We set ι = ιφ ∈ YM .
Let
Z = Z0M .
Since Z is a torus, YZ is naturally a free abelian group (with operation written
as addition) and E := YZ,Q may be naturally identiﬁed with the Q-vector space
Q⊗ YZ . Let XZ = Hom(YZ ,Z) and let 〈:〉 be the obvious perfect bilinear pairing
YZ×XZ → Z. This extends to a bilinear pairing E×(Q⊗XZ) → Q denoted again
by 〈:〉. For any α ∈ XZ let
gα = {x ∈ g; Ad(z)x = α(z)x ∀z ∈ Z}.
For any (α, i) ∈ XZ × Z/m let
gαi = g
α ∩ gi.
For any (α, n, i) ∈ XZ × Z× Z/m let
gα,ni = g
α
i ∩ (ιngi).
For any i ∈ Z/m, let Ri = {(α, n) ∈ XZ ×Z; gα,ni = 0}, R∗i = {(α, n) ∈ Ri;α = 0}.
Note that
(a) dim gα,ni = dim g
−α,−n
−i for any α, n, i; hence (α, n) → (−α,−n) is a bijection
Ri ∼−→ R−i and a bijection R∗i ∼−→ R∗−i.
We have
g = ⊕(α,n,i)∈XZ×Z×Z/m(gα,ni ) = ⊕i∈Z/m,(α,n)∈Ri(gα,ni ).
For any N ∈ Z and any (α, n) ∈ R∗N we set
Hα,n,N = { ∈ E; 〈 : α〉 = 2N/η − n}.
This is an aﬃne hyperplane in E. We set
E′ = E− ∪N∈Z,(α,n)∈R∗NHα,n,N .
10.2. Recall the notation YH,Q for a connected algebraic group H with Lie algebra
h from [LY, 0.11]. For μ, μ′ ∈ YH,Q, we say μ commutes with μ′ if for some r, r′ in
Z>0 such that rμ, r
′μ′ ∈ YH , the images of the homomorphisms rμ, r′μ′ : k∗ → H
commute with each other. This property is independent of the choice of r, r′. If
μ commutes with μ′, and r, r′ ∈ Z>0 are as above, then letting λ = rμ, λ′ = r′μ′,
we have the homomorphism ν : k∗ → H given by ν(t) = λ(tr′)λ′(tr). We then
deﬁne μ + μ′ := ν/(rr′) ∈ YH,Q. Then μ + μ′ is independent of the choice of r, r′.
Moreover, for any κ ∈ Q, we have
(a) μ+μ
′
κ h = ⊕s,t∈Q;s+t=κ(μsh ∩ μ
′
t h).
Let  ∈ E. Since  ∈ E = YZ,Q commutes with ι ∈ YM0 , by the above discussion,
we may deﬁne
 =
|η|
2
( + ι) ∈ YM0,Q ⊂ YG0,Q.
From the deﬁnitions,  may be computed as follows. We choose f ∈ Z>0 such that
λ′ := f ∈ YZ and f/|η| ∈ Z; we deﬁne λ ∈ YG0 by λ(t) = ι(tf )λ′(t) = λ′(t)ι(tf )
for all t ∈ k∗; we then have  = |η|2f λ ∈ YG0,Q.
We shall set  = η˙ ∈ {1,−1} (the sign of η, see 0.12).
Now 
p

∗ , 
˜l

∗ are well-deﬁned; see [LY, 2.5, 2.6].
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We set

˜l = ⊕N∈Z 
˜lN .
We show:
(b) We have 
˜l

∗ = m∗ if and only if  ∈ E′.
If x ∈ gα,ni and t ∈ k∗, then
Ad(λ(t))x = Ad(ι(tf )) Ad(λ′(t))x = tnf+〈λ
′:α〉x
and Ad(ι(t))x = tnx. Thus, gα,ni ⊂ λnf+〈λ′:α〉gi and gα,ni ⊂ ιngi. It follows that for
any k ∈ Z we have
(c) λkgi = ⊕(α,n)∈Ri;nf+〈λ′:α〉=k(gα,ni ),
(d) ιkgi = ⊕(α,n)∈Ri;n=k(gα,ni ).
For any N ∈ Z we have 
˜lN = λ2fN/ηgN . We see that
(e) 
˜l

N = ⊕(α,n)∈RN ;nf+〈λ′:α〉=2fN/η(gα,nN ).
Recall from 1.2(e) that if N ∈ Z,mN = 0, then N ∈ ηZ. Let N ∈ ηZ. From
the arguments in 3.3 (or by [LY, 10.3(a)]) we see that, for some ′ ∈ E, we have

˜l
′
∗ = m∗. (Here ′ is attached to ′ in the same way that  was attached to .)
Hence, using (e) with  replaced by ′, we see that there exists a subset RN of RN
such that mN = ⊕(α,n)∈RN (gα,nN ). If (α, n) ∈ RN , then 0 = gα,nN ⊂ mN . Hence for
x ∈ gα,nN − {0} and z ∈ Z, t ∈ k∗, we have Ad(z)x = α(z)x, Ad(ι(t))x = tnx; but
Ad(z)x = x since Z is in the center of M and Ad(ι(t))x = t2N/ηx since x ∈ mN .
Thus α(z) = 1 (so that α = 0) and n = 2N/η. We see that RN ⊂ {(0, 2N/η)}.
Conversely, we show that g
0,2N/η
N ⊂ mN . If x ∈ g0,2N/ηN , then Ad(z)x = x for all
z ∈ Z and Ad(ι(t))x = t2N/ηx for all t ∈ k∗. Since ξ˙ in 9.1 is admissible, there
exists t0 ∈ k∗, z ∈ Z, such that m is the ﬁxed point set of Ad(ι(t0)z)θ : g → g.
Since mη is contained in this ﬁxed point set and Ad(z) acts trivially on it, we see
that t20ζ
ηy = y for all y ∈ mη.
If mη = 0, it follows that t20ζη = 1. Thus we have Ad(ι(t)z)θ(x) = t2N/η0 ζNx =
(t20ζ
η)N/ηx = x. (Here we use that N ∈ ηZ.) Thus x is contained in the ﬁxed point
set of Ad(ι(t0)z)θ : g → g, so that x ∈ mN . We see that for any N ∈ ηZ we have
(f) mN = g
0,2N/η
N .
Now (f) also holds when mη = 0. (In that case we must have ι = 1 hence m = m0,
so that mN = 0 for N = 0. Moreover, by [LY, 3.6(d)], m is a Cartan subalgebra of
g0 and Z = M . We also have g
0,2N/η
N = 0 for N = 0. Thus, for N = 0, (f) states
that 0 = 0. If N = 0, (f) states that m is its own centralizer in g0, which is clear.)
From (e),(f) we see that mN ⊂ 
˜lN for all N ∈ ηZ and that
(g) for N ∈ ηZ we have mN = 
˜lN if and only if the following holds: {(α, n) ∈
RN ;n + 〈 : α〉 = 2N/η} is equal to {(0, 2N/η)} if (0, 2N/η) ∈ RN and is empty
if (0, 2N/η) /∈ RN ;
(g′) for N ∈ Z − ηZ we have mN = 
˜lN (or equivalently 
˜lN = 0) if and only if
{(α, n) ∈ RN ;n+ 〈 : α〉 = 2N/η} = ∅. The condition in (g) can be also expressed
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as follows:
{(α, n) ∈ R∗N ;n+ 〈 : α〉 = 2N/η} = ∅ for any N ∈ ηZ.
The condition in (g′) can be also expressed as follows:
{(α, n) ∈ RN ;n+ 〈 : α〉 = 2N/η} = ∅ for any N ∈ Z− ηZ.
Indeed, it is enough to show that if N ∈ Z−ηZ and {(α, n) ∈ RN ;n+ 〈 : α〉 =
2N/η}, then we have automatically α = 0. (Assume that α = 0. Then n = 2N/η
so that n is an odd integer. Since g0 = m and g0,nN = 0 we see that ιnm = 0. Using
1.2(d) we deduce that n is even, a contradiction.)
We see that (b) holds.
From (c) we deduce that

p

N = ⊕k∈Z;k≥2fN/η(λkgN ) = ⊕k∈Z,(α,n)∈RN ;k≥2fN/η,nf+〈λ′:α〉=k(gα,nN ),
hence
(h) 
p

N = ⊕(α,n)∈RN ;〈:α〉≥2N/η−n(gα,nN ).
The nilradical 
u

∗ of 
p

∗ is given by
(i) 
u

N = ⊕(α,n)∈R∗N ;〈:α〉>2N/η−n(g
α,n
N ).
We see that for ,′ in E and N ∈ Z, the following two conditions are equivalent:
(I) 
p

N =

p
′
N .
(II) For any (α, n) ∈ R∗N we have 〈 : α〉+ n ≥ 2N/η ⇔ 〈′ : α〉+ n ≥ 2N/η.
For ,′ in E′ we say that  ≡ ′ if for any N ∈ Z and any (α, n) ∈ R∗N we
have
(〈 : α〉+ n− 2N/η)(〈′ : α〉+ n− 2N/η) > 0.
This is clearly an equivalence relation on E′. From the equivalence of (I),(II) above,
we see that
(j)  ≡ ′ ⇔ 
pN = 
p
′
N ∀N ∈ Z.
For any  ∈ E′ we set
(k)
I =

 Indgδpη
(C˜[− dimmη]) ∈ Q(gδ),
I˜ =

I˜nd
gδ
p

η
(C˜) ∈ Q(gδ).
Here we regard C˜ as an object of Q(˜lη ) = Q(mη), see (b). Note that in K(gδ) we
have
I˜ = v
h()I,
where
h() = dim 
u

0 + dim

uη + dimmη = dim

u

0 + dim

pη .
We show:
(l) If ,′ ∈ E′,  ≡ ′, then I = I′ , h() = h(′).
Indeed, in this case we have 
p

N =

p
′
N for all N ∈ Z (see (j)) and the result
follows from the deﬁnitions.
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10.3. We keep the setup of 10.1, 10.2. As in [LY, 2.9], for any N ∈ Z we set
l˜φN =
ι
2N/ηgN if 2N/η ∈ Z, l˜φN = 0 if 2N/η /∈ Z.
Hence
(a) l˜φN = ⊕(α,n)∈RN ;n=2N/ηgα,nN .
We set l˜φ = ⊕N∈Z l˜φN .
Let
E′′ = E− ∪N∈Z,(α,n)∈R∗N ;n
=2N/ηHα,n,N .
For  ∈ E we show:
(b) We have 
˜l ⊂ l˜φ if and only if  ∈ E′′.
Using (a) and 10.2(e) we see that we have ⊕N 
˜lN ⊂ l˜φ if and only if for any
N ∈ Z we have
{(α, n) ∈ RN ;n+ 〈 : α〉 = 2N/η} ⊂ {(α, n) ∈ RN ;n = 2N/η},
or equivalently,
{(α, n) ∈ RN ;n+ 〈 : α〉 = 2N/η;n = 2N/η} = ∅,
or equivalently,
{(α, n) ∈ R∗N ; 〈 : α〉 = 2N/η − n = 0} = ∅.
This is the same as the condition that  ∈ E′′. This proves (b).
10.4. We show:
(a) Let p∗ be an -spiral with a splitting m′∗ such that m is a Levi subalgebra of a
parabolic subalgebra of m′ = ⊕Nm′N compatible with the Z-gradings. Then for some
 ∈ E we have p∗ = 
p∗ , m′∗ = 
˜l∗ .
We can ﬁnd μ ∈ YG0,Q such that p∗ = 
pμ∗ and m′∗ = 
˜lμ∗ . Let M ′0 = em
′
0 .
We choose f ∈ Z>0 such that λ1 := fμ ∈ YG0 . We have m′N = λ1fN
gN for all
N ∈ Z. Let N ∈ ηZ. Since mN ⊂ m′N , for any x ∈ mN and any t ∈ k∗ we have
Ad(λ1(t))x = t
fN
x; we have also Ad(ι(t))x = t2N/ηx.
Hence Ad(λ1(t
2)ι(t−f |η|))x = x for any x ∈ mN . Since this holds for anyN ∈ ηZ,
it follows that the image of λ21ι
−f |η| : k∗ → M ′0 commutes with M . Since M is a
Levi subgroup of a parabolic subgroup of M ′, the image of λ21ι
−f |η| is contained in
ZM , hence in Z0M = Z. In particular, the images of ι and λ21ι−f |η| commute with
each other, hence the images of λ1 and ι commute with each other. It therefore
makes sense to write λ′ := 2λ1 − f |η|ι ∈ YM and we actually have λ′ ∈ YZ . Let
 = |η|−1f−1λ′ ∈ YZ,Q = E. We have  = |η|−1(2μ− |η|ι) hence + ι = 2|η|−1μ,
that is, μ =  and (a) is proved.
Let C′ be the collection of -spirals p∗ such that m∗ is a splitting of p∗. We show:
(b) C′ coincides with the collection of -spirals of the form 
p∗ with  ∈ E′.
Assume ﬁrst that p∗ ∈ C′. Using (a) with m′∗ = m∗ we see that for some  ∈ E
we have p∗ = 
p

∗ , m∗ = 
˜l

∗ . Using 10.2(b), we see that  ∈ E′.
Conversely, assume that p∗ = 
p

∗ for some  ∈ E′. From 10.2(b) we have
m∗ = 
˜l

∗ . Thus p∗ ∈ C′. This proves (b).
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Let C′′ be the collection of -spirals p∗ with the following property: there exists
a splitting m′∗ of p∗ such that mN ⊂ m′N ⊂ l˜φN for all N . We show:
(c) C′′ coincides with the collection of -spirals of the form 
p∗ with  ∈ E′′.
Assume ﬁrst that p∗ ∈ C′′ and let m′∗ be a splitting of p∗ as in the deﬁnition of C′′.
Now m is a Levi subalgebra of a parabolic subalgebra of m′ = ⊕Nm′N compatible
with the Z-gradings of m and m′. (Indeed, from the proof of 3.7(c) we see that
there exists λ ∈ YZ such that m = {y ∈ l˜φ; Ad(λ(t))y = y ∀t ∈ k∗}. Since m′ ⊂ l˜φ
we see that m = {y ∈ m′; Ad(λ(t))y = y ∀t ∈ k∗}, as required.) Using (a), we see
that for some  ∈ E we have p∗ = 
p∗ , m′∗ = 
˜l∗ . Since 
˜lN ⊂ l˜φN for all N , we see
from 10.3(b) that  ∈ E′′.
Conversely, assume that p∗ = 
p

∗ for some  ∈ E′′. Let m′∗ = 
˜l∗ . From
10.3(b) we see that 
˜l

N ⊂ l˜φN for all N . We also have mN ⊂ 
˜lN for all N . Thus
p∗ ∈ C′′. This proves (c).
Note that:
(d) If p∗ ∈ C′′, then the splitting m′∗ in the deﬁnition of C′′ is in fact unique.
Indeed, assume that m′∗, m˜
′
∗ are splittings of p∗ such that mN ⊂ m′N , mN ⊂ m˜′N
for all N . By [LY, 2.7] we can ﬁnd u ∈ U0 (U0 as in [LY, 2.5]) such that Ad(u)m′∗ =
m˜′∗. In particular, we have Ad(u)m
′
0 = m˜
′
0. This implies u = 1 since m
′
0, m˜
′
0 are
both Levi subalgebras of p0 containing m0. Hence m
′
∗ = m˜
′
∗.
10.5. Let p∗, p′∗ be two -spirals such that pN ⊂ p′N for all N . Let u∗, u′∗ be their
nilradicals. Then we have u′N ⊂ uN for all N . In particular, u′N ⊂ pN for all N .
We show:
(a) ⊕NpN/u′N is a parabolic subalgebra of l′ = ⊕Np′N/u′N .
Let P0 = e
p0 , P ′0 = e
p′0 and let U0 = UP0 , U
′
0 = UP ′0 . We have P0 ⊂ P ′0, U ′0 ⊂ U0.
Now p∗ = 
p
μ
∗ and p′∗ =

pμ
′
∗ for some μ = λ/r, μ′ = λ′/r′, with λ, λ′ ∈ YG0 and
r, r′ ∈ Z>0. We have λ(k∗) ⊂ P0, λ′(k∗) ⊂ P ′0. We can ﬁnd Levi subgroups L˜0,
L˜′0 of P0, P
′
0 such that L˜0 ⊂ L˜′0. By conjugating λ (resp. λ′) by an element of U0
(resp. U ′0) we can assume that λ ∈ ZL˜0 , λ′ ∈ ZL˜′0 . Since ZL˜′0 ⊂ ZL˜0 , we have
λ(t)λ′(t′) = λ′(t′)λ(t) for any t, t′ in k∗. Hence we have g = ⊕k,k′∈Q,i∈Z/m(μ,μ
′
k,k′ gi),
where μ,μ
′
k,k′ gi =
μ
kgi ∩ μ
′
k′gi. We have
pN = ⊕k,k′∈Q;k≥N
(μ,μ
′
k,k′ gN ),
p′N = ⊕k,k′∈Q;k′≥N
(μ,μ
′
k,k′ gN ),
u′N = ⊕k,k′∈Q;k′>N
(μ,μ
′
k,k′ gN ).
Since u′N ⊂ pN ⊂ p′N we see that
pN = ⊕k,k′∈Q;k≥N
,k′≥N
(μ,μ
′
k,k′ gN ),
u′N = ⊕k,k′∈Q;k≥N
,k′>N
(μ,μ
′
k,k′ gN ),
hence
pN/u
′
N
∼= ⊕k,k′∈Q;k≥N
,k′=N
(μ,μ
′
k,k′ gN ).
This is a subspace of
p′N/u
′
N
∼= l˜′N := ⊕k,k′∈Q;k′=N
(μ,μ
′
k,k′ gN ).
Z/m-GRADED LIE ALGEBRAS AND PERVERSE SHEAVES, II 329
Since μ and μ′ commute with each other, it makes sense to deﬁne ν = μ −
μ′ ∈ YL˜′0,Q. Let l˜
′ = ⊕N l˜′N ⊂ g. Then L˜′0 acts on l′ by the Ad-action and ν
induces a Q-grading l′ = ⊕k1∈Qνk1 l′. From the deﬁnitions we see that ⊕Np′N/uN =⊕k1∈Q;k1≥0(νk1 l′). Thus (a) holds.
A similar argument shows:
(b) If m∗ is a splitting of p∗, the obvious map m = ⊕NmN → ⊕NpN/u′N deﬁnes
an isomorphism of m onto a Levi subalgebra of ⊕NpN/u′N .
10.6. Let ,′ in E′. For any t ∈ Q such that 0 ≤ t ≤ 1 we set
t := t + (1− t)′.
We assume that there is a unique hyperplane H of the form H = Hα0,n0,N0 for some
(α0, n0, N0) with N0 ∈ Z, (α0, n0) ∈ R∗N0 such that t ∈ H for some t = s; this s
is necessarily unique since 0 /∈ H. Note, however, that the triple (α0, n0, N0) is
not uniquely determined by H. We set ′′ = s,
p∗ = 
p∗ , p
′
∗ =

p
′
∗ , u∗ =

u∗ , u
′
∗ =

u
′
∗ ,
p′′∗ =

p
′′
∗ , l˜
′′
∗ =

˜l
′′
∗ , l˜
′′ = ⊕N∈Z l˜′′N ,
P0 = e
p0 , P ′0 = e
p′0 , P ′′0 = e
p′′0 .
We show:
(a) For any N ∈ Z we have pN ⊂ p′′N ; hence P0 ⊂ P ′′0 . For any N ∈ Z we have
p′N ⊂ p′′N ; hence P ′0 ⊂ P ′′0 .
Using 10.2(h), we see that to prove the ﬁrst sentence in (a) it is enough to
show that for any (α, n) ∈ R∗N such that 〈 : α〉 ≥ 2N/η − n we have also
〈′′ : α〉 ≥ 2N/η − n. (Since  ∈ E′, we must have 〈 : α〉 > 2N/η − n. Since
for t ∈ Q, s < t ≤ 1 we have t ∈ E′, it follows that for all such t we have
〈t : α〉 > 2N/η− n. Taking the limit as t → s we obtain 〈′′ : α〉 ≥ 2N/η− n, as
required). The second sentence in (a) is proved in a similar way.
We show:
(b) Fix N ∈ Z. If H = Hα,n,N for any (α, n) ∈ R∗N , then we have pN = p′′N = p′N .
We ﬁrst show that pN = p
′′
N . By the equivalence of (I),(II) in 10.2, it is enough
to show that for any (α, n) ∈ R∗N we have
〈 : α〉+ n− 2N/η > 0 ⇔ 〈′′ : α〉+ n− 2N/η > 0,
or equivalently, that c1cs > 0, where ct = 〈t : α〉+ n− 2N/η for t ∈ Q such that
0 ≤ t ≤ 1. From our assumptions we see that ct = 0 for all t. It follows that either
ct > 0 for all t or ct < 0 for all t. In particular, c1cs > 0, as required. The proof of
the equality p′N = p
′′
N is entirely similar.
We show:
(c) If H = Hα,n,0 for any (α, n) ∈ R∗0 and H = Hα,n,η for any (α, n) ∈ R∗δ , then
I = I′ , h() = h(
′).
Indeed, in this case, by (b) we have pN = p
′
N for N ∈ {0, η} and the equality
I = I′ follows from the deﬁnitions. From p0 = p
′
0 we deduce that u0 = u
′
0. Using
this and pη = p
′
η we deduce that h() = h(
′). This proves (c).
We show:
(d) If H = Hα0,n0,0 for some (α0, n0) ∈ R∗0 but H = Hα,n,η for any (α, n) ∈ R∗δ ,
then I ∼= I′ , h() = h(′).
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By (a) we have pN ⊂ p′′N , p′N ⊂ p′′N for allN ∈ Z and by (b) we have pη = p′′η = p′η.
We can now apply [LY, 4.5(b)] twice to conclude that
I ∼= ⊕j∈JI′′ [−2aj ], I′ ∼= ⊕j′∈J′I′′ [−2a′j′ ],
where aj (resp. a
′
j′) are integers such that
ρP ′′0 /P0!Q¯l = ⊕j∈JQ¯l[−2aj ], ρP ′′0 /P ′0!Q¯l = ⊕j′∈J′Q¯l[−2a′j′ ].
To show that I ∼= I′ it is then enough to show that
⊕j∈JQ¯l[−2aj ] ∼= ⊕j′∈J′Q¯l[−2a′j′ ]
or that ρP ′′0 /P0!Q¯l
∼= ρP ′′0 /P ′0!Q¯l. This is clear since P ′′0 /P0, P ′′0 /P ′0 are partial ﬂag
manifolds of the reductive quotient L′′0 of P
′′
0 with respect to two associate parabolic
subgroups. The above argument shows also that dimUP0 = dimUP ′0 hence dim u0 =
dim u′0. Moreover, from (b) we have pη = p
′
η; we see that h() = h(
′). This proves
(d).
For N ∈ Z let qN (resp. q′N ) be the image of pN (resp. p′N ) under the obvious
projection p′′N → l˜′′N . From 10.5(a),(b), we see that q = ⊕NqN , q′ = ⊕Nq′N are
parabolic subalgebras of l˜′′ and m is a Levi subalgebra of both q and q′. We show:
(e) If H = Hα0,2,η for some (α0, 2) ∈ R∗δ , then I ∼= I′ and h() = h(′).
By (a) we have pN ⊂ p′′N , p′N ⊂ p′′N for all N ∈ Z. Since Hα0,2,η is the unique
hyperplane (as in 10.1) on which ′′ lies, we have ′′ ∈ E′′. Hence by 10.3(b)
we have l˜′′N ⊂ l˜φN for all N ∈ Z. In particular, the Z-grading of l˜′′ is η-rigid and
e ∈
◦
l˜′′η , so that
◦
mη ⊂
◦
l˜′′η . Let A ∈ Q(˜l′′η) be the simple perverse sheaf on l˜′′η such
that the support of A is l˜′′η and A| ◦mη is equal up to shift to C˜| ◦mη . Applying (twice)
[LY, 1.8(b)] and the transitivity formula 4.2(a) we deduce

 Indgδpη(C˜) =

 Indgδp′′η (ind
l˜′′η
qη (C˜))
∼= ⊕j
 Indgδp′′η (A)[−2sj][dimmη − dim l˜
′′
η ],

 Indgδp′η(C˜) =

 Indgδp′′η (ind
l˜′′η
q′η
(C˜)) ∼= ⊕j
 Indgδp′′η (A)[−2sj][dimmη − dim l˜
′′
η ],
where (sj) is a certain ﬁnite collection of integers. It follows that

 Indgδpη(C˜)
∼= 
 Indgδp′η(C˜).
This shows that I, I′ are isomorphic. It remains to show that h() = h(
′), for
which it suﬃces to show the following two equalities:
(f) dim u0 = dim u
′
0,
(g) dim uη = dim u
′
η.
Since p0 and p
′
0 are associate parabolic subalgebras of p
′′
0 sharing the same Levi
subalgebra m0, their unipotent radicals u0 and u
′
0 have the same dimension. This
proves (f).
Now we show (g). By 10.2(i), we have
dim uη − dim u′η =
∑
α∈XZ ;〈:α〉>0,〈′:α〉<0
dim gα,2δ −
∑
α∈XZ ;〈:α〉<0,〈′:α〉>0
dim gα,2δ .
We want to show the above diﬀerence is zero. For this, it suﬃces to show that
dim gα,2δ = dim g
−α,2
δ for any α ∈ XZ . Note that gα,2δ = l˜φη ∩ gα, which is the
α-weight space of Z on l˜φη . By the property of the sl2-action on l˜
φ given by the
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triple φ = (e, h, f), we have that ad(e) induces an isomorphism l˜φ−η ∼= l˜φη . Since Z
commutes with e, this isomorphism restricts to an isomorphism of α-weight spaces
l˜φ−η ∩ gα ∼= l˜φη ∩ gα, that is, gα,−2−δ ∼= gα,2δ . Therefore dim gα,2δ = dim gα,−2−δ =
dim g−α,2δ , as desired. This proves (g) and ﬁnishes the proof of (e).
10.7. Let
◦
E = E− ∪(α,n)∈R∗δ ;n
=2Hα,n,η
= { ∈ E; 〈 : α〉+ n− 2 = 0 ∀(α, n) ∈ R∗δ such that n = 2}.
Note that E′ ⊂ E′′ ⊂
◦
E. For ′, ′′ in
◦
E we say that ′ ∼ ′′ if for any (α, n) ∈ R∗δ
such that n = 2 we have
(〈′ : α〉+ n− 2)(〈′′ : α〉+ n− 2) > 0.
This is an equivalence relation on
◦
E. We show:
(a) Assume that ′, ′′ in E′ satisfy ′ ∼ ′′. Then I′ ∼= I′′ and h(′) =
h(′′); hence I˜′ ∼= I˜′′.
By a known property of hyperplane arrangements, we can ﬁnd a sequence0, 1,
. . . , k in E
′ such that0 = ′,k = ′′ and such that for any j ∈ {0, 1, . . . , k−1}
one of the following holds:
j ≡ j+1;
j = ,j+1 = 
′ are as in 10.6(c);
j = ,j+1 = 
′ are as in 10.6(d);
j = ,j+1 = 
′ are as in 10.6(e).
Using 10.2(l) or 10.6(c) or 10.6(d) or 10.6(e) we see that for j ∈ {0, 1, . . . , k− 1}
we have Ij
∼= Ij+1 and h(j) = h(j+1). This proves (a).
The set of equivalence classes on
◦
E for ∼ is denoted by
◦
E; it is a ﬁnite set.
10.8. For ,′ in E we set
(a)
τ (,′) =
∑
(α,n)∈R∗δ ;(〈:α〉+n−2)(〈′:α〉+n−2)<0
dim gα,nδ ,
−
∑
(α,n)∈R∗0 ;(〈:α〉+n)(〈′:α〉+n)<0
dim gα,n0 .
Using 10.2(i) we see that when ,′ are in E′, then
(b) τ (,′) = − dim

u

0 +

u
′
0

u

0 ∩ 
u
′
0
+ dim

u

η + 
u
′
η

u

η ∩ 
u′η
.
10.9. We deﬁne Gφ,Mφ as in [LY, 3.6]. We show that:
(a) The obvious map Mφ/M
0
φ → (G0 ∩Gφ)/(G0 ∩Gφ)0 is an isomorphism.
Recall that φ = (e, h, f) with e ∈ ◦mη. Let U (resp. U ′) be the unipotent radical
of G(e)0 (resp. (M ∩G(e))0). We have G(e) = GφU (semidirect product). Taking
ﬁxed point sets of ϑ we obtain G0∩G(e) = (G0∩Gφ)(G0∩U) (semidirect product).
We have M ∩G(e) = MφU ′ (semidirect product). Taking ﬁxed point set of ι(t) for
all t ∈ k∗ we obtain M0 ∩G(e) = (M0 ∩Mφ)(M0 ∩U ′) = Mφ(M0 ∩U ′) (semidirect
product). (We have used that Mφ ⊂ M0.) It follows that we have canonically
(M0 ∩G(e))/(M0 ∩G(e))0 = Mφ/M0φ,
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(G0 ∩G(e))/(G0 ∩G(e))0 = (G0 ∩Gφ)/(G0 ∩Gφ)0.
It remains to use that
(M0 ∩G(e))/(M0 ∩G(e))0 = (G0 ∩G(e))/(G0 ∩G(e))0;
see [LY, 3.8(a)].
Recall from [LY, 3.6] that Z is a maximal torus of (Gφ ∩ G0)0. Let H be the
normalizer of Z in (Gφ ∩ G0)0. Let H ′ = {g ∈ G0; Ad(g)M = M,Ad(g)mk =
mk ∀k ∈ Z}. Note that M0 is a normal subgroup of H ′. Hence the groups H/Z,
H ′/M0 are deﬁned. We show:
(b) H ⊂ H ′.
Let g ∈ (Gφ ∩G0)0 be such that gZg−1 = Z. Let
(M ′,M ′0,m
′,m′∗) = (gMg
−1, gM0g−1,Ad(g)m,Ad(g)m∗).
Note that Z0M ′ = Z0M = Z. Repeating the argument in the last paragraph in the
proof of [LY, 3.6(a)], we see that
(M ′,M ′0,m
′,m′∗) = (M,M0,m,m∗).
(The argument is applicable since g ∈ Gφ ∩ G0.) We see that g ∈ H ′; this proves
(b).
We show:
(c) H ∩M0 = Z.
From the injectivity of the map in (a) we see that Mφ∩(G0∩Gφ)0 = M0φ. Hence
we have
M0 ∩ (G0 ∩Gφ)0 ⊂ (M0 ∩Gφ) ∩ (G0 ∩Gφ)0 ⊂ Mφ ∩ (G0 ∩Gφ)0 = M0φ,
so that
M0 ∩ (G0 ∩Gφ)0 ⊂ M0φ.
The opposite inclusion is also true since Mφ ⊂ M0 and M0φ ⊂ G0 ∩ Gφ. It follows
that
M0 ∩ (G0 ∩Gφ)0 = M0φ = Z.
The last equality is because e is distinguished in m. Now H ∩M0 is the normalizer
of Z in M0∩(Gφ∩G0)0, that is, the normalizer of Z in Z. We see that H∩M0 = Z.
This proves (c).
We show:
(d) H ′ = M0H.
Since H ⊂ H ′, M0 ⊂ H ′, we have M0H ⊂ H ′. Now let g ∈ H ′. We show that
g ∈ M0H. Let φ′ = (Ad(g)e,Ad(g)h,Ad(g)f). We have
Ad(g)e ∈ ◦mη,Ad(g)h ∈ m0,Ad(g)f ∈ m−η.
Since both Ad(g)e, e are in
◦
mη, we can ﬁnd g1 ∈ M0 such that Ad(g1) Ad(g)e = e.
Replacing g by g1g we can assume that we have Ad(g)e = e. Using [L4, 3.3] for
JM , we can ﬁnd g2 ∈ M0 such that
(Ad(g2) Ad(g)e,Ad(g2) Ad(g)h,Ad(g2) Ad(g)f) = (e, h, f).
We have g2g ∈ Gφ. Replacing g by g2g we can assume that g ∈ G0 ∩ Gφ. Using
the surjectivity of the map in (a) we see that:
G0 ∩Gφ ⊂ Mφ(G0 ∩Gφ)0.
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Thus we can write g in the form g3g
′ with g3 ∈ Mφ, g′ ∈ (G0 ∩Gφ)0. Replacing g
by g−13 g we see that we can assume that g ∈ (G0 ∩Gφ)0. Since Ad(g)M = M , we
see that Ad(g)Z = Z. Thus g ∈ H. This proves (d).
From (b),(c),(d) we see that:
(e) The inclusion H ⊂ H ′ induces an isomorphism H/Z ∼−→ H ′/M0. In particu-
lar, M0 is the identity component of H
′.
10.10. Let g ∈ H ′ (notation of 10.9). Then Ad(g) restricts to an isomorphism
mη
∼−→ mη. Let C˜ ′ = Ad(g)∗C˜, a simple perverse sheaf in Q(mη). We show:
(a) C˜ ′ ∼= C˜.
Using 10.9(e) we can assume that g ∈ H (notation of 10.9). Since C˜, C˜ ′ are
intersection cohomology complexes attached to M0-equivariant irreducible local
systems on mη, they correspond to irreducible representations of
(M0 ∩G(e))/(M0 ∩G(e))0 = Mφ/M0φ.
Hence it is enough to show that Ad(g) induces the identity automorphism of
Mφ/M
0
φ. Using 10.9(a), we see that it is enough to show that Ad(g) induces
the identity automorphism of (G0 ∩ Gφ)/(G0 ∩ Gφ)0. This is obvious since g ∈
(G0 ∩Gφ)0. This proves (a).
10.11. Let ,′ ∈ E′. Recall that P0 = ep

0 ⊂ G0, P ′0 = e
p
′
0 ⊂ G0 are parabolic
subgroups of G0 with a common Levi subgroup M0. Let U0 = UP0 , U
′
0 = UP ′0 . Let
X be the set of all g ∈ G0 such that Ad(g)p∗ and p
′
∗ have a common splitting (as
in 6.3). Note that X is a union of (P ′0, P0)-double cosets in G0. We show:
(a) We have H ′ ⊂ X (notation of 10.9). Let j : H ′/M0 → P ′0\X/P0 be the map
induced by the inclusion H ′ → X. Then j is a bijection.
If g ∈ H ′, then g ∈ G0 and Ad(g)m∗ = m∗ hence m∗ is a common splitting of
Ad(g)p

∗ and p
′
∗ . Thus we have g ∈ X, so that the inclusionH ′ ⊂ X holds. Let g ∈
X. Then g ∈ G0 and Ad(g)p∗ , p
′
∗ have a common splitting m′∗. Then Ad(g)m∗,m
′
∗
are splittings of Ad(g)p∗ hence, by [LY, 2.7(a)], we have Ad(gug
−1) Ad(g)m∗ = m′∗
for some u ∈ U0. Moreover, m∗,m′∗ are splittings of p
′
∗ hence, by [LY, 2.7(a)], we
have Ad(u′)m∗ = m′∗ for some u
′ ∈ U ′0. It follows that Ad(gu)m∗ = Ad(u′)m∗ hence
u′−1gu ∈ H ′. Since U0 ⊂ P0, U ′0 ⊂ P ′0, we see that j is surjective. It remains to
show that j is injective. Let g, g′ be elements of H ′ such that g′ = p′0gp0 for some
p0 ∈ P0, p′0 ∈ P ′0. We must only show that g′ ∈ gM0. Let NM0 be the normalizer
of M0 in G0. It is enough to show that the obvious map NM0/M0 → P ′0\G0/P0
is injective. This is a well-known property of parabolic subgroups and their Levi
subgroups in a connected reductive group. This completes the proof of (a).
Let W = H/Z (notation of 10.9). Let w ∈ W and let g ∈ H be a representative
of w. Now Ad(g) restricts to an automorphism of Z which depends only on w;
this induces an isomorphism YZ
∼−→ YZ and, by extension of scalars, a vector space
isomorphism E
∼−→ E denoted by 1 → w1. For any (α, n, i) ∈ XZ × Z × Z/m,
Ad(g) deﬁnes an isomorphism gα,ni
∼−→ gwα,ni where wα ∈ XZ is given by wα(z) =
α(w−1(z)); hence for any i, (α, n) → (wα, n) is a bijection Ri ∼−→ Ri. Moreover, for
any N ∈ Z and any (α, n) ∈ R∗N , w : E → E restricts to a bijection from the aﬃne
hyperplane Hα,n,N to the aﬃne hyperplane Hwα,n,N . It follows that w : E → E
restricts to a bijection E′ ∼−→ E′.
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We show:
(b) For any  ∈ E′ we have Ad(g)(
p∗ ) = 
pw∗ .
From 10.2(h) we have
Ad(g)(
p

N ) = ⊕(α,n)∈RN ;〈:α〉≥2N/η−nAd(g)gα,nN
= ⊕(α,n)∈RN ;〈:α〉≥2N/η−n(g
wα,n
N ),

p
w
N = ⊕(α,n)∈RN ;〈w:α〉≥2N/η−n(gα,nN )
= ⊕(α′,n)∈RN ;〈w:wα′〉≥2N/η−n(g
wα′,n
N ).
It remains to use that 〈 : α〉 = 〈w : wα〉.
10.12. For 1, 2 in E we set
(a) [1|2] = (1− v2)− dimZ
∑
w∈W
vτ(2,w1) ∈ Q(v).
(Here v is an indeterminate and τ (2, w1) ∈ Z is as in 10.8.) When 1, 2 are
in E′ we have:
(b)
∑
j∈Z
dj(gδ; I˜1 , D(I˜2))v
−j = [1|2].
This can be deduced from [LY, 6.4] as follows. The set X in [LY, 6.3] is described
in our case in 10.11(a) in terms of the group H ′/M0 which, in turn, is identiﬁed
in 10.9(e) with W = H/Z; the integers τ (g) in 6.3 are identiﬁed with the integers
τ (2, w1) ∈ Z by 10.11(b). Finally, the set X ′ in [LY, 6.4] coincides with X in
[LY, 6.4] by 10.10(a).
From the deﬁnitions we have τ (2, w1) = τ (w
−12, 1) = τ (1, w−12) for
any w ∈ W . It follows that
(c) [1|2] = [2|1].
Let c1 (resp. c2) be the equivalence class for ∼ in
◦
E that contains 1 (resp.
2). Using 10.7(a) we see that the right hand side of (b) depends only on c1, c2
and not on the speciﬁc elements 1 ∈ c1 ∩E′, 2 ∈ c2 ∩E′. Hence for c1, c2 in
◦
E
we can set [c1|c2] = [1|2] ∈ Q(v) for any 1 ∈ c1 ∩E′, 2 ∈ c2 ∩E′.
10.13. Let B (resp. ξB) be the set of (isomorphism classes of) simple perverse
sheaves in Q(gδ) (resp. ξQ(gδ)). For any G0-orbit O in gnilδ let BO be the set
of all B ∈ B such that the support of B is equal to the closure of O. We have
B = unionsqOBO. We deﬁne a map κ : B → N by κ(B) = dimO where B ∈ BO.
10.14. Let V′ be the Q(v)-vector space with basis {T˜c; c ∈
◦
E}. On V′ we have
a unique pairing (:) : V′ ×V′ → Q(v) which is Q(v)-linear in the ﬁrst argument,
Q(v)-antilinear in the second argument (for f → f¯) and such that for c1, c2 in
◦
E
we have (T˜c1 : T˜c2) = [c1|c2] (see 10.12).
Setting
Rl = {x ∈ V′; (x : x′) = 0 ∀x′ ∈ V′},
Rr = {x ∈ V′; (x′ : x) = 0 ∀x′ ∈ V′},
we state the following.
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Lemma 10.15. We have Rl = Rr.
The proof is given in 10.17.
10.16. We deﬁne a Q-linear map
γ˜ : V′ → Q(v)⊗A ξK(gδ)
by T˜c → I˜, where  is an element of c∩E′. Now γ˜ is well-deﬁned by 10.7(a) and
is surjective by [LY, 8.4(b)], 10.4(b). We deﬁne a pairing
(Q(v)⊗A K(gδ))× (Q(v)⊗A K(gδ)) → Q((v))
(denoted by (:)) by requiring that it is Q(v)-linear in the ﬁrst argument, Q(v)-
antilinear in the second argument (for f → f¯) and that its restriction
K(gδ)×K(gδ) → Q((v))
is the same as the restriction of the pairing in [LY, 4.4(c)]. This restricts to a
pairing
(Q(v)⊗A ξK(gδ))× (Q(v)⊗A ξK(gδ)) → Q((v))
(denoted again by (:)). We show that for b, b′ in V′ we have
(a) (γ˜(b) : γ˜(b′)) = (b : b′)
We can assume that b = T˜c, b
′ = T˜c′ with c, c′ in
◦
E. We must show that {I˜, D(I˜′)}
= [|′] where  ∈ c ∩ E′, ′ ∈ c′ ∩ E′. This follows from 10.12(b). This proves
(a).
10.17. Let
′Rl = {z ∈ Q(v)⊗A ξK(gδ); (z : z′) = 0 ∀z′ ∈ Q(v)⊗A ξK(gδ)},
′Rr = {z ∈ Q(v)⊗A ξK(gδ); (z′ : z) = 0 ∀z′ ∈ Q(v)⊗A ξK(gδ)}.
We show:
(a) ′Rl = ′Rr = 0.
Now Q(v)⊗A ξK(gδ) has a Q(v)-basis formed by ξB = {B1, B2, . . . , Br}. From
[LY, 0.12] we see that (Bj : Bj′) ∈ δj,j′ + vN[[v]] for j, j′ in [1, r].
Assume that β =
∑
j∈[1,r] fjBj ∈ ′Rl, where fj ∈ Q(v) are not all zero. We
must show that this is a contradiction. We can assume that fj ∈ Q[v] for all j and
fj0 − c0 ∈ vQ[v] for some j0 ∈ [1, r] and some c0 ∈ Q− {0}. Then 0 = (β : Bj0) ∈
c0 + vQ[[v]], a contradiction. This proves that
′Rl = 0.
Next we assume that β =
∑
j∈[1,r] fjBj ∈ ′Rr, where fj ∈ Q(v) are not all
zero. We must show that this is a contradiction. We can assume that f¯j ∈ Q[v]
for all j and f¯j0 − c0 ∈ vQ[v] for some j0 ∈ [1, r] and some c0 ∈ Q − {0}. Then
0 = (Bj0 : β) ∈ c0+vQ[[v]], a contradiction. This proves that ′Rr = 0. This proves
(a).
We show:
(b) Rl = γ˜
−1(′Rl).
Let x ∈ Rl. From 10.16(a) we see that (γ˜(x) : γ˜(x′)) = 0 for any x′ ∈ V′. Since
γ˜ is surjective, it follows that (γ˜(x) : z′) = 0 for any z′ ∈ Q(v) ⊗A ξK(gδ). Thus,
γ˜(x) ∈ ′Rl. Conversely, assume that x ∈ V′ and γ˜(x) ∈ ′Rl. From 10.16(a) we see
that for any x′ ∈ V′ we have (x : x′) = (γ˜(x) : γ˜(x′)) = 0. Thus x ∈ Rl. This
proves (b).
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An entirely similar proof shows that:
(c) Rr = γ˜
−1(′Rr).
From (a),(b),(c) we see that Rl = Rr = γ˜
−1(0). This proves Lemma 10.15.
10.18. Deﬁnition of V. We deﬁne V = V′/Rl = V′/Rr (see Lemma 10.15).
Note that (:) on V′ induces a pairing V×V → Q(v) (denoted again by (:)) which
is Q(v)-linear in the ﬁrst argument, Q(v)-antilinear in the second argument (for
f → f¯).
10.19. From the proof of Lemma 10.15 we see that γ˜ induces a Q(v)-linear isomor-
phism
(a) γ : V
∼−→ Q(v)⊗A ξK(gδ)
and that for b, b′ in V we have
(b) (γ(b) : γ(b′)) = (b : b′).
From (a) we deduce the following result.
Proposition 10.20. The number of simple perverse sheaves (up to isomorphism)
in ξQ(gδ) is equal to dimQ(v)V.
10.21. We deﬁne a Q-linear involution¯: V′ → V′ by fT˜c = f¯ T˜c for any f ∈ Q(v),
c ∈
◦
E; here f¯ is as in [LY, 0.12]. We show:
(a) For any x, x′ in V′ we have (x : x′) = (x¯′ : x¯).
We can assume that x = T˜c, x
′ = T˜c′ for some c, c′ in
◦
E. We must show that
[c|c′] = [c′|c],
which follows directly from 10.12(c). This proves (a).
We show:
(b) ¯ : V′ → V′ preserves Rl = Rr (see Lemma 10.15) hence it induces an
Q(v)-semilinear involution¯: V → V (with respect to f → f¯).
Assume that x ∈ Rl. We have (x : x′) = 0 for all x′ ∈ V. Hence, by (a), we have
(x¯′ : x¯) = 0 for all x′ ∈ V. Since¯: V′ → V′ is surjective, it follows that x¯ ∈ Rr.
This proves (b).
10.22. Now let η1 ∈ Z − {0} be such that η1 = δ. Recall that in 10.1 we have
ﬁxed ξ ∈ Tη and a representative ξ˙ = (M,M0,m,m∗, C˜) ∈ Tη for ξ. Let ξ˙1 =
(M,M0,m,m(∗), C˜) ∈ Tη1 be as in [LY, 3.9] and let ξ1 ∈ Tη1 be the G0-orbit of x˙1.
Note that the Q-vector space E deﬁned as in 10.1 in terms of ξ˙ is the same as E
deﬁned in terms of ξ˙1. Moreover, the subset
◦
E, the equivalence relation ∼ on it,
and the set
◦
E deﬁned as in 10.7 in terms of ξ˙ are the same as the analogous objects
deﬁned in terms of ξ˙1. Also, the pairings τ : E×E → Z and [?|?] : E×E → Q(v)
deﬁned in 10.8 and 10.12 in terms of ξ˙ are the same as those deﬁned in terms of ξ˙1.
The subset E′ of E deﬁned as in 10.1 in terms of ξ˙ is not in general the same as
the analogous subset E′1 of E deﬁned in terms of ξ˙1. However, for c1, c2 in
◦
E, the
quantity [c1|c2] ∈ Q(v) deﬁned in 10.12 in terms of ξ˙ is the same as that deﬁned in
terms of ξ˙1. (It is equal to [1|2] for any 1 ∈ c1 ∩E′ ∩ E′1, 2 ∈ c2 ∩E′ ∩ E′1.
Hence the vector space V′, the pairing (:) on it and its quotient V deﬁned in 10.14
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and 10.18 in terms of ξ˙ are the same as those deﬁned in terms of ξ˙1. The involutions
¯: V′ → V′,¯: V → V deﬁned in 10.21 in terms of ξ˙ are the same as those deﬁned
in terms of ξ˙1.
11. The A-lattice VA
In this section we give a combinatorial deﬁnition of an A-lattice VA in the Q(v)-
vector space V and a signed basis B′ of it. It turns out that the Z/2-orbits on B′
for the Z/2-action b → −b are in natural bijection with the simple perverse sheaves
in the block ξQ(gδ).
11.1. In this section (except in 11.5, 11.6, 11.13) we preserve the setup and notation
of 10.1, 10.2 and assume that  ∈ E′′ (see 10.3). Let
gφ = {y ∈ g; [y, e] = 0, [y, h] = 0, [y, f ] = 0}.
Let z be the center of m. Note that m ∩ gφ = z (since e is distinguished in m) and
z is a Cartan subalgebra of the reductive Lie algebra gφ. (This has already been
proved at level of groups in [LY, 3.6].) For any α ∈ XZ let
(gφ0 )
α = gα0 ∩ gφ.
Let
gφ0, = ⊕α∈XZ ;〈:α〉=0(gφ0 )α.
This is a Levi subalgebra (containing z) of a parabolic subalgebra of gφ0 . Let B be
the variety of Borel subalgebras of gφ0,, let d() = dimB and let
a =
∑
j
v−2sjvd() ∈ A,
where ρB!Q¯l = ⊕jQ¯l[−2sj ].
Erratum to [L4]. On page 202, line 1 of 16.8, replace “algebraic group M” by
“algebraic group M with a given Lie algebra homomorphism φ from s to the Lie
algebra of M”.
On page 202, line 4 of 16.8, replace “Borel subgroups of M” by “Borel subgroups
of the connected centralizer of φ(s) in M”.
11.2. The subset
(a) {a−1 T˜c ∈ V′; c ∈
◦
E,  ∈ E′′ ∩ c}
of V′ (see 10.14) is ﬁnite. Indeed, when c is ﬁxed, the subgroup gφ0, of g
φ
0 takes
only ﬁnitely many values for  in E′′ ∩ c hence a takes only ﬁnitely many values.
Let V′A be the A-submodule of V′ generated by (a). Let VA be the image of
V′A under the obvious linear map V
′ → V. The following result will be proved in
11.8.
(b)VA is a free A-module such that the obvious Q(v)-linear map Q(v)⊗AVA →
V is an isomorphism.
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11.3. Let h = 
˜l, hφ = h ∩ gφ. We show:
(a) gφ0, = h
φ.
From 10.3(b) we have
h = ⊕N∈Z,(α,n)∈RN ;n=2N/η,〈:α〉=0(gα,nN ).
Using this and the deﬁnitions we have
{y ∈ h; [y, h] = 0} = ⊕N∈Z,(α,n)∈RN ;n=2N/η=0,〈:α〉=0(gα,nN )
= ⊕(α,n)∈R0;n=0,〈:α〉=0(gα,n0 )
and (a) follows.
11.4. Recall that  ∈ E′′. Let p∗ = 
p∗ , u∗ = 
u∗ . We can ﬁnd λ′ ∈ YZ such
that 〈λ′ : α〉 = 0 for any i and any (α, n) ∈ R∗i . Let ′ =  + 1bλ′ ∈ E. Let
p′∗ =

p
′
∗ , u′∗ =

u
′
∗ and m′∗ =

˜l
′
∗ . Assume that b is suﬃciently large; then
′ ∈ E′ hence by 10.2 we have m′∗ = m∗. The same argument as in 10.6(a) shows
that p′N ⊂ pN for all N . Since b is large and ′ =  + 1bλ′, we see that ′,  are
very close, so that
(a) ′ ∼ .
For N ∈ Z let qN be the image of p′N under the obvious projection pN → hN . From
10.5(a),(b), we see that q = ⊕NqN is a parabolic subalgebra of h and m is a Levi
subalgebra of q. Moreover, if uN is the image of u
′
N under pN , then u = ⊕NuN is
the nilradical of q.
From 10.3(b) we see that the Z-grading of h is η-rigid and that e ∈
◦
hη, so that
◦
mη ⊂
◦
hη. Let A ∈ Q(hη) be the simple perverse sheaf on hη such that the support
of A is hη and A| ◦mη is equal up to shift to C˜| ◦mη .
Applying 1.8(b) and the transitivity formula 4.2(a) we deduce
(b)
I′ =

I˜nd
gδ
p′η
(C˜) = 
I˜nd
gδ
pη
(indhηqη (C˜))[dim u
′
0 + dim u
′
η − dim u0 − dim uη]
∼= ⊕j
I˜nd
gδ
pη(A)[−2sj ][dimmη − dim hη + dim u′0 + dim u′η
− dim u0 − dim uη]
= ⊕j
I˜nd
gδ
pη
(A)[−2sj ][d()],
where we have used the equality:
(c) dimmη − dim hη + dim u′0 + dim u′η − dim u0 − dim uη = d().
We now prove (c). Let u′ be the nilradical of the parabolic subalgebra of h that
contains m and is opposed to q. We have u′ = ⊕Nu′N where u′N = u′ ∩ hN . Now
u0, u
′
0 are nilradicals of two opposite parabolic subalgebras of h0 hence dimu0 =
dimu′0. We have dim hη = dimuη + dim u
′
η + dimmη, dim u
′
0 − dim u0 = dimu0,
dim u′η−dim uη = dim uη. Hence the left-hand side of (c) equals dim u0−dim u′η =
dimu′0 − dimu′η. Now u′ is normalized by m hence by the Lie subalgebra s of
m spanned by e, h, f . Note that u′0 (resp. u
′
η) is the 0-(resp. 2-) eigenspace of
ad(h) : u′ → u′. By the representation theory of s, the map ad(e) : u′0 → u′η is
surjective and its kernel is exactly the space of s-invariants in u′ that is u′ ∩ hφ.
We see that dimu′0 − dimu′η = dim(u′ ∩ hφ). Now u′ ∩ hφ is the nilradical of a
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parabolic subalgebra of hφ with Levi subgroup m ∩ hφ = z (see 11.1) hence is the
nilradical of a Borel subalgebra of hφ (which equals gφ0, by 11.3(a)). By deﬁnition,
the dimension of this nilradical is equal to d(). This proves (c) and hence also
(b).
Now (b) implies the following equality in ξK(gδ):
I′ = a(

I˜nd
gδ
pη(A)).
Using this and (a) we see that for any c ∈
◦
E and any  ∈ E′′ ∩ c we have
(d) a−1 γ˜(T˜c) =

I˜nd
gδ
pη
(A) ∈ Q(v)⊗A ξK(gδ).
Since 
I˜nd
gδ
pη(A) ∈ ξK(gδ), we see that:
(e) For any c ∈
◦
E and any  ∈ E′′ ∩ c we have a−1 γ˜(T˜c) ∈ ξK(gδ).
The following result will be proved in 11.7.
(f) The A-module ξK(gδ) is generated by the elements a−1 γ˜(T˜c) for various c ∈
◦
E
and  ∈ E′′ ∩ c.
From (f) we deduce:
(g) The isomorphism γ : V
∼−→ Q(v)⊗A ξK(gδ) in Proposition 10.19(a) restricts
to an isomorphism of A-modules γA : VA ∼−→ ξK(gδ).
11.5. Let p∗ be an -spiral with a splitting h∗ and with nilradical u∗; let A ∈ Q(hη)
be a simple perverse sheaf. We show:
(a) Let X be the collection of all B ∈ B such that some shift of B is a direct
summand of I˜nd
gδ
pη
(A). Then the map X → Tη, B → ψ(B) is constant.
We can ﬁnd a parabolic subalgebra q of h and a Levi subalgebra m′ of q such that
q = ⊕NqN ,m′ = ⊕Nm′N where qN = q∩hN , m′N = m′∩hN and a cuspidal perverse
sheaf C in Q(mη) such that some shift of A is a direct summand of indhηqη (C).
Let M ′ = em
′
,M ′0 = e
m′0 . Setting p′N = uN + qN for any N ∈ Z, we see from
[LY, 2.8(a)] that p′∗ is an -spiral and from [LY, 2.8(b)] that m
′
∗ is a splitting of
p′∗. We see that (M
′,M ′0,m
′,m′∗, C) ∈ Tη. Let ξ′ be the element of Tη determined
by (M ′,M ′0,m
′,m′∗, C). If B ∈ X , then (by [LY, 4.2]) some shift of B is a direct
summand of I˜nd
gδ
p′η
(C) hence ψ(B) = ξ′. This proves (a).
We say that I˜nd
gδ
pη(A) (as in (a)) has type ξ
′ ∈ Tη if ψ(B) = ξ′ for any B ∈ X .
11.6. Recall from 8.4(a) that the A-module K(gδ) is generated by the classes of
-quasi-monomial objects of Q(gδ). Using this and 11.5(a), we deduce that in the
direct sum decomposition K(gδ) = ⊕ξ∈Tη ξK(gδ) (see [LY, 6.7]), any summand
ξK(gδ) is generated as an A-module by the classes of η-quasi-monomial objects in
Q(gδ) of type ξ.
11.7. We prove 11.4(f). (Thus we are again in the setup of 11.1.) Using 11.6, we
see that it is enough to show that if A′ is an η-quasi-monomial object in Q(gδ) of
type ξ, then the class of A′ in K(gδ) is of the form a−1 γ˜(T˜c) for some c ∈
◦
E and
 ∈ E′′ ∩ c. We can ﬁnd:
(a) p∗, h∗, A, q∗, p′∗, (M
′,M ′0,m
′,m′∗, C) ∈ Tη (representing ξ) as in 11.5 such
that A′ = I˜nd
gδ
pη(A); moreover, we can assume that the Z-grading of h = ⊕NhN is
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η-rigid and
◦
m′η ⊂
◦
hη. Replacing the data (a) by a G0-conjugate we can assume in
addition that (M ′,M ′0,m
′,m′∗, C) is equal to (M,M0,m,m∗, C˜) in 10.1.
Let H = eh. Since h∗ is η-rigid, there exists ι′ ∈ YH such that:
(i) ι
′
k = hkη/2 if k ∈ Z, kη/2, ι
′
k = 0 if k ∈ Z, kη/2 /∈ Z and
(ii) ι′ = ιφ′ for some φ′ = (e′, h′, f ′) ∈ JH such that e′ ∈
◦
hη, h
′ ∈ h0, f ′ ∈ h−η.
Since
◦
mη ⊂
◦
hη and e ∈
◦
mη, we see that e, e
′ are in the same M0-orbit. Hence we
can ﬁnd g ∈ M0 such that Ad(g) conjugates e′, f ′, h′, ι′ to e, f, h, ι. Applying Ad(g)
(which preserves hk) to (i) and (ii) we see that we can assume that ι
′ = ι, φ′ = φ.
Recall from 10.3 that l˜φN =
ι
2N/ηgN for N ∈ Z such that 2N/η ∈ Z. Using
(i) with ι′ = ι we see that hN ⊂ l˜φN for any N ∈ Z such that 2N/η ∈ Z. Using
10.4(c),(d) we see that for some  ∈ E′′ we have p∗ = 
p∗ , h∗ = 
˜l∗ . Using now
11.4(d), we see that A′ = a−1 γ˜(T˜c), where c ∈
◦
E contains . This completes the
proof of 11.4(f), hence that of 11.4(g).
11.8. We can now prove 11.2(b). Using 11.4(g), 11.2(b) is reduced to the following
obvious statement: ξK(gδ) is a free A-module.
11.9. We deﬁne a Q-linear map
¯: Q(v)⊗A K(gδ) → Q(v)⊗A K(gδ)
by fB = f¯B for any f ∈ Q(v) and any B ∈ B (see 10.13); here f¯ is as in 0.12.
This restricts to a Q-linear map
¯: Q(v)⊗A ξK(gδ) → Q(v)⊗A ξK(gδ)
and to a Z-linear map ξK(gδ) → ξK(gδ). We show:
(a) I = I for any  ∈ E′.
In ξQ(gδ) we have I =
∑
B∈ξB fBB where fB ∈ A. It is enough to prove that
f¯B = fB for all B.
We set p∗ = 
p

∗ . Let σ be an automorphism of order 2 of Q¯l such that σ(z) =
z−1 for any root of 1 in Q¯l. Applying σ to K ∈ Q(mη) (resp. K ∈ Q(gδ)) we
obtain Kσ ∈ Q(mη) (resp. Kσ ∈ Q(gδ)). Note that K → Kσ commutes with
shifts; moreover, we have
(b) (
I˜nd
gδ
pη
(C˜))σ = 
I˜nd
gδ
pη
(C˜σ).
Moreover, if K is a simple perverse sheaf in Q(mη) or in Q(gδ), we have
(c) Kσ ∼= D(K),
since K restricted to an open dense subset of it support is a local system with ﬁnite
monodromy. By (b),(c) and [LY, 4.1(d)] we have
D(
I˜nd
gδ
pη(C˜)) =

I˜nd
gδ
pη(D(C˜)) =

I˜nd
gδ
pη(C˜
σ) = (
I˜nd
gδ
pη(C˜))
σ,
hence
(D(I))
σ = I
and
∑
B f¯BD(B
σ) =
∑
B fBB. Using this and (c) for K = B, we see that f¯B = fB
for all B; this proves (a).
Z/m-GRADED LIE ALGEBRAS AND PERVERSE SHEAVES, II 341
11.10. We show:
(a)¯: V′ → V′ (see 10.21) restricts to an involution V′A → V′A and¯: V → V
(see 10.21) restricts to an involution VA → VA (these restrictions are denoted
again by .¯
It is enough to note that for any  ∈ E′′ we have a = a.
We show:
(b) γ˜ : V′ → Q(v)⊗A ξK(gδ) is compatible with the maps¯ in the two sides.
This follows from 11.9(a).
We have the following result.
Proposition 11.11.
(a) Let B′ be the set of all b ∈ VA such that b¯ = b and (b : b) ∈ 1+vZ[[v]]. Then
B′ is a signed basis of the A-module VA (that is, the union of a basis with (−1)
times that basis).
(b) For b ∈ B′ we have (b : b) ∈ 1 + vN[[v]].
(c) There is a unique A-basis B of VA such that B ⊂ B′ and for any c ∈
◦
E and
any  ∈ E′′ ∩ c, the image of a−1 T˜c in VA is an N[v, v−1]-linear combination of
elements in B.
It is enough to prove the analogous statements where VA is identiﬁed via γ with
ξK(gδ) with (:) as in 4.4(c) and with¯as in 11.9 (we use 10.19(b), 11.10(b)). Let
ξB = {B1, B2, . . . , Br} (see 10.13). From 0.12 we have (Bj : Bj′) ∈ δj,j′ + hj,j′ ,
where hj,j′ ∈ vN[[v]] for all j, j′ in [1, r]. From the deﬁnition (see 11.9) we have
Bj = Bj for j = 1, . . . , r. Now let b ∈ ξK(gδ) be such that b¯ = b and (b : b) ∈
1+vZ[[v]]. To prove (a), it is enough to show that b = ±Bj for some j. We can write
b =
∑r
j=1 fjBj , where fj ∈ A satisfy f¯j = fj and
∑
j,j′∈[1,r] f¯jfj′(δj,j′ + hj,j′) ∈
1 + vZ[[v]] hence
∑
j,j′∈[1,r] fjfj′(δj,j′ + hj,j′) ∈ 1 + vZ[[v]]. We can ﬁnd c ∈ Z
such that fj = fj,cv
c mod vc+1Z[v] where fj,c ∈ Z for all j and fj,c = 0 for some
j. We have
∑
j∈[1,r] f
2
j,cv
2c + v2c+1f ′ = 1 + vf ′′ where f ′, f ′′ ∈ Z[v]. Moreover,∑
j∈[1,r] f
2
j,c > 0. It follows that c = 0 and
∑
j∈[1,r] f
2
j,0 = 1 so that there exists
j0 ∈ [1, r] such that fj0,0 = ±1 and fj,0 = 0 for j = j0. We have fj = ±δj,j0
mod vZ[v] for all j. Since f¯j = fj we deduce that fj = ±δj,j0 for all j. Thus
b = ±Bj0 . This completes the proof of (a). At the same time we have proved (b).
Clearly, {B1, B2, . . . , Br} has the positivity property in (c) (with VA identiﬁed
with ξK(gδ) and with a−1 T˜c identiﬁed with γ(a−1 T˜c)). Since any Bj appears
with > 0 coeﬃcient in some γ(a−1 T˜c), we see that {B1, B2, . . . , Br} is the only
basis contained in {±B1,±B2, . . . ,±Br} with the positivity property in (c). This
completes the proof of the proposition.
11.12. From the proof of 11.11 we see that γ : V
∼−→ Q(v)⊗AξK(gδ) (see Proposition
10.19(a)) restricts to a bijection
(a) B
∼−→ ξB.
For any G0-orbit O in gnilδ let BO be the set of all b ∈ B such that γ(b) ∈ BO (see
10.13). We have a partition B = unionsqOBO where O runs over the G0-orbits in gnilδ .
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11.13. We consider the setup of 10.22. We show:
(a) The A-submodule VA of V deﬁned in 11.2 in terms of ξ˙ is the same as that
deﬁned in terms of ξ˙1.
It is not clear how to prove this using the deﬁnition in 11.2 since E′′ deﬁned
in terms of ξ˙ (see 10.3) is not necessarily the same as that deﬁned in terms of ξ˙1.
Instead we will argue indirectly. Using 11.4(g) it is enough to show:
(b) The isomorphism γ : V
∼−→ Q(v)⊗A ξK(gδ) deﬁned in 10.19 in terms of ξ˙ is
equal to the analogous isomorphism deﬁned in terms of ξ˙1.
Thus it is enough to show that if  ∈ E′ ∩E′1, then I˜ deﬁned in 10.2 in terms
of ξ˙ is the same as that deﬁned in terms of ξ˙1. Using the deﬁnitions we see that it
is enough to show that
η˙p(|η|/2)(+ι)η =
η˙1p(|η1|/2)(+ι)η1 ,
η˙p
(|η|/2)(+ι)
0 =
η˙1p
(|η1|/2)(+ι)
0 .
or that
⊕κ∈Q;κ≥|η|((|η|/2)(+ι)κ gδ) = ⊕κ∈Q;κ≥|η1|((|η1|/2)(+ι)κ gδ),
⊕κ∈Q;κ≥0((|η|/2)(+ι)κ gδ) = ⊕κ∈Q;κ≥0((|η1|/2)(+ι)κ gδ),
or that
⊕κ∈Q;κ/|η|≥1((1/2)(+ι)κ/|η| gδ) = ⊕κ∈Q;κ/|η1|≥1((1/2)(+ι)κ/|η1| gδ),
⊕κ∈Q;κ/|η|≥0((1/2)(+ι)κ/|η| gδ) = ⊕κ∈Q;κ/|η1|≥0((1/2)(+ι)κ/|η1| gδ),
or, setting κ′ = κ/|η|, κ′′ = κ/|η1|, that
⊕κ′∈Q;κ′≥1((1/2)(+ι)κ′ gδ) = ⊕κ′′∈Q;κ′′≥1((1/2)(+ι)κ′′ gδ),
⊕κ′∈Q;κ′≥0((1/2)(+ι)κ′ gδ) = ⊕κ′′∈Q;κ′′≥0((1/2)(+ι)κ′′ gδ),
which are obvious. This proves (a).
Using (b) and 11.12(b) we see that the basis B of VA deﬁned in 11.11 in terms
of ξ˙ is the same as that deﬁned in terms of ξ˙1.
12. Purity properties
In this section we show that for any irreducible local system L on a G0-orbit in
gnilδ the cohomology sheaves of L ∈ D(gδ) satisfy a strong purity property. This
generalizes the analogous result in the Z-graded case in [L4].
12.1. In this section we assume that p > 0 and that k is an algebraic closure of a
ﬁnite ﬁeld Fq with q elements (here q is a power of p). Replacing q by larger powers
of p if necessary, we can assume that m divides q − 1 and that we can ﬁnd an Fq-
rational structure on G with Frobenius map F : G → G such that ϑ : G → G (see
0.5) commutes with F : G → G. Then G0 is deﬁned over Fq and g inherits from
G an Fq-rational structure with Frobenius map F : g → g satisfying F (gi) = gi for
all i. Again by replacing q by larger powers of p if necessary, we may assume that
all G0-orbits in g
nil
δ are deﬁned over Fq and that for any irreducible G0-equivariant
local system L on a G0-orbit O in gnilδ we have F ∗L ∼= L.
We now ﬁx a G0-orbit O in gnilδ with closure O¯ and an irreducible G0-equivariant
local system L on O. We ﬁx an isomorphism F˜ : F ∗L → L which induces the
identity map on the stalk of L at some point ofOF . Then F˜ induces an isomorphism
(denoted again by F˜ ) F ∗L → L. Given a ﬁnite-dimensional Q¯l-vector space V
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with an endomorphism F˜ : V → V , we say that F˜ : V → V is a-pure (for an integer
a) if the eigenvalues of F˜ are algebraic numbers all of whose complex conjugates
have absolute value qa/2. Sometimes we will just say that V is a-pure (where this
is understood to refer to F˜ ).
12.2. We show:
(a) For any x ∈ O¯F and any a ∈ Z, the induced linear map F˜ : Hax(L) → Hax(L)
is a-pure.
Using [LY, 2.3(b)], we can ﬁnd φ = (e, h, f) ∈ Jδ(x) such that h, f are Fq-
rational. Recall that x = e. Let ι = ιφ ∈ YG be as in 1.1. Let z(f) be the
centralizer of f in g and let Σ = e+ z(f) ⊂ g. According to Slodowy:
(b) The aﬃne space Σ is a transversal slice at x to the G-orbit of e in g and
the k∗-action t → t−2Ad(ι(t)) on g keeps e ﬁxed, leaves Σ stable and deﬁnes a
contraction of Σ to x.
Let Σ˜ = Σ ∩ gδ = e+ (z(f) ∩ gδ). Then:
(c) Σ˜ is a transversal slice to the G0-orbit of e in gδ; the k
∗-action in (b) leaves
stable Σ˜ and is a contraction of Σ˜ to e.
(We have a direct sum decomposition gδ = (z(f)∩gδ)⊕ [e, g0] obtained by taking
the ζδ-eigenspace of θ : g → g in the two sides of the direct sum decomposition
g = z(f)⊕ [e, g]; note that both z(f) and [e, g] are θ-stable.)
Let L′ be the restriction of L to O ∩ Σ˜ (a smooth irreducible subvariety of Σ˜).
Note that O∩Σ˜, O¯∩Σ˜ are stable under the k∗-action in (c) and L′ is equivariant for
that action. By (c), we have Hx(L) = Hx(L′). It remains to show that Hx(L′) is
a-pure. This can be reduced to Deligne’s hard Lefschetz theorem by an argument
in Lemma 4.5(b) in [KL2] applied to O¯ ∩ Σ˜ ⊂ Σ˜ with the contraction in (c) and to
L′ instead of Q¯l. Note that in [KL2, 4.5(b)] an inductive purity assumption was
made which is in fact unnecessary, by Gabber purity theorem. This completes the
proof of (a).
Erratum to [L4]. On page 209, line -5, replace t−nAd(ι′(t)) by t−2Ad(ι′(t)).
13. An inner product
This section is an adaptation of [L4, §19] from the Z-graded case to the Z/m-
graded case; we express the matrix whose entries are the values of the (:)-pairing at
two elements of B as a product of three matrices. As an application we show (see
13.8(a)) that if (O,L), (O′,L′) in I(gδ) are such that some cohomology sheaf of
L|O′ contains L′, then (O,L), (O′,L′) are in the same block. Another application
(to odd vanishing) is given in Section 14.
13.1. We ﬁx (O,L), (O′,L′) in I(gδ) and we form A = L, A′ = L′ in D(gδ). We
want to compute dj(gδ;A,A
′) (see [LY, 0.12]) for a ﬁxed j ∈ Z. We can arrange
the G0-orbits in g
nil
δ in an order O0,O1, . . . ,Oβ such that O≤s = O0∪O1∪· · ·∪Os
is closed in gδ for s = 0, 1, . . . , β. We choose a smooth irreducible variety Γ with
a free action of G0 such that H
r(Γ, Q¯l) = 0 for r = 1, 2, . . . ,m where m is a large
integer (compared to j). We assume that D := dimΓ is large (compared to j). We
have H2D−ic (Γ, Q¯l) = 0 for i = 1, 2, . . . ,m. We form X = G0\(Γ×gδ). Let L˜, L˜′ be
the local systems on the smooth subvarieties G0\(Γ×O), G0\(Γ×O′) of X deﬁned
by L,L′ and let A˜ = L˜, A˜′ = L˜′ be the corresponding intersection cohomology
complexes in D(X). Then A˜⊗ A˜′ ∈ D(X) is well deﬁned; its restriction to various
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subvarieties of X will be denoted by the same symbol. For s = 0, 1, . . . , β we form
Xs = G0\(Γ×Os), X≤s = G0\(Γ×O≤s). We set X≤−1 = ∅. The partition of X≤s
into X≤s−1 and Xs (for s = 0, 1, . . . , β) gives rise to a long exact sequence
(a)
. . .
ξa−→ Hac (Xs, A˜⊗ A˜′) → Hac (X≤s, A˜⊗ A˜′)
→ Hac (X≤s−1, A˜⊗ A˜′)
ξa+1−−−→ Ha+1c (Xs, A˜⊗ A˜′) → . . . .
13.2. In the following proposition we encounter two kinds of integers; some like j,
m, dimG0, dim gδ, β are regarded as “small” (they belong to a ﬁxed ﬁnite set of
integers), others like 2D and m are regarded as very large (we are free to choose
them so). We will also encounter integers a such that 2D − a is a “small” integer
(we then write a ∼ 2D).
Proposition 13.3.
(a) Assume that k is as in 12.1. Then Hac (Xs, A˜ ⊗ A˜′) is a-pure (see 12.1) for
s = 0, 1, . . . , β and a ∼ 2D.
(b) We choose xs ∈ Os. If a ∼ 2D, then
dimHac (Xs, A˜⊗ A˜′)
=
∑
r+r1+r2=a
dim(Hrc (G0(xs)
0\Γ, Q¯l)⊗Hr1xsA⊗Hr2xsA′)G0(xs)/G0(xs)
0
,
where the upper script refers to invariants under the ﬁnite group G0(xs)/G0(xs)
0.
(c) Assume that k is as in 12.1. Then Hac (X≤s, A˜⊗ A˜′) is a-pure (see 12.1) for
s = 0, 1, . . . , β and a ∼ 2D.
(d) The exact sequence 13.1(a) gives rise to short exact sequences
0 → Hac (Xs, A˜⊗ A˜′) → Hac (X≤s, A˜⊗ A˜′) → Hac (X≤s−1, A˜⊗ A˜′) → 0
for s = 0, 1, . . . , β and a ∼ 2D.
(e) For a ∼ 2D we have dimHac (X, A˜⊗ A˜′) =
∑β
s=0 dimH
a
c (Xs, A˜⊗ A˜′).
(f) For a ∼ 2D we have
dimHac (X, A˜⊗ A˜′)
=
β∑
s=0
∑
r+r1+r2=a
dim(Hrc (G0(xs)
0\Γ, Q¯l)⊗Hr1xsA⊗Hr2xsA′)G0(xs)/G0(xs)
0
.
The proof is almost a copy of the proof of [L4, 19.4]. By general principles we
can assume that k is as in 12.1. We shall use Deligne’s theory of weights. We
ﬁrst prove (a) and (b). We write x instead of xs. We may assume that x is an
Fq-rational point. We have a natural spectral sequence
(g) Er,r
′
2 = H
r
c (Xs,Hr
′
(A˜⊗ A˜′)) =⇒ Hr+r′c (Xs, A˜⊗ A˜′).
We show that
(h) Er,r
′
2 is (r + r
′)-pure if r + r′ ∼ 2D.
We have Xs = G0(x)\Γ and
Er,r
′
2 = (H
r
c (G0(x)
0\Γ, Q¯l)⊗Hr′x (A⊗A′))G0(x)/G0(x)
0
.
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Here A ⊗ A′ ∈ D(gδ). We may assume that r′ is “small” (otherwise, Er,r
′
2 = 0).
We then have r ∼ 2D. Now
Hr′x (A⊗A′) = ⊕r1+r2=r′Hr1x (A)⊗Hr2x (A′)
is r′-pure by 12.2(a). Moreover, Hrc (G0(x)
0\Γ, Q¯l) is r-pure for r ∼ 2D (a known
property of the classifying space of G0(x)
0) and (h) follows.
From (h) it follows that Er,r
′
∞ of the spectral sequence (g) is (r + r
′)-pure if
r+r′ ∼ 2D and (a) follows. From (h) it also follows that Er,r′2 = Er,r
′
∞ if r+r
′ ∼ 2D
(many diﬀerentials must be zero since they respect weights) and (b) follows.
Now (c) follows from (a) using the exact sequence 13.2(a) and induction on s.
From (c) and (a) we see that the homomorphism ξa+1 in 13.2(a) is between pure
spaces of diﬀerent weight. Since ξa+1 preserve weights, it must be 0. Similarly,
ξa = 0 in 13.2(a) hence (d) holds. Now (e) follows from (d) since the support of
A˜ ⊗ A˜′ is contained in X≤β; (f) follows from (b),(e). This completes the proof of
the proposition.
13.4. Using the deﬁnitions we see that 13.3(f) implies:
(a)
dj(gδ;A,A
′) =
∑
s
∑
−r0+r1+r2=j−2ps
dim(H
G0(xs)
0
r0 (pt)⊗Hr1xsA⊗Hr2xsA′)G0(xs)/G0(xs)
0
,
where
(b) ps = dimG0 − dimG0(xs) = dimOs
and H
G0(xs)
0
r0 (pt) denotes equivariant homology of a point. (See [L6] for the deﬁni-
tion of equivariant homology.)
13.5. Given (O,L), (O˜, L˜) in I(gδ) we deﬁne μ(L˜,L) ∈ Z[v−1] by
(a) μ(L˜,L) =
∑
a
μ(a; L˜,L)v−a,
where μ(a; L˜,L) is the number of times L˜ appears in a decomposition of the local
system Ha(L)|O˜ as a direct sum of irreducible local systems. Note that μ(L˜,L) is
zero unless O˜ is contained in the closure of O.
If E is an irreducible G0-equivariant local system on Os, we denote by ρE the
irreducible G0(xs)/G0(xs)
0-module corresponding to E . With this notation we can
rewrite 13.4(a) as follows:
dj(gδ;A,A
′) =
∑
s
∑
−r0+r1+r2=j−2ps∑
E,E′
μ(r1; E ,L)μ(r2; E ′,L′) dim(HG0(xs)
0
r0 (pt)⊗ ρE ⊗ ρE′)G0(xs)/G0(xs)
0
,
where E , E ′ run over the isomorphism classes of irreducible G0-equivariant local
systems on Os. This may be written in terms of power series in Q((v)) as follows:
(b) {A,A′} =
β∑
s=0
∑
E,E′
μ(E ,L)Ξ(E , E ′)μ(E ′,L′),
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where
(c) Ξ(E , E ′) =
∑
r0≥0
dim(H
G0(xs)
0
r0 (pt)⊗ ρE ⊗ ρE′)G0(xs)/G0(xs)
0
vr0−2ps ∈ Q((v)).
13.6. Let B1, B2 ∈ B. We write B1 = L1[dimO1] ∈ D(gδ), B2 = L2[dimO2] ∈
D(gδ) with (O1,L1), (O2,L2) in I(gδ). We set
PB2,B1 = μ(L2,L1) ∈ N[v−1], (see 13.5);
P˜B2,B1 = PD(B2),D(B1) ∈ N[v−1];
ΛB2,B1 = Ξ(L2,L1) ∈ Q((v)), (see 13.5) if O1 = O2;
ΛB2,B1 = 0 if O1 = O2;
Λ˜B2,B1 = ΛB2,D(B1) ∈ Q((v)).
Note that:
(a) PB2,B1 = 0 =⇒ dimO2 ≤ dimO1; P˜B2,B1 = 0 =⇒ dimO2 ≤ dimO1;
(b) if dimO2 = dimO1, then PB2,B1 = δB2,B1 , P˜B2,B1 = δB2,B1 ;
(c) Λ˜B2,B1 = 0 if O1 = O2.
Then 13.5(b) can be rewritten as follows:
{A,A′} =
∑
B1∈B,B2∈B
PB1,BΛB1,B2PB2,B′′ ,
where B = A[dimO], B′′ = A′[dimO′], or as
{A,A′} =
∑
B1∈B,B2∈B
PB1,BΛB1,D(B2)PD(B2),D(B′),
where B = A[dimO], D(B′) = A′[dimO′], or as
{A,A′} =
∑
B1∈B,B2∈B
PB1,BΛ˜B1,B2 P˜B2,B′ ,
where B = A[dimO], D(B′) = A′[dimO′]. We have
{A,A′} = v−κ(B)−κ(B′){B,D(B′)} = v−κ(B)−κ(B′)(B : B′),
hence
(d) v−κ(B)−κ(B
′)(B : B′) =
∑
B1∈B,B2∈B
PB1,BΛ˜B1,B2 P˜B2,B′
for any B,B′ in B. (Here κ is as in 10.13.) We show:
(e) The following three matrices with entries in Q((v)) (indexed by B×B) are
invertible:
(i) the matrix ((B : B′));
(ii) the matrix M := (v−κ(B)−κ(B′)(B : B′));
(iii) the matrix T := (Λ˜B,B′).
The matrix in (i) is invertible since (B : B′) ∈ δB,B′ + vN[[v]] for all B,B′; see
[LY, 0.12]. This implies immediately that M is invertible. Now, by (d), we have
M = ST S ′ where S (resp. S ′) is the matrix indexed by B×B whose (B,B′)-entry
is PB′,B (resp. P˜B,B′). Since M is invertible, it follows that T is invertible. This
proves (e).
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13.7. We show:
(a) If B,B′ in B satisfy ψ(B) = ψ(B′) (ψ as in [LY, 6.6]), then PB,B′ = 0,
P˜B,B′ = 0, Λ˜B,B′ = 0.
We can ﬁnd a function B → Z, B → cB such that for B,B′ in B we have
cB = cB′ if and only if ψ(B) = ψ(B
′). From 13.6 we deduce
vcB−cB′ v−κ(B)−κ(B
′)(B : B′)
=
∑
B1∈B,B2∈B
vcB−cB1PB1,Bv
cB1−cB2 Λ˜B1,B2v
cB2−cB′ P˜B2,B′ .
When B,B′ vary, this again can be expressed as the decomposition of the matrix
M˜ := (vcB−cB′ v−κ(B)−κ(B′)(B : B′)) (indexed by B × B) as a product of three
matrices S˜T˜ S˜ ′, where S˜ (resp. S˜ ′) is the matrix indexed by B×B whose (B,B′)-
entry is vcB−cB′PB′,B (resp. vcB−cB′ P˜B,B′) and T˜ is the matrix indexed by B×B
whose (B,B′)-entry is vcB−cB′ Λ˜B,B′ . From [LY, 7.9(a)] we know that (B : B′) = 0
unless ψ(B) = ψ(B′). Hence vcB−cB′ (B : B′) = (B : B′) for all B,B′ so that
M˜ = M. Thus we have
S˜T˜ S˜ ′ = ST S ′.
Now by 13.6(c),(e), the matrix T (and hence the matrix T˜ ) belongs to a subgroup
of GLN (N = (B)) of the form GLN1 × · · · × GLNk where N1, . . . , Nk are the
sizes of the various subsets BO; moreover, by 13.6(a),(b), the matrix S (hence the
matrix S˜) belongs to the unipotent radical of a parabolic subgroup of GLN with
Levi subgroup equal to the subgroup of GLN considered above, while the matrix
S ′ (hence the matrix S˜ ′) belongs to the unipotent radical of the opposite parabolic
subgroup with the same Levi subgroup. This forces the equalities S˜ = S, T˜ = T ,
S˜ ′ = S ′. Now the equality S˜ = S implies vcB−cB′PB′,B = PB′,B for all B′, B in
B. Thus, if ψ(B) = ψ(B′) (so that cB = cB′), we must have PB′,B = 0. Similarly,
from T˜ = T we see that, if ψ(B) = ψ(B′), then Λ˜B,B′ = 0 and from S˜ ′ = S ′ we
see that, if ψ(B) = ψ(B′), then P˜B,B′ = 0. This proves (a).
13.8. We now ﬁx ξ ∈ Tη. We deﬁne four matrices ξM, ξS, ξT , ξS ′ indexed by
ξB× ξB as follows. For B,B′ in ξB, the (B,B′)-entry of ξM is v−κ(B)−κ(B′)(B :
B′); the (B,B′)-entry of ξS is PB′,B ; the (B,B′)-entry of ξT is Λ˜B,B′ ; the (B,B′)-
entry of ξS ′ is P˜B,B′ . Using 13.7(a) we deduce from 13.6(d) the equality of matrices
(a) ξM = (ξS)(ξT )(ξS ′).
As in the proof of 13.7(a) the last equality determines uniquely the matrices ξS, ξT ,
ξS ′ if the matrix ξM is known; in fact, it provides an algorithm for computing the
entries of these three matrices (and in particular for the entries PB′,B in terms of
the entries of ξM. Now under the bijection γ : B ∼−→ ξB (see 11.12(a)) the matrix
ξM becomes a matrix indexed by B ×B whose (b, b′)-entry is v−κ(B)−κ(B′)(b, b′);
these entries are explicitly computable from the combinatorial description of (:) on
V. We see that:
(b) The quantities PB′,B are computable by an algorithm provided that the bijec-
tion γ : B
∼−→ ξB is known.
This can be used in several examples to compute the PB′,B explicitly. The
algorithm in (b) seems to depend on the choice of η such that η = δ; but in fact,
by the results in [LY, 3.9], 10.22, 11.13, it does not depend on this choice.
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In the case where m = 1, there is another algorithm to compute the quantities
PB′,B ; see [L7, Theorem 24.8]. It again displays the matrix
ξS as the ﬁrst of
the three factors in a matrix decomposition like (a), but with the matrix ξM
being replaced by a matrix indexed by a pair of irreducible representation of a
Weyl group and with entries determined by a prescription quite diﬀerent from
that used in this paper. In that case the bijection γ : B
∼−→ ξB is replaced by
the “generalized Springer correspondence”. It would be interesting to understand
better the connection between these two approaches to the quantities PB′,B .
14. Odd vanishing
In this section we show that for any irreducible local system L on a G0-orbit in
gnilδ the cohomology sheaves of L ∈ D(gδ) are zero in odd degrees. (See Theorem
14.10.) In the case where m  0, this follows from the analogous result in the
Z-graded case in [L4]. In the case where m = 1 this follows from [L7, Theorem
24.8(a)]. In the case where m > 1, δ = 1, L = Q¯l and G, g = ⊕igi are as in
[LY, 0.3], this follows from [L8, Theorem 11.3] and from the known odd vanishing
result for aﬃne Schubert varieties.
14.1. We preserve the setup of 10.1, 10.2. For  ∈ E′ let h() ∈ Z be as in 10.2.
For c ∈
◦
E we set h(c) = h() where  is any element of c∩E′; this is well deﬁned,
by 10.7(a). For c ∈
◦
E we set Tc = v
−h(c)T˜c ∈ V′. Note that {Tc; c ∈
◦
E} is a
Q(v)-basis of V′. Let f → f♥ be the ﬁeld involution of Q(v) which carries v to
−v; this extends to a ﬁeld involution of Q((v)) (denoted again by f → f♥) given
by
∑
i civ
i →∑i ci(−v)i, where ci ∈ Q.
Let b → b♥ be the Q-linear involution V′ → V′ such that (fTc)♥ = f♥Tc for
any c ∈
◦
E and f ∈ Q(v).
Lemma 14.2 (14.2). For any b, b′ in V′ we have (b♥ : b′♥) = (b : b′)♥.
It is enough to show that for any c, c′ in
◦
E and any f, f ′ in Q(v) we have
(f♥Tc : f ′♥Tc′) = (fTc : f ′Tc′)♥.
We can assume that f = f ′ = 1. It is enough to show that
(a) (Tc : Tc′) ∈ Q(v2),
or that
v−h(1)+h(2)[1|2] ∈ Q(v2)
for any 1, 2 in E
′ (notation of 10.12(a)) or that
(b) v−h(1)+h(2)
∑
w∈W
vτ(2,w1) ∈ Q(v2).
From 10.8(b) we see that for ,′ in E′ we have
(b) τ (,′) = h() + h(′) mod 2.
From 10.11(b) we see that for  ∈ E′, w ∈ W and N ∈ Z we have
dim 
p
w
N = dim

p

N , hence dim

u
w
N = dim

u

N ,
so that
h(w) = h().
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Using this and (b) we see that for ,′ in E′ we have∑
w∈W
vτ(
′,w) ∈ vh(′)+h()N[v2, v−2].
Thus, (b) holds. The lemma is proved.
14.3. From 14.2 we deduce that ♥ : V′ → V′ carries Rl = Rr onto Rl = Rr;
hence it induces a Q-linear involution V → V (denoted again by ♥). From 14.2 we
deduce:
(a) For any b, b′ in V we have (b♥ : b′♥) = (b : b′)♥.
14.4. Let c ∈
◦
E,  ∈ E′′ ∩ c and let a =
∑
j v
−2sjvd() ∈ A be as in 11.1. Note
that
(a)
♥ =
∑
j
v−2sj (−v)d() = (−1)d()a.
Hence we have
(a−1 T˜c)
♥ = (a−1 v
h(c)Tc)
♥ = (−1)d()+h(c)a−1 vh(c)Tc == (−1)d()+h(c)a−1 T˜c.
It follows that:
(a) ♥ : V′ → V′ carries V′A onto V′A and ♥ : V → V carries VA onto VA.
14.5. We show:
a) For any b ∈ V′ we have b♥ = (b¯)♥. Hence for any b ∈ V we have b♥ = (b¯)♥.
We can assume that f = fTc where c ∈
◦
E and f ∈ Q(v). Note that f♥ = (f¯)♥.
Hence we can assume that f = 1. We have
Tc = v−h(c)T˜c = vh(c)T˜c = v2h(c)Tc,
hence
(Tc)
♥ = v2h(c)Tc.
We have T♥c = Tc = v2h(c)Tc. This proves (a).
14.6. We show:
(a) b → b♥ is a bijection B′ ∼−→ B′.
Let b ∈ B′. From b ∈ VA we see using 14.4(a) that b♥ ∈ VA. From b¯ = b we
see using 14.5(a) that b♥ = (b¯)♥ = b♥. From (b : b) ∈ Q(v) ∩ (1 + vZ[[v]]) we see
using 14.3(a) that
(b♥ : b′♥) = (b : b′)♥ ∈ (Q(v)∩ (1 + vZ[[v]]))♥ = Q(v)∩ (1 + vZ[[v]]) ⊂ 1 + vZ[[v]].
Using this and the deﬁnitions, we see that b♥ ∈ B′. Thus the map b → b♥, B′ → B′
is well deﬁned. Since this map has square 1, it is a bijection. This proves (a).
From (a) we deduce:
(b) If b ∈ B, then b♥ = sbb˜ for a well-deﬁned sb ∈ {1,−1} and a well-deﬁned
b˜ ∈ B.
The following result makes (b) more precise.
Lemma 14.7 (14.7). Let O be a G0-orbit in gnilδ and let b ∈ BO. We have
b♥ = (−1)dimOb.
350 GEORGE LUSZTIG AND ZHIWEI YUN
We argue by induction on dimO; we can assume that the result holds when O
is replaced by an orbit of dimension < dimO (if any). We have γ(b) = L[dimO]
where (O,L) ∈ I(gδ). Let x ∈ O; we associate to x an -spiral pφ∗ and a splitting l˜φ∗
of it as in [LY, 2.9]. Recall that
◦
l˜
φ
η ⊂ O and that L1 := L|◦
l˜
φ
η
is an irreducible L˜φ0 -
equivariant local system on
◦
l˜
φ
η ; thus, L1 ∈ D(˜lφη ) is deﬁned. Let I = 
 Indgδpφη (L

1) ∈
Q(gδ); we have clearly I ∈ ξQ(gδ). By [LY, 2.9(b),(c)], in ξK(gδ) we have
I = L +
∑
O′;dimO′<dimO
∑
b′∈BO′
fb′γ(b
′),
where fb′ ∈ A. Deﬁne I ′ ∈ VA by γ(I ′) = I. We have
(a) I ′ = v− dimOb+
∑
O′;dimO′<dimO
∑
b′∈BO′
fb′b
′.
By [L4, 17.2, 17.3], in K(˜lφη ) we have
(b) hL1 =
∑
j∈J
hj ind
l˜φη
q(j)η
(C(j)),
where h = h♥ ∈ A − {0}, J is a ﬁnite set and for j ∈ J , q(j) is a parabolic
subalgebra of l˜φη with Levi subalgebra m(j) such that q(j),m(j) are compatible
with the Z-grading of l˜φ, C(j) ∈ Q(m(j)η) is a cuspidal perverse sheaf and hj ∈ A.
Moreover, since L1 belongs to the block of Q(˜lφη) given by ξ, we can assume that
m(j) = m and C(j) = C˜ for all j. Thus (b) can be written in the form
(c) hL1 = F0 + F1,
where
F0 =
∑
j∈J
h′j ind
l˜φη
q(j)η
(C˜[− dimmη])),
F1 =
∑
j∈J
h′′j ind
l˜φη
q(j)η
(C˜[− dimmη])),
h′j + h
′′
j = hjv
dimmη , h′j ∈ Z[v2, v−2], h′′j ∈ vZ[v2, v−2].
Let K(˜lφη )ev be the Z[v2, v−2]-submodule of K(˜lφη )ev with basis L′ for various
(O′,L′) in I (˜lφη ). By [L4, 21.1(c)], for any j ∈ J , we have
ind
l˜φη
q(j)η
(C˜[− dimmη]) ∈ K(˜lφη )ev.
Hence F0 ∈ K(˜lφη )ev, F1 ∈ vK(˜lφη )ev. We have clearly hL1 ∈ K(˜lφη )ev. Since
vK(˜lφη )ev ∩ K(˜lφη )ev = 0, we deduce from (c) that hL1 = F0; that is,
hL1 =
∑
j∈J
h′j ind
l˜φη
q(j)η
(C˜[− dimmη])),
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where h′j ∈ Z[v2, v−2]. Applying 
 Indgδpη and using the transitivity property 4.2
from [LY] (and also 10.4(a)) we obtain
hI =
∑
j∈J
h′jIj ,
where j ∈ E′ for j ∈ J . Since γ−1(
∑
j∈J h
′
jIj ) is ﬁxed by
♥, it follows that hI ′
is ﬁxed by ♥. Since h = 0 and h♥ = h, we deduce that I ′♥ = I ′. Using (a) and the
induction hypothesis, we see that
(v− dimOb)♥ +
∑
O′;dimO′<dimO
∑
b′∈BO′
f♥b′ (−1)dimO
′
b′
= v− dimOb+
∑
O′;dimO′<dimO
∑
b′∈BO′
fb′b
′.
Using this and 14.6(b), we deduce that (−v)− dimOsbb˜ − v− dimOb is a A-linear
combination of elements in ∪O′;dimO′<dimOBO′ .
Since b ∈ BO and b˜ ∈ B this forces b˜ = b and sb = (−1)dimO. This completes
the proof of the lemma.
14.8. We show:
(a) Let O,O′ be G0-orbits in gnilδ and let B,B′ in B be such that the sup-
port of B (resp. B′) is the closure of O (resp. O′). We have (B : B′)♥ =
(−1)dimO+dimO′(B : B′).
If ψ(B) = ψ(B′), then (B : B′) = 0 by [LY, 7.9(a)] and (a) holds. Assume now
that ψ(B) = ψ(B′). We can assume that ψ(B) = ψ(B′) = ξ. It is enough to prove
that, if b ∈ BO, b′ ∈ BO′ , then (b : b′)♥ = (−1)dimO+dimO′(b : b′). Using 14.2 and
14.7, we have
(b : b′)♥ = (b♥ : b′♥) = ((−1)dimOb, (−1)dimO′b′)
and (a) is proved.
14.9. We show:
(a) For any B,B′ in B we have PB,B′ ∈ N[v−2], P˜B,B′ ∈ N[v−2], Λ˜B,B′ ∈
Q((v2)) (notation of 13.6).
The proof is similar to that of 13.7(a). With the notation in 14.8(a) we apply ♥
to
v− dimO−dimO
′
(B : B′) =
∑
B1∈B,B2∈B
PB1,BΛ˜B1,B2 P˜B2,B′
(see 13.6(d)); using 14.8 we obtain
v− dimO−dimO
′
(B : B′) =
∑
B1∈B,B2∈B
P♥B1,BΛ˜
♥
B1,B2
P˜♥B2,B′ .
When B,B′ vary, this can be expressed as the decomposition of the matrix M =
(vcB−cB′ v−κ(B)−κ(B
′)(B : B′)) (indexed by B×B) as a product of three matrices
S♥T ♥S ′♥ where S♥ (resp. S ′♥) is the matrix indexed by B ×B whose (B,B′)-
entry is P♥B′,B (resp. P˜
♥
B,B′) and T ♥ is the matrix indexed by B × B whose
(B,B′)-entry is Λ˜♥B,B′ . Recall from 13.6 that we have also M = ST S ′ (notation of
13.6). Thus we have
S♥T ♥S ′♥ = ST S ′.
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Now by 13.6(c),(e), the matrix T (and hence the matrix T ♥) belongs to a subgroup
of GLN (N = (B)) of the form GLN1 × . . . GLNk where N1, . . . , Nk are the sizes of
the various subsets BO; moreover, by 13.6(a),(b), the matrix S (hence the matrix
S♥) belongs to the unipotent radical of a parabolic subgroup of GLN with Levi
subgroup equal to the subgroup of GLN considered above, while the matrix S ′
(hence the matrix S ′♥) belongs to the unipotent radical of the opposite parabolic
subgroup with the same Levi subgroup. This forces the equalities S♥ = S, T ♥ = T ,
S ′♥ = S ′. Now the equality S♥ = S implies P♥B′,B = PB′,B for all B′, B in B.
Similarly, from T ♥ = T we see that Λ˜♥B,B′ = Λ˜B,B′ for all B,B′ in B and from
S ′♥ = S ′ we see that P˜♥B,B′ = P˜B,B′ . This proves (a).
Theorem 14.10.
(a) Let (O,L) ∈ I(gδ) and let A = L ∈ Q(gδ). We have HaA = 0 for any odd
integer a.
(b) Let  ∈ E′. We have Ha(I) = 0 for any odd integer a.
(c) Let (p∗, L, P0, l, l∗, u∗) be as in 4.1(a) of [LY] with  = η˙, and let (O′,L′) ∈
I(lη) (see 1.2). We form A′ = L′ ∈ Q(lη). We have Ha(
 Indgδpη(A′)) = 0 for any
odd integer a.
(d) In the setup of (c), 
 Indgδpη(A
′) is a direct sum of complexes of the form L[s]
for various (O,L) ∈ I(gδ) and various even integers s.
(a) follows from 14.9(a).
We prove (b). Let c ∈
◦
E be such that  ∈ c. In V we have Tc = ⊕b∈Bfbv−κ(b)b,
where fb ∈ A. Applying ♥ and using T♥c = Tc and (v−κ(b)b)♥ = v−κ(b)b for b ∈ B
(see 14.7) we see that
⊕b∈Bf♥b v−κ(b)b = ⊕b∈Bfbv−κ(b)b.
Hence f♥b = fb, that is, fb ∈ Z[v2, v−2]. Thus,
(e) I is isomorphic to a direct sum of complexes of the form B[−κ(B)][2s] with
B ∈ B and s ∈ Z.
HenceHaI is isomorphic to a direct sum of sheaves of the formHa+2s(B[−κ(B)])
with B ∈ B. Hence the desired result follows from (a).
We prove (c). By 1.5(a) of [LY] we can ﬁnd q∗, (pˆ∗, Lˆ, Pˆ0, lˆ, lˆ∗, uˆ∗) as in 4.2 of [LY]
with  = η˙ and a cuspidal perverse sheaf C in Q(ˆlη) such that A′[s′] is a direct sum-
mand of indlηqη(C[− dim lη]) for some s′ ∈ Z hence, by 4.2(a) of [LY], 
 Indgδpη(A′)[s′]
is a direct summand of 
 Indgδ
pˆη
(C[− dim lη]); moreover, by [L4, 21.1(c)], we have
s′ = 2s′′ for some s′′∈Z. Hence Ha(
 Indgδpη(A′)) is a direct summand of
Ha−2s′′(
 Indgδ
pˆη
(C[− dim lη])).
We can assume that pˆη is an -spiral with splitting m∗ (in 10.1) and that C = C˜
(in 10.1). Then 
 Indgδ
pˆη
(C[− dim lη]) = I for some  ∈ E′ and Ha(
 Indgδpη(A′)) is
a direct summand of Ha−2s′′I. The desired result follows from (b).
We prove (d). As in the proof of (c), 
 Indgδpη(A
′) is a direct summand of I[−2s′′]
for some  ∈ E′ and s′′ ∈ Z. This, together with (e) gives the desired result. The
theorem is proved.
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