Ensemble learning aims to improve generalization ability by using multiple base learners.
Introduction
In ensemble learning [20] , a number of base learners are trained and then combined for prediction to achieve strong generalization ability. Numerous effective ensemble methods have been proposed, such as Boosting [9] , Bagging [4] , Stacking [19] , etc., and most of these methods work under the supervised setting where the labels of training examples are known. In many real-world tasks, however, unlabeled training examples are readily available while obtaining their labels would be fairly expensive. Semi-supervised learning [5, 23, 24] is a major paradigm to exploit un-by the different philosophies of the ensemble learning community and the semisupervised learning community. The ensemble learning community believes that it is able to boost the performance of weak learners to strong learners by using multiple learners, and so there is no need to use unlabeled data; while the semisupervised learning community believes that it is able to boost the performance of weak learners to strong learners by exploiting unlabeled data, and so there is no need to use multiple learners. However, as Zhou indicated [21] , there are several important reasons why ensemble learning and semi-supervised learning are actually mutually beneficial, among which an important one is that by considering unlabeled data it is possible to help augment the diversity among the base learners, as explained in the following paragraph.
It is well-known that the generalization error of an ensemble is related to the average generalization error of the base learners and the diversity among the base learners. Generally, the lower the average generalization error (or, the higher the average accuracy) of the base learners and the higher the diversity among the base learners, the better the ensemble [11] . Previous ensemble methods work under supervised setting, trying to achieve a high average accuracy and a high diversity by using the labeled training set. It is noteworthy, however, pursuing a high accuracy and a high diversity may suffer from a dilemma. For example, for two classifiers which have perfect performance on the labeled training set, they would not have diversity since there is no difference between their predictions on the training examples. Thus, to increase the diversity needs to sacrifice the accuracy of one classifier.
However, when we have unlabeled data, we might find that these two classifiers actually make different predictions on unlabeled data. This would be important for ensemble design. For example, given two pairs of classifiers, (A, B) and (C, D), if we know that all of them are with 100% accuracy on labeled training data, then there will be no difference taking either the ensemble consists of (A, B) or the ensemble consists of (C, D); however, if we find that A and B make the same predictions on unlabeled data, while C and D make different predictions on some unlabeled data, then we will know that the ensemble consists of (C, D) should be better.
So, in contrast to previous ensemble methods which focus on achieving both high accuracy and high diversity using only the labeled data, the use of unlabeled data would open a promising direction for designing new ensemble methods.
In this paper, we propose the Sealed (Semi-supervised Ensemble by Accuracy maximization on Labeled data and divErsity maximization on labeled anD unlabeled data) approach. Experimental results show that by using unlabeled data for diversity augment, Sealed achieves much better performance than its counterpart which does not consider the usefulness of unlabeled data.
The rest of this paper is organized as follows. Section 2 briefly reviews related work on semi-supervised ensembles. Section 3 presents Sealed. Section 4 reports our experimental results. Finally, Section 5 concludes.
Related Work
As mentioned before, in contrast to the huge volume of literatures on ensemble learning and on semi-supervised learning, only a few work has been devoted to the study of semi-supervised ensembles.
Zhou and Li [22] proposed the Tri-training approach which uses three classifiers and in each round if two classifiers agree on an unlabeled instance while the third classifier disagrees, then the two classifiers, under a certain condition, will label this unlabeled instances for the third classifier; the three classifiers are voted to make prediction. This is a disagreement-based semi-supervised learning approach [23] , which can be viewed as a variant of the famous co-training method [3] . Later, Li and Zhou [14] extended Tri-training to Co-forest, by including more base classifiers and in each round the majority teach minority strategy is still adopted.
In addition to Tri-training and Co-forest, there are several semi-supervised boosting methods [7, 1, 6, 18, 16] . D'Alché Buc et al. [7] proposed SSMBoost to handle unlabeled data within the margin cost functional optimization framework for boosting [17] , where the margin of an ensemble H is defined on unlabeled data x as either H(x) 2 A commonness of these existing semi-supervised ensemble methods is that they construct ensembles iteratively, and in particular, the unlabeled data are exploited through assigning pseudo-labels for them to enlarge labeled training set. Specifically, pseudo-labels of unlabeled instances are estimated based on the ensemble trained so far [7, 1, 22, 14] , or with specific form of smoothness or manifold regularization [6, 18, 16] . After that, by regarding the estimated labels as their true labels, unlabeled instances are used in conjunction with labeled examples to update the present ensemble iteratively.
Although various strategies have been employed to make the pseudo-labeling process more reliable, such as by incorporating data editing [13] , the estimated pseudolabels may still be prone to error, especially when the ensemble is only moderately accurate in initial training iterations. In the next section we will present the Sealed approach. Rather than working with pseudo-labels to enlarge labeled training set, Sealed utilizes unlabeled data in a different way, i.e., help to augment the diversity among base learners.
General Formulation
amples and U = {u j |1 ≤ j ≤ U} contains U unlabeled training examples, where
For ease of presentation, we useL = {v i |1 ≤ i ≤ L} to denote the set of unlabeled examples derived from L.
We assume that the classifier ensemble is composed of m base classifiers {f k |1 ≤ k ≤ m}, where each of them is of the form
Here, the value of f k (x) corresponds to the confidence of x being positive. Correspondingly,
can be regarded as the posteriori probability of P (y = +1|x).
The basic idea of Sealed is to maximize the fit of the classifiers on labeled data, while maximize the diversity of the classifiers on the unlabeled data. Therefore, Sealed generates the classifier ensemble f = (f 1 , f 2 , · · · , f m ) by minimizing the following loss function:
Here, the first term V mc (f ) controls the model complexity of the ensemble f ; the second term V acc (L, f ) corresponds to the loss of f on L in terms of accuracy;
while the third term V div (D, f ) corresponds to the loss of f on a specified data set D (e.g. D =L U) in terms of diversity. Furthermore, C 1 and C 2 are cost parameters balancing the importance of different terms.
In this paper, Sealed calculates the second term V acc (L, f ) in Eq.(1) as follows:
Here, l (f k (v i ), y i ) measures the loss of f k on labeled training example (v i , y i ).
Note that l (f k (v i ), y i ) can also be evaluated in other ways, such as the hinge loss
As shown in in Eq.(1), the third term V div (D, f ) is used to characterize the diversity among the based learners. However, the diversity is difficult to measure and there is no generally accepted formal definition [12] . In this paper, Sealed chooses to calculate V div (D, f ) as follows:
Here, d(f p , f q , D) represents the prediction difference between each pair of base classifiers. Note that the prediction difference is calculated based on the actual output f (x) instead of the signed output sign[f (x)]. In this way, the confidence of each classifier's prediction other than the simple classification is fully utilized.
The goal of Sealed is to find the optimal model f * which minimizes the loss function of Eq.(1):
Logistic Regression Implementation
In this paper, we utilize logistic regression to implement the base classifiers. Specif-
is modeled as follows:
Here, g k (x) ∈ [0, 1] corresponds to the standard logistic regression with weight vector w k ∈ R d and bias value b k ∈ R. For the sake of simplicity, in the rest of paper, [w k , b k ] is simplified as w k by adding an extra dimension (fixed at value 1)
to the input space X .
Correspondingly, the first term V mc (f ) in Eq. (1) is set as:
The (local) optimal model f * is found by employing gradient descent techniques.
The gradients of V (L, D, f ) with respect to the model parameters Θ = {w k |1 ≤ k ≤ m} are determined as follows:
where
To initialize the ensemble, each classifier f k is learned from a bootstrapped sample 
Experiments
Fifteen data sets are used for experiments: three benchmark data sets suggested in [5] , one data set of ethnicity classification from face images [15] and eleven UCI data sets [2] . Table 1 summarizes the characteristics of those data sets.
For each data set, 50% of them are randomly selected to form the test set T , and the rest is used to form the training set, i.e. L U. objective terms.
The Helpfulness of Unlabeled Data
In this subsection, the four implementations of Sealed are studied to show whether unlabeled data can be helpful by increasing the diversity among base learners. As shown in Subsection 3.2, after the ensemble is initialized, a series of gradient descent steps are performed to optimize Lc and Lcd. The learning rate is set to .01. 1 Similar strategies have also been adopted by other successful semi-supervised ensemble methods [18, 16] , where the objective term involving labeled data is given much higher weight. Table 2 The win/tie/loss counts for LcdUd against Lc, Lcd and LcUd, with varying r (percentage of labeled data) and m (ensemble size). unseen example z is predicted by the optimized ensemble f LcdUd is significantly better (or worse) than the comparing implementation on any of the fifteen experimental data sets. Otherwise, a tie is recorded.
LcdUd
As shown in Table 2 , when the labeled data is few (r = .05), LcdUd is statistically superior to Lc and Lcd in about 52% and 40% cases, and is only inferior to Lc and Lcd in about 5% and 6% cases. Furthermore, when the labeled data is abundant (r = .25), LcdUd is statistically superior to Lc and Lcd in about 61% and 56% cases, and is inferior to Lc and Lcd in no cases. In addition, the performance between LcdUd and LcUd is indistinguishable in almost all cases. These results reveal that, by exploiting unlabeled data to help augment the ensemble's diversity, LcdUd and LcUd could achieve better performance than their counterparts Lc and Lcd.
Comparative Studies
In this subsection, the performance of Sealed (LcdUd) is further compared with two popular ensemble methods Bagging [4] and AdaBoost [9] as well as two successful semi-supervised ensemble methods Assemble [1] and SemiBoost [16] . Table 2 , the corresponding win/tie/loss counts are also reported in Table 3 .
As shown in Table 3 , when the labeled data is few (r = .05), Sealed is statistically superior to Bagging, AdaBoost, Assemble and SemiBoost in about 45%, (c) g241n 69%, 73% and 49% cases, and is only inferior to them in about 5%, 13%, 2% and 10% cases. Furthermore, when the labeled data is abundant (r = .25), Sealed is statistically superior to Bagging, AdaBoost, Assemble and SemiBoost in about 47%, 64%, 64% and 55% cases, and is only inferior to them in about 1%, 7%, 7% and 0% cases. These results show that Sealed is highly competitive to Table 3 The win/tie/loss counts for Sealed against Bagging, AdaBoost, Assemble and SemiBoost, with varying r (percentage of labeled data) and m (ensemble size). Intuitively, if there are only a few labeled, the base learners would not be very accurate. However, it is impressive that Sealed still works well with only 5% (r = .05) of the labeled data. This is because even when the average generalization error of base learners is large, Sealed can still generate an ensemble with good performance by exploiting unlabeled examples to augment the diversity among the base learners.
Conclusion
Previous ensemble methods try to obtain a high accuracy of base learners and high diversity among base learners by considering only labeled data. There were some studies on using unlabeled data, but focusing on using unlabeled data to improve accuracy. The major contribution of our work is to use unlabeled data to augment diversity, which suggests a new direction for ensemble design. Specifically, a novel semi-supervised ensemble method named Sealed is proposed, which works by maximizing accuracy on labeled data while maximizing diversity on unlabeled as well as labeled data.
Experimental results show that: a) Sealed can benefit from unlabeled data by using them to augment the diversity among base learners; b) Sealed achieves highly comparable performance against other state-of-the-art semi-supervised ensemble methods. In the future, it is interesting to see whether Sealed works well with other base learners.
It would be insightful to analyze why Sealed can achieve good performance theoretically. Furthermore, designing other ensemble methods by exploiting unlabeled data to augment the diversity of the base learners gracefully is a direction very worth studying.
