Abstract. In this paper we study the symmetric linear functions on the quantum group g p,q given in [5] . We construct all primitive idempotents and describe g p,q as a subalgebra of direct sum of matrix algebras. By using this result, we construct a basis of the space of symmetric linear functions on g p,q and determine the relations between the basis and symmetric linear functions determined by left integrals and the center of g p,q .
Introduction
The representation theory of vertex operator algebras plays an important role in the study of conformal field theories associated with vertex operator algebras. The conformal field theory for a rational vertex operator algebra with certain finiteness condition has been established over projective line in [11] and generalized to the higher genus case. In particular, for the theory over an elliptic curve, It is shown that the space of conformal blocks is the space of formal characters of simple modules and invariant under S L 2 (Z) action ( [14] ) and the dimension of the space of conformal blocks is equal to the number of non-isomorphic simple modules.
The theory for an irrational vertex operator algebra is more complicated. For an irrational vertex operator algebra, the space of formal characters of simple modules is not invariant under the action of S L 2 (Z) and, in fact, the modular transformation of formal characters of simple modules gives a rise to the logarithmic functions of q = e 2πiτ (see [9] ). In [3] and [4] , Feigin, Gainutdinov, Semikhatov and Tipunin point out that W(p) is closely related with the restricted quantum group U q (sl 2 ) at the primitive 2pth root of unity. They construct the isomorphism between the space of characters and pseudocharacters of W(p) and the center of U q (sl 2 ) as representations of S L 2 (Z). They also conjecture that the category of modules of W(p) and the category of finite-dimensional modules of U q (sl 2 ) are equivalent to each other and proved that this equivalence is true if p = 2. 1 Feigin, Gainutdinov, Semikhatov and Tipunin construct the vertex operator algebra W(p 1 , p 2 ) for coprime positive integers p 1 and p 2 and they investigate the unimodular finite-dimensional Hopf algebra g p 1 , p 2 whose antipode is inner, which is a quotient algebra of tensor product of two restricted quantum groups U q 1 (sl 2 ) at q 1 = exp( √ −1p 2 π/p 1 ) and U q 2 (sl 2 ) at q 1 = exp( √ −1p 1 π/p 2 ) in [5] . In [6] , they find 2p 1 p 2 + 1/2(p 1 − 1)(p 2 − 1) non-isomorphic simple modules of W(p 1 , p 2 ) and show that g p 1 , p 2 has 2p 1 p 2 non-isomorphic simple modules, which shows that the category of modules of W(p 1 , p 2 ) is not equivalent to the category of finite-dimensional modules of g p 1 , p 2 . Nevertheless above inequivalence of the categories, they prove that the space of characters and psudocharacters of W(p 1 , p 2 ) and the center of g p 1 , p 2 is equivalent to each other as representations of S L 2 (Z) and conjectured that the conformal block associated to W(p 1 , p 2 ) is isomorphic to the center.
As is shown in [12] , the space of symmetric linear functions of a unimodular Hopf algebra whose antipode is inner is isomorphic to the center the Hopf algebra. Therefore it is expected that the space of symmetric linear functions of g p 1 , p 2 is closely related to the space of formal characters and pseudocharacters of W(p 1 , p 2 ). In this paper, we construct a basis of the space of symmetric linear functions on g p 1 , p 2 . In order to construct a basis, we give the direct sum decomposition of g p 1 , p 2 into its indecomposable left ideals and determine primitive idempotents as does in [2] . In [6] , it is proved that g p 1 , p 2 decomposes into two simple algebras of dimension p . We describe each algebra as a subalgebra of the direct sum of matrix algebras and construct symmetric linear functions as traces of matrix block of matrix representations of algebras. In addition, we determine the relations between the basis of symmetric linear functions and symmetric linear functions determined by the action of the central elements and balancing element of g p,q on integrals.
This paper is organized as follows. In section 2, we recall the basic definitions and results of symmetric linear functions and integrals of Hopf algebras. In section 3, we recall the definition of the algebra g p 1 , p 2 , its integrals and balancing element given in [6] . We also introduce the list of non-isomorphic simple modules g p 1 , p 2 given in [6] . In section 4, we construct indecomposable modules as left ideals of g p 1 , p 2 . In section 5, we find the primitive idempotents of g p 1 , p 2 and show that the indecomposable modules constructed in section 4 give a list of non-isomorphic indecomposable projective modules. In section 6, we determine the matrix representations of g p 1 , p 2 as the direct sum of matrix algebras. In section 7, we constructed the symmetric linear functions on g p 1 , p 2 which form a basis of the space of symmetric linear functions on g p 1 , p 2 using the result in section 6 and
Preliminaries
In this paper we will always work over the complex number field C. For any vector space V we denote the space Hom C (V, C) by V * .
Symmetric linear functions.
Let A be a finite-dimensional associative algebra. A symmetric linear function ϕ on A is an element of A * which satisfies ϕ(ab) = ϕ(ba) for all a, b ∈ A. We denote the space of symmetric linear functions on A by SLF(A). If A is a finite-dimensional Hopf algebra, the space SLF(A) coincides with the space of cocommutative elements of A * ( [12] ).
Integrals and the square of antipode of Hopf algebras.
Let A be a finite-dimensional Hopf algebra with the coproduct ∆, the counit ε and the antipode S . Each of elements of the subspaces
is called a left integral and a right integral of A, respectively. Since A is finite-dimensional, the space L A (respectively R A ) is one-dimensional (cf. [10] ). Similarly a left (respectively, right) integral of the dual Hopf algebra A * is an element λ ∈ A * which satisfies pλ = p(1)λ (respectively, λp = p(1)λ) for all p ∈ A * . Equivalently we can see
If L A = R A the Hopf algebra A is called unimodular. 
The square of the antipode is called inner if there exists an invertible element t such that S 2 (x) = txt −1 for all x ∈ A. Denote by ⇀ and ↼ the left and right actions of A on A * :
for p ∈ A * and a, b ∈ A. 
3. The Hopf algebra g p,q
3.1. Definition. Let p 1 and p 2 be coprime positive integers. Set q = exp(
). We consider the qintegers and q-binomial coefficients
We also set
Note that
g p 1 , p 2 is a Hopf algebra over C generated by e i , f i and K ± for i = 1, 2 with relations
,
, as an algebra. The coproduct ∆, counit ε, and antipode S are given by In [6] , it is shown that the restricted quantum groups U q
and that
2 ), where (K
2 ) denotes Hopf ideal generated by (K 
3.2.
Integrals and the square of the antipode. The space of integrals in g p 1 , p 2 and the space of right integrals on g p 1 , p 2 are determined in [6] . The space spanned by (r 1 , r 2 ), 0 ≤ n 1 ≤ r 1 − 1 and 0 ≤ n 2 ≤ r 2 − 1 with the action of g p 1 ,p 2 defined by
Construction of indecomposable left ideals
In this section we construct the indecomposable module P α r 1 ,r 2 whose socle is isomorphic to a simple module X r 1 ,r 2 for (r 1 , r 2 ) (p 1 , p 2 ). The structure of these indecomposable modules are determined in [6] 4.1. highest weight vectors in g p 1 , p 2 . For 1 ≤ r i ≤ p i and 1 ≤ s i ≤ r i , let us define the element
We then see that
for 0 ≤ n 1 ≤ r 1 − 1 and 0 ≤ n 2 ≤ r 2 − 1. We also have
for 0 ≤ n 1 ≤ r 1 − 2 and 0 ≤ n 2 ≤ r 2 − 2. 
Proof. By Lemma 3.2, we have
Similarly we have (4.1.5).
Proposition 4.2.
(
Thus we have
.
Then we can see that
and we also see that 
Proof. We can easily see (4. 
, which proves (4.2.9). By Lemma 4.1 and Proposition 4.2, we have
and then we can see
for 1 ≤ n 1 ≤ r 1 − 1 by Lemma 3.2 and (4.2.8). Since we can see ϕ 
By Proposition 4.5, we can write
and this basis corresponds to the basis B α,
We now fix r 1 = p 1 and 1 ≤ r 2 ≤ p 2 − 1. Set 
Thus 
and we also have 
where the last relation follows from Proposition 4.2. By (4.3.4) and (4.3.26), we see l
We can see that
by Lemma 3.2 and we also have 
By (4.3.8)-(4.3.15), Lemma 3.2 and Proposition 4.2, we obtain
e 2 T α,• n 1 ,n 2 (s 1 , s 2 ) (4.3.43) =        ϕ α 2 (n 2 , r 1 , r 2 )T α,• n 1 ,n 2 −1 (r 1 , r 2 , s 1 , s 2 ) + B α,• n 1 −1,n 2 (r 1 , r 2 , s 1 , s 2 ), 1 ≤ n 2 ≤ r 2 − 1, L α,• n 1 ,p 2 −r 2 −1 (r 1 , r 2 , s 1 , s 2 ), n 2 = 0, f 2 T α,• n 1 ,n 2 (r 1 , r 2 , s 1 , s 2 ) =        T α,• n 1 ,n 2 +1 (r 1 , r 2 , s 1 , s 2 ), 0 ≤ n 2 ≤ r 2 − 2, R α,• n 1 ,0 (r 1 , r 2 , s 1 , s 2 ), n 2 = r 2 − 1,(4.e 1 R α,↑ n 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.45) =        ϕ α 1 (n 1 , r 1 , r 2 )R α,↑ n 1 −1,k 2 (r 1 , r 2 , s 1 , s 2 ) + R α,↓ n 1 −1,k 2 (r 1 , r 2 , s 1 , s 2 ), 1 ≤ n 1 ≤ r 1 − 1, R α,← p 1 −r 1 −1,k 2 (r 1 , r 2 , s 1 , s 2 ), n 1 = 0, f 1 R α,↑ n 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.46) =        R α,↑ n 1 +1,k 2 (r 1 , r 2 , s 1 , s 2 ), 0 ≤ n 1 ≤ r 1 − 2, R α,→ 0,k 2 (r 1 , r 2 , s 1 , s 2 ), n 1 = r 1 − 1, e 1 R α,← k 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.47) =        ϕ −α f 1 R α,← k 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.48) =        R α,← k 1 +1,k 2 (r 1 , r 2 , s 1 , s 2 ), 0 ≤ k 1 ≤ p 1 − r 1 − 2, R α,↓ 0,k 2 (r 1 , r 2 , s 1 , s 2 ), k 1 = p 1 − r 1 − 1, e 1 R α,→ k 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.49) =        ϕ −α 1 (k 1 , p 1 − r 1 , r 2 )R α,→ k 1 −1,k 2 (r 1 , r 2 , s 1 , s 2 ), 1 ≤ k 1 ≤ p 1 − r 1 − 1, R α,↓ r 1 −1,k 2 (r 1 , r 2 , s 1 , s 2 ), k 1 = 0, f 1 R α,→ k 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.50) =        R α,→ k 1 +1,k 2 (r 1 , r 2 , s 1 , s 2 ), 0 ≤ k 1 ≤ p 1 − r 1 − 2, 0, k 1 = p 1 − r 1 − 1, e 1 R α,↓ n 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.51) =        ϕ α 1 (n 1 , r 1 , r 2 )R α,↓ n 1 −1,k 2 (r 1 , r 2 , s 1 , s 2 ), 1 ≤ n 1 ≤ r 1 − 1, 0, n 1 = 0, f 1 R α,↓ n 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.52) =        R α,↓ n 1 +1,k 2 (r 1 , r 2 , s 1 , s 2 ), 0 ≤ n 1 ≤ r 1 − 2,=        ϕ −α 2 (k 2 , r 1 , p 2 − r 2 )R α,• n 1 ,k 2 −1 (r 1 , r 2 , s 1 , s 2 ), 1 ≤ k 2 ≤ p 2 − r 2 − 1, B α,• n 1 ,r 2 −1 (r 1 , r 2 , s 1 , s 2 ), k 2 = 0, f 2 R α,• n 1 ,k 2 (r 1 , r 2 , s 1 , s 2 ) (4.3.54) =        R α,• n 1 ,k 2 +1 (r 1 , r 2 , s 1 , s 2 ), 0 ≤ k 2 ≤ p 2 − r 2 − 2, 0, k 2 = p 2 − r 2 − 1, where 0 ≤ n 1 ≤ r 1 − 1 if • ∈ {↑, ↓} and 0 ≤ n 1 ≤ p 1 − r 1 − 1 if • ∈ {←, →}. Let X α r 1 ,α,• (s 1 , s 2 ), L α,• (s 1 , s 2 ), R α,• , B α,• is denoted by t α,• (r 1 , r 2 ), l α,• (r 1 , r 2 ), r α,• (r 1 , r 2 ), b α,• (r 1 , r 2 ).
Projective modules and primitive idempotents
In this section we construct primitive idempotents of g p 1 , p 2 . This shows that the simple module X α p 1 ,p 2 and indecomposable modules constructed in Section 3 are projective. Moreover we give the block decomposition of g p 1 , p 2 .
Primitive idempotents.
To calculate the products of elements in g p 1 , p 2 , the following lemma is useful.
Lemma 5.1.
(1) Let w be an element in g p 1 , p 2 with Kw = αq
(2) Let w be an element in g p 1 , p 2 with Kw = −αq Proof. We will show (1) and (2) . The proof of (3) and (4) is similar to the proof of (2).
(1) We can see
(αq
)w,
Since q = exp( √ −1π/2p 1 p 2 ), the sum does not vanish if and only if
Since
and p 1 and p 2 are coprime, the right hand side does not belong to {0, 1, . . . , r 1 − 1} if s 2 − n 2 − 1 0 and m 0. Thus we have (n 1 , n 2 ) = (
Then the sum does not vanish if and only if p
(s 1 , s 2 ) be a space spanned by the vectors of the form
We can see that X 
By similar calculation given in [2] , we have the following. We also have the following. 
Proposition 5.4. The elements T
By Lemma 5.1 and (4.3.2), we have r 2 , s 1 , s 2 ) .
Then we
Similarly we have
We finally have
Block decomposition.
We can see that the elements
are central elements [6] . By the action of g p 1 , p 2 , the central element C 1 acts as scalar α
) on the simple module X α r 1 ,r 2 and the central element C 2 acts as scalar α p 1 (−1) r 1 (q
) on the simple module X α r 1 ,r 2 . We set β 1 (r 1 , r 2 ) = α
) and β α 2 (r 1 , r 2 ) = α
). By direct calculation, we obtain the following.
Lemma 5.5. We have
Since C 1 and C 2 are the central elements of g p 1 , p 2 , we can see that the space Q(r 1 , r 2 ) is two sided ideal of g p 1 , p 2 . For 1 ≤ r 1 ≤ p 1 − 1, we have β
By Lemma 5.5 we have injective maps:
Note that (β Proposition 5.6 ([6] ). We have a decomposition into two sided ideals:
Corollary 5.7.
(1) The elements B +,↓
are mutually orthogonal primitive idempotents of Q(r 1 , r 2 ). 
Proof
Proof. By Corollary 5.7, the right hand side is contained in g p 1 , p 2 . The dimension of the right hand side is Since dim g p 1 , p 2 = 2p 
Matrix representation
Let A be a finite-dimensional associative algebra and {P i |1 ≤ i ≤ n} a complete set of non-isomorphic indecomposable projective modules of A. Then the map defined by
where ρ : A → End(P i ) is representation, is an algebra monomorphism.
In this section, we determine the matrix representation of each block of g p 1 , p 2 by above fact. 
We have the action of Q(r 1 , p 2 ) on P + r 1 ,p 2 as follows:
The actions which do not appear in above 
and we define
where • ∈ {↑, ↓} and • ∈ {←, →}. Then, by the action of Q(r 1 , p 2 ) on the projective modules P + r 1 ,p 2 and P
, we have the following result.
Similar argument for the case Q(r 1 , p 2 ), we have the following: ).
By Lemma 5.1, definition of the basis of Q(r 1 , r 2 ) and the structure of projective modules, we can determine the action of Q(r 1 , r 2 ) on the projective module as in Table 1 (the actions do not appear in Table 1 The action of the center on the projective modules is also determined in [6] . For each Q(r 1 , r 2 ), there is a central idempotent e(r 1 , r 2 ) which acts as identity on Q(r 1 , r 2 ) and as zero on Q(s 1 , s 2 ) for (r 1 , r 2 ) (s 1 , s 2 ). For Q(r 1 , r 2 ) with (r 1 , r 2 ) ∈ I, there are eight central elements as follows; v ր (r 1 , r 2 ), v ր (r 1 , r 2 )t 
