Largeness, SQ-universality, and the existence of free subgroups of rank 2 are measures of the complexity of a finitely presented group. We obtain conditions under which a cyclically presented group possesses one or more of these properties. We apply our results to a class of groups introduced by Prishchepov which contain, amongst others, the various generalizations of Fibonacci groups introduced by Campbell and Robertson. Using the techniques developed we give a new, purely group-theoretic, proof of the (almost complete) classification of the finite Cavicchioli-HegenbarthRepovš groups.
Introduction
Let w = w(x 0 , . . . , x n−1 ) be a word in the free group F n with generators x 0 , . . . , x n−1 and let θ : F n → F n be the automorphism of F n given by θ(x i ) = x i+1 for each 0 ≤ i ≤ n − 1 (subscripts mod n). Define G n (w) = x 0 , . . . , x n−1 | w, θ(w), . . . , θ n−1 (w) .
Then G n (w) is said to be a cyclically presented group and the above presentation is said to be a cyclic presentation.
Cyclically presented groups may be trivial, finite and nontrivial, or infinite. Examples of cyclic presentations of the trivial group are of interest in connection with Andrews-Curtis conjecture [1] and have been researched in [15] , [24] and elsewhere. In contrast, papers such as [2] , [6] , [9] , [16] , [28] , [33] , [43] give conditions for a cyclically presented group to be infinite, and in [32] for it to be SQ-universal. The classification of finite cyclically presented groups within certain families is a problem addressed in, for example, [14] , [23] , [42] , [45] .
In this paper we consider the "freeness" properties of largeness, SQ-universality, and the existence of free subgroups of rank 2. We investigate these properties both for arbitrary cyclically presented groups G n (w) and for the following family of groups, introduced and studied by Prishchepov in [33] and investigated further in [13] , [40] . Let n, r, s ≥ 1, 1 ≤ k ≤ n, 0 ≤ q ≤ n−1 and define the Prischepov group to be P (r, n, k, s, q) = G n ((x 0 x q . . . x q(r−1) )(x (k−1) x (k−1)+q . . . x (k−1)+q(s−1) ) −1 ) = x 0 , . . . , x n−1 | x i x i+q . . . x i+q(r−1) = x i+(k−1) x i+(k−1)+q . . . x i+(k−1)+q(s−1) (0 ≤ i < n) .
This family contains various other families of cyclically presented groups that have been considered in the literature, starting with Conway's Fibonacci groups F (2, n) = P (2, n, 3, 1, 1) of [14] . When s = 1
Preliminaries
A group G is large if it has a finite index subgroup that maps onto the free group of rank 2; G is SQ-universal if every countable group can be embedded in a quotient group of G. Any large group is SQ-universal and hence contains a free subgroup of rank 2. Not every SQ-universal group is large however, even within the class of cyclically presented groups: the Higman group G 4 (x 0 x 1 x −2 0 x −1 1 ) [25] , which was proved to be SQ-universal in [34] , has no proper subgroup of finite index and so cannot map onto the free group of rank 2. As is well known, not every group containing a free subgroup of rank 2 is SQ-universal and so we can consider three distinct levels of 'freeness': largeness, SQ-universality, and the existence of free subgroups of rank 2. Each of these properties is preserved when taking finite extensions or finite index subgroups; also, a group that maps onto a group with one of these freeness properties also satisfies that property.
A free product H * K (where H, K are non-trivial) is large if and only if either H or K is large, or H, K have non-trivial finite homomorphic imagesH,K, not both of order 2 ([31, Theorem 3.7] ). An ; if additionally L is finite then the amalgamated free product is SQ-universal [29] .
The automorphism θ of the introduction induces an action of the cyclic group T = t | t n of order n on the presentation G n (w). Specifically, t −1 x i t = x i+1 (0 ≤ i ≤ n − 1) and therefore t −i x 0 t i = x i . Writing x = x 0 we see that the split extension of G n (w) by T has a presentation E n (W ) = x, t | t n = W (x, t) = 1 where
) is a rewrite of w = w(x 0 , . . . , x n−1 ). We remark that t has order n in E n (W ) and that if w is an mth power then W (x, t) is also an mth power.
In the case of a Prischepov group P (r, n, k, s, q) the relator
and eliminating x this becomes y −r t −B y s t A and so the split extension of P (r, n, k, s, q) by T has a presentation M (r, n, k, s, q) = y, t | t n = 1, y s t A = t B y r .
By the above comments P (r, n, k, s, q) is large, SQ-universal, or contains a free subgroup of rank 2 if and only if M (r, n, k, s, q) is large, SQ-universal, or contains a free subgroup of rank 2, respectively.
3 Free subgroups in cyclically presented groups 3.1 Free product of cyclically presented groups
The following theorem, formalizing a statement made in the introduction of [15] , gives conditions under which a cyclically presented group G n (w) can be expressed as a free product; its corollary gives conditions for it to be large.
Theorem 3.1 Let w be a word in x 0 , . . . , x n−1 involving only the m letters x λ 0 , . . . ,
Proof
The group G n (v(x λ 0 , . . . , x λ m−1 )) has a presentation X | R where
Then R α is a set of words involving only elements of X α and the X α form a partition of X and the R α form a partition of R. Hence
Fix a value of α (0 ≤ α ≤ N − 1) and set y 0 = x α , y 1 = x α+∆ , . . . , y (N −1) = x α+(N −1)∆ . Then X α = {y 0 , . . . , y N −1 } and
. . , x µ m−1 )) and the result follows. 2
Corollary 3.2 With the above notation let
Now |r − s| divides the determinant of the relation matrix of P (r, n, k, s, q) and so it divides |P (r, n, k, s, q)|. Using this and applying Theorem 3.1 and Corollary 3.2 to Prischepov groups we have Corollary 3.3 Let ∆ = (n, k − 1, q) when r + s ≥ 3 and let ∆ = (n, k − 1) when r = s = 1. Then P = P (r, n, k, s, q) is isomorphic to the free product of ∆ copies of H = P (r, N, K, s, Q) where N = n/∆, Q = q/∆, K = (k − 1)/∆ + 1. If H = 1, ∆ ≥ 2 then P is large unless H ∼ = Z 2 and ∆ = 2, in which case P ∼ = D ∞ . In particular, if ∆ ≥ 2 and |r − s| = 1 then P is large unless ∆ = 2 and |r − s| = 2.
In particular we recover a result about the groups R(r, n, k, h). The group R(r, n, k, h) is isomorphic to the free product of (n, k, h) copies of R(r, N, K, H) where
In particular, if (n, k, h) > 1 then R(r, n, k, h) is large unless R(r, N, K, H) = 1 or ((n, k, h) = 2, r ≤ 3 and R(r, N, K, H) ∼ = Z 2 ). This corollary in turn contains a result about the groups G n (m, k).
Epimorphic images
If a group G maps homomorphically onto a large group, or onto a group that contains a free subgroup of rank 2 then G is large, or contains a free subgroup of rank 2, respectively. Our method of proof in this section is to find suitable epimorphic images of E n (W ).
It was determined in [19] when the group x, t | t n = W (x, t) m = 1 (m ≥ 2) contains a free subgroup of rank 2 or is infinite and soluble. (Actually, it also gives conditions under which the group contains a Ree-Mendelsohn pair -see [19] for the definition -or is infinite and soluble.) Combining that theorem with [3] we can prove the following related result.
contains a free subgroup of rank 2 unless = 1 and α 1 ≤ 2, in which case E n (W ) is infinite and soluble.
Proof
If n + m ≥ 5 then choose k ∈ N with k > max{6, |α 1 |, . . . , |α |}. Then E n (W ) maps onto the group x, t | x k = t n = V (x, t) m = 1 which is large by [3] since 1/k + 1/n + 1/m < 1. If n = m = 2 then the result was proved in [19, Theorem 4] (see also [20, Theorem 8] or [21, Theorem 7.3 
Corollary 3.8 (a) If (n, A, B) ≥ 2 and |r − s| = 1 then M (r, n, k, s, q) is large except possibly when (n, A, B) = 2 and |r − s| = 2, in which case it is infinite.
is large except possibly when (n, A − B) = 2 and (r, s) = 2, in which case it is infinite.
As an immediate corollary we get 
Amalgamated free products and the Freiheitssatz
The following theorem uses the fact that the group E n (W ) = x, t | t n = W (x, t) = 1 can sometimes be expressed as an amalgamated free product, possibly with the amalgamation over a finite group, to prove SQ-universality of E n (W ) or the existence of a free subgroup of rank 2. Since the split extension of any cyclically presented group G n (w) is of the form E n (W ) the theorem can be used to prove SQ-universality of G n (w) or the existence of a free subgroup of rank 2.
and suppose x has infinite order and t has order n in E n (W ).
In particular, if n ≥ 3 and E n (W ) does not contain a free subgroup of rank 2 then (α 1 , . . . , α ) = 1 and (β 1 , . . . , β , n) = 1.
If E n (W ) arises as a split extension of the group G n (w), as explained in Section 2, then t has order n in E n (W ); x will not always have infinite order of course. When i=1 α i = 0, however, there is an epimorphism E Z given by t → 0, x → 1 ∈ Z and so x has infinite order in E n (W ). We now consider the hypothesis "x has infinite order and t has order n in E n (W )" in more detail. A one-relator product G = (H * K)/ << R >> (where << R >> denotes the normal closure of R in H * K) is said to satisfy the Freiheitssatz if the natural homomorphisms H → G, K → G are both embeddings. The Freiheitssatz for one-relator products has been considered in many papers -see [17] , [18] , [26] , [38] and the references therein. Setting
Clearly the Freiheitssatz holds here if and only if x has infinite order and t has order n in E n (W ). Thus we can re-express Theorem 3.10 as
, and suppose that the Freiheitssatz holds.
Applying this to Prischepov groups we have
Suppose that the Freiheitssatz holds.
(a) If (r, s) ≥ 2, n ≥ 3 then M contains a free subgroup of rank 2.
In particular, if n ≥ 3 and M does not contain a free subgroup of rank 2 then (r, s) = 1 and (A, B, n) = 1.
(We remark that alternative forms of the Freiheitssatz for cyclically presented groups and their extensions have been considered in [16] , [28] .)
Basic properties of Prishchepov groups
We first note some isomorphisms amongst the groups P (r, n, k, s, q).
Proof Let r , s , k be as stated and for each 0 ≤ i ≤ n − 1, set j = i + (k − 1) mod n. Then the relators of P (r, n, k, s, q), namely (
Inverting these we get the relators (x j x j+q . . . x j+q(s−1) )(x j+(k −1) x j+(k −1)+q . . . x j+(k −1)+q(r−1) ) −1 which are the relators of P (r , n, k , s , q).
2
Thus the roles of r, s may be interchanged. For P (r, n, k, s, q) we have A = (k − 1), B = (k − 1) − q(r − s); the corresponding values for P (r , n, k , s , q) are A = (k − 1) ≡ −A mod n, B = (k − 1) − q(r − s ) ≡ −B mod n -that is, A and B are negated (mod n).
which is a cyclic permutation of
Inverting gives
and then setting j = i + q(r − 1) mod n (for each 0 ≤ i ≤ n − 1) these become (y j y j+(n−q) . . . y j+(r−2)(n−q) y j+(r−1)(n−q) )
which are the relators of P (r, n, k − q(r − s), s, n − q).
These are the relators of P (s, n, k − q(r − s), r, q) so the proof is complete. 2
For P (r, n, k, s, q) we have A = (k − 1), B = (k − 1) − q(r − s); the corresponding values for the isomorphic copy of P (r, n, k, s, q) (in either (i) or (ii)) are A = B, B = A so the roles of A, B may also be interchanged. Thus while part (ii) interchanges the roles of r, s we now have a different effect on A, B than that obtained when we use Lemma 4.1. 
Applying the technique used in [5, Lemma 2] more generally we have Theorem 4.4 Let (α, n) = 1. Then G n (w(x 0 , x 1 , . . . , x n−1 )) ∼ = G n (w(x 0 , x α , . . . , x α(n−1) )). In particular if (q, n) = 1 then P (r, n, k, s, q) ∼ = P (r, n, (k − 1)Q + 1, s, 1) where qQ ≡ 1 mod n. (x 0 , x α , . . . , x α(n−1) )) {x 0 , x 1 , . . . , x n−1 } = {y 0 , y 1 , . . . , y n−1 } and the set of relators
Proof
and the result follows.
As a corollary we of course recover [5, Lemma 2] which states that R(r, n, k, h) ∼ = R(r, n, αk, αh) for any (α, n) = 1. This in turn implies the following, which we record for later use.
Let P = P (r, n, k, s, q). If A ≡ 0 mod n then k ≡ 1 mod n so P = P (r, n, 1, s, q); if B ≡ 0 mod n then k − q(r − s) ≡ 1 mod n and using the equivalent presentation P (s, n, k − q(r − s), r, q) (of Lemma 4.2(ii)) we see that P ∼ = P (s, n, 1, r, q). Furthermore, a direct consideration of the cyclic presentation shows that P (r, n, 1, s, q) = P (|r − s| + 1, n, 1, 1, q). We can classify when these groups are large: Theorem 4.6 Let P = P (r, n, 1, 1, q) with r ≥ 1 and let d = (n, (r − 1)q). If r ≥ 4 or d ≥ 3 then Corollary 3.8 implies that P is large so assume that r = 3 and d = 2 (i.e. (n, 2q) = 2). Now Corollary 3.3 implies that P is isomorphic to (n, q) copies of G = P (3, N, 1, 1, Q) where N = n/(n, q), Q = q/(n, q), and since (Q, N ) = 1 Theorem 4.4 implies that G ∼ = P (3, N, 1, 1, 1 
and it is clear that G 3 (x 0 x 1 ) ∼ = Z 2 and G 2 (x 0 x 1 ) ∼ = Z so G N (x 0 x 1 ) ∼ = Z when N is even and G N (x 0 x 1 ) ∼ = Z 2 when N is odd. If (n, q) = 2 then n ≡ 2 mod 4, since (n, 2q) = 2, so N is odd and hence P ∼ = Z 2 * Z 2 ∼ = D ∞ . If (n, q) = 1 then n = N so P ∼ = Z since n is even. 2
Free subgroups in Prishchepov groups

Largeness
In this section we extend ideas that were first used in [9] . As in Section 3 we prove largeness by finding a large epimorphic image. When we consider (the split extension of) Prishchepov groups P (r, n, k, s, q), rather than arbitrary cyclically presented groups, there is a new epimorphic image that we can use. Let d = (n, A + B); then by killing t d we see that M (r, n, k, s, q) maps onto
(Note that N = M (r, d, (r − s)q/2 + 1, s, q).) The group N in turn maps onto the generalized triangle group y, t | y in which case G is infinite and soluble. Proof (a) If (α, l) = 1 and (β, m) = 1 then we may assume α = β = 1, in which case G is an ordinary triangle group and the result is well known. (b) If κ < 1 then G is large by [3, Theorem B] . If {l, m} = {2, 2}, {2, 3}, {2, 5}, {3, 3}, or {3, 5} then (α, l) = (β, m) = 1. Thus we only need to consider the cases ({l, m}, n) = ({2, k}, 2) (k ≥ 4), ({3, 4}, 2), ({3, 6}, 2), ({2, 4}, 3), ({2, 6}, 3), ({2, 4}, 4), ({4, 4}, 2) where (α, l) > 1 or (β, m) > 1. If (l, m, n) = (2, m, 2) then G maps onto a, b | a 2 = b (β,m) = 1 which is large unless (β, m) = 2 and in this case the cyclic subgroup H = b β | b m is normal in G and G/H ∼ = D ∞ so G is infinite and soluble. Similarly, if (l, m, n) = (l, 2, 2) then G is large unless (α, l) = 2 in which case G is infinite and soluble. By passing to another generating pair if necessary we may assume α|l, β|m which means that for the remaining triples there are nine groups to consider. In each case we can use GAP [22] to find a subgroup (of index at most 6) that maps onto a free product of two cyclic groups (other than Z 2 * Z 2 ) and hence G is large. (i) (r, s) = 2, in which case M and P are infinite and soluble;
(iii) (r, s) = 1 and r + s ≥ 3, in which case M soluble and finite of order 2g,
if q is odd then P is non-abelian and soluble of order g.
Proof
If A,B are both even then M ∼ = Z 2 * Z |r−s| which is large unless |r − s| = 2 or 1. If |r − s| = 2 then M ∼ = D ∞ and P ∼ = D ∞ when q is even and P ∼ = Z when q is odd. If |r − s| = 1 then M ∼ = Z 2 so P = 1. If A,B are of opposite parity then M ∼ = Z 2|r−s| and hence P ∼ = Z |r−s| . Suppose then that A, B are both odd. Now M = y, t | t 2 = 1, y s t = ty r maps onto y, t | t 2 = y (r,s) = 1 which is large when (r, s) ≥ 3 so assume (r, s) = 1 or 2. If r = s = 1 then M ∼ = Z 2 × Z and P ∼ = Z so assume r + s ≥ 3. Let G = y, t | y r+s = t 2 = (y s t) 2 = 1 . If (r, s) = 1 then G ∼ = D 2(r+s) , which is soluble; if (r, s) = 2 then Theorem 5.1 implies that G is infinite and soluble. The cyclic subgroup H = (y s t) 2 is normal in M and M/H ∼ = G, which is soluble, so M is soluble. Since M maps onto G we have that M is infinite when (r, s) = 2. Assume then that (r, s) = 1.
Suppose q is even, so P = x 0 , x 1 | x r 0 = x s 1 , x r 1 = x s 0 , and let α, β, g be as defined in the statement. Suppose then that q is odd and so r, s are both odd. Then
being an index 2 subgroup of M is soluble of order g. The determinant of the relation matrix of P gives |P ab | = 2|r − s|. But g = |r − s|(r + s)(α, β) ≥ 3|r − s| so |P | = |P ab | so P is non-abelian. 2 
Combining the results of this section with those of Section 3 we have
is large unless r = 2R, s = 2(R + ), k = 2K − 1, n = 2N , for some R, N, K ≥ 1, = ±1, where (q, N ) = 1 and (N, (2K − 1) + q ) = 1.
Proof By Corollary 3.8 we may assume (n, A, B) = |s−r| = (A−B, n) = (r, s) = 2. The conditions |s−r| = 2, (r, s) = 2 are equivalent to r = 2R, s = 2(R+ ), for some R ≥ 1, = ±1. The condition (A−B, n) = 2 is then equivalent to n = 2N and (q, N ) = 1 for some N ≥ 1. The condition (n, A, B) = 2 implies that k = 2K − 1 for some K ≥ 1. Applying Corollary 5.4 we see that if M (r, n, k, s, q) is not large then only case of Theorem 5.3 that can hold is (a)(i), and this is equivalent to (N, 2(K − 1) + q ) = 1. 2
Freiheitssatz methods for Prischepov groups
In this section we will regard M (r, n, k, s, q) as a one-relator product (H * K)/ << R >> where (a) 3A, 4A, 5A ≡ 0 mod n, B ≡ ±2A mod n, B ≡ −3A mod n, A ≡ −2B mod n;
In [35, 36, 37, 38] Shwartz considered the Freiheitssatz for one-relator product (H * K)/ << R >> where R = abcd ∈ H * K with a, c ∈ H, b, d ∈ K and these results can be applied to our situation to obtain other conditions under which the Freiheitssatz holds. We now review Shwartz's results. Let H 1 be the subgroup of H generated by {a, c} and let K 1 be the subgroup of K generated by {b, d}. We assume that there are no relations of length 1 or 2 among {a, c} in H 1 or among {b, d} in K 1 . By interchanging the roles of H, K, cyclically permuting the relator R, and replacing a, b, c, d by their inverses we can reduce to the following four cases:
where the subscripts indicate the group in which equality or inequality is considered. Freiheitssatz theorems were obtained by Shwartz for Case 1 in [36] , for Case 2 in [37] , and for Case 3 in [38] ; all of these results are contained in [35] . Case 0 was considered in [17] , [18] and our arguments below may be applied to this case; however, since these results are more intricate we limit ourselves to applying the results of Cases 
let H 1 be the subgroup of H generated by {a, c}, K 1 be the subgroup of K generated by {b, d}. Suppose
The Freiheitssatz holds in each of the following cases.
1. c = a 2 and either
(ii) |H 1 | ∈ {7, 9, 10, 11}, |K 1 | ≥ 11 and K 1 ∈ {A 4 , S 4 , A 5 }.
2. c = a −2 and either
3. c = H a ±2 , a = H c ±2 , and
We may regard M = M (r, n, k, s, q) as a one-relator product (H * K)/ << R >> where R = abcd in two ways:
(a) H = t | t n , K = y | , {a, c} = {t A , t −B }, {b, d} = {y s , y −r }, and so
By replacing R by R −1 , inverting generators of H and K, and cyclically permuting R we may interchange the roles of A, B and interchange the roles of r, s. Therefore in (a) we may take (without loss of generality) a = t A , b = y s , c = t −B , d = y −r , and in (b) we may take a = y s , b = t A , c = y −r , d = t −B . Applying Theorem 5.7 and then including the cases obtained by interchanging r, s and interchanging A, B we obtain the following theorem. Note that by definition r ≥ 1, s ≥ 1 so many hypotheses are automatic, and note that in (b) Case 1 does not occur. To make clear where each case comes from we keep the numbering here consistent with that of Theorem 5.7.
Theorem 5.8 Suppose A ≡ 0 mod n, B ≡ 0 mod n, 2A ≡ 0 mod n, 2B ≡ 0 mod n, A ≡ ±B mod n, r = s and let N = n/(n, A, B). Then the Freiheitssatz holds for M (r, n, k, s, q) if any of the following hold.
(a) r = 2s, s = 2r and one of the following holds: 6 The finite Cavicchioli-Hegenbarth-Repovš groups
Recall that the Cavicchioli-Hegenbarth-Repovš groups G n (m, k) are the groups P (2, n, k + 1, 1, m) = G n (x 0 x m x −1 k ). Bardakov and Vesnin [2, Question 1] have asked for a classification of the finite groups G n (m, k). With the exception of two unresolved groups the classification has now been obtained. The existing proof of the classification relies on techniques from algebraic number theory [30] , [45] . In this section we first review that proof and then build on the results of Section 3 to obtain a new proof that is purely group theoretic.
If k ≡ 0 mod n or (k −m) ≡ 0 mod n then G n (m, k) = 1. If m ≡ 0 mod n then Corollary 3.5 implies that G n (m, k) is isomorphic to the free product of (k, n) copies of G N (M, K) where N = n/(n, k),
and is infinite otherwise. Thus we may assume 1 ≤ m, k ≤ n − 1, m = k.
is finite if and only if (m, k) = 1 and (n = 2k or n = 2(k − m)), in which case G ∼ = Z s where s = 2 n/2 − (−1) m+n/2 .
The following theorem was proved (in number theoretic terms) in [30] for the case k = 1 and in [45] for the general case. Proof Suppose first that (n, m, k) = 1. Then m = 2k mod n (for otherwise (n, m, k) = (n, k) > 1) so by Theorem 6.2 G n (m, k) is not perfect, and hence is not trivial, so the result follows from Theorem 6.1. Suppose then that d = (n, m, k) > 1. Then by Corollary 3.5 G n (m, k) is isomorphic to the free product of d copies of
is isomorphic to some Gilbert-Howie group H(n, t).
Theorem 6.4 ([23])
Suppose n ≥ 2, t ≥ 0, (n, t) = (8, 3), (9, 3) , (9, 4) , (9, 6) , (9, 7) and suppose H(n, t) = 1. Then H(n, t) is finite if and only if t = 0, 1 or (n, t) = (2k, k + 1) where k ≥ 1 (in which case H(n, t) ∼ = Z 2 k +1 ), or (n, t) = (3, 2), (4, 2), (5, 2), (5, 3), (5, 4) , (6, 3) , (7, 4) , (7, 6) .
We have that H(n, t) is non-trivial by [43, Theorem B] when t = 2 and by Theorem 6.2 for the case k = 1 ( [30] ) otherwise. Moreover the group H(9, 3) ∼ = H(9, 6) was proved to be infinite in [12, Lemma 15] . (We remark that the extension of this group also appears in [17, page 228] as G(−, 9).) A calculation in GAP shows that H(8, 3) is soluble and of order 3 10 · 5. Thus there is the following almost complete classification of the finite groups H(n, t): Corollary 6.5 Suppose n ≥ 2, t ≥ 0, (n, t) = (9, 4), (9, 7) . Then H(n, t) is finite if and only if t = 0, 1 or (n, t) = (2k, k + 1) where k ≥ 1 (in which case H(n, t) ∼ = Z 2 k +1 ), or (n, t) = (3, 2), (4, 2), (5, 2), (5, 3), (5, 4) , (6, 3) , (7, 4) , (7, 6) , (8, 3) .
In particular, for n ≥ 10 there are only finite groups in the families t = 0, t = 1, or (n, t) = (2k, k + 1). Combining Corollary 6.3 and Corollary 6.5 and restricting to the cases n ≥ 10 we have a classification of the finite groups G n (m, k): Corollary 6.6 Suppose n ≥ 10, 1 ≤ m, k ≤ n − 1, m = k. Then G n (m, k) is finite if and only if (n, m, k) = 1 and (2k ≡ 0 mod n or 2(k − m) ≡ 0 mod n) in which case G n (m, k) ∼ = Z s where s = 2 n/2 − (−1) m+n/2 .
Applying Corollary 3.5 we have that G n (m, k) is large whenever (n, m, k) > 1.
In the next theorem we give a proof of Corollary 6.6 for n/(n, m, k) ≥ 11, n/(n, m, k) = 12 that is purely group theoretic. Since, by Corollary 3.5, G n (m, k) is perfect if and only if G N (M, K) is perfect (where N = n/(n, m, k), M = m/(n, m, k), K = k/(n, m, k)), to verify Theorem 6.2 for n/(n, m, k) ≤ 10 and n/(n, m, k) = 12 we may assume (n, m, k) = 1 and so it suffices to verify it for n ≤ 10 and n = 12. This can easily be done by group theoretic methods (for example using GAP). Therefore the proof described above gives a purely group theoretic proof of the classification of the finite groups G n (m, k) for n/(n, m, k) ≤ 10 and n/(n, m, k) = 12. This, together with the proof of Theorem 6.7 provides a proof of the (almost complete) classification of the finite groups G n (m, k) that does not involve the algebraic number theory used to prove Theorem 6.2.
Theorem 6.7 Suppose n/(n, m, k) ≥ 11, n/(n, m, k) = 12, 1 ≤ m, k ≤ n − 1, m = k. Then G n (m, k) is finite if and only if (n, m, k) = 1 and (2k ≡ 0 mod n or 2(k − m) ≡ 0 mod n) in which case G n (m, k) ∼ = Z s where s = 2 n/2 − (−1) m+n/2 .
Proof
As in Corollary 6.3 it suffices to prove the result for (n, m, k) = 1. By Corollary 5.10 we need to consider the cases 2k ≡ 0, 2(k − m) ≡ 0, m ≡ 2k, k ≡ 2m, k + m ≡ 0, 3k ≡ 2m, m ≡ 3k (all mod n).
If 2k ≡ 0 mod n or 2(k − m) ≡ 0 mod n then G n (m, k) ∼ = Z s by [45, Lemma 3] . If m = 2k then (k, n) = 1 so by Theorem 4.4 we may assume k = 1 so m = 2. Then G n (m, k) = G n (2, 1) = S(2, n), the Sieradski group. By [43, Theorem B] this is infinite for all n ≥ 6. If k = 2m then (m, n) = 1 so by Theorem 4.4 we may assume m = 1 so k = 2. Then G n (m, k) ∼ = G n (1, 2) = F (2, n), the Fibonacci group. If k + m ≡ 0 mod n then (k, n) = 1 so we may assume k = 1, m = n − 1 so G n (m, k) = G n (n − 1, 1) ∼ = G n (1, 2) = F (2, n) by Corollary 4.3. The Fibonacci group F (2, n) is infinite for all n ≥ 9 (see [42] for a survey of such results).
This leaves the cases 3k = 2m and m = 3k. The split extension of G n (m, k) = P (2, n, k + 1, 1, m) is M = M (2, n, k + 1, 1, n) = y, t | t n = 1, yt A = t B y 2 where A = k, B = k −m mod n, and so (A, B, n) = (n, m, k) = 1. The condition 3k = 2m is equivalent to A ≡ −2B mod n and the condition 3k = m mod n is equivalent to B = −2A mod n. In the first case we have (B, n) = 1 so we may assume B = 1, A = −2; in the second case we have (A, n) = 1 so we may assume A = 1, B = −2. Either way we get (by replacing y with y −1 , if necessary) that M = y, t | t n , y 2 t 2 y −1 t . This maps onto L = y, t | y l , t n , y 2 t 2 y −1 t for any l ≥ 1. By [18, Theorem 3] if l ≥ 36 then y has order l in L, so l divides |M |. Thus |M | ≥ l for any l ≥ 36, so M is infinite. 2
