Abstract. Let E be a Banach space ordered by a solid and normal cone. We introduce a polynorm with respect to a given selection of positive pairwise disjoint vectors Pi,---iPm, and derive monotonicity properties of solutions of second order differential inequalities under one-sided matrix Lipschitz conditions.
Introduction
Let £ be a real Banach space, ordered by a cone K, that is K is a closed convex subset of E with \K C K (A > 0) and K D (-K) = {0}, and x < y :
y -x € K. We will always assume that K is solid (that is Int K 0) and normal, and we write x y if y -x G Int K. Since K is solid, the set K* = {tp € E* : <p(x) >0(x> 0)} is a cone, the dual cone, in the space of all continuous linear functionals E*. (qmi) , in the sense of Volkmann [10] , if
A function / : E -• E is quasimonotone increasing

x,yeE, x < y, y G K*, <p(x) = <p(y) (p(f(x)) < <p{f{y)), and a function / : [a, b\ x E -> E is called qmi if x h-» f(t, x) is qmi for each
t € [a, 6] .
Throughout the paper let m > 2 and let pi,... ,p m G K \ {0} have the following properties:
(1) p : = pi + h Pro £ Int K;
We will see that such a selection of positive vectors defines an equivalent polynorm Q : E -• R m on E, that is each Qi is a seminorm on E and max{Qi,..., Q m } is an equivalent norm on E, in a quite natural way.
In the sequel we consider the space R m as ordered by the natural cone 
d+Q[y -x, f{t, y) -f(t, x)} < L(t)Q(y -x) (t € (a, 6), x, y € E),
where d+Q denotes the directional derivative of Q (see section 3.), and L qmi means that £ i ->• L(t)£ is qmi (t e (a, b)) with respect to K na t which is equivalent to lij(t)> 0 (¿^¿¿€(0,6)), (see [10] ).
Next, we say that L = (l tJ ) : (a, b) -> R mxm has property (P) if L is qmi and if there is a continuous function r : [a, b} -> Int K nat 
such that r"(t) + L(t)r(t) 0 (tG(o,b)).
REMARK. According to a result of H.L. Smith [8] , property (P) is a disconjugacy condition for the equation 
u"(t) + f(t,u(t))>v"(t) + f(t,v(t))
(te (0,1)), In generalization of the authors' results in [3] we prove that (3), (4) imply u(t) < v(t) (t G [0,1]), if / satisfies a one-sided Lipschitz condition with respect to Q and with L having property (P). This result is a useful tool to prove uniqueness, and increasing dependence of the solution of corresponding Dirichlet boundary value problems. The techniques developed to prove this result will also provide a handy sufficient condition to verify one-sided Lipschitz conditions with respect to Q.
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The advantage of one-sided Lipschitz matrix functions compared to scalar one-sided Lipschitz functions is, that in general more informations on the original system are preserved. The price of course is, that a system of differential inequalities (condition (P)) has to be investigated.
As an introducing example, which also motivates the term aggregation, let E = R n be ordered by the natural cone, and let pi,... ,p m G M n \ {0} be vectors with entries from {0,1} and such that pi H \-p m = (!, 
Poly norms in ordered Banach spaces
Let ||.||p denote the Minkowski functional of the order interval
which is an equivalent norm on E (since K is normal), and note that
H^Hp < c.
The next proposition will be essential for our construction: Thus, each set A(x) has an infimum, and we may define
Next, we see that S(x) is in fact the minimum of A(x):
Proof. Let x G E, and fix e > 0.
m).
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According to Proposition 1 Proof. Since R, S are sublinear, each Qi is a seminoma on E. According to Proposition 3, S(x) 6 A(x), R(x) G A(-x), and therefore m th
Since S(x) = minA(x) and R(x) = minA(-x) we conclude (5) . To see (6) first set c = max{Qi(x) : i = 1,... ,m}. Then -cp < x < cp according to (5) , and we have ||x||p < max{Qi(x) : i = 1,..., m}.
Next, -|MipP < x < \\A\pP an d P -Pi + \-Pm-Hence Qi(x) < ||x||p
Now, let d : E R m be defined by
that is, di(x) is the distance of x G E to the cone K with respect to Q{. In fact, the infimum in (7) is a minimum, that is if x £ K we get a nearest point:
Then z > 0 and d(x) -Q(x -z).
Proof. Let k G K. Since Q(x -k) > S(k -x) > S(-x)
= R(x) we obtain d{x) > R(x) (x G E).
where the second inequality follows from Qj(pi) = •
In order to process one-sided estimates for second order equations, we make use of a functional characterization of the distance functions di~.
Let i G {1,..., m}. For <p G E* we define
where Q*(ip) = oo is allowed. 
Proof. For each k G K, x G E, ip G K* with Q*(<p) = 1 we have
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To prove the opposite inequality assume r = di(x) > 0. Then
Bi(x, r) := {y E E : Qi(y -x) < r}
is open, convex, and does not intersect K. Thus, by the Separation Theorem there exists ^ G K* such that Next, we have <p(pi) < Qi(pi) = 1. To prove the opposite inequality let yeE with Qi(y) < 1. From y < YJk=i Qk(y)Pk, we get <p(y) < <p(pi). Since Qi(<P) = 1 we conclude 1 < <f(pi)-•
Directional derivatives
Let s : E -> R be a continuous and sublinear functional. According to Mazur's results on sublinear functionals [7] , see also [6] , the directional derivatives 
On condition (P)
For a function a : (0,1) -> R let D 2 denote the generalized derivative
~ . . , n a(t + h) -2a(t) + a(t -h) D a(t) = lim inf --
The following consequence of condition (P) is a kind of minimum principle for solutions of second order differential inequalities in R m : 
Main results
T H E O R E M 1. Let g : [0,1] x E -> E satisfy m
3=1
In order to apply Theorem 1 set g(t, x) = f(t, u(t) + x)~ f{t, uit)) it e (0,1), xeE), and
w(t) = v(t) -u(t) (£ G [0,1]).
Then u>(0) > 0, t«(l) > 0, w"(t) + g(t,w(t)) < 0 (i G (0,1)), and g : (0,1) x E -> E is qmi. 
cp(z -x)< Qi(z -x) = di(x).
Thus 0 < <fi(z) < di(x) + <p(x) = 0, that is ip{z) = 0. Since g(t, 0) = 0 and since g is qmi we conclude p (g(t, z) ) > 0. Hence
¥>($(*, x )) > vfofo x) -g(t, z)).
Since -<p(x -z) = -<p(x) = di{x) = Qi(x -z) we obtain m <p(g(t, x) -g(t, z)) + J2 hj(t)Qj(x -z) > 0. j=\
Thus we get (9):
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kj(t)dj(x). j=1 j=\
Now, application of Theorem 1 proves w(t) > 0 (t G [0,1]), that is u(t) < v(t) (iG [0,1]). .
Verification of one-sided Lipschitz conditions
In nontrivial examples it may be hard to verify condition (10) . In the sequel we derive an applicable sufficient condition. Since (10) has to hold i-wise we may restrict the following considerations to the ¿-independent case. The proofs follow the ideas from [4] .
THEOREM 3. Let f : E -> E be qmi. Then, for each x
Proof. Fix x G E, i G {1,... ,m}, and let tp G E* be such that
ip{z) < Si(z) (z G E), ip{x) = Si{x).
We have ip(pi) < Sifa) = 1 and -p{Vi) < Ri(Pi) = -1, hence p(pi) = 1. Next, let z <0. Then z < A pi (A > 0), thus tp{z) < Sl{z) < 0. Therefore we have tp G K*. Thus, for j ^ i we obtain 0 < <XP]) < Si(pj) = 0, which implies <p(pj) = 0. We now know that
Since / is qmi we obtain 
a+Siix,/^)] < si(f(si(x)pi + Y/Qj(x)pj')).
Next, let <p(z) < &i{z) {z € E), y{x) = Ri{x)
which implies (-¥>)(*) < 5i(z) (z g £?).
Hence, as above,
To see (11) we consider three cases.
In case Si(x) = Ri(x) we have, dependent on /i > 0, 
. ,m). 3=i Then rj Lrj is qmi, and (13) a+Q[y-x,/(2/)-/(x)] <LQ(y-x) (x,y e E).
Proof. We first show that (12) implies Ijk > 0 (j ^ fc), Fix jo,ko E {1,..., m} with jo to-Let x E E and let /x = 1.
There exists ip&E* with cp(z) < SJO(z) (z E E) and <p(pj0) = SJ0 (pj0) = 1.
As in the proof of Theorem 3 ip E K* and ip(pj) = 0 (j ^ jo)-Since / is qmi we obtain
< (p(f(x +pko) ~ f(x)) < <p(lj0k0Pjo) = l 3ok0-
For the proof of (13) first note that (12) implies
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Next, fix x G E and set g : E -> E, g(z) = f(x + z) -f(x). Then, g is qmi and
Now, we set z = y -x and obtain (13).
•
Upper and lower solutions
In this section we prove that a slightly stronger condition than (P) implies the existence of upper and lower solutions for the BVP 
where L has property (Pi)-Then there exist lower and upper solutions v, w :
and such that v(t) -C w(t) (t G [0,1]).
Proof. From condition (Pi) we obtain the existence of a function 
Again by Proposition 7 <p(pj) = S l0 . Thus <p(w{to)) = frfo).
Moreover Q(w(to)) = (3(to) according to Proposition 5. We therefore have
which is the z-th coordinate in the left hand side of (16), hence < 0. A con-
tradiction. So w"(t) + f(t,w(t)) < 0 (te [0,1]), and analogously v"(t) + f(t,v(t))>0(te[0,l}). .
It is known for the case dim ¿2 < oo [1] , and for E = l°°(A) (^4^0 any set) ordered by Ko = {x : x a > 0 (a € vl)} [5] , that solutions of (14) exist between lower and upper solutions as in Proposition 9, if / is continuous and qmi.
Joining Theorem 2 and Proposition 9 with these results we have proved: We can apply Theorem 4 to obtain a one-sided Lipschitz condition: We have
Therefore / satisfies (15) with
Hence if L has property (Pi) then (17) is uniquely solvable for each choice of (uq, vo), (ui, ^i) £ E, and the solution depends increasingly on the boundary values.
In our second example consider E = l°°(Z) ordered by the cone
Let g : R -> R be continuous and increasing, and such that
and let ao,ai,&o,&i € C([0,1],R) with
and consider the BVP in Z°°(Z). Again / is continuous and qmi, see [9] , [10] . We choose 
Thus / satisfies (15) with Again, if L has property (Pi) then (18) is uniquely solvable for each choice of u 1 € E, and the solution depends increasingly on the boundary values.
In our third example we consider a fourth order system. Let E be a finite dimensional Banach space ordered by any solid cone K. Let g : [0, T) x E -> E be continuous, monotone increasing (in its second variable), and such that for some 2 G Int K and some a G C([0,1], R)
We consider the fourth order BVP
which is equivalent to the following second order system in E x E (ordered ' «2n(<) + 9(Mt)u2n+l(t) + b Q (t)u 2 n(t)) = 0, 
]). \a(t(l -t) + e)/
Hence in this case (19) is uniquely solvable and the solution depends increasingly on uo,ui and decreasingly on 112,113.
A remark on first order equations
One-sided matrix estimates with qmi matrix functions also lead to a priori estimates for first order equations. Assume that L : [0,T) -> R mxm is qmi, and that
d+Q[y -x, f{t, y) -f{t, x)] < L(t)Q(y -x) (x,y G E, t G [0, T)).
Now consider (20) u'(t) = f(t,u(t))-
If u, v : [0, T) -> E are solutions of (20) then, according to the formula
ÇQ(v(t) -u(t)) = d+Q[v(t) -u(t), v'(t) -u'(t)] (t G [0, T))
(compare [6, Ch. VI, Lemma 4.1] for norms and a proof that works for seminorms too), we obtain
^Q(v(t) -u(t)) < L(t)Q(v(t) -u(t)) (t 6 [0, T)).
Let L in addition be continuous. Since L is qmi we may integrate this differential inequality, see [10] , and obtain Q(v( 
