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This paper studies the stability problem for a class of networked control systems (NCSs)
with the plant being a Markovian jump system. The random delays from the sensor to
the controller and from the controller to the actuator are modeled as two Markov chains.
The necessary and sufﬁcient conditions for the stochastic stability are established. The
state-feedback controller gain that depends on not only the delay modes but also the sys-
tem mode is obtained through the iterative linear matrix inequality approach. An illustra-
tive example is presented to demonstrate the effectiveness of the proposed method.
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With the very rapid advances in communication networks, networked control systems (NCSs) whose control loops are
connected via communication networks have attracted increasing attention in the recent years [1–7]. It is known that time
delays always occur when sensors, actuators, and controllers exchange data through networks and the occurrence of time
delays may cause systems instability, therefore, many researchers have studied the stability problem of NCSs with time de-
lays [8,9]. In many cases, the time delays are random and can be modeled as Markov chains [10–14]. In [10], the state-
feedback controller gain is mode-independent. In [11,12], to reduce the conservativeness of the stabilization condition of
an NCS, a mode-dependent state-feedback controller gain is designed. Unfortunately, only the sensor-to-controller (S–C)
delay is considered. In [13,14], the controller depends on the S–C delay mode as well as the controller-to-actuator (C–A) de-
lay mode, however, it is worthwhile noting that the plant is a deterministic system.
On the other hand, in the past several years, increasing efforts have been devoted to stochastic systems, especially Mar-
kovian jump systems which have transition betweenmodels determined by a Markov chain. Markovian jump systems can be
applied in many areas, e.g. aircraft control, manufacturing systems and sliding mode control. The researches of the stability
of Markovian jump systems can be seen widely in the literature [15–18]. It should be pointed out that the results of the
aforementioned references cannot be applied to NCSs.
So far, the stability synthesis for the NCSs with the plant being a Markovian jump system has not been fully investigated,
especially for the NCSs whose state-feedback controller gain depends on the pant mode and the S–C and C–A delays. To the
best of the authors’ knowledge, few results have been available in the literature.. All rights reserved.
29.
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sidering the random delays in the S–C and C–A sides, the state-feedback closed-loop NCS is modeled as a Markovian jump
system. The necessary and sufﬁcient conditions for the stochastic stability are derived. An iterative linear matrix inequality
approach is employed to design the three-mode-dependent state-feedback controller gain. A numerical example veriﬁes its
effectiveness.
2. Model for networked control system
The structure of the NCS is shown in Fig. 1. The discrete-time Markovian jump system is described byxðkþ 1Þ ¼ AðhkÞxðkÞ þ BðhkÞuðkÞ; ð1Þ
where k 2 Z+, x(k) 2 Rn is the state, u(k) 2 Rm is the control input, hk denotes the system mode. The matrices Ai = A(hk = i),
Bi = B(hk = i) are constant matrices of appropriate dimensions. As shown in Fig. 1, the random delays exist in the S–C and
C–A sides. Here sk represents the S–C delay, and dk stands for the C–A delay, hk, sk and dk are modeled as three homogeneous
Markov chains that take values in I ¼ f1;2; . . . ;gg;R ¼ f0;1; . . . ; sg and @ ¼ f0;1; . . . ; dg, g 2 Z+, s, d 2 N. The transition prob-
ability matrices of hk, sk and dk areK = [xij],C = [klh] andP = [prs], respectively. That means hk, sk and dk jump frommode i to
j, from mode l to h and from mode r to s, respectively, with probabilities xij, klh and prs:xij ¼ Pðhkþ1 ¼ jjhk ¼ iÞ; klh ¼ Pðskþ1 ¼ hjsk ¼ lÞ; prs ¼ Pðdkþ1 ¼ sjdk ¼ rÞ; ð2Þ
where xij, klh, prsP 0 andXg
j¼1
xij ¼ 1;
Xs
h¼0
klh ¼ 1;
Xd
s¼0
prs ¼ 1: ð3ÞIn the NCSs, the delay information is important for the controller design. By using the embedded processor and time-
stamping technique [14], the information of dksk1 at time instant k is known at the controller node if the time delay sk exits.
By considering the effect of random delays, the mode-dependent state-feedback controller is designed asuðkÞ ¼ K hkskdk1sk
 
x k sk  dkð Þ: ð4ÞApplying (4)–(1) gives the closed-loop systemxðkþ 1Þ ¼ AðhkÞxðkÞ þ BðhkÞKðhkskdk1sk Þxðk sk  dkÞ: ð5ÞDeﬁnenðkÞ ¼ xTðkÞ xTðk 1Þ    xTðk s dÞ T;
~hk ¼ hk hk1    hksd½ T;bK ð~hkÞ ¼ KTðhkÞ KTðhk1Þ    KTðhksdÞ T;
R1ðsk þ dk1sk Þ ¼ 0mm    0mm Imm 0mm    0mm½  2 Rmðdþsþ1Þm;
R2ðsk þ dkÞ ¼ 0nn    0nn Inn 0nn    0nn½  2 Rnðdþsþ1Þn; ð6Þwhere Imm is the ðsk þ dk1sk þ 1Þth of R1ðsk þ dk1sk Þ and Inn is the (sk + dk + 1)th of R2(sk + dk).Fig. 1. The structure of NCS.
3170 J. Wang et al. / Applied Mathematical Modelling 36 (2012) 3168–3175From (5) and (6), we obtain the closed-loop systemnðkþ 1Þ ¼ ½bAð~hkÞ þ bBð~hkÞR1ðsk þ dk1sk ÞbK ð~hkÞR2ðsk þ dkÞnðkÞ; ð7Þ
wherebAð~hkÞ ¼
AðhkÞ 0    0 0
I 0    0 0
0 I    0 0
..
. ..
.    ... ...
0 0    I 0
26666664
37777775; bBð~hkÞ ¼
BðhkÞ
0
..
.
0
0
26666664
37777775:Deﬁnition 1. The closed-loop system in (7) is stochastically stable if for every initial condition n0 ¼ nð0Þ; ~h0 2 I I     I,
s0 2 R, and ds01 2 @, there exists a matrix W > 0 such thatE
X1
k¼0
knðkÞk2jn0; ~h0; s0;ds01
( )
< nT0Wn0: ð8Þ3. Main results
The following lemma is introduced which is useful for the development of this work.
Lemma 1 [19]. Given d 2 N, s 2 N and two sets Isþdþ1 ¼ I I     I and Isþdþ1 ¼ f1;2;    ;gsþdþ1g, introduce the mapping
w : Isþdþ1 ! Isþdþ1 withwðvÞ ¼ iþ ði1  1Þgþ ði2  1Þg2    þ ðisd  1Þgsþd; ð9Þwhere i; i1;    ; isd 2 I and v ¼ ½ i i1 i2    isd T 2 Isþdþ1. Then, the mapping w() is a bijection from Isþdþ1 to Isþdþ1.
Sincew() is a bijection, for any arbitrary two modes m; l 2 Isþdþ1, we can uniquely obtain two vectors ~m; ~l 2 Isþdþ1, such
that~m ¼ w1ðmÞ ¼ ½ i i1 i2    isd T;
~l ¼ w1ðlÞ ¼ ½ j j1 j2    jsd T: ð10Þ
By letting ~hkþ1 ¼ ~l; ~hk ¼ ~m, it can be seen that the transition probability Pð~hkþ1 ¼ ~lj~hk ¼ ~mÞ is nonzero if:hk ¼ i ¼ j1; hk1 ¼ i1 ¼ j2; . . . ; hksdþ1 ¼ isdþ1 ¼ jsd: ð11Þ
Then, we haveP wð~hkþ1Þ ¼ ljw ~hk
 
¼ m
 
¼ P ~hkþ1 ¼ ~lj~hk ¼ ~m
 
¼ P hkþ1 ¼ j; hk ¼ j1; . . . ; hksdþ1 ¼ jsdjhk ¼ i; hk1 ¼ i1; . . . ; hksd ¼ isdð Þ
¼ xijdði; j1Þdði1; j2Þ    d isdþ1; jsdð Þ; ð12Þwheredðp; qÞ ¼ 0 if p– q;
1 if p ¼ q:

Based upon the Lemma 1 and the above analyse, we give the necessary and sufﬁcient conditions for the stochastic sta-
bility of system in (7).
Theorem 1. Closed-loop system (7) is stochastically stable if and only if there exist matrices Q(m, l, r) > 0 and Kilr of appropriate
dimensions such that the following inequality holdsLðm; l; rÞ ¼
Xg
j¼1
Xs
h¼0
Xd
s2¼0
Xd
s1¼0
xijklhP1þlhrs2 P
h
s2s1
 bAm þ bBmKilr R2ðlþ s1Þh iTQðbþ j; h; s2Þ  ½bAm þ bBmKilr R2ðlþ s1Þ
 Qðm; l; rÞ < 0 ð13Þ
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Kt ¼ KðtÞ; w1ðmÞ ¼ ½ i i1 i2    isd T;
bAm ¼
Ai 0    0 0
I 0    0 0
0 I    0 0
..
. ..
.    ... ...
0 0    I 0
26666664
37777775; bBm ¼
Bi
0
..
.
0
0
26666664
37777775;
b ¼ ði 1Þgþ ði1  1Þg2 þ ði2  1Þg3 þ    þ ðisdþ1  1Þgsþd: ð14ÞProof. Sufﬁciency: For system (7), construct the Lyapunov functionVðnðkÞ; kÞ ¼ nTðkÞQðwð~hkÞ; sk;dksk1ÞnðkÞ:
Then, we haveEfMVðnðkÞ; kÞg ¼ E Vðnðkþ 1Þ; kþ 1ÞjnðkÞ;w ~hk
 
; sk;dksk1
n o
 VðnðkÞ; kÞ
¼ E nTðkþ 1ÞQ wð~hkþ1Þ; skþ1;dkskþ1
 
nðkþ 1ÞjnðkÞ;w ~hk
 
; sk;dksk1
n o
 nTðkÞQ w ~hk
 
; sk;dksk1
 
nðkÞ
n o
:Letsk ¼ l; skþ1 ¼ h; dksk1 ¼ r; dkskþ1 ¼ s2; dk ¼ s1;
wð~hkÞ ¼ m ¼ iþ ði1  1Þgþ ði2  1Þg2 þ    þ ðisd  1Þgsþd;
wð~hkþ1Þ ¼ l ¼ jþ ðj1  1Þgþ ðj2  1Þg2 þ    þ ðjsd  1Þgsþd: ð15ÞThen, the probability transition matrices aresk ! skþ1 : C; dksk1 ! dkskþ1 : P1þlh; dkskþ1 ! dk : Ph ð16Þ
and bK ð~hkÞ ¼ ½KTi KTi1    KTilr    KTisd T;
R1ðsk þ dk1sk ÞbK ð~hkÞ ¼ Kilr ; R2ðsk þ dkÞ ¼ R2ðlþ s1Þ;
bAð~hkÞ ¼ bAm; bBð~hkÞ ¼ bBm: ð17ÞFrom (12), (14)–(17), we haveEfMVðnðkÞ; kÞg ¼nTðkÞ
Xg
j¼1
Xs
h¼0
Xd
s2¼0
Xd
s1¼0
xijklhP1þlhrs2 P
h
s2s1
 ½bAm þ bBmKilr R2ðlþ s1ÞTQðbþ j;h; s2Þ
(
½bAm þ bBmKilr R2ðlþ s1Þ  Qðm; l; rÞonðkÞ ¼ nTðkÞLðm; l; rÞnðkÞ:
Thus if L(m, l,r) < 0, thenEfMVðnðkÞ; kÞg 6 kminðLðm; l; rÞÞnTðkÞnðkÞ 6 aknðkÞk2; ð18Þ
where a = inf{kmin(L(m, l,r))} > 0.
It follows from (18) that for any nP 1EfVðnðnþ 1Þ;nþ 1Þg  EfVðnð0Þ;0Þg 6 aE
Xn
m¼0
knðmÞk2
 !
: ð19ÞFurthermore, we haveE
Xn
m¼0
knðmÞk2
 !
6 1
a
EfVðnð0Þ;0ÞgEfVðnðnþ1Þ;nþ1Þgð Þ61
a
EfVðnð0Þ;0Þg6 1
a
nTð0ÞQ wð~h0Þ;s0;ds01
 
nð0Þ: ð20Þ
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Necessity: Assume that Gðwð~hkÞ; sk; dksk1Þ > 0 and deﬁnenTðtÞeQ T  t;w ~ht ; st; dtst1 nðtÞ ¼ E XT
k¼t
nTðkÞG wð~hkÞ; sk; dksk1
 
nðkÞjnt ;w ~ht
 
; st;dtst1
( )
: ð21ÞSince G wð~hkÞ; sk; dksk1
 
> 0, as T increases, nTðtÞeQ ðT  t;wð~htÞ; st ; dtst1ÞnðtÞ is increasing. From (8), we get that
nTðtÞeQ ðT  t;wð~htÞ; st ; dtst1ÞnðtÞ is upper bounded. Furthermore, its limit exits and can be expressed asnTðtÞQðm; l; rÞnðtÞ ¼ lim
T!1
nTðtÞeQ ðT  t;wð~htÞ ¼ m; st ¼ l; dtst1 ¼ rÞnðtÞ
¼ lim
T!1
E
XT
k¼t
nTðkÞGðwð~hkÞ; sk; dksk1ÞnðkÞjnt;wð~htÞ ¼ m; st ¼ l;dtst1 ¼ r
( )
: ð22ÞThus, we haveQðm; l; rÞ ¼ lim
T!1
eQ T  t;wð~htÞ ¼ m; st ¼ l;dtst1 ¼ r : ð23Þ
From (22) and noticing that Gðwð~hkÞ; sk; dksk1Þ > 0, we obtain Q(m, l,r) > 0.
From (21), we haveE nTðtÞ eQ ðT  t;wð~htÞ; st ; dtst1ÞnðtÞ  nTðt þ 1Þ eQ ðT  t  1;w ~htþ1 ; stþ1;dtstþ1 Þnðt þ 1Þjnt ; wð~htÞ ¼ m; st ¼ l;dtst1 ¼ rn o
¼ nTðtÞG m; l; rð ÞnðtÞ: ð24ÞFrom (7) and (16), we obtainE nTðtÞeQ ðT  t;wð~htÞ; st; dtst1ÞnðtÞ  nTðt þ 1ÞeQ ðT  t  1;wð~htþ1Þ; stþ1; dtstþ1 Þnðt þ 1Þjnt ;wð~htÞ ¼ m; st ¼ l;dtst1 ¼ rn o
¼ nTðtÞ eQ ðT  t; m; l; rÞ Xg
j¼1
Xs
h¼0
Xd
s2¼0
Xd
s1¼0
xijklhP1þlhrs2 P
h
s2s1
 ½bAm þ bBmKilr R2ðlþ s1ÞT  eQ ðT  t  1;bþ j;h; s2Þ
(
½bAm þ bBmKilr R2ðlþ s1ÞonðtÞ: ð25Þ
It is easy to obtain from (24) and (25) thatnTðtÞ eQ ðT  t; m; l; rÞ Xg
j¼1
Xs
h¼0
Xd
s2¼0
Xd
s1¼0
xijklhP1þlhrs2 P
h
s2s1
 ½bAm þ bBmKilr R2ðlþ s1ÞT  eQ ðT  t  1;bþ j;h; s2Þ
(
½bAm þ bBmKilr R2ðlþ s1ÞonðtÞ ¼ nTðtÞGðm; l; rÞnðtÞ: ð26Þ
Let T?1 and from (23), we obtain that (13) holds. This completes the proof. h
Theorem 1 gives the necessary and sufﬁcient conditions on the existence of the mode-dependent state-feedback stabiliz-
ing gain. Based on the results in Theorem 1, the controller design techniques are given in Theorem 2.
Theorem 2. There exists a controller in (4) such that the system in (7) is stochastically stable if and only if there exits matrices
Q(m, l, r) > 0 and Kilr of appropriate dimensions satisfyingQðm; l; rÞ > 0 WTðm; l; rÞ
Wðm; l; rÞ Xðm; l; rÞ
" #
< 0for all l 2 R; r 2 @; m 2 Isþdþ1, andWðm; l; rÞ ¼ ½WT0 WT1    WTs T Wh ¼ WTh;0 WTh;1    WTh;d
h iT
; ð27Þ
Wh;s2 ¼
klhP
1þlh
rs2
Phs20
 1
2 bAm þ bBmKilr R2ðlþ 0Þh i
klhP
1þlh
rs2
Phs21
 1
2 bAm þ bBmKilr R2ðlþ 1Þh i
..
.
klhP
1þlh
rs2
Phs2d
 1
2 bAm þ bBmKilr R2ðlþ dÞh i
2666666664
3777777775
; ð28Þ
Xðm; l; rÞ ¼ diagfX0 X1    Xs g Xh ¼ diagfXh;0 Xh;1    Xh;d g; ð29Þ
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dþ1
g Xhs2 ¼
Xg
j¼1
xijQðbþ j; h; s2Þ
" #1
: ð30ÞProof. By applying the Schur complement and letting Xhs2 ¼
Pg
j¼1xijQðbþ j;h; s2Þ
h i1
, the proof can be easily obtained.
The conditions in Theorem 2 are a set of linear matrix inequalities with some inversion constraints. Kilr can be solved by
an iterative linear matrix inequality approach which is called as the cone complementarity linearization algorithm (see
[20,21] for details). h4. Numerical example
Consider the following system in [12]xðkþ 1Þ ¼ AðhkÞxðkÞ þ BðhkÞuðkÞ ð31Þ0 20 40 60 80 100
0.5
1
1.5
2
2.5
k
θ k
Fig. 2. Random mode hk.
0 20 40 60 80 100
−0.5
0
0.5
1
1.5
k
τ k
Fig. 3. Random mode sk.
3174 J. Wang et al. / Applied Mathematical Modelling 36 (2012) 3168–3175wherehk 2 I ¼ f1;2g; sk 2 R ¼ f0;1g; dk 2 @ ¼ f0;1g:A1 ¼
1:7 1
0 0:17
 	
A2 ¼
0:6 0
0:04 2
 	
B1 ¼
0
1
 	
B2 ¼
1
1
 	K ¼ 0:1 0:9
0:5 0:5
 	
C ¼ 0:2 0:8
0:5 0:5
 	
P ¼ 0:1 0:9
0:8 0:2
 	
: ð32ÞThus we have g = 2, I3 ¼ f1;2;3;4;5;6;7;8gI3 ¼
1
1
1
264
375; 11
2
264
375; 21
1
264
375; 21
2
264
375; 12
1
264
375; 12
2
264
375; 22
1
264
375; 22
2
264
375
8><>:
9>=>; ð33ÞAssume the initial condition of system to beh0 ¼ h1 ¼ h2 ¼ 1 s0 ¼ s1 ¼ s2 ¼ 0;
d0 ¼ d1 ¼ d2 ¼ 1 xð2Þ ¼ xð1Þ ¼ xð0Þ ¼ ½1 1: T0 20 40 60 80 100
−0.5
0
0.5
1
1.5
k
d k
Fig. 4. Random mode dk.
0 20 40 60 80 100
−2
−1.5
−1
−0.5
0
0.5
1
k
x 1
 a
nd
 x
2
x 1
x 2
Fig. 5. State of the closed-loop system.
J. Wang et al. / Applied Mathematical Modelling 36 (2012) 3168–3175 3175Applying the cone complementarity linearization algorithm,we can obtain controller gain vectors K1 ¼ ½0:0273 0:0706 ;
K2 ¼ ½0:0012 0:4486 .
Figs. 2–4 illustrate the possible realizations of the Markovian jumping mode hk, dk and sk, respectively. Under this mode
sequence, the corresponding state trajectories of the closed-loop system is shown in Fig. 5. It is observed that the closed-lop
system is stochastically stable.
5. Conclusions
This paper studies the stability problem of NCSs with Markovian characterization. By modelling the random delays as
Markov chains, the closed-loop systems can be expressed as Markovian jump systems. The necessary and sufﬁcient condi-
tions of the stochastic stability are derived in the form of a set of linear matrix inequalities with matrix inversion constraints,
from which the three-mode-dependent state-feedback gain can be solved by an iterative linear matrix inequality algorithm.
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