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Introduction
The Arctic Ocean has shown remarkable changes in recent decades, including the Arctic warming or Arctic amplification (surface air-temperature there has risen twice as much as the global average) and a strong decline of Arctic sea-ice extent and thickness. These long-term trends are expected to continue according to the Coupled Model Intercomparison Project phase 5 (CMIP5) future projections, eventually yielding a summer ice-free Arctic in later twenty-first century, due to the time-increasing radiative forcing and regional feedbacks, although considerable uncertainty from internal variability remains (e.g. Wettstein and Deser 2014) . Internally-generated variability might indeed have substantially contributed to the observed Arctic sea-ice loss (e.g. Swart et al. 2015; Zhang 2015) . Regardless of its origin, the profound changes taking place at polar latitudes in recent decades have the potential to impact weather and climate conditions on lower latitudes (Jung et al. 2014 , as largely discussed in the literature (e.g. Bader et al. 2011; Cohen et al. 2014; Vihma 2014; Walsh 2014; Gao et al. 2015; Overland et al. 2015 ). Yet, long-term changes in the Northern Hemisphere atmospheric circulation in response to autumn-winter Arctic sea-ice declining trends are difficult to detect and, hence, still under debate (e.g. Vavrus 2012, 2015; Hopsch et al. 2012; Barnes 2013; Barnes and Polvani 2015; Barnes and Screen 2015; Perlwitz et al. 2015) . This study focuses on the relationships between Arctic sea-ice variability and lagged atmospheric circulation anomalies around the long-term trends; so that, as also recommended by Woollings et al. (2014) , all fields are detrended before analysis.
Sea-ice variations have a strong impact on heat and moisture fluxes and can thus influence both local and largescale atmospheric circulation. The remote effects of undetrended Arctic sea-ice concentration (SIC) anomalies in autumn (Jaiser et al. 2012; and winter (Peings and Magnusdottir 2014) rely on changes over the Pacific sector, where marked sea ice loss has been observed, and appear to be confined to the North Pacific atmosphere with little significant impact on the North Atlantic mid-latitudes (e.g. Peings and Magnusdottir 2014) . On the other hand, the remote influences of detrended Arctic SIC anomalies usually take the form of a NAO/AO-like pattern and seem to be dominated by changes over the Atlantic sector (Wu and Zhang 2010; Li and Wang 2013) , along the Barents-Kara Seas in autumn (e.g. and the Greenland-Barents Seas in winter (e.g. following the sea-ice edge migration. A recent modelling study has found that SIC changes in the Pacific and Atlantic sectors have competing effects on the atmospheric response, with only the latter yielding a NAO/ AO-like circulation anomaly . The present analysis is devoted to the covariability between SIC anomalies over the eastern Arctic (Greenland-Barents-Kara Seas) and lagged atmospheric circulation anomalies in the EuroAtlantic region. The target months for SIC are September through February.
There is an emerging picture of the regional, contemporaneous atmospheric response to SIC changes over the eastern Arctic, with sea-ice reduction being accompanied by an anticyclonic circulation anomaly over the subarctic, i.e. over northern Eurasia. As comprehensively reviewed (Bader et al. 2011; Cohen et al. 2014; Vihma 2014; Walsh 2014; Gao et al. 2015; Overland et al. 2015) , this anomalous high-pressure system can be explained by shifts in the cyclone tracks, direct linear response to surface heat flux, vorticity advection, temperature advection, and/or thermal expansion; all these mechanisms being consistent with theoretical and dynamical arguments (e.g. Holton 1979; Hoskins and Karoly 1981; Petoukhov and Semenov 2010; Semmler et al. 2015) . The identification of this anticyclonic circulation anomaly may however represent an apparent source of discrepancy among different works. In observational studies, apart from the difficulty to disentangle forcing and response, it depends on the reference period for SIC anomalies and the analysis period for the atmosphere; the anomalous anticyclone over northern Eurasia has been found in October-November (Francis et al. 2009 ), November (García-Serrano et al. 2015 King et al. 2015) , November-December (Kim et al. 2014) , November-to-January (Nakamura et al. 2015) , and December-to-February (Inoue et al. 2012; Mori et al. 2014) . In atmospheric general circulation model (AGCM) studies, it depends on when the sea-ice changes are prescribed and the analysis period for the atmospheric response; the simulated anomalous anticyclonic circulation has been found in November (Honda et al. 2009 ), November-December (Kim et al. 2014) , November-to-January (Nakamura et al. 2015) , December-January , January (Grassi et al. 2013) , and December-to-February (Li and Wang 2013; Mori et al. 2014) . It is worth noting that the atmospheric sensitivity to sea-ice changes may differ in models as compared to observations (e.g. Nakamura et al. 2015) . Notice also that this anomalous anticyclone has been linked to winter Eurasian blocking in several studies addressing the mid-latitude impact of Arctic sea-ice reduction (Liu et al. 2012; Tang et al. 2013; Mori et al. 2014) . Likewise, anticyclonic circulation anomalies over northern Eurasia have been jointly shown from observational, AGCM, and CMIP5 results in relation to surface warming over the Barents-Kara Seas in winter (Kug et al. 2015) .
Interestingly, the anomalous high-pressure system over northern Eurasia associated with negative SIC anomalies over the eastern Arctic tend to evolve into a negative NAO/AO-like pattern, i.e. positive (negative) geopotential height anomalies at polar (middle) latitudes with maximum amplitude in the North Atlantic basin. Two mechanisms may be responsible for this transition. On the one hand, observational and modelling (Deser et al. 2007 ) results have shown that seaice reduction over the Greenland-Barents Seas can be followed by a negative NAO/AO-like atmospheric anomaly established in about two months mainly due to the positive feedback from transient eddy activity. Hence, this teleconnection relies on tropospheric dynamics as the driving mechanism. On the other hand, a stratospheric pathway could be at play, where induced changes in the polar vortex strength descend back to the troposphere projecting on a NAO/AO-like pattern at surface. This indirect mechanism has been identified in observational data King et al. 2015) and AGCM sensitivity experiments (Kim et al. 2014; Nakamura et al. 2015 Nakamura et al. , 2016 Sun et al. 2015) , corresponding to a weakened polar vortex and negative NAO/AO-like anomaly in association with SIC reduction over the Barents-Kara Seas. The precursors of the SIC-related stratospheric variations are in the troposphere. The anomalous anticyclonic circulation discussed above, over the subarctic, tends to be accompanied by an anomalous low-pressure system over central-eastern Eurasia. This dipole-like pattern is consistent with downstream Rossby wave propagation in response to Barents-Kara seaice forcing (Honda et al. 2009 ). The constructive interference of this anomalous wave-like structure with the climatological wave pattern would lead to amplified meridional heat fluxes and, thus, enhanced injection of tropospheric wave activity into the stratosphere, thereby weakening the polar vortex (Kim et al. 2014; Sun et al. 2015; Nakamura et al. 2016) .
Building upon the modelling evidence summarised above and dynamical understanding of the potential linkages, the main objective of this work is to assess whether state-of-the-art coupled models are able to simulate the observational lagged relationships between SIC anomalies in the eastern Arctic and the Euro-Atlantic atmospheric circulation variability under current climate conditions. Note that this study does not address synoptic-scale events, like mid-latitude blocking or cold-temperature spells, but is rather focused on mean atmospheric circulation anomalies; so that, it is somehow complementary to e.g. Woollings et al. (2014) . Prospects of successful reproducibility are encouraging, since improving the Arctic observing system and implementing sea-ice initial conditions may provide additional predictability in climate forecasting (Jung et al. 2014; Scaife et al. 2014; Koenigk et al. 2015) .
Approach, datasets and methodology
This work explores polar/non-polar linkages in coupled models, leaving potential changes related to long-term trends aside and focusing analysis on covariability in detrended data. This approach goes along with recent evidence that internally-generated variability might represent an important source of uncertainty in both sea-ice variability (e.g. Swart et al. 2015) and the remote influence of sea-ice variations (e.g. Screen et al. , 2014 . The present work attempts to evaluate the ability of current climate models at simulating the observational and AGCM-based relationships described in Sect. 1. Instead of exploring covariability in past or future climate, which is beyond the scope of this study, the reproducibility assessment is performed in present-day climate, over the reasonably-well sampled satellite period 1979-2013. The outcome may help explaining particular events in a changing climate, since variability around the (radiatively-forced) trends has also been identified as an important source of uncertainty for regional climate prediction/projection in coming decades (e.g. Xie et al. 2015) .
The simulations analysed here are under historical forcing up to 2005 and the intermediate RCP4.5 pathway afterwards-as adopted for decadal prediction (Smith et al. 2013; Meehl et al. 2014) . All simulations are from the CMIP5 repository. As a starting point for this study, four models from the European NACLIM project are considered, with 3 members each: EC-EARTH2.3 ); IPSL-CM5-LR (Mignot et al. 2015) ; MPI-ESM-MR (Matei et al., in preparation); and, NorESM1-M (Langehaug et al. 2013) . Four additional models are considered, based on previous investigation of either sea-ice predictability (CNRM-CM5 in Germe et al. 2014 ; GFDL-CM2.1 in Msadek et al. 2014a) or sea-ice influence on lower latitudes (CCSM4 and HadGEM2-ES; e.g. Screen et al. 2015) : CCSM4, with 5 members (Karspeck et al. 2014) ; CNRM-CM5, with 10 members (Sanchez-Gomez et al. 2015) ; GFDL-CM2.1, with 10 members (Msadek et al. 2014b) ; and, HadGEM2-ES, with 4 members (Jones et al. 2011) . Table 1 summarizes ensemble size and available analysis period from each model, as well as its in-text abbreviation. This work is not intended as a comprehensive report on merits and deficiencies of all available CMIP5 models in capturing polar/non-polar linkages, but to provide an overview of the diversity in simulating these teleconnections. The set of CMIP5 models considered here can be regarded as representative of structural model uncertainty, as it shall be shown below. Likewise, it is worth noting that the aim is not to evaluate (a priori) the role of tropospherestratosphere coupling in the linkages, since a purely tropospheric pathway could be at play. Hence, no pre-selection of high-top models was adopted; only two models in the set are considered as high-top (e.g. Charlton-Perez et al. 2013; Shaw et al. 2014; Manzini et al. 2014 ): IPSL and MPI. Table I also compiles horizontal and vertical resolution for each model. MPI-ESM-MR (L95) has been considered since it has a much better resolved stratosphere than MPI-ESM-LR (L47) and yields quasi-biennial oscillation variability . GFDL-CM2.1, a lowtop model, has been shown to produce reasonable stratospheric circulation variability, including sudden warmings (Reichler et al. 2012) .
The lagged relationships between eastern Arctic SIC anomalies and the Euro-Atlantic atmospheric circulation in the historical+RCP4.5 simulations are identified by maximum covariance analysis (MCA; e.g. Bretherton et al. 1992; Czaja and Frankignoul 2002) . The analysis is performed with monthly SIC anomalies over 30°W-120°E/50°N-90°N, from September to February, and sea level pressure (SLP) anomalies over 90°W-40°E/20°N-90°N lagging by 0-4 months. MCA is applied separately to each individual model, which enables to take into account its distinct behaviour. This approach follows the 'Pmod' methodology proposed by Doblas-Reyes et al. (2003) , where the ensemble members of each model are concatenated in the time dimension before analysis, at each lag. An ensemble-mean approach would largely reduce internal variability, hindering the objective of this study. The statistical significance of the MCA modes is evaluated with a Monte-Carlo test, based on 100 permutations shuffling only the atmospheric field (SLP) including replacement in the re-sampling; the significance level (hereafter sig.lev.) is given by the numbers of randomized values that exceed the actual value being tested. As MCA maximizes covariance, the primary test for statistical significance is the one upon the squared covariance (hereafter SC). Statistically significant areas in the regression maps onto the MCA-SIC expansion coefficients, namely standardized time-series associated with the corresponding SIC patterns, are based on a Student's t test at 95% confidence level. For reference, the same analysis has been applied to observational data: with SIC from Had-ISST (Rayner et al. 2003) , shown in Fig. 1a , NSIDC (Fig. S1a; Comiso 2013) , and ERA-interim ( Fig. S1b ; Dee et al. 2011) ; and SLP from ERA-interim. All monthly anomalies are calculated by subtracting the corresponding monthly climatology; in model data, the climatology is estimated from the ensemble-mean. To reduce the effect of long-term nonlinear trends, all anomalies are cubicly (third-order polynomial) detrended. It was verified that the results were not sensitive to this particular criterion.
Results
Based on the previous studies discussed in Sect. 1, the target domain for SIC is the eastern Arctic (SIC/eA), namely over the Greenland-Barents-Kara Seas (see Sect. 2). The objective is to assess if the CMIP5 models considered can simulate the potential linkage of anomalous SIC reduction with a lagged, negative NAO/AO-like pattern. Section 3.1 provides a brief description of the observational relationships in the period 1979-2013, together with supporting modelling evidence. Section 3.2 presents the simulated relationships between SIC/eA anomalies and the EuroAtlantic atmospheric circulation variability in the overlapping period. Figure 1a shows the summary of the MCA statistics, in terms of SC, of the leading covariability mode between SIC/eA anomalies from HadISST and SLP anomalies in the North Atlantic-European region from ERA-interim. The analysis using SIC from NSIDC ( The MCA analyses with SIC/eA in September (black line), January (blue line) and February (grey line) indicate that no statistically significant relationship, at 10% sig.lev., is found between these target SIC months and lagged atmospheric anomalies. In particular, it suggests that there is no detectable influence of either September SIC/eA anomalies on the winter European surface climate (e.g. Koenigk et al. 2015) or January-February SIC/eA anomalies on the spring EuroAtlantic atmospheric circulation . Hence, if there is any response, the signal-to-noise ratio is very low.
Observational relationships
The MCA analysis for October SIC/eA anomalies ( Fig. 1a ; yellow line) suggests a statistically significant covariability at 3-month lag with SLP anomalies in January (sig.lev. 2%). The associated SIC pattern (Fig. S2a) shows sea-ice reduction over the northern Barents-Kara Seas, whereas the SLP pattern ( Fig. S2b ) depicts a dipolelike anomaly penetrating into Europe, with the anomalous anticyclonic circulation at high latitudes extending towards central Asia. It projects on the atmospheric response to winter sea-ice forcing found by Mori et al. (2014) , which might be linked to winter blocking over Eurasia. However, the lead-time of this covariability (i.e. 3 months) is longer than the expected atmospheric response time to SIC changes (Deser et al. 2007 ) and both, SIC/eA anomalies barely persist beyond two months and there is no clear mechanism explaining the lagged relationship (García-Serrano et al. Shown are regression maps of dentrended anomalies onto the corresponding MCA-SIC expansion coefficient; amplitude corresponds to one standard deviation of the time-series. Green contour in c and e stands for the climatological sea-ice edge estimated by the 25% fraction. Statistically significant areas at 95% confidence level based on a two-tailed t-test are contoured 2015). Hence, this linkage is not discussed further in the present study.
The MCA analysis for November SIC/eA anomalies ( Fig. 1a ; red line) suggests that sea-ice reduction over northern Barents-southern Kara Seas (Fig. 1c) can influence the Euro-Atlantic atmospheric circulation in December (sig. lev. 1%; Fig. 1b) and January (sig.lev. 6%; Fig. 1d ). These atmospheric anomalies resemble the negative phase of the NAO pattern, as found by García-Serrano et al. (2015), King et al. (2015) and Koenigk et al. (2015) . The influence of November SIC/eA anomalies could last through February (King et al. 2015) , particularly on North Atlantic mid-latitudes , but the covariability mode is no longer significant (sig.lev. 27%). The mechanism underlying this linkage appears to involve the stratosphere, where a wave-like anomaly over Eurasia, consisting of an anomalous anticyclonic (cyclonic) circulation over northern (central-eastern) Eurasia associated with sea-ice reduction, constructively interferes with the climatological wave pattern in November . This linear interference enhances upward-propagating wave activity and weakens the polar vortex strength, in agreement with Garfinkel et al. (2010) and Kolstad and Charlton-Perez (2011) ; the troposphere-stratosphere coupling is quite fast (e.g. Shaw et al. 2014) . The downward propagation of anomalies back to the troposphere takes several weeks, and it reaches the surface within a month (e.g. Polvani and Waugh 2004; Mitchell et al. 2013 ). The negative NAO-like pattern following sea-ice reduction over the Barents-Kara Seas in November is established in December King et al. 2015; Fig. 1b) ; the positive feedback from North Atlantic transient eddies may help settling and maintain the NAO-like anomaly into January Fig. 1d ). The observational 1-month stratospheric pathway has been simulated in different AGCM experiments prescribing sea-ice changes, albeit the timing is shifted, with maximum perturbation of the polar vortex in January and anomalies reaching the surface in February (Kim et al. 2014; Nakamura et al. 2015 Nakamura et al. , 2016 Sun et al. 2015) . Particularly relevant in this context is the work by Sun et al. (2015) , where the sea-ice forcing was additionally stopped in winter, thereby isolating the role of the stratosphere in providing the lagged teleconnection.
The MCA analysis for December SIC/eA anomalies ( Fig. 1a ; green line) shows a statistically significant covariability at 2-month lag with SLP anomalies in February. The associated SIC pattern displays maximum sea-ice reduction over the Greenland-Barents Seas (Fig. 1e) , and the SLP pattern projects on the negative phase of the AO, with widespread positive anomalies over the polar cap (Fig. 1f) . In this case, January is a transition month with weak and barely significant anomalies at both tropospheric and stratospheric levels. The polar vortex is not significantly affected even in February, when the AO-like pattern is already established in the troposphere . Hence, it is difficult to ascribe the lagged teleconnection to a stratospheric pathway. Instead, the driving mechanism of this linkage appears to rely on tropospheric dynamics, and particularly on eddy/mean-flow interaction. In agreement with the AGCM results by Deser et al. (2007) and have found in observational data that SIC/eA changes in December can trigger the feedback from transient eddy activity in January, which overall intensifies in February eventually settling the AO-like anomaly. These results are in accordance with those by Magnusdottir et al. (2004) and Deser et al. (2004) , who showed the primary role by transient eddies in shaping the NAO/AO-like atmospheric response to sea-ice forcing over the Greenland-Barents Seas.
In summary, it follows that there could be a detectable influence of SIC/eA anomalies in late-autumn/early-winter on the winter NAO/AO in the coupled system, which may be mediated by both stratospheric and tropospheric processes. However, the satellite record is rather short. Thereby, the observational relationships discussed above, even being consistent with AGCM results, might strongly be affected by poor sampling. In the following, this limitation is partially reduced by largely increasing the sampling with the use of ensemble climate simulations (see Table 1 for information about ensemble size).
Simulated relationships
In this section, the most sensitive sea-ice regions over the eastern Arctic affecting the Euro-Atlantic atmospheric circulation anomalies in the CMIP5 models are identified. To this aim, similar MCA analyses to those in Fig. 1a are performed. Figure 2 shows the SC statistics of the leading covariability mode from each model, with SIC from September to February. The monthly evolution of the models' SIC climatology and its comparison to HadISST are shown in the Supplementary Material (Figs. S3-S10 ). Below, a synthesis of the statistically significant lagged relationships is provided (Figs. 3, 4, 5, 6, 7, 8, 9) . To explore the dynamical mechanisms involved in the distinct SIC/eA influence, regression maps of geopotential height anomalies at 200 hPa (Z200) and 50 hPa (Z050) on the corresponding MCA-SIC/eA expansion coefficients (i.e. standardized SIC time-series) are computed; overplotted on the Z200 regression maps is the climatological wave pattern from each model, estimated as the asymmetric part (departure from zonal mean) of Z200 climatology, in order to assess linear wave-interference and the related troposphere-stratosphere coupling (e.g. Garfinkel et al. 2010; Kolstad and Charlton-Perez 2011) . Figure 10 summarises the potential driving mechanism in the simulated relationships (blue symbols), where the possible dominant dynamics in the observational linkages (Sect. 3.1) are also displayed for reference (red symbols).
The simulated, lagged eastern-Arctic/mid-latitude teleconnections associated with NAO/AO-like variability cluster around two potential mechanisms, which are discussed here: a tropospheric pathway (Sect. 3.2.1) and a stratospheric pathway (Sect. 3.2.2); the models are Figure 2a displays a marked connection between persisting SIC/eA anomalies from (hPa; b) ; the estimated significance level for the SC is indicated. Also shown are regression maps of dentrended SLP (hPa), Z200 (m) and Z050 (m) anomalies in December (c, e, g) and January (d, f, h) onto the MCA-SIC expansion coefficient associated with a (SIC/eA in December); amplitude corresponds to one standard deviation of the time-series. Green contour in a stands for the climatological sea-ice edge estimated by the 25% fraction. Green contour in e represents the asymmetric part (departure from zonal mean) of the Z200 climatology (Z200*; ci = 50 m). Statistically significant areas at 95% confidence level based on a two-tailed t-test are contoured November (sig.lev. 9%), through December (sig.lev. 5%), to January (sig.lev. 6%) and Euro-Atlantic SLP anomalies in February. December SIC/eA anomalies show maximum amplitude and largest statistical significance in the lagged atmospheric anomaly, and additionally yield a statistically significant covariability with SLP anomalies in March (sig. lev. 3%). Figure 3 points out results from the MCA analysis with December SIC/eA and February SLP. The SIC pattern (Fig. 3a) shows sea-ice reduction over the central-southern Barents Sea, which is followed by a negative AO-like pat- Fig. 4 HadGEM: a, b First MCA mode between detrended SIC/eA anomalies in February (%; a) and Euro-Atlantic SLP anomalies in April (hPa; b) ; the estimated significance level for the SC is indicated. Also shown are regression maps of dentrended SLP (hPa), Z200 (m) and Z050 (m) anomalies in February (c, e, g ) and March (d, f, h) onto the MCA-SIC expansion coefficient associated with a (SIC/eA in February); amplitude corresponds to one standard deviation of the time-series. Green contour in a stands for the climatological sea-ice edge estimated by the 25% fraction. Green contour in e represents the asymmetric part (departure from zonal mean) of the Z200 climatology (Z200*; ci = 50 m). Statistically significant areas at 95% confidence level based on a two-tailed t-test are contoured tern two months later, although only SLP anomalies at high latitudes are statistically significant (Fig. 3b) . The associated SLP anomalies over the polar cap change sign from December (Fig. 3c) to January (Fig. 3d) , which is consistent with a negative feedback induced by SIC anomalies in agreement with previous studies (e.g. Alexander et al. 2004; Magnusdottir et al. 2004; Deser et al. 2004 Deser et al. , 2007 Strong et al. 2009; Frankignoul et al. 2014 ). SLP anomalies amplify over the polar cap into February (Fig. 3b) , and become stronger and significant over the North Atlantic in March (not shown). February (hPa; b) ; the estimated significance level for the SC is indicated. Also shown are regression maps of dentrended SLP (hPa), Z200 (m) and Z050 (m) anomalies in December (c, e, g) and January (d, f, h) onto the MCA-SIC expansion coefficient associated with a (SIC/eA in December); amplitude corresponds to one standard deviation of the time-series. Green contour in a stands for the climatological sea-ice edge estimated by the 25% fraction. Green contour in e represents the asymmetric part (departure from zonal mean) of the Z200 climatology (Z200*; ci = 50 m). Statistically significant areas at 95% confidence level based on a two-tailed t-test are contoured Figure 3e shows that December SIC/eA anomalies are linked to an anomalous anticyclonic circulation at 200 hPa over northern Siberia, which is consistent with sea-ice forcing as described in Sect. 1; note the baroclinic signature over the Barents Sea region as compared to SLP anomalies (Fig. 3c) . Cautiously, these contemporaneous regression maps probably reflect both cause and effect of SIC changes, but strongly resemble the atmospheric response to surface forcing in the region (e.g. Kug et al. 2015) . This circulation anomaly is not accompanied by an anomalous cyclonic circulation downstream, so that no wave-like structure is found over Eurasia. The anomalous high-pressure system over the subarctic weakly projects on the climatological wave pattern (Fig. 3e, green contours) . And, while it yields a barotropic anomaly at the lower stratosphere (Z050 anomalies), no change in the polar vortex strength is noticeable in December (Fig. 3g) . There is a weakening of the polar vortex in January, but is not statistically significant (Fig. 3h) ; whereas the associated Z200 pattern in this month shows already significant anomalies over the polar cap (Fig. 3f) . The weakening of the polar vortex becomes significant in February (not shown), once the AO-like anomaly is established at surface (Fig. 3b) . These results do not support a stratospheric pathway at play in this teleconnection of CCSM, but suggest it is primarily dominated by tropospheric dynamics (see Fig. 10 ), likely eddy-driven. This finding is consistent with Sun et al. (2015) , who have shown that CAM4 (the atmospheric component of CCSM) was not able to represent the stratospheric response to Arctic sea ice loss; rather, the high-top counterpart, the WACCM atmospheric model, was able to do so. (hPa; b) ; the estimated significance level for the SC is indicated. Also shown are regression maps of dentrended SLP (hPa), Z200 (m) and Z050 (m) anomalies in December (c, e, f) and Z050 anomalies in January (d) onto the MCA-SIC expansion coefficient associated with a (SIC/ eA in December); amplitude corresponds to one standard deviation of the time-series. Green contour in a stands for the climatological sea-ice edge estimated by the 25% fraction. Green contour in e represents the asymmetric part (departure from zonal mean) of the Z200 climatology (Z200*; ci = 50 m). Statistically significant areas at 95% confidence level based on a two-tailed t-test are contoured Figure 2e suggests that in HadGEM persisting SIC/eA anomalies from December (sig.lev. 8%), through January (sig.lev. 10%), to February (sig.lev. 9%) yield a 2-month lagged relationship with SLP variability in April. The SIC pattern in February shows sea-ice reduction primarily over the Barents Sea (Fig. 4a) . The lagged SLP pattern shows a dipole-like anomaly over the Euro-Atlantic sector, with positive anomalies at high latitudes and negative ones over Europe (Fig. 4b) . As also shown in observations (García-Serrano and Frankignoul 2015; Kug et al. 2015) and in CCSM (Fig. 3) but in a different month, the contemporaneous (February) SLP pattern to the target SIC/eA anomalies shows an opposite-insign structure, particularly over the polar-subpolar region (Fig. 4c) , which points towards a SIC-related negative feedback. Here, the reversal of sign also takes place, albeit without statistical significance, in 1-month lead-time (Fig. 4d) . The Z200 pattern in February shows an anomalous anticyclonic circulation over northern Eurasia (Fig. 4e) , which points out a baroclinic signature over the eastern Arctic (cf. Figure 4c ). While geopotential height depicts a barotropic anomaly over western North Atlantic mid-latitudes (Fig. 4e,  g ), no significant perturbation in the polar vortex is found in February. The weakening of the polar vortex is not significant either in March (Fig. 4h) or April (not shown), which excludes a stratospheric pathway as the driving mechanism of the potential linkage. Note that springtime is when the polar vortex is breaking up. On the other hand, the Z200 pattern in March already shows a significant negative NAO-like anomaly (Fig. 4f) . The results suggest that the lagged teleconnection in HadGEM is mainly mediated by tropospheric processes (see Fig. 10 ), likely via transient eddy activity. Fig. 7 EC-EARTH: (a, b) First MCA mode between detrended SIC/eA anomalies in December (%; a) and Euro-Atlantic SLP anomalies in January (hPa; b); the estimated significance level for the SC is indicated. Also shown are regression maps of dentrended SLP (hPa), Z200 (m) and Z050 (m) anomalies in December (c, e, f) and Z050 anomalies in January (d) onto the MCA-SIC expansion coefficient associated with a (SIC/ eA in December); amplitude corresponds to one standard deviation of the time-series. Green contour in a stands for the climatological sea-ice edge estimated by the 25% fraction. Green contour in e represents the asymmetric part (departure from zonal mean) of the Z200 climatology (Z200*; ci = 50 m). Statistically significant areas at 95% confidence level based on a two-tailed t-test are contoured Figure 2f shows that IPSL holds two different 2-month lagged relationships: one less statistically significant in autumn (see Supplementary Material), and another more statistically significant in winter. The latter is associated with persisting SIC/eA anomalies from November (sig.lev. 3%) to December (sig.lev. 5%; Fig. 5a ) over the Greenland Sea, which may influence on the EuroAtlantic atmospheric circulation of February; the lagged SLP anomalies resemble a negative NAO-like pattern (Fig. 5b) . In this case, and as discussed previously (for observations, CCSM, and HadGEM), the change of sign in SLP anomalies, particularly at North Atlantic high latitudes, takes place once the SIC/eA changes lead the atmosphere, here from December (Fig. 5c) to January (Fig. 5d) . This is consistent with the interpretation of a SIC-related negative feedback, suggestive of an atmospheric response to SIC/eA anomalies (e.g. Alexander et al. 2004; Magnusdottir et al. 2004; Deser et al. 2004 Deser et al. , 2007 . The SLP pattern in December additionally shows an anomalous high-pressure system over western Eurasia (Fig. 5c) . At the upper troposphere, the associated Z200 pattern depicts an anomalous anticyclonic circulation centred off the Scandinavian coastline and extending to Greenland (Fig. 5e) , thereby revealing some baroclinicity over the eastern Arctic. This anomaly is accompanied by an anomalous cyclonic circulation downstream over central Eurasia. Neither of the two centres, however, strongly projects on the climatological wave pattern (Fig. 5e , green contours); and, in agreement with the weak wave-interference, no statistically significant perturbation in the polar vortex strength is found in December (Fig. 5g) . The weakening of the polar vortex is significant in January (Fig. 5h) , at the time when the Z200 anomalies, already resembling a nega- Fig. 8 GFDL: (a, b) First MCA mode between detrended SIC/eA anomalies in October (%; a) and Euro-Atlantic SLP anomalies in November (hPa; b); the estimated significance level for the SC is indicated. Also shown are regression maps of dentrended SLP (hPa), Z200 (m) and Z050 (m) anomalies in October (c, e, f) and Z050 anomalies in November (d) onto the MCA-SIC expansion coefficient associated with a (SIC/eA in October); amplitude corresponds to one standard deviation of the time-series. Green contour in a stands for the climatological sea-ice edge estimated by the 25% fraction. Green contour in e represents the asymmetric part (departure from zonal mean) of the Z200 climatology (Z200*; ci = 50 m). Statistically significant areas at 95% confidence level based on a two-tailed t-test are contoured tive NAO-like pattern, are also significant (Fig. 5f) . Hence, the results do not support that a stratospheric pathway could be acting in IPSL to explain the reversal of sign into January and the settling of the lagged teleconnection in February. The driving mechanism is probably dominated by tropospheric dynamics (see Fig. 10 ), although stratospheric feedbacks (e.g. Ambaum and Hoskins 2002) may play a role in the persistence of the NAO-like anomaly. Figure 2b indicates that sea-ice reduction over the eastern Arctic in CNRM, with maximum amplitude over the Barents Sea (Fig. 6a) , strongly persists from September (sig.lev. 5%), through October (sig.lev. 10%) and November (sig.lev. 1%), to December (sig.lev. 0%) having a statistically significant impact on the Euro-Atlantic atmospheric circulation of January. The lagged SLP pattern associated with SIC/eA anomalies in December, when the potential sea-ice forcing is presumably more effective, shows a negative NAO-like structure with positive anomalies over the polar cap and negative anomalies at North Atlantic mid-latitudes (Fig. 6b) . In December, the associated SLP pattern shows significant positive anomalies over western Siberia and nonsignificant negative anomalies east of Greenland (Fig. 6c) . At the upper-troposphere, an anomalous anticyclonic circulation is located along the subarctic coast (Fig. 6e) , revealing a baroclinic signature that is consistent with sea-ice forcing (e.g. Honda et al. 2009 ). Downstream, over eastern Siberia, geopotential height anomalies depict a cyclonic circulation. Together, the associated Z200 pattern displays a wave-like Fig. 9 NorESM: a, b First MCA mode between detrended SIC/eA anomalies in February (%; a) and Euro-Atlantic SLP anomalies in March (hPa; b) ; the estimated significance level for the SC is indicated. Also shown are regression maps of dentrended SLP (hPa), Z200 (m) and Z050 (m) anomalies in February (c, e, f) and Z050 anomalies in March (d) onto the MCA-SIC expansion coefficient associated with a (SIC/ eA in February); amplitude corresponds to one standard deviation of the time-series. Green contour in a stands for the climatological sea-ice edge estimated by the 25% fraction. Green contour in e represents the asymmetric part (departure from zonal mean) of the Z200 climatology (Z200*; ci = 50 m). Statistically significant areas at 95% confidence level based on a two-tailed t-test are contoured anomaly over northern Eurasia. The second centre of action, i.e. the anomalous cyclonic circulation, projects on the climatological wave pattern (Fig. 6e, green contours) , which would enhance the wave activity reaching the stratosphere. Consistently, and as also shown in observations (but in November; , the associated Z050 anomalies in December show a wavenumber-2-like pattern, which is suggestive of a vortex split (Fig. 6f ). In agreement with previous studies (e.g. Takaya and Nakamura 2008), this is followed by a weakening of the polar vortex (Fig. 6d) and a negative NAO-like pattern at surface (Fig. 6b) . Hence, the results suggest that a stratospheric pathway could be acting as the driving mechanism of this lagged teleconnection in CNRM (see Fig. 10 ). Figure 2c displays a strong connection between persisting SIC/eA anomalies from September (sig.lev. 3%), through October (sig.lev. 9%) and November (sig.lev. 2%), to December (sig.lev. 5%) and the Euro-Atlantic SLP variability of EC-EARTH in January. The SIC pattern in December shows maximum sea-ice reduction over the Barents Sea (Fig. 7a) . The corresponding lagged SLP pattern shows a negative NAO-like structure, with the mid-latitude centre of action settled in Europe (Fig. 7b) . In December, one month before, the SLP pattern shows negative anomalies over the eastern Arctic accompanying a statistically significant high-pressure anomaly inland over Siberia (Fig. 7c) . This anomalous dipole at surface is associated with an anomalous anticyclonic circulation at upper-tropospheric levels (Fig. 7e) , depicting a baroclinic signature that is again consistent with a direct sea-ice influence (e.g. Honda et al. 2009 ). In this case, the anticyclonic circulation anomaly does not project either on the climatological wave pattern (Fig. 7e, green contours) , but the downstream cyclonic anomaly over eastern Eurasia, taking the form of a wave-like pattern, does collocate with it. The latter would enhance the injection of vertically-propagating wave activity, thus affecting the stratospheric polar vortex. In agreement with this, and as previously discussed for CNRM and observations (e.g. Takaya and Nakamura 2008; , the associated Z050 anomalies show an elongated polar vortex with a marked wavenumber-2 component in December (Fig. 7f) , which is followed by a weakened polar vortex in January (Fig. 7d) accompanying the establishment of the negative NAO-like pattern at surface (Fig. 7b) . These results support that a stratospheric pathway could be acting in this potential linkage of EC-EARTH (see Fig. 10 ). Figure 2d indicates that in GFDL there is a statistically significant 1-month lagged relationship, here between SIC/eA anomalies in October and North Atlantic-European SLP anomalies in November (sig.lev. 3%). The SIC pattern shows sea-ice reduction mainly over the Barents-Kara Seas (Fig. 8a) . In this case, there is a change of sign in the associated SLP anomalies from October (Fig. 8c) to November (Fig. 8b) , suggesting that a SIC-related negative feedback may be operating. The SLP pattern in October displays an anomalous high-pressure system over Siberia and an anomalous low-pressure system east of Greenland. At the upper troposphere, an anticyclonic circulation anomaly dominates the eastern subarctic (Fig. 8e) , revealing some baroclinicity in the region. Downstream, the Z200 pattern shows a cyclonic circulation anomaly; together, it depicts a wave-like anomaly over Eurasia. Both centres of action yield barotropic anomalies at the lower stratosphere (Fig. 8f) , but only the cyclonic circulation anomaly is fully projecting on the climatological wave pattern (Fig. 8e, green contours) . The Z050 anomalies (Fig. 8f) show a weaker wavenumber-2-like elongation than in EC-EARTH (Fig. 7f) but resemble the split-like structure as in CNRM (Fig. 6f) . Note that this time of the year is when the polar vortex is developing. The stratospheric disruption in October (Fig. 8f) is followed by a weakened polar vortex in November (Fig. 8d) , concomitant with the establishment of the negative NAO-like pattern at surface (Fig. 8b) . Thus, the results also suggest that stratospheric dynamics could play a role in this teleconnection of GFDL (see Fig. 10 ). Figure 2h suggests that November SIC/eA anomalies may influence on the North Atlantic-European atmospheric circulation of March (sig. lev. 3%). This 4-month lagged relationship can be tracked forward, through December (sig.lev. 4%) and January (sig. lev. 14%), until February (sig.lev. 2%), reflecting a strong SIC anomaly persistence. The SIC pattern in February   Fig. 10 Summary of the statistically significant lagged teleconnections, in observational data (red) and the CMIP5 models (blue), between sea-ice reduction over the eastern Arctic (target month in abscissa) and a negative NAO/AO-like pattern (y-axis, month to get established); the potential, leading mechanism involved is indicated as follows: tropospheric dynamics-open circle, stratospheric dynamics-solid circle shows maximum sea-ice reduction over the Barents Sea (Fig. 9a) . The lagged SLP anomalies in March depict a negative NAO/AO-like pattern, with wide significant anomalies at polar latitudes (Fig. 9b) . As also shown in other models, the SIC/eA changes are accompanied by an anomalous highpressure system over the western Siberian coast (Fig. 9c) ; note also the nonsignificant negative SLP anomalies east of Greenland. At the upper troposphere, instead, the Z200 pattern shows an anomalous anticyclonic circulation over the eastern subarctic, pointing out some baroclinicity (Fig. 9e) . The Z200 pattern also yields a cyclonic circulation anomaly downstream, over central Eurasia. These two centres of action do not strongly project on the climatological wave pattern (Fig. 9e, green contours) , but there is a prominent perturbation in the polar vortex showing a marked wavenumber-1-like structure (Fig. 9f) , reminiscent of a vortex displacement rather than a split (as in CNRM, EC-EARTH, GFDL). The stratosphere in this model might be more sensitive than in IPSL (Fig. 5e ) to weak wave-interference upon the mid-latitude cyclonic anomaly (Fig. 9e) , which is located far from the maximum climatological centre over eastern Eurasia (cf. Figures 6e, 7e, 8e ). The time of the year (February) may also be a differential factor. The disruption is followed by a weakened polar vortex in March (Fig. 9d) , in agreement with the negative NAO/AO-like pattern at surface (Fig. 9b) . These results support that there could be a stratospheric pathway playing a role in the lagged teleconnection of NorESM (see Fig. 10 ). Figure 2c suggests that the persistence of SIC/eA anomalies from September (sig.lev. 1%) to October (sig.lev. 0%) has a significant influence on the Euro-Atlantic atmospheric circulation of November, providing 2-and 1-month lead-time respectively. The lagged SLP anomalies resemble a negative NAO-like pattern, associated with sea-ice reduction along the climatological edge, from the Greenland Sea to the Kara Sea (Fig. S11) . The SLP pattern in October shows negative anomalies over the polar region, thus indicating that this covariability implies a SIC-related negative feedback into November. The associated Z200 pattern in October shows an anomalous anticyclonic circulation over the Siberian coast, revealing some baroclinicity over the eastern Arctic as compared to SLP (Fig. S11 ). This centre of action is in between the climatological wave pattern but it yields a barotropic anomaly in the lower stratosphere, which is reminiscent of a wavenumber-0, annular-like pattern. The latter cannot be explained by linear wave-interference, though. The ensuing Z050 anomalies, in November, are not statistically significant, whereas there is an anticyclonic anomaly at the upper troposphere in the North Atlantic (not shown) concomitant with the negative NAO-like pattern at surface (Fig. S11) . Although no clear stratospheric pathway does hold in this teleconnection of EC-EARTH, other coupling processes, e.g. at tropopause level (Ambaum and Hoskins 2002) , might be at play (see Fig. 10 ). Figure 2g suggests that in MPI persisting SIC/eA anomalies from September (sig.lev. 9%) to October (sig.lev. 8%) have a significant influence on the Euro-Atlantic atmospheric variability of November. The SIC pattern in October, when the potential forcing is effective, shows sea-ice reduction over the northern BarentsKara Seas and Laptev Sea; the lagged SLP pattern shows a negative AO-like structure, primarily yielding significant anomalies at high latitudes (Fig. S12) . The SLP pattern in October shows a high-pressure system east of the SIC/eA region, namely over the Arctic Ocean/East-Siberian Sea (Fig. S12 ), which suggests a SIC-related positive feedback at play or a growing response. Similar SLP anomalies in October-November, although less statistically significant, are found in the regression maps onto the time-series with September SIC/eA (not shown), which provides some confidence on the interpretation of a sea-ice influence. At the upper troposphere, the Z200 pattern shows an anomalous anticyclonic circulation at the same location; this barotropic anomaly is also evident at the lower stratosphere (Fig. S12 ), but not statistically significant unlike in EC-EARTH (Fig.  S11) . It becomes stronger and significant in November (Fig.  S12) , when the negative AO-like pattern is established in the troposphere. The results, thus, suggest that stratospheric dynamics is not determining the lagged teleconnection (see Fig. 10 ). The tropospheric processes that could explain this potential linkage in MPI have been summarized in the Introduction.
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Discussion
The assessment of the potential polar/non-polar linkages across the CMIP5 models considered (Sect. 3.2) points out that there could be a detectable influence of SIC/eA variability on the North Atlantic-European atmospheric circulation, with sea-ice reduction being followed by a negative NAO/AO-like pattern in 1-or 2-month lead-time. These lagged relationships may involve a longer response time, since the circulation anomalies at the target SIC month (when the SIC forcing is presumably effective; Fig. 10 ) show a baroclinic structure with height over the subarctic (except in MPI), which is suggestive of a forced component (e.g. Honda et al. 2009 ); however, disentangling cause and effect in MCA is difficult (see final discussion in Sect. 5). Even so, most models (except GFDL) display persisting SIC/eA anomalies until the effective month when the lagged teleconnection is detected, thereby supporting the interpretation of a potential sea-ice influence. Likewise, the baroclinic signature over the subarctic is associated with an anomalous anticyclonic circulation at upper levels, which has been found in several AGCM sensitivity experiments in response to prescribed SIC/eA changes (see Introduction). In agreement with previous studies, the results shown here indicate that the evolution towards a negative NAO/AOlike pattern can be driven by tropospheric processes (e.g. Deser et al. 2007; or involving a stratospheric pathway (e.g. Kim et al. 2014; King et al. 2015; Nakamura et al. 2015 Nakamura et al. , 2016 Sun et al. 2015) . In the former, where tropospheric dynamics appears to be the driving mechanism, the lagged teleconnection is generally found at a lag of two months (CCSM, HadGEM, IPSL; Fig. 10) ; which is consistent with the response time required to triggering the feedback from transient eddies to first settle an equivalent-barotropic response and then to amplify its amplitude (e.g. Ferreira and Frankignoul 2005; Deser et al. 2007; Semmler et al. 2015; García-Serrano and Haarsma 2016) . In the latter, where stratospheric dynamics may be acting as the primary teleconnection pathway, the lagged relationship is generally found at a lag of one month (CNRM, EC-EARTH for December, GFDL, NorESM; Fig. 10) ; which is consistent with the downward-propagation time to surface after a disruption in the polar vortex (e.g. Charlton-Perez et al. 2013; Lee and Black 2015) , here taking place at the target SIC month. The results further suggest that the stratospheric pathway may be triggered by linear wave-interference with the climatological wave pattern, but not via the anomalous anticyclonic circulation over the subarctic (c.f. Sun et al. 2015) , rather via the anomalous cyclonic circulation downstream over central-eastern Eurasia where the coupling is stronger (c.f. Nakamura et al. 2016) . Figure 10 shows a schematic of the different timing in the simulated linkages. This finding is reminiscent of the 2000s when the discussion was centred upon the atmospheric response to mid-latitude SST anomalies. The conclusion at the time was that, even being probably small as compared to internal atmospheric variability, the extratropical ocean can influence the atmospheric circulation (beyond the boundary layer) by exciting or modulating the eddy/mean-flow interaction, which eventually shapes the low-frequency variability modes and thus the indirect atmospheric response. Hence, the simulation of both climatological flow and transient eddy activity determine the timing and shape of a model's response to SST anomalies (see Kushnir et al. 2002 for review); Fig. 10 suggests that something similar could apply in a model's response to SIC anomalies. A step forward to understanding the potential influence of Arctic sea-ice anomalies on the atmospheric circulation was undertaken with AGCM experiments.
Along the same line of reasoning, they showed that SICinduced atmospheric response was mediated by transient eddies to establishing an equivalent-barotropic structure, resembling a NAO/AO-like pattern (Alexander et al. 2004; Deser et al. 2004 Deser et al. , 2007 Magnusdottir et al. 2004) . Interestingly, the results indicated that anomalous surface heat flux associated with SIC changes is much larger than related to SST changes, which encourages the interpretation of a detectable influence of sea-ice variations. Magnusdottir et al. (2004) noticed that SIC anomalies are more efficient than SST anomalies at exciting an atmospheric response. Note that in the coupled system, the sea-ice influence may be modulated by concomitant SST changes in the North Atlantic (e.g. Balmaseda et al. 2010) . On the other hand, and in agreement with the relevance of model's internal variability in establishing the large-scale atmospheric response, some studies have emphasized the timing issue in SIC-prescribed AGCM experiments: e.g. Seierstad and Bader (2009) found an AO-like response pattern in ECHAM5 only for March; and Deser et al. (2010) showed that the NAO-like response pattern in CAM3 was found only in February. The results shown here add an important piece of evidence from coupled simulations: (1) there could be a detectable influence of eastern Arctic SIC anomalies on the NAO/AO, but (2) the timing of the simulated teleconnection may well differ from the observational one. The latter implies that it might be misleading to focus analysis of model experiments on a particular target month/season (e.g. DJF) or to adopt a multi-model ensemble-mean approach. Note that the conclusions above do not necessarily apply to long-term changes in the Northern Hemisphere atmospheric circulation related to long-term declining trends in Arctic sea ice.
Finally, two aspects are discussed in order to foster further investigation. Firstly, it is worth noting that no CMIP5 model analysed here has yielded a statistically significant lagged teleconnection with SIC in November (Fig. 10) . Observational studies have suggested that November SIC anomalies over the Barents-Kara Seas could provide predictability for the Euro-Atlantic atmospheric circulation and surface climate in winter King et al. 2015; Koenigk et al. 2015) , in agreement with results from dynamical hindcasts (Scaife et al. 2014) . November is a key month in dynamical climate forecasting indeed, as it represents a target start-date for winter forecasts, hence its importance for winter NAO/AO prediction (e.g. Stockdale et al. 2015) . The question that then emerges is: why does November appear to be that relevant in observational data, and not in the models? Figure 11 tries to shed some light on this, by showing the leading variability mode (EOF1) of detrended November Z200 anomalies over Eurasia in ERA-interim (Fig. 11a) together with the standard deviation of the field (green contours). The same analysis is applied to the CMIP5 models (Figs. 11b-i) . The observational EOF1 corresponds to the Scandinavian (SCA) pattern, which is associated with Rossby wave propagation dynamics and maintained by transient eddy feedback (e.g. Bueh and Nakamura 2007) . Its wavetrain-like structure tightly projects on the three centres of maximum variability over Eurasia (Fig. 11a) . According to the discussion above on the role of internal variability in establishing a large-scale atmospheric response to surface forcing, it is thus conceivable that SIC changes over the eastern Arctic could trigger or modify the SCA pattern in November.
Observational evidence supports this hypothesis King et al. 2015; Nakamura et al. 2015) . And, consistently with the stratospheric pathway suggested by these works in connecting November SIC anomalies with winter NAO/AO-like variability, previous studies have shown that the winter NAO/AO-like pattern is preceded by wave-like anomalies over Eurasia and mediated by troposphere-stratosphere coupled variability (e.g. Kuroda and Kodera 1999; Takaya and Nakamura 2008) . Half of the CMIP5 models (CNRM, EC-EARTH, GFDL, HadGEM) appear to underestimate the variability around the Scandinavian Peninsula, but the other half (CCSM, IPSL, MPI, NorESM) do not yield either a statistically significant lagged relationship with November SIC (Fig. 10) . So, no clear link between a realistic simulation of Z200 standard deviation over Eurasia and a potential SIC-NAO/ AO teleconnection can be formulated. Regardless, they all simulate a wave-like anomaly as leading EOF in November (Fig. 11b-i) . Hence, these results suggest that the simulated atmospheric circulation in November is not strongly sensitive to sea-ice changes over the eastern Arctic.
Secondly, as introduced in Sect. 1, there seems to be an increasing consensus on the regional atmospheric response to SIC changes over the eastern Arctic, which takes the form of an anomalous anticyclonic circulation over the subarctic associated with sea-ice reduction. This anomalous high-pressure system can be found from autumn to spring (Semmler et al. 2012) . Following the notion that internal variability helps settling an extratropical atmospheric response to surface forcing (e.g. Kushnir et al. 2002) , it is expected that transient eddies play a role in modifying the direct response to SIC anomalies, leading to an equivalentbarotropic structure and eventually resembling a large-scale variability mode (e.g. Deser et al. 2004 Deser et al. , 2007 . Figure 12 shows the leading EOF (EOF1) of detrended Z200 anomalies over Eurasia at the effective month in each CMIP5 model in establishing the lagged relationship with SIC Fig. 12 As Fig. 11 , but in the target SIC month for each CMIP5 model (see Fig. 10 ); indicated in brackets anomalies (Fig. 10) . With the exception of MPI (Figs. S12e,  12h ), there is a reasonable agreement between the contemporaneous Z200 anomalies to SIC changes and the corresponding EOF1 pattern, particularly around the Scandinavian Peninsula as in CCSM (Figs. 3e, 12a) , EC-EARTH for October (Figs. S11e, 12c) and HadGEM (Figs. 4e, 12f) . A very strong projection is found in IPSL (Figs. 5e, 12g) and NorESM (Figs. 9e, 12i) . A good correspondence with the wave-like Z200 anomalies in CNRM (Figs. 6e, 12b) , EC-EARTH for December (Figs. 7e, 12d) and GFDL (Figs. 8e,  12e) is also noticeable. Although from the MCA approach the SIC impact cannot be isolated (see final discussion in Sect. 5), these additional results provide a framework to consistently understand the potential influence of eastern Arctic sea-ice anomalies on the Eurasian atmospheric circulation reported here and elsewhere, by means of exciting/ modulating its internal variability modes. Further modelling efforts are required to confirm the sign of the connection and the effectiveness of the timing.
Conclusions
This work aimed to assess whether state-of-the-art coupled models are able to simulate the observational lagged relationships between SIC anomalies in the eastern Arctic, i.e. over the Greenland-Barents-Kara Seas, and the EuroAtlantic atmospheric circulation variability. The underlying question is to know if there could be a detectable influence, statistically different from noise, on NAO-like variability in the coupled system by overcoming the sampling limitation of the observational record. A successful reproducibility of the observational linkages would suggest that there is a detectable influence in nature as well, which could be beneficial for improving climate forecasting capabilities. To this aim, a set of CMIP5 ensemble simulations have been considered under current climate conditions, with historical plus RCP4.5 radiative forcings in the period 1979-2013. Neither pre-industrial nor projected-future conditions are subject to analysis. The focus is on covariability around the long-term trends, so all anomalies are detrended. The lagged relationships are identified by maximum covariance analysis (MCA), and the statistical significance is estimated by a Monte Carlo test (see Sect. 2). This statistical approach has led to some interesting findings that are summarized below:
• The analysed CMIP5 models show a statistically significant link with sea-ice reduction over the eastern Arctic followed by a negative NAO/AO-like pattern in 1-or 2-month lead-time. The most sensitive SIC region in each case is over the marginal ice zone, whereby it depends on the location of the model climatological seaice edge along the seasonal cycle. Most models show persistent SIC anomalies until the effective month in triggering the lagged teleconnection.
• If the simulated relationship is found at a lag of one month, the results overall suggest that a stratospheric pathway could be at play as the driving mechanism; in observations this is preferentially shown for SIC in November. The results further indicate that a wave-like anomaly over Eurasia, consisting of an anticyclonic circulation over the subarctic and a downstream cyclonic circulation over eastern Eurasia, and particularly the latter, might be key in establishing the troposphere-stratosphere interaction via constructive interference with the climatological wave pattern.
• If the simulated relationship is found at a lag of two months, the results generally suggest that tropospheric dynamics are dominant; in observations this is preferentially shown for SIC in December. The settling of the largescale atmospheric anomaly is conceivably determined by the positive feedback from transient eddy activity.
• The timing of the simulated lagged relationship strongly depends on the model. This suggests that atmospheric sensitivity to sea-ice changes is likely model dependent on the background flow, which might represent an important source of uncertainty in climate prediction and projection.
A caveat follows. Both the methodology (MCA) and simulations (historical+RCP4.5 runs) employed in this study cannot really isolate the atmospheric response, although the analysis results were consistent with AGCM simulations with prescribed SIC changes. Implying causality is a limitation in this work; that is the reason why the statements point towards potential linkages or teleconnections. Forcing and response could be further diagnosed with more complex statistical methods like Causal Effect Networks (e.g. Kretschmer et al. 2016) . Even so, dedicated sensitivity experiments are required to provide more conclusive evidence on the influence of eastern Arctic SIC anomalies on the Euro-Atlantic atmospheric circulation, especially including simulations in coupled mode like initial-value approaches of the forcing (e.g. Wu et al. 2007) or nudging/relaxation strategies (e.g. Jung et al. 2014) . Likewise, according to the results shown here, modelling efforts are also needed in order to get model covariability closer to observations. Among the research lines that could achieve this goal there are to explore the sensitivity of model's atmospheric response to the location of the sea-ice forcing and to reduce biases in both the climatological SIC (Figs. S3-S10) and atmospheric mean-flow.
