Abstract. Global error bounds for possibly degenerate or nondegenerate monotone a ne variational inequality problems are given. The error bounds are on an arbitrary point and are in terms of the distance between the given point and a solution to a convex quadratic program. For the monotone linear complementarity problem the convex program is that of minimizing a quadratic function on the nonnegative orthant.
Introduction
We consider here the monotone a ne variational inequality problem 1, 3] of nding an x in X such that (x ? x) T (M x + q) 0; 8x 2 X: = fx j Ax b; x 0g (1) where M is an n n real positive semide nite matrix (not necessarily symmetric) and A is an m n real matrix. When X is the nonnegative orthant, the problem becomes the classical monotone linear complementarity problem (LCP) 2, 14] . Our principal concern here is: Given an arbitrary point x in IR n , how far is it from the closed convex solution set X of (1) , assuming that X is nonempty? Global error bounds for (1) have been given by 15, M in terms of a gradient projection residual multiplied by a term that involves the norm of the point x. In this work the error bound is motivated by the following formulation of (1) of nding an x 2 X such that (x ? x) T (Mx + q) 0; 8x 2 X = fx j Ax b; x 0g (2) This is equivalent to (1) Hence, the minimum value of zero can be achieved by setting y = x. Thus when x 2 X, and > 0, the unique solution of (3) is y(x) = x. The error bounds we propose here are based on the quantity y(x) ? x which is zero when x 2 X and y( x) = x. This prompts us to propose the following iterative procedure for solving (1) x i+1 2 arg min
for which we have no convergence results at the present time. One advantage of (4) over the original problem (1) is the induced symmetry of the quadratic term which permits the potential use of successive overrelaxation (SOR) methods such as those of 4] especially for the monotone linear complementarity problem, that is when X is the nonnegative orthant.
In addition, (4) is strongly convex when > 0.
Our principal tool in deriving our bounds here is the error bound that was obtained in 
where N is a k k real positive semide nite matrix, not necessarily symmetric. We shall assume that the solution set of (5) 
ku; v; ; zk
Columns of N T I dN 
If the LCP (5) has some nondegenerate solutionẑ; that isẑ+Nẑ +p > 0; then the bound (7) simpli es to 10, Theorem 2.6]
with the term (N; p) deleted from (9) , and the termsN 1 2 z andN 1 2 deleted from (11). It was noted in 13, Example 2.9] that the square root term in the bound (7) is essential and cannot be dispensed with even locally.
In order to apply the above bounds to the monotone a ne variational inequality problem (1) we state an equivalent characterization of (1) Proof An x is a solution of (1) Note that the LCP (13) was precisely the same problem used in 11] to obtain an error bound for the monotone a ne variational inequality (1) in terms of a gradient projection residual. Note also that the error bound (7) of Theorem 1 could be applied directly to (13) to obtain an error bound on both (x; u) and hence on x. However, the whole thrust of our approach is to generate an error bound on a given point x using a computable residual in terms of x only. Using a residual for the LCP (13) directly requires knowledge of a multiplier u associated with x which we do not have. To avoid an explicit computation of u, a gradient projection residual was used in 11], and in this paper a residual based on a \proximal minimum principle" (3) is employed.
Error Bounds for the Monotone A ne Variational

Inequality
We rst derive the global error bounds (14) and (32) below, for the monotone variational inequality (1), by using the error bounds (7) and (12) on the equivalent LCP formulation 
is feasible and hence the convex quadratic objective of (15) We now apply the error bound, Theorem 1, to the linear complementarity problem (13) (which is equivalent to (1) We point out the di erence between the two cases > 0 and = 0. In the former case, the error bound (14) would seem to be weaker than the corresponding one for = 0.
However, if x 2 X, it is easy to see that y(x) = x when > 0, so the corresponding error bound is zero on the solution set. There is no such guarantee for the case = 0, since there may be other solutions to (15) . The following lemma and example make this clearer. If the monotone a ne variational inequality (1) is nondegenerate in the sense that the corresponding LCP (13) has some nondegenerate solution, then by using the corresponding error bound (12) of Theorem (1), the error bound (14) given above simpli es as follows. Remark Theorems 3 and 6 can be specialized to the monotone linear complementarity problem by taking X to be the nonnegative orthant in IR n . In this case, y(x) as de ned by (3) simpli es to y(x) 2 arg min y 0 (y ? x) T (My + q) + 2 ky ? xk 2 We now derive a strong upper semicontinuity result for the nondegenerate monotone a ne variational inequality problem based on a similar result for the monotone linear complementarity problem 6].
Theorem 7 (Strong upper semicontinuity of nondegenerate monotone a ne variational inequalities) Let M be positive semide nite and let (1) be solvable withx being some nondegenerate solution of (1), that isx and a correspondingû solve (13) and such that (31) holds.
Let fx i g be a sequence in X converging to an x 2 X such that there exist fu i g satisfying 
