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ON THE CONNECTEDNESS OF THE SINGULAR LOCUS
OF THE MODULI SPACE OF PRINCIPALLY
POLARIZED ABELIAN VARIETIES
SEBASTIÁN REYES-CAROCCA AND RUBÍ E. RODRÍGUEZ
Abstract. Let Ag denote the moduli space of principally polarized abelian
varieties of dimension g ≥ 3. In this paper we prove the connectedness of the
singular sublocus of Ag consisting of those abelian varieties which possess an
involution different from −id.
1. Introduction and statement of the result
Let Ag denote the moduli space of principally polarized abelian varieties of
dimension g ≥ 3. It is a known fact that Ag is endowed with a structure of complex
analytic space, and that its singular locus agrees with the set of points representing
principally polarized abelian varieties admitting automorphisms different from ±id.
The problem of determining, if they exist, those g for which the singular locus
of Ag is connected is a natural problem to deal with; however, according to the
knowledge of the authors, it still remains as an open question.
A contribution on this respect has been a decomposition of the singular locus
of Ag in terms of irreducible components; this work is due to González-Aguilera,
Muñoz-Porras and García Zamora in [9].
The aforementioned connectedness problem is very much in contrast with the
corresponding situation for the moduli space Mg of algebraic curves of genus g.
Indeed, by considering the equisymmetric stratification of the moduli space intro-
duced by Broughton in [7], in a series of articles due to Bartolini, Costa, Izquierdo
and Porto, the connectedness of the singular locus of Mg has been completely de-
termined according to the value of g. More precisely, the singular locus of Mg is
connected if and only if g = 4, 7, 13, 17, 19 and 59. See, for example, [2].
The analogous situation for the branch locus of the Schottky space has been
considered in [11].
We also mention that the connectedness of the singular sublocus M Z2g consisting
of those points representing algebraic curves admitting an involution (see [3, Theo-
rem 6]) has played an important role –and is, indeed, the starting step– in studying
the connectedness of the singular locus of Mg.
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Accordingly, we shall denote by AZ2g the singular sublocus of Ag consisting of
those points representing principally polarized abelian varieties admitting an invo-
lution different from −id.
The present article is mainly devoted to prove the natural analog of [3, Theorem
6] in the context of principally polarized abelian varieties. More precisely:
Main Theorem. Let g ≥ 3. The singular sublocus AZ2g of Ag is connected.
The authors were unable to find results related to the singular locus of the
moduli space of principally polarized abelian surfaces (the case g = 2 is not covered
by Oort’s theorem in [15]). By contrast, the case of dimension one (i.e. for elliptic
curves) is trivial.
This article is organized as follows.
(a) In Section 2 we shall introduce the basic background; namely, complex tori,
principally polarized abelian varieties, their moduli spaces and a classifica-
tion of symplectic involutions due to Reiner in [19].
(b) By using the aforementioned classification of involutions, in Section 3 we
shall introduce a decomposition of AZ2g and study intersections between
some of its components.
(c) The Main Theorem will be proved in Section 4.
(d) As a consequence of the results proved in [9], a decomposition of AZ2g can
be obtained in terms of irreducible subvarieties of it. In Section 5 we shall
study the relationship between this decomposition and the one introduced
in Section 3.
(e) In Section 6 we shall explore the relationship between the case of principally
polarized abelian varieties and the one of algebraic curves.
(f) In Section 7 we shall illustrate our results for the case of principally polar-
ized abelian threefolds.
(g) Finally, in Section 8 we shall mention some remarks concerning future work
on this respect.
2. Preliminaries
2.1. Complex tori. We start this section by recalling known facts on complex tori
and abelian varieties; we refer to the books [4] and [8].
A g-dimensional complex torus X = V/Λ is the quotient of a g-dimensional
complex vector space V by a lattice Λ of V . Each complex torus is an abelian
group and a g-dimensional compact connected complex analytic manifold.
Complex tori can be described in a very concrete way, as follows. Choose bases
BV = {vi}
g
i=1 and BΛ = {λj}
2g
j=1 (2.1)
of V as a C-vector space and of Λ as a Z-module, respectively. It follows that there
are complex constants
{piij}1≤i≤g,1≤j≤2g such that λj = Σ
g
i=1piijvi.
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Then the matrix
Π = (piij) ∈ M(g × 2g,C)
represents X and is known as the period matrix for X with respect to (2.1).
2.2. Homomorphisms. A homomorphism between two complex tori X1 = V1/Λ1
and X2 = V2/Λ2 is a holomorphic map which respects the group law. Each homo-
morphism ϕ : X1 → X2 yields two maps:
(a) the analytic representation ρa(ϕ) : V1 → V2, which is the unique C-linear
map from V1 to V2 lifting ϕ, and
(b) the rational representation ρr(ϕ) : Λ1 → Λ2, which is the Z-linear map
from Λ1 to Λ2 given by the restriction of ρa(ϕ) to Λ1.
For i = 1, 2, let Πi ∈M(gi × 2gi,C) denote the period matrix of Xi with respect
to chosen bases, where gi stands for the dimension of Xi. Then, with respect to
these bases, ρa(ϕ) and ρr(ϕ) are given by matrices
M ∈M(g2 × g1,C) and R ∈M(2g2 × 2g1,Z)
respectively, that satisfy
MΠ1 = Π2R. (2.2)
Conversely, given M and R satisfying (2.2), there is a corresponding homomor-
phism X1 → X2. Note that, if ϕ is an isomorphism (i.e. a bijective homomorphism)
then M and R are invertible.
2.3. Abelian varieties. An abelian variety is by definition a complex torus which
is also a complex projective algebraic variety. Each abelian varietyX = V/Λ admits
a polarization; namely, a non-degenerate real alternating form Θ on V such that
for all v, w ∈ V
Θ(iv, iw) = Θ(v, w) and Θ(Λ× Λ) ⊂ Z.
We recall that the polarization determines an embedding of the complex torus
in the projective space.
If the elementary divisors of Θ|Λ×Λ are {1, g. . ., 1}, where g is the dimension of X,
then the polarization Θ is called principal and the pair (X,Θ) is called a principally
polarized abelian variety (from now on we write ppav for short).
Let (X = V/Λ,Θ) be a ppav of dimension g. Then there exists a basis for Λ such
that the matrix for ΘΛ×Λ with respect to it is given by
J =
(
0 Ig
−Ig 0
)
; (2.3)
such a basis is termed symplectic. Furthermore, there exist a basis for V and a
symplectic basis for Λ with respect to which the period matrix for X is
Π = (Ig Z),
where Z belongs to the Siegel upper-half space
Hg = {Z ∈M(g,C) : Z =
tZ, Im(Z) > 0}
with
t
Z denoting the transpose matrix of Z.
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2.4. The moduli space of ppavs. An isomorphism between two ppavs is an
isomorphism of the underlying complex torus structures that preserves the polar-
izations. It is a known fact that the automorphism group of a ppav is finite.
For i = 1, 2, let (Xi,Θi) be a ppav of dimension g and let Πi = (Ig Zi) be the
period matrix of Xi. Then an isomorphism between (X1,Θ1) and (X2,Θ2) is given
by invertible matrices M ∈ GL(g,C) and R ∈ GL(2g,Z) such that
M(Ig Z1) = (Ig Z2)R. (2.4)
Since R preserves the polarization (2.3), it belongs to the symplectic group
Sp(2g,Z) = {R ∈M(2g,Z) : tRJR = J}.
It follows from (2.4) that the correspondence Sp(2g,Z)×Hg → Hg
(R = (A BC D ) , Z) 7→ (A+ ZC)
−1(B + ZD) (2.5)
defines an action that identifies period matrices representing isomorphic ppavs.
Hence, the quotient
Hg → Ag := Hg/Sp(2g,Z)
is the moduli space of isomorphism classes of ppavs of dimension g. See [15].
We recall that an automorphism of a ppav represented by a period matrix (Ig Z)
with Z ∈ Hg is given by a symplectic matrix R as in (2.5) satisfying
(A+ ZC)−1(B + ZD) = Z. (2.6)
In particular, if R = (A 00 D ) then (2.6) turns into ZD = AZ, with D =
t
(A−1).
2.5. Reiner’s classification of involutions. Let us denote by the symbol + the
direct sum of matrices, and by In the n× n identity matrix.
In [19] Reiner succeeded in providing a classification of symplectic matrices R ∈
Sp(2g,Z) such that R2 = I2g. Namely, each such R is, up to symplectic conjugation,
of the form
W (x, y, z) + tW (x, y, z)
where W (x, y, z) is the block matrix given by
W (x, y, z) = J1+
x
· · · +J1 + (−Iy) + Iz with J1 =
(
1 0
1 −1
)
,
for some non-negative integers x, y, z such that 2x+ y + z = g.
3. A decomposition of the singular sublocus AZ2g
Let X be a ppav of dimension g and let j be an involution on it; namely, an
order two automorphism of X as ppav.
Let x, y, z be non-negative integers such that 2x+ y + z = g. We shall say that
the involution j is of type (x, y, z) if its rational representation ρr(j) is conjugate to
W (x, y, z) +
t
W (x, y, z)
in the symplectic group.
Note that there are two extremal types: namely, (0, 0, g) and (0, g, 0). The first
case corresponds to id, which is not an involution. By contrast, every ppav admits
the involution −id, which is of type (0, g, 0).
We recall that AZ2g denotes the singular sublocus of Ag consisting of those ppavs
admitting an involution different from −id. Accordingly, we set
AZ2,(x,y,z)g = {[X ] ∈ A
Z2
g : ∃ j : X → X involution of type (x, y, z)} (3.1)
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for each (x, y, z) in the collection of admissible triples
Pg = {(x, y, z) ∈ (N ∪ {0})
3 : 2x+ y + z = g} − {(0, 0, g), (0, g, 0)}.
It follows immediately that AZ2g admits the following decomposition:
AZ2g =
⋃
(x,y,z)∈Pg
AZ2,(x,y,z)g (3.2)
We shall say that (3.1) is the component of type (x, y, z) of AZ2g . Following [20,
Corollary 5.4], its dimension is
dimAZ2,(x,y,z)g = x
2 + x+ xy + xz + 12 (y
2 + y + z2 + z).
Proposition 1. Let (x, y, z) be an admissible triple. Then
AZ2,(x,y,z)g = A
Z2,(x,z,y)
g .
Proof. Let X be a ppav admitting an involution j of type (x, y, z). Possibly after
an isomorphism, there exists a symplectic basis B = {λi} for Λ, where X = V/Λ,
with respect to which the rational representation of j is given by
W (x, y, z) +
t
W (x, y, z).
With respect to B, the rational representation of (−id) ◦ j is then given by
R = (−1)W (x, y, z) + (−1) tW (x, y, z),
which is conjugate in Sp(2g,Z) to
W (x, z, y) +
t
W (x, z, y).
Thus (−id) ◦ j is an involution of X of type (x, z, y), and the proof is done. 
This remaining part of this section is devoted to study intersections between the
components in the decomposition (3.2).
3.1. Components (x, y, z) with x = 0. An admissible tripe (x, y, z) with x = 0
has the form
(0, y, g − y) with 1 ≤ y ≤ g − 1.
The following proposition asserts that all the components with x = 0 have non-
empty common intersection.
Proposition 2. The intersection⋂
1≤y≤g−1
AZ2,(0,y,g−y)g (3.3)
is not empty. Furthermore, it contains the g-dimensional family F0 consisting of
those ppavs which are isomorphic as ppavs to the product of g elliptic curves.
Proof. By Proposition 1 it is enough to consider the intersection (3.3) with the
index y running in {1, . . . , [ g2 ]}.
Let X = V/Λ ∈ F0, say
X ∼= E1 × · · · × Eg
where each Ej is an elliptic curve. Choose a1, . . . , ag ∈ H1 such that
Ej ∼= 〈1〉C/〈1, aj〉Z.
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It is not difficult to construct bases BV and BΛ = {λi} of V and Λ respectively,
with respect to which the period matrix for X is (Ig Z), with
Z = diag(a1, . . . , ag).
For each 1 ≤ y ≤ [ g2 ], consider the automorphism Φy of Λ given by
λl 7→
{
−λl if l ∈ {1, . . . , y, g + 1, . . . , g + y}
λl if l ∈ {y + 1, . . . , g, g + y + 1, . . . , 2g}.
It is straightforward to see that, with respect to BΛ, the automorphism Φy can
be represented by the matrix
W (0, y, g − y) +W (0, y, g − y).
Now, note that the equality
W (0, y, g − y) · Z = Z ·W (0, y, g − y)
holds for each 1 ≤ y ≤ [ g2 ]. Hence Φy induces an involution of X of type (0, y, g−y)
for each y, showing that
X ∈
⋂
1≤y≤[ g2 ]
AZ2,(0,y,g−y)g .
Clearly, the collection F0 depends on g moduli, and the proof is done. 
3.2. Components of type (x, y, z) with x ≥ 1. An admissible triple (x, y, z),
with fixed 1 ≤ x ≤ [ g2 ], has the form
(x, y, g − 2x− y) with 0 ≤ y ≤ g − 2x.
The following result generalizes Proposition 2 to the case x ≥ 1.
Proposition 3. Let 1 ≤ x ≤ [ g2 ] fixed. The intersection⋂
0≤y≤g−2x
AZ2,(x,y,g−2x−y)g (3.4)
is not empty. Furthermore, it contains the (x2 − x + g)-dimensional family Fx of
ppavs which are isomorphic as ppavs to the product
A1 × E1 × · · · × Eg−2x
where E1, . . . , Eg−2x are elliptic curves, and A1 is a ppav of dimension 2x repre-
sented by the period matrix (I2x Z1) where Z1 ∈ H2x is of the formX1 X2 ··· XxXx+1 ··· X2x−1... ...
Xx(x+1)/2
 where Xj = ( 2aj ajaj bj ) . (3.5)
Proof. Note that if g is even and x = g2 then the intersection (3.4) is simply the
component of type ( g2 , 0, 0). Hence, we may assume g odd or g even with x ≤
g
2 −1.
Moreover, by Proposition 1, it is enough to consider the intersection (3.4) with the
index y running in {0, . . . , [ g−2x2 ]}.
Let X be a ppav admitting an involution j of type (x, 0, g− 2x). Then, possibly
after an isomorphism, there exists a symplectic basis B = {λi} for Λ, where X =
V/Λ, with respect to which the rational representation of j is given by the matrix
W (x, 0, g − 2x) + tW (x, 0, g − 2x)
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Following [20, Theorem 5.3], the period matrix of X with respect to B is (Ig Z)
with Z ∈ Hg of the form
Z =
(
Z1 U
tU Z2
)
,
where Z1 ∈ GL(2x,C) is symmetric and U ∈ GL(2x× (g − 2x),C) are of the form
Z1 =
X1 X2 ··· XxXx+1 ··· X2x−1. . . ...
Xx(x+1)/2
 U =

U1 U2 ··· Ug−2x
Ug−2x+1 ··· U2(g−2x)
. . .
...
Ux(g−2x)

where Xj =
(
2aj aj
aj bj
)
, Uj =
(
2dj
dj
)
, and Z2 ∈ GL(g − 2x,C) is symmetric.
We now restrict to the subcollection Fx of ppavs possessing an involution of
type (x, 0, g − 2x) with period matrix as before, but satisfying the following two
additional conditions:
(a) U = 0, and
(b) if Z2 = (bij)
g
i,j=2x+1 then bij = 0 if and only if i 6= j.
In other words, we consider ppavs with period matrix (Ig Z) with
Z = Z1 + diag(b2x+1,2x+1, . . . , bg,g).
with Z1 as in (3.5).
For each 1 ≤ y ≤ [ g−2x2 ], we define an automorphism Φy of Λ as follows:
Φy(λl) =

λl + λl+1 if l = 2u− 1 for some 1 ≤ u ≤ x
−λl if l = 2u for some 1 ≤ u ≤ x
−λl if 2x+ 1 ≤ l ≤ 2x+ y or 2x+ 1 + g ≤ l ≤ 2x+ y + g
λl if 2x+ y + 1 ≤ l ≤ g or 2x+ y + 1 + g ≤ l ≤ 2g
λl if l = 2u− 1 + g for some 1 ≤ u ≤ x
λl−1 − λl if l = 2u+ g for some 1 ≤ u ≤ x
It is easy to see that for each y the automorphism Φy is represented, with respect
to B, by the matrix
W (x, y, g − 2x− y) + tW (x, y, g − 2x− y).
Now, the fact that
(
1 0
1 −1
)
·Xj = Xj ·
t( 1 0
1 −1
)
implies that the equality
W (x, y, g − 2x− y) · Z = Z · tW (x, y, g − 2x− y)
holds, for each 1 ≤ y ≤ [ g−2x2 ].
Hence, we are in position to asserts that each ppav in Fx admits, in addition to
an involution of type (x, 0, g − 2x), involutions of type (x, y, g − 2x − y) for each
1 ≤ y ≤ [ g−2x2 ]. This proves the first statement.
Note that the family Fx depends on
x(x + 1) + (g − 2x) = x2 − x+ g
moduli. Moreover, as the period matrices of the members of Fx have the form
(Ig Z) with
Z = Z1 + diag(b2x+1,2x+1, . . . , bg,g),
we can conclude that they can be decomposed as the product of a ppav of dimension
2x with period matrix (I2x Z1), and g− 2x elliptic curves with period matrix (1 bii)
for 2x+ 1 ≤ i ≤ g.
The proof of the proposition is done. 
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3.3. Components with x ≥ 1 and a component with x = 0. We now proceed
to show that for each fixed 1 ≤ x ≤ [ g2 ], the family Fx intersects a component of
the form (0, y, g − y) for a suitable choice of y.
Proposition 4. Let 1 ≤ x ≤ [ g2 ] fixed. Assume g odd, or g even with x 6=
g
2 . Then
Fx ⊂ A
Z2,(0,2x,g−2x)
g .
Proof. Let X = V/Λ be a member of Fx. According to the proof of Proposition 3,
there is a symplectic basis B = {λi} for Λ with respect to which the period matrix
of X is (Ig Z), with Z ∈ Hg of the form
Z = Z1 + diag(b2x+1,2x+1, . . . , bg,g).
with Z1 as in (3.5).
Define the automorphism Φ of Λ, as follows:
Φ(λl) =
{
−λl if 1 ≤ l ≤ 2x or g + 1 ≤ l ≤ g + 2x
λl if 2x+ 1 ≤ l ≤ g or 2x+ 1 + g ≤ l ≤ 2g.
It is easy to see that Φ is represented, with respect to B, by the matrix
W (0, 2x, g − 2x) +W (0, 2x, g − 2x).
Now the result follows from the equality
W (0, 2x, g − 2x) · Z = Z ·W (0, 2x, g − 2x).

It only remains to consider the case g even and x = g2 . Let F˜g/2 denote the
g-dimensional subfamily of Fg/2 consisting of those ppavs with period matrix Z1
as in (3.5), but with Xj = 0 if and only if Xj is not in the diagonal.
In other words,
Z1 = X1 +X g+2
2
+ · · ·+X g(g+2)
8
with Xj =
(
2aj aj
aj bj
)
. (3.6)
Proposition 5. If g is even then
F˜g/2 ⊂ A
Z2,(0,
g
2 ,
g
2 )
g .
Proof. Let X = V/Λ be a member of F˜g/2. Let B = {λi} be the symplectic basis
for Λ with respect to which the period matrix of X is (Ig Z) with Z as in (3.6).
Define the automorphism Φ of Λ as follows:
Φ(λl) =
{
−λl if 1 ≤ l ≤
g
2 or g + 1 ≤ l ≤
3
2g
λl if
g
2 + 1 ≤ l ≤ g or
3
2g + 1 ≤ l ≤ 2g
It is easy to see that Φ is represented, with respect to B, by the matrix
W
(
0, g2 ,
g
2
)
+W
(
0, g2 ,
g
2
)
.
Now, the result follows from the equality
W
(
0, g2 ,
g
2
)
· Z = Z ·W
(
0, g2 ,
g
2
)
.

We finish this section by giving a bound on the number of components in the
decomposition (3.2).
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Proposition 6. The number of components in the decomposition (3.2) is at most{
g(g+6)
8 if g is even;
(g+5)(g−1)
8 if g is odd.
Proof. Following the proof of Proposition 2.5 in [9], the number of triples (x, y, z)
of non-negative integers x, y, z such that 2x+ y + z = g is
n =
{
(g+2)2
4 if g is even;
(g+1)(g+3)
4 if g is odd.
According to Proposition 1, we can ensure that:
(a) there are
s0 :=
{ g−2
2 if g is even;
g−1
2 if g is odd
pairs of triples of the form (0, y, z) giving rise to s0 components in the
decomposition (3.2), and
(b) for each fixed 1 ≤ x ≤ [ g2 ], there are
sx :=
{
g−2x
2 if g is even;
g−2x+1
2 if g is odd
pairs of triples of the form (x, y, z) giving rise to sx components in the
decomposition (3.2).
Thus after disregarding, in addition, the extremal triples (0, g, 0) and (0, 0, g),
the number of components in the decomposition (3.2) is at most
n− 2−
[ g2 ]∑
x=0
sx =
{
g(g+6)
8 if g is even;
(g+5)(g−1)
8 if g is odd.

4. Proof of the Main Theorem: AZ2g is connected
Let g ≥ 3 and let x, y, z be non-negative integers such that (x, y, z) belongs to
the set of admissible triples Pg.
As in [20], denote by S(x, y, z) the set of matrices in Hg of the form X Y UY t Zy 0y,z
U t 0z,y Zz
 ,
where X is a 2x× 2x complex symmetric matrix of the form
X =

X1 X2 . . . Xx
Xx+1 . . . X2x−1
. . .
X x(x+1)
2
 , with Xj =
(
2aj aj
aj bj
)
,
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Y is a 2x× y complex matrix of the form
Y =

Y1 Y2 . . . Yy
Yy+1 . . . Y2y
...
Yxy
 , with Yj =
(
0
cj
)
,
U is a 2x× z complex matrix of the form
U =

U1 U2 . . . Uz
Uz+1 . . . U2z
...
Uxz
 , with Uj =
(
2dj
dj
)
,
Zn is a complex symmetric n×n matrix, with n = y first and then n = z, and 0y,z
is the zero y × z matrix.
According to [20, Lemma 5.2] and [20, Theorem 5.3], the set S(x, y, z) satisfies
the following property: for each ppav of dimension g admitting an involution of
type (x, y, z), after isomorphism, there exists a symplectic basis with respect to
which its period matrix is given by (Ig Z) with Z ∈ S(x, y, z). Hence, the canonical
projection Hg → Ag restricts to a projection
S(x, y, z)→ AZ2,(x,y,z)g .
We claim that each S(x, y, z) is connected. Indeed, this follows from the given
explicit description of the elements of S(x, y, z), from which it is clear that S(x, y, z)
is closed under sums and under multiplication by positive real numbers; thus, it is
convex and therefore it is connected, as claimed.
Now the proof of the Main Theorem follows directly from Propositions 1, 2, 3,
4 and 5. 
5. The relationship with the decomposition in [9]
Let X = V/Λ be a ppav of dimension g and let n ≥ 3 be an integer. Consider
the n-torsion points subgroup of X
Xn := {x ∈ X : x+
n
· · · +x = 0} ∼= 1nΛ/Λ
∼= (Zn)
2g
Each automorphism ϕ of X restricts to a group automorphism ϕn of Xn; this is
known as the n-level structure of ϕ. Moreover, if the rational representation of ϕ is
given by a matrix
R ∈ Sp(2g,Z),
then ϕn can be represented by the matrix obtained after reducing the entries of R
modulo n; it will be denoted by
Rn ∈ GL(2g,Zn).
Following [9], let us denote byAg(q, ϕn) the set of ppavs of dimension g admitting
an automorphism of prime order q whose n-level structure is conjugate to ϕn in
GL(2g,Zn). The main result of [9] asserts that, for g, n ≥ 3 and q prime, the set
Ag(q, ϕn) is an irreducible algebraic subvariety of Ag. Moreover, for fixed n
Sing(Ag) =
⋃
Ag(q, ϕn),
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where the union is taken over all ppavsX of dimension g, and over all non-conjugate
n-level structures of automorphisms ϕ of prime order q of X.
In particular, for fixed n, the decomposition
AZ2g =
⋃
Ag(2, jn). (5.1)
is obtained, where the union is taken over all ppavs X of dimension g and over all
non-conjugate n-level structures of involutions j (6= −id) of X.
The following result relates the decompositions (3.2) and (5.1) of AZ2g .
Proposition 7. There is a surjective correspondence
Ξ : {AZ2,(x,y,z)g : (x, y, z) ∈ Pg} → {Ag(2, jn) : j 6= −id is an involution}
from the set of the components of the decomposition (3.2) onto the set of the com-
ponents of the decomposition (5.1).
Proof. Let x, y, z be non-negative fixed integers such that (x, y, z) ∈ Pg. If X is a
ppav admitting an involution j of type (x, y, z), then we define
Ξ(AZ2,(x,y,z)g ) := Ag(2, jn)
where jn : Xn → Xn stands for the n-level structure of j.
We claim that Ξ is well-defined; indeed, if Y is another ppav admitting an
involution i of the same type (x, y, z) then the rational representations of j and i
are conjugate in the symplectic group. In other words, there exists a symplectic
matrix E ∈ Sp(2g,Z) such that
ρr(j) ·E = E · ρr(i),
and therefore the corresponding n-level structures jn and in are conjugate by En,
which belongs to GL(2g,Zn). Thus
Ag(2, jn) = Ag(2, in)
showing that Ξ is well-defined, as desired.
The surjectivity is easy to see; in fact, given Ag(2, jn) we have that
Ξ(AZ2,(x0,y0,z0)g ) = Ag(2, jn)
where the tuple (x0, y0, z0) is chosen as the type of j.
The proof is done. 
The following corollary follows directly from the way in which Ξ was constructed.
Corollary 1. If Ξ(A
Z2,(x,y,z)
g ) = Ag(2, jn) then
AZ2,(x,y,z)g ⊆ Ag(2, jn).
6. The relationship with M Z2g
Let Mg denote the moduli space of smooth irreducible complex algebraic curves
of genus g ≥ 2. It is a known fact that Mg is endowed with a structure of complex
analytic space of dimension 3g − 3. See, for example, [14].
The connectedness of the singular locus of Mg has been extensively studied ever
since, in 1888, Bolza [6] proved that the curve
y2 = x5 − 1
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represents an isolated singular point in M2; see also [13]. Furthermore, by the
results of Igusa [12], this point is the unique singular point of M2.
It is known that the singular locus of M3 agrees with those points representing
curves S admitting non-trivial automorphisms, with the exception of those hyper-
elliptic ones whose reduced automorphism group (i.e. Aut(S)/〈ι〉 with ι denoting
the hyperelliptic involution) is trivial; see [16]. Meanwhile, for g ≥ 4 the singular
locus of Mg agrees with the branch locus of the canonical projection
Tg → Mg
where Tg denotes the Teichmüller space of Riemann surfaces of genus g. Thus, for
g ≥ 4 the singular locus of Mg corresponds to those points representing curves
admitting non-trivial automorphisms; see [17] and [18], and also [15].
It was proved in [7] that the singular locus of the moduli space of algebraic curves
admits an equisymmetric stratification
Sing(Mg) =
⋃
M
Zq,θ
g
where the stratum M
Zq,θ
g corresponds to the set of points representing curves of
genus g admitting the action of a cyclic group of prime order q with fixed topological
class θ.
As mentioned in the introduction of this paper, nowadays, the connectedness or
not of the singular locus of Mg is known, according to the value of g.
Assume g ≥ 3 and let t := [ g+12 ]. We proceed to list some known facts for the
case q = 2.
(a) There are exactly t+ 1 topologically non-equivalent actions of Z2 on alge-
braic curves C of genus g. These actions, say θi, are parametrized by the
genus of the corresponding quotient; namely, the
action of type θi ⇐⇒ signature (i; 2, 2g+2−4i. . . , 2)
for 0 ≤ i ≤ t. We recall that the signature of the action is (i; 2, 2g+2−4i. . . , 2)
means that the corresponding quotient Riemann surface has genus i, and
the associated two-fold branched regular covering map ramifies over exactly
2g + 2− 4i values.
Note that θ0 corresponds to the action given by the hyperelliptic invo-
lution.
(b) In particular, the following decomposition of M Z2g is obtained:
M
Z2
g =
t⋃
i=0
M
Z2,θi
g (6.1)
Note that if g = 3, then the stratum with i = 0 corresponds to those
hyperelliptic curves with non-trivial reduced automorphism group.
(c) Following [3, Theorem 6], there exists a g-dimensional family of algebraic
curves of genus g admitting simultaneously Z2-actions of type θi and of
type θt. In other words,
M
Z2,θi
g ∩M
Z2,θt
g 6= ∅,
for each 0 ≤ i ≤ t− 1.
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(d) Following [20, Theorem 6.1], if an algebraic curve C admits a Z2-action
of type θi, with i 6= 0, then its Jacobian variety JC (endowed with the
canonical polarization) admits an involution of type:
(x, y, z) =
{
( g−12 , 0, 1) if i =
g+1
2 and g odd
(i, g − 2i, 0) otherwise
By (b) the stratum corresponding to the action θt is special with respect to the
decomposition (6.1), in the sense that it has non-trivial intersection with all other
strata. By (d) this special stratum is in correspondence with the component{
( g−12 , 0, 1) if g odd
( g2 , 0, 0) if g even
of the decomposition (3.2) of AZ2g .
Consequently, by considering the Torelli map Mg → Ag (which associates to
each curve C its Jacobian JC) it follows immediately that
AZ2,(i,g−2i,0)g ∩ A
Z2,(
g−1
2 ,0,1)
g 6= ∅
for each 1 ≤ i < g+12 when g is odd, and
AZ2,(i,g−2i,0)g ∩A
Z2,(
g
2 ,0,0)
g 6= ∅
for each 1 ≤ i < g2 when g is even (more precisely, the previous intersections contain
a g-dimensional family of Jacobians).
The following result assert that for g odd each component of AZ2g is, in fact,
special with respect to the decomposition (3.2); namely, all components have non-
empty common intersection.
Proposition 8. Let g ≥ 3 be odd. There exists a g-dimensional family F of ppavs
of dimension g such that, if X ∈ F , then:
(a) X admits an involution of every type (x, y, z) ∈ Pg.
(b) X is isomorphic as ppav to the product
A1 × · · · ×A g−1
2
× E
where E is an elliptic curve, and each Aj is a ppa surface represented by
the period matrix (I2 Zj) where Zj ∈ H2 is the matrix of the form(
2aj aj
aj bj
)
.
(c) the automorphism group of X as ppav has order at least (g+1)(g+3)4 .
Proof. The proof follows the same arguments employed to prove the propositions
of the third section. 
Remarks.
(a) In order to prove the Main Theorem of the paper, the previous proposition
can replace Propositions 1, 2, 3, 4 and 5 for the case g odd.
(b) As an application of [1, Proposition 4.4], it can be seen that the ppa surfaces
Aj of the previous proposition are isogenous to the product of two elliptic
curves.
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7. Principally polarized abelian threefolds
In this section we consider the decomposition (3.2) for ppa threefolds:
AZ23 =
⋃
(x,y,z)∈P3
A
Z2,(x,y,z)
3
Note that the admissible triples in this case are exactly four; namely:
(0, 1, 2), (0, 2, 1), (1, 0, 1), (1, 1, 0).
By Proposition 1 we can ensure that the components associated to (1, 0, 1) and
to (1, 1, 0) agree, and that the components associated to (0, 1, 2) and to (0, 2, 1)
agree. So, in this case the singular sublocus AZ23 can be written as a union of only
two components, each one of dimension 4:
AZ23 = A
Z2,(0,1,2)
3 ∪ A
Z2,(1,0,1)
3 (7.1)
Let S be a ppa surface described by a period matrix of the form ( 2a aa b ) and let E
be an elliptic curve. Then, by Proposition 4, each member of the three-dimensional
family F1 of ppa threefolds of the form S×E admits simultaneously involutions of
type (0, 1, 2) and (1, 0, 1), showing that
A
Z2,(0,1,2)
3 ∩A
Z2,(1,0,1)
3 6= ∅. (7.2)
Following Proposition 2, the component of type (0, 1, 2) contains the family F0
of ppa threefolds which are isomorphic to the product of three elliptic curves. Note
that the families F0 and F1 (and, more generally, Fx for each x ≥ 0) do not contain
Jacobians, and that F0 does not intersect F1.
Let us assume that n = p is an odd prime number, and that j and i are involutions
of type (0, 1, 2) and (1, 0, 1) respectively. Then, in spite of the fact that the rational
representations of j and i are not conjugate in Sp(6,Z), the equality(
M 0
0 tM
)
·
(
W (1,0,1) 0
0 tW (1,0,1)
)
=
(
W (0,1,2) 0
0 W (0,1,2)
)
·
(
M 0
0 tM
)
where
M =
(
1 −2 0
c 0 0
0 0 1
)
with − 2c ≡ 1mod p,
shows that their restrictions jp and ip are conjugate in GL(6,Zp). In other words,
A3(2, jp) = A3(2, ip) = A
Z2
3 ,
and therefore AZ23 is irreducible.
We recall that, as mentioned in Section 6, the component of type (1, 0, 1) contains
Jacobians and, by contrast, the component of type (0, 1, 2) does not. Thus, the fact
that AZ23 is irreducible together with (7.1) and (7.2) allow us to state that
A
Z2,(0,1,2)
3 ⊂ A
Z2,(1,0,1)
3 = A
Z2
3 .
In particular we obtain:
Proposition 9. If a ppa threefold admits an involution different from −id then it
admits an involution of type (1, 0, 1).
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8. Final Remarks
We end this article by mentioning some remarks:
(a) To generalize our results from involutions to higher order automorphisms
seems a difficult task; the main difficulty is that there does not exist a
symplectic classification as it does in the case of involutions. We refer to
the master thesis [21] for an attempt to finding an analogous classification
in the order three case.
(b) In [5] the automorphisms of polarized abelian threefolds were classified;
among them, in particular, ppa threefolds. Then, following the arguments
employed for the case of algebraic curves of genus three, it seems reasonable
to ask if this classification together with our results can be used to decide
if the singular locus of A3 is or is not connected.
(c) The number of isolated points in the singular locus of Mg is classically
known for each g ≥ 2; see [13]. In an analogous way, one can ask whether
the singular locus of Ag has isolated points (see [10] for the case 2g + 1
prime). Towards answering the aforesaid question, we have noticed the
following simple –but apparently unknown– fact: if there exists an isolated
singular point X in Ag, then the order of its reduced automorphism group
must be odd. In fact, if the reduced automorphism group of X were of even
order, then X would belong to some component (x, y, z) and, consequently,
it would not be isolated.
(d) The decomposition (5.1) depends heavily on the choice of the integer n;
this dependence being reflected, for instance, in the number of components
(if g = 3 and n = 6, then (5.1) has two components, instead of one as in
the case n = p prime). It would be interesting to understand the extent to
which the number of components in (5.1) is affected by the choice of n; this
problem was unconsidered in [9].
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