Abstract. An iterated function system on X R d is de ned by successively iterating an i.i.d. sequence of random Lipschitz functions from X to X. This paper shows how Fn = f 1 fn may converge even in the absence of the strong contraction conditions | for instance, Lipschitz constant smaller than 1 on average | which earlier work has required. Instead, it is posited that there be a region of contraction which compensates for the non-contractive or even expansive part of the functions. Applications to self-modifying random walks and to random logistic maps are given.
introduction
A metric space (X; ), together with a probability measure on the set F of maps from X to itself, de nes an iterated function system. Consider a sequence f 1 ; f 2 ; : : : of i.i.d. F-valued random variables distributed like , and form the following two compositions:
F n (x) = f 1 f 2 f n (x); e F n (x) = f n f n?1 f 1 (x): An important observation is that if X 0 is an X-valued random variable independent of the sequence (f i ), then X n = e F n (X 0 ) is a Markov chain. The opposite system, though, F n (X 0 ), is a very di erent sort of object. The distinction is not seen for any xed n, of course: F n (x) and e F n (x) have the same distribution for any x and any n. But the process F n (x) is not a Markov chain, and in many circumstances tends to converge pointwise. This coupling between two dissimilar processes which nonetheless have the same marginal distributions has proved fruitful in numerous contexts. In particular, since most Markov chains may be represented as iterated function systems (cf. chapter 1 of Kifer 7] ), the opposite ordered sequence gives an alternative window into the marginals of the Markov chain. Applied to nite state spaces X, this is the crux of the exciting new method known as \coupling from the past", introduced by J. Propp and D. Wilson, for simulating the stationary distribution of a Markov chain.
The fundamental idea there is to follow the sequence F n (x) until it reaches its limit point | when X is nite, this means that the sequence is constant. The inference then is that the distribution of this limit point is exactly the stationary distribution for e F n . Intuitively this is clear, since if X 1 = lim n!1 F n (x), and f is chosen independent of F n from the distribution , then f(X 1 ) = d f(f 1 (f 2 ( (x) ))) = d f 1 (f 2 (f 3 ( (x) )));
simply by renumbering. The following theorem is from G. Letac 8]:
Date: February 2, 1998 February 2, . 1991 Mathematics Subject Classi cation. Primary: 60J15; Secondary: 60F15,60F20. 1 If the distribution is concentrated on continuous functions, and if F 1 (x) = lim n!1 F n (x) almost surely exists and is independent of x, then the distribution of X 1 = F 1 (x) is the unique stationary distribution for the Markov chain e F n (x), and it is attractive, in the sense that any compactly supported initial distribution converges to it under the action of the Markov operator.
It is also straightforward to see that the pointwise rate of convergence of the sequence F n (x) is an upper bound for the rate of convergence in distribution of the Markov chain e F n (x). Here I use the Wasserstein metric, which is de ned for 1 ; 2 probability measures on X as (cf., Shorack ? f(x); f(y) (x; y) ; and the in mum is taken over random variables Y and Z de ned on any common probability space such that Y has marginal law 1 and Z has marginal law 2 .
This fact motivates the following de nition, originally due to G. Letac:
De nition 1. The random variable F 1 (x) is de ned to be lim n!1 F n (x), if this exists. On the event where this limit is independent of x, the limit will be called X 1 , and it will be said that X 1 exists. An iterated function system is contractive if X 1 almost surely exists and is nite.
The problem becomes then, how to determine whether a given system is contractive. A simple but signi cant lemma in this direction is Lemma 1.1. A su cient condition for the system to be contractive is that 1 X n=1 F n (x) ? F n+1 (x) be almost surely nite.
Most immediate is the case, rst addressed by J. E. Hutchinson 6] , in which the distribution is concentrated on nitely many contractions, in the sense that there is a positive constant c < 1 such that for all f in the support of , ? f(x); f(y) c (x; y): (1) This may be generalized without di culty to the following de nition:
De nition 2. An iterated function system is strongly contractive if E log Lip f < 0.
The following result is then fairly immediate: Proposition 1.2. If the system de ned by is strongly contractive and if there exists > 0 such that E log 1+ f(x) ? x < 1; then the system is contractive. Furthermore, the limit measure is concentrated on a compact subset of X, which is invariant under the action of the support of .
The proof di ers only in minor technical points from the one in Hutchinson's paper. Fundamentally, it follows from the observation that strong contractivity makes Lip(F n ) < cr n almost surely for n su ciently large, so P 1 n=0 Lip(F n ) is almost surely nite. Because I do not assume here that the random functions are all contractions, I lose Hutchinson's conclusion that the limit point is concentrated on a compact set (which is the unique invariant set of the contractions), but it is still true that the random function induces a strict contraction on compactly supported measures (in the Wasserstein metric).
M. Barnsley and J. Elton 4] have extended most of these results to cases in which the functions T i are not contractions, but in which they are contractive on the average between any two points.
De nition 3. An iterated function system is average contractive if for some positive q,
We have then the following result due to Barnsley and Elton: Proposition 1.3. If the system de ned by is average contractive, and if for some
then the system is contractive.
(The de nition of average contractivity given by Barnsley and Elton is apparently a weaker condition, involving as it does only the expectation of the logarithm, rather than any q-th power. It should be observed, though, that they assume to be supported on nitely many functions, and then show that this, together with the logarithmic bound, implies the condition de ned here.) As in Hutchinson's setting, the convergence in distribution results from a strict contraction on compactly supported probability measures. Barnsley and Elton point out in addition that the condition of average contractivity may be replaced by this slightly weaker condition:
De nition 4. An iterated function system is eventually average contractive if for some positive q,
L. Arnold and H. Crauel 2] have further extended and varied these results, identifying the existence of (possibly nonattractive) invariant measures with the sign of the Lyapunov exponents in the case that is supported on nitely many a ne maps.
In an earlier paper 13], I analyzed one speci c example of an iterated function system which does not seem to t into any of the above categories. In considering the self-modifying random walk which I called \Zeno's walk", I was led to rede ne the walk as X n = F n (0), where F n = f 1 f 2 f n , and (f i ) are chosen inde- 
Let P n = L(X n ), the law of X n = F n (0). Observe that Lip(f i ), hence Lip (F n ) as well, is always 1, so p cannot be strongly contractive; nor is the condition for average contractivity satis ed, except in the range ?2; 2]. For x; y 2, f + (x) ? f + (y) = f ? (x) ? f ? (y) = x ? y.
In the earlier paper, the following results are proved:
The system de ned by p is contractive i p 2 ( 1 3 ; 2 3 ) ; (5) W ? P n ; P 1 E jX n ? X 1 j c p r n p ; where c p is a constant (6) and r p = 27p(1 ? p)(p _ (1 ? p)) 4 ; supp(P 1 ) = R :
(To be sure, the language and the focus of that paper were rather di erent.) I also computed P 1 explicitly, and gave its Hausdor dimension, which is always smaller than 0.96. As in the case of average and strong contractivity, the measures still converge at a geometric rate. On the other hand, the action of the random function is not a contraction on compactly supported probabilities. For instance, 2 (the unit point mass at 2) is mapped to p 3 + (1 ? p) 0 , while 3 is mapped to p 4 + (1 ? p) 1 . The Wasserstein distance is 1 after the transformation, as before.
Although not average contractive, the system does have a region which contracts.
Thus, while the iterated function F n will always have in nite tails with slope 1, viewed within any nite window the function really will be seen to atten out. This motivates the following de nition:
De nition 5. An iterated function system is locally contractive if there exists a stabilizing function : X ! 1; 1) and r 2 (0; 1) such that G n (x) := E kD x F n k (x)r n ;
where D x f = lim sup y!x (f(x); f(y))= (x; y) is the local Lipschitz constant at x.
This de nition is valuable because, on the one hand it can easily be shown to imply contractivity (Theorem 1), while on the other hand there are su cient conditions for local contractivity which are themselves often readily veri ed (Theorem 2).
A problem of a similar avor arises in an article by G. Letac and J.-F. Chamayou 5] . Among their numerous examples of stationary distributions for particular iterated function systems appear several whose contractivity seems in doubt; they are certainly not strongly, or even average contractive. They may, however, be locally contractive, and in section 6.4 I will address one of the examples: the randomized logistic mappings f y (x) = 4yx(1 ? x) for x 2 X = 0; 1] and y chosen from a a+ 1 2 ;a? 1 2 distribution on 0; 1]. There I will show that the system is contractive, at least for a 2.
The three conditions for contractivity | Propositions 1.2 and 1.3 and Theorem 1 | may be seen as trading globality against stronger moment conditions. That is, I will crudely interpret the conditions of strong and average contractivity by E log sup respectively. Average contractivity is a weaker condition because it moves the supremum outside the expectation, but this seems to demand the compensation of a stronger moment condition: q-th power instead of the logarithm. The distance between x and f(x) also requires correspondingly stronger moments.
Moving on to local contractivity, the globality is weaker still. The slightly stronger condition of Theorem 2 requires only that for some function ,
This allows considerably more local variation in the average behavior of D x f, but this time at the cost of placing the condition on L 1 norms, instead of L q for arbitrary positive q.
Notation
In what follows, X will be a convex subset of R n and a probability concentrated on Lip(X; X). :
Also de ne G n (x) = E D x F n : (8) For : X ! R + any measurable function I de ne, for x; y 2 X, (x; y) := sup 0 t 1 (x + t(y ? x)) : (9) I also de ne the growth rate of at x with respect to to be r x ( ) := E (f(x)) (x) D x f ; (10) and the growth rate of with respect to r( ) := sup x2X r x ( ):
Finally, the stability constant of at x with respect to is de ned as C x ( ; ) := E kf(x) ? xk (x; f(x)) : (12) Where there is no risk of confusion, the will be dropped from this notation. Proof of Theorem 2. Since F 0 (x) = x, the relation G n (x) (x)r n (14) is satis ed for n = 0 and any x 2 X. Now, by the chain rule
where I have made use of the independence in the last line. Given (14),
By induction, the bound (14) thus holds for all natural numbers n and all x 2 X.
Proof of Theorem 1. Local contractivity implies that for every natural number i,
By assumption, this is nite for all x, which proves the almost-sure convergence, by Lemma 1.1. Thus F 1 (x) exists almost surely and
Similarly, E F n (x) ? F n (y) r n kx ? yk (x; y):
from which the conclusion (13) 
Then the system is locally contractive, and
Proof. I will apply Theorem 2 with (x) = expf kxkg, for slightly larger than 0. Then (x; y) = expf kxk^kykg. Let = R ? sup kxk=R E kf(x)k . Observe that Lipf 1 implies that for all x such that kxk R, kf(x)k ? kxk kf( R kxk x)k ? R:
By the assumption (17), sup A partial converse is Proposition 3.2. Suppose there exists a map H : X ! R + such that
is uniformly bounded in x 2 X, and such that for some xed positive c,
for all x in X. Then H( e F n (x)) diverges to 1 almost surely.
Proof. By a similar argument to that used to prove the Proposition 3.1, we know that there exists < 0 such that for all x 2 X, E e H(f(x)) < e H(x) :
Thus, expf H( e F n (x))g is a submartingale, which consequently must converge to 0 almost surely.
As a consequence, if these conditions are satis ed for any H which is bounded on bounded domains, it follows that k e F n (x)k ! 1 almost surely as n ! 1. Since e F n (x) and F n (x) have the same distribution, it follows that F n (x) does not converge almost surely, and must diverge to 1 in probability.
Inverse functions
In this and the following section it will be assumed that X = R and that is concentrated on nondecreasing functions. This will be denoted the monotone context. For real-valued functions f, f 0 will be taken for de niteness to be the righthand derivative, and the inverse will be de ned as f ?1 (x) = supfy : f(y) xg, where the supremum of the empty set is assigned the value ?1. (Extended realvalued functions will be composed by the convention that f(1) = lim x!1 f(x) and f(?1) = lim x!?1 f(x). In the monotone context these are well de ned.) In this setting it is possible to formulate an alternative condition for contractivity which is slightly weaker than local contractivity, and which has the additional advantage of being necessary and su cient. Proof. I will give the proof for x 1 real; for x 1 = 1 only trivial modi cations are required.
Suppose lim n!1 F n (x) = x 1 for all x 2 R. Then for any y > x 1 and any real number x 0 , there exists N such that F n (x 0 ) < y for all n > N. That means that F ?1 n (y) = supfx : F n (x) yg x 0 for all n N, so lim inf n!1 F ?1 n (y) x 0 . Since x 0 was arbitrary, it follows that lim n!1 F ?1 n (y) = +1. Similarly, for y < x 1 lim n!1 F ?1 n (y) = ?1.
Conversely, suppose that the limit condition (21) is satis ed for some x 1 . Then for any real number x 0 and any y > x 1 , for n su ciently large supfx : F n (x) yg = F ?1 n (y) > x 0 : By monotonicity, it follows that F n (x 0 ) y for n su ciently large. Since y > x 1 was arbitrary, lim sup n!1 F n (x 0 ) x 1 . Similarly, lim inf n!1 F n (x 0 ) x 1 . Thus the limit exists and is equal to x 1 .
The advantage of this approach is that F ?1 n = f ?1 n f ?1 1 is a Markov chain. This allows proofs of convergence using conventional transience criteria, without demanding any special moment conditions. A bonus is that the convergence criteria become necessary as well as su cient in some special cases.
De nition 6. The event that lim n!1 F ?1 n (x) exists and is +1 or ?1 will be described by saying that x has an in nite inverse limit. The in nite inverse set is the set of x which have an in nite inverse limit almost surely.
Proposition 4.2. In the monotone context, X 1 exists almost surely if and only if X 0 , the complement of the in nite inverse set is countable. In this case, the stationary distribution is given by P X 1 < t = P lim n!1 F ?1 n (t) = +1 ; and X 0 = x : PfX 1 = xg > 0 .
Note: Contractivity includes the additional condition that the limit be nite almost surely. Here this is equivalent to the condition that lim
Proof. Choose any x in X. By Lemma 4.1, the event that X 1 exists and is less than x is contained in the event that lim n!1 F ?1 n (x) = +1, and the event that X 1 exists and is greater than x is contained in the event that lim n!1 F ?1 n (x) = ?1.
This means that x does not have an i.i.l. X 1 = x X 1 does not exist : Suppose that X 1 exists almost surely. Then X 0 is contained in the set of x such that P X 1 = x > 0, which must be countable.
Suppose now that X 0 is countable. It is certainly nowhere dense, so it is possible to nd a countable dense subset Y of R n X 0 . Except on a null event, y has an in nite inverse limit for all y 2 Y; from here on I will pretend that this null event Uniform integrability of (x) implies now that 1 is integrable, and E 1 0. Now, given a realization of f i , let X i = lim x!1 f ?1
Since the X i are i.i.d. random variables with expectation less than or equal to zero, this tells us that lim inf n!1 F ?1 n (x) = ?1 for all x almost surely. But this means that the system cannot be contractive, since this would require that lim n!1 F ?1 n (x) = +1 for x > X 1 .
Convergence rate
Theorem 1 gives an upper bound on the rate of convergence of F n (x) to X 1 = F 1 (x). In some cases this may in fact be the correct rate of convergence. 
Suppose that y R. Essentially, the bound here is the probability that F n (y) stays outside of the central region of contraction up to time n. Iterating (26) yields G n (y) (1 ? c) n P f e F 1 (y); e F 2 (y); : : : ; e F n (y)g \ (?1; R) = ; :
If y R, then we can couple the sequences ( e F n ) and (S n ) so that e F n (y) S n + R.
The problem becomes then one of showing that lim n!1 P min i n S i 0 1=n r :
If E i > 0, then the walk S n is transient, and P min i n S i 0 P min i<1 S i 0 > 0:
Thus, the condition (27) is trivially satis ed.
Suppose now that E i < 0. By time-reversal duality, P min i n S i 0 P S n 0 P 8i n; S i S n = P S n 0 P max i n S i 0 P S n 0 P max all i S i 0 :
The term P max S i 0 is nonzero, since S i has negative drift. By the standard large-deviation theorems for sums of i.i. (1 ? c)r :
6. Applications 6.1. Queueing. The rst example is more an illustration than an application: the problem is perfectly easy to address by other means. The problem is to demonstrate the existence of a \remaining work" process for general single service queues, the \stability theorem" of R.M. Loynes 9] . A single-server queueing system is de ned by a sequence of pairs of positive real-valued random variables ( n ; n ), which are to be thought of as the service time and the interarrival time respectively of customer number n | that is, n is the time between the arrival of customer n ? 1 and the arrival of customer n, while n is the time between customer n's arrival at the head of the queue and her departure. I will assume these pairs to be independent of each other, though n and n need not be.
A fundamental process which provides a framework for the queueing system is the \remaining work" when customer n arrives, f W n . In the case of a rst-inrst-out service protocol, this is the time between customer n's rst arrival and her departure. Loynes proved that E 0 < E 0 is a su cient condition for the existence of a unique, almost-surely nite stationary distribution for this workload process. (In fact, independence is unnecessary; it su ces that the sequence be stationary and ergodic.)
F. Baccelli and P. Br emaud 3] rederive this result essentially by representing it as an iterated function system, and proving that the reversed system W n is contractive. It is clear that f W n = ( f W n?1 + n ? n ) + . De ning the random function f n (x) = (x + n ? n ) + , it follows that f W n = e F n (0).
In fact, it is straightforward to show that this system is contractive, since
My purpose here is simply to point out how this result ts naturally into the context of locally contractive systems, which also o ers a free estimate on the rate of convergence. by the arithmetic-mean-geometric-mean inequality. Now take r to be deterministic, and b 1. Then the system is contractive precisely when r > 1. The methods of 13] will also describe the distribution of X 1 explicitly when r is an integer. Proposition 6.2. With the above de nitions, the Markov chain e F n (x) has a unique stationary distribution for all a. If a 2, the system is locally contractive, hence also contractive.
Proof. For x 6 = 0, almost surely e F n (x) is never 0 or 1, so we will view the process as occurring on the open interval (0; 1). (This change is needed to make the chain irreducible.) By Theorem 9.2.2 of Meyn & Tweedie 10], the chain is Harris recurrent if there is a compact subset of (0; 1) to which the chain returns in nitely often with probability 1; that is, if x is outside the subset, then almost surely there is some n such that e F n (x) is inside. I will show that this is the case for the interval I = :1; :9]. Given x 2 (0; :1), :36 > 4yx(1 ? x) > 3:6yx. Thus, writing f n (x) = 4y n x(1 ? x), either e F n (x) :1 for some n N, or log e F N (x) > log(4y 1 ) + log(4y 2 ) + + log(4y N ):
Thus e F n (x) < :1 for all n only if S n = P n i=1 log(4y i ) < :1 for all n. For xed a and z, of course, this is merely a numerical computation. The problem is to prove that the bound holds uniformly. If a is xed, it is still no problem to demonstrate that a (z) < 1 for all z. Given two monotone increasing real-valued functions f and g, f(z)=g(z) < 1 is equivalent to f(z) < g(z), and to show that The relations (32) may be established by using known properties of the digamma function.
7. Open Questions 7.1. Necessary conditions for convergence. There is a wide gap between the su cient conditions for contractivity given in Theorem 2, and the necessary conditions of Proposition 3.2. The problem is twofold: rst, failure of the conditons of Theorem 2 does not necessarily imply that the system is not locally contractive; second, even if the system is not locally contractive, it does not follow that the system is not contractive. For instance, in the d-dimensional Zeno's walk with expansion factor below the critical d , there is a ball in which the random function f is average contractive (Df < 1), an unbounded outer region in which E kf(x)k ? kxk < 0, and a band in between where neither condition holds. Does this prevent convergence?
The problem is twofold. For the random logistic functions the situation is perhaps even more interesting. There it does seem that contractivity should fail in a certain range of the parameters, but there is still a large gap between that and what has been proved. To be sure, it is possible to show that the system is not locally contractive for a 1; but this does not rule out the possibility that the system could be contractive. Proposition 7.1. If the iterated function system on X R de ned by is contractive, then 1
; where is the distribution of X 1 . Proof. The almost-sure convergence of F n (x) implies that the -preserving random transformation f is ergodic, from which follows that the -preserving skewproduct tranformation ? x; (f 1 ; f 2 ; : : : ) = ? f 1 (x); (f 2 ; f 3 ; : : : ) is also ergodic (Theorem 2.1 of Kifer 7] where (a) is the digamma function (the derivative of log ?). This expression is decreasing in a and takes on the value 0 at a = 1. It follows then that the system is not locally contractive for a 1.
It is still unclear whether the system is locally contractive (or even contractive) for a between 1 and 2, though simulations suggest strongly that it is. I have also been so far unable to prove that the system is not contractive for a smaller than 1. In this range, at almost every point the derivative of F n increases exponentially with n. Intuitively, it seems impossible that F n could still be converging to a constant function uniformly on compact subintervals of 0; 1]; again, simulations support this belief, but it remains unproven.
7.2. Rate of convergence. What is the correct rate of convergence for the distribution of F n (x)? For locally contractive systems, Theorem 1 gives an upper bound for E kF n (x) ? X 1 k , which is in turn an upper bound for W(F n (x); X 1 ). In the one-dimensional setting, Proposition 5.1 provides a lower bound on this expectation, and in some conditions, given in Theorem 3, the upper and lower bounds are of the same exponential order. In this case, lim n!1 W(F n (x); X 1 ) 1=n lim n!1 E F n (x) ? X 1 1=n = r :
But this still tells us only about the upper bound on the Wasserstein distance. While this expected distance from the limit point is itself an interesting measure of the rate of convergence, there are reasons to be less than satis ed with this answer, and to suppose that the real rate of convergence of the Wasserstein distance may be faster. Remember that the lower bound on the expectation was essentially just the probability that no contraction has occurred up to time n; that is, that the expectation of the future jumps is still on the order of 1. The typical behavior will involve quicker convergence, but in the expectation this is swamped by the contribution of relatively enormous values on a very small set.
If we consider G n (x) := E log F 0 n (x) , we get a di erent picture. There the very small sets for which F 0 n (x) is close to 1 lose their in uence, since log F 0 n (x) is small as well. We have the relation G n+1 (x) = E G n (f(x)) + E log f 0 (x) :
(33)
If we de ne r ( ) = inf x2X exp E jf(x)j ? jxj + E log f 0 (x) ; then for all n and x 2 R, G n (x) jxj + r n:
By Jensen's inequality it is easy to see that r ( ) r ( ). For Zeno's walk with p = 1 2 , r = inf r ( ) 0:89, while r 0:96. If we were to consider G n = sup x G n (x), we could apply the subadditive ergodic theorem to establish that 1 n G n converges almost surely. Unlike the contractive setting, though, for locally contractive systems this supremum remains 0, so it does not provide any information. On the other hand, if 1 n G n (x) did converge almost surely to log r for xed x, this would imply that r is a lower bound for lim n!1 W(F n (x); X 1 ). The question then remains, whether r , r , or something in between, is the correct rate of convergence of the distributions.
It should also be noted that r was computed essentially as the spectral radius of the operator ? de ned by ? (x) = E (f(x))f 0 (x) :
It is unclear (and perhaps worth understanding) why the spectral radius of this operator gives us information about the spectral gap of the Markov operator (of the reverse process e F n ), e ? (x) = E (f(x)) :
Another problem is to better characterize the rate of convergence in higher dimensional settings. The same method would work for any integral expansion factor. 
