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Resumen
Los embalses son cuerpos de agua estratificados que requieren de una modelación computa-
cional adecuada de su hidrodinámica y transporte de calor para poder operarlos de manera
óptima, por lo que su manejo se ve beneficiado constantemente por el desarrollo de nuevas
y mejores herramientas de simulación. El objetivo de esta tesis es evaluar la posibilidad de
modelar un embalse real (el embalse Riogrande II, operado por Empresas Públicas de Mede-
llín) con el método de lattice Boltzmann, utilizando para ello la implementación de series de
Taylor y mínimos cuadrados (TLLBM) propuesta por Shu et al. (2003), que permite simular
la malla de celdas aplanadas que se necesita para reproducir la estratificación. Las simulacio-
nes realizadas con el modelo muestran que el parámetro de difusión turbulenta es el que más
influye sobre la distribución de temperaturas en el embalse, y que es posible reproducir de
manera aproximada los perfiles de temperatura medidos en campo, pero a costa de imponer
un perfil fijo adecuado de la temperatura de fondo. En contraste, el modelo se hace inestable
cuando se implementan las condiciones de frontera adiabática que se requieren para una si-
mulación más real. Los tiempos de cómputo son considerables, pero el modelo es susceptible
de ser paralelizado con facilidad. Estos resultados sugieren que es posible utilizar el método
de lattice Boltzmann para modelar embalses estratificados, y que si se logra implementar las
condiciones adiabáticas adecuadamente y paralelizar el algoritmo sobre tarjetas gráficas el
método se convertirá en una alternativa muy poderosa para la simulación de la estratificación
térmica de estos cuerpos de agua superficiales.
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Abstract
Reservoirs are thermal-stratified surface waters that requires of a proper computational mod-
eling of their hydrodynamics and heat transfer in order to be properly operated. Thus, their
management is constantly improved by the development of new and better simulation tools.
The goal of this thesis is to explore the use of the lattice Boltzmann simulation method to
model a real reservoir (i. e. the Riogrande II reservoir, operated by Empresas Públicas de
Medellín). For this purpose, we employ the Taylor series expansion and least squares-based
lattice Boltzmann method (TLLBM) introduced by Shu et al. (2003), which allows the use of
planar three-dimensional cells, needed to reproduce the stratification. Our simulations show
that the eddy diusivity is the most influent parameter on the temperature field on the reser-
voir. They are also able to approximate the measured temperature profiles, but at the cost
of imposing an adequate temperature profile on the boundary conditions at the bottom. In
contrast, the model becomes unstable when more realistic adiabatic conditions at the bottom
are implemented. The CPU times are very high, but the model can be transformed easily
into a parallel algorithm. These results suggest that it is possible to use lattice-Boltzmann
methods to modeling thermal-stratified reservoirs and, when the adiabatic boundary condi-
tions is properly implemented and the model run on GPUs, this method will be a powerful
alternative to simulate flow and temperature within such surface waters.
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1. Introducción
Los embalses son cuerpos de agua superficiales, generalmente artificiales, destinados prin-
cipalmente a satisfacer las necesidades de almacenamiento de agua potable, generación de
energía eléctrica y regulación de los caudales de los ríos para una población o un ecosistema.
Para operarlos de manera eficiente es necesario conocer su comportamiento hidrodinámico y
su estratificación térmica, ya que, por un lado, su capacidad de almacenamiento y generación
de energía están determinados por las condiciones de los flujos de entradas y salidas, y, por
otro, su calidad del agua depende de las condiciones térmicas. Hallar la temperatura de un
embalse implica resolver un problema de convección natural, ya que la densidad del fluido
cambia con la temperatura, lo que genera fuerzas de flotación que modifican las condiciones
de flujo. Este no es un problema fácil, pues las ecuaciones diferenciales que describen los
procesos hidrodinámicos y de difusión de calor involucrados en la convección natural in-
cluyen términos no lineales que impiden encontrar soluciones analíticas sencillas. Solucionar
el embalse requiere, por lo tanto, del uso de métodos computacionales para su modelación,
y el aumento en la capacidad de control y manejo óptimo de los embalses es impulsado por
el desarrollo de métodos numéricos más eficientes y más fáciles de implementar.
Los modelos hidrodinámicos para la simulación de cuerpos de agua superficiales datan de
los años 60 y fueron concebidos inicialmente unidimensionales. Estos modelos resuelven un
conjunto de ecuaciones de conservación de calor y masa, donde la dificultad para resolver
las ecuaciones está en encontrar expresiones adecuadas para los flujos turbulentos de calor
y masa (Ford y Johnson, 1986). Niiler y Kraus (1977), citados por Ford y Johnson (1986),
proponen clasificar los modelos unidimensionales de transporte en los embalses según la for-
ma como se soluciona el flujo turbulento. Dentro de esta clasificación están los modelos con
soluciones deterministas, el modelo con turbulencia cerrada, el modelo del coeficiente de tor-
bellino y el modelo de capa mezclada. Los dos últimos modelos son considerados por Niiler
and Kraus (1977) como los más efectivos. Posteriormente, con el desarrollo de la dinámica
de fluidos computacional (CFD, por sus siglas en inglés) y el avance de los computadores,
fue posible desarrollar modelos hidrodinámicos tridimensionales mucho más complejos, que
incluyen casi todas las fuentes de calor y movimiento que pueden influenciar la dinámi-
ca del embalse (Ji, 2008; Martin y McCutcheon, 1998). Entre los más conocidos tenemos: el
Princeton Ocean Model (POM, Blumberg y Mellor, 1987), el Estuarine, el Coastal and Ocean
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Model (ECOM, HydroQual, 1991) el Enviromental Fluid Dynamics Code (EFDC, Hamrick,
1992), el CE-QUAL-ICM (Cerco y Cole, 1994), el WASP (DiToro et al., 1983), y muy recien-
temente los modelos MOHID (Miranda et al., 2000) y Estuary and Lake Computer Model
(ELCOM, Hodges, 2000). El modelo ELCOM en nuestro país ha tenido gran aceptación y
ha demostrado ser idóneo para la modelación de la estructura térmica de embalses tropicales
(Marín, 2007; Franco, 2011). ELCOM es un modelo hidrodinámico, termodinámico y de
transporte de cantidades escalares en 3-D para modelar lagos, estuarios, embalses y costas,
que soluciona las ecuaciones de aguas someras para estados no estables teniendo en cuenta
la transferencia de calor y momentum a través de la superficie del agua por efecto del viento
y el intercambio de calor en la interfase aire-agua.
Por su parte, en los últimos 25 años ha surgido una nueva alternativa de solución numérica
de ecuaciones diferenciales parciales conocida como lattice Boltzmann (LB), que consiste en
aproximar las ecuaciones de trasporte (e. g. calor, masa y momentum) de forma discreta,
considerando que el medio o sistema está compuesto de partículas que colisionan unas con
otras y que luego se trasladan a las celdas vecinas (McNamara y Zanetti, 1988; Higuera y
Jiménez, 1989; Succi et al., 1991). El método LB es extremadamente fácil de paralelizar y
modela sin dificultad los términos no lineales presentes en las ecuaciones de la hidrodinámi-
ca. Ha demostrado ser una herramienta numérica exitosa para la simulación de diversos
fenómenos físicos, como la ecuación de Navier-Stokes (Quian et al., 1992) y la ecuación de
advección-difusión (Flekkoy, 1993), la convección natural (Guo et al., 2002), la propagación
de ondas, la electrodinámica (Mendoza y Muñoz, 2010) y la magneto-hidrodinámica (Men-
doza y Muñoz, 2008). Más aún, existen aplicaciones específicas en hidrodinámica como el
método LB para aguas someras (Zhou, 2003). Por ejemplo, Banda et al. (2009) implemen-
taron el método LB para aguas someras combinado con la ecuación de advección-difusión
para estudiar el transporte de contaminantes en el estrecho de Gibraltar. Más recientemente,
Florez (2012) implementó un esquema similar para simular los patrones de profundidad, ve-
locidad y salinidad en la Ciénaga Grande de Santa Marta. A la luz de estas aplicaciones, el
método LB aparece como un candidato apropiado para la simulación de embalses estratifi-
cados. No obstante, a la fecha no conocemos ningún trabajo que aplique el método LB a la
simulación de la estratificación térmica de embalses. En efecto, esta aplicación en particular
implica nuevos retos. En los cuerpos de agua superficiales como los embalses y lagos la escala
horizontal es dos o tres órdenes de magnitud mayor que la vertical. Por esta razón muchos
de ellos se estudian como aguas someras, pero esta aproximación no aplica cuando el em-
balse presenta estratificación en su perfil de temperatura, pues en este caso es fundamental
distinguir lo que pasa en dirección vertical. Esto significa que para poder usar el método
LB en un cuerpo de agua superficial estratificado, como un embalse, es necesario superar la
restricción de la malla uniforme presente en el método original. Recientemente, Shu et al.
(2001) (Shu et al., 2002, 2003) han desarrollado un método de lattice Boltzmann basado en
series de Taylor y mínimos cuadrados que permite simular mallas no uniformes, conocido
3como TLLBM, por sus siglas en inglés, que puede ser la solución para este problema.
El objetivo de este trabajo de tesis es evaluar la posibilidad de modelar un embalse real
utilizando el método LB, utilizando la aproximación TLLBM. Para ello simularemos la es-
tratificación térmica del embalse Riogrande II, que es un embalse operado por Empresas
Públicas de Medellín (EEPPM, 2000b) y que ha sido estudiado mediante el modelo ELCOM
por el grupo del Posgrado en Aprovechamiento de Recursos Hidráulicos (PARH) de la Fa-
cultad de Minas de la Universidad Nacional de Colombia, Sede Medellín. Para lograrlo, nos
basamos en el trabajo de Guo et al. (2002) para simular convección natural mediante la
construcción de dos modelos de LB: uno para la modelación hidrodinámica y otro para la
advección-difusión de la temperatura, acoplados a través de la aproximación de Boussinesq.
Luego, utilizaremos el método TLLBM para implementar estos modelos acoplados sobre
una malla no-uniforme que permita simular el embalse estratificado. Para la implementación
del método se desarrollará desde cero un software propio en C++ que será verificado a lo
largo de su construcción reproduciendo problemas de fluidos, difusión y convección natural
que poseen soluciones analíticas o cuyo comportamiento es conocido. Los resultados de las
simulaciones del método TLLBM serán comparados con perfiles verticales de temperatura
medidos en campo por el grupo PARH y con los resultados de la simulación del modelo EL-
COM implementada por Franco (2011). El trabajo se constituye, por lo tanto, en un primer
intento para modelar embalses utilizando esta técnica novedosa de simulación hidrodinámica.
El contenido de esta tesis está organizado de la siguiente forma. En el Capítulo 2 se hace una
revisión de los principales procesos y factores hidrodinámicos que afectan la estratificación
térmica de un cuerpo de agua superficial léntico y se describe el conjunto de ecuaciones que
constituyen nuestro modelo. A continuación, en el Capítulo 3 se describen las principales
características del embalse Riogrande II, tales como su ubicación, batimetría y capacidad
de almacenamiento. En el Capítulo 4 se hace una revisión del modelo hidrodinámico tridi-
mensional ELCOM. Describiremos los procesos físicos que tiene en cuenta el modelo, y las
suposiciones y simplificaciones que son necesarias para que las ecuaciones que gobiernan
dichos procesos sean válidas. También mostraremos los resultados de la implementación del
modelo en el embalse Riogrande II (Franco, 2011) y que se usan para comparar los resul-
tados de nuestro modelo. El Capítulo 5 presenta el método de lattice Boltzmann (LB) y su
implementación para la simulación de fluidos newtonianos, convección-difusión y convección
natural. También mostraremos cómo se imponen las condiciones de frontera y cómo se im-
plementa el método TLLBM, y construiremos diferentes ejemplos que servirán de pruebas
parciales para validar su implementación. A renglón seguido, el Capítulo 6 presenta la imple-
mentación del método TLLBM para convección natural en la simulación de la estratificación
térmica del embalse Riogrande II y los resultados que se obtienen, comparando los mismos
con datos experimentales y con las simulaciones ELCOM. Finalmente, el Capítulo 7 resume
las conclusiones y los resultados más importantes, y propone alternativas de trabajo futuro.
2. Procesos hidrodinámicos
En este capítulo se hace una revisión de los principales procesos y factores hidrodinámicos
que afectan la estratificación térmica de un cuerpo de agua superficial léntico (i. e. estuarios,
lagos, etc.). Primero revisaremos las ecuaciones fundamentales que gobiernan los procesos
hidrodinámicos, por una parte, y de transferencia de calor, por otra (incluyendo la convección
natural). A partir del balance de calor en la interfase aire-agua, se llegará al acople de
estas ecuaciones, que en conjunto constituyen nuestro modelo para representar físicamente
la estratificación térmica en un embalse, así como los factores que la afectan.
2.1. Densidad del agua
La densidad del agua tiene propiedades físicas únicas. En estado sólido el agua es menos
densa que en estado líquido, como consecuencia de los vacíos generados en los cristales de
hielo, que asumen una estructura diamantina a través de enlaces de puentes de hidrógeno.
Al derretirse bajo condiciones estándar de presión, la densidad del agua aumenta aproxima-
damente un 10 %. Al aumentar la temperatura, la densidad sigue subiendo hasta alcanzar
su valor máximo a 4 ◦C, aproximadamente, para luego disminuir monótonamente con la
temperatura. De ahí en adelante es que podemos decir que el agua caliente flota sobre el
agua fría, y que ésta se hunde hasta el fondo. Aunque la dependencia de la densidad con la
temperatura no es lineal, se puede aproximar como tal dentro de un intervalo pequeño de
temperaturas, como las que existen en un embalse ecuatorial (libre de estaciones), que ape-
nas se distribuyen sobre una decena de grados. En este caso, podemos modelar la densidad
del agua como función de la temperatura utilizando la relación de Boussinesq,
ρ = ρo (1− β (θ − θo)) , (2-1)
donde ρ es la densidad del agua, ρo es una densidad de referencia (que para nuestro caso es
ρo = 998.2 kg/m3), θ es la temperatura, θo es una temperatura de referencia (que en nuestro
caso es de 20 ◦C y β = 201 × 10−6 ◦C−1 es el coeficiente volumétrico de expansión térmica
del agua a 20 ◦C (Oosthuizen y Naylor, 1999).
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Estas diferencias de densidad debidas a la temperatura crean estratificaciones en el cuerpo de
agua que inhiben la mezcla vertical. Sin embargo, agentes externos como el viento y los flujos
de agua producidos por afluentes o vertederos pueden inducir la mezcla, pero a un enorme
costo energético. Por lo tanto, un cuerpo profundo de agua nunca llega a tener mezcla vertical
completa, y la mezcla suele darse principalmente en los primeros metros (Chapra, 1996).
La densidad del agua depende también de la salinidad y la concentración de sedimentos. Sin
embargo, en el caso de un embalse de agua dulce y potable no hay salinidad, y la concen-
tración de sedimentos puede ser muy baja. Por lo tanto, es común despreciar estos efectos
para el caso de embalses de agua potable, con lo que la densidad depende principalmente de
la temperatura.
2.2. Ley de conservación de masa
La ley de conservación de masa establece que la masa no se puede crear ni destruir. La
ecuación de balance de masa (conocida también como ecuación de continuidad) nos dice que
la cantidad de masa por segundo que sale de un volumen de control es igual a la rapidez con
que disminuye la cantidad de masa encerrada dentro de ese volumen más el aporte de las
fuentes o sumideros de masa en su interior,
Acumulación de masa = masa entrando−masa saliendo + fuentes− sumideros . (2-2)
En hidrodinámica se aplica frecuentemente la ecuación (2-2) al concepto de columna de agua.
Una columna de agua es una porción, dentro del cuerpo de agua, que se extiende desde su
superficie hasta el fondo. Cada columna de agua es un volumen de control que tiene definido
un dominio espacial de análisis, cuya forma y posición permanecen constantes, y una frontera
por la cual las variables pueden entrar o salir. La ecuación (2-2) para una columna de agua
puede escribirse como:
dm = ( _mentrada − _msalida + _mr) · dt , (2-3)
donde _mentrada es el flujo másico de las entradas, _msalida es el flujo másico de las salidas y _mr
es la tasa neta de flujo másico de todas las fuentes y sumideros de masa. En un embalse, las
fuentes son todos los afluentes que aportan agua y los sumideros los efluentes y/o vertederos
por donde puede salir el agua. Tanto los afluentes como los sumideros pueden expresarse
como flujos en las condiciones de frontera por lo que el término _mr es igual a cero.
En términos de flujo másico, la ecuación (2-3) es igual a:
dm
dt =
∂m
∂t
+∇ · (mu) = _mr , (2-4)
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donde m es la masa y u es la velocidad del flujo. La ecuación (2-4) a nivel macroscópico
corresponde a la siguiente ecuación,
∂ρ
∂t
+∇ · (ρu) = 0 , (2-5)
donde ρ es la densidad.
Para fluidos incompresibles la densidad es constante, es decir, ∂ρ/∂t = 0, por tanto
∇ · u = 0 . (2-6)
La ecuación (2-6) define que el flujo neto de masa que atraviesa cualquier superficie cerrada
es igual a cero. En coordenadas cartesianas la ecuación (2-6) se transforma en
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
= 0 , (2-7)
donde u, v y w son las componentes de la velocidad en las direcciones x, y y z, respectiva-
mente.
2.3. Ley de conservación de momentum
Aparte de las fuerzas externas (e. g. viento), existen tres fuerzas dominantes en hidrodinámi-
ca: (1) la fuerza gravitacional, (2) la fuerza debida al gradiente de presión y (3) la fuerza de
viscosidad. La segunda ley de Newton sobre un elemento de volumen de agua nos dice que
F = m · a , (2-8)
donde F es una fuerza externa y a es la aceleración. Si introducimos las fuerzas dominantes
en la ecuación (2-8) y tenemos en cuenta que en los fluidos newtonianos el esfuerzo cortante
es linealmente proporcional a la tasa de deformación, se obtiene:
ρ
du
dt = ρ
∂u
∂t
+∇ · (ρuu) = −∇p+ ρg + ∇2u + Fext, (2-9)
donde p es la presión, g es la aceleración de la gravedad (asumida igual a g = 9.81 m/s2 en la
dirección vertical) y  es la viscosidad absoluta o dinámica, que en física se conoce como . El
signo negativo del gradiente de presión ∇p indica que esta fuerza es opuesta al gradiente. Las
principales fuerzas externas Fext que actúan sobre un cuerpo de agua son: (1) atmosféricas,
(2) fuentes puntuales y no puntuales y (3) fuerzas de fronteras abiertas. La fuerza del viento
es la más importante en grandes lagos, aguas costeras y estuarios. La fuerza del viento ejerce
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un arrastre sobre la superficie del agua y hala los objetos flotantes en la dirección del viento.
El viento puede alterar considerablemente la circulación pero no los patrones de circulación
medios que se generan durante periodos de tiempo extendidos. La fuerza del viento cambia
a diferentes escalas de tiempo, i. e. variaciones diurnas, escalas de tiempo climatológicas
(unos cuantos días) y escalas de tiempo estacionales. Un patrón estacional climático (e. g.
vientos dominantes) puede formar patrones de circulación continuos en un cuerpo de agua.
Además, si se considera la rotación de la tierra, debemos añadir la fuerza de Coriolis, y la
ecuación (2-9) se transforma en,
du
dt =
∂u
∂t
+∇ · (uu) = −1
ρ
∇p+ g + ν∇2u− 2
× u + Fe , (2-10)
donde ν es la viscosidad cinemática, 
 es la velocidad angular de la tierra y Fe son las fuerzas
externas diferentes a la de Coriolis. Sin embargo, la fuerza del viento se puede excluir de la
ecuación (2-10), porque se puede imponer como una condición de frontera sobre la superficie
del agua. Por su parte, la fuerza de Coriolis, −2
 × u, se puede despreciar en cuerpos de
agua medianos como el embalse Riogrande II, cuya longitud máxima es de apenas 11km.
Si tenemos en cuenta la aproximación de Boussinesq (ver Sección 2.1), la fuerza de empuje
de Arquímedes se puede representar reemplazando la aceleración de la gravedad g por
gβ (θ − θo) , (2-11)
con lo que la ecuación (2-10) (Oosthuizen y Naylor, 1999), toma la forma
∂u
∂t
+∇ · (uu) = −1
ρ
∇p+ ν∇2u− gβ (θ − θo) . (2-12)
En coordenadas cartesianas, esta ecuación vectorial se descompone en tres ecuaciones es-
calares,
∂u
∂t
+ u∂u
∂x
+ v∂u
∂y
+ w∂u
∂z
= −1
ρ
∂p
∂x
+ ν
(
∂2u
∂x2
+ ∂
2u
∂y2
+ ∂
2u
∂z2
)
, (2-13)
∂v
∂t
+ u∂v
∂x
+ v∂v
∂y
+ w∂v
∂z
= −1
ρ
∂p
∂y
+ ν
(
∂2v
∂x2
+ ∂
2v
∂y2
+ ∂
2v
∂z2
)
, (2-14)
∂w
∂t
+ u∂w
∂x
+ v∂w
∂y
+ w∂w
∂z
= −1
ρ
∂p
∂z
+ ν
(
∂2w
∂x2
+ ∂
2w
∂y2
+ ∂
2w
∂z2
)
+ gβ (θ − θo) , (2-15)
donde u, v y w son las componentes de la velocidad en las direcciones x, y y z, respectiva-
mente, ρ es la densidad del agua, p es la presión, g es la aceleración de la gravedad en la
dirección vertical, ν es la viscosidad cinemática, θ es la temperatura, θo es una temperatura
de referencia y β es el coeficiente volumétrico de expansión térmica del agua a 20 ◦C .
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2.4. Ecuación de convección-difusión
Al igual que la masa, la energía también se conserva. Por lo tanto, si seguimos la evolución
de un elemento de volumen de agua, la velocidad con que aumenta la energía interna dentro
de él, más la velocidad a la que sale la energía por sus fronteras es igual a la tasa con que
diversas fuentes aportan a la energía interna dentro del volumen,
ρCp
∂θ
∂t
+∇ · j = sA , (2-16)
donde θ es la temperatura, Cp es el calor específico del agua, j es el flujo total de calor, s es
el flujo neto de calor por unidad de volumen de las fuentes de energía y A es el área de flujo.
El flujo total de calor j es el resultado de sumar el transporte de calor advectivo con el calor
transferido por conducción, es decir, por colisiones moleculares generadas por un gradiente
de temperatura (Ley de Fourier):
j = uρCpθ − k∇θ , (2-17)
donde k es el coeficiente de conductividad térmica.
Reemplazando la ecuación (2-17) en la ecuación (2-16), se obtiene la ecuación de convección-
difusión para la temperatura,
ρCp
∂θ
∂t
+∇ · (uρCpθ − k∇θ) = sA ,
∂θ
∂t
+∇ · (uθ) = α∇2θ + sA
ρCp
, (2-18)
donde α es el coeficiente de difusión térmica (α = k/ρCp). En coordenadas cartesianas la
ecuación (2-18) se transforma en
∂θ
∂t
+ u∂θ
∂x
+ v ∂θ
∂y
+ w∂θ
∂z
= α
(
∂2θ
∂x2
+ ∂
2θ
∂y2
+ ∂
2θ
∂z2
)
+ sA
ρCp
, (2-19)
donde u, v y w son las componentes de la velocidad en las direcciones x, y y z, respectiva-
mente, θ es la temperatura, α es el coeficiente de difusión térmica, s es el flujo neto de calor
por unidad de volumen de las fuentes de energía, A es el área de flujo, ρ es la densidad del
agua y Cp es el calor específico del agua.
2.4.1. Balance de calor en la superficie del agua y sus componentes
En un lago o embalse, el flujo neto de calor por unidad de volumen, s, que representa a las
fuentes de energía, incluye tanto el intercambio de calor en la interfase aire-agua como la
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Figura 2-1: Componentes del flujo de calor en la interfase aire-agua. Tomado de Marín
(2007).
penetración de la luz. Para la capa superficial se tiene:
s = J ,
y para las inmediatamente inferiores
s = 0.5 (1− albedo) Jsn exp (-kez) , (2-20)
donde J es el flujo total de calor en la interfase aire-agua, Jsn es la radiación solar neta de
onda corta y ke es el coeficiente de extinción de luz (Bonnet et al., 2000).
El intercambio de calor entre la superficie y la atmósfera ocurre principalmente por:
Procesos radiactivos: Este tipo de procesos transmite energía en forma de ondas
electromagnéticas (radiación de onda corta emitida por el sol, y radiación de onda
larga emitida por la atmósfera y la superficie del agua), y por lo tanto no dependen de
la materia para su propagación.
Transferencias de calor turbulentas: transferencia de calor latente debido a la
evaporación del agua, y transferencia de calor sensible debido a las diferencias de
temperatura entre el agua y el aire. Este tipo de procesos depende del movimiento
molecular.
Cada uno de estos procesos aporta dos componentes principales al intercambio de calor
superficial, para un total de cuatro, a saber (ver Figura 2-1):
1. Radiación solar, es la radiación de onda corta proveniente del sol y que alcanza la
superficie del agua.
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2. Radiación de onda larga, es la radiación neta de onda larga que producen la atmósfera
y la superficie del agua.
3. Calor latente, es la transferencia de calor debido a la evaporación del agua.
4. Calor sensible, es la transferencia de calor, por conducción y convección, entre la at-
mósfera y el cuerpo de agua.
Por lo tanto, el flujo total de calor en la superficie puede representarse por la siguiente
ecuación (Chapra, 1996):
J = Jsn + Jan − (Jbr + Jc + Je) , (2-21)
donde Jsn es el flujo de calor debido a la radiación solar neta de onda corta, Jan es el flujo
de calor debido a la radiación atmosférica de onda larga, Jbr es el flujo de calor debido a
la radiación de onda larga reflejada por la superficie del agua, Jc es el flujo de calor por
conducción y Je es el flujo de calor por evaporación. Generalmente, la radiación solar es la
principal fuente calor, mientras que el calor latente o evaporación, la principal pérdida de
calor.
2.4.1.1. Radiación solar
El flujo de calor generado por radiación solar penetra la superficie y se distribuye a través de la
columna de agua. Parte de esta radiación se pierde en la atmósfera por dispersión y absorción.
La cantidad de radiación solar que penetra el cuerpo de agua depende fundamentalmente
de:
1. La altitud del sol, que para un mismo lugar, varía tanto diaria como estacionalmente.
2. Los efectos de dispersión y absorción que atenúan la radiación en la atmósfera,
debidos principalmente a la nubosidad. La luz que penetra la atmósfera es disipada
por las partículas de polvo, reflejada por las nubes y absorbida por algunos gases
atmosféricos (Chapra, 1996).
3. La reexión de la supercie del agua, que depende de las condiciones del cielo
(e. g. despejado, nubosidad) y de la superficie del agua (e. g. ondas).
4. El sombreado. En efecto, cuerpos de agua localizados en cañones profundos o rodea-
dos de árboles altos se ven afectados por el sombreado, que puede disminuir la radiación
solar significativamente (Chapra, 1996). Por esto, las áreas obstruidas presentan tem-
peraturas del agua más bajas que las áreas no obstruidas. En ríos y embalses estrechos,
el efecto de la sombra sobre la precisión de la simulación de la temperatura puede ser
considerable (Ji, 2008).
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Para estimar la radiación solar existen diversas formulas empíricas, que son funciones de
factores como el tiempo, la posición del sol y la nubosidad. Sin embargo, como la radiación
solar generalmente es el componente más importante dentro de la ecuación que representa
el flujo superficial de calor y como, además, los errores de las ecuaciones empíricas pueden
llegar a ser significativos, siempre que sea posible es preferible la medición directa de la
radiación solar.
2.4.1.2. Radiación de onda larga
La radiación de onda larga, Jan , puede determinarse a partir de la ley de Stephan-Boltzmann,
JR = "θ4 , (2-22)
donde JR es el flujo de calor por radiación de onda larga, " es la emisividad (para el agua,
u 0.97) y  es la constante de Stephan-Boltzmann (5.7 × 10−8 W/m2°K4). El intercambio
de radiación de onda larga entre el aire y el agua es el resultado de dos procesos: (1) ra-
diación emitida desde la atmósfera hacia la superficie del agua y (2) radiación emitida desde
la superficie del agua hacia la atmósfera. Ésta depende de la temperatura atmosférica, la
nubosidad y otras variables atmosféricas. En la noche o cuando hay nubosidad, la radiación
de onda larga puede llegar a ser significativa.
Para calcular la radiación de onda larga, Martin y McCutcheon (1998) proponen una ecuación
modificada de la ley de Stephan-Boltzmann para la emisividad del aire
Jan = "a (Tair + 273.15)4 , (2-23)
donde Tair es la temperatura del aire y "a es la emisividad del aire. Para calcular la emisivi-
dad del aire existen numerosas ecuaciones, la ecuación de Swinbank (1963) modificada por
Wunderlich (1968), citado por Martin y McCutcheon (1998) es una de estas
"a = αo (1 + 0.17C) (Tair + 273.15)2 , (2-24)
donde αo = 0.937×10−5 es una constante de proporcionalidad y C es la fracción de nubosidad.
Teniendo en cuenta que la radiación neta de onda larga es la radiación que penetra menos la
que es reflejada por la superficie del agua, estudios de Wunderlich (1972), citado por Martin
y McCutcheon (1998), muestran que la reflectancia de la superficie del agua puede asumirse
como el 3 %. Con base en ésto, y al combinar las ecuaciones (2-23) y (2-24), se obtiene
Jan = αo (Tair + 273.15)6 (1 + 0.17C) (1−RL) , (2-25)
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donde RL u 0.03 es el coeficiente de reflexión.
Para calcular la radiación emitida por la superficie del agua, Jbr, Chapra (1996) y Martin y
McCutcheon (1998), sugieren la ecuación (2-22), pero utilizando la emisividad del agua.
2.4.1.3. Evaporación y calor latente
La evaporación es un proceso físico en el que el agua de la superficie pasa de estado líquido
a vapor. El calor latente debido a la evaporación es la principal fuente de pérdida de calor
en un embalse. Mediciones precisas de la radiación, la temperatura del aire, el gradiente de
presión de vapor y la temperatura del agua permiten estimar con exactitud la evaporación
(Ji, 2008).
La presión de vapor de saturación es se define como la máxima presión de vapor que es
termodinámicamente estable, y es función de la temperatura del aire. Chapra (1996) propone
la siguiente ecuación modificada de Raudkivi (1979) para calcular la presión de vapor de
saturación en función de la temperatura en ◦C:
es = 4.596 exp
(
17.27θ
237.3 + θ
)
. (2-26)
La presión de vapor del aire ea y la presión de vapor de saturación es son equivalentes cuando
la temperatura es igual a la temperatura del punto de rocío (Chapra, 1996). La temperatura
del punto de rocío se define como la temperatura en la que una masa de aire se vuelve
saturada cuando se enfría a una presión y humedad relativamente constantes. La presión
de vapor del aire se puede relacionar con la temperatura del punto de rocío mediante la
siguiente ecuación (Chapra, 1996):
ea = 4.596 exp
( 17.27Td
237.3 + Td
)
, (2-27)
donde Td es la temperatura del punto de rocío.
Chapra (1996) representa la pérdida de calor por evaporación por medio de la ley de Dalton,
que se expresa como
Je = f (Uw) (es − ea) , (2-28)
donde f(Uw) es la función de velocidad del viento o coeficiente de transferencia. Edinger
et al. (1974), citado por Chapra (1996), sugiere la siguiente relación propuesta por Brady,
Graves y Geyer (1969) para calcular f(Uw):
f (Uw) = 19 + 0.95U2w , (2-29)
donde Uw es la velocidad del viento medida a 7m sobre la superficie del agua en m/s.
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2.4.1.4. Calor sensible
El intercambio de calor sensible (o conducción) es el flujo de calor transferido entre el agua
y la atmósfera debido fundamentalmente a la diferencia de temperatura entre el aire y el
agua. Este intercambio de calor se da por conducción y convección, y no está relacionado
con la evaporación del agua. La dirección del flujo de calor puede ser hacia arriba o hacia
abajo, y ocurre únicamente en una capa muy delgada de la interfase aire-agua. El proceso de
transferencia de calor sensible es análogo al de la evaporación. Por eso, cuando se incrementa
la diferencia de temperatura entre el aire y el agua, y aumenta la velocidad del viento, la
transferencia de calor también aumenta.
Para representar la conducción y la convección, Chapra (1996) presenta la siguiente expre-
sión:
Jc = c1f (Uw) (Ts − Tair) , (2-30)
donde Ts es la temperatura en la superficie del agua, c1 u 0.47 mmHg/°C es el coeficiente
de Bowen y f (Uw) está definida por la ecuación (2-29).
2.5. Estratificación térmica de un embalse
En cuerpos de agua superficiales como lagos y embalses, el régimen térmico se da como
resultado de la interacción de dos procesos: (1) la transferencia de calor y momentum a través
de la superficie del agua y (2) la fuerza de la gravedad sobre las capas que están estratificadas
por diferencias de densidad. En dichos cuerpos, los principales factores que controlan las
condiciones hidrodinámicas son: (1) profundidad, longitud, volumen y área superficial, (2)
flujos de entrada y de salida, (3) tiempo de retención hidráulico y (4) características físicas.
La temperatura en la superficie del agua depende de múltiples factores (ver Sección 2.4.1),
como: la magnitud de la radiación solar, la temperatura del aire, la humedad relativa, la
velocidad del viento, y la nubosidad. Los vientos que soplan sobre la superficie tienden
a mezclar las aguas superficiales y transfieren calor y momentum a través de la columna
de agua. Aún cuando las diferencias de densidad entre las capas estratificadas son muy
pequeñas, se necesita mucho trabajo para mezclar completamente la columna de agua, debido
a que la energía proveniente de la fuerza del viento es mitigada por la fuerza de flotación
(Chapra, 1996). La interacción entre estos factores se puede caracterizar a través del número
de Richardson, Ri, que compara las fuerzas de flotación con las fuerzas cortantes. Si Ri es
significativamente más grande que un nivel critico de  0.25, resulta un régimen térmico
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Figura 2-2: Estratificación y perfil de temperatura de un lago. Tomado y adaptado de Ji
(2008).
estable. Si Ri es mucho menor que 0.25, se genera turbulencia inducida. Toro (1998) propone
calcular el número de Richardson mediante la siguiente expresión
Ri = −
(
g

) (
@
@z
)
(
@u
@z
)2
+
(
@v
@z
)2
+
(
@w
@z
)2 . (2-31)
Cuando un lago alcanza un estado de estratificación estable se puede distinguir tres regímenes
térmicos (ver Figura 2-2): (1) el superior, denominado epilimnion, (2) el inferior, denominado
hipolimnion, y (3) la termoclina o metalimnión, que es una región angosta caracterizada por
un cambio o gradiente de temperatura que separa el epilimnion del hipolimnion.
Los embalses tienen características físicas únicas, pues son alargados y estrechos. Hidrodiná-
micamente se comportan como un río en la zona que está lejos de la estructura hidráulica,
pero cerca de la estructura se parecen más a un lago. Por esta razón, en los embalses se
puede distinguir tres zonas (ver Figura 2-3): (1) uvial, (2) de transición y (3) lacustre.
La zona fluvial es estrecha y bien mezclada, con pendiente empinada. Por tanto, en esta
zona el transporte ocurre principalmente por advección y por la fuerza gravitacional. El flu-
jo se caracteriza por transportar grandes cantidades de partículas suspendidas, que causan
turbiedad y poca penetración de la luz. La zona de transición conecta la zona fluvial con
la lacustre. En ella, la superficie del agua se hace gradualmente horizontal. En esta zona,
a medida que la velocidad disminuye, las partículas suspendidas se van depositando en el
fondo, permitiendo que la luz penetre más; y las fuerzas de flotación, debidas a las dife-
rencias de densidad entre el flujo de entrada y el agua almacenada en la zona lacustre, son
significativas. Por su parte, la zona lacustre se caracteriza por patrones de flujo gobernados
por fuerzas de flotación. Debido a la baja velocidad del flujo y a la mayor profundidad del
agua, la concentración de las partículas suspendidas generalmente es baja. Esto hace que la
penetración de la luz sea máxima y suficiente para el crecimiento de algas.
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Figura 2-3: Zonas de un embalse: fluvial, de transición y lacustre. Tomado y adaptado de
Ji (2008).
Los procesos hidrodinámicos que juegan un papel importante en el proceso de mezcla en los
lagos y embalses son: (1) los flujos de entrada y salida, (2) la fuerza del viento y la circulación
vertical, (3) la estratificación térmica y (6) los seiches. Los flujos de entrada pueden ser de
ríos, escorrentía, flujos de agua subterránea, y descargas de plantas de tratamiento de aguas
residuales. Si no existe diferencia entre la densidad del flujo de entrada y el agua contenida
en el lago o embalse, entonces ocurre un mezclado rápido. Si existen diferencias de densidad,
entonces ocurre mezcla turbulenta, y el flujo de entrada penetrará como una corriente de
densidad en forma desbordante, intermedia o subyacente (ver Figura 2-4). En efecto, cuando
el flujo de entrada tiene densidad media, entonces el flujo es intermedio o subyacente (ver
Figura 2-4). En cambio, cuando la densidad del flujo de entrada es menor a la de la superficie
ocurre flujo desbordante. Por el contrario, cuando la densidad del flujo de entrada es mayor
que la del lago ocurre flujo subyacente. El esfuerzo cortante del viento produce ondas sobre
la superficie del agua que se mueven verticalmente a través de las capas estratificadas del
lago o embalse. La altura y el periodo de las ondas generadas dependen de la velocidad
del viento, de su duración y de la distancia (fetch) a la que éste sopla sobre la superficie
del agua. Cuando la distancia fetch se incrementa, la longitud de onda también. Las ondas
gravitacionales (i. e. longitud de onda mayor que 2 cm) son las más importantes en lagos y
embalses.
Otros procesos que generan mezcla vertical son el enfriamiento convectivo, la circulación de
Langmuir y los seiches. Martin y McCutcheon (1998) ofrecen una descripción más detallada
de estos procesos.
En los lagos y embalses la estratificación se presenta durante periodos prolongados. Por esta
razón, los modelos de transporte vertical de calor se suelen idealizar, y la evolución de la
temperatura se asume como un proceso de convección-difusión (ver Figura 2-5). Por lo tanto,
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Figura 2-4: Corrientes de densidad en un embalse. Tomado y adaptado de Martin y Mc-
Cutcheon (1998).
Figura 2-5: Representación unidimensional de la estratificación. Tomado de Ford y Johnson
(1986).
la convección natural juega un papel predominante en la mezcla vertical y el transporte de
calor en los cuerpos de agua estratificados, que se puede modelar usando la aproximación de
Boussinesq mencionada anteriormente.
2.6. Modelación de la estratificación
La aproximación de Boussinesq permite simplificar la simulación de fluidos sometidos a
flotación mediante las siguientes suposiciones (Valencia, 2005):
1. La densidad depende linealmente de la temperatura y se considera constante, excepto
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cuando causa fuerzas de flotación (ver Sección 2.1).
2. Todas las demás propiedades del fluido se consideran constantes.
3. Los términos de disipación viscosa se asumen despreciables.
Según Valencia (2005), la aproximación de Boussinesq se puede considerar válida si la
variación de las propiedades físicas del fluido en una cavidad cúbica con paredes perfec-
tamente conductoras en régimen laminar estacionario y turbulento es de 62 % para el coefi-
ciente de expansión térmica y 40 % para la viscosidad con respecto al valor de la temperatura
media.
En la aproximación de Boussinesq, la interacción entre el fluido y la temperatura se representa
a través de un término lineal de flotación, el cual actúa como un término de forzamiento sobre
el fluido. Las ecuaciones que gobiernan la convección natural son (Guo et al., 2002):
∇ · u = 0 , (2-32)
∂u
∂t
+∇ · (uu) = −1
ρ
∇p+ ν∇2u− gβ (θ − θo) , (2-33)
∂θ
∂t
+∇ · (uθ) = α∇2θ . (2-34)
En la Figura 2-6 se muestra el esquema de un lago y las condiciones de frontera que se deben
imponer en el mismo para satisfacer las condiciones de flujo y de transferencia de calor. En
la superficie del agua, la variación de la temperatura debido al intercambio de calor en la
interfase aire-agua se impone como una condición de frontera tipo Neumann, y la cantidad
de momentum y difusión turbulenta que se transfieren por efecto del viento se imponen como
una condición de frontera tipo Dirichlet en las velocidades horizontales de la superficie del
agua, cuyos valores se igualan al valor de la velocidad cortante del viento.
El valor de la velocidad cortante del viento, !, se puede estimar como
! =
s
τs
ρ
, (2-35)
donde τs es el esfuerzo cortante en la interfase aire-agua.
El esfuerzo cortante debido al viento, τs, es la fuerza tangencial por unidad de área que se
produce por el movimiento horizontal del viento sobre la superficie del agua. Este esfuerzo
cortante es función de la velocidad y dirección del viento, y se determina usando factores
que transforman la velocidad del viento en esfuerzo (Ji, 2008). Uno de estos factores − y
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Figura 2-6: Condiciones de frontera requeridas para simular la estratificación térmica de
un lago o embalse.
además el más usado − es el coeficiente de arrastre, que se puede estimar a partir de variables
relacionadas con el aire y el agua. De esta manera, el esfuerzo cortante del viento se puede
estimar mediante la siguiente expresión (Chapra, 1996):
τs = CDρaU2w , (2-36)
donde CD es el coeficiente de arrastre, ρa es la densidad del aire y Uw es la velocidad del
viento. La densidad del aire, ρa, es función de la temperatura, la presión y la humedad, y su
magnitud varía entre 1.2 - 1.3 kg/m3. El valor del coeficiente de arrastre, CD, es proporcional
a la velocidad del viento. Para calcular el coeficiente de arrastre, Chapra (1996) propone la
expresión
CD = 0.00052U0.44w . (2-37)
En el lecho del lago o embalse, que actúa como una pared adiabática, la temperatura cumple
una condición de frontera tipo Neumann con gradiente igual a cero, mientras que para la
velocidad se impone una condición de frontera tipo Dirichlet con valor igual a cero (no-slip).
En los afluentes, tanto la temperatura como la velocidad del flujo son conocidas, por lo
que éstas se pueden imponer como una condición de frontera tipo Dirichlet. En cambio, en
los efluentes la velocidad es la única variable conocida, para la que también se impone una
condición de frontera tipo Dirichlet.
Con estas condiciones de frontera, y añadiendo los términos de fuente de calor (ver ecuación (2-20)),
las ecuaciones (2-32) a (2-34) pueden simular la estratificación térmica de un lago o embalse
en condiciones de flujo estacionario (estado estable), es decir, sin variación en el nivel de la
superficie del agua. Estas ecuaciones son:
∇ · u = 0 , (2-38)
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∂u
∂t
+∇ · (uu) = −1
ρ
∇p+ ν∇2u− gβ (θ − θo) , (2-39)
∂θ
∂t
+∇ · (uθ) = α∇2θ + sA
ρCp
. (2-40)
La viscosidad cinemática ν y el coeficiente de difusión térmica α en las ecuaciones (2-39)
y (2-40), dependen en realidad de las variaciones en la densidad inducidas por efecto de la
estratificación térmica, que por lo general se calculan en función del número de Richard-
son, Ri, a escalas mucho más pequeñas que las dimensiones del embalse. Por lo tanto, en la
modelación hidrodinámica se prefiere trabajar con valores efectivos, que capturan los efectos
combinados de la turbulencia y la difusión a escalas más grandes. Estos son: el coeficiente de
viscosidad turbulenta N(z) y el coeficiente de difusión turbulenta E(z). Sus valores dependen
del cuerpo de agua específico que se quiere modelar, y se pueden obtener de varias maneras
(Martin y McCutcheon, 1998): (1) mediante estudios previos en cuerpos de agua similares,
(2) mediante estudios de campo con mediciones experimentales, (3) mediante ecuaciones em-
píricas o semiempíricas (Bloss et al., 1988; Chapra, 1996; Martin y McCutcheon, 1998; Toro,
1998; Ji, 2008) o (4) mediante calibraciones de esos parámetros corriendo simulaciones del
modelo. En este trabajo estimamos los coeficientes de mezcla turbulenta usando ecuaciones
empíricas y también tomando como referencia valores reportados en la literatura consultada.
Dentro de las ecuaciones empíricas, para calcular E(z), se usó la propuesta por Munk y
Anderson (1948), citados por Chapra (1996):
E(z) = Eo
(1 + βRi)0.5
, (2-41)
donde el coeficiente de difusión en estabilidad neutral, Eo, está dado por
Eo = co ! , (2-42)
donde co es una constante empírica y ! es la velocidad cortante del viento. El valor por
defecto para el coeficiente co es
co =
zmax
34 ,
donde zmax es la máxima profundidad del lago o embalse.
Por su parte, para calcular N(z), se usó la ecuación empírica propuesta por Bloss et al.
(1988)
N(z) = No
(1 + 3Ri)-1
, (2-43)
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donde No es el coeficiente de torbellino para aguas claras que puede estimarse a partir
de la ecuación de energía cinética de turbulencia. Toro (1998) propone un balance entre
los términos de producción de energía cinética de turbulencia y su tasa de disipación para
calcularlo:
(
No
2
)
= 2
(
∂u
∂x
)2
+ 2
(
∂v
∂y
)2
+ 2
(
∂w
∂z
)2
+
(
∂u
∂y
+ ∂v
∂x
)2
+(
∂u
∂z
+ ∂w
∂x
)2
+
(
∂w
∂y
+ ∂v
∂z
)2
, (2-44)
donde
 = z
s
1−
(
z
h
)
, (2-45)
donde h es la profundidad de flujo y  es la constante de von Karman.
3. Descripción del sitio de estudio
En este capítulo se describen las principales características del embalse Riogrande II, tales
como su ubicación, batimetría y capacidad de almacenamiento. También se hace una caracte-
rización climatológica de la cuenca hidrográfica aferente al embalse, con base en información
registrada en estaciones hidrometeorológicas que están distribuidas sobre la cuenca.
3.1. Embalse multipropósito Riogrande II
El embalse Riogrande II es uno de los nueve embalses para la generación de energía que
posee Empresas Públicas de Medellín (EPM). Además, este embalse se utiliza para el su-
ministro de agua a la planta de potabilización Niquía, lo que lo convierte en un embalse
multipropósito. Se encuentra ubicado en el altiplano norte, entre los municipios de Don
Matías, Santa Rosa de Osos y San Pedro de los Milagros (ver Figura 3-1), a 60 km de Me-
dellín por la vía Bello-Don Matías, o por una ruta alterna tomando la vía San Pedro de los
Milagros-Entrerríos. Su ubicación geográfica está definida entre las coordenadas 75°32′30′′W-
75°26′10′′W y 6°33′50′′N-6°28′07′′N. La estructura de captación se encuentra en el sector
de la quebrada Las Ánimas, y las casas de máquinas, en los sectores conocidos como La
Tasajera y Niquía, que hacen parte de los municipios de Bello y Barbosa, respectivamente.
La central Niquía capta 6.4 m3/s, genera 21MW (gracias a una caída de 370m) y abastece la
planta de tratamiento de agua potable de Manantiales. Por su parte, la central La Tasajera
capta 40 m3/s y genera 306MW (Cuéllar, 2009).
El embalse tiene un volumen total de 240 millones de metros cúbicos y un espejo de agua
de 1214 ha. La cuenca de drenaje tiene una extensión de 1041 km2 e incluye tres corrientes
principales que descargan en el embalse: los ríos Grande y Chico, y la quebrada Las Ánimas
(Marín, 2007; Cuéllar, 2009; Franco, 2011).
En la Figura 3-2 se muestra la presa de Riogrande II, que está situada aguas abajo de la
confluencia de los ríos Chico y Grande, en el municipio de Don Matías. La presa tiene 65m
de altura sobre el caudal del río y fue construida mediante la compactación de 2.8 millones
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Figura 3-1: Municipios que conforman la jurisdicción del embalse Riogrande II. Tomado
de Franco (2011).
de metros cúbicos de tierra. Ésta tiene un vertedero a 2270m.s.n.m. que permite evacuar
hasta 1400 m3/s de agua (EEPPM, 1998, 2000a,c).
En la Figura 3-3 se muestra un esquema de la torre de captación del embalse. Ésta es de
concreto armado, cuenta con dos entradas de agua independientes, una para el túnel de
Niquía y otra para el túnel de La Tasajera, cada entrada tiene rejas coladeras, compuerta
auxiliar y compuerta principal, y son controladas por mecanismos electrohidráulicos. La
estructura tiene 40m de altura, pesa 35000 toneladas y está apoyada sobre 46 pilares de
1.30m de diámetro, que están enterrados unos 25m. Además de los mandos y controles
para las compuertas, esta torre alberga los sistemas de supervisión y telemedida de nivel del
embalse y de las variables hidrometeorológicas de la zona (EEPPM, 1998, 2000a,c).
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Figura 3-2: Presa de Riogrande II. Tomado de Cuéllar (2009).
De la estructura de captación parten dos túneles de conducción: uno para el acueducto, de
16.4 km de longitud, y otro para la generación de energía, de 7.2 km. El túnel de conducción
del acueducto termina en la central hidroeléctrica Niquía, de donde, a una cota de 1850m,
parte el conducto de transporte del agua hasta la planta de potabilización Manantiales, que
está situada en el flanco oriental del río Medellín, a 1740m sobre el nivel del mar. El túnel
de carga para energía termina en la central subterránea La Tasajera (EEPPM, 2000c).
El propósito de la central Niquía en el sistema de acueducto es el de recuperar y disipar la
energía potencial del agua antes de entregarla al tanque de carga del sifón hacia la planta de
potabilización Manantiales. Para garantizar la continuidad del suministro de agua cuando el
grupo recuperador de energía no esté disponible, la central está equipada con un conjunto
disipador de energía compuesto por dos válvulas de tipo conofijo instaladas en un cámara
de disipación apropiada y conectadas a la misma tubería de la turbina. El medio disipador
se usa cuando la turbina no está operando o cuando es necesario regular el nivel del tanque
de carga del sifón (EEPPM, 1998, 2000a,c). Por otra parte, el agua turbinada en la central
La Tasajera es conducida hacia la descarga final en el río Medellín mediante un túnel a
flujo libre de 1900m de longitud y un canal abierto de 800m, aproximadamente. El caudal
turbinado se entrega al río Medellín en una zona de muy alta contaminación, por lo que es
un factor decisivo para su saneamiento y contribuye de manera importante a su proceso de
oxigenación (EEPPM, 2000a,c). En la Figura 3-4 se muestra un esquema gráfico que resume
lo descrito anteriormente.
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Figura 3-3: Esquema torre de captación del embalse Riogrande II. Tomado de Marín
(2007).
Finalmente, en la Figura 3-5 se muestra la batimetría del embalse generada a partir de curvas
de nivel, que fueron levantadas por EPM en el año 2001 usando lineas de sondeo con una
separación de 50m dentro del cuerpo de agua y 25m en las colas (Marín, 2007). Como se
observa, la torre de captación está en el extremo opuesto a la desembocadura del río Grande
y a una distancia de aproximadamente 10 km del río Chico. La cota más baja se encuentra
a 2224.2698m.s.n.m y está localizada muy cerca de la presa. Cuando el embalse alcanza su
máxima capacidad, la profundidad del embalse puede llegar a ser de aproximadamente 40m.
Por su forma y batimetría, se puede decir que la variación espacial de las propiedades del
agua es más significativa en la escala horizontal que en la vertical.
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Figura 3-4: Esquema gráfico del embalse Riogrande II. Tomado de EEPPM (2000b).
Figura 3-5: Batimetría del embalse Riogrande II.
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3.2. Climatología cuenca hidrográfica
La cuenca del río Grande, con un área de 1294 km2, hace parte de la hoya hidrográfica del
río Porce, afluente del río Nechí. Éstos desembocan en el río Cauca, en el río Magdalena y
en el Mar Caribe. La cuenca se sitúa en la zona central del departamento de Antioquia, al
norte de la ciudad de Medellín y en jurisdicción de los municipios de San Pedro, Entrerríos,
Belmira, Don Matías y Santa Rosa de Osos. El río Grande nace en el municipio de Santa
Rosa de Osos, sobre la cordillera central de los Andes, a unos 3000m.s.n.m. Después de
recorrer unos 120 km desemboca en el río Porce, en la cota 1100m (EEPPM, 2000c).
En la Tabla 3-1 se muestran las precipitaciones anuales promedio registradas en estaciones
que están distribuidas en los municipios que conforman las cuencas hidrográficas Río Chico y
Río Grande, cuyas áreas de drenaje son aferentes al embalse Riogrande II. Para caracterizar la
climatología de la zona, EPM cuenta con 10 estaciones. Su ubicación, coordenadas geográficas
y tipo se muestran en la Tabla 3-2. Estas estaciones también se muestran en la Figura 3-6,
en la cual además se esquematiza la delimitación de las cuencas hidrográficas. Es de notar
que las dos únicas estaciones limnigráficas (LG) que hay en la zona (RG10 - San Pedro La
Ye y RG6 - Puente Belmira) se encuentran aguas arriba de los sitios en los que los ríos Chico
y Grande afluyen al embalse. Por este motivo, los caudales registrados en esas estaciones
se deben transponer para incluir el aporte adicional de caudal proveniente de las áreas de
drenaje aferentes (Marín, 2007; Franco, 2011).
La transposición de caudales consiste en encontrar una relación entre las áreas de las cuencas
considerando un aporte constante. Los caudales se transponen desde el sitio de aforo hasta
los sitios en los que los ríos Grande y Chico afluyen al embalse. Franco (2011) encontró
factores de transposición de 1.45 para el río Grande y de 1.44 para el río Chico.
Tabla 3-1: Precipitación anual promedio en municipios de las cuencas hidrográficas del
embalse Riogrande II (Marín, 2007).
Municipio Precipitación [mm/año]
Belmira 2000
San Pedro de los Milagros 1800
Entrerrios 1800
Santa Rosa de Osos 1800
Don Matías 1800
Central Mocorongo 2000 - 3000
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Figura 3-6: Estaciones hidroclimatológicas de EPM ubicadas en las cuencas aferentes al
embalse Riogrande II. Tomado de Franco (2011).
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Tabla 3-2: Estaciones hidroclimatológicas ubicadas en el sitio de estudio. Tomado de Franco
(2011).
Código Tipo Nombre Corriente Municipio Norte Este
2701101 PG Alto de la Sierra Chico Belmira 6◦34’05.351” 75◦36’05.673”
2701075 PM Entrerrios Grande Entrerrios 6◦34’06.174” 75◦31’27.687”
2701095 PM Presa Riogrande II Grande Don Matías 6◦30’34.971” 75◦27’07.343”
2701053 PM Alto San Andres  Girardota 6◦26’10.702” 75◦26’37.015”
2701116 PG El Tururo Grande Entrerrios 6◦35’52.698” 75◦34’43.967”
2701073 PG Medina Grande San Pedro 6◦25’33.318” 75◦32’11.785”
2701522 CP San Pedro Chico San Pedro 6◦29’54.979” 75◦34’29.231”
2701523 CP Cucurucho Grande S. Rosa de O. 6◦40’03.955” 75◦31’24.168”
2701767 LG RG10-S. Pedro La Ye Chico San Pedro 6◦29’54.979” 75◦34’29.231”
2701707 LG RG6-Puente Belmira Grande S. Rosa de O. 6◦39’13.648” 75◦32’23.276”
Para calcular las afluencias totales, Franco (2011) propone la siguiente ecuación empírica,
Afluencias Totales = 1.4157 (RG-10 + RG-6) + 6.04 , (3-1)
donde RG-10 y RG-6 son los caudales medidos en las estaciones San Pedro La Ye y Puente
Belmira, respectivamente.
La ecuación (3-1) se obtuvo de regresiones lineales entre algunas estaciones que existían
antes de que se construyera el embalse y las estaciones que existen actualmente. El último
término de la ecuación representa los aportes de otros afluentes menores. Este término es
constante para cualquier época del año porque no tiene incluida la variación intranual. Esta
ecuación es fuente de incertidumbre en la simulación y requiere de otros ajustes. Por ejemplo,
las simulaciones realizadas para Riogrande II con el modelo ELCOM requirieron ajustar los
valores de los caudales mediante un balance de masa (Marín, 2007; Franco, 2011).
Los valores medios multianuales de los caudales registrados en las dos estaciones limnigráficas
Puente Belmira y San Pedro La Ye se muestran en la Figura 3-7, al igual que los valores
medios multianuales de precipitación registrados durante un periodo de 21 años en las tres
estaciones pluviográficas y las tres pluviométricas que se encuentran en el sitio. Como se
observa, el caudal medio para río Grande es aproximadamente de 15 m3/s y para río Chico,
de 5 m3/s. En cuanto al ciclo anual del caudal y la precipitación, se observa que éste es
bimodal para ambas variables, pues hay dos periodos húmedos: el primero y el más húmedo
entre los meses de Marzo, Abril y Mayo, y el segundo entre los meses de Septiembre, Octubre
y Noviembre. Del mismo modo hay dos periodos secos: el primero y el más seco entre los
meses de Diciembre, Enero y Febrero, y el segundo entre los meses de Junio, Julio y Agosto
(Marín, 2007; Franco, 2011).
Existen dos estaciones climatológicas en el sitio de estudio: la estación Cucurucho en la
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Figura 3-7: Ciclo anual de valores medios multianuales de las variables caudal y precipita-
ción registradas en las estaciones durante un periodo de 21 años. Tomado de
Franco (2011).
Figura 3-8: Ciclo anual de valores medios multianuales de las variables meteorológicas re-
gistradas en las estaciones Cucurucho y San Pedro. Tomado de Franco (2011).
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cuenca río Grande y la estación San Pedro en la cuenca río Chico. Estas estaciones registran
temperatura del aire, humedad relativa, radiación de onda corta y precipitación, y tienen
un periodo de registro de más de 20 años (1981-2010). En la Figura 3-8 se muestran los
valores medios multianuales de las variables meteorológicas mencionadas. Se observa que la
radiación de onda corta, la humedad relativa y la precipitación presentan un comportamiento
bimodal, en tanto que la temperatura del aire presenta cierta uniformidad durante todo el
año. Por su parte, la cobertura de nubes se registró durante las campañas de campo, debido
a que las estaciones carecen de la instrumentación para medirla (Marín, 2007; Franco, 2011).
La magnitud y dirección del viento también son monitoreadas en estas estaciones por medio
de un sensor. Sin embargo, como la topografía de la zona se caracteriza por ser encañonada,
los valores registrados de esta variable no se tuvieron en cuenta y se tomaron los registros
de dos estaciones meteorológicas diferentes que fueron instaladas en el sitio: una sobre la
torre de captación y otra sobre una isla localizada en la confluencia de los tres ramales
del embalse. Con la información registrada, Franco (2011) caracterizó dos periodos del ciclo
diario del viento:
1. Entre las 11:00 y las 23:00 se registran las mayores velocidades en la estación de la isla
(6 a 7m/s), con viento proveniente del Este (presa), mientras que en la estación de la
torre se registran vientos con magnitudes más bajas (4 a 5m/s) provenientes del sur.
2. Entre las 23:00 y las 11:00 se observa en la estación de la isla vientos moderados (ve-
locidades inferiores a 2.5m/s) provenientes del norte (cañón de río Grande), mientras
que en la estación torre los vientos son más suaves (velocidades inferiores a 1m/s) y
su dirección sigue el cañón de la quebrada Las Animas en sentido sur-norte.
Para las zonas donde no hay registro continuo, como el brazo del río Chico, se usaron medi-
ciones puntuales con anemómetro manual. Esta información también sirvió para comparar
los registros y la caracterización del ciclo diario del viento descrito anteriormente. Con la
información de velocidad y dirección del viento registrada tanto en las dos estaciones mete-
orológicas como en las mediciones puntuales con anemómetro, Franco (2011) generó campos
de velocidades del viento para el periodo de simulación.
Los campos de velocidades del viento generados se obtuvieron de 67 estaciones virtuales
distribuidas alrededor del embalse (ver Figura 3-9). Las estaciones virtuales se usan para
definir series de tiempo con dirección y velocidad del viento cuyos valores dependen de la
zona del embalse en la que éstas se encuentran. Como pivote o registro base se tomaron las
mediciones de la estación de la isla. El procedimiento para calcular los valores de las series de
tiempo en cada estación virtual consiste primero en multiplicar un factor de amplificación o
reducción a la magnitud de velocidad registrado en la estación de la isla y después asignarle
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Figura 3-9: Estaciones virtuales usadas para generar los campos de velocidades del viento.
Tomado de Franco (2011).
un ángulo de incidencia que depende de la hora del día.
Una vez generadas las series de tiempo, éstas se interpolan para asignar un valor de magnitud
y dirección de velocidad del viento a cada una de las celdas de la malla con un intervalo de
30min. Con este procedimiento se generan los campos de velocidades del viento mostrados en
la Figura 3-10. Como se puede apreciar en algunos puntos la velocidad asignada en algunos
puntos de la malla alcanzan valores superiores a los 200m/s.
Para nuestro modelo se hicieron simulaciones con los campos de velocidad del viento ge-
nerados pero escalados mediante la multiplicación de un factor arbitrario de 0.0125. El es-
calamiento fue necesario porque los campos de velocidades generados presentan en algunos
instantes velocidades superiores a los 500 m/s, seguramente por un problema qde escala.
Para obtener un dato del viento constante y homogéneo se calculó una velocidad y dirección
del viento promedio a partir de los valores de los ciclos diarios del viento caracterizados a
partir de los registros de las estaciones ubicadas en la isla y la torre de captación. El valor
promedio encontrado es 4.25 m/s con dirección predominante NE.
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Figura 3-10: Campos de velocidades del viento generados para el periodo 24-Mar-2010
12:00 - 26-Mar-2010 13:00.
4. Modelos hidrodinámicos
tridimensionales
En este capítulo se hace una revisión del modelo hidrodinámico tridimensional ELCOM.
Describiremos los procesos físicos que tiene en cuenta el modelo, y las suposiciones y sim-
plificaciones que son necesarias para que las ecuaciones que gobiernan dichos procesos sean
válidas. Este modelo ha sido usado para simular la temperatura en embalses tropicales y se
usa como referencia para comparar las simulaciones de nuestro modelo, para lo cual tenemos
simulaciones del embalse Riogrande II, cuyos resultados también se discuten en este capítulo.
4.1. Estuary and Lake Computer Model (ELCOM)
Los modelos hidrodinámicos tridimensionales tienen la capacidad de simular la variación
espacial y temporal de la temperatura. La mayoría tienen las siguientes características (Ji,
2008): (1) procesos termodinámicos completos, (2) mezcla turbulenta vertical y (3) super-
ficie libre. Las ecuaciones que gobiernan estos modelos son la ecuación de conservación de
momentum y la ecuación de continuidad.
Por medio de la hidrodinámica se resuelven las condiciones de flujo, la profundidad de la
superficie del agua y la mezcla vertical. La solución hidrodinámica se puede acoplar con otros
modelos matemáticos para determinar el transporte de sólidos, tóxicos y nutrientes.
En las últimas décadas se han desarrollado numerosos modelos hidrodinámicos. Por ejemplo
el Princeton Ocean Model (POM, Blumberg y Mellor, 1987), a partir del cual se desarrolla-
ron el Estuarine, Coastal and Ocean Model (ECOM, HydroQual, 1991) y el Enviromental
Fluid Dynamics Code (EFDC, Hamrick, 1992). También podemos encontrar CE-QUAL-ICM
(Cerco y Cole, 1994), WASP (DiToro et al., 1983), MOHID (Miranda et al., 2000) y el Estu-
ary and Lake Computer Model (ELCOM, Hodges, 2000). El modelo ELCOM ha sido usado
en Colombia para modelar embalses tropicales (Marín, 2007; Franco, 2011), entre ellos, el
embalse Riogrande II, por este motivo en esta sección se hace una descripción de este modelo.
33
34 4 Modelos hidrodinámicos tridimensionales
ELCOM es un modelo hidrodinámico, termodinámico y de transporte de cantidades es-
calares en 3-D para modelar lagos, estuarios, embalses y costas, que soluciona las ecuaciones
de aguas someras para estado no estable teniendo en cuenta la transferencia de calor y mo-
mentum a través de la superficie del agua por efecto del viento y el intercambio de calor en
la interfase aire-agua. Este modelo ha venido siendo desarrollado desde 1997 en el Centro de
Estudios del Agua (Centre for Water Research, CWR) de la Universidad de Western Aus-
tralia (University of Western Australia) (Hodges et al., 2000). La versión original del código
fue escrita y mejorada de 1997 al 2000 por el Dr. Ben R. Hodges. Desde entonces, algunos
estudiantes graduados del CWR han hecho importantes contribuciones al código. El modelo
se puede obtener después de comprar una licencia de usuario, las cuales son distribuidas por
HydroNumerics Pty Ltd.
El método de solución numérica de ELCOM se basa en el modelo tridimensional Tidal,
Residual, Intertidal Mudflat (TRIM) propuesto por Casulli y Cheng (1992), pero con mejoras
de precisión, conservación de cantidades escalares, difusión numérica e implementación de
un modelo de capa mezclada para el transporte vertical turbulento.
Las ecuaciones que gobiernan la hidrodinámica son las ecuaciones promediadas de Reynolds
para la ecuación de Navier-Stokes asumiendo que la presión es hidrostática. La evolución
de la superficie libre del agua es gobernada por la ecuación de continuidad integrada en
la dirección vertical usando condiciones de frontera cinemáticas promediadas de Reynolds.
Para el transporte de cantidades escalares el modelo usa la ecuación de convección-difusión
(ver Sección 2.4).
Para el transporte de momentum tenemos (Casulli y Cheng, 1992),
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= 0 ,
donde u, v, y w son las componentes de la velocidad, t es el tiempo,  es la elevación de
la superficie del agua, g es la aceleración gravitacional, f es la fuerza de Coriolis, la cual se
asume constante, y  y ν son los coeficientes de viscosidad turbulenta horizontal y vertical,
respectivamente.
Integrando la ecuación de continuidad respecto a la profundidad y usando una condición
cinemática en la superficie libre se obtiene la ecuación de superficie libre (Casulli y Cheng,
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1992),
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donde h es la profundidad del agua medida desde un nivel de referencia hasta el fondo, de
manera que la profundidad total de la superficie es H = h+ .
Las condiciones de frontera en la superficie libre son impuestas a partir de los esfuerzos
inducidos por la velocidad del viento, τwx y τwy :
ν
∂u
∂z
= τwx , ν
∂v
∂z
= τwy . (4-3)
Las condiciones de frontera en el fondo se imponen escribiendo los esfuerzos en el fondo en
términos de las componentes de velocidad de la capa adyacente a la interfase sedimento-
agua. Los esfuerzos en el fondo pueden ser relacionados con la turbulencia de la capa límite,
usando la ecuación de Manning-Chezy,
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v , (4-4)
donde Cz es el coeficiente de fricción de Chezy.
Para simplificar la solución completa de las ecuaciones gobernantes en 3-D, se puede solu-
cionar un conjunto de ecuaciones para aguas someras promediadas verticalmente. Estas ecua-
ciones se pueden obtener integrando verticalmente la ecuación (4-1) desde el fondo z = −h
hasta la superficie libre z = . Haciendo aproximaciones de los términos convectivos no li-
neales, y usando la ecuación (4-2) junto con las ecuaciones (4-3) y (4-4), se pueden obtener
las ecuaciones bidimensionales para aguas someras promediadas verticalmente,
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donde U = (1/H)
´ 
−h u dz y V = (1/H)
´ 
−h v dz son las velocidades horizontales promedia-
das en la profundidad.
La ecuación (4-5) tiene tres variables desconocidas: U , V y . Para solucionar el sistema
de ecuaciones diferenciales parciales, Casulli y Cheng (1992) usan un esquema numérico de
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solución de diferencias finitas semi-implícito. Detalles de este esquema de solución pueden
consultarse en Casulli y Cheng (1992).
Para el intercambio de calor en la interfase aire-agua el modelo usa los modelos de transfe-
rencia de calor encontrados en la literatura (ver Sección 2.4.1). La transferencia de energía a
través de la superficie libre está compuesta, de una parte, por componentes no penetrativos
como la radiación de onda larga, la transferencia de calor sensible y la pérdida de calor
por evaporación, y de otra, por componentes penetrativos como la radiación de onda corta
proveniente de la radiación solar. La implementación de los modelos termodinámicos puede
consultarse en Hodges (2000) y Hodges (1998).
4.1.1. Modelo de mezcla vertical
Los esfuerzos de Reynolds verticales y los flujos turbulentos en las ecuaciones de momentum
y transporte son simulados con una aproximación en 3-D de capas mezcladas, el cual está
basado en un modelo de balances de energía desarrollado por varios autores en la década
de los ochenta para la modelación de lagos en 1-D (Hodges et al., 2000). El modelo uni-
dimensional de capa mezclada es Lagrangiano, es decir, que ajusta la malla vertical, en la
columna de agua, para igualar el número de regiones de mezcla. Por su parte, el modelo en
3-D usado por ELCOM es Euleriano con una aproximación de malla fija. Sin embargo, para
el transporte vertical turbulento el modelo usa un modelo independiente de capa mezclada
en 1-D, mientras que el transporte en 3-D de energía cinética turbulenta simula el efecto
dinámico de los movimientos tridimensionales de la energía cinética turbulenta disponible
para la mezcla vertical (Hodges et al., 2000).
Para entender el modelo de capa mezclada es necesario hacer algunas definiciones. Primero,
partiremos de la definición de algunos términos del flujo de energía (Hodges et al., 2000):
(1) la energía cinética turbulenta disponible para la mezcla, EA, (2) la energía cinética
turbulenta requerida para la mezcla, ER, (3) la energía cinética turbulenta disipada, E, y
(4) la energía remanente, EM , que es la suma (balance) de todas las energías al final del
proceso de mezcla y se considera como una variable que se puede transportar. Segundo,
definiremos dos tipos de mezcla en un fluido estratificado (Hodges et al., 2000): (1) mezcla
convectiva de gradientes de densidad inestables que decrece el potencial de energía del fluido y
libera energía cinética turbulenta y (2) mezcla de gradientes de densidad estables que disipa
energía cinética turbulenta y aumenta la energía potencial del sistema. Un gradiente de
densidad inestable siempre generará EA, mientras que un gradiente estable (ER) consumirá
EA únicamente cuando EA+EM  ER. Por último, definimos el concepto de capa mezclada,
como un conjunto de celdas verticales contiguas que comparten la misma densidad, magnitud
de las cantidades escalares y velocidades (Hodges et al., 2000).
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Figura 4-1: Proceso de mezcla de varias capas debido a enfriamiento en la superficie. Toma-
do de Marín (2007).
Con base en estas definiciones, en la Figura 4-1a se muestra una estratificación lineal con
siete celdas y siete capas mezcladas, mientras que el sistema de la Figura 4-1c tiene el mismo
número de celdas pero únicamente cuatro capas mezcladas (Hodges et al., 2000). En la
Figura 4-1 se muestra como es el proceso de mezcla. Si hay enfriamiento en la superficie, por
ejemplo, el gradiente de densidad se hace inestable generando la mezcla de las capas inferiores
hasta que se alcanza una capa con igual densidad, es decir, que la mezcla se da cuando en
una columna de agua con estratificación estable se produce un cambio en la densidad por
calentamiento o enfriamiento.
La concepción del modelo de capa mezclada surge como consecuencia de que el tamaño de
la malla vertical en los modelos tridimensionales para lagos es muy gruesa, lo que dificulta
calcular adecuadamente la solución de ecuaciones diferenciales que representen los procesos
de mezcla o la transferencia de calor. Por esta razón, la termodinámica superficial se simula
en el sistema como cambios discretos de la estructura térmica en las celdas superficiales, en
vez de condiciones de frontera de ecuaciones de transporte o mezcla (Hodges et al., 2000).
Al comienzo de un paso de tiempo, el flujo de calor no penetrativo (e. g. radiación de onda
larga, transferencia de calor convectivo) se añade a la celda más superficial, mientras que la
radiación solar se distribuye en la columna de agua mediante una relación exponencial que
decae con la profundidad (Hodges et al., 2000).
La transferencia de calor afecta la estratificación de la densidad, ya sea proporcionando EA
(gradientes de densidad inestables producidos por enfriamiento neto) o incrementando ER
(gradientes de densidad estables producidos por calentamiento neto). Una vez se calcula el
nuevo campo de densidades, se simula el proceso de mezcla capa por capa para cada columna
de agua comparando la energía disponible para la mezcla (EA), la cual proviene de flujos
convectivos, esfuerzos cortantes del viento, y la energía cinética turbulenta almacenada (EM),
38 4 Modelos hidrodinámicos tridimensionales
con el incremento de la energía potencial (ER) necesaria para mezclar una celda dentro de
la capa mezclada (Hodges et al., 2000).
Hodges et al. 2000 hace un resumen del algoritmo del modelo de mezcla vertical, el cual se
calcula separadamente en cada columna de agua:
Algoritmo principal
1. Calcular cambios de la densidad debidos a calentamiento o enfriamiento en la superficie.
2. Calcular mezcla inestable (ver Algoritmo mezcla inestable), generando energía disponible
para la mezcla estable (EA).
3. Calcular la energía disponible para la mezcla por efecto de los esfuerzos cortantes del
viento.
4. Sumar energía de momentum del viento a EA en la superficie.
5. Calcular mezcla estable (ver Algoritmo mezcla estable), que reduce EA a ER para
obtener E˜A.
6. Calcular disipación (E) en cada celda de la columna de agua.
7. Restar E de E˜A para obtener E˜M .
8. Distribuir E˜M uniformemente a través de las celdas verticales de la capa mezclada.
9. Transportar por advección E˜M usando una ecuación de transporte para escalares.
Algoritmo mezcla inestable
1. Comenzar con la capa mezclada que está en la superficie libre k = k.
2. Calcular la diferencia de densidad potencial entre las celdas k y k − 1.
3. Si el gradiente de densidad en (2) es estable, ir al paso (8).
4. Si el gradiente de densidad es inestable, mezclar la celda k− 1 con todas las celdas de
la capa mezclada que contienen la celda k.
5. Calcular la energía liberada por el mezclado inestable.
6. Sumar la energía liberada por el mezclado inestable con EA de la celda k.
7. Trasladar EA de la celda k a la celda k− 1 para después ser usada en la mezcla estable
(ver Algoritmo mezcla estable).
8. Disminuir k y regresar al paso (2) hasta que se alcance el fondo de la columna de agua
(k = k).
Algoritmo mezcla estable
1. Encontrar la celda base (k) de la capa mezclada actual.
2. Calcular energía debido a la velocidad cortante entre la celda k y la celda k − 1.
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3. Sumar la energía debida a la velocidad cortante a EA almacenada en la capa mezclada
actual.
4. Calcular ER (k): energía requerida para mezclar la celda k − 1 con la capa mezclada
actual.
5. Si EA (k) +EM (k) +EM (k − 1)  ER (k), mezclar la celda k−1 con la capa mezclada
actual.
6. Si no ocurrió mezcla en el paso (5), ir la paso (11).
7. Reducir la energía de mezcla disponible para el potencial de energía requerido para
mezclar y mover a la nueva celda base: EA (k − 1) = EA (k)+EM (k)+EM (k − 1)−ER.
8. Poner en cero la energía almacenada en EM (k), EM (k − 1), y EA (k).
9. Disminuir k a k − 1, es decir, la nueva celda base de la capa mezclada.
10. Regresar a (2) a menos que el fondo (k = k) se haya alcanzado.
11. Si no ocurrió mezcla en (5), entonces E˜A (k) = EA (k) + EM (k).
12. Disminuir k a k− 1 y continuar en el paso (1) con la siguiente capa mezclada a menos
que el fondo se haya alcanzado.
Una vez se completa la mezcla de los gradientes de densidad inestables, el modelo comienza
un segundo barrido descendente a través de cada columna de agua para mezclar gradientes de
densidad estables en donde la energía disponible para la mezcla excede la energía requerida
para la mezcla. De esta manera se puede capturar el efecto dominante que tiene el viento en
el proceso de mezcla de lagos estratificados. Partiendo de la capa mezclada más superficial,
se calcula la energía requerida para mezclar la siguiente celda inferior (ER). La energía
disponible para la mezcla (EA), la cual se origina de la mezcla inestable y la velocidad
cortante y arrastre del viento, se calcula de la ecuación de energía cinética turbulenta y se
suma a la energía remanente (EM) del paso de tiempo previo, la cual se origina tanto en
la capa mezclada como en la celda inferior. La mezcla completa, entre la celda inferior y la
capa mezclada superior, ocurre cuando la energía disponible para la mezcla es más grande
que la energía requerida para la mezcla. Este paso mezcla la siguiente capa inferior con toda
la capa mezclada superior. Después de la mezcla, la energía disponible para la mezcla se
reduce por la cantidad requerida para la mezcla. Cuando dos capas mezcladas y separadas
son adyacentes verticalmente, la capa superior arrastrará la capa inferior de a una celda a
la vez (ver Figura 4-2, Hodges et al., 2000).
Si ocurre mezcla, el barrido descendente continua a través de la columna de agua con la
producción de cizallamiento, entre la capa mezclada y las celdas inferiores subsiguientes, la
cual se añade a la energía disponible para la mezcla. Cuando el barrido descendente alcanza
la base de una capa mezclada, i. e. EA + EM(k) + EM(k − 1) < ER, la mezcla disponible
remanente se reduce por disipación (E) y se distribuye a través de esa capa mezclada
para después transportarse como energía de mezcla remanente E˜M . Luego el modelo avanza
hacia la siguiente capa mezclada inferior (que puede ser o no ser de una única celda) y el
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Figura 4-2: Barrido descendente del algoritmo de mezcla estable. Tomado de Marín (2007).
barrido descendente continua calculando la energía disponible para la mezcla proveniente de
la velocidad de corte entre ésta capa y la celda inferior debajo de su base, junto con cualquier
energía de mezcla remanente. Mediante esta aproximación, regiones de fuerte cizallamiento
o débil estratificación en el centro de la columna de agua o a lo largo de las fronteras del
fondo pueden formar regiones adicionales de mezcla, cuyo número depende del número de
celdas en la dirección vertical (Hodges et al., 2000).
4.2. Simulaciones embalse Riogrande II
En esta sección se presentan los resultados de la calibración del modelo que contó con in-
formación hidrometeorológica y de mediciones de campo para las condiciones iniciales y de
entrada, la simulación de los procesos de intercambio de calor en la interfase aire-agua y la
comparación de los resultados del modelo. Las mediciones de campo fueron levantadas en 10
estaciones de muestreo pertenecientes a una red de monitoreo estática que se encuentra den-
tro del cuerpo de agua (ver Tabla 4-1 y Figura 4-3). Franco (2011) presenta resumidamente
la información que se usó para la calibración del modelo.
La calibración del modelo se realizó para el mes de marzo, el cual es un mes de verano y de
aguas bajas sin vertimientos en el embalse. El tiempo de simulación fue entre los días 18 y
27 de marzo de 2010 (10 días). Las condiciones iniciales de temperatura se tomaron como los
perfiles de temperatura medidos en los puntos de monitoreo RGE2, RGE5, RGE7 y RGE10.
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Tabla 4-1: Estaciones de medición de temperatura y calidad del agua en la zona de estudio.
Tomado de Franco (2011).
Punto Latitud (N) Longitud (W) Descripción de la localización
RGE1 6◦30’23.580” 75◦32’09.483” Entrada del río Chico al embalse
RGE2 6◦30’34.128” 75◦30’23.648” Confluencia quebrada Yerbabuena y río Chico
RGE3 6◦30’36.851” 75◦28’20.816” Final brazo río Chico
RGE4 6◦29’13.720” 75◦27’57.228” Torre de captación
RGE5 6◦30’04.997” 75◦27’41.900” Final brazo quebrada Las Animas
RGE6 6◦32’26.912” 75◦28’29.181” Entrada río Grande
RGE7 6◦31’42.523” 75◦27’47.303” Final Brazo río Grande
RGE8 6◦30’51.344” 75◦27’36.638” Confluencia río Grande , río Chico y Las Animas
RGE9 6◦30’25.003” 75◦27’06.148” Zona de presa
RGE10 6◦30’52.199” 75◦27’01.134” Entrada quebrada La Resaca
Figura 4-3: Batimetría y localización de las estaciones de medición. Tomado de Franco
(2011).
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Figura 4-4: Niveles simulados y medidos en el embalse Riogrande II durante el periodo de
calibración (18 y 27 de marzo de 2010). Tomado de Franco (2011).
En la Figura 4-4 se muestra el resultado de la simulación de los niveles del embalse y los
datos medidos. Como se ve hay una diferencia máxima de −0.1 m entre el nivel medido y el
simulado para el día 23 de marzo, justo después de dos días (21 y 23 de marzo) en los que la
central Tasajera no estuvo funcionando (caudal cercano a cero). La simulación termina con
una diferencia de 0.09 m aproximadamente respecto al nivel medido.
Los resultados de la calibración del modelo se muestran en la Figura 4-5. Podemos observar
que el modelo representa adecuadamente la estructura térmica del embalse ya que reproduce
los perfiles de temperatura medidos en campo. Estos resultados se usan para comparar los
resultados de nuestro modelo en el Capítulo 6.
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Figura 4-5: Resultados de la calibración del modelo ELCOM. Tomado y modificado de
Franco (2011).
5. Método de lattice Boltzmann
El método LB (McNamara y Zanetti, 1988; Higuera y Jiménez, 1989; Succi et al., 1991)
ha demostrado ser una herramienta numérica útil para la simulación de diversos fenómenos
físicos, como la ecuación de Navier-Stokes (Quian et al., 1992) y la ecuación de advección-
difusión (Flekkoy, 1993). En este capítulo veremos el método de lattice Boltzmann (LB) y
su implementación en la simulación de fluidos newtonianos, convección-difusión y convec-
ción natural. Para cada uno de estos casos mostraremos cómo se imponen las condiciones
de frontera. En primer lugar, explicaremos resumidamente los orígenes del método y por
qué funciona. Luego mencionaremos sus limitaciones y condiciones de estabilidad numérica.
Finalmente construiremos diferentes ejemplos para mostrar su implementación.
5.1. ¾Qué es el método de lattice Boltzmann?
El método consiste en aproximar las ecuaciones de trasporte (e. g. calor, masa y momentum)
de forma discreta, considerando que el medio o sistema está compuesto de partículas que
colisionan unas con otras, por lo que a cada paso de tiempo se requiere conocer la posición y
velocidad de cada partícula, o al menos la densidad de probabilidad fi(x, t) de encontrar una
partícula en el sitio x en el instante t moviéndose con velocidad ci. Para lograr esto, el espacio
se divide en celdas y el tiempo avanza a pasos discretos. En cada celda hay un conjunto de
velocidades ci que trasladan en un paso de tiempo la posición a las celdas vecinas. Asociadas
con cada velocidad en cada celda hay una o más variables de punto flotante conocidas
como funciones de distribución fi (ver Sección 5.1.1). Las cantidades macroscópicas en cada
celda (como densidad, velocidad, etc.) se calculan a partir de las funciones fi. Con estas
cantidades macroscópicas se calculan los valores de equilibrio f (eq)i que las funciones de
distribución deberían tener si el sistema estuviese en equilibrio con dichos valores de las
cantidades macroscópicas. Luego, con cada pulso de reloj (paso de tiempo), las funciones de
distribución se hacen evolucionar hacia esos valores de equilibrio por medio de la ecuación
de transporte de Boltzmann, usualmente con la aproximación BGK (ver Sección 5.1.2),
para luego trasladarse a las celdas vecinas indicadas por los vectores velocidad a los que se
encuentran asociadas.
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Como el comportamiento de las partículas se define por medio de una función de distribución,
que es la clave del método, la escala del método se denomina mesoscópica, es decir entre la
escala macroscópica (medio continuo) y la escala microscópica (dinámica molecular). Esta
particularidad le confiere al método LB ciertas ventajas, en comparación con otras técnicas
numéricas en las que los fluidos se simulan tratando de describir su comportamiento a escala
macroscópica, como la dinámica computacional de fluidos (CFD, por sus siglas en inglés).
Por ejemplo, con métodos mesoscópicos como el LB es fácil implementar dominios complejos,
así como simular fluidos multi-fase y multi-componente. Además, el LB es muy fácil de
paralelizar, lo que lo hace ideal para ser implementado sobre tarjetas gráficas. Sin embargo,
su principal desventaja del modelo es que requiere más memoria de cómputo que los métodos
numéricos convencionales.
5.1.1. Antecedentes históricos
La función de distribución f(r, c, t) se define como la densidad de probabilidad de encontrar
partículas, en un tiempo dado, dentro de cierto rango de posiciones y cierto rango de ve-
locidades, dando una descripción estadística del sistema. En términos estadísticos, f(r, c, t)
es el número de partículas que en un tiempo t están posicionadas entre r y r + dr con una
velocidad entre c y c + dc. Si una fuerza externa actúa sobre una molécula de gas o una
unidad de masa, cambiará la velocidad de la molécula de c a c + Fdt y su posición de r a
r + cdt, según la segunda ley de Newton (ver Figura 5-1, Mohamad, 2011). El número de
moléculas, antes y después de que la fuerza externa actúe, es constante si no hay colisión
entre las partículas, luego, f (r + cdt, c + Fdt, t+ dt) drdc− f (r, c, t) drdc = 0. Sin embar-
go, si hay colisión entre las partículas habrá una diferencia neta en el número de partículas
después de la colisión. La tasa de cambio entre el estado final y el inicial de la función de
distribución se denomina operador de colisión, 
. Para este caso, la evolución del número de
partículas puede expresarse como (Mohamad, 2011),
f (r + cdt, c + Fdt, t+ dt) drdc− f (r, c, t) drdc = 
drdcdt . (5-1)
Si dt! 0 y dividimos por drdcdt,
df
dt = 
 . (5-2)
Si expandimos f como función de r, c y t, entonces
df = ∂f
∂r dr +
∂f
∂cdc +
∂f
∂t
dt , (5-3)
y si dividimos por dt,
df
dt =
∂f
∂r
dr
dt +
∂f
∂c
dc
dt +
∂f
∂t
. (5-4)
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Esta ecuación puede escribirse como
df
dt =
∂f
∂r c +
∂f
∂ca +
∂f
∂t
, (5-5)
donde a = dc/dt es la aceleración, la cual puede relacionarse con la fuerza F mediante la
segunda ley de Newton.
Reescribiendo la ecuación (5-2), de transporte de Boltzmann, tenemos:
∂f
∂t
+ ∂f
∂r c +
F
m
∂f
∂c = 
 . (5-6)
Si en el sistema no hay fuerzas externas, la ecuación de Boltzmann se puede escribir como
∂f
∂t
+ c · ∇f = 
 . (5-7)
La ecuación (5-7) tiene la misma forma de la ecuación de advección, donde 
 es un término
de fuente o reacción. Sin embargo, esta ecuación no es fácil de solucionar, porque 
 es una
función que depende de f (Mohamad, 2011).
La función de distribución en la ecuación (5-7) se puede relacionar con las cantidades
macroscópicas como la densidad, ρ, la velocidad del flujo, u, y la energía interna, e, co-
mo sigue:
ρ (r, t) =
ˆ
mf(r, c, t) dc , (5-8)
t
cF
r
r+cdt
c+Fdt
t+dt
Figura 5-1: Posición y vector de velocidad de una partícula antes y después de que actúa
la fuerza F. Tomado y adaptado de Mohamad (2011).
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ρ (r, t) u (r, t) =
ˆ
mcf(r, c, t) dc , (5-9)
ρ (r, t) e (r, t) = 12
ˆ
mu2af(r, c, t) dc , (5-10)
donde m es la masa molecular y ua es la velocidad de la partícula relativa a la velocidad del
flujo, ua = c− u.
5.1.2. La aproximación BGK
El operador de colisión 
 se puede aproximar como un operador simple sin introducir un
error significativo en el resultado de la solución, pues si midiéramos una cantidad después
de la colisión de dos cuerpos, ésta no se alteraría significativamente por la colisión. Con base
en esto, Bhatnagar et al. (1954), introdujeron un modelo simplificado para representar el
operador de colisión,

 = ! (f eq − f) = −1
τ
(f − f eq) , (5-11)
donde ! = 1/τ es la frecuencia de colisión, τ es el factor o tiempo de relajación y f eq es
la función de distribución de equilibrio. Esta regla de evolución corresponde a hacer que la
función de distribución f decaiga exponencialmente durante un tiempo dt hacia el valor de
equilibrio f eq, con un tiempo de relajación exponencial τ .
Si remplazamos la ecuación (5-11) en la ecuación (5-7) obtenemos una aproximación de la
ecuación de Boltzmann,
∂f
∂t
+ c · ∇f = −1
τ
(f − f eq) . (5-12)
En el método LB la ecuación anterior se discretiza en diferentes direcciones, o vínculos, de
tal manera que para una dirección especifica, i, ésta se puede escribir como
∂fi
∂t
+ ci · ∇fi = −1
τ
(fi − f eqi ) . (5-13)
Si discretizamos la ecuación (5-13) en tiempo y espacio tenemos:
fi (r, t+ ∆t)− fi (r, t)
∆t + ci
fi (r + ci∆t, t+ ∆t)− fi (r, t+ ∆t)
ci∆t
= −1
τ
[fi (r, t)− f eqi (r, t)] , (5-14)
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Figura 5-2: Propagación de partículas hacia los nodos vecinos.
donde ci∆t = ∆r. Simplificando,
fi (r + ci∆t, t+ ∆t)− fi (r, t) = −∆t
τ
[fi (r, t)− f eqi (r, t)] . (5-15)
Esta ecuación se expresa en unidades de malla, en donde el espacio vertical y horizontal
entre dos nodos vecinos y el tiempo de una iteración son unitarios. Esto implica que todas
las cantidades macroscópicas se deben transformar a estas unidades para que exista similitud
entre el fenómeno físico y el modelo numérico.
La forma más sencilla de resolver la ecuación (5-13) es siguiendo dos pasos: uno de colisión
y otro de propagación o advección. Para ello, el domino físico se divide en celdas o nodos,
donde las partículas en cada celda se representan por medio de la función de distribución.
A cada paso de tiempo, las funciones de distribución (y las partículas que representan) se
propagan a través de las direcciones que se conectan con los nodos vecinos (ver Figura 5-2).
Los pasos de colisión y propagación se pueden separar en la ecuación (5-15). El paso de
colisión son los términos de la derecha,
f˜i (r, t+ ∆t) = fi (r, t)− ∆t
τ
[fi (r, t)− f eqi (r, t)] , (5-16)
y el paso de propagación,
fi (r + ci∆t, t+ ∆t) = f˜i (r, t+ ∆t) , (5-17)
donde f˜i representa la función de distribución después de la colisión.
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En el límite macroscópico, cuando las celdas y los pasos de tiempo se vuelven infinitamente
pequeños las cantidades macroscópicas cumplen un conjunto de leyes de conservación cuyos
dos primeros representantes son:
0 = ∂ρ
∂t
+∇ · (ρu) , (5-18)
0 = ∂ (ρu)
∂t
+∇ ·

(0) +
(
1− 12τ
)
(1)

, (5-19)
donde
(0) =
X
i
ci 
 cif (0)i , (5-20)
(1) =
X
i
ci 
 cif (1)i , (5-21)
y f (0)i y f
(1)
i son los primeros términos de la expansión en la variable  que conduce al límite
continuo cuando ! 0, fi = f (0)i + f (1)i + 2f (2)i +O (3) (ver Anexo C). El término f (0)i es
la función de equilibrio f (0)i = f
(eq)
i , f
(1)
i también se calcula con la función de equilibrio como
− 1

f
(1)
i =
[
@
@t1
+ ci ·
(
@
@x1
+ @
@y1
)]
f
(0)
i . Por lo tanto, las ecuaciones macroscópicas dependen
finalmente de la escogencia adecuada de la función de equilibrio. De esta manera ha sido
posible desarrollar modelos LB para fluidos (Quian et al., 1992), difusión (Flekkoy, 1993), la
convección natural (Guo et al., 2002), la propagación de ondas, electrodinámica (Mendoza
y Muñoz, 2010) y magneto-hidrodinámica (Mendoza y Muñoz, 2008).
5.1.3. Arreglos de celdas
Los diferentes modelos o arreglos de celdas que se pueden implementar en el método LB
se suelen designar como DnQm, donde n es la dimensión del dominio de simulación (e. g.
1 para 1-D) y m es el número de velocidades del modelo, o número de direcciones que se
conectan con los nodos vecinos, que se representan como vectores ci. También existen unos
pesos constantes wi que compensan el hecho de que no todos los vectores ci tienen la misma
magnitud. Todos los modelos tienen tres tipos diferentes de pesos: el peso w0 que corresponde
a la velocidad cero c0 = 0, el peso ws que corresponde a las velocidades unitarias y el peso
wl que corresponde a las velocidades no unitarias (Lätt, 2007). Por ejemplo, en el modelo
D2Q9, las velocidades unitarias son los vectores perpendiculares a la celda, y las velocidades
no unitarias son los vectores con dirección diagonal y de magnitud
p
2 (ver Figura 5-3).
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Figura 5-3: Modelos en 2-D, D2Q5 y D2Q9.
Para que el modelo logre reproducir las ecuaciones diferenciales parciales deseadas en el
límite continuo, el arreglo de celdas debe satisfacer un conjunto de condiciones de simetría.
Por ejemplo, para simular un fluido usando la aproximación BGK se deben satisfacer las
siguientes condiciones de simetría, en las cuales se ha adoptado la notación de Einstein
(Lätt, 2007):
(a)
X
i
wi = 1 (c)
X
i
wicici = c2sδ (e)
X
wicicicici = c4s(δδ+δδ+δδ)
(b)
X
i
wici = 0 (d)
X
i
wicicici = 0 (f)
X
i
wicicicicici = 0 . (5-22)
La constante cs es la velocidad del sonido del modelo. El valor de cs depende del arreglo de
celdas y se escoge de tal manera que se cumplan las condiciones de simetría, siendo cs = 1/3
numéricamente el más estable y el más comúnmente adoptado.
A continuación se describen los modelos en 2-D y 3-D más usados para la simulación de fluidos
y problemas de convección-difusión. Otros modelos se pueden consultar en Lätt (2007).
5.1.3.1. Dos dimensiones
En la Figura 5-3 se muestran las funciones de distribución y los vectores velocidad de los
modelos D2Q5 y D2Q9.
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Modelo D2Q5
c2s = 1/3
wi =
8<:2/6, i = 0,1/6, i = 1, 2, 3, 4.
co = (0, 0)
c1 = (1, 0) c2 = (0, 1) c3 = (−1, 0) c4 = (0,−1)
Modelo D2Q9
c2s = 1/3
wi =
8>>><>>>:
4/9, i = 0,
1/9, i = 1, 2, 3, 4,
1/36, i = 5, 6, 7, 8.
co = (0, 0)
c1 = (1, 0) c2 = (0, 1) c3 = (−1, 0) c4 = (0,−1)
c5 = (1, 1) c6 = (−1,−1) c7 = (−1, 1) c8 = (1,−1)
5.1.3.2. Tres dimensiones
En la Figura 5-4 se muestran las funciones de distribución y los vectores velocidad de los
modelos D3Q7 y D3Q19.
Modelo D3Q7
c2s = 1/3
wi =
8<:1/4, i = 0,1/8, i = 1, 2, 3, 4, 5, 6.
co = (0, 0, 0)
c1 = (1, 0, 0) c2 = (−1, 0, 0) c3 = (0, 1, 0)
c4 = (0,−1, 0) c5 = (0, 0, 1) c6 = (0, 0,−1)
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Modelo D3Q19
c2s = 1/3
wi =
8>>><>>>:
1/3, i = 0,
1/18, i = 1, 2, 3, 4, 5, 6,
1/36, i = 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18.
co = (0, 0, 0)
c1 = (1, 0, 0) c2 = (−1, 0, 0) c3 = (0, 1, 0)
c4 = (0,−1, 0) c5 = (0, 0, 1) c6 = (0, 0,−1)
c7 = (1, 1, 0) c8 = (1,−1, 0) c9 = (1, 0, 1)
c10 = (1, 0,−1) c11 = (−1, 1, 0) c12 = (−1,−1, 0)
c13 = (−1, 0, 1) c14 = (−1, 0,−1) c15 = (0, 1, 1)
c16 = (0, 1,−1) c17 = (0,−1, 1) c18 = (0,−1,−1)
f1
f2
f3
f4
f5
f6
z
y
x
f1
f2
f3
f4
f5
f6
f8
f9
f7
f10
f11
f12
f13
f14
f16
f15
f17
f18
Figura 5-4: Modelos en 3-D, D3Q7 y D3Q19.
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5.2. Método LB para uidos
Para mecánica de fluidos, la función de distribución de equilibrio, f eqi , que depende única-
mente de las variables macroscópicas ρ y u, se puede escoger como la expansión truncada a
segundo orden de la distribución de Maxwell-Boltzmann (Chen et al., 1992; Lätt, 2007),
f eqi = ρwi
(
1 + 1
c2s
ci · u + 12c4s
Qi : uu
)
, (5-23)
donde el tensor Q se define como
Qi = cici − c2sI , (5-24)
siendo I el tensor identidad.
Las variables hidrodinámicas en cada celda se definen como momentos de la función de dis-
tribución. Para la densidad, ρ, el momento de orden 0, y para el momentun, ρu, el momento
de orden 1,
ρ =
q−1X
i
fi =
q−1X
i
f eqi , (5-25)
y
ρu =
q−1X
i
cifi =
q−1X
i
cif eqi , (5-26)
donde q es el número de vectores velocidad, ci, y funciones de distribución, fi, i = 0 · · · q− 1
asociados a cada celda.
Del análisis multi-escala (ver Anexo C) se deriva que esta escogencia de la función de equi-
librio hace que las leyes de conservación de las ecuaciones (5-18) y (5-19) tomen la forma
∂ρ
∂t
+∇ · (ρu) = 0 , (5-27)
∂u
∂t
+∇ · (uu) = −1
ρ
∇p+ g + ν∇2u , (5-28)
que corresponden a las ecuaciones de Navier-Stokes para fluidos incompresibles.
La viscosidad cinemática, ν, se relaciona con el tiempo de relajación, τ , mediante la siguiente
expresión (ver Anexo C):
ν = c2s
(
τ − 12
)
, (5-29)
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y la presión p se relaciona con la densidad mediante la ecuación de estado para un gas ideal
a temperatura constante,
p = c2sρ . (5-30)
5.2.1. Condiciones de frontera
Las condiciones de frontera para la simulación de fluidos usando el método LB son cruciales
para lograr introducir la hidrodinámica del fenómeno físico que se quiere modelar. Existen
dos tipos de fronteras: las elementales y las complejas. Una condición de frontera elemental
es aquella en la cual la frontera física está alineada con la malla, por ejemplo líneas o
planos rectos, y se pueden adaptar a geometrías complejas mediante escalones. Su principal
característica es que no cortan la configuración de celdas regulares en la malla. Por su parte,
una condición de frontera compleja puede tomar prácticamente cualquier forma, por lo que
cortan las celdas a través de la malla y son más exactas describiendo formas complejas como
curvas suaves, pero son mucho más difíciles de implementar (Succi, 2001).
Para entender cómo se implementan las condiciones de frontera en el método LB, considere-
mos un nodo localizado sobre la frontera. Después del paso de propagación, algunas funciones
de distribución son desconocidas, puesto que algunas de ellas llegan desde la frontera que está
fuera del dominio computacional. Por ejemplo, para el modelo D2Q9, un nodo localizado en
una frontera superior como el mostrado en la Figura 5-5, tiene tres funciones de distribución
desconocidas que apuntan desde la frontera (región rayada) hacia el dominio de simulación
(vectores con línea discontinua), y tres que salen del dominio de simulación después del paso
de propagación. El papel de la condición de frontera es encontrar una relación para sustituir
las tres funciones de distribución desconocidas de tal manera que haya consistencia con la
dinámica del modelo y se satisfaga el comportamiento macroscópico deseado (Lätt et al.,
2008). Una vez se han remplazado las funciones de distribución, sin importar cuál sea el tipo
de frontera, se ejecutan los pasos de colisión y propagación usando la aproximación BGK
(ver ecuación (5-15)).
En esta sección nos centraremos en las condiciones de frontera elementales por su simpli-
cidad, robustez y fácil implementación. Desde principios de los años noventa han apareci-
do numerosos artículos sobre este tema. Sin embargo solo explicaremos las condiciones de
frontera más conocidas y las que usamos en nuestras simulaciones y la implementación de
nuestro modelo. Para ampliar la información se puede consultar a Succi (2001), Yu et al.
(2003), Sukop y Thorne (2006), Lätt et al. (2008), Mattila (2010) y Mohamad (2011).
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Figura 5-5: Nodo localizado en una frontera superior. Tomado de Lätt et al. (2008).
5.2.1.1. Condiciones de frontera periódicas
Son las condiciones de frontera más simples que uno puede usar. Consisten en encerrar el
domino de simulación conectando los bordes opuestos del dominio. Por ejemplo si se unen
dos de los bordes opuestos de un plano se forma la superficie de un cilindro que representaría
la frontera periódica en una dirección. Además si uniéramos los bordes opuestos restantes,
tendríamos fronteras periódicas en todas las direcciones, y el espacio de simulación asume la
forma de un toroide (ver Figura 5-6).
5.2.1.2. Condiciones de frontera de rebote (bounce-back)
En orden de simplicidad, son las siguientes condiciones de frontera más sencillas de imple-
mentar y se usan comúnmente para simular fluidos en dominios caracterizados por geometrías
complejas, como medios porosos. Las fronteras de este tipo hacen que la velocidad del flu-
jo sea cero (no-slip) en el nodo de frontera. Para implementarlas, basta con remplazar las
funciones de distribución desconocidas por las que llegan al nodo de frontera en dirección
B
o
r
d
e
s
Figura 5-6: Frontera periódica en una (izquierda) y todas las direcciones de un plano
(derecha).
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Figura 5-7: Rebote intermedio. Tomado de Mattila (2010).
opuesta, reflejándolas en sentido opuesto hacia el dominio de simulación durante el paso de
propagación.
Sin embargo, estas condiciones de frontera tienen deficiencias (Cornubert et al., 1991; Lavallée
et al., 1991; Ziegler, 1993; Zou et al., 1995), pues disminuyen la precisión espacial del método
LB alcanzando solo el primer orden de precisión (Cornubert et al., 1991; Gallivan et al., 1997).
Una mejora de esta condición de frontera, es una versión denominada rebote intermedio
(halfway bounce-back, Chen et al., 1996; He et al., 1997) en la cual la frontera está ubicada
en la mitad de dos nodos (ver Figura 5-7) y se logra precisión de segundo orden.
5.2.1.3. Condiciones de frontera tipo Dirichlet para la velocidad
Zou y He (1997) proponen una condición de frontera basada en la idea de usar la condi-
ción de frontera de rebote sólo en la parte de no-equilibrio de las funciones de distribución
desconocidas. Esta frontera se usa cuando queremos imponer un valor conocido de veloci-
dad del flujo. La aproximación consiste en usar las cantidades macroscópicas dadas por las
ecuaciones (5-25) y (5-26) como un sistema de ecuaciones para las variables desconocidas, en
particular para la densidad y las funciones de distribución desconocidas, y cerrar el sistema
usando la suposición de rebotar solo la parte de no-equlibrio. A continuación veremos el
desarrollo de este procedimiento para el modelo D2Q9. Para el modelo D3Q15 y D3Q19,
se deben introducir unos términos de corrección en algunas de las funciones de distribución
desconocidas para corregir las velocidades tangenciales en la frontera (Ho et al., 2009).
Supongamos un flujo en la dirección x en medio de un canal en 2-D, donde las paredes del
canal están arriba y abajo. Ahora consideremos un nodo de frontera en la pared del fondo y
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z
x
Figura 5-8: Canal de flujo en 2-D.
usemos el modelo D2Q9 (ver Figura 5-8).
Con dicha configuración, las funciones de distribución f4, f7 y f8, apuntan hacia la pared en
el nodo de frontera del fondo. Después del paso de propagación, f0, f1, f3, f4, f7 y f8 son
conocidas y f2, f5 y f6 son desconocidas. Como queremos imponer el valor de la velocidad
del flujo en la pared, u y w son conocidas, escribimos
f2 + f5 + f6 = ρ− (f0 + f1 + f3 + f4 + f7 + f8) , (5-31)
f5 − f6 = ρu− (f1 − f3 − f7 + f8) , (5-32)
f2 + f5 + f6 = ρw + (f4 + f7 + f8) , (5-33)
donde la densidad ρ y las funciones de distribución f2, f5 y f6, son desconocidas. Es decir,
que tenemos cuatro variables desconocidas y tres ecuaciones. Para cerrar el sistema, Zou
y He (1997) proponen implementar la condición de rebote para la parte de no-equilibrio
de las funciones de distribución desconocidas que son normales a la frontera. En este caso,
f2 − f eq2 = f4 − f eq4 , por lo que las variables desconocidas se reducen solo a tres. De las
ecuaciones (5-31) y (5-33), podemos despejar ρ,
ρ = 11− w [f0 + f1 + f3 + 2 (f4 + f7 + f8)] . (5-34)
Ahora, como f2 es conocida,
f2 = f4 +
2
3ρw , (5-35)
podemos encontrar f5 y f6 de las ecuaciones (5-32) y (5-33),
f5 = f7 − 12 (f1 − f3) +
1
2ρu+
1
6ρw , (5-36)
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f6 = f8 +
1
2 (f1 − f3)−
1
2ρu+
1
6ρw . (5-37)
Después de encontrar las funciones de distribución desconocidas se ejecutan los pasos de
colisión y propagación.
Para los nodos de frontera que están en las esquinas, se puede seguir el mismo procedimiento.
Por ejemplo, para el nodo que está en la esquina inferior derecha, únicamente f3, f4 y f7
son conocidas. Por su parte, ρ junto con f1, f2, f5, f6 y f8 son desconocidas. En este caso
tenemos seis variables desconocidas y cinco ecuaciones, teniendo en cuenta que podemos
usar la condición de rebote para la parte de no-equilibrio de las funciones de distribución
desconocidas normales a la esquina, i. e. f1 y f2. Como no podemos agregar más ecuaciones,
es necesario especificar el valor de ρ, lo cual podemos hacer mediante una extrapolación del
valor de densidad de los nodos vecinos. Así, con ρ conocida encontramos que
f1 = f3 + (f eq1 − f eq3 ) = f3 +
2
3ρu , (5-38)
f2 = f4 + (f eq2 − f eq4 ) = f4 +
2
3ρw . (5-39)
Ahora, con f1 y f2 conocidas, de las ecuaciones (5-32) y (5-33),
f5 = f7 +
1
6ρ (u+ w) , (5-40)
y con f1, f2 y f5 conocidas, combinando las ecuaciones (5-31) y (5-32)
f6 = −12f0 − (f3 + f4 + f7) +
1
6ρ (3− 3u− 2w) , (5-41)
f8 = −12f0 − (f3 + f4 + f7) +
1
6ρ (3− 2u− 3w) . (5-42)
Por último, se debe mencionar que con esta frontera se alcanza segundo orden de precisión
en las simulaciones numéricas. Sin embargo, para números de Reynolds muy altos o flujos
turbulentos, la condición de frontera se vuelve inestable, por lo que solo se recomienda para
la simulación de flujos laminares en la que se requiera gran precisión en los resultados (Lätt
et al., 2008).
5.2.1.4. Condiciones de frontera regularizadas tipo Dirichlet para la velocidad
Lätt (2007) propone el método LB regularizado para la simulación de flujos con números de
Reynolds altos o en regímenes turbulentos, y a partir de este método deriva las condiciones de
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frontera regularizadas para la velocidad. Como vimos en la expansión de Chapman-Enskog
(ver Anexo C) las ecuaciones (C-14) y (C-16) son las que el modelo cumple en el límite
continuo. En particular, la ecuación (C-16) está en términos de los tensores (0) y (1), por
lo que la naturaleza física descrita por esta ecuación depende de la forma de estos tensores.
Además, a partir de los términos de orden O (0) en la ecuación (C-16) se puede obtener
la ecuación de Euler, y los términos viscosos pueden incluirse por medio de los términos de
ordenO (1) en el tensor (1), lo cual significa que es crucial que el tensor de primer orden (1)
se implemente correctamente para asegurar una representación apropiada de la viscosidad
del fluido. Esto requiere a su vez que las funciones f (1)i se representen correctamente en la
frontera.
Si reconstruimos f (1)i para el caso de fluidos, obtenemos (Lätt et al., 2008),
f
(1)
i = −
τwi
c2s
(
Qi : ρ∇u− ci∇ : ρuu + 12c2s
(ci · ∇) (Qi : ρuu)
)
. (5-43)
Como se ve, existe un término dominante proporcional a u y dos términos que escalan al
cuadrado de u, los cuales no son importantes cuando el número de Mach es bajo. Estos se
cancelan por simetría durante la evaluación del tensor (1),
(1) = −2τc2sρS , (5-44)
donde S es el tensor de esfuerzo,
S = 12
[
∇u + (∇u)T
]
. (5-45)
Como los términos no lineales de la velocidad no contribuyen al tensor (1), entonces f (1)i se
puede aproximar con los términos lineales únicamente,
f
(1)
i  −
τwi
c2s
Qi : ρ∇u . (5-46)
La condición de frontera propuesta por Lätt (2007) consiste en usar las funciones de distribu-
ción conocidas en la frontera para calcular la densidad y el tensor de esfuerzo (1). Después,
se remplazan todas las funciones de distribución por unas calculadas con base en la veloci-
dad y las cantidades macroscópicas para que exista consistencia con el límite hidrodinámico
del modelo. Como todas las funciones de distribución se calculan de la misma manera, la
frontera puede formularse de forma general e implementarse por igual en cualquier modelo
en 2-D o 3-D. De la ecuación (5-44), y teniendo en cuenta las propiedades de simetría de los
tensores Qi y (1), la ecuación (5-46) se puede escribir como (Lätt et al., 2008),
f
(1)
i  −
τρwi
c2s
Qi : S =
wi
2c4s
Qi : (1) . (5-47)
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Con esta relación, la parte de no-equilibrio de la función de distribución se puede reconstruir
a partir del tensor (1). La frontera se implementa en dos pasos:
1. Calculo de (1)
Se puede hacer en dos pasos también:
1. A todas las funciones de distribución desconocidas se les asigna el valor obtenido de asumir
la condición de rebote para la parte de no-equilibrio
fi = f eqi + f
neq
j = f
eq
i + fj − f eqj , (5-48)
donde el subíndice j representa el vector velocidad opuesto a ci, i. e. ci = −cj.
2. Se calcula el tensor (1) para satisfacer las cantidades macroscópicas y las leyes de con-
servación
(1) =
X
i
ci 
 cifi − c2sρI− ρuu . (5-49)
2. Regularización de la frontera
Una vez se ha calculado el tensor (1), se remplazan todas las funciones de distribución, fi,
en la frontera, por su versión regularizada y equivalente, f¯i , i. e. fi = f¯i,
f¯i = f eqi + f
(1)
i = f
eq
i +
wi
2c4s
Qi : (1) , (5-50)
y se ejecutan los pasos de colisión y propagación del modelo BGK.
Para clarificar la implementación de la condición de frontera, consideremos nuevamente un
flujo en la dirección x en medio de un canal en 2-D y un nodo de frontera en la pared del
fondo con la configuración del modelo D2Q9 (ver Figura 5-8). Recordemos que bajo esta
condición la densidad ρ y las funciones de distribución f2, f5 y f6, son desconocidas. Para
calcular la densidad podemos usar la misma relación dada por la ecuación (5-31). Antes de
calcular el tensor (1), debemos remplazar las funciones de distribución desconocidas por el
rebote de la parte de no-equlibrio,
f2 = f4 +
2
3ρw , (5-51)
f5 = f7 +
1
6ρ (u+ w) , (5-52)
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f6 = f8 +
1
6ρ (−u+ w) . (5-53)
Ahora calculamos las componentes del tensor (1),
(1)xx = f1 + f3 + 2 (f7 + f8) + ρ
(1
3w −
1
3 − u
2
)
, (5-54)
(1)zz = 2 (f4 + f7 + f8) + ρ
(
w − 13 − w
2
)
, (5-55)
(1)xz = 2 (f7 − f8) + ρ
(1
3u− uw
)
. (5-56)
Con estos valores podemos calcular la función de distribución de primer orden, f (1)i , usando
la ecuación (5-47)
f
(1)
0 = −
2
3 (f1 + f3)−
4
3f4 −
8
3 (f7 + f8)−
2
9ρ
(
−2− 3u2 + 4w − 3w2
)
, (5-57)
f
(1)
1 =
1
3 (f1 + f3 − f4 + f7 + f8) +
1
18ρ
(
−1− 6u2 − w + 3w2
)
, (5-58)
f
(1)
2 = −
1
6 (f1 + f3) +
1
3 (f7 + f8) +
2
3f4 +
1
18ρ
(
−1 + 3u2 + 5w − 6w2
)
, (5-59)
f
(1)
3 =
1
3 (f1 + f3 − f4 + f7 + f8) +
1
18ρ
(
−1− 6u2 − w + 3w2
)
, (5-60)
f
(1)
4 = −
1
6 (f1 + f3) +
1
3 (f7 + f8) +
2
3f4 +
1
18ρ
(
−1 + 3u2 + 5w − 6w2
)
, (5-61)
f
(1)
5 =
1
12 (f1 + f3) +
1
6 (f4 − f8) +
5
6f7 +
1
36ρ
(
−2 + 3u− 3u2 + 4w − 9uw − 3w2
)
, (5-62)
f
(1)
6 =
1
12 (f1 + f3) +
1
6 (f4 − f7) +
5
6f8 +
1
36ρ
(
−2− 3u− 3u2 + 4w + 9uw − 3w2
)
, (5-63)
f
(1)
7 =
1
12 (f1 + f3) +
1
6 (f4 − f8) +
5
6f7 +
1
36ρ
(
−2 + 3u− 3u2 + 4w − 9uw − 3w2
)
, (5-64)
f
(1)
8 =
1
12 (f1 + f3) +
1
6 (f4 − f7) +
5
6f8 +
1
36ρ
(
−2− 3u− 3u2 + 4w + 9uw − 3w2
)
. (5-65)
Como podemos ver, f (1)i = f
(1)
j , donde el subíndice j representa el vector velocidad opues-
to a ci. Por último, debemos calcular las funciones de distribución regularizadas con la
ecuación (5-50) y con las mismas ejecutar el modelo BGK. Para los nodos de las esquinas se
sigue un procedimiento similar.
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5.2.2. Fuerzas externas
La forma más simple y común de incluir fuerzas externas en el método LB, la proponen He
et al. (1997), y consiste en sumar un término de forzamiento F al modelo BGK
fi (r + ci∆t, t+ ∆t)− fi (r, t) = −∆t
τ
[fi (r, t)− f eqi (r, t)] + ∆tFi , (5-66)
donde Fi es un término discretizado de forzamiento definido como
Fi =
wi
c2s
ci · F . (5-67)
Por ejemplo, para el modelo D2Q9 este termino se puede escribir como
Fi =
8>>><>>>:
0, i = 0 ,
1
3ci · F, i = 1, 2, 3, 4 ,
1
12ci · F, i = 5, 6, 7, 8 .
(5-68)
Gou et al. (2002) usan la expansión de Chapman-Enskog para evaluar el efecto de éste y otros
tipos de forzamiento en el método LB. Según ellos, el término de forzamiento que proponen
He et al. (1997) solo cumple la ecuación de Euler en el límite macroscópico. Además, éste
no considera la influencia que tienen las variaciones espaciales y temporales de la fuerza en
la densidad y el momentum. Esto significa que la ecuación de Navier-Stokes no se satisface
por completo en el límite continuo. Sin embargo, para aplicaciones prácticas, este término se
puede usar principalmente en la simulación de flujos en los que actúa una fuerza constante.
Para consultar otros términos de forzamiento incluyendo uno que satisface totalmente la
ecuación de Navier-Stokes con segundo orden de precisión recomendamos revisar el trabajo
de Gou et al. (2002).
5.2.3. Simulación ujo de Poiseuille
El flujo de Poiseuille es la solución analítica de la ecuación de Navier-Stokes más usada para
evaluar los resultados numéricos del método LB para fluidos. Este consiste en un flujo a
baja velocidad que transcurre a lo largo de un canal de paredes paralelas impulsado por un
gradiente de presión o por una componente de la fuerza de gravedad. Bajo estas condiciones
el perfil de la velocidad es parabólico. La velocidad del flujo en las paredes del canal es cero
y su velocidad máxima se alcanza en la mitad del canal (ver Figura 5-9).
Podemos encontrar una solución analítica para el perfil de velocidad del flujo a partir de
las ecuaciones de continuidad y de Navier-Stokes en 2-D para flujo estacionario (estado
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estable, en la que se ha despreciado el término convectivo). En coordenadas cartesianas,
estas ecuaciones se pueden escribir como
∂u
∂x
+ ∂w
∂z
= 0 , (5-69)
u
∂u
∂x
+ w∂u
∂z
= −1
ρ
∂p
∂x
+ ν
(
∂2u
∂x2
+ ∂
2u
∂z2
)
, (5-70)
u
∂w
∂x
+ w∂w
∂z
= −1
ρ
∂p
∂z
+ ν
(
∂2w
∂x2
+ ∂
2w
∂z2
)
. (5-71)
Si la pared inferior está en za = −L y la superior en zb = L, y hacemos las siguientes
suposiciones
w = 0 , ∂w
∂x
= 0 , ∂
2w
∂x2
= 0 , (5-72)
ρ = cte , ∂w
∂z
= 0 , ∂
2w
∂z2
= 0 , (5-73)
entonces de la ecuación (5-69)
∂u
∂x
= −∂w
∂z
= 0 , (5-74)
por lo que ∂2u/∂x2 = 0, y la ecuación de Navier-Stokes se reduce a
1
ρ
∂p
∂x
= ν ∂
2u
∂z2
, (5-75)
v = 0
v = 0
v
y = 0
F
x
z
x
Figura 5-9: Descripción física del flujo de Poiseuille.
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−1
ρ
∂p
∂z
= 0 . (5-76)
Si ∂p/∂x = G y solucionamos la ecuación (5-75) con las condiciones de frontera u (−L) = 0
y u (L) = 0, encontramos que la solución analítica para la velocidad u es igual a
u = uo
(
1− z
2
L2
)
, (5-77)
donde el gradiente de presión G es una constante igual a
G = 2ρνuo/L2 , (5-78)
y uo es la velocidad máxima desarrollada en el centro del canal.
Como ejemplo, supongamos que L = 10 m y que el centro del canal está en zo = 10 m, de
modo que za = 0 m y zb = 20 m. La solución analítica para este caso es
u = uo
(
1− (z − zo)
2
L2
)
. (5-79)
Si la viscosidad cinemática es ν = 0.025 m2/s, la densidad ρ = 1 kg/m3 y G = 5×10−4 N/m3,
la velocidad máxima en zo es
uo =
GL2
2ρν =
5× 10−4 N/m3 × (10 m)2
2× 1 kg/m3 × 0.025 m2/s = 1 m/s , (5-80)
y el número de Reynolds
Re = uo2L
ν
= 1 m/s× 2× 10 m0.025 m2/s = 800 . (5-81)
Para simular el flujo de Poiseuille con las condiciones anteriores usando el método LB,
primero debemos definir las unidades del sistema. Si 1 celda = 0.5 m, 1 clic = 0.25 s y 1 kg =
1 um entonces
uo = 1
m
s ×
1 celda
0.5 m ×
0.25 s
1 clic = 0.5
celdas
clic . (5-82)
El número de Mach (ver Sección (5.5)) si usamos el modelo D2Q9 es
Ma = 0.5 celdas/clic
1/
p
3
= 0.87 . (5-83)
Verificando el paso de tiempo, 0.25 s <
(
0.5 m/
p
3 = 0.29 s
)
, comprobamos que las unidades
seleccionadas, ∆t y ∆x, cumplen con los criterios de estabilidad numérica (ver Sección 5.5).
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Si suponemos que el estado estable se alcanza a los 10800 s, entonces escalando las demás
cantidades físicas
2L = 20 m× 1 celda0.5 m = 40 celdas , (5-84)
ts = 10800 s× 1 clic0.25 s = 43200 clics , (5-85)
ν = 0.025 m
2
s ×
0.25 s
1 clic ×
(
1 celda
0.5 m
)2
= 0.025 celdas
2
clic , (5-86)
ρ = 1 kgm3 ×
1 um
1 kg ×
( 0.5 m
1 celda
)3
= 0.125 umceldas3 , (5-87)
G = 5× 10−4 Kgm2s2 ×
1 um
1 kg ×
( 0.5 m
1 celda
)2
×
(0.25 s
1 clic
)2
= 7.8125× 10−6 umceldas2clic2 . (5-88)
El gradiente de presión se puede introducir en el modelo como un término de forzamiento,
donde Fx = G y Fz = 0. La ecuación de evolución corresponde a la ecuación (5-66) y el
término de forzamiento, para el modelo D2Q9, a la ecuación (5-68). El tiempo de relajación
del modelo BGK es igual a
τ = ν
c2s
+ 12 = 3
clic2
celdas2 × 0.025
celdas2
clic +
1
2 = 0.58 clics . (5-89)
En la Figura 5-10 se muestra el perfil de velocidad del flujo para el ejemplo propuesto. Las
condiciones de frontera implementadas en la simulación fueron de Dirichlet en las paredes
del canal y periódicas en las dirección del flujo (dirección x). El resultado de la simulación
con el método LB muestra que el modelo reproduce correctamente el perfil bajo diferentes
condiciones de frontera, siendo la propuesta por Zou y He (1997) la más cercana a la solu-
ción analítica. De hecho los resultados implementado esta condición de frontera son exactos
respecto a la solución analítica. Sin embargo, como se comentó en la Sección 5.2.1 esta fron-
tera presenta inestabilidad numérica cuando el número de Reynolds es muy grande. Todo lo
contrario sucede con la condición de frontera propuesta por Lätt (2007).
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Figura 5-10: Flujo de Poiseuille.
5.3. Método LB para la temperatura del uido
Si en un fluido viscoso y térmico despreciamos el calor generado por disipación viscosa y la
compresión por efecto de la presión, se puede asumir que la temperatura se transporta por
advección debido al movimiento del fluido. Este fenómeno es descrito por la ecuación (2-18)
de convección-difusión, cuyo operador de colisión y propagación, con la aproximación BGK
es
gi (r + ci∆t, t+ ∆t)− gi (r, t) = −∆t
τ
[gi (r, t)− geqi (r, t)] + ∆t
wi
c2s
ci · S , (5-90)
donde τ es el tiempo de relajación, geqi es la función de distribución de equilibrio y S es una
fuente de energía que para el caso del embalse es el balance de calor en la interfase aire-agua
(ver Sección 2.4.1).
La función de distribución de equilibrio que reproduce la ecuación de convección-difusión se
escribe como (Flekkoy, 1993; Lätt, 2007)
geqi = θwi
"
1 + 1
c2s
ci · u
#
, (5-91)
donde θ es la temperatura del fluido.
La temperatura del fluido, θ, se calcula como el momento de orden cero de la función de
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distribución
θ =
q−1X
i
gi =
q−1X
i
geqi , (5-92)
donde q es el número de vectores velocidad, ci, y de funciones de distribución, gi, i = 0 · · · q−1
asociados a cada celda.
El coeficiente de difusión térmica, α, se relaciona con el tiempo de relajación, τ , mediante la
siguiente expresión (ver Anexo D):
α = c2s
(
τ − 12
)
. (5-93)
5.3.1. Condiciones de frontera
Las condiciones de frontera para simular la temperatura del fluido usando el método LB
obedecen los mismos principios de implementación que en la simulación de fluidos (ver Sec-
ción 5.2.1). Las condiciones de frontera más usadas en la simulación de flujos de calor son las
de tipo Dirichlet y Neumann. La primera suele usarse cuando se quiere imponer un valor de
temperatura conocido en la frontera, y la segunda, cuando se quiere imponer un gradiente,
como por ejemplo una frontera aislada (adiabática, ∇θ = 0) o una frontera con intercambio
de calor (diatérmica, ∇θ = c). A continuación describiremos estos dos tipos de frontera.
5.3.1.1. Condiciones de frontera regularizadas tipo Dirichlet para la temperatura
Siguiendo la idea de la frontera regularizada para la velocidad (ver Sección 5.2.1.4; Lätt 2007;
Lätt et al. 2008), Huang et al. (2011) propone la condición de frontera regularizada para el
método LB que reproduce la ecuación de convección-difusión.
Usando la expansión multi-escala se puede reconstruir, g(1)i , como
g
(1)
i =
1
2B · ci , (5-94)
donde el tensor de primer orden, B, se define como
B =
X
i
cigi − θu . (5-95)
El algoritmo de implementación se describe en dos pasos:
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1. Calculo de B
Se puede dividir en dos pasos:
1. A las funciones de distribución desconocidas en la frontera se les asigna el valor obtenido
de asumir la condición de rebote opuesto de la parte de no-equilibrio
gi = geqi − gneqj = geqi −
(
gj − geqj
)
, (5-96)
donde el subíndice j representa el vector velocidad opuesto a ci, i. e. ci = −cj.
2. Se calcula el tensor de primer orden, B, usando la ecuación (5-95).
2. Regularización de la frontera
Se procede a calcular g(1)i , y se remplazan todas las funciones de distribución, gi, en la
frontera, por su versión regularizada y equivalente, g¯i, i. e. gi = g¯i,
g¯i = geqi + g
(1)
i = g
eq
i +
1
2B · ci , (5-97)
luego se ejecutan los pasos de colisión y propagación del modelo BGK.
Como ejemplo, consideremos una barra con sus extremos o fronteras a temperatura cons-
tante, donde el calor se difunde en dirección x (ver Figura 5-11). Si usamos el modelo D2Q5
(ver Figura 5-3), en el nodo de frontera de la izquierda la función de distribución g1 es des-
conocida después del paso de propagación, así que remplazamos esta función por el rebote
opuesto de la parte de no-equilibrio,
g1 = −g3 + 13θ . (5-98)
Figura 5-11: Barra con sus extremos a temperatura constante.
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Después calculamos las componentes del tensor de primer orden B,
Bx = −2g3 + θ
(1
3 − u
)
, (5-99)
By = g2 − g4 − θw . (5-100)
Ahora, usando la ecuación (5-94) calculamos la función de distribución de primer orden g(1)i
g
(1)
0 = 0.0 , (5-101)
g
(1)
1 = −g3 +
1
2θ
(1
3 − u
)
, (5-102)
g
(1)
2 =
1
2 (g2 − g4 − θw) , (5-103)
g
(1)
3 = g3 −
1
2θ
(1
3 − u
)
, (5-104)
g
(1)
4 =
1
2 (g4 − g2 + θw) . (5-105)
En este caso g(1)i = −g(1)j , donde el subíndice j representa el vector velocidad opuesto a
ci. Para regularizar las funciones de distribución en la frontera calculamos g¯i mediante la
ecuación (5-97), y por último ejecutamos el modelo BGK. Para los nodos de las esquinas se
puede seguir el mismo procedimiento.
5.3.1.2. Condiciones de frontera tipo Neumann para la temperatura
Para implementar esta condición de frontera no existe un método local, como en el caso de
la condición de frontera tipo Dirichlet, es decir que use la información de la celda para saber
cómo son los gradientes en el método LB y con base en ésta pueda resolver la condición de
frontera. Por ello, la condición de frontera tipo Neumann suele implementarse de la misma
manera que en los métodos numéricos convencionales, como el de diferencias finitas, es decir
usando la información de las celdas vecinas a la frontera. Explicaremos el procedimiento me-
diante un ejemplo. Supongamos una barra con sus extremos aislados (fronteras adiabáticas),
donde el calor se difunde en dirección x (ver Figura 5-12).
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Figura 5-12: Barra con sus extremos aislados.
Si el nodo de frontera está en x = x0 y hacemos una expansión de la serie de Taylor centrada
en x0 teniendo en cuenta los términos hasta segundo orden, tenemos
θ (x0 + ∆x) = θ (x0) + ∆x
∂θ (x0)
∂x
+ ∆x
2
2
∂2θ (x0)
∂x2
+O
(
∆x3
)
, (5-106)
θ (x0 + 2∆x) = θ (x0) + 2∆x
∂θ (x0)
∂x
+ 2∆x2∂
2θ (x0)
∂x2
+O
(
∆x3
)
, (5-107)
donde ∆x es la longitud entre dos celdas. Ahora cancelamos los términos que contienen
∂2θ (x0) /∂x2, multiplicando la ecuación (5-106) por -4 y sumándola con la ecuación (5-107)
−4θ (x0 + ∆x) + θ (x0 + 2∆x) = −3θ (x0)− 2∆x∂θ (x0)
∂x
, (5-108)
y despejamos el valor de la temperatura, θ (x0), en el nodo de frontera
θ (x0) =
4θ (x0 + ∆x)− θ (x0 + 2∆x)− 2∆x∂θ (x0) /∂x
3 . (5-109)
De este modo, si conocemos el valor de ∂θ (x0) /∂x, podemos calcular el valor de la tempe-
ratura en la frontera. Como queremos imponer ∂θ (x0) /∂x = 0, entonces
θ (x0) =
4θ (x0 + ∆x)− θ (x0 + 2∆x)
3 . (5-110)
Si repetimos el mismo procedimiento pero expandiendo la serie de Taylor hasta los términos
de primer orden, obtenemos
θ (x0) = θ (x0 + ∆x) , (5-111)
es decir que si copiamos la información de la celda vecina y normal a la frontera podemos
imponer una frontera adiabática.
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Finalmente, el valor calculado θ (x0) lo imponemos como una condición de frontera tipo
Dirichlet, puesto que, a pesar de que conocemos el valor de la temperatura en la frontera
que satisface la condición de Neumann, desconocemos las funciones de distribución que
apuntan al dominio de simulación, tal como sucede cuando queremos imponer una condición
de frontera tipo Dirichlet (ver Sección 5.3.1.1).
5.3.2. Difusión de calor en una barra
A continuación simularemos la distribución de temperatura en una barra de longitud L
bajo diferentes condiciones de frontera usando el método LB para convección-difusión. La
ecuación que representa la temperatura en la barra es la ecuación de calor en 1-D
∂θ
∂t
= α∂
2θ
∂x2
. (5-112)
Empezaremos por el caso de una barra con sus extremos a temperatura constante (condición
de frontera de Dirichlet, ver Figura 5-11), donde las condiciones de frontera son
θ (0, t) = 0 y θ (L, t) = 0 para todo t > 0 , (5-113)
y la condición inicial es
θ (x, 0) = sin
(

L
x
)
. (5-114)
Para las condiciones dadas se puede determinar la solución analítica de la ecuación (5-112)
usando el método de separación de variables y series de Fourier
θ (x, t) = exp
(
−α
(

L
)2
t
)
sin
(

L
x
)
. (5-115)
Por ejemplo, si L = 1 m, el tiempo de simulación ts = 0.5 s, α = 0.25 m2/s y escogemos
1 celda = 0.05 m y 1 clic = 0.0025 s, las cantidades físicas en unidades de malla son
L = 1 m× 1 celda0.05 m = 20 celdas , (5-116)
ts = 0.5 s× 1 clic0.0025 s = 200 clics , (5-117)
α = 0.25 m
2
s ×
0.0025 s
1 clic ×
(
1 celda
0.05 m
)2
= 0.25 celdas
2
clic . (5-118)
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Figura 5-13: Difusión de calor en una barra con sus extremos a temperatura constante.
Si usamos el modelo D2Q5 con la aproximación BGK dado por la ecuación (5-90) sin términos
de fuentes de energía, nos da un tiempo de relajación de
τ = α
c2s
+ 12 = 3
clic2
celdas2 × 0.25
celdas2
clic +
1
2 = 1.25 clics . (5-119)
Cabe mencionar que el flujo de calor a través de la barra se da por un proceso difusivo, y
por tanto la velocidad es igual a cero. Lo anterior significa que los errores de compresibilidad
son despreciables y solo es necesario verificar que ∆t  ∆x2 para cumplir con los criterios
de estabilidad numérica (ver Sección 5.5).
Como el modelo es 2-D, se asumió que en dirección z las condiciones de la temperatura son
constantes y se impusieron condiciones de frontera periódicas. En dirección x se impusieron
condiciones de frontera tipo Dirichlet con el valor de temperatura dado por el ejemplo. En
la Figura 5-13 se muestra la variación de la temperatura a diferentes pasos de tiempo. Los
resultados de la simulación con el método LB muestran buen ajuste con respecto a la solución
analítica.
Continuando con otro ejemplo, supongamos una barra con sus extremos aislados (condición
de frontera de Neumann, ver Figura 5-12), donde las condiciones de frontera son
∂θ
∂x
(0, t) = 0 y ∂θ
∂x
(L, t) = 0 para todo t > 0 , (5-120)
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Figura 5-14: Difusión de calor en una barra con sus extremos aislados.
y la condición inicial es
θ (x, 0) = cos
(

L
x
)
. (5-121)
Usando el método de separación de variables y series de Fourier se puede determinar la
solución analítica de la ecuación (5-112) para las condiciones dadas
θ (x, t) = exp
(
−α
(

L
)2
t
)
cos
(

L
x
)
. (5-122)
Si L = 1 m, ts = 0.75 s, α = 0.25 m2/s y escogemos 1 celda = 0.05 m y 1 clic = 0.0025 s, las
cantidades físicas en unidades de malla son
L = 1 m× 1 celda0.05 m = 20 celdas , (5-123)
ts = 0.75 s× 1 clic0.0025 s = 300 clics , (5-124)
α = 0.25 m
2
s ×
0.0025 s
1 clic ×
(
1 celda
0.05 m
)2
= 0.25 celdas
2
clic . (5-125)
Si usamos el modelo D2Q5 con la aproximación BGK el tiempo de relajación es igual a
τ = α
c2s
+ 12 = 3
clic2
celdas2 × 0.25
celdas2
clic +
1
2 = 1.25 clics . (5-126)
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En la dirección z las condiciones para la temperatura son constantes y se impusieron condi-
ciones de frontera periódicas. En la dirección x se impusieron condiciones de frontera tipo
Neumann. El valor de la temperatura en la frontera se aproximó, por un lado, copiando
el valor de ésta de los nodos vecinos a la frontera, y por otro, con diferencias finitas (ver
Sección 5.3.1.2). En la Figura 5-14 se muestra la variación de la temperatura a diferentes
pasos de tiempo. Los resultados de la simulación con el método LB muestran buen ajuste con
respecto a la solución analítica en los nodos del centro. En los nodos cercanos a las fronteras,
los resultados numéricos del método LB se hacen menos precisos.
5.4. Método LB para convección natural
En la Sección 2.5 se mostró cómo se pueden acoplar las ecuaciones de Navier-Stokes y de
convección-difusión usando la aproximación de Boussinesq (ver Sección 2.1) para representar
la convección natural. Con base en ésto y en el mismo orden de ideas, Guo et al. (2002)
proponen acoplar los métodos LB para fluidos y para convección-difusión (ver Secciones 5.2
y 5.3). Mediante este esquema, los campos de velocidades del fluido y de la temperatura se
simulan independientemente con cada uno de los modelos BGK y se combinan a través de
la aproximación de Boussinesq,
fi (r + ci∆t, t+ ∆t)− fi (r, t) = −∆t
τ
[fi (r, t)− f eqi (r, t)]−∆t
wiρβ (θ − θo)
c2s
ci ·g , (5-127)
para el fluido, y
gi (r + ci∆t, t+ ∆t)− gi (r, t) = −∆t
τ ′
[gi (r, t)− geqi (r, t)] , (5-128)
para la temperatura.
Las funciones de distribución de equilibrio, f eqi y g
eq
i , están dadas por las ecuaciones (5-23) y
(5-91). Las cantidades macroscópicas del fluido ρ, u y θ se calculan con las ecuaciones (5-25),
(5-26) y (5-92) respectivamente. Por su parte, los tiempos de relajación, τ y τ ′, con las
ecuaciones (5-29) y (5-93).
Con respecto a las condiciones de frontera, no hay nada distinto a como se implementan en
los métodos LB para fluidos y para convección-difusión (ver Secciones 5.2.1 y 5.3.1).
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5.4.1. Convección natural entre dos paredes infinitas
Consideremos un fluido en reposo entre dos paredes solidas de longitud infinita que están a
diferentes temperaturas (ver Figura 5-15). Si la gravedad actúa opuesta a la dirección z y se
alcanza el estado estacionario, entonces se producirá movimiento natural en el fluido debido
a las diferencias de densidad.
Podemos encontrar una solución analítica para la velocidad y la temperatura a partir de
las ecuaciones para convección natural en 2-D en estado estacionario, que en coordenadas
cartesianas se pueden escribir como
∂u
∂x
+ ∂w
∂z
= 0 , (5-129)
u
∂u
∂x
+ w∂u
∂z
= −1
ρ
∂p
∂x
+ ν
(
∂2u
∂x2
+ ∂
2u
∂z2
)
, (5-130)
u
∂w
∂x
+ w∂w
∂z
= −1
ρ
∂p
∂z
+ ν
(
∂2w
∂x2
+ ∂
2w
∂z2
)
+ gβ (θ − θo) , (5-131)
u
∂θ
∂x
+ w∂θ
∂z
= α
(
∂2θ
∂x2
+ ∂
2θ
∂z2
)
. (5-132)
Si L es la separación entre las paredes y hacemos las siguientes suposiciones:
u = 0 , ∂p
∂x
= 0 , ∂θ
∂z
= 0 , (5-133)
θo =
θhot + θcold
2 ,
∂p
∂z
= 0, ∂
2θ
∂z2
, (5-134)
Figura 5-15: Descripción física del problema de convección natural.
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de la ecuación (5-129) se deduce que
∂w
∂z
= −∂u
∂x
= 0 , (5-135)
por lo que ∂2w/∂z2 = 0, y la ecuación de Navier-Stokes se reduce a
0 = ν ∂
2w
∂x2
+ gβ (θ − θo) . (5-136)
Por su parte, la ecuación de convección-difusión se reduce a
0 = α∂
2θ
∂x2
. (5-137)
Si imponemos las condiciones de frontera para la temperatura
θ (0) = θhot y θ (L) = θcold , (5-138)
y para el fluido
u (0) = 0 y u (L) = 0 , (5-139)
encontramos que la solución analítica de las ecuaciones es
w = gβ12Lν (θhot − θcold)
(
2x3 − 3Lx2 + L2x
)
, (5-140)
θ =
(
θcold − θhot
L
)
x+ θhot . (5-141)
Para que se produzca movimiento convectivo en el fluido el número de Rayleigh, Ra, que
relaciona las fuerzas de empuje o flotación con las fuerzas viscosas, debe ser mayor que
u 1708, que corresponde al valor crítico para placas infinitas (Valencia, 2005). Entonces
si L = 8.5 m, ν = 0.025 m2/s, α = 0.025 m2/s, β = 201 × 10−6 ◦C−1, θhot = 0.5 ◦C y
θcold = −0.5 ◦C, el número de Rayleigh es igual a
Ra = gβ∆TL
3
να
= 9.81 m/s
2 × 201× 10−6 ◦C−1 × (0.5 ◦C + 0.5 ◦C)× (8.5 m)3
0.025 m2/s× 0.025 m2/s = 1937.5 , (5-142)
y el número de Prandtl es
Pr = ν
α
= 0.025 m
2/s
0.025 m2/s = 1 . (5-143)
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De la solución analítica dada por la ecuación (5-140), sabemos que la velocidad máxima
convectiva que desarrolla el fluido es wmax = 0.0457 m/s. Ahora, si usamos los modelos
D2Q9 y D2Q5 para la velocidad y la temperatura del fluido respectivamente, y escogemos
las unidades del modelo como 1 celda = 0.25 m, 1 clic = 0.0625 s y 1 kg = 1 um, tenemos que
wmax = 0.0457
m
s ×
1 celda
0.25 m ×
0.0625 s
1 clic = 0.0114
celdas
clic , (5-144)
y el número de Mach calculado con la ecuación (5-169)
Ma = 0.0114 celdas/clic
1/
p
3
= 0.0198 . (5-145)
Verificando el paso de tiempo, 0.0625 s <
(
0.25 m/
p
3
)
= 0.1443 s, comprobamos que las
unidades seleccionadas, ∆t y ∆x, cumplen con los criterios de estabilidad numérica (ver
Sección 5.5). Si suponemos que el estado estacionario se alcanza a los 3600 s y ρ = 1 kg/m3,
entonces las cantidades físicas en unidades de malla son
L = 8.5 m× 1 celda0.25 m = 34 celdas , (5-146)
ts = 3600 s× 1 clic0.0625 s = 57600 clics , (5-147)
g = 9.81 ms2 ×
1 celda
0.25 m ×
(0.0625 s
1 clic
)2
= 2.45 celdasclic2 , (5-148)
ρ = 1 kgm3 ×
1 um
1 kg ×
( 0.25 m
1 celda
)3
= 0.0156 umceldas3 , (5-149)
ν = 0.025 m
2
s ×
0.0625 s
1 clic ×
(
1 celda
0.25 m
)2
= 0.025 celdas
2
clic , (5-150)
α = 0.025 m
2
s ×
0.0625 s
1 clic ×
(
1 celda
0.25 m
)2
= 0.025 celdas
2
clic . (5-151)
Por último, los tiempos de relajación nos dan
τ = ν
c2s
+ 12 = 3
clic2
celdas2 × 0.025
celdas2
clic +
1
2 = 0.58 clics , (5-152)
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Figura 5-16: Velocidad y temperatura de un fluido entre dos paredes infinitas.
para el fluido, y
τ ′ = α
c2s
+ 12 = 3
clic2
celdas2 × 0.025
celdas2
clic +
1
2 = 0.58 clics , (5-153)
para la temperatura.
En la simulación se impusieron condiciones de frontera periódicas en la dirección z, tanto para
la velocidad como para la temperatura del fluido. En la dirección x se impusieron condiciones
de frontera tipo Dirichlet con los valores de temperatura y velocidad dados por el ejemplo.
En la Figura 5-16 se muestran los resultados de la simulación numérica usando el método LB
para convección natural. La aproximación numérica con el método LB muestra buen ajuste
con respecto a la solución analítica tanto para la velocidad como para la temperatura del
fluido.
5.4.2. Convección de RayleighBénard
En esta sección mostraremos cómo implementar el método LB para convección natural en
3-D para simular la convección de Rayleigh-Bénard, que es la convección natural que ocurre
cuando un fluido en reposo atrapado entre dos paredes horizontales comienza a calentarse
por debajo. En este caso, la gravedad actúa opuesta a la dirección z. La característica más
sobresaliente de este tipo de convección son los rollos que se forman cuando el agua caliente
que está en el fondo, y es más liviana, tiende a subir por efecto de la fuerza de flotación,
generando una mezcla con el agua fría que está en la superficie, y es más pesada.
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Figura 5-17: Descripción física de la convección de Rayleigh-Bénard.
Si la separación entre las dos paredes es Lz = 48 m, la dimensión de las paredes es Lx =
Ly = 80 m con θhot = 1.0 ◦C y θcold = 0.0 ◦C, y el fluido tiene las siguientes propiedades
ν = 0.065 m2/s, α = 0.065 m2/s, ρ = 1 kg/m3 y β = 201× 10−6 ◦C−1, entonces
Ra = 9.81 m/s
2 × 201× 10−6 ◦C−1 × (1.0 ◦C− 0.0 ◦C)× (48 m)3
0.065 m2/s× 0.065 m2/s = 51.6× 10
3 , (5-154)
Pr = 0.065 m
2/s
0.065 m2/s = 1 . (5-155)
De manera similar a como simulamos convección natural, usaremos los modelos D3Q19 y
D3Q7 para la velocidad y la temperatura del fluido, respectivamente. Para un tiempo de
simulación igual a ts = 5400 s, y escogiendo las unidades del modelo como 1 celda = 0.5 m,
1 clic = 0.25 s y 1 kg = 1 um, las cantidades físicas en unidades de malla son
Lz = 48 m× 1 celda0.5 m = 96 celdas , (5-156)
Lx = Ly = 80 m× 1 celda0.5 m = 160 celdas , (5-157)
ts = 5400 s× 1 clic0.25 s = 21600 clics , (5-158)
g = 9.81 ms2 ×
1 celda
0.5 m ×
(0.25 s
1 clic
)2
= 1.23 celdasclic2 , (5-159)
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ρ = 1 kgm3 ×
1 um
1 kg ×
( 0.5 m
1 celda
)3
= 0.125 umceldas3 , (5-160)
ν = 0.065 m
2
s ×
0.25 s
1 clic ×
(
1 celda
0.5 m
)2
= 0.065 celdas
2
clic , (5-161)
α = 0.065 m
2
s ×
0.25 s
1 clic ×
(
1 celda
0.5 m
)2
= 0.065 celdas
2
clic . (5-162)
Finalmente, los tiempos de relajación nos dan
τ = ν
c2s
+ 12 = 3
clic2
celdas2 × 0.065
celdas2
clic +
1
2 = 0.695 clics , (5-163)
para el fluido, y
τ ′ = α
c2s
+ 12 = 3
clic2
celdas2 × 0.065
celdas2
clic +
1
2 = 0.695 clics , (5-164)
para la temperatura.
En la simulación se tomaron las siguientes condiciones iniciales para el fluido:
θ (x, y, z, 0) = θcold , u (x, y, z, 0) = 0 m/s y ρ (x, y, z, 0) = 1 kg/m3 , (5-165)
y se impusieron condiciones de frontera periódicas en las direcciones x y y. En la dirección
z, se impusieron en las paredes condiciones de frontera tipo Dirichlet con los valores de
temperatura y velocidad dados por el problema. En la Figura 5-18 se muestran los resultados
numéricos para la velocidad del fluido usando el método LB. Se puede ver cómo, a medida
que transcurre el tiempo, el fluido comienza a adquirir movimiento convectivo y su velocidad
aumenta. Del resultado numérico tenemos que la velocidad máxima es
umax = 0.14
m
s ×
1 celda
0.5 m ×
0.25 s
1 clic = 0.07
celdas
clic , (5-166)
por lo que el número de Mach calculado con la ecuación (5-169) es
Ma = 0.07 celdas/clic
1/
p
3
= 0.12 . (5-167)
Verificando el paso de tiempo, 0.25 s <
(
0.5 m/
p
3
)
= 0.289 s, comprobamos que las unidades
seleccionadas, ∆t y ∆x, cumplen con los criterios de estabilidad numérica (ver Sección 5.5).
En la Figura 5-19 se muestran los resultados numéricos para la temperatura. A medida que
el tiempo pasa y el fluido continua calentándose por debajo, llega un momento en el que se
forma un rollo. Por último en la Figura 5-20 se muestran los resultados numéricos para la
densidad. La densidad pasa de ser uniforme a tomar valores en función de la temperatura,
hasta que al final la estratificación de la densidad toma la forma de un rollo. Se puede ver que
la densidad varia en un pequeño rango de valores, por lo que la aproximación de Boussinesq
es válida, al igual que la suposición de incompresibilidad del fluido.
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(a) t = 0 s (b) t = 1200 s
(c) t = 2400 s (d) t = 3600 s
Figura 5-18: Velocidad de un fluido durante la convección de Rayleigh-Bénard.
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(a) t = 0 s (b) t = 1200 s
(c) t = 2400 s (d) t = 3600 s
Figura 5-19: Temperatura de un fluido durante la convección de Rayleigh-Bénard.
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(a) t = 0 s (b) t = 1200 s
(c) t = 2400 s (d) t = 3600 s
Figura 5-20: Densidad de un fluido durante la convección de Rayleigh-Bénard.
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5.5. Condiciones de estabilidad numérica
En la simulación de fluidos incompresibles con el método LB se debe cumplir ciertas condi-
ciones para que el método sea numéricamente estable. La primera y más importante es que
el número de Mach, Ma, sea muy pequeño, pues la derivada temporal de la densidad crece
al cuadrado del número de Mach (Lätt, 2007)
∂ρ
∂t
= O
(
Ma2
)
, (5-168)
donde el número de Mach para el modelo se define como
Ma = ulb
cs
, (5-169)
y la velocidad de fluido ulb está en unidades de malla (celdas/clic).
Para obtener ulb, primero escogemos las unidades del modelo: 1 celda = ∆x y 1 clic = ∆t.
Luego escalamos la velocidad física (real), up, así:
ulb = up
1 celda
∆x
∆t
1 clic . (5-170)
Entonces, el número de Mach se relaciona con el paso de tiempo y la longitud de la celda,
por lo tanto
Ma  ∆t∆x , (5-171)
y el error por efectos de compresibilidad, O
(
Ma2
)
, escala como O
(
Ma2
)
 O (∆t2/∆x2).
Ahora bien, como el método LB es de segundo orden de precisión, los errores de discretización
del tiempo y el espacio escalan al cuadro; O (∆t2) y O (∆x2), respectivamente. Por lo cual,
el error total del modelo se define como
E = O
(
∆x2
)
+O
(
∆t2
)
+O
(
∆t2
∆x2
)
. (5-172)
De lo anterior se deduce que si ∆x ! 0, el error por efectos de compresibilidad se hace
preponderante respecto al error por discretización del espacio. Entonces si reducimos ∆x
también debemos ajustar ∆t de manera que ambos errores sean del mismo orden de magnitud
O
(
Ma2
)
= O
(
∆x2
)
, (5-173)
que implica
∆t2
∆x2 = ∆x
2 ) ∆t  ∆x2 , (5-174)
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es decir, que el paso de tiempo no debe ser superior al cuadrado del tamaño de una celda para
que el modelo sea numéricamente estable. Más aún, siempre se debe verificar que ∆t < ∆xcs
puesto que el método no puede simular flujos supersónicos y ulb nunca puede ser mayor
que la velocidad del sonido cs. En los ejemplos de simulación desarrollados en las secciones
anteriores se explicó como se escala el modelo y se escogen ∆x y ∆t.
5.6. Método LB para mallas no uniformes
En los cuerpos de agua superficiales, como los embalses y lagos, la escala horizontal es mucho
mayor que la vertical. Por esta razón muchos de ellos se estudian como aguas someras. Sin
embargo, cuando hay estratificación térmica no es posible implementar aguas someras, pues
deja de lado la escala vertical. En el caso del embalse Riogrande II, la escala horizontal es
dos ordenes de magnitud mayor que la escala vertical, pero presenta estratificación térmica.
Como esta estratificación se mide en la escala vertical, entonces en la simulación numérica la
batimetría del embalse debe representarse por medio de una malla que sea lo suficientemente
fina en esta dirección. Esto significa que las celdas de la malla físicamente deben variar unos
pocos metros en la escala vertical y cientos de metros en la escala horizontal (malla no
uniforme).
Para implementar esta configuración batimétrica del embalse con el método LB es necesario
superar la limitación del modelo BGK respecto a que la separación vertical y horizontal
entre dos nodos vecinos debe ser igual (malla uniforme). Esta limitación es necesaria en
principio para que el modelo logre reproducir las ecuaciones diferenciales parciales deseadas
en el límite continuo, pues como se mencionó los arreglos de celdas deben satisfacer un
conjunto de condiciones de simetría para lograr ese propósito (ver Secciones 5.1.2 y 5.1.3).
Una forma de implementar el método LB con la aproximación BGK en mallas no uniformes
es el método de lattice Boltzmann basado en la expansión de series de Taylor y mínimos
cuadrados (TLLBM) propuesto por Shu et al. (2001), quienes implementaron el método en
dos y tres dimensiones (Shu et al., 2002, 2003). En esta sección explicaremos cómo se puede
implementar el método LB en mallas no uniformes usando el método TLLBM.
Supongamos que un partícula está en la posición (x, y, z, t). En la dirección i, esta partícula
se propagará a la posición (x + cix∆t, y + ciy∆t, z + ciz∆t, t + ∆t). Si la malla es uniforme
δx = cix∆t, δy = ciy∆t y δz = ciz∆t. Sin embargo, en una malla no uniforme (x+ cix∆t, y+
ciy∆t, z+ ciz∆t, t+ ∆t) 6= (x+ δx, y+ δy, z+ δz, t+ ∆t). Para obtener el valor de la función
de distribución en el nodo deseado en el tiempo t + ∆t, se puede extrapolar su valor de los
nodos vecinos usando la expansión de series de Taylor en el espacio.
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Figura 5-21: Movimiento de partículas en la dirección i.
Si denotamos el nodo (x, y, z) como P1 y el nodo (x+δx, y+δy, z+δz) como O (ver Figura 5-
21), en la dirección i, durante el paso de tiempo t+ ∆t, P1 se propagará a P ′1(x+ cix∆t, y+
ciy∆t, z + ciz∆t)
fi (P ′1, t+ ∆t) = fi (P1, t) +
1
τ
[f eqi (P1, t)− fi (P1, t)] . (5-175)
Para obtener las funciones de distribución en el nodo O usamos la expansión de series de
Taylor en tres dimensiones con los términos hasta segundo orden de precisión,
fi (P ′1, t+ ∆t) = fi (O, t+ ∆t) + δx1
∂fi (O, t+ ∆t)
∂x
+ δy1
∂fi (O, t+ ∆t)
∂y
+δz1
∂fi (O, t+ ∆t)
∂z
+ 12 (δx1)
2 ∂
2fi (O, t+ ∆t)
∂x2
+12 (δy1)
2 ∂
2fi (O, t+ ∆t)
∂y2
+ 12 (δz1)
2 ∂
2fi (O, t+ ∆t)
∂z2
+δx1δy1
∂2fi (O, t+ ∆t)
∂x∂y
+ δx1δz1
∂2fi (O, t+ ∆t)
∂x∂z
+δy1δz1
∂2fi (O, t+ ∆t)
∂y∂z
+O
[
(δx1)3 , (δy1)3 , (δz1)3
]
, (5-176)
donde δx1 = xP ′1−xO = xP1 +cix∆t−xO, δy1 = yP ′1−yO = yP1 +ciy∆t−yO y δz1 = zP ′1−zO =
zP1 + ciz∆t− zO. Si sustituimos la ecuación (5-176) en la ecuación (5-175) obtenemos
fi (O, t+ ∆t) + δx1
∂fi (O, t+ ∆t)
∂x
+ δy1
∂fi (O, t+ ∆t)
∂y
+ δz1
∂fi (O, t+ ∆t)
∂z
+12 (δx1)
2 ∂
2fi (O, t+ ∆t)
∂x2
+ 12 (δy1)
2 ∂
2fi (O, t+ ∆t)
∂y2
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+12 (δz1)
2 ∂
2fi (O, t+ ∆t)
∂z2
+ δx1δy1
∂2fi (O, t+ ∆t)
∂x∂y
+δx1δz1
∂2fi (O, t+ ∆t)
∂x∂z
+ δy1δz1
∂2fi (O, t+ ∆t)
∂y∂z
= fi (P1, t)
+1
τ
[f eqi (P1, t)− fi (P1, t)] . (5-177)
En esta ecuación, la función de distribución y sus derivadas en el nodo O son desconocidas,
es decir que hay diez incógnitas en la ecuación. Por lo tanto, para resolver la ecuación
necesitamos nueve ecuaciones más, que se pueden obtener si seguimos el mismo procedimiento
y usamos la expansión de series de Taylor en nueve nodos vecinos para aproximar la función
de distribución en el nodo O. Si escogemos los nodos vecinos P, α = 1, 2, . . . , 9 y O, durante
el paso de tiempo t+∆t sus i-esimas funciones de distribución se propagarán a los nodos P ′,
α = 1, 2, . . . , 9 y O′, respectivamente (ver Figura 5-21). Ahora, aproximando las funciones
de distribución en P ′, α = 1, 2, . . . , 9 y O′ en términos de la función de distribución y sus
derivadas en O, obtenemos el siguiente sistema de ecuaciones:
b = fsg fV g =
10X
=1
s;V, α = O,P1, P2, . . . , P9 , (5-178)
donde α es el número de nodos vecinos, β es el número de incógnitas que resultan de la
expansión de series de Taylor, y
b = fi (x, y, z, t) +
1
τ
[f eqi (x, y, z, t)− fi (x, y, z, t)] ,
fsg =
(
1, δx, δy, δz,
(δx)2
2 ,
(δy)2
2 ,
(δz)2
2 , δxδy, δxδz, δyδz
)
,
fV g =
(
fi,
∂fi
∂x
,
∂fi
∂y
,
∂fi
∂z
,
∂2fi
∂x2
,
∂2fi
∂y2
,
∂2fi
∂z2
,
∂2fi
∂x∂y
,
∂2fi
∂x∂z
,
∂2fi
∂y∂z
)T
,
δxO = cix∆t , δyO = ciy∆t , δzO = ciz∆t ,
δx = x + cix∆t− xO , δy = y + ciy∆t− yO ,
δz = z + ciz∆t− zO , para α = P1, P2, . . . , P9 .
Nuestro objetivo es determinar el valor del primer elemento del vector V , V1 = fi (O, t+ ∆t).
Podemos expresar la ecuación (5-178) en forma matricial,
[S] fV g = fbg , (5-179)
donde
fbg = fbO, bP1 , bP2 , bP3 , bP4 , bP5 , bP6 , bP7 , bP8 , bP9gT ,
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[S] =
266666664
1 δxO δyO δzO (xO)
2
2
(yO)2
2
(zO)2
2 δxOδyO δxOδzO δyOδzO
1 δxP1 δyP1 δzP1
(xP1)
2
2
(yP1)
2
2
(zP1)
2
2 δxP1δyP1 δxP1δzP1 δyP1δzP1... ... ... ... ... ... ... ... ... ...
1 δxP9 δyP9 δzP9
(xP9)
2
2
(yP9)
2
2
(zP9)
2
2 δxP9δyP9 δxP9δzP9 δyP9δzP9
377777775
1010
.
La matriz [S] solo depende de las coordenadas de los nodos de la malla, por lo que se puede
calcular y guardar una vez. De esta manera, solo es necesario actualizar en cada paso de
tiempo los valores del vector fbg para solucionar la ecuación (5-179).
A veces, la solución numérica de ciertos problemas no converge por la complejidad del sistema
que se quiere solucionar. Para que la solución numérica converja es necesario incluir más
nodos para mejorar la aproximación de la función de distribución mediante la expansión de
series de Taylor. Cuando el número de nodos es mayor que diez, el sistema de ecuaciones está
sobredeterminado. Es por ésto que usamos el método de mínimos cuadrados para solucionar
la ecuación (5-179) de forma general.
Para generalizar la solución, representemos el nodo O con el subíndice α = 0, y los nodos
vecinos con los subíndices α = 1, 2, . . . ,M , donde M es el número total de nodos vecinos
cercanos a O que puede ser mayor que nueve. Para solucionar la ecuación (5-179), debemos
minimizar el error de hacer err = fbg − [S] fV g. Cuando err es la suma de los errores al
cuadrado y lo hacemos tan pequeño como sea posible, decimos que fV g es una solución de
mínimos cuadrados,
E =
MX
=0
err2 =
MX
=0
0@b − 10X
=1
s;V
1A2 , α = 0, 1, 2, . . . ,M . (5-180)
La manera más común de minimizar una función es haciendo su derivada igual a cero,
∂E/∂V = 0, β = 1, 2, . . . 10. Al resolver el sistema de ecuaciones que se obtiene de derivar
parcialmente respecto a cada una de las diez incógnitas, se llega a
[S]T [S] fV g = [S]T fbg , (5-181)
donde
[S] =
26666664
1 δx0 δy0 δz0 (x0)
2
2
(y0)2
2
(z0)2
2 δx0δy0 δx0δz0 δy0δz0
1 δx1 δy1 δz1 (x1)
2
2
(y1)2
2
(z1)2
2 δx1δy1 δx1δz1 δy1δz1... ... ... ... ... ... ... ... ... ...
1 δxM δyM δzM (xM )
2
2
(yM )2
2
(zM )2
2 δxMδyM δxMδzM δyMδzM
37777775
(M+1)10
,
y fbg = fb0, b1, . . . , bMgT .
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Los valores de δx, δy y δz están dados por
δx0 = cix∆t , δy0 = ciy∆t , δz0 = ciz∆t ,
δx = x + cix∆t− x0 , δy = y + ciy∆t− y0 ,
δz = z + ciz∆t− z0 , para α = 1, 2, . . . ,M .
Despejando el vector de incógnitas de la ecuación (5-181)
fV g =
(
[S]T [S]
)−1
[S]T fbg = [A] fbg , (5-182)
donde la matriz [A] tiene dimensión 10× (M + 1). Como solo nos interesa el valor del primer
elemento de V , podemos reducir la ecuación (5-182) a
V1 = fi (x0, y0, z0, t+ ∆t) =
M+1X
=1
ai1;b
i
−1 , (5-183)
donde el vector ai1; son los elementos de la primera fila de la matriz [A], que (como se
mencionó anteriormente) se puede calcular y guardar a priori para todos los pasos de tiempo.
Por último, cabe aclarar que en la implementación de este método no se necesita ejecutar el
paso de propagación como en el modelo BGK, puesto que, como se ve en la ecuación (5-183),
el valor de la función de distribución se obtiene para el paso de tiempo t+ ∆t. En cuanto a
la implementación de las condiciones de frontera, se procede de la misma manera que en el
modelo BGK (ver Secciones 5.2.1 y 5.3.1).
Usando el método TLLBM solucionamos los problemas de convección natural y de convec-
ción de Rayleigh-Bénard presentados en las Secciones 5.4.1 y 5.4.2, respectivamente. Para
solucionar las operaciones matriciales involucradas en el método TLLBM se implementó la
librería Armadillo (versión 3.6.3) para álgebra lineal (Sanderson, 2010). En el caso del pro-
blema de convección natural, se utilizó la malla mostrada en la Figura 5-22. En la dirección
z las celdas tienen un espaciamiento uniforme de 0.25 m, y en la dirección x las celdas tienen
el tamaño mostrado en la Tabla 5-1. En la Figura 5-23 se muestran los resultados de la
simulación numérica usando el método TLLBM para convección natural. La aproximación
numérica con el método TLLB muestra buen ajuste con respecto a la solución analítica tan-
to para la velocidad como para la temperatura del fluido. En el otro caso, el problema de
convección de Rayleigh-Bénard, se utilizó la malla mostrada en la Figura 5-24. En este caso
el tamaño de celda seleccionado, ∆x = 0.5 m, se extrapoló hasta 2m en la dirección vertical
y hasta 4m en la dirección horizontal. En las Tablas 5-2 y 5-3 se muestra el tamaño de las
celdas en la escala vertical y horizontal respectivamente. En las Figuras 5-25, 5-26 y 5-27
se muestran los resultados numéricos para la velocidad, la temperatura y la densidad del
fluido usando el método TLLBM. Comparando con los resultados de las simulaciones usan-
do el método LB se puede observar que el método TLLBM reproduce muy bien la solución
numérica del método LB (ver Sección 5.4.2).
90 5 Método de lattice Boltzmann
Tabla 5-1: Distancia horizontal de las celdas en el problema de convección natural.
No.
Celda x [m]
0 0
1 0.25
2 0.5
3 0.75
4 1
5 1.25
6 1.5
7 1.75
8 2
9 2.25
No.
Celda x [m]
10 2.5
11 3
12 3.5
13 4
14 4.25
15 4.5
16 5
17 5.5
18 6
19 6.25
No.
Celda x [m]
20 6.5
21 6.75
22 7
23 7.25
24 7.5
25 7.75
26 8
27 8.25
28 8.5
Tabla 5-2: Distancia horizontal de las celdas en el problema de convección de Rayleigh-
Bénard.
No.
Celda
x = y
[m]
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 8
8 10
9 12
10 14
11 16
12 18
13 20
14 22
15 24
No.
Celda
x = y
[m]
16 26
17 28
18 30
19 32
20 34
21 36
22 38
23 40
24 42
25 44
26 46
27 48
28 50
29 52
30 54
31 56
No.
Celda
x = y
[m]
32 58
33 60
34 62
35 64
36 66
37 68
38 70
39 72
40 74
41 75
42 76
43 77
44 78
45 79
46 80
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Tabla 5-3: Distancia vertical de las celdas en el problema de convección de Rayleigh-Bénard.
No.
Celda z [m]
0 0
1 0.5
2 1
3 1.5
4 2
5 2.5
6 3
7 4
8 5
9 6
10 7
11 8
12 9
13 10
14 11
15 12
16 13
17 14
18 15
No.
Celda z [m]
19 16
20 17
21 18
22 19
23 20
24 21
25 22
26 23
27 24
28 25
29 26
30 27
31 28
32 29
33 30
34 31
35 32
36 33
37 34
No.
Celda z [m]
38 35
39 36
40 37
41 38
42 39
43 40
44 41
45 42
46 43
47 44
48 45
49 45.5
50 46
51 46.5
52 47
53 47.5
54 48
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Figura 5-22: Malla utilizada para simular el problema de convección natural en 2-D (ver
Sección 5.4.1).
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Figura 5-23: Velocidad y temperatura de un fluido entre dos paredes infinitas con malla
no uniforme.
Figura 5-24: Malla utilizada para simular el problema de convección de Rayleigh-Bénard
en 3-D (ver Sección 5.4.2).
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(a) t = 0 s (b) t = 1800 s
(c) t = 3600 s (d) t = 5400 s
Figura 5-25: Velocidad de un fluido durante la convección de Rayleigh-Bénard usando el
método TLLBM.
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(a) t = 0 s (b) t = 1800 s
(c) t = 3600 s (d) t = 5400 s
Figura 5-26: Temperatura de un fluido durante la convección de Rayleigh-Bénard usando
el método TLLBM.
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(a) t = 0 s (b) t = 1800 s
(c) t = 3600 s (d) t = 5400 s
Figura 5-27: Densidad de un fluido durante la convección de Rayleigh-Bénard usando el
método TLLBM.
6. Simulación de la temperatura del
embalse Riogrande II
En este capítulo haremos la implementación del método TLLBM para convección natural
en la simulación de la estratificación térmica del embalse Riogrande II. Como vimos en
la Sección 2.6, si imponemos las condiciones de frontera que representan las condiciones
hidrodinámicas y térmicas del embalse, podemos esperar que la simulación numérica del
modelo aproxime la dinámica real que afecta la temperatura del embalse. Con la información
de campo disponible y las mediciones experimentales se alimentó el modelo y se evaluaron
sus resultados. Adicionalmente, se comparó con los resultados numéricos del modelo ELCOM
(ver Sección 4.2). Todos los resultados obtenidos de este capítulo se obtuvieron de un modelo
desarrollado desde cero en lenguaje C++ por el autor que representa el método LB descrito
en el capítulo anterior. Los códigos tienen aproximadamente una longitud de 7800 lineas y
se pueden consultar en el CD Anexo entregado con este documento.
6.1. Paso de tiempo y tamaño de las celdas
Con base en la Sección 5.5, el paso de tiempo debe seleccionarse de manera que se cumpla que
∆t  ∆x2. De la Sección 3.1, sabemos que la máxima profundidad del embalse es de 35m,
aproximadamente, y que en la escala horizontal del embalse puede llegar a tener alrededor de
11 km de largo. Además, la escala vertical debe ser lo suficiente refinada para que los procesos
de estratificación sean capturados por el modelo. Así que, teniendo en cuenta lo anterior se
decidió seleccionar un tamaño de celda igual a ∆x = 0.5 m, por lo que ∆t = 0.25 s.
Este paso de tiempo definido es muy pequeño, y limita el periodo de simulación. De hecho,
cuando se implementó el método TLLBM, un paso de tiempo se ejecutaba en un computador
con procesador Intelr CoreTM i7 en aproximadamente un segundo. Por esta razón, se simuló
un tiempo físico de dos días; desde el 24 de marzo de 2010 a las 12:00 hasta el 26 de marzo de
2010 a las 13:00. Este periodo incluye horas diurnas y nocturnas y corresponde a fechas en
las cuales se hicieron mediciones de campo. Como el tiempo físico de simulación equivale a
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Figura 6-1: Malla vertical implementada en la simulación del embalse.
2.04 dı´as = 176400 s, en el modelo esto es igual a 705600 clics en unidades de malla. Bajo estas
condiciones, el tiempo de cómputo de una corrida del modelo para el periodo seleccionado
es de 8.17 días en el computador mencionado.
En la Figura 6-1 se muestra la malla vertical implementada aumentada 30 veces en la escala
vertical. La altura máxima es igual a 32.85m, que corresponde al promedio de la profundidad
del nivel del agua para el periodo seleccionado. Como se puede observar, las celdas que están
cerca a la superficie tienen una separación vertical de 0.5m, mientras que las que están cerca
al fondo tienen una separación mayor que se hace pequeña al acercarse a la superficie. En la
Tabla 6-1 se muestran las distancias verticales de las celdas desde el fondo hasta la superficie
del agua.
Usando el método TLLBM (ver Sección 5.6) el tamaño de la celda de 0.5m se extrapola a
los puntos definidos en la malla, tanto en la dirección vertical como en la horizontal en donde
las celdas tienen un tamaño que varía entre 30 y 50m, aunque la mayoría es de 50m de largo
en las dos direcciones horizontales. En la Figura 6-2 se muestra un esquema del embalse y
las celdas del modelo. Como se mencionó, la escala vertical está aumentada 30 veces para
poder visualizar mejor el embalse.
6.2. Datos meteorológicos
Las variables meteorológicas disponibles para la simulación son series de tiempo con una
frecuencia de medición de 10 minutos. Para la simulación contamos con las siguientes varia-
bles: radiación solar, velocidad y dirección del viento, temperatura del aire, temperatura del
punto de rocío y cobertura de nubes.
En la Figura 6-3 se muestra la serie de tiempo para la radiación solar. Los valores iguales
a cero indican horas nocturnas. Al mediodía, como es de esperarse, se registran los valores
más altos. Por su parte, en las Figuras 6-4, 6-5 y 6-6 se muestran las series de tiempo
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Figura 6-2: Tamaño de las celdas del embalse.
Tabla 6-1: Distancia vertical de las celdas en el modelo.
No.
Celda z [m]
0 0
1 4
2 7.75
3 10.5
4 12.25
5 13.75
6 15.25
7 16.55
8 17.6001
9 18.4751
10 19.2251
No.
Celda z [m]
11 20.2
12 21.3999
13 22.55
14 23.4749
15 24.2249
16 24.8499
17 25.3499
18 25.8499
19 26.3499
20 26.8499
21 27.3499
No.
Celda z [m]
22 27.8499
23 28.3499
24 28.8499
25 29.3499
26 29.8499
27 30.3499
28 30.8499
29 31.3499
30 31.8499
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para la temperatura del aire, la temperatura del punto de rocío y la cobertura de nubes,
respectivamente. La cobertura de nubes es una fracción que va de cero a uno, siendo cero
cielo despejado y uno, cielo completamente cubierto.
La velocidad y dirección del viento se tomó como un valor constante, obtenido de promediar
los valores de los ciclos diarios del viento de los registros de las estaciones ubicadas en
la isla y la torre de captación (ver Sección 3.2). Este valor promedio es de 4.25 m/s con
dirección predominante NE. También se hicieron simulaciones con los campos de velocidades
del viento generados por Franco (2011), pero escalados mediante la multiplicación de un
factor arbitrario de 0.0125. El escalamiento fue necesario porque los campos de velocidades
generados presentan en algunos instantes velocidades superiores a los 500 m/s, seguramente
por un problema de escala.
Los datos meteorológicos se usan para calcular el balance de calor en la interfase aire-agua
(ver Sección 2.4.1). Recordemos que el balance de calor está incluido como un término de
fuente de calor en las ecuaciones de convección natural, y en la superficie del agua se impone
como una condición de frontera tipo Neumann que representa la variación de la temperatura
debido al intercambio de calor en la interfase aire-agua (ver Sección 2.6).
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Figura 6-3: Serie de tiempo para la radiación solar de onda corta.
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Figura 6-4: Serie de tiempo para la temperatura.
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Figura 6-5: Serie de tiempo para la temperatura del punto de rocío.
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Figura 6-6: Serie de tiempo para la nubosidad.
6.3. Condiciones de frontera
Tanto la temperatura como la velocidad del flujo en los afluentes son variables conocidas que
se pueden imponer como una condición de frontera tipo Dirichlet (ver Secciones 2.6, 5.2.1
y 5.3.1). En las Figuras 6-7 y 6-8 se muestran la velocidad del flujo y la temperatura del
agua en la descarga de río Chico (ver Figura 4-3). Esta descarga se ubica en las celdas con
coordenadas de malla x = 0, y = 61 e 21 6 z 6 29. Por su parte, en las Figuras 6-9 y 6-10
se muestran la velocidad del flujo y la temperatura del agua en la descarga de río Grande
(ver Figura 4-3), que se ubica en las celdas con coordenadas de malla x = 161, y = 132
e 18 6 z 6 29. Cabe mencionar que las velocidades del flujo se calcularon a partir de los
caudales de descarga de los ríos y el área total de las celdas, en metros.
Para el caso de los efluentes, la única variable conocida que se puede imponer como una
condición de frontera tipo Dirichlet (ver Secciones 2.6, 5.2.1 y 5.3.1) son las velocidades
de descarga en la torre de captación. La torre cuenta con dos compuertas de salida de agua
independientes: una para el túnel de Niquía y otra para el túnel de La Tasajera (ver Figura 3-
3). La torre de captación se ubica en las coordenadas de malla x = 174 y y = 17 desde el
fondo hasta la superficie del embalse, mientras que las compuertas La Tasajera y Niquía, a
las profundidades en coordenadas de malla de 11 6 z 6 13 y 23 6 z 6 29, respectivamente.
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En las Figuras 6-11 y 6-12 se muestran las velocidades del flujo para las descargas en cada
una de las compuertas. Para simular condiciones de flujo en estado estacionario es necesario
que la cantidad de agua descargada por los ríos en el embalse salga por las compuertas de la
torre. De esta manera, el nivel de la superficie del agua se mantiene constante. Teniendo en
cuenta ésto, el caudal en cada una de las dos compuertas se fijaron sumando de los caudales
de descarga de los ríos afluentes, dividido por dos; y la velocidad de flujo se calcuó dividiendo
este caudal por el área total de las celdas de cada compuerta.
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Figura 6-7: Velocidad del flujo en río Chico impuesta como condición de frontera.
La condición de frontera para la velocidad del flujo en el fondo del embalse es un valor
conocido igual a cero, por lo que se puede imponer como una condición de frontera tipo
Dirichlet (ver Secciones 2.6 y 5.2.1). Esta condición de frontera físicamente representa una
pared rugosa.
Para la temperatura, el fondo del embalse actúa como una pared adiabática que se cumple
mediante una condición de frontera tipo Neumann con gradiente de temperatura igual a cero,
∇θ = 0. En la Sección 5.3.1.2 vimos que la forma más fácil de implementar una condición de
frontera adiabática era copiando la temperatura de la celda normal y vecina a la frontera.
Sin embargo, en geometrías complejas o muy irregulares, como la batimetría del embalse, se
pueden generar inestabilidades numéricas cuando se implementa esta condición de frontera.
Esto fue exactamente lo que sucedió con nuestras simulaciones, pues la complejidad de la
geometría hizo imposible obtener simulaciones estables de una duración mayor a cinco horas
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Figura 6-8: Temperatura del agua en río Chico impuesta como condición de frontera.
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Figura 6-9: Velocidad del flujo en río Grande impuesta como condición de frontera.
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Figura 6-10: Temperatura del agua en río Grande impuesta como condición de frontera.
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Figura 6-11: Velocidad del flujo en la compuerta La Tasajera de la torre de captación.
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Figura 6-12: Velocidad del flujo en la compuerta Niquía de la torre de captación.
de tiempo físico. Por lo tanto, se decidió aproximar la frontera adiabática suponiendo una
distribución conocida de la temperatura en la frontera para todos los pasos de tiempo.
Para llevar a cabo las simulaciones se supusieron tres distribuciones de temperatura:
1. Lineal. Simplemente se supuso que la temperatura en el fondo se distribuía mediante
una relación lineal: θ(z) = mz + b, donde z es el número de celda de la frontera
(ver Tabla 6-1), m = (θmin − θmax)/(zmin − zmax) y b = mzmin + θmin. Los valores
de temperatura son constantes y están dados por las condiciones iniciales: θmin =
16.8521 ◦C y θmax = 25.2676 ◦C.
2. Lineal y constante. Es la misma relación lineal del caso anterior pero solo aplicada
si 8 6 z 6 30. Si z < 8 entonces se asume que la temperatura es constante e igual a
θmin = 16.8521 ◦C.
3. Promedio de la condición inicial. Es el perfil de temperatura que se obtiene de
promediar los perfiles de temperatura de las celdas correspondientes a los ocho puntos
de monitoreo (ver Figura 4-3). En la Figura 6-13 se muestra el perfil obtenido.
En la superficie, en la interfase aire-agua, la temperatura es el resultado del intercambio de
calor entre el agua y el aire (ver Secciones 2.4.1 y 2.6). El flujo de calor en la superficie del
106 6 Simulación de la temperatura del embalse Riogrande II
agua se puede representar como una condición de frontera tipo Neumann
∂θ
∂z
= − J
ρCpE(z)
. (6-1)
En el método LB para la simulación del embalse, esta condición de frontera se implementó
aproximando la derivada parcial, ∂θ/∂z, mediante un esquema de diferencias finitas hacia
atrás para calcular el valor de la temperatura en la frontera que luego se impone como una
condición de frontera tipo Dirichlet (ver Sección 5.3.1).
La velocidad en la superficie del agua tiene un valor conocido, por lo que se implementa
como una condición de Dirichlet. En nuestras simulaciones se impuso el valor de la velocidad
cortante del viento calculada a partir de la velocidad del viento con dos opciones: los campos
de velocidades generados por Franco (2011) y el valor promedio obtenido de las mediciones
puntuales como se mencionó anteriormente (ver Secciones 2.6 y 6.2).
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Figura 6-13: Perfil promedio de temperatura usado como condición de frontera.
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Tabla 6-2: Coeficientes calculados de viscosidad y difusión turbulenta para el embalse Rio-
grande II.
Valor N(z) [m2/s] E(z) [m2/s]
Mínimo 1.99× 10−7 1.62× 10−4
Promedio 2.17× 10−4 0.0095
Máximo 0.02 0.06
6.4. Parámetros del modelo
Los parámetros del método LB para la simulación del embalse se discutieron en la Sección 2.6.
Para el fluido, el parámetro principal es el coeficiente de viscosidad turbulenta N(z), y para
la temperatura, el coeficiente de difusión turbulenta E(z). Con las condiciones iniciales se
calcularon los coeficientes de viscosidad y difusión turbulenta para cada una de las celdas del
modelo. En la Tabla 6-2 se muestran los valores mínimos, máximos y promedios calculados
para todo el embalse por medio de las ecuaciones (2-41) y (2-43). Como en el método LB
estos coeficientes dependen de τ su valor no puede variar abruptamente pues en ese caso la
simulación no lograría reproducir las ecuaciones macroscópicas y cantidades como la masa
y el momentum no se conservarían. Por lo tanto, como primera aproximación se decidió
tomar valores constantes sobre todo el embalse. Al ajustar los parámetros mediante múltiples
simulaciones, se encontró que el método es estable cuando se toma el valor máximo de
N(z) = 0.02 m2/s y para E(z) con los valores promedio y máximo.
En estudios de hidrodinámica es común separar la viscosidad turbulenta de las escalas hori-
zontal y vertical. La razón para diferenciar este parámetro en cada escala es la diferencia de
magnitud entre la mismas. Por ejemplo, para nuestro caso del embalse Riogrande II la escala
horizontal es dos órdenes de magnitud más grande que la escala vertical (ver Sección 6.1).
Escobar (2010) estimó la viscosidad turbulenta en ambas escalas para un modelo hidro-
dinámico del embalse Punchiná (Antioquia). Según él, la viscosidad turbulenta horizontal
depende del flujo y el tamaño de las celdas de la malla, y oscila entre 1 y 10 m2/s para celdas
con tamaños finos (decenas de metros), mientras que para mallas con celdas de tamaños de
cientos de metros o más su valor oscila entre 10 y 100 m2/s. En contraste, el mismo autor
encuentra que la viscosidad turbulenta vertical depende de la aplicación particular, pero que
en estuarios y lagos estratificados su valor oscila entre 10−4 y 10−3 m2/s. Para la simulación
del embalse Riogrande II con el método LB, además de los valores calculados, se hicieron
simulaciones con el valor de N(z) máximo dado para la viscosidad turbulenta vertical, es
decir, N(z) = 10−3 m2/s. Vale la pena aclarar que en el método LB el valor de N(z) debe ser
constante para que la masa del sistema se conserve, y por ésta razón se adoptó como valor
del parámetro la viscosidad turbulenta vertical pues, como vimos, la evolución en el modelo
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Tabla 6-3: Combinaciones de parámetros usadas en la simulación del embalse Riogrande
II.
Simulación
No. Parámetros
1 N(z) = 0.02 m2/s - E(z) = 0.0095 m2/s
2 N(z) = 0.02 m2/s - E(z) = 0.06 m2/s
3 N(z) = 10−3 m2/s - E(z) = 0.06 m2/s
4 N(z) = 10−3 m2/s - E(z) = 0.01 m2/s
5
N(z) = 10−3 m2/s - E(z) = 0.01 m2/s
(Cambiando la distribución de la
temperatura del fondo)
TLLBM se realiza inicialmente en celdas cúbicas de ese tamaño, y luego se extrapola a los
centros de las celdas de la malla.
En cuanto a la difusión turbulenta, Hill et al. (2003) sugiere un valor de 0.01 m2/s para
estuarios y de 0.1 m2/s para zonas más abiertas. Como se puede apreciar en la Tabla 6-
2 el valor máximo calculado está dentro del rango sugerido por Hill et al. (2003). En la
simulación del embalse Riogrande II con el método LB, además de los valores calculados, se
hicieron simulaciones con el valor de E(z) mínimo dado para la difusión turbulenta, es decir,
E(z) = 0.01 m2/s.
En resumen, se hicieron cinco simulaciones con las combinaciones de parámetros mostradas
en la Tabla 6-3.
6.5. Condiciones iniciales
Las condiciones iniciales son los datos de entrada del modelo. Para la velocidad se tomó
un valor inicial de cero y para la temperatura de 20 ◦C. Con estos valores, y manteniendo
constantes las condiciones de frontera iniciales durante un periodo de 40minutos (en unidades
de malla, con ∆t = 0.25 s, 9600 clics), se pre-inicializó la simulación del embalse. Para la
temperatura en la superficie se tomó como condición de frontera la temperatura simulada
por el modelo ELCOM para el día 24 de marzo de 2010 a las 12:00 (Franco, 2011). Por
su parte, la densidad del agua se calculó en función de la temperatura, según la ecuación
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empírica propuesta por Gill (1982), citado por Ji (2008),
ρ = 999.842594 + 6.793952× 10−2θ − 9.095290× 10−3θ2 + 1.001685× 10−4θ3
−1.120083× 10−6θ4 + 6.536332× 10−9θ5 . (6-2)
Esta forma de determinar los valores iniciales de las variables para la simulación fue necesaria,
ya que no se contaba con datos medidos en campo para esa fecha que se pudieran utilizar
como valores iniciales.
En primer lugar se simuló el embalse con condición de frontera tipo Neumann con gradien-
te de temperatura igual a cero, ∇θ = 0, en el fondo del embalse. Para pre-inicializar las
condiciones iniciales se tomó como condición de frontera para la velocidad en la superficie
la velocidad cortante del viento con magnitud y dirección del viento de 4.25 m/s NE (ver
Sección 6.3), y, para la temperatura en la superficie, un valor constante de 25.2676 ◦C. Los
parámetros del modelo usados en esta simulación son N(z) = 10−3 m2/s y E(z) = 0.01 m2/s
(ver Figura A-1).
Después se hicieron cinco simulaciones aproximando la temperatura del fondo a valores
fijos (condiciones de Dirichlet). A continuación presentamos las condiciones iniciales de las
variables para las cinco simulaciones implementadas (ver Anexo A):
1. En la Figura A-2 se muestran las condiciones iniciales del modelo para la tempera-
tura y la velocidad después de la pre-inicialización, con N(z) = 0.02 m2/s y E(z) =
0.0095 m2/s, y distribución lineal de la temperatura en la frontera del fondo (ver Sec-
ción 6.3). La condición de frontera para la velocidad en la superficie es la velocidad
cortante del viento con magnitud y dirección dadas por el campo de velocidades gen-
erado (ver Secciones 3.2 y 6.3)
2. En la Figura A-3 se muestran las condiciones iniciales del modelo para la temperatura y
la velocidad después de la pre-inicialización, con N(z) = 0.02 m2/s y E(z) = 0.06 m2/s,
y distribución lineal de la temperatura en la frontera del fondo (ver Sección 6.3). La
condición de frontera para la velocidad en la superficie es la velocidad cortante del
viento con magnitud y dirección dadas por el campo de velocidades generado (ver
Secciones 3.2 y 6.3) para la simulación ELCOM. Si se comparan las Figuras A-2 y A-3,
se puede observar que no existe diferencia alguna después de la pre-inicialización de las
condiciones iniciales, es decir que la sensibilidad del parámetro E(z) en los resultados
del modelo parece ser mínima para la pre-inicialización.
3. En la Figura A-4 se muestran las condiciones iniciales del modelo para la temperatura y
la velocidad después de la pre-inicialización, con N(z) = 10−3 m2/s y E(z) = 0.06 m2/s,
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y distribución lineal de la temperatura en la frontera del fondo (ver Sección 6.3).
La condición de frontera para la velocidad en la superficie es la velocidad cortante
del viento con magnitud y dirección del viento de 4.25 m/s NE (ver Sección 6.3).
Comparando los límites de la velocidad con los dos casos anteriores se ve que estos se
mantienen iguales, a pesar de que la velocidad en toda la superficie es constante.
4. En la Figura A-5 se muestran las condiciones iniciales del modelo para la temperatura y
la velocidad después de la pre-inicialización, con N(z) = 10−3 m2/s y E(z) = 0.01 m2/s,
y distribución lineal y constante de la temperatura en la frontera del fondo (ver Sec-
ción 6.3). La condición de frontera para la velocidad en la superficie es la velocidad cor-
tante del viento con magnitud y dirección del viento de 4.25 m/s NE (ver Sección 6.3).
Para este caso, en la pre-inicialización, se tomó un valor constante de 25.2676 ◦C en la
superficie como condición de frontera para la temperatura.
5. En Figura A-6 se muestran las condiciones iniciales del modelo para la temperatura y la
velocidad después de la pre-inicialización, con N(z) = 10−3 m2/s y E(z) = 0.01 m2/s,
y distribución promedio de la condición inicial de la temperatura en la frontera del
fondo (ver Sección 6.3). La condición de frontera para la velocidad en la superficie es
la velocidad cortante del viento con magnitud y dirección del viento de 4.25 m/s NE
(ver Sección 6.3).
6.6. Resultados
En esta sección presentamos los resultados de las simulaciones con base en las condiciones
iniciales y de frontera.
6.6.1. Simulación con frontera adiabática en el fondo
La primera simulación consistió en implementar el embalse con condición de frontera adia-
bática en el fondo. Después se hicieron cinco simulaciones aproximando esta frontera con
valores fijos de temperatura (ver Secciones 6.5 y 6.3).
En la primera simulación, con condición de frontera adiabática en el fondo, el método pre-
sentó bastantes inestabilidades en los valores de temperatura en la frontera. Intuimos que
la inestabilidad en la simulación se da porque la precisión en la frontera se pierde cuando
no se copia exactamente la celda que es vecina y normal a ella. Dada la complejidad de la
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Figura 6-14: Batimetría suavizada del embalse Riogrande II.
batimetría, en algunas celdas que son frontera es difícil copiar exactamente la celda normal
y vecina. Según la definición de la frontera adiabática, copiar la celda vecina y normal a ella
es estrictamente necesario para que se cumpla que ∇θ = 0 (ver Sección 5.3.1.2). Prueba de
lo anterior es que las simulaciones se hacen más estables cuando se suaviza la batimetría.
Suavizar la batimetría significa quitar o poner celdas para aproximar el fondo del embalse a
una frontera regular o ideal.
En la Figura 6-14 se muestra la batimetría del embalse Riogrande II después de suavizar
algunas celdas de la frontera del fondo. Vale la pena mencionar que las celdas de la batimetría
que se suavizan se determinaron por un método de ensayo y error, lo que implicó alrededor
de una docena de simulaciones. En la medida en que las celdas de la frontera presentan
inestabilidades en los valores de la temperatura, éstas se reacomodaban y se reiniciaba la
simulación. Con este procedimiento se lograron correr las primeras 5 horas y 30 minutos del
periodo de simulación. En la Figura 6-15 se muestra un esquema del embalse con los valores
de temperatura al inicio y al final de la simulación de 5 horas y 30 minutos. Como se ve,
al final de la simulación en el ramal derecho cerca a la torre de captación existen celdas
de frontera en donde la temperatura se incrementa considerablemente. En el Anexo B.1
se muestran varios esquemas del embalse para diferentes fechas y horas. Los resultados
muestran que la velocidad del flujo se mantiene dentro de un rango de valores estable. Por
su parte, la temperatura comienza a oscilar con amplitud creciente hasta que llega un punto
en el que la simulación arroja valores divergentes para la densidad del fluido, pues densidad
y temperatura se hallan relacionadas en nuestro modelo a través de la aproximación de
Boussinesq.
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(a) Fecha y hora: 2010-03-24 12:00
(b) Fecha y hora: 2010-03-24 17:30
Figura 6-15: Temperatura [◦C] con N(z) = 10−3 m2/s y E(z) = 0.01 m2/s y frontera adia-
bática en el fondo.
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6.6.2. Simulaciones aproximando la frontera en el fondo
En el Anexo B.2, se muestran la temperatura y la velocidad simuladas, mediante la aproxi-
mación de la frontera adiabática, para cada una de las cinco simulaciones implementadas y
en diferentes fechas y horas. A continuación presentamos los resultados más relevantes.
La estratificación térmica del embalse se evidencia en los perfiles verticales de temperatura.
A continuación describimos los resultados de la implementación del método TLLBM en el
embalse Riogrande II para cada una de las cinco simulaciones realizadas (ver Sección 6.5), y
los compararemos con los perfiles verticales de temperatura obtenidos por el modelo ELCOM
y con los perfiles medidos en los puntos de monitoreo (ver Figura 4-3, Sección 4.2).
1. En la Figura 6-16 se muestra el perfil vertical de temperatura para la simulación 1. Se
observa que en todos los puntos de monitoreo la temperatura simulada por el método
TLLBM está aproximadamente de uno a dos grados centígrados más caliente que los
datos observados y las simulaciones del modelo ELCOM. En general, los resultados
simulados en superficie están más alejados de los datos observados (excepto en los
puntos RGE2 y RGE4), mientras que en el fondo se acercan un poco más a éstos.
El perfil simulado también muestra una tendencia lineal con leves fluctuaciones. Si
comparamos los valores máximos y mínimos de la temperatura simulada en cada punto,
se puede ver que corresponden a los mismos que se implementaron en la condición de
frontera con distribución lineal en el fondo. Claramente el perfil lineal de temperatura
que asumimos para la temperatura del fondo afecta directamente los resultados de las
simulaciones. La Figura 6-17 muestra, adicionalmente, un esquema del embalse con
los valores de temperatura y velocidad para las celdas de fluido en contacto con las
fronteras, simuladas para el día 2010-03-26 12:00. Se observa que la temperatura es
mayor en los bordes del embalse que en el interior, que tienden a enfriarse según el
calculo del balance de calor.
2. En la Figura 6-18 se muestra el perfil vertical de temperatura para la simulación 2, que
aumenta en un orden de magnitud el parámetro de difusión turbulenta, E(z), respecto
de la simulación 1. Los resultados aparecen más cercanos a los datos observados y a las
simulaciones del modelo ELCOM, en especial en los puntos de monitoreo RGE2, RGE3
y RGE4. Esto es más notorio en la superficie y en el fondo del embalse. En general,
se puede decir que la temperatura del embalse tiende a disminuir a medida que se au-
menta el parámetro de difusión turbulenta. Si embargo, los resultados mantienen aún
una tendencia lineal, y son de uno a dos grados centígrados más calientes que los datos
medidos, reflejando nuevamente que la distribución lineal asumida para la temperatu-
ra del fondo afecta directamente los resultados de las simulaciones. En la Figura 6-19
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RGE2
26/03/2010
Obs: 11:59
ELCOM: 12:00
TLLBM: 12:00
RGE3
26/03/2010
Obs: 12:32
ELCOM: 13:00
TLLBM: 12:30
RGE4
25/03/2010
Obs: 12:08
ELCOM: 12:00
TLLBM: 12:00
RGE5
25/03/2010
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Figura 6-16: Resultados del método TLLBM en la implementación del embalse Riogrande
II. Simulación 1.
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Figura 6-17: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y E(z) =
0.0095 m2/s, y distribución lineal de la temperatura en la frontera. Fecha y
hora: 2010-03-26 12:00.
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Figura 6-18: Resultados del método TLLBM en la implementación del embalse Riogrande
II. Simulación 2.
se muestra un esquema del embalse con los valores de temperatura y velocidad simu-
ladas para el día 2010-03-26 12:00. Los resultados muestran que la temperatura en la
superficie no se ve tan influenciada por las celdas de borde como en el caso anterior.
Estos resultados parecen indicar que al aumentar el coeficiente de difusión turbulenta
la temperatura evoluciona más rápidamente y el sistema difunde con mayor celeridad
el calor de la superficie.
3. En la Figura 6-20 se muestra el perfil vertical de temperatura para la simulación 3.
El coeficiente de difusión turbulenta, E(z), es el mismo del caso anterior, pero en esta
ocasión el parámetro de viscosidad turbulenta, N(z), es veinte veces menor y se emplea
un campo de viento uniforme y constante en la superficie. Los resultados son muy simi-
lares a los arrojados por la simulación 2. Esto significa que ni la velocidad cortante del
viento ni el parámetro de viscosidad turbulenta, N(z), tienen mayor influencia sobre
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Figura 6-19: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y E(z) =
0.06 m2/s, y distribución lineal de la temperatura en la frontera. Fecha y hora:
2010-03-26 12:00.
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el perfil de temperatura. En la Figura 6-21 se muestra un esquema del embalse con
los valores de temperatura y velocidad simuladas para el día 2010-03-26 12:00. Los
resultados muestran que la temperatura en la superficie no se ve influenciada aprecia-
blemente por los gradientes o las variaciones temporales de la velocidad del viento.
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Figura 6-20: Resultados del método TLLBM en la implementación del embalse Riogrande
II. Simulación 3.
4. En la Figura 6-22 se muestra el perfil vertical de temperatura para la simulación 4. En
este caso el parámetro de difusión turbulenta toma un valor intermedio entre los casos
1 y 2, y la distribución de temperatura asumida es lineal en las celdas más cercanas a la
superficie y constante en las más profundas. Por su parte, la viscosidad y el patrón de
vientos son iguales a los del caso 3. Como se puede observar, en este caso es muchísimo
más notoria la influencia de la condición de frontera del fondo en los resultados de la
simulación. Claramente se observa la brusca transición entre las celdas que mantienen
las distribución lineal y las que imponen un valor constante de la temperatura en el
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Figura 6-21: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.06 m2/s, y distribución lineal de la temperatura en la frontera.
Fecha y hora: 2010-03-26 12:00.
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Figura 6-22: Resultados del método TLLBM en la implementación del embalse Riogrande
II. Simulación 4.
fondo (ver Sección 6.3). En la Figura 6-23 se muestra un esquema del embalse con
los valores de temperatura y velocidad simuladas para el día 2010-03-26 12:00. Al
simular con un valor intermedio del coeficiente de difusión turbulenta respecto a los
dos casos anteriores el calor también parece disiparse a un ritmo intermedio. Aunque la
temperatura en la superficie es mayor que en los casos anteriores, muy probablemente
sea como consecuencia de la distribución de temperatura supuesta para la frontera
del fondo, que al permanecer fija luego de cierta profundidad evita la difusión de calor
desde la superficie hacia el fondo, pues corresponde a un gradiente nulo de temperatura.
5. En la Figura 6-24 se muestra el perfil vertical de temperatura para la simulación 5.
En este caso las condiciones son las mismas del caso anterior, pero con un perfil de
profundidad en la temperatura diferente obtenido de promediar los perfiles verticales de
los ocho puntos de monitoreo usados como datos iniciales antes de la pre-inicialización.
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Figura 6-23: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución lineal y constante de la temperatura en
la frontera. Fecha y hora: 2010-03-26 12:00.
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Figura 6-24: Resultados del método TLLBM en la implementación del embalse Riogrande
II. Simulación 5.
Coincidencialmente, el perfil promediado se asemeja mucho al implementado en el
caso anterior, pero la temperatura máxima es menor (ver Figura 6-13). En general,
comparando con las anteriores simulaciones, en este caso se obtienen los resultados
más cercanos, en la mayoría de los puntos, tanto a los datos observados como a los
resultados del modelo ELCOM. Sin embargo, se ve claramente que los resultados están
fuertemente condicionados por la distribución supuesta de la temperatura en la frontera
del fondo, pues la temperatura simulada mantiene la forma de dicho perfil. En la
Figura 6-25 se muestra un esquema del embalse con los valores de temperatura y
velocidad simuladas para el día 2010-03-26 12:00. Al igual que en los casos anteriores,
las celdas en los bordes se mantiene más calientes que las celdas que se encuentran más
al interior.
En resumen, observamos, por un parte, que el parámetro de difusión turbulenta, E(z), tiene
6.6 Resultados 123
Figura 6-25: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución promedio de la condición inicial de la tem-
peratura en la frontera. Fecha y hora: 2010-03-26 12:00.
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una gran influencia en la distribución general de las temperaturas, mucho mayor que el de la
viscosidad turbulenta. Además, nuestros resultados parecen indicar que no hay una diferencia
apreciable entre aplicar un patrón de vientos realista o utilizar un valor de viento promedio,
constante y homogéneo a lo largo de toda la simulación. Por otra parte, las condiciones de
frontera de Dirchlet que se imponen para el perfil de temperatura del fondo determinan
muy fuertemente los valores obtenidos para los perfiles de temperatura en las estaciones
de monitoreo. Esto evidencia la necesidad de encontrar en trabajos futuros una manera de
implementar las condiciones de Neumann de forma que sean numéricamente estables.
7. Conclusiones
Los métodos de lattice Boltzmann son una manera alternativa de implementar la solución
numérica de ecuaciones diferenciales parciales. Este esquema, desarrollado en los últimos 25
años, ha probado ser exitoso en la simulación de fluidos, difusión, ondas, sistemas de aguas
someras, electrodinámica y magneto-hidrodinámica, entre otros, y se usa comercialmente en
la actualidad para el diseño en aerodinámica y microfluídica. En este trabajo hemos utiliza-
do por primera vez (hasta donde sabemos) el método lattice Boltzmann para la simulación
de un embalse. Específicamente, hemos implementado el método de lattice Boltzmann con
expansión de series de Taylor y mínimos cuadrados (TLLBM) en 3-D para simular la es-
tratificación térmica del embalse Ríogrande II. Este método nos permite utilizar mallas no
uniformes, lo cual es un requisito para poder simular un cuerpo de agua superficial como el
embalse Riogrande II, cuya escala horizontal es dos órdenes de magnitud más grande que
su escala vertical. Para simular la estratificación térmica usamos dos autómatas de lattice
Boltzmann: uno para las ecuaciones de Navier-Stokes y otro para la ecuación de convección-
difusión, acoplados a través de la aproximación de Boussinesq. Estos autómatas reproducen
en el límite continuo las ecuaciones que rigen la hidrodinámica y la difusión de calor, que
representan el principal mecanismo de transporte de calor y masa en el sistema. Las simu-
laciones se realizaron construyendo desde cero un programa en C++ por el autor de esta
tesis, que se fue validando progresivamente al reproducir situaciones con solución analítica
o comportamientos conocidos. Finalmente, el programa se utilizó para simular el embalse
Riogrande II y se compararon los resultados con los obtenidos de simulaciones del modelo
hidrodinámico llamado ELCOM y con medidas de campo realizadas por el grupo del Pos-
grado en Aprovechamiento de Recursos Hidráulicos (PARH) de la Facultad de Minas de la
Universidad Nacional de Colombia, Sede Medellín (Franco, 2011).
Durante su desarrollo el modelo se validó progresivamente aplicándolo a situaciones donde se
conocen soluciones analíticas o donde se espera reproducir un fenómeno conocido. Para poner
a prueba la parte hidrodinámica se simuló el flujo de Poiseuille, lo que nos permitió escoger
entre diferentes maneras de fijar las condiciones de frontera. Como resultado de este proceso
se escogió la condición de frontera regularizada propuesta por Lätt et al. (2008), ya que es
de segundo orden de precisión, es fácil de implementar y reproduce fielmente los valores de
velocidad cerca a la frontera. Para probar el autómata de convección-difusión de calor se
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simuló con éxito la difusión de calor en una barra con diferentes condiciones de frontera en
sus extremos (tanto de Dirichlet como de Neumann). Luego, los dos autómatas se acoplaron
mediante la aproximación de Boussinesq y para probarlo se simuló la convección natural de un
fluido confinado en dos paredes infinitas y también la convección de Rayleigh-Bénard, ambas
en tres dimensiones. Finalmente, éste último benchmark se repitió con celdas de longitud
no uniforme, con el fin de poner a prueba el método TLLBM. Todas estas situaciones se
reprodujeron con éxito, evidenciando que el método fue implementado adecuadamente.
Una vez validado el modelo se procedió a aplicarlo en la simulación del embalse Riogran-
de II. Este embalse es operado por Empresas Públicas de Medellín y a él confluyen dos
ríos: el Grande y el Chico. Su forma se asemeja a una cruz en donde su brazo más largo
mide aproximadamente 11 km y su brazo más corto 8 km. La profundidad media de flujo
es aproximadamente de 38m, y es controlada por las compuertas de descarga de la torre
de captación que se encuentra aproximadamente cerca al cruce de los dos brazos. Al estar
ubicado en la región andina la variación de la temperatura es diurna, no estacional, así que
los procesos de convección se dan a lo largo del día. Para la simulación, se tuvo en cuenta
la información meteorológica disponible para calcular el balance de calor en la superficie,
incluyendo la radiación solar, la temperatura del aire, la temperatura del punto de rocío y
la nubosidad y la velocidad del viento, con los que se calcula la radiación de onda larga y
la transferencia de calor latente y sensible. Por su parte, para simular las velocidades del
flujo se tuvieron en cuenta los flujos de entradas y salidas y las velocidades del viento. La
discretización del embalse se realizó con una malla de alrededor de 120.000 celdas de formas
variables, pero que en promedio se asemejaban a un paralelepípedo de base cuadrada de 50m
de largo y de espesores entre 0.5 y 4m. Las condiciones iniciales se obtuvieron a partir de
la simulación del modelo ELCOM, y sobre las fronteras se impusieron condiciones Dirichlet
para la parte hidrodinámica y de Dirichlet y de Neumann para la parte térmica. Antes de
hacer las simulaciones se pre-inicializaron las condiciones iniciales durante un tiempo físico
de 40min. Los perfiles de temperatura obtenidos se compararon con los del modelo ELCOM
y con los datos medidos en campo.
Las simulaciones implementando la frontera adiabática en el fondo (condiciones de Neumann
con gradiente de temperatura cero), aunque más realistas, resultaron ser muy inestables y
no fue posible completar una simulación más allá de cinco horas de tiempo físico. Aunque
se probaron diferentes maneras de copiar la celdas vecinas para establecer que la derivada
de la temperatura en dirección perpendicular al fondo fuese cero, ninguna de éstas logro
simulaciones estables cuando se aplicaba a la compleja batimetría del embalse Riogrande II.
En contraste, la simulación de estanque de forma rectangular no presentó ningún problema
(no incluido en el documento). Esto nos obligó a utilizar condiciones de Dirichlet, asumiendo
un perfil de temperatura para las celdas de frontera del fondo. Los resultados con estas
condiciones muestran que el parámetro de difusión turbulenta juega un papel fundamental
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para la distribución de las temperaturas en todo el embalse, incluso mucho más importante
que la viscosidad. Valores pequeños de difusión turbulenta impiden que el calor se difunda
haciendo que los valores de temperatura tanto en la superficie como en el borde permanezcan
altos, mientras que valores altos de este parámetro posibilitan la difusión en profundidad. Se
encontró también que ni las fluctuaciones ni las inhomogeneidades en el campo de velocidades
del viento son relevantes para la simulación, pues da lo mismo utilizar un campo de valor
promedio constante y uniforme a lo largo de toda la simulación que un campo de velocidades
de viento.
Utilizando coeficientes de difusión y viscosidad realistas y fijando un perfil de temperatura
para las condiciones de frontera de Dirichlet en el fondo, siempre fue posible obtener perfiles
de temperatura que reproducen la forma aproximada de los perfiles obtenidos en campo.
Sin embargo, este resultado no es del todo sorprendente, pues el perfil de temperatura que
se escoge para la condición de frontera en el fondo influye de manera determinante en los
perfiles de temperatura obtenidos en los puntos de medición, que siguen la forma de dicho
perfil. Esta es una restricción muy fuerte para la aplicabilidad del modelo, que debe tratar
de superarse con la realización de trabajos futuros que encuentren alternativas estables para
la implementación de fronteras adiabáticas en batimetrías complejas. Adicionalmente, las
condiciones de estabilidad numérica limitan el tamaño del paso de tiempo, que se cuadruplica
cuando el tamaño de celda se reduce a la mitad. Como la distancia más pequeña en el modelo
es de 0.5m el paso de tiempo resulta ser de 0.25 s haciendo que el número de pasos necesario
para completar la simulación sea muy alto. En nuestro caso, simular 2 días de tiempo físico
requirió de 705600 pasos de tiempo, y, como cada uno se ejecutaba en aproximadamente en un
segundo, una simulación requería de 8 días de cómputo para completarse en un computador
con procesador Intelr CoreTM i7 y 8 Gb de memoria RAM. Esta segunda limitación se puede
solventar implementando el modelo sobre tarjetas gráficas (GPU). En efecto, los autómatas
en general, y los métodos de lattice Boltzmann son muy fáciles de paralelizar, pues con cada
iteración cada celda puede procesar sus datos de manera independiente. De esta forma, todos
los procesadores de la GPU pueden actuar simultáneamente y la eficiencia de la paralelización
es muy alta. Como ejemplo, modelos de lattice Boltzmann para plasmas de quarks corren
entre 100 y 1000 veces más rápido cuando se trabajan en GPUs de 256 procesadores, y en
otros casos se alcanzan aceleraciones de dos órdenes de magnitud (Mendoza, 2012). Esta
en realidad es una de las ventajas principales que tienen los métodos de lattice Boltzmann
sobre otros métodos, y constituye una motivación importante para implementar en el modelo
presentado en esta tesis para trabajos futuros.
Esta tesis introduce el uso de modelos de lattice Boltzmann en embalses estratificados reales.
Nuestros resultados muestran que es posible utilizar los modelos de lattice Boltzmann para
modelar estos cuerpos agua superficiales, y que si se logra implementar las condiciones adia-
báticas con la condición de Neumann en el fondo y se logra implementar sobre tarjetas
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gráficas, el método se convertirá en una alternativa muy poderosa para la simulación de la
estratificación térmica de embalses.
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A. Condiciones iniciales para la
simulación del embalse
Figura A-1: Condiciones iniciales de temperatura [◦C] y velocidad [m/s] con N(z) =
10−3 m2/s y E(z) = 0.01 m2/s, y frontera adiabática en el fondo.
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Figura A-2: Condiciones iniciales de temperatura [◦C] y velocidad [m/s] con N(z) =
0.02 m2/s y E(z) = 0.0095 m2/s, y distribución lineal de la temperatura en
la frontera.
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Figura A-3: Condiciones iniciales de temperatura [◦C] y velocidad [m/s] con N(z) =
0.02 m2/s y E(z) = 0.06 m2/s, y distribución lineal de la temperatura en la
frontera.
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Figura A-4: Condiciones iniciales de temperatura [◦C] y velocidad [m/s] con N(z) =
10−3 m2/s y E(z) = 0.06 m2/s, y distribución lineal de la temperatura en
la frontera.
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Figura A-5: Condiciones iniciales de temperatura [◦C] y velocidad [m/s] con N(z) =
10−3 m2/s y E(z) = 0.01 m2/s, y distribución lineal y constante de la tem-
peratura en la frontera.
140 A Condiciones iniciales para la simulación del embalse
Figura A-6: Condiciones iniciales de temperatura [◦C] y velocidad [m/s] con N(z) =
10−3 m2/s y E(z) = 0.01 m2/s, y distribución promedio de la condición ini-
cial de la temperatura en la frontera.
B. Simulaciones del embalse
B.1. Simulación con frontera adiabática en el fondo
Figura B-1: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y E(z) =
0.01 m2/s, y frontera adiabática en el fondo. Fecha y hora: 2010-03-24 13:30.
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Figura B-2: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y E(z) =
0.01 m2/s, y frontera adiabática en el fondo. Fecha y hora: 2010-03-24 15:30.
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Figura B-3: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y E(z) =
0.01 m2/s, y frontera adiabática en el fondo. Fecha y hora: 2010-03-24 17:30.
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B.2. Simulaciones aproximando la frontera en el fondo
B.2.1. Simulación 1
Figura B-4: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y E(z) =
0.0095 m2/s, y distribución lineal de la temperatura en la frontera. Fecha y
hora: 2010-03-25 00:00.
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Figura B-5: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y E(z) =
0.0095 m2/s, y distribución lineal de la temperatura en la frontera. Fecha y
hora: 2010-03-25 12:00.
146 B Simulaciones del embalse
Figura B-6: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y E(z) =
0.0095 m2/s, y distribución lineal de la temperatura en la frontera. Fecha y
hora: 2010-03-26 00:00.
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Figura B-7: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y E(z) =
0.0095 m2/s, y distribución lineal de la temperatura en la frontera. Fecha y
hora: 2010-03-26 12:00.
148 B Simulaciones del embalse
B.2.2. Simulación 2
Figura B-8: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y E(z) =
0.06 m2/s, y distribución lineal de la temperatura en la frontera. Fecha y hora:
2010-03-25 00:00.
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Figura B-9: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y E(z) =
0.06 m2/s, y distribución lineal de la temperatura en la frontera. Fecha y hora:
2010-03-25 12:00.
150 B Simulaciones del embalse
Figura B-10: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y
E(z) = 0.06 m2/s, y distribución lineal de la temperatura en la frontera.
Fecha y hora: 2010-03-26 00:00.
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Figura B-11: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 0.02 m2/s y
E(z) = 0.06 m2/s, y distribución lineal de la temperatura en la frontera.
Fecha y hora: 2010-03-26 12:00.
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B.2.3. Simulación 3
Figura B-12: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.06 m2/s, y distribución lineal de la temperatura en la frontera.
Fecha y hora: 2010-03-25 00:00.
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Figura B-13: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.06 m2/s, y distribución lineal de la temperatura en la frontera.
Fecha y hora: 2010-03-25 12:00.
154 B Simulaciones del embalse
Figura B-14: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.06 m2/s, y distribución lineal de la temperatura en la frontera.
Fecha y hora: 2010-03-26 00:00.
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Figura B-15: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.06 m2/s, y distribución lineal de la temperatura en la frontera.
Fecha y hora: 2010-03-26 12:00.
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B.2.4. Simulación 4
Figura B-16: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución lineal y constante de la temperatura en
la frontera. Fecha y hora: 2010-03-25 00:00.
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Figura B-17: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución lineal y constante de la temperatura en
la frontera. Fecha y hora: 2010-03-25 12:00.
158 B Simulaciones del embalse
Figura B-18: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución lineal y constante de la temperatura en
la frontera. Fecha y hora: 2010-03-26 00:00.
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Figura B-19: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución lineal y constante de la temperatura en
la frontera. Fecha y hora: 2010-03-26 12:00.
160 B Simulaciones del embalse
B.2.5. Simulación 5
Figura B-20: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución promedio de la condición inicial de la tem-
peratura en la frontera. Fecha y hora: 2010-03-25 00:00.
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Figura B-21: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución promedio de la condición inicial de la tem-
peratura en la frontera. Fecha y hora: 2010-03-25 12:00.
162 B Simulaciones del embalse
Figura B-22: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución promedio de la condición inicial de la tem-
peratura en la frontera. Fecha y hora: 2010-03-26 00:00.
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Figura B-23: Temperatura [◦C] y velocidad [m/s] simuladas con N(z) = 10−3 m2/s y
E(z) = 0.01 m2/s, y distribución promedio de la condición inicial de la tem-
peratura en la frontera. Fecha y hora: 2010-03-26 12:00.
C. Expansión de Chapman-Enskog con la
aproximación BGK para uidos
Para ilustrar la expansión de Chapman-Enskog para la ecuación de Navier-Stokes, vamos a
tomar un modelo bidimensional D2Q9. Primero hacemos una expansión de series de Taylor
de segundo orden en espacio y tiempo para el término de la izquierda en la ecuación (5-15)
fi (r + ci∆t, t+ ∆t)− fi (r, t) = ∆t
"
∂
∂t
+ ci · ∇
#
fi
+∆t
2
2
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∂
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+ ci · ∇
#2
fi +O (∆t)3 . (C-1)
Para separar los fenómenos físicos que ocurren a diferentes escalas, la función de distribución
se expande mediante una serie de ley de potencias respecto a un parámetro perturbativo
 1,
fi = f (0)i + f
(1)
i + 2f
(2)
i +O
(
3
)
. (C-2)
Similarmente, la derivada temporal se expande sobre dos escalas respecto a ,
∂
∂t
=  ∂
∂t1
+ 2 ∂
∂t2
+O
(
3
)
, (C-3)
en donde se asume que la escala de tiempo de difusión t2 es mucho menor que la escala de
tiempo de convección t1.
Por último la derivada espacial se expande sobre la escala de primer orden,
∂
∂x
=  ∂
∂x1
+O
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. (C-4)
Si remplazamos las series perturbativas en los términos de la ecuación (C-1) obtenemos
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, (C-5)
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Truncando las funciones de distribución hasta primer orden
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Agrupando los términos de orden cero, 0,
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Y finalmente los de orden 2,
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Sumando + 2,
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Para encontrar las ecuaciones en el límite macroscópico, nos devolvemos calculando las can-
tidades macroscópicas con los ordenes cero, 0, de las funciones de distribución (f (0)i = f
eq
i ),
suponiendo que las cantidades calculadas con otro orden (fni , n > 0) son iguales a cero. Esto
equivale a decir
ρ =
X
i
f eqi , ρu =
X
i
cif eqi , (C-12)
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yX
i
f
(n)
i = 0 ,
X
i
cif (n)i = 0 , 8n > 0 , (C-13)
Sumando sobre i en la ecuación (C-11)
0 = ∂ρ
∂t
+∇ · u , (C-14)
se obtiene la primera ecuación que corresponde a la de conservación de masa.
Si ahora multiplicamos la ecuación (C-11) ci y sumamos sobre i obtenemos
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que expresada en forma tensorial se escribe como
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El modelo D2Q9 cumple con las siguientes condiciones de simetría
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Si la función de equilibrio es
f eqi =
8<:wiρ
[
1 + 3 (u · ci) + 9/2 (u · ci)2 − 3/2u2
]
i > 0
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Y suponemos que ρ  cte y u cs, donde cs es la velocidad del sonido, entonces
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Si calculamos
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y se cumple que ρ  cte y ∇ · u = 0, entonces
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calculando la divergencia de los tensores
∇ · (0) = 13∇ρ+ u [∇ · (ρu)] + ρ (u · ∇) u , (C-27)
∇ · (1) = −τ∆tρ3∇
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Si introducimos las ecuaciones anteriores en la ecuación (C-16) se obtiene la ecuación de
momentum de Navier-Stokes
∂u
∂t
+∇ · (uu) = −1
ρ
∇p+ ν∇2uρ , (C-29)
donde
p = ρ3 (C-30)
y el coeficiente de viscosidad cinemática, ν, se relaciona con el tiempo de relajación, τ ,
ν = ∆t3
(
τ − 12
)
. (C-31)
D. Expansión de Chapman-Enskog con
la aproximación BGK para la
ecuación de convección-difusión
Para ilustrar la expansión de Chapman-Enskog para la ecuación de convección-difusión,
vamos a tomar un modelo unidimensional con dos componentes de velocidad ci, i = 1, 2.
Primero hacemos una expansión de series de Taylor de segundo orden en espacio y tiempo
para el término de la izquierda en la ecuación (5-15)
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Para separar los fenómenos físicos que ocurren a diferentes escalas, la función de distribución
se expande mediante una serie de ley de potencias respecto a un parámetro perturbativo
 1,
fi = f (0)i + f
(1)
i + 2f
(2)
i +O
(
3
)
. (D-2)
Similarmente, la derivada temporal se expande sobre dos escalas respecto a ,
∂
∂t
=  ∂
∂t1
+ 2 ∂
∂t2
+O
(
3
)
, (D-3)
en donde se asume que la escala de tiempo de difusión t2 es mucho menor que la escala de
tiempo de convección t1.
Por último la derivada espacial se expande sobre la escala de primer orden,
∂
∂x
=  ∂
∂x1
+O
(
2
)
. (D-4)
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Si remplazamos las series perturbativas en los términos de la ecuación (D-1) obtenemos
− 1
τ
(
f
(1)
i + 2f
(2)
i + · · ·
)
= ∂f
(0)
i
∂t1
+ 2∂f
(1)
i
∂t1
+ 2∂f
(0)
i
∂t2
+ ∂f
(0)
i
∂x
ci + 2
∂f
(1)
i
∂x
ci
+∆t
2
2
24∂2f (0)i
∂t21
+ 2∂
2f
(0)
i
∂x∂t
ci +
∂f
(0)
i
∂x
c2i
35+O (3) . (D-5)
Agrupando los términos de orden 
−1
τ
f
(1)
i =
∂f
(0)
i
∂t1
+ ∂f
(0)
i
∂x
ci . (D-6)
Ahora si derivamos f (1)i respecto a t1 y x
−1
τ
∂f
(1)
i
∂t1
= ∂
2f
(0)
i
∂t21
+ ∂
2f
(0)
i
∂t1∂x
ci , (D-7)
−1
τ
∂f
(1)
i
∂x
= ∂
2f
(0)
i
∂t1∂x
+ ∂
2f
(0)
i
∂x2
ci . (D-8)
Multiplicando la ecuación (D-8) por ci y sumándola a la ecuación (D-7)
−1
τ
0@∂f (1)i
∂t1
+ ∂f
(1)
i
∂x
ci
1A = ∂2f (0)i
∂t21
+ 2∂
2f
(0)
i
∂t1∂x
ci +
∂2f
(0)
i
∂x2
c2i . (D-9)
Para encontrar las ecuaciones en el límite macroscópico, nos devolvemos calculando las can-
tidades macroscópicas con los ordenes cero, 0, de las funciones de distribución (f (0)i = f
eq
i ),
suponiendo que las cantidades calculadas con otro orden (fni , n > 0) son iguales a cero. Esto
equivale a decir
θ =
X
i
f eqi , uθ =
X
i
cif eqi , (D-10)
yX
i
f
(n)
i = 0 ,
X
i
cif (n)i = 0 , 8n > 0 , (D-11)
Sumando sobre i la ecuación (D-6)
−1
τ
2X
i=1
f
(1)
i =
2X
i=1
∂f
(0)
i
∂t1
+
2X
i=1
∂f
(0)
i
∂x
ci , (D-12)
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el término del lado izquierdo de la ecuación anterior es igual a cero, por lo que
0 = ∂θ
∂t1
+ ∂ (uθ)
∂x
, (D-13)
que es la ecuación de advección.
Agrupando los términos de orden 2
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i
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Sustituyendo la ecuación (D-5) en la ecuación anterior
−1
τ
f
(2)
i =
∂f
(1)
i
∂t1
+ ∂f
(0)
i
∂t2
+ ∂f
(1)
i
∂x
ci − ∆t2τ
24∂f (1)i
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+ ∂f
(1)
i
∂x
ci
35 . (D-15)
Agrupando términos
−1
τ
f
(2)
i =
∂f
(0)
i
∂t2
+
(
1− ∆t2τ
)24∂f (1)i
∂t1
+ ∂f
(1)
i
∂x
ci
35 . (D-16)
Sumando sobre i
2X
i=1

−1
τ
f
(2)
i

=
2X
i=1
24∂f (0)i
∂t2
+
(
1− ∆t2τ
)3524 2X
i=1
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(1)
i
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+
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i=1
∂f
(1)
i
∂x
ci
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El término del lado izquierdo de la ecuación anterior es igual a cero. Por su parte, el primer
término del lado derecho
2X
i=1
∂f
(0)
i
∂t2
= ∂
P2
i=1 f
(0)
i
∂t2
= ∂
2θ
∂t2
. (D-18)
Si introducimos el término
2X
i=1
24∂2f (0)i
∂x2
c2i
35 = ∂2
∂x2
( 2X
i=1
(
f
(0)
i c
2
i
))
= ∂
2θ
∂x2
. (D-19)
La ecuación (D-17) se simplifica como
0 = ∂θ
∂t
−
(
τ − ∆t2
)
∂2θ
∂x2
, (D-20)
que es la ecuación de difusión. El coeficiente de difusión térmica, α, se relaciona con el tiempo
de relajación, τ ,
α = τ − ∆t2 . (D-21)
