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Представленный пакет программ позволяет выполнять распределенные интеллектуальные 
вычисления, в частности, обеспечивает параллельную работу нейронных сетей. Этот пакет 
работает с интеллектуальными системами, написанными на платформе GANS, и позволяет 
обучать их на кластере под управлением Kjell. Пакет состоит из двух дистрибутивов: 
библиотеки libkjft и программый комплекс GansScheduler.  
 
Данный пакет программ написан для поддержки учебного процесса по специальностям 
“Компьютерная безопасность” и “Математика. Компьютерные науки”. Он может быть 
использован в курсах “Интеллектуальные системы”, “Теория алгоритмов”, “Нейронные сети” и 
других. 
Назначение библиотеки libkjft 
Для того чтобы запустить процесс обучения интеллектуальной системы на кластере под 
управлением Kjell, пользователь должен загрузить бинарное описание интеллектуальной 
системы в т. н. репозиторий кластера. Для организации доступа к репозиторию из внешнего 
мира может использоваться практически любой Windows-совместимый файл-сервер. В то же 
время, клиент для запуска нейронных сетей на кластере под управлением Kjell должен уметь 
работать с любым репозиторием. Значит, необходимо средство, скрывающее детали работы с 
конкретными протоколами и предоставляющее универсальный интерфейс для доступа к 
репозиторию. Таким средством и является libkjft. 
Назначение программного комплекса GansScheduler 
Программный комплекс GANS включает графическую оболочку, позволяющую запустить 
процесс обучения заданной интеллектуальной системы и контролировать его. В случае обучения 
интеллектуальной системы на кластере, подобную оболочку необходимо запускать параллельно 
на большом количестве узлов. Даже если будет использоваться протокол удаленного доступа к 
оболочке на узле кластера, пользователь вряд ли сможет одновременно управлять десятью-
двадцатью экземплярами оболочек, запустившихся на десяти-двадцати свободных узлах. 
Поэтому, в случае распределенного обучения, стандартная оболочка из состава GANS не 
подходит, и требуется специальное решение. Пакет программ GansScheduler предоставляет такое 
решение. 
