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We consider the problem of approximating functions that arise in wave-equation imaging
by sums of wave packets. Our objective is to ﬁnd sparse decompositions of image functions,
over a ﬁnite range of scales. We also address the naturally connected task of numerically
approximating the wavefront set. We present an approximation where we use the dyadic
parabolic decomposition, but the approach is not limited to only this type. The approach
makes use of expansions in terms of exponentials, while developing an algebraic structure
associated with the decomposition of functions into wave packets.
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1. Introduction
A standard way to represent functions in two (or higher) dimensions is by means of tensor products on one-dimensional
functions. A typical representation would look like
u(x) =
∑
j
c jϕ j1(x1)ϕ j2(x2), x = (x1, x2), j = ( j1, j2), (1)
for one-dimensional functions ϕ j1 and ϕ j2 , e.g., wavelets or trigonometric functions. By choosing ϕ j1 and ϕ j2 to be wavelets,
we can write (1) as
u(x) =
∑
k
∑
j
ck, jϕ
1
k
(
x1 − t1k j1
)
ϕ2k
(
x2 − t2k j2
)
, (2)
for certain translation factors t1k and t
2
k , where j ∈ Z2, and where k is used to index scale.
For functions with (local) oscillatory behavior (waves) in the x1, or, x2 directions, respectively, the representation (2) is
typically sparse, i.e., only a few of coeﬃcients ck, j are non-zero. However, if the wave-like features are not aligned with
either the x1 axis or the x2 axis, then signiﬁcantly more coeﬃcients are needed to represent f well.
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u(x) =
∑
k
∑
ν
∑
j
cν,k, jϕk
(
Θν,k
(
x− (t1k j1, t2k j2))), (3)
where k is an index determining the scale, ν determines the direction and j determines the spacial location. Θν,k is 2× 2
rotation matrix associated with the direction ν . By choosing ϕk as a function with the features of a wave at some scale
(indexed by k), we obtain a representation that is no longer constrained to oscillations in the x1 and x2 axes. In the
representation above we use linear combinations over a discrete set of scales (k), orientations (ν) and translations ( j). We
will refer to the functions ϕν,k, j as wave packets. To simplify the notation we will use c j = cν,k, j and Θ = Θν,k when it
cannot be misinterpreted.
During the years, there have been many suggestions for how to extend the one-dimensional multi-scale techniques to
several variables, in a way that also can incorporate working with multi-directionality. Proposed methods include, e.g., steer-
able pyramids [9], brushlets [11], curvelets [15], shearlets [10], etc. Although these methods (and others) do not necessarily
work with representations of the precise form (3), they all try to incorporate the additional directionality feature.
One natural way to choose ϕk is to deﬁne it in the Fourier domain by requiring that ϕˆk is smooth and has compact
support. If the support of wave-packet ϕˆk is contained in a rectangular box Bk , then ϕk will oscillate roughly with a
frequency equal to the center of Bk , and since ϕˆk ∈ C∞0 , ϕk will be localized and exhibit fast decay. The spatial extent will
roughly be determined by the size of Bk , and likewise it is natural to let the translation factors t1k and t
2
k in (3) be related
with the size of Bk . For the choice of Bk used here, Bk grows with increased k, and hence the wave-packet ϕk becomes
more localized for large k. We let Bν,k denote the rotated version of Bk associated with the direction ν , and we denote the
corresponding wave packets by ϕν,k . Note that ϕν,k then simply is a rotation of ϕk . We cover the details in Section 2.
We now turn our focus to the computations of the coeﬃcients c j . If the Fourier transform of the wave-packet ϕν,k
deﬁnes a partition of unity, i.e.,∑
k
∑
ν
∣∣ϕˆν,k(ξ)∣∣2 = 1, (4)
and if on each box Bν,k we expand uˆϕ̂ν,k in a Fourier series, we obtain the decomposition
uˆ(ξ) =
∑
k
∑
ν
∣∣ϕˆν,k(ξ)∣∣2uˆ(ξ) =∑
k
∑
ν
∑
j∈Z2
cν,k, jϕˆν,k(ξ)e
−2π i〈ξ,Θ(t1k j1,t2k j2)〉. (5)
By Fourier transforming the above identity, the exponential functions invoke translations of ϕν,k , which we will de-
note ϕν,k, j . We thus obtain a decomposition of u as a linear combination of wave-packet ϕν,k, j . In Section 2 we will
show that {ϕν,k, j} determines a frame. The above identity underlies the work in [3].
The above properties were used in [29,30], where the Bk and the wave-packet ϕk were designed to satisfy a particular
scaling law – the dyadic parabolic scaling law, cf. (2). We describe the dyadic parabolic decomposition in more detail in
Section 2. A similar decomposition scheme was later invented (independently) in [15], and the corresponding “wave-like
functions” were branded as curvelets. In [3] a discretization of the dyadic parabolic decomposition was developed, where
the Fourier series was approximated by a discrete Fourier transform. In order to use such an approach it is necessary to
evaluate uˆ at (rotated) equally spaced points, aligned with the sides of Bν,k . The evaluation can be rapidly computed by
means of USFFT [4,22]. It is crucial for the method proposed in that paper that we have the evaluation of uˆ at such points
available. For instance, the standard discretization schemes of curvelets [13], i.e., expansions using sheared boxes or the
alternative aliasing technique referred to as “wrapping” will not work for our purposes.
As mentioned earlier, in the decomposition strategy (5) the coeﬃcients cν,k, j are obtained from a Fourier series expansion
of uˆϕ̂ν,k . By Parseval’s identity, cν,k, j is thus equal to the scalar product of u with a translation of the wave-packet ϕν,k . It
follows that the only signiﬁcant coeﬃcients cν,k, j are those such that the “center” of the corresponding translation of ϕν,k
is located close to regions where u has an oscillatory behavior similar to that of ϕν,k (in scale and directionality). It is
therefore plausible that we obtain sparse representations of u by discarding “small” coeﬃcients |cν,k, j|.
The above scheme is not perfect. For example, if we take u to be a translate of a wave-packet ϕν,k that does not lie on the
grid of possible translations in the above scheme, the method will write the one wave packet as a sum of several adjacent
ones with a subsequent cancelation, i.e. instead of detecting a particular wave event we approximate it by a number of
waves that interfere. A similar remark holds for wave packets that are not aligned with one of the directions ν . For many
of the applications we have in mind, this is an undesirable property. For instance, if we decompose some wave data (e.g.
seismic) into the form (3) and use wave propagation techniques to calculate the wave-ﬁeld at some later point in time, we
cannot be sure that the original wave preserves it form. Instead, as the different components travel at different velocity, the
previous constructive interference pattern can instead become destructive, and break apart the original shape of the wave.
We will therefore propose a different approach, that still relies on the dyadic parabolic decomposition but departs from
the Fourier series expansion on each box Bν,k . Given sampled data of uˆ at (rotated) equally spaced points in Bν,k , we will
use the methods from [2] to approximate uˆ|Bν,k as a sum of exponentials functions e〈ξ,ζ j〉 , where points ζ j lie in C2 and are
chosen using a nonlinear scheme to suit uˆ|B . The approach is built on a two-dimensional generalization of the work ofν,k
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to use the discrete translations prescribed by the factors t1k and t
2
k . Moreover, the real part of the ζ j ’s allows for minor
adjustments of the shape of the wave packets. The procedure above can be interpreted as approximating the wavefront set
of u.
We carry over the decomposition of functions with respect to frames to a nonlinear approximation by wave packets
approach. (For nonlinear wavelet approximations, see [16] and references therein.) The objective is to approximate functions
by sums of very few packets. Nonlinear approximations of functions, or signals, in one variable with wavelets have been
in widespread use. The key concept here is to select the elements on which the function is projected, adaptively, that is,
in a fashion depending on the function. In this spirit, pursuit algorithms [26] select approximation elements among given,
redundant dictionaries of atoms. These dictionaries can contain multiple frames. The extent of such a dictionary can lead
to a “combinatorial explosion” [26], which rapidly becomes problematic in higher dimensions. However, pursuit algorithms
reduce the computational complexity while searching for sub-optimal approximations [26]. Matching pursuit [27], for exam-
ple, reduces the computational complexity by a greedy strategy. In our approach, we go beyond the use of given dictionaries,
and adapt the “location” and “shape” of wave packets to the function to be decomposed, also avoiding the “combinatorial
explosion”.
In the one-dimensional setting, one can establish a connection with spectral estimation in signal processing [28]. In [2]
we reformulate the problem of ﬁnding the above mentioned complex nodes in terms of algebraic geometry: We form a
symmetric operator, acting on matrices, from the function values to be approximated. The Takagi factorization [24] ap-
plied to this operator then yields a set of “con-eigenvalues” and “con-eigenvectors”. The nodes appear as common roots
of polynomials generated by the corresponding con-eigenvectors, while the error of the approximation is controlled by the
con-eigenvalues.
We carry out numerical experiments with synthetic and ﬁeld (seismic) data. We demonstrate that most of the weights
(corresponding to cν,k, j earlier) appear to be smaller in magnitude than the prescribed accuracy, and the associated terms
in the decomposition can be omitted. The sparsity of our decomposition does not rely on asymptotic estimates. Moreover,
the process of adapting the wave packets reveals a bandlimited analogue of the wavefront set of a data or image function.
Our applications pertain, but are not restricted, to seismic data and images. Decompositions of the type discussed above
can, indeed, be exploited in the process of wave-equation imaging [21]. Also, the generalized Radon transform – used
in asymptotic formulations of imaging – admits a sparse matrix representation using curvelets [12,14,20,30] yielding the
notions of partial reconstruction – with data decomposed into wave packets – and illumination analysis – with image
decomposed into wave packets. It is possible to prove a concentration of wave packets, result for parametrices of hyperbolic
evolution equations [3]; wave-equation imaging is composed of solutions to such equations. The decomposition developed in
this paper has its roots in the theory of coherent wave packets and Fourier integral operators (Córdoba and Fefferman [17])
and contains elements of the dyadic parabolic decomposition of Fourier integral operators (Stein [31]) and the technique of
parabolic cutoffs in the treatment of Fourier integral operators (the class I p,l) with certain singular symbols (Greenleaf and
Uhlmann [23]). The concept of parabolic cutoffs goes back to Boutet de Monvel [7]. The decomposition into wave packets
that we have discussed here, can be related to the Fourier–Bros–Iagolnitzer (FBI) transform (Bros and Iagolnitzer [8]).
The outline of the paper is as follows. In Section 2 we summarize the dyadic parabolic decomposition of phase space,
and introduce the decomposition into, and nonlinear approximation by, sums of wave packets and the relevant discretization
and sampling (Section 2.1). In Section 3 we summarize the results of Paper I and discuss how these integrate with the
dyadic parabolic decomposition. In Section 4 we carry out numerical experiments, after which we end with a discussion
(Section 5). In Appendix A we give a method of reducing the complexity of computations pertaining to ﬁnding the complex
nodes.
2. Dyadic parabolic decomposition of phase space
Let u ∈ L2(R2) and let the Fourier transform be deﬁned as
uˆ(ξ) =
∫
u(x)exp
[−2π i〈x, ξ〉]dx.
We summarize the method of second microlocalization, a tiling of phase space used throughout this paper. We begin with
describing the dyadic parabolic decomposition [31] and restrict ourselves to the two-dimensional case. We will cover the
plane R2 by a set of boxes indexed by two variables, k and ν , where ν (for each k) takes values in a set of Nk = 2k/2 unit
vectors distributed uniformly over the unit circle; we adhere to the convention that e1 = (1,0) is one of these vectors. We
deﬁne boxes
Bk =
[
ξ ′k −
L′k
2
, ξ ′k +
L′k
2
]
×
[
− L
′′
k
2
,
L′′k
2
]
,
where the centers ξ ′k , and the side lengths L
′
k and L
′′
k , satisfy the parabolic scaling condition,
ξ ′ ∼ 2k, L′ ∼ 2k, L′′ ∼ 2k/2, as k → ∞.k k k
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For each ν,k we let Θν,k denote the rotation operator on R2 such that Θν,kν = e1. The boxes Bν,k are deﬁned by
Bν,k = Θ−1ν,k(Bk).
We denote the center of the box Bν,k by ξ centν,k , i.e. ξ
cent
ν,k = ξ ′kν .
We then introduce smooth functions ϕˆk(ξ) 0 that vanish outside Bk , and set
ϕˆν,k(ξ) = ϕˆk(Θν,kξ).
Particular ϕˆk can be constructed such that
ϕˆ0(ξ)
2 +
∑
k1
∑
ν
ϕˆν,k(ξ)
2 = 1, (6)
yielding a partition of unity. An explicit way to choose ϕˆν,k(ξ) is to decompose it as
ϕˆν,k(ξ) = w
(
2−kr
)
vk(r, φ − ν), (7)
where w and vk are speciﬁed below. For w(r) we follow the construction of Meyer wavelets:
w(r) =
⎧⎪⎨⎪⎩
sin(π2 am(2r − 1)), if 12  r < 1;
cos(π2 am(r − 1)), if 1 r  2;
0, otherwise.
Here, am(r) is deﬁned as
am(r) =
⎧⎨⎩
0, r < 0;
pm(r), 0 r  1;
1, r > 1,
where pm is the polynomial of degree 2m+ 1 that satisﬁes
pm(0) = p′m(0) = · · · = p(n)m (0) = 0,
pm(1) = 1, p′m(1) = · · · = p(n)m (1) = 0.
It is readily veriﬁed that w ∈ Cm0 .
Accompanying w is the coarsest scale (k = 0) function w0, given by
w0(r) = cos
(
π
2
am(2r − 1)
)
,
which is used to deﬁne the coarsest wave-packet ϕˆ0(ξ) = w0(‖ξ‖).
Furthermore, let Nν denote the number of orientations, ν , at the scale k = 1, and let
κk(r, φ) = cos
(
π
2
am
(
r
2k+1
Nν |φ|2k/2
2π
))
.
We deﬁne
vk(r, φ) = κk(r, φ)√∑
ν ′ κk(r, φ − ν ′)2
.
The rectangles Bk associated with the construction outlined here are given by
Bk =
[
2k−1 cos
(
8π
Nν2k/2
)
,2k+1
]
×
[
−2k+1 sin
(
2π
Nν2k/2
)
,2k+1 sin
(
2π
Nν2k/2
)]
,
which satisfy the parabolic scaling conditions.
The ϕν,k ’s generate a tight frame in L2 and lead to a transform pair that is described below; we will in this paper depart
from such a transform pair and develop a (nonlinear approximation) decomposition where the translations of ϕν,k are found
optimally with regards to the function to be decomposed.
The frame representation mentioned above arises as follows. One ﬁrst expands uˆ(ξ)ϕˆν,k(ξ) in a Fourier series on its
support, Bν,k . More precisely, we expand uˆ(ξ)ϕˆν,k(ξ) in the orthonormal basis exp[−2π i〈xν,kj , ξ〉] on L2(Bν,k). Here,
xν,k = Θ−1D−1j, (8)j ν,k k
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Dk =
(
L′k 0
0 L′′k
)
.
With the multi-index notation γ = (xν,kj , ν,k), we set
ϕˆγ (ξ) = ϕˆν,k(ξ)exp
[−2π i〈xν,kj , ξ − ξ centν,k 〉], k 1, (9)
for scale k, orientation ν and a location xν,kj . This leads to the introduction of translates of ϕν,k ,
ϕγ (x) = exp
[
2π i
〈
xν,kj , ξ
cent
ν,k
〉]
ϕν,k
(
x− xν,kj
)
.
Here, 〈xν,kj , ξ centν,k 〉 = (L′k)−1|ξ centν,k | j1. The coeﬃcients in the Fourier series expansion of uˆ(ξ)ϕˆν,k(ξ) can be written in the
form of an inner product
uγ = 1
Lk′ Lk′′
∫
u(x)ϕγ (x)dx, (10)
and it follows that
uˆν,k(ξ) := uˆ(ξ)ϕˆν,k(ξ)2 =
∑
γ ′: k′=k, ν ′=ν
uγ ′ ϕˆγ ′(ξ), (11)
so that (cf. (6))
u(x) =
∑
γ
uγ ϕγ (x). (12)
2.1. Discretization
We construct quadratures using rotated grids with respect to the partitioning functions ϕˆν,k . We brieﬂy review the
result, and refer to [3] for details. We begin with sampling uν,k (cf. (11)) in accordance with discretizing its inverse Fourier
transform, that is,
uν,k(x) ≈ 1
τ ′kτ
′′
k
∑
l
uˆν,k
(
ην,kl
)
exp
[
2π i
〈
x, ην,kl
〉]
, (13)
where the points ην,kl are chosen from a ﬁnite regular lattice that covers Bν,k: The points are obtained from the ﬁnite
index-set
Ξk =
{
l ∈ Z2 ∣∣−M ′k  l1  M ′k, −M ′′k  l2  M ′′k },
where M ′k,M
′′
k ∈ N. We deﬁne the oversampling factors τ ′k and τ ′′k (for the associated error estimate, see [3]) via τ ′k = 2M ′k/L′k
and τ ′′k = 2M ′′k /L′′k . Moreover, we let the dilation matrix Sk be deﬁned as
Sk =
(
τ ′k 0
0 τ ′′k
)
and ﬁnally we set
ην,kl = Θ−1ν,k S−1k Ξkl + ξ centν,k .
We note that when using the sampling (13) we can employ FFT to (approximately) compute uγ . The error estimates for
this step are shown in [3].
In practice, u is given in the form of an evenly sampled function on a covering of its support. With a USFFT [4,22] it is
possible to evaluate the Fourier transform, uˆ, at the unequally spaced points ην,k jointly for all ν,k.l
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From here on we will only work on a speciﬁc box Bν,k and therefore, to simplify the presentation, we will frequently
omit the indices ν and k from the notation. Instead of approximating uˆν,k through (11), we try to ﬁnd approximations to∥∥∥∥∥
(
uˆ(ξ)−
N∑
j=1
c je
2π(ζ j;1ξ1+ζ j;2ξ2)
)∣∣ϕˆν,k(ξ)∣∣2
∥∥∥∥∥
L2(Bν,k)
 , ζ j;1, ζ j;2 ∈ C, (14)
with nodes ζ j;1, ζ j;2 to be determined. Using the methods of [2], we can ﬁnd nodes ζ j;1, ζ j;2 and coeﬃcients c j to the
un-weighted problem∥∥∥∥∥
(
uˆ(ξ1, ξ2)−
N∑
j=1
c je
2π(ζ j;1ξ1+ζ j;2ξ2)
)∥∥∥∥∥
L2(Bν,k)
 , ζ j;1, ζ j;2 ∈ C. (15)
Once this problem is solved, we can use the obtained nodes in (14) and solve the corresponding linear problem of deter-
mining the new (weighted) coeﬃcients, c j .
Let us deﬁne ψν,k by ψˆν,k = ϕˆ2ν,k . Moreover, given ζ ∈ C2 we introduce
Sζψν,k(x) = F−1
(
ψˆν,k(ξ)e
2π(Re(ζ1)ξ1+Re(ζ2)ξ2)), (16)
where F denotes the Fourier transform. Just like in the Fourier series expansions, the imaginary parts of ζ j;1 and ζ j;2
corresponds to translations of ϕν,k . Hence, we can write the approximation in (14) as
F−1(u∣∣ϕν,k(·)∣∣2)(x) ≈∑
j
c j(Sζ jψν,k)
(
x− (Im(ζ j;1), Im(ζ j;2))). (17)
A major difference is that the translations (Im(ζ j;1), Im(ζ j;2)) will no longer be constrained to lie on lattices, as there are no
constraints on the nodes ζ j;1 and ζ j;2. Moreover, the presence of Sζ j will modify the shape of ψν,k . Conceptually, this can
be regarded as shifts in the “central” frequency of ϕν,k . It is interesting to note that if ψˆ is a Gaussian, then Sζ j deﬁnes a
pure shift in the central frequency. When using wave packets of the form (7), the operator Sζ j will tune the packet slightly
to the ﬁt data u. As the contribution for the nodes with large absolute real part is mainly in the corners or sides of Bν,k ,
they may be discarded when considering (14).
Instead of working with functions as in (15), work with sampled representations in analogy with the discretization
in (13). We set M ′k =m1 and M ′′k =m2, and introduce the matrix f (l1 +m1, l2 +m2) = uˆ(ηl), −m1  l1 m1, −m2  l2 m2,
that is
f =
⎛⎜⎜⎝
f (0,0) f (0,1) . . . f (0,2m2)
f (1,0) f (1,1) . . . f (1,2m2)
...
...
. . .
...
f (2m1,0) f (2m1,1) . . . f (2m1,2m2)
⎞⎟⎟⎠ . (18)
We introduce some notation. We use bold letters for multi-indices, k = (k1,k2) with k1,k2 ∈ N. Let Mk be the space
of (k1 + 1) × (k2 + 1) matrices with complex entries (ci)0ik , where 0 stands for (0,0) and i  k means that i1  k1
and i2  k2. Mk becomes a Hilbert space with the standard scalar product (Frobenius norm). m = (m1,m2) will be ﬁxed
throughout the remainder of the paper. Given a point z = (z1, z2) ∈ C2, we denote by z the element in M2m given by
1√
ρz
z =
⎛⎜⎜⎜⎝
1 z2 . . . z
2m2
2
z1 z1z2 . . . z1z
2m2
2
...
...
. . .
...
z2m11 z
2m1
1 z2 . . . z
2m1
1 z
2m2
2
⎞⎟⎟⎟⎠ , (19)
where ρz is determined by the normalization ‖ z ‖ = 1. We can reformulate (15) as follows: Consider f ∈ M2m as in (18);
we seek an approximation of the form
f ≈
N∑
j=1
a j z j , (20)
with a j ∈ C. The key objective is to ﬁnd points {z j}Nj=1 such that
‖ f − ProjZ f ‖ ,
204 F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 198–213with 0 <   1 and N = N()  (2m1 + 1)(2m2 + 1), where ProjZ stands for the orthogonal projection onto the subspace
Z = span{ z j } of M2m .
We recapitulate the adjacent con-eigenvector method for ﬁnding nodes that is developed in [2]. For the alternative
perturbation method, we refer to [2]. We form the operator H f : Mm → Mm given by
(H f u)(i) =
∑
0jm
f (i+ j)u(j).
H f is a symmetric operator, so by the Takagi factorization, H f has con-eigenvalues σ1  · · · σ(m1+1)(m2+1)  0 and corre-
sponding con-eigenvectors un ∈ Mm . That is,
H f un = σnun, n = 1, . . . , (m1 + 1)(m2 + 1), (21)
and u1, . . . ,u(m1+1)(m2+1) is an orthonormal basis for Mm . We deﬁne polynomials Pun via
Pun (z) =
∑
0im
un(i)z
i,
where z = (z1, z2) ∈ C2 and zi = zi11 zi22 . V (Pu) denotes the algebraic variety {z ∈ C2: Pu(z) = 0}, and we set
Zun = span
{
z : z ∈ V (Pun )
}
(cf. (19) for the notation). We form the “partial difference” operator Dun :M2m → Mm according to
(Dun y)(i) =
∑
0jm
y(i+ j)un(j), (22)
and note that
Dun f = H f un = σnun. (23)
We thus have(
Dun
Dun+1
)
( f ) =
(
σnun
σn+1un+1
)
(24)
and Ker
( Dun
Dun+1
)= Zun ∩ Zun+1 . We decompose f as
f = ProjZun∩Zun+1 f + Proj(Zun∩Zun+1 )⊥ f , (25)
and set yp = Proj(Zun∩Zun+1 )⊥ f . Set V (Pun , Pun+1) = {z ∈ C2: Pun (z) = 0 and Pun+1(z) = 0}. In the generic case, we have
that #V (Pun , Pun+1) = 2m1m2, that
{ z j }2m1m2j=1 =
{
z : z ∈ V (Pun , Pun+1)
}
and that { z j }2m1m2j=1 is a basis for Zun ∩ Zun+1 [2, Theorem 4.6]. Also note that yp is the smallest solution to (24) considered
as an equation with f as unknown. Thus (25) can be written as
f = ProjZun∩Zun+1 f + yp
where the error is
‖ f − ProjZun∩Zun+1 f ‖ = ‖yp‖.
We thus obtain an approximation of f by computing V (Pun , Pun+1) and then solving the normal equations related to (20).
The following result is proven in [2].
Proposition 3.1. Let s1  s2  · · · sdimM2m and w1,w2, . . . ,wdimM2m ∈ M2m be the singular values/singular vectors of the oper-
ator
( Dun
Dun+1
)
. Set a = dimM2m − 2m1m2 . Generally we have sa > 0 and
‖ f − ProjZun∩Zun+1 f ‖ =
√√√√ a∑
i=1
∣∣〈 f ,wi〉∣∣2 
√
σ 2n + σ 2n+1
sa
.
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is carried out for matrices originating from oversampling a “nice” function, the majority of coeﬃcients c j are insigniﬁcant
and can be omitted from the sum without changing the magnitude of the error, thus yielding a sparse approximation. More
precisely, we have found that roughly αn terms for α < 2 need to be kept in order to achieve an accuracy of magnitude σn .
Algorithmically, we summarize the nonlinear approximation of functions by sums of wave packets as:
Algorithm 1.
(1) Sample Fourier transform data on boxes Bν,k according to (18) to obtain the matrices f .
(2) For each box, compute a Takagi factorization of H f , cf. (21).
(3) Choose con-eigenvectors un , un+1 with σn , σn+1 corresponding to the desired level of accuracy according to Proposi-
tion 3.1.
(4) Compute the quadrature nodes {z j}2m1m2j=1 = V (Pun , Pun+1).
(5) Obtain the weights c j by ﬁrst solving the normal equations associated with (15), discard the nodes with small amplitude
(less than the approximation level) and then repeat the procedure for the normal equations associated with (14).
As mentioned in Section 2.1, (1) can be realized by using the USFFT. Moreover, there exist fast algorithms to compute
the Takagi factorization of H f in (2) (see, for example, [25]). Step (3) concerns determining n. This is done by looking at
the magnitude of the singular values σn . According to the error estimates in Proposition 3.1, we also need to adjust the
estimate by dividing by sa . The sa will depend on the con-eigenvector pair un and un+1, but we have observed that it seems
to remain roughly constant for different con-eigenvector pairs un , un+1. Moreover, the estimate is a bit pessimistic when
including all nodes {z j}2m1m2j=1 = V (Pun , Pun+1). On the other hand, the approximation error increases slightly as we discard
terms. It can therefore be reasonable to use Proposition 3.1 when choosing n. We refer to [2], Section 6, for a more detailed
discussion.
The computationally most demanding component in our approach is step (4): accurately solving the relevant algebraic
problem. In Appendix A we describe one approach to reduce the polynomial degrees of the polynomial equations. Signiﬁcant
computational speed is gained in this way, at the cost of accuracy and control of error estimates.
Step (5) comprises to solving normal equations to recover the coeﬃcients, and then discard a suitable number of them.
There are many ways to address this problem. We propose to do it by solving the normal equations associated with (15) and
(14), respectively, and to discard coeﬃcients by comparing their magnitudes to the singular values σn . In [2], we observed
that if we know roughly the location of the nodes, and if f is suﬃciently oversampled, then important nodes cluster within
the region of interest, and we could do the selection by immediately omitting nodes outside the region of interest.
Another approach would be to ﬁrst discard the majority of the nodes with far too small coeﬃcients, and then apply an
1 minimization approach to sparsify the remainder of the terms. We have tried out simple schemes like the one presented
in [18], and they seem to do rather well. The only problem with such an approach is that we need to choose a penalization
level (similar to a threshold level).
As brieﬂy mentioned in Section 3 the nodes z j with ||z j|−1| large (far away from the unit circle), or using the notation ζ j
in (14), nodes ζ j with large (absolute) real part, will mainly give contributions to the corner of sides of the box Bν,k . While
they may be important to produce good approximations in (15), they may not give any essential contribution for (14). Hence,
they may be discarded as suggested in step (5) of Algorithm 1. The fact that we obtain nodes that may be unimportant for
problem (14) when solving the problem (15) suggests that a weighted norm version of the results in [2] would be useful.
4. Numerical experiments
We carry out numerical experiments to demonstrate the effectiveness of our nonlinear approximation strategy.
Synthetic data. We begin with using the image in Fig. 1, left. This image was generated by a wave equation and represents
modeled seismic data, and contains caustics. Fig. 1, right, shows the real part of the Fourier transform of the image; we
consider the data on the box (Bν,k) depicted in this ﬁgure. In Fig. 2, top row, we show Re{uˆν,k(ην,kl )}, revealing the multi-
plication by ψˆν,k(η
ν,k
l ). The middle row shows the reconstructions when using n = 9, 17, 33 and 65. Out of all the nodes,
we have chosen to keep only the ones with the n − 1 largest coeﬃcients in the least square problem associated with (14),
i.e. N = 8, 16, 32, 64. In the bottom row, we show the residuals between the original and reconstructed sampled functions,
indicating the convergence of our approach. We show the same results but in logarithmic scale in Fig. 3. We note that num-
ber of nodes N used in the reconstructions is much smaller than the total number of nodes, here 2m1m2 = 2 ·32 ·16= 1024,
and also smaller than the total number of points of uˆν,k(η
ν,k
l ) which is 2145. We note from Fig. 4 that although f comes
from “real-world” data, σn still shows rather rapid decay.
In Fig. 5, the partial reconstructions corresponding to the data on the speciﬁc box are illustrated. This ﬁgure captures
how much the shapes of the wave packets have been adjusted to the data. Naturally, these reconstructions are restricted
to a single scale, and hence represent only part of the frequency content of the original data. In Fig. 6 we illustrate how
our approach gleans information about the wavefront set of the image. We identify the imaginary parts of the complex
206 F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 198–213Fig. 1. Left: synthetic (seismic) image used throughout this paper; right: the dyadic parabolic decomposition, and Fourier transformed image (real part).
The particular box (Bν,k) of the dyadic parabolic decomposition that is used in the numerical experiments illustrated in Figs. 2–7 is plotted in green. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 2. Original data and reconstructions on the box depicted in Fig. 1, right. The panels (from left to right) display reconstruction using N = 9, 16, 32, and
64 nodes and 2m1m2 = 2 · 64 · 32 = 4096. In each panel the top shows the original and the middle the reconstruction. The residual is shown at the bottom.
Fig. 3. The counterpart of Fig. 2 in logarithmic scale.
logarithms of z j = zν,kj with positions. The magnitudes of the weights, |c j| = |cν,kj |, are illustrated by the lengths of the
black arrows; the arrows point in the direction of ν .
In Appendix A, to reduce computational cost, we develop a trick to reduce the polynomial degrees of Pun and Pun+1
using a non-square counterpart of block Hankel matrix, H f . We carry out numerical experiments using, again, the synthetic
image shown in Fig. 1, left, and the same ν,k that were used above. In the notation of Appendix A, we used p1,2 =m1,2/4
and q1,2 = 2m1,2 − p1,2 = 7m1,2/4 with m1 = 32 and m2 = 16; hence, the total number of nodes was 2p1p2 = 64. In Fig. 7,
top row, we show, in logarithmic scale, Re{uˆν,k(ην,kl )}; the middle row shows the reconstructions using the un , un+1 for
n = 9, 17, 33 and 65, and N = 8, 16, 32, 64 quadrature nodes as in previous case of non-reduced polynomial degrees. In
the bottom row, we show the residuals between the original and reconstructed sampled functions, conﬁrming, again the
convergence of our approach.
F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 198–213 207Fig. 4. The decay of σn in log10-scale for f in Fig. 2.
Fig. 5. Partial reconstructions (from a single box, and hence single scale) in space. Top left: n = 8; top right: n = 16; bottom left: n = 32; bottom right:
n = 64. In particular, we observe the improved localization with increasing n.
Synthetic data with noise. Next, we demonstrate the performance of our approach in the presence of noise. We add random
noise (25%) to the image shown in Fig. 1; the noisy image is illustrated in the frequency domain, in Fig. 8. We repeat the
steps followed to generate an approximation by sums of wave packets illustrated in Fig. 7. The result is shown in Fig. 9.
Upon comparing – and observing the similarity between – the top right and the bottom right panels, we notice that the
approximation procedure has the effect, and is capable, of denoising. In Fig. 11 we illustrate how our approach gleans
information about the wavefront set of the image in the presence of noise. From Fig. 10 we see that σn decays rapidly in
the very beginning, while it ﬂattens when the noise level is reached. The decay in the end is due to the oversampling (in
the Fourier domain) of the data, cf. Section 2.1.
Field data. We proceed with applying our procedure to a so-called stacked seismic reﬂection data section, extracted from
TotalFinaElf’s L7D survey acquired in the North Sea, and shown in Fig. 12, left. To speed up the computations, we have
made extensive use of the results in Appendix A in this example. In this case we choose a number  and for each box
the parameter n is chosen such that σn <  . The number of nodes and coeﬃcients to be included for each box are then
determined by thresholding the obtained coeﬃcients against  . The approximation by sums of wave packets is illustrated
in Fig. 12, right. The effective compression rate in this particular result is about 50. Indeed, collectively, with the results
illustrated in Figs. 3, 7 and 12, we conﬁrm the compression capability of our approach.
208 F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 198–213Fig. 6. The positions (xν,kj ) of the nodes are indicated by the blue dots, and the magnitude of the weights, |a j |, are illustrated by the lengths of the black
arrows. For the direction of the black arrows, we take the ν deﬁning the box Bν,k (in Fig. 1). Top left: n = 8; top right: n = 16; bottom left: n = 32; bottom
right: n = 64. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 7. Original data and reconstructions, in logarithmic scale, for the box depicted in Fig. 1, right. The panels (from left to right) display reconstructions
based on a non-square Hankel matrix (p1/q1 = p2/q2 = 1/7) using n =8, 16, 32, and 64 quadrature nodes; 2p1p2 = 256. In each panel the top shows the
original, the middle the reconstruction, and the bottom the residual. Compare Fig. 3.
5. Discussion
The approximation theory in [2] is an extension to several variables of the work by Beylkin and Monzón, which in turn
has its roots in the so-called AAK theory (Adamjan, Arov and Kreı˘n [1]). We integrated this theory with the decomposition
of functions using representations of the form (3), where we work with wave packets at different scales, orientations and
translates. In particular we apply the technique to the dyadic parabolic decomposition of phase space to obtain nonlinear ap-
proximations of functions by sums of wave packets. The approximation is driven by (block) Hankel matrices in two variables,
generated by sampling the Fourier transform of the function on each box representing the support of a Fourier transform
of the (non-translated) wave packets. The con-eigenvectors deﬁne polynomials, the common roots of which represent the
(complex) nodes appearing in the Fourier exponentials associated with the relevant wave packets.
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Fig. 9. All pictures show the real part of the corresponding function. Top row, from left to right: Original windowed; Fourier transformed image; reconstruc-
tion; difference between the original and the reconstruction; the difference between the windowed; Fourier transformed noisy image and the reconstruction
using the noisy image (“denoising”). Bottom row, from left to right: Windowed; Fourier transformed noisy image; reconstruction (using the noisy image);
difference between the original and the reconstruction using the noisy image; the difference between the original and the noisy image; n = 16. Counterpart
of Fig. 2.
Fig. 10. The decay of σn in log10-scale for f in Fig. 9.
210 F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 198–213Fig. 11. Counterpart of Fig. 6 starting from the noisy image illustrated in Fig. 8; n = 16. The nodes are stable under random perturbations.
Fig. 12. A stacked exploration seismic (North Sea) data section (5122 samples; left). Right: reconstruction with 5130 packets (accounting for oversampling)
with an effective compression rate of about 50.
Here, we have taken two successive con-eigenvectors of each block Hankel matrix corresponding with the (Fourier trans-
form of the) function on boxes, e.g., the ones from the dyadic parabolic decomposition. However, our approach is not tied
to this particular choice, and can be extended to using the same con-eigenvector of two different block Hankel matrices,
each corresponding with the (Fourier transform of the) function perturbed in one of the spatial directions.
We carried out numerical experiments to assess the performance of our approach.
Appendix A. Reduction of polynomial degrees
A direct implementation of the approach developed in the previous section has the drawback that the polynomials
involved may have high degrees, thus making the algorithm slow. We brieﬂy indicate here one way of dealing with this and
provide a few basic results. The idea is most naturally explained in the one-dimensional setting. There, f ∈ C2m+1, H f is a
square Hankel matrix
H f =
⎛⎜⎜⎝
f (0) f (1) . . . f (m)
f (1) f (2) . . . f (m+ 1)
...
...
. . .
...
f (m) f (m+ 1) . . . f (2m)
⎞⎟⎟⎠ ,
and the singular value decomposition can be chosen such that H f = UΣU∗ , where the column vectors in U are the con-
eigenvectors. This means that
F. Andersson et al. / Appl. Comput. Harmon. Anal. 29 (2010) 198–213 211H f un = Dun f = σnun.
The only point where this particular form of the singular value decomposition is used is in the proof that Dun y = σnun has
a solution with norm less than σn , which implies that
‖ f − ProjZun f ‖ σn. (A.1)
Now, if we were to write 2m = p + q with q > p and follow the same strategy as in [2] with the operator
Hpf =
⎛⎜⎜⎜⎜⎜⎝
f (0) . . . f (p)
f (1) . . . f (p + 1)
...
...
...
...
...
...
f (q) . . . f (p + q)
⎞⎟⎟⎟⎟⎟⎠
we would loose the con-eigenvalue structure of the singular value decomposition and therefore the estimate (A.1), but the
remaining parts of the argument would go through. More speciﬁcally, we carry out a standard singular value decomposition
Hpf = VΣU∗
and let u1, . . . ,up+1 and v1, . . . , vp+1 be the column vectors of U and V , respectively. We then deﬁne Dpun :C2m+1 → Cq+1
by
Dpun =
⎛⎜⎜⎝
un(0) un(1) . . . un(p) 0 . . . 0
0 un(0) un(1) . . . un(p) . . . 0
...
...
...
...
0 . . . 0 un(0) un(1) . . . un(p)
⎞⎟⎟⎠
and note that
Hpf (un) = Dpun f = σnvn.
Then, with {zk}pk=0 = V (Pun ), we can approximate f in Z pun = span{zk}pk=0, with the only adjustment that the estimate (A.1)
has to be replaced with an estimate involving the singular values of Dpun as well. However, both the size of Pun as well
as Z pun were reduced by the above method. In the one variable setting, a similar idea was developed by de Beer and van
Ormondt [19].
We return to the two-dimensional case. The approach based on “non-square H f ” carries naturally over to two variables.
We observed in [2, Corollary 3.8] that (A.1) continues to hold in two variables, but that while approximating f in Zun ∩Zun+1
we need to accept a weaker estimate of the form
‖ f − ProjZun∩Zun+1 f ‖
√
σ 2n + σ 2n+1
sa
,
where sa is a singular value of
( Dun
Dun+1
)
(compare [2, Propositions 5.2, 5.4]).
Set 2m= p+ q with q> p, deﬁne Hqf :Mp → Mq by(
Hqf u
)
(i) =
∑
0jp
f (i+ j)u(j), 0 i q,
and Dqu :M2m → Mq by(
Dqu y
)
(i) =
∑
0jp
y(i+ j)u(j), 0 i q.
We do a singular value decomposition for the operator Hqf and get orthonormal vectors u1, . . . ,u(p1+1)(p2+1) ∈ Mp , or-
thonormal vectors v1, . . . , v(p1+1)(p2+1) ∈ Mq and singular values σ1, . . . , σ(p1+1)(p2+1) such that
σnvn = Hqf un = Dqun f .
We consider n to be ﬁxed. Let u˙n be the element in M2m formed by adding zeros to the right and below the matrix
un ∈ Mp , let Run ⊂ M2m be the subspace
Run = span{S ju˙n: 0 j q}.
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∑
0jp un(j)z
j and set
Zun = span
{
z : z ∈ V (Pun )
}
.
The following proposition summarizes [2, Proposition 3.4 and Corollary 3.6] in this more general setting. The proof is
identical, hence it is omitted.
Proposition A.1. Assume that Pun is reduced and that un(m) = 0. Then
M2m = Run ⊕ Zun
and Zun = Ker Dqun . In particular, dimZun = dimM2m − dimMq .
Next, we address the essential part of [2, Theorem 4.6]:
Proposition A.2. Assume that (un,un+1) ∈ M2p is a proper pair. Then dimZun ∩ Zun+1 = 2p1p2 and Zun ∩ Zun+1 = span{ z : z ∈
V (Pun , Pun+1)}.
Proof. Recall that #V (Pun , Pun+1) = 2p1p2 and note that [2, Theorem 4.6] implies that { z : z ∈ V (Pun , Pun+1)} is a linearly
independent set, with the difference that in that notation we have z ∈ M2p . In the notation of this section we have
z ∈ M2m , so as p  m we conclude that the set { z : z ∈ V (Pun , Pun+1)} ⊂ M2m is linearly independent. Clearly Zun ∩
Zun+1 ⊃ span{ z : z ∈ V (Pun , Pun+1)}, so it remains to prove that dimZun ∩ Zun+1 = 2p1p2, which follows by Proposition A.1
and the calculation
dimRan
(
Dqun
Dqun+1
)∗
= 2dimMq − dimKer
(
Dqun
Dqun+1
)∗
= 2dimMq − (q1 + 1− p1)(q2 + 1− p2) = · · · = dimM2m − 2p1p2. 
If one wishes to implement the “Adjacent con-eigenvectors method” [2, Section 5.1], the following counterpart of [2,
Proposition 5.2] is useful. Let s1  s2  · · ·  sdimM2m and w1,w2, . . . ,wdimM2m ∈ M2m be the singular values/singular
vectors of the operator
( Dqun
Dqun+1
)
. The proof is almost identical to the proof of [2, Proposition 5.2].
Proposition A.3. Set a = dimM2m − 2p1p2 . Given f ∈ M2m such that conjecture above holds true, we have
‖ f − ProjZun∩Zun+1 f ‖ =
√√√√ a∑
i=1
∣∣〈 f ,wi〉∣∣2 
√
σ 2n + σ 2n+1
sa
.
For implementations of the “Perturbation method” [2, Section 5.2], we need the counterparts of [2, Propositions 5.3
and 5.4]. Again, we omit the proofs. We wish to choose f˜ suﬃciently close to f that no con-eigenvalues may “switch
places”. More precisely, if we set f (t) = (1 − t) f˜ + t f (0  t  1), and denote the corresponding con-eigenvalues/con-
eigenvectors by σn(t)/un(t), we want to guarantee that σn−1(t) = σn(t) = σn+1(t) for all t .
Proposition A.4.With notation as above, assume that σn is distinct for a ﬁxed n. If
‖H f˜− f ‖ <
min (σ 2n − σ 2n+1,σ 2n−1 − σ 2n )
6‖H f ‖ ,
then σn−1(t) = σn(t) = σn+1(t) for all t ∈ [0,1].
Assume for the remainder that n and f are ﬁxed and that f˜ has been chosen in accordance with Proposition A.4.
Let un be as before and u˜n be the con-eigenvector belonging to H f˜ . Assume that they form a proper pair. Set C =
σn/‖(Dqu˜n − D
q
un ) f ‖ and let s1  s2  · · · sdimM2m and w1,w2, . . . ,wdimM2m ∈ M2m be the singular values/singular vectors
of the operator
( Dqun
C(Dqu˜n−D
q
un )
)
.
Proposition A.5. Set a = dimM2m − 2p1p2 and let f , f˜ , etc. be as above. Then
‖ f − ProjZun∩Zu˜n f ‖ =
√√√√ a∑
i=1
∣∣〈 f ,wi〉∣∣2  √2σ 2n
sa
.
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