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ON AN EFFECTIVE SOLUTION OF THE OPTIMAL
STOPPING PROBLEM FOR RANDOM WALKS
We ﬁnd a solution of the optimal stopping problem for the case when a
reward function is an integer power function of a random walk on an in-
ﬁnite time interval. It is shown that an optimal stopping time is a ﬁrst
crossing time through a level deﬁned as the largest root of Appell’s poly-
nomial associated with the maximum of the random walk. It is also shown
that a value function of the optimal stopping problem on the ﬁnite interval
f0;1;:::;Tg converges with an exponential rate as T ! 1 to the limit under
the assumption that jumps of the random walk are exponentially bounded.
Keywords: optimal stopping, random walk, rate of convergence, Appell
polynomials.
1. Introduction and the main result.
1. Let »;»1;»2;::: be a sequence of independent identically distributed
random variables deﬁned on a probability space (Ω;F;P). Deﬁne a corre-
sponding homogeneous Markov chain X = (X0;X1;X2;:::) such that
X0 = x 2 R; Xk = x + Sk; Sk =
k X
i=1
»i; k ¸ 1:
Let Px denote a distribution function which corresponds to the sequence X.
In other words, the system Px, x 2 R, and X deﬁne a Markov family with
respect to the ﬂow of ¾-algebras (Fk)k¸0, F0 = f?;Ωg, Fk = ¾f»1;:::;»kg.
For the random walk under consideration we discuss the optimal stopping
problem which consists in ﬁnding the ”value” function
(1) V (x) = sup
¿2M1
0
Ex g(X¿)If¿ < 1g; x 2 R;
where g(x) is a measurable function, If¢g is the indicator function and the
supremum is taken over the class M1
0 of all stopping times ¿ with values in
[0;1] with respect to (Fk)k¸0. We call a stopping time ¿¤ optimal if
Ex g(X¿¤)If¿¤ < 1g = V (x); x 2 R:
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We impose the following basic conditions on the random walk X and the
function g(x):
E » < 0; g(x) = (x+)n = (max(x;0))n; n = 1;2;::: :
It is well known (see e.g., [4], [11]) that under very general assumptions on
g(x) the solution of the problem (1) can be characterised as follows: V (x) is
the least excessive majorant of the function g(x), i.e. the smallest function
U = U(x) with the properties
U(x) ¸ g(x); U(x) ¸ TU(x);
where TU(x) = Ex U(X1) = EU(x + »).
It is also well known (see e.g. [11]) that if the stopping time
¿¤ = inffk ¸ 0 : V (Xk) = g(Xk)g
is ﬁnite Px-a.s. for any x 2 R then under very general assumptions on g(x)
it is optimal in the class M1
0 .
There are much less results in the literature about optimality of the stop-
ping time
¿¤ = inffk ¸ 0 : Xk 2 D¤g
such that, generally speaking, Pxf¿¤ = 1g > 0 for some x 2 R (where
D¤ = fx 2 R : V (x) = g(x)g is the ”stopping region” and we assume
always that inff?g = 1).
It is the case under consideration where a stopping time is not ﬁnite, but
nevertheless it is optimal (in the class M1
0 ). Note that the results described
in [4], [11], present only qualitative features of the solution of the optimal
stopping problem for Markov families but they do not present an eﬀective
method for ﬁnding V (x) or for constructing the stopping region D¤. From
this point of view it is always of interest to ﬁnd both V (x) and D¤ in an
explicit form. A list of papers with results of this type contains, in particular,
the paper [6] where the existence of the optimal stopping time ¿¤ 2 M1
0
was proved for the case g(x) = x+ under the assumption that E» < 0 and
it was shown that it has the threshold form:
¿¤ = inffk ¸ 0 : Xk ¸ a¤g;
i.e. D¤ = fx 2 R : x ¸ a¤g. Here the value of the threshold a¤ as well




Sk; S0 = 0
(we use everywhere, if possible, the same notation as in [6]).
2. The goal of this paper consists in the following: from one hand we
generalise the result of [6] to the case g(x) = (x+)n with n = 2;3;:::; on
the other hand we suggest a diﬀerent (compare to [6]) method for checking
optimality of the corresponding stopping times (which are of the threshold
form as in [6]).
To formulate the basic result we need the following deﬁnition.ON AN OPTIMAL STOPPING ... 3
Let ´ be a random variable such that Ee¸j´j < 1 for some ¸ > 0. Deﬁne









The polynomials Qk(y), k = 0;1;2;::: (deﬁned with help of the ”generat-
ing” function euy=Eeu´) are called Appell polynomials (also known as Sheﬀer
polynomials, see e.g. [13]). The polynomials Qk(y) can be represented with
help of the cumulants {1;{2;::: of the random variable ´. For example,
Q0(x) = 1; Q1(y) = y ¡ {1; Q2(y) = (y ¡ {1)2 ¡ {2;
Q3(x) = (y ¡ {1)3 ¡ 3{2(y ¡ {1) ¡ {3:
In fact, to deﬁne the polynomials Qk(y), k = 1;:::;n; uniquely it is




Qk(y) = kQk¡1(y); k · n
(this property is also used sometimes as the deﬁnition of Appell polynomi-
als). Note also that decomposition (2) implies that for any x 2 R, y 2 R
and k = 1;2;:::
Qk(y;´ + x) = Qk(y ¡ x;´):
We shall always use Appell polynomials generated by the random variable
M = supk¸0 Sk, that is always
Qk(y) = Qk(y;M):
Theorem 1. Let n = 1;2;::: and be ﬁxed. Assume
g(x) = (x+)n; E» < 0; E(»+)n+1 < 1:
Let a¤
n be the largest real root of the equation
(4) Qn(y) = 0
and
¿¤
n = inffk ¸ 0 : Xk ¸ a¤
ng:
Then the stopping time ¿¤
n is optimal:









(6) Vn(x) = E Qn(M + x)IfM + x ¸ a¤
ng:
Remark 1. For n = 1 and n = 2
a¤
1 = EM; a¤
2 = EM +
p
DM:
Some cases when the distribution of M can be found in an explicit form
are described in [2, x19]; see also some examples in [14] concerning explicit4 ON AN OPTIMAL STOPPING ...
formulas for crossing times through a level for an upper-continuous random
walk. Usually, to ﬁnd Vn(x) one needs, generally speaking, to know the dis-
tribution function of the random variable M. Numerical values of cumulants
and the distribution function of M can be found with the help of Spitzer’s
identity (see e.g. [12]).
Remark 2. The methods used for the proof of Theorem 1 allows us to
obtain also corresponding results for other reward functions g(x). As an
illustration we consider the case g(x) = 1¡e¡x+
in Theorem 2 (see Section
4 below). Note that in [6] the case g(x) = (ex ¡ 1)+ (with a discounting
time factor) was studied too.
3. The idea of the proof of Theorem 1 is the following.
Together with g(x) = (x+)n, we consider the function b g(x) = xn and
solve for this case the optimal stopping problem
(7) b Vn(x) = sup
¿2c M1
0
Ex b g(X¿)If¿ < 1g;
where c M1
0 is the class of special stopping times of the form: b ¿ = ¿a, a ¸ 0,
¿a = inffk ¸ 0 : Xk ¸ ag:
Since on the set f¿a < 1g the equality b g(X¿a) = g(X¿a) holds then,
obviously, b Vn(x) · Vn(x), as Vn(x) (see (5)) is calculated over the class of
stopping times c M1
0 , which is larger than the corresponding class in (7).
Based on properties of Appell polynomials, it is possible to solve com-
pletely the problem (7). It turns out (see Section 2 and Section 3) that
(8) b Vn(x) = E Qn(M + x)IfM + x ¸ a¤
ng
and the optimal stopping time is b ¿n = ¿a¤
n (in the class c M1
0 ).
Further, using again properties of Appell polynomials, we manage to show
that
(9) b Vn(x) ¸ Vn(x); x 2 R :
Thus, taking into account the inequality b Vn(x) · Vn(x), we get that b Vn(x) =
Vn(x) and the stopping time b ¿n = ¿a¤
n is optimal in the class M1
0 .
To carry out the indicated plan of proof for Theorem 1 we will have to list
a number of auxiliary results for the maximum M = supk¸0 Sk and some
properties of Appell polynomials. That will be done in Section 2. In Section
3 the auxiliary optimal stopping problem (7) will be discussed and the detail
of the proof for Theorem 1 will be given. In Section 4 we shall present a
number of remarks and, in particular, formulate and prove Theorem 2 about
optimal stopping for the reward function g(x) = 1 ¡ e¡x+
. In the same
section we will formulate and prove Theorem 3 about a rate of convergence
as T ! 1 for the value function of the optimal stopping problem for the
reward functions g(x) = (x+)n, n = 1;2;:::; and g(x) = 1 ¡ e¡x+
on the
ﬁnite interval f0;1;:::;Tg.ON AN OPTIMAL STOPPING ... 5
2. Auxiliary results
We assume always below that »;»1;»2;::: is a sequence of independent
identically distributed random variables such that
E» < 0; Sk =
k X
i=1
»i; k ¸ 1; S0 = 0; M = max
k¸0
Sk:
Lemma 1. The following properties hold:
(a) PfM < 1g = 1, PfM = 0g > 0 and
M
law = (M + »)+:
(b) Let ¾a = inffk ¸ 0 : Sk ¸ ag, a ¸ 0, and Ee¸M < 1 for some ¸ 2 R.
Then for all u · ¸
(10) E e¸(M¡S¾a)euS¾aIf¾a < 1g = Ee¸M E euS¾aIf¾a < 1g:
Proof. Property (a) is well known, see e.g. [5, Section 10.4, Theorem 4]
and [2, x15].
The left and right sides of (10) are ﬁnite due to the assumption about
ﬁniteness of Ee¸M. The equality (10) is implied by the fact that on the set
f¾a < 1g = fM ¸ ag the inequalities Sk < S¾a with k < ¾a hold and,
hence, the following equality holds
M ¡ S¾a = sup
k¸0
(Sk+¾a ¡ S¾a):
Due to time homogeneity of sequence Sn this implies that M ¡ S¾a
law = M.
Besides, note that the random variable M ¡ S¾a does not dependent on
events from ¾-algebra Fk = ¾f»1;:::;»kg on the set f¾a = kg. This implies
(10) due to the validity of the following equalities:
Ee¸(M¡S¾a)euS¾aIf¾a < 1g = E
1 X
k=0
E(e¸(M¡Sk) j Fk)euS¾aIf¾a = kg
= Ee¸M EeuS¾aIf¾a < 1g:
Lemma 2. (a) Let Ee¸» < 1 for some ¸ > 0. Then for all u · ¸
EeuM < 1:
(b) For all p > 0
E(»+)p+1 < 1 =) E Mp < 1:
Proof See the papers [8], [2], [6], and also [9] concerning upper bounds
for PfM > xg which also imply (a).
Lemma 3. Let ¿a = inffk ¸ 0 : Xk ¸ ag; a ¸ 0.
(a) If E e¸» < 1 for some ¸ ¸ 0, then for all a ¸ 0 and u · ¸
ExIf¿a < 1geuX¿a =
E IfM + x ¸ ageu(M+x)
E euM : (11)6 ON AN OPTIMAL STOPPING ...
(b) If E(»+)n+1 < 1 then for all a ¸ 0
(12) ExIf¿a < 1gXn
¿a = E IfM + x ¸ agQn(M + x):
Proof (a) By Lemma 2 the condition E e¸» < 1 implies ﬁniteness of
E euM for u · ¸.
If x ¸ a then ¿a = 0 and relation (11) obviously holds. If x < a then we
can apply Lemma 1 (b) with ¸ = u:
ExIf¿a < 1geuX¿aEeuM = E If¾a¡x < 1geu(S¾a¡x+x)EeuM
= E If¾a¡x < 1geu(M+x) = E IfM + x ¸ ageu(M+x);
and this is equivalent to (11).
(b) Let the condition E e¸» < 1 hold for some ¸ > 0. Then both parts
of (11) are, obviously, diﬀerentiable with respect to the parameter u < ¸.
Computing the n-th derivative at the point u = 0 and using deﬁnition (2)
of the Appell polynomials, we get (12).
The fact that this relation holds also under the assumption E(»+)n+1 <
1, can be proved with the standard trick of ”truncation” for jumps as
follows.
Together with the original random walk Sk, k ¸ 0, we consider a ran-
dom walk S
(N)
k , k ¸ 0 generated by random variables »(N) = min(»;N),
N = 1;2;::: . Further we use index N for all functionals which are related
to S
(N)





a = inffk : X
(N)
k ¸ ag etc.
By Lemma 2 the maximum M(N) is an exponentially bounded random
variable (that is E expf¸M(N)g < 1 for some ¸ > 0) and, hence, again by
Lemma 2 equation (12) holds for the ”truncated” random walk. Therefore,
it is suﬃcient to check that the condition E(»+)n+1 < 1 implies as N ! 1










¢n ! Ex If¿a < 1g(X¿a)n:
The validity of these relations is implied by the integrability and monotonic-





g as N ! 1.
Lemma 4. Let E (»+)n+1 < 1. Then
(13) E Qn(M + x) = xn:
Proof. At ﬁrst assume that E e¸» < 1 for some ¸ > 0. Then by
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which implies (13). The general case can be proved with the help of the
technique of ”truncated” jumps which has been described above.
Remark 3. The statement of Lemma 4 can be easily generalised to the
case of Appell polynomials generated by an arbitrary random variable ´
such that E j´jn < 1:
E Qn(´ + x;´) = xn:
Lemma 5. Let n = 1;2;::: . Then Qn(y) has a unique positive root a¤
n
such that
(14) Qn(y) · 0 for 0 · y < a¤
n
and Qn(y) is an increasing function for y ¸ a¤
n.
Proof. For n = 1 the statement of this Lemma holds as Q1(y) = y¡E M,
a¤
1 = E M > 0. For n ¸ 2, using the property (3), we proceed by induction
. At ﬁrst we need to show that Qn(0) · 0 for all n = 1;2;::: .
Let ¾a = inffk : Sk ¸ ag, a ¸ 0. Set
q(a;n) := E If¿a < 1gSn
¾a:
Obviously, we have q(a;n) ¸ 0 for all a ¸ 0. By Lemma 3(b) with x = 0
q(a;n) = E IfM ¸ agQn(M):
Since by Lemma 4 E Qn(M) = 0, we have
q(a;n) = ¡E IfM < agQn(M) = ¡PfM < agQn(0)+E IfM < ag(Qn(0)¡Qn(M)):
Using (3), we get




q(a;n) = ¡PfM < agQn(0) + o(a)asa ! 0:
Since q(a;n) ¸ 0 and PfM < ag ¸ PfM = 0g > 0 (see Lemma 1) for all
a ¸ 0, we then have the required inequality Qn(0) · 0 for all n = 1;2;::: .
Now rewrite equation (3) as follows:




Assume that for some n > 1 the inequalities Qn¡1(y) · 0 with y 2 [0;a¤
n¡1]
and Qn¡1(y) > 0 with y > a¤
n¡1 > 0 hold. Then we get that the polynomial
Qn(y) is negative and decreasing on the interval (0;a¤
n¡1). Obviously, it
reaches its minimum at the point y = a¤
n¡1. For y ¸ a¤
n¡1 the polynomial
Qn(y) is increasing to inﬁnity and, hence, there exists a root a¤
n > a¤
n¡1 > 0.
By induction this implies that the statement of Lemma holds for all n =
1;2;::: .
Lemma 6. Let
f(x) = E IfM + x ¸ a¤gG(M + x) < 1;
where the function G(x) is such that
(15) G(y) ¸ G(x) ¸ G(a¤) = 08 ON AN OPTIMAL STOPPING ...
for all y ¸ x ¸ a¤ ¸ 0: Then for all x
(16) f(x) ¸ E f(» + x):
Proof. The inequality (16) is proved by the following chain of inequalities
which exploit the property M
law = (M + »)+ (see Lemma 1):
f(x) = E If(M + »)+ + x ¸ a¤gG((M + »)+ + x) = E Ifx ¸ a¤;M + » < 0gG(x)
+E IfM + » + x ¸ a¤;M + » ¸ 0gG(M + » + x)
¸ E IfM + » + x ¸ a¤; M + » < 0gG(M + » + x)
+E IfM + » + x ¸ a¤; M + » ¸ 0gG(M + » + x) = E f(x + »):
Lemma 7. Let f(x) and g(x) be nonnegative functions such that for all
x
(17) f(x) ¸ g(x)
and
(18) f(x) ¸ Ef(» + x):
Then for all x
(19) f(x) ¸ sup
¿2M1
0
E If¿ < 1gg(S¿ + x):
Proof. Conditions (17) and (18) imply the fact that the function f(x)
is an excessive majorant of g(x). Now the required inequality is implied
by Doob’s theorem about preserving the supermartingale property under
random stopping (see e.g. [1], [3], [9]).
3. Proof of Theorem 1
Let g(x) = (x+)n, b g(x) = xn with the function b Vn(x) deﬁned as in (7).
At ﬁrst we demonstrate the validity of (8) that is
(20) b Vn(x) = sup
a¸0
Ex If¿a < 1gXn
¿a = E Qn(M + x)IfM + x ¸ a¤
ng:
To prove this equation note that by Lemma 3(b)
Ex If¿a < 1gXn
¿a = E Qn(M + x)IfM + x ¸ ag;
where Qn(M + x) ¸ 0 on the set fM + x ¸ ag for all a 2 [a¤
n;1). Hence,
EQn(M +x)IfM +x ¸ ag is a decreasing function on the interval [a¤
n;1).
Now let a 2 [0;a¤
n]. From (13) it follows that
E Qn(M + x)IfM + x ¸ ag = xn ¡ E Qn(M + x)IfM + x < 0g
¡E Qn(M + x)If0 · M + x < ag:
Exploiting the fact that Qn(M + x)If0 · M + x · ag · 0 (see Lemma 5)
and, hence, that E Qn(M+x)If0 · M+x < ag is a decreasing function, we
conclude that E Qn(M + x)IfM + x ¸ ag is an increasing function on the
interval [0;a¤
n]. As this function is also decreasing on [a¤
n;1) (as was shown
above) and is, obviously, continuous (by properties of Lebesgue integrals)ON AN OPTIMAL STOPPING ... 9
for all a, then it achieves its maximum at the point a = a¤
n. Thus, (20) (as
well as (8)) is proved.
To complete the proof we need only to check the inequality (9), that is
show that b Vn(x) ¸ Vn(x) (it has been already noted in Section 1 that the
opposite inequality is valid). To demonstrate this we consider the function
f(x) = b Vn(x) = E IfM + x ¸ a¤
ngQn(M + x)
and apply Lemma 7 with g(x) = (x+)n. At ﬁrst let us check condition (17)
for x 2 (0;a¤
n) (otherwise, it is obvious). Note that for all x 2 (0;a¤
n) by
Lemma 5
IfM + x ¸ a¤
ngQn(M + x) = (Qn(M + x))+:
Hence, by Jensen’s inequality and Lemma 4
f(x) = E (Qn(M + x))+ ¸ (E Qn(M + x))+ = (x+)n = g(x):
Condition (18) in Lemma 7 holds with G(y) = Qn(y) by Lemma 6.
So, the function f(x) is an excessive majorant of g(x) = (x+)n and, hence,
f(x) ¸ Vn(x). But f(x) = b Vn(x), and, hence, b Vn(x) ¸ Vn(x).
Theorem 1 is proved.
4. Some remarks
Remark 4. The method of the proof of Theorem 1 may be used for other
reward functions g(x). To see an example, consider the following result.
Theorem 2. Let E » < 0 and g(x) = 1 ¡ e¡x+
. Set
a¤ = ¡lnEe¡M:
The the stopping time
¿a¤ = inffk ¸ 0 : Xk ¸ a¤g
is optimal:
V (x) = sup
¿2M1
0
Ex g(X¿)If¿ < 1g = Ex g(X¿a¤)If¿a¤ < 1g;
furthermore,







Proof. We present here only a sketch of the proof as it is similar to the
proof of Theorem 1 (and even simpler).
Let g(x) = 1 ¡ e¡x+
and
(21) b V (x) = sup
a¸0
Ex If¿a < 1gg(Xn
¿a):
At ﬁrst let us show that
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To see this, note that by Lemma 3(a) with u = ¡1 the following equation
holds
ExIf¿a < 1ge¡X¿a =
E IfM + x ¸ age¡(M+x)
E e¡M ;
and, hence,







Note also that the function 1 ¡ e¡a=Ee¡M is monotone in the argument
a with the unique root a¤ = ¡lnEe¡M. The same considerations as were
used in the proof of Theorem 1 demonstrate that q(a) achieves its maximum
at a = a¤ and













To complete the proof we need only check inequality (9), that is to show
b V (x) ¸ V (x). To do it consider the function














= (1 ¡ e¡x)+ = g(x):
Condition (18) holds for G(y) = (1 ¡ e¡y=Ee¡M)+ by Lemma 6. That
completes the proof of Theorem 2.
Remark 5. A solution of the optimal stopping problem on the ﬁnite
interval f0;1;:::;Tg, with the ”value” function
V (x;T) = sup
¿2MT
0
Ex g(X¿); x 2 R;
where the supremum is taken over all stopping times ¿, ¿ · T < 1, can be
obtained numerically using the well known method of ”backward induction”
(see details e.g. in [4], [11]). For large T a realisation of this method could
require a huge amount of calculations even for simple distributions. There-
fore, it is of interest to estimate a rate of convergence of V (x;T) as T ! 1
to the function V (x), described in Theorems 1 and 2.
Theorem 3. Let g(x) = (x+)n, n = 1;2;::: or g(x) = 1¡e¡x+
, and let
Ee¸» < 1 for some ¸ > 0. Then there exist constants C(x) and c, which do
not depend on T and such that for each x 2 R and all T > 0
(23) 0 · V (x) ¡ V (x;T) · C(x)e¡cT:
Proof. Since the class M1
0 is larger than the class MT
0 , then V (x) ¸
V (x;T). To obtain the upper bound (23), note that
V (x;T) ¸ Exg(Xmin(¿b;T)) ¸ Exg(X¿b)If¿b · Tg;ON AN OPTIMAL STOPPING ... 11
where ¿b = inffk ¸ 0 : Xk ¸ bg is the optimal stopping time for the value
function V (x) with ( by Theorem 1 or 2) the parameter b being equal to
a¤
n or a¤ accordingly to the form of the reward function g(x). As V (x) =
Ex g(X¿b)If¿b < 1g, we obtain
(24) V (x) ¡ V (x;T) · Ex g(X¿b)IfT < ¿b < 1g:
Below we shall show that
(25) PxfT < ¿b < 1g · C(x)e¡cT;
where C(x) and c are some positive constants not depending on T. When the
function g(x) is bounded (as in Theorem 2), (25) and (24) imply immediately
(23). For the case g(x) = (x+)n, n = 1;2;::: the same bound (25) in a
combination with Lemma 2(b) and Holder’s inequality implies (23) due to
the inequality X¿b · M.
Let Ã(u) be deﬁned by the following equation
Eeu» = eÃ(u) (u < µ = supfu ¸ 0 : Ã(u) < 1g):
Note that Ã(u) is a convex function and due to the conditions of Theorem
3 we have µ > 0. These properties imply that the derivative Ã0(0) = E» < 0
and there exists positive ¸0 2 (0;µ) such that Ã0(¸0) = 0 and Ã(¸0) < 0 (see
e.g. [2]). To prove (25), one can use the fact that the process
expf¸(Xk ¡ x) ¡ kÃ(¸)g; k ¸ 0 (¸ 2 (0;µ))
is a nonnegative martingale with expectation
E expf¸(Xk ¡ x) ¡ kÃ(¸)g = 1:
Therefore, it can be used to construct a new measure b Px(A), A 2 ¾(
S
k¸0 Fk)
such that for each k ¸ 0 and a set A 2 Fk
(26) b Px(A) = Ex IfAg expf¸0(Xk ¡ x) ¡ kÃ(¸0)g:
(This is nothing else but the well-known Esscher transformation.) With the
notation given above we get








b Pxf¿b = kg = b PxfT < ¿b < 1g:
Since X¿b ¸ b, then
PxfT < ¿b < 1g · e¸0(x¡b)eÃ(¸0)T b PxfT < ¿b < 1g:
Taking into account that b PxfT < ¿b < 1g · 1, we get bound (25) with
constants c = ¡Ã(¸0) > 0, C(x) = e¸0(x¡b), b = a¤
n or b = a¤ accordingly to
the form of function g(x).
Theorem 3 is proved.12 ON AN OPTIMAL STOPPING ...
Remark 6. The results of this paper can be generalised to the case
of stochastic processes with continuous time parameter (that is for Levy
processes instead of the random walk). This generalisation can be done by
passage of limit from the discrete time case (similarly to the technique used
in [10] for pricing of American options) or by use of the technique of pseudo-
diﬀerential operators (described e.g. in the monograph [3] in the context of
Levy processes).
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