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KRONECKER COEFFICIENTS AND NONCOMMUTATIVE SUPER
SCHUR FUNCTIONS
JONAH BLASIAK AND RICKY INI LIU
Abstract. The theory of noncommutative Schur functions can be used to obtain positive
combinatorial formulae for the Schur expansion of various classes of symmetric functions,
as shown by Fomin and Greene [11]. We develop a theory of noncommutative super Schur
functions and use it to prove a positive combinatorial rule for the Kronecker coefficients
gλµν where one of the partitions is a hook, recovering previous results of the two authors
[5, 21]. This method also gives a precise connection between this rule and a heuristic for
Kronecker coefficients first investigated by Lascoux [19].
1. Introduction
Let Mλ be the irreducible representation of the symmetric group Sn corresponding to
the partition λ. Given three partitions λ, µ, and ν of n, the Kronecker coefficient gλµν is
the multiplicity of Mν in the tensor product Mλ ⊗Mµ. A longstanding open problem in
algebraic combinatorics, called the Kronecker problem, is to find a positive combinatorial
formula for these coefficients. See [2, 5, 9, 10, 16, 21, 19, 22, 23, 24, 25] for some known
special cases.
Our story begins with the work of Lascoux [19], wherein he gave a formula for the
Kronecker coefficients gλµν when two of the partitions are hooks by considering products
of permutations in certain Knuth equivalence classes. Though this rule no longer holds
outside the hook-hook case, it seems to approximate Kronecker coefficients amazingly well
for any three partitions and therefore gives a useful heuristic.
Several years ago, the first author [5] gave a rule for Kronecker coefficients when one of
the partitions is a hook. This rule was discovered using Lascoux’s heuristic, but it was left
as an open problem to give a precise statement relating it to the heuristic. Recently, the
second author [21] gave a simplified description and proof of this rule.
We develop a theory of noncommutative super Schur functions based on work of Fomin-
Greene [11] and the first author [6]. Using this we
• reprove and strengthen the rule from [21],
• establish a precise connection between this rule and the Lascoux heuristic, and
• uncover a surprising parallel between this rule and combinatorics underlying trans-
formed Macdonald polynomials indexed by a 3-column shape, as described in [14, 6].
Key words and phrases. Kronecker coefficients, noncommutative Schur functions, super Schur functions,
colored tableaux.
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2. Main results
In this section, we state our main theorem on noncommutative super Schur functions
(Theorem 2.3), and show how it can be used to recover the rule from [21] for Kronecker
coefficients where one of the partitions is a hook. Proofs will be deferred to later sections.
2.1. Colored words and the algebra U . Let A∅ = {1, 2, . . . , N} denote the alphabet of
unbarred letters and A = {1, 2, . . . , N} the alphabet of barred letters. A colored word is a
word in the total alphabet A = A∅ ⊔ A .
We will consider total orders ⋖ on A such that 1⋖ 2⋖ · · ·⋖N and 1⋖ 2⋖ · · ·⋖N ; we
call such orders shuffle orders. Two shuffle orders we will work with frequently are
the natural order < given by 1 < 1 < 2 < 2 < · · · < N < N, and
the big bar order ≺ given by 1 ≺ 2 ≺ · · · ≺ N ≺ 1 ≺ 2 ≺ · · · ≺ N.
Let U be the free associative Z-algebra in the noncommuting variables ux, x ∈ A. Equiv-
alently, U is the tensor algebra of ZA, the Z-module freely spanned by the elements of A.
We identify the monomials of U with colored words and frequently write x for the variable
ux and w = w1 · · ·wt = uw1 · · ·uwt for a colored word/monomial.
For the natural order <, it is useful to have a notation for “going down by one.” Accord-
ingly, for any x ∈ A, define
x↓ =
{
a− 1 if x = a, a ∈ {2, . . . , N},
a if x = a, a ∈ {1, . . . , N}.
(1)
2.2. Quotients of U . Often we will be interested in performing computations in a quotient
of U . One important such quotient is the <-colored plactic algebra, denoted U/I<plac, which
is the quotient of U by the relations
xzy = zxy for x, y, z ∈ A, x < y < z, (2)
yxz = yzx for x, y, z ∈ A, x < y < z, (3)
yyx = yxy for x ∈ A, y ∈ A∅, x < y, (4)
zyy = yzy for z ∈ A, y ∈ A∅, y < z, (5)
yyz = yzy for z ∈ A, y ∈ A , y < z, (6)
xyy = yxy for x ∈ A, y ∈ A , x < y; (7)
let I<plac denote the corresponding two-sided ideal of U . The <-colored plactic algebra
behaves much like the ordinary plactic algebra.
For applications to Kronecker coefficients, we need the following variant of the <-colored
plactic algebra. Let U/IKron denote the quotient of U by the relations (4), (5), (6), (7), and
(xz− zx)y = y(xz− zx) for x, y, z ∈ A, x = y↓ = z↓↓, (8)
xz = zx for x, z ∈ A, x < z↓↓; (9)
let IKron denote the corresponding two-sided ideal of U . We refer to (9) as the far commu-
tation relations.
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2.3. Main theorem. For any two letters x, y ∈ A, write y ≥col x to mean either y > x,
or y and x are equal barred letters. The noncommutative super elementary symmetric
functions are defined by
ek(u) =
∑
z1≥col z2≥col ···≥col zk
z1,...,zk∈A
uz1uz2 · · ·uzk ∈ U
for any positive integer k; set e0(u) = 1 and ek(u) = 0 for k < 0.
We will prove that ek(u) and el(u) commute for all k and l in both U/IKron and U/I
<
plac
in Propositions 8.1 and 8.3. Similar results are proved in [20, 11, 18, 7, 17].
Using these elementary functions, we can define the noncommutative super Schur func-
tions as follows.
Definition 2.1. Let ν = (ν1, ν2, . . . ) be a partition. Let ν
′ be the conjugate partition,
which has t = ν1 parts. The noncommutative super Schur function Jν(u) is given by the
following noncommutative version of the Kostka-Naegelsbach/Jacobi-Trudi formula:
Jν(u) =
∑
π∈St
sgn(pi) eν′1+π(1)−1(u)eν′2+π(2)−2(u) · · · eν′t+π(t)−t(u) ∈ U .
As explained in [11] and as we will see below, establishing monomial positivity of Jν(u)
in various quotients of U has important consequences for proving manifestly positive com-
binatorial formulae for structure coefficients.
It follows easily from [11, Lemma 3.2] that Jν(u) is equal to a positive sum of monomials
in U/I<plac (Theorem 3.10). We conjecture that this can be strengthened to monomial
positivity of Jν(u) in an algebra U/IKron-K (see §3.1) which has both U/I
<
plac and U/IKron
as quotients. Our main result is a weaker version of this, a proof that Jν(u) is monomial
positive in U/IKron. (We believe that U/IKron-K is the natural algebra for the applications
described below, but we work with U/IKron instead since this makes statements easier to
prove.) We now give the precise statement of our main result.
A <-colored tableau is a tableau with entries in A such that each row and column is
weakly increasing with respect to the natural order <, while the unbarred letters in each
column and the barred letters in each row are strictly increasing. Let CT<ν denote the set
of <-colored tableaux of shape ν.
Definition 2.2. For a <-colored tableau T , define the colored word arwread(T ) as follows:
let D1, D2, . . . , Dk be the diagonals of T , starting from the southwest. Let wi be the result
of reading the unbarred entries of Di in the direction տ, followed by the barred entries of
Di in the direction ց. Set arwread(T ) = w1w2 · · ·wk.
The word arwread(T ) is a particular choice of an arrow respecting reading word of T ,
which will be defined in §5.3.
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For example, for ν = (5, 4, 4),
T =
1 1 3 4 6
2 3 4 4
3 3 4 5
∈ CT<ν ,
arwread(T ) = 3 2 3 3 1 4 5 4 1 3 4 4 6.
We now state our main theorem. Section 6 is devoted to its proof.
Theorem 2.3. In the algebra U/IKron, the noncommutative super Schur function Jν(u) is
equal to the following positive sum of monomials:
Jν(u) =
∑
T∈CT<ν
arwread(T ) in U/IKron. (10)
In [6], the first author used the theory of noncommutative Schur functions to prove a
positive combinatorial formula for the Schur expansion of LLT polynomials indexed by
3-tuples of skew shapes and thereby settled a conjecture of Haglund [14] on transformed
Macdonald polynomials indexed by 3-column shapes. The noncommutative Schur function
computation required for this work ([6, Theorem 1.1]) is quite similar to Theorem 2.3
(though it seems neither result can be obtained from the other; see §7.2). It is quite
surprising that LLT polynomials for 3-tuples of skew shapes and Kronecker coefficients for
one hook shape have such similar underlying combinatorics.
2.4. Applications. The machinery of noncommutative Schur functions as developed in
[11, 8] can be used to study symmetric functions in the usual sense, i.e., formal power
series in infinitely many (commuting) variables x = (x1, x2, . . . ) which are symmetric under
permutations of these variables.
Let w = w1 · · ·wt be a colored word. For any shuffle order ⋖ on A, define the ⋖-descent
set of w, denoted Des⋖(w), by
Des⋖(w) :=
{
i ∈ [t− 1] | wi ⋗ wi+1 or (wi and wi+1 are equal barred letters)
}
.
The associated fundamental quasisymmetric function (Gessel [13]) is given by
QDes⋖(w)(x) =
∑
1≤i1≤···≤it
j∈Des⋖(w) =⇒ ij<ij+1
xi1 · · ·xit .
Definition 2.4. For any γ =
∑
w γww ∈ U (where the sum is over colored words w, and
γw ∈ Z), define
F⋖γ (x) =
∑
w
γwQDes⋖(w)(x) ∈ Z[[x1, x2, . . . ]],
and for a set of colored words W , define F⋖W (x) = F
⋖
γ (x) where γ =
∑
w∈W w.
Let 〈·, ·〉 be the symmetric bilinear form on U for which the monomials (colored words)
form an orthonormal basis. Note that any element of U/I has a well-defined pairing with
any element of I⊥ for any two-sided ideal I of U .
The next result is a straightforward adaptation of the theory of noncommutative Schur
functions [11, 8] to the super setting. It also requires the fact mentioned above that the
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noncommutative super elementary symmetric functions commute in U/IKron. (A full proof
is given by Theorem 8.4 and Proposition 8.1.)
Theorem 2.5. For any γ ∈ (IKron)
⊥, the function F<γ (x) is symmetric and
F<γ (x) =
∑
ν
sν(x)〈Jν(u), γ〉.
Theorems 2.5 and 2.3 then immediately yield the following.
Corollary 2.6. For any set of colored words W such that
∑
w∈W w ∈ (IKron)
⊥,(
the coefficient of sν(x) in F
<
W (x)
)
=
∣∣{T ∈ CT<ν | arwread(T ) ∈ W}∣∣.
We will soon see how Corollary 2.6 can be used to prove a positive combinatorial formula
for the Kronecker coefficients indexed by one hook shape and two arbitrary shapes, recov-
ering results of [21, 5]. It is more powerful, however, than this main application. In §3.1,
we give a way of visualizing the implications of Corollary 2.6 and give examples to better
indicate its full strength.
2.5. Relation to Kronecker coefficients. To apply Corollary 2.6 to the Kronecker prob-
lem, we define a set W of colored Yamanouchi words such that the coefficient of sν(x) in
F<W (x) is given in terms of Kronecker coefficients. The proofs of the results in this subsection
are deferred to §4.
Definition 2.7 (Colored Yamanouchi words). Let w be a colored word. Define wbrgt to be
the ordinary word formed from w by shuffling the barred letters to the right, reversing this
subword of barred letters and removing their bars. We say that w is Yamanouchi of content
λ if wbrgt is Yamanouchi of content λ. Define CYWλ,d to be the set of colored Yamanouchi
words of content λ having exactly d barred letters.1
For example, if w = 21213121, then wbrgt = 21211321, and these are Yamanouchi of
content (4, 3, 1). See Figure 2.
For 0 ≤ d ≤ n − 1, let µ(d) denote the hook partition (n − d, 1d). The following is in
some sense well known (see §4.1 for a proof).
Proposition 2.8. For any partitions λ, ν of n and d ≤ n,
gλµ(d) ν + gλµ(d−1) ν =
(
the coefficient of sν(x) in F
≺
CYWλ,d
(x)
)
.
(By convention, set gλµ(n) ν = gλµ(−1) ν = 0.)
We use a trick called word conversion to convert from the big bar order ≺ to the natural
order < (see §4.2).
Proposition 2.9. For any partition λ of n and d ≤ n, F≺CYWλ,d(x) = F
<
CYWλ,d
(x).
By showing that
∑
w∈CYWλ,d
w ∈ (IKron)
⊥ (see §4.3) and applying Propositions 2.8 and
2.9 and Corollary 2.6, we obtain the following result, first proved in [21] using the conversion
operation on colored tableaux (see Lemma 3.1 and Remark 3.3 of [21]).
1Warning: the colored Yamanouchi words defined here are not the same as those defined in [5].
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Corollary 2.10. For any partitions λ, ν of n and d ≤ n,
gλµ(d) ν + gλµ(d−1) ν =
(
the coefficient of sν(x) in F
<
CYWλ,d
(x)
)
=
∣∣{T ∈ CT<ν | arwread(T ) ∈ CYWλ,d}∣∣.
This result demonstrates the importance of IKron since it is not always the case that∑
w∈CYWλ,d
w ∈ (I<plac)
⊥. For example,
∑
w∈CYWλ,d
w /∈ (I<plac)
⊥ for λ = (2, 2), d = 2 since
1221 ∈ CYWλ,d, but 2121 /∈ CYWλ,d, whereas 1221 ≡ 2121 mod I
<
plac.
Corollary 2.10 easily implies an explicit combinatorial formula for gλµ(d)ν . Partition
CYWλ,d into sets CYW
−
λ,d and CYW
+
λ,d consisting of the words ending in an unbarred
letter or barred letter, respectively. Since there is a bijection from CYW+λ,d+1 to CYW
−
λ,d
given by removing the bar from the last letter, and this bijection respects the set of words
of the form arwread(T ), this partition separates the two Kronecker coefficients appearing
in Corollary 2.10, giving the following result. (We omit the complete proof here; see [5,
§3.3], [21, §4] for more details.)
Corollary 2.11 ([21]). For any partitions λ, ν of n and d ≤ n− 1,
gλµ(d)ν =
∣∣{T ∈ CT<ν | arwread(T ) ∈ CYW−λ,d}∣∣.
2.6. The Lascoux heuristic. We now describe a heuristic for computing Kronecker coef-
ficients first investigated by Lascoux in [19] and relate it to Corollary 2.11.
For any partition λ, let Zstλ be the (standardized) superstandard tableau of shape λ whose
boxes are labeled in order across rows from top to bottom. Let Γλ be the set of permutations
whose insertion tableau is Zstλ . For any two partitions λ and µ, consider the multiset of
permutations
Γλ ◦ Γµ =
{
u ◦ v | u ∈ Γλ, v ∈ Γµ
}
, (11)
where ◦ denotes ordinary composition of permutations.
For example, take
λ = (3, 1), Zstλ =
1 2 3
4
, Γλ = {4123, 1423, 1243};
µ = (2, 1, 1), Zstµ =
1 2
3
4
, Γµ = {4312, 4132, 1432}.
Then Γλ ◦ Γµ consists of the nine products in the multiplication table:
◦ 4312 4132 1432
4123 3241 3421 4321
1423 3214 3124 1324
1243 3412 3142 1342
In this case, Γλ ◦ Γµ is a union of four Knuth equivalence classes with insertion tableaux
1 4
2
3
,
1 2
3 4
,
1 2 4
3
, and
1
2
3
4
.
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Moreover, gλµν = 1 if ν = (2, 1, 1), (2, 2), (3, 1), or (1, 1, 1, 1), and gλµν = 0 otherwise, so
the classes present in Γλ ◦ Γµ precisely describe the Kronecker coefficients gλµν .
Lascoux [19] showed that if λ and µ are both hooks, then this phenomenon occurs in
general.
Theorem 2.12 (Lascoux’s Kronecker Rule [19]). If λ and µ are hook shapes, then Γλ◦Γµ is
a union of Knuth equivalence classes, and gλµν is the number of these classes with insertion
tableau of shape ν.
Lascoux [19] and Garsia-Remmel [12, §6–7] both investigate the extent to which this rule
generalizes to other shapes. They give examples showing that it does not extend beyond the
hook-hook case. Nevertheless, computations suggest that this rule is often close to holding
even when it fails, and therefore it provides a valuable heuristic (see [5, §1]).
For example, when only µ is a hook, Γλ ◦ Γµ may not be a union of Knuth equivalence
classes, but the corresponding quasisymmetric function F<Γλ◦Γµ(x) is still symmetric and
equal to
∑
ν gλµνsν(x). (This follows from Propositions 2.8 and 2.9 and (12) below.)
We can rephrase Lascoux’s rule using colored words and standardization. For a colored
word w, the standardization of w, denoted wst, is the permutation obtained from w by first
relabeling, from left to right (resp. right to left), the occurrences of the smallest letter (with
respect to <) in w by 1, . . . , k if this letter is unbarred (resp. barred), then relabeling the
occurrences of the next smallest letter of w by k + 1, . . . , k + k′, and so on. For example,
(21212121)st = 54817362. (For more about standardization, see §4.4.)
For any colored word w ∈ CYWλ,d, w
st = (wbrgt)st ◦ vst, where v is the colored word
obtained from w by replacing all unbarred letters with 1 and all barred letters with 1. Since
wbrgt is Yamanouchi, (wbrgt)st ∈ Γλ. Similarly, v
st ∈ Γµ(d) if w ends with an unbarred letter,
and vst ∈ Γµ(d−1) if w ends with a barred letter.
Hence the set of standardizations of words in CYWλ,d is
(CYWλ,d)
st = (CYW−λ,d)
st ⊔ (CYW+λ,d)
st = (Γλ ◦ Γµ(d)) ⊔ (Γλ ◦ Γµ(d−1)). (12)
Lascoux’s rule then implies that when λ is a hook, (CYWλ,d)
st is a union of Knuth equiv-
alence classes and hence CYWλ,d is a union of <-colored plactic equivalence classes; that
is,
∑
w∈CYWλ,d
w ∈ (I<plac)
⊥. These equivalence classes give an explicit partition of CYWλ,d
from which one can directly obtain the coefficients gλµ(d)ν .
Unfortunately, this does not typically hold when λ is not a hook (for example, see
the discussion after Corollary 2.10). However, in proving Corollary 2.10 we show that∑
w∈CYWλ,d
w ∈ (IKron)
⊥ for all λ. Although we cannot explicitly partition CYWλ,d into
classes to find the Schur expansion of F<CYWλ,d(x), we still get an explicit description of
its Schur expansion from Corollary 2.6 using the subset of words of the form arwread(T ).
It would be interesting to determine if there exists an explicit partition (say, by way of a
modified insertion algorithm) that gives this Schur expansion as in the case λ is a hook.
2.7. Organization. The remainder of this paper is organized as follows. Section 3 supports
the main results above by giving examples of Corollaries 2.6 and 2.10; we also prove two
strengthenings of Corollary 2.10 and investigate a connection between noncommutative
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super Schur functions and conversion (§3.3). Section 4 fills in the missing proofs from
§2.5 and shows how the colored plactic algebra and ordinary plactic algebra are related
via standardization. Section 5 develops tableau combinatorics for the proof of the main
theorem, and Section 6 is devoted to its proof. In Section 7, we conjecture a strengthening
of the main theorem and compare it to results about LLT polynomials from [6]. Finally,
Section 8 lays out the basic theory of noncommutative super Schur functions, including two
results about when elementary functions commute.
3. Switchboards and conversion
This section supports the results of the previous section with examples, further context,
and strengthenings. We introduce certain graphs called IKron-K-switchboards and use them
to illustrate Corollaries 2.6 and 2.10 (§3.1), put the results of the previous section in the
context of similar, easier results for colored plactic algebras (§3.2), and prove two strength-
enings of Corollary 2.10, which hint at a mysterious connection between noncommutative
super Schur functions and conversion (§3.3).
3.1. IKron-K-switchboards. Here we introduce certain graphs to give an intuitive under-
standing of Corollaries 2.6 and 2.10 and to give examples of these corollaries.
Let IKron-K be the two-sided ideal of U corresponding to the relations (4), (5), (6), (7),
(8), and
xzy = zxy for x, y, z ∈ A, x < y < z, x < z↓↓, (13)
yxz = yzx for x, y, z ∈ A, x < y < z, x < z↓↓. (14)
We conjecture that Theorem 2.3 (and hence Corollary 2.6) holds with IKron-K in place of
IKron (see Conjecture 7.1). The graphs we introduce below are better suited to studying
these strengthenings than the original statements.
Definition 3.1. Let w = w1 · · ·wn and w
′ = w′1 · · ·w
′
n be two colored words of the same
length n in the alphabet A. We say that w and w′ are related by a switch in position i if
• wj = w
′
j for any j /∈ {i− 1, i, i+ 1};
• the unordered pair {wi−1wiwi+1,w
′
i−1w
′
iw
′
i+1} fits one of the following patterns:
(a) {xzy, zxy} or {yxz, yzx} for x < y < z, or
(b) {yxz, xzy} or {yzx, zxy} for x = y↓ = z↓↓, or
(c) {yyx, yxy} for y ∈ A∅, x < y, or
(d) {zyy, yzy} for y ∈ A∅, y < z, or
(e) {yyz, yzy} for y ∈ A , y < z, or
(f) {xyy, yxy} for y ∈ A , x < y.
We refer to the switches in (b) as rotation switches and the other switches as Knuth switches.
The next definition is an adaptation of the switchboards of [8] (which are based on the
D graphs of Assaf [1]) to the super setting and the ideal IKron-K.
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112 121
121 211
2
2
112 121
121 211
2˜ 2˜
Figure 1: On the left, an IKron-K-switchboard whose edges are Knuth switches; on the right,
an IKron-K-switchboard on the same vertex set whose edges are rotation switches. Knuth
(resp. rotation) switches in position i are labeled i (resp. i˜).
Definition 3.2. An IKron-K-switchboard is an edge-labeled graph Γ on a vertex set of colored
words of fixed length n in the alphabet A with edge labels from the set {2, 3, . . . , n− 1}
such that each edge labeled i corresponds to a switch in position i, and each vertex in Γ
which has exactly one <-descent in positions i− 1 and i belongs to exactly one i-edge.
Note that there can be more than one IKron-K-switchboard on a given vertex set since the
conditions in (a) and (b) of Definition 3.1 are not mutually exclusive—see Figure 1.
The IKron-K-switchboards give a convenient and intuitive understanding of the condition
that a (0, 1)-vector γ ∈ U lies in IKron-K
⊥.
Proposition 3.3. For a set of colored words W of the same length, the following are
equivalent:
•
∑
w∈W w ∈ IKron-K
⊥;
• W is the vertex set of an IKron-K-switchboard.
We omit the proof of Proposition 3.3, which is not difficult; a similar result is proved in
[7, Proposition-Definition 3.2].
Proposition 3.4. There is an IKron-K-switchboard with vertex set CYWλ,d for any partition
λ of n and d ≤ n. Moreover, there is a unique IKron-K-switchboard with this vertex set in
which every i-edge {w,w′} such that {wi−1,wi,wi+1} = {x, y, z} with x = y↓ = z↓↓ is a
rotation switch.
Proof. By Proposition 4.6,
∑
w∈CYWλ,d
w ∈ IKron
⊥ ⊂ IKron-K
⊥. Hence the first statement
follows from Proposition 3.3.
Since the set CYWλ,d is closed under shuffling barred letters past unbarred letters, if
w ∈ CYWλ,d and {wi−1wiwi+1} fits one of the patterns yxz, xzy, yzx, zxy with x = y↓ = z↓↓,
then the unique w′ such that w and w′ are related by a rotation switch in position i belongs
to CYWλ,d. The second statement follows. 
Example 3.5. Let λ = (3, 2), d = 2. The set CYWλ,d is shown in Figure 2, along with the
IKron-K-switchboard on this vertex set that is described in Proposition 3.4. This IKron-K-
switchboard gives a way to “see” that
∑
w∈CYWλ,d
w ∈ IKron-K
⊥. Since only letters ≤ 2
appear in CYWλ,d, this also implies
∑
w∈CYWλ,d
w ∈ IKron.
To compute the symmetric function F<CYWλ,d(x), i.e., the sum of quasisymmetric functions
associated to the <-descent sets of CYWλ,d, we apply Corollary 2.6, which says that the
coefficient of sν(x) in F
<
CYWλ,d
(x) is equal to the number of <-colored tableaux T of shape
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11122
11122
11212
11221
11122
11212
11221
12112
12121
12211
12121
11221
11221
11212
11221
11221
11212
12121
12112
12112
12211
12211
12121
12112
21211
21121
21112
21121
21112
21112
11212
12112
12112
12121
21112
21112
21121
21112
21121
21211
11221
12121
12211
12211
21121
21211
21211
22111
22111
22111
3˜
2
2˜
4
2˜
3
4
4
3
4
23
4
2˜
3
2˜
3˜ 4
3˜4
2
2˜
4 3
2˜2˜
3 4
3
4
2
3˜
4
4˜
2˜ 2˜
3
4˜
3
3˜4
2
2
4˜
3
3
4˜
2
2
3˜
4
Figure 2: An IKron-K-switchboard on the vertex set CYW(3,2),2. The Schur expansion of the
symmetric function F<CYW(3,2),2(x) can be read off from the outlined words; see Example 3.5.
ν such that arwread(T ) ∈ CYWλ,d. The next line gives the <-colored tableau T such that
arwread(T ) ∈ CYWλ,d, and below each tableau T is the colored word arwread(T ) (these
are the outlined words in Figure 2).
1 1 1 2
2
1 1 2 2
1
1 1 2
1 2
1 1 2
1 2
1 1 2
1
2
1 1 2
1
2
1 2 2
1
1
1 1
1 2
2
1 1
1 2
2
1 2
1
1
2
21112 11122 12112 12112 21112 21112 11122 21211 21121 21112
Hence F<CYWλ,d = 2s41 + 2s32 + 3s311 + 2s221 + s2111.
Definition 3.6. For a colored word w and shuffle order ⋖ on A, the ⋖-insertion tableau of
w, denoted P⋖(w), is defined using the usual Schensted insertion algorithm using the order
⋖ except that when a barred letter a is inserted into a row, it bumps the smallest letter
⋗ a (an unbarred letter a bumps the smallest letter ⋗ a as usual). The resulting tableau is
indeed a ⋖-colored tableau (see [4, §3] for details).
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122121 122121 121221
212121
211221
211221 211212211221
212121 212112
122211 122211
212211
212211 212121
212112221211 221121
221112221121 221112
5
2˜
4 35
4
2˜
5
3 4
3˜
5
3˜
44˜
2
5
2
3
2˜
3˜
2
5
4 3˜
2 2
3˜
4
5
45
Figure 3: The IKron-K-switchboard Γ1 from Example 3.8. As explained in the example, its
symmetric function F<Vert(Γ1) = s321 + s222 can be computed from the outlined words.
Remark 3.7. It is easy to show that a colored word w is of the form arwread(T ) for
T ∈ CT<ν if and only if w = arwread(P
<(w)). This gives a good way in practice to compute
the subset of words of the form arwread(T ) of a given set of colored words.
Example 3.8. Let λ = (3, 3), d = 2. The IKron-K-switchboard with vertex set CYWλ,d
that is described in Proposition 3.4 has four components Γ1,Γ2,Γ3,Γ4. The component Γ1
is depicted in Figure 3. It follows from Proposition 3.3 and the fact that CYWλ,d only
involves letters ≤ 2, that
∑
w∈Vert(Γi)
w ∈ IKron
⊥ ⊆ IKron-K
⊥. Hence by Corollary 2.6, the
symmetric function F<Vert(Γi)(x) is computed by finding all <-colored tableaux T such that
arwread(T ) ∈ Vert(Γi).
In the table below, we give the symmetric functions F<Vert(Γi)(x), the sets
{<-colored tableau T | arwread(T ) ∈ Vert(Γi)},
and the words arwread(T ) for each tableau T in these sets.
Γ1 Γ2 Γ3 Γ4
s321 + s222 s42 s42 + s411 s321 + s3111
1 1 2
1 2
2
1 1
1 2
2 2
1 1 1 2
2 2
1 1 2 2
1 2
1 1 2 2
1
2
1 1 2
1 2
2
1 2 2
1
1
2
212112 212211 221112 121122 211122 212112 211122
This yields an expression for F<CYWλ,d as a sum of four Schur positive expressions: F
<
CYWλ,d
=∑
i F
<
Vert(Γi)
. This shows that Corollary 2.6 is stronger than Corollary 2.10.
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3.2. Noncommutative super Schur functions in colored plactic algebras. Here we
compare Theorem 2.3 and Corollaries 2.6 and 2.10 to analogous, but easier results for
colored plactic algebras for any shuffle order (defined below).
We first extend several definitions involving the natural order (from §2.2–2.3) to an
arbitrary shuffle order on A. Throughout this subsection, fix a shuffle order ⋖ on A.
The ⋖-colored plactic algebra, denoted U/I⋖plac, is the quotient of U by the relations
xzy = zxy for x, y, z ∈ A, x⋖ y ⋖ z, (15)
yxz = yzx for x, y, z ∈ A, x⋖ y ⋖ z, (16)
yyx = yxy for x ∈ A, y ∈ A∅, x⋖ y, (17)
zyy = yzy for z ∈ A, y ∈ A∅, y ⋖ z, (18)
yyz = yzy for z ∈ A, y ∈ A , y ⋖ z, (19)
xyy = yxy for x ∈ A, y ∈ A , x⋖ y; (20)
let I⋖plac denote the corresponding two-sided ideal of U . The relations (15)–(20) are the same
as (2)–(7) with ⋖ in place of the natural order <.
Definition 3.9 (Noncommutative super Schur functions for shuffle orders). For any two
letters x, y ∈ A, write y ⋗col x to mean either y ⋗ x, or y and x are equal barred letters.
Define the following generalization of the ek(u):
e⋖k (u) =
∑
z1⋗col z2⋗col ···⋗col zk
z1,...,zk∈A
uz1uz2 · · ·uzk ∈ U
for any positive integer k; set e⋖0 (u) = 1 and e
⋖
k (u) = 0 for k < 0. Now define the
noncommutative super Schur functions J⋖ν (u) exactly as in Definition 2.1, except with
e⋖k (u) in place of ek(u).
A ⋖-colored tableau is a tableau with entries in A such that each row and column is
weakly increasing with respect to the order ⋖, while the unbarred letters in each column
and the barred letters in each row are strictly increasing. Let CT⋖ν denote the set of ⋖-
colored tableaux of shape ν.
For a ⋖-colored tableaux T , the column reading word of T , denoted colword(T ), is the
colored word obtained by concatenating the columns of T (reading each column bottom to
top), starting with the leftmost column. For example,
colword
(
1 1 3 4 6
2 3 4 4
3 3 4 5
)
= 3 2 1 3 3 1 4 4 3 5 4 4 6.
Also, for any ⋖-colored tableaux T , we define the colored word arwread(T ) exactly as in
Definition 2.2.
The next theorem is an analog of Theorem 2.3 for the ⋖-colored plactic algebra.
Theorem 3.10. For any partition ν,
J⋖ν (u) =
∑
T∈CT⋖ν
colword(T ) in U/I⋖plac.
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This theorem follows from a similar result for the ordinary plactic algebra and a stan-
dardization argument. So as not to interrupt the discussion, we postpone the proof to
§4.4.
Remark 3.11. The word colword(T ) in Theorem 3.10 can be replaced by any colored word
that has ⋖-insertion tableau T (see Definition 3.6). In particular, it can be replaced by
arwread(T ). Here we are using that ⋖-colored plactic equivalence classes are the same as
sets of colored words with a fixed ⋖-insertion tableau; this can be shown by a standardiza-
tion argument similar to that in Proposition 4.8.
Similar to Theorem 2.5, the next result is by Proposition 8.3 and Theorem 8.4 (it is also
a straightforward adaptation of the setup of [11]). Recall from Definition 2.4 the notation
F⋖γ (x) =
∑
w γwQDes⋖(w)(x) for γ =
∑
w γww, and F
⋖
W (x) =
∑
w∈W QDes⋖(w)(x) for a set of
colored words W .
Theorem 3.12. For any γ ∈ (I⋖plac)
⊥, the function F⋖γ (x) is symmetric and
F⋖γ (x) =
∑
ν
sν(x)〈J
⋖
ν (u), γ〉.
Theorems 3.12 and 3.10 and Remark 3.11 then have the following consequence, which is
an analog of Corollary 2.6 for the ideal I⋖plac.
Corollary 3.13. For any set of colored words W such that
∑
w∈W w ∈ (I
⋖
plac)
⊥,(
the coefficient of sν(x) in F
⋖
W (x)
)
=
∣∣{T ∈ CT⋖ν | arwread(T ) ∈ W}∣∣.
Corollary 3.13 can also be proven directly from the fact [13] that sν(x) = F
<
C (x) for any
ordinary Knuth equivalence class C with insertion tableau of shape ν, and a standardization
argument; however, we have presented it this way to parallel Corollary 2.6 and to give a
sense of the comparative strengths of Theorems 2.3 and 3.10.
We also have the (partial) analog of Corollary 2.10 for the ≺-colored plactic algebra.
Corollary 3.14. For any partitions λ, ν of n and d ≤ n,(
the coefficient of sν(x) in F
≺
CYWλ,d
(x)
)
=
∣∣{T ∈ CT≺ν | arwread(T ) ∈ CYWλ,d}∣∣.
Proof. This follows from Corollary 3.13 with W = CYWλ,d, provided we verify
∑
w∈W w ∈
(I≺plac)
⊥. We must check that if colored words v and w differ by a single application of one
of the relations (15)–(20), then neither or both belong to CYWλ,d. This holds in the case
when v and w differ by a relation involving three barred letters or three unbarred letters
because the set of Yamanouchi words of content λ is an ordinary Knuth equivalence class.
On the other hand, if v and w differ by a relation involving three letters not all barred nor
all unbarred, then the smallest letter (for ≺) must be unbarred and the largest must be
barred, hence swapping these two letters preserves the property of being in CYWλ,d. 
Note that the order ≺ is important here since it is not always true that
∑
w∈CYWλ,d
w ∈
(I⋖plac)
⊥ for shuffle orders ⋖ other than ≺ (see the discussion after Corollary 2.10).
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3.3. Conversion. Conversion is an operation on colored tableaux that gives a bijection
between the sets CT<ν and CT
≺
ν (see Definition 3.17 below). We first state a strengthening
of Corollary 2.10 and then relate this to conversion. We believe that the results here are the
first glimpses of a deep connection between conversion and the J⋖ν (u) for different orders
⋖.
A set of colored words W is shuffle closed if for every w ∈ W , any word obtained from w
by swapping a barred letter with an adjacent unbarred letter also lies in W .
Corollary 3.15. For any shuffle closed set of colored wordsW such that
∑
w∈W w ∈ (IKron)
⊥,
there holds ∣∣{T ∈ CT<ν | arwread(T ) ∈ W}∣∣ (21)
= the coefficient of sν(x) in F
<
W (x) (22)
= the coefficient of sν(x) in F
≺
W (x) (23)
=
∣∣{T ∈ CT≺ν | arwread(T ) ∈ W}∣∣. (24)
Remark 3.16. Here is a useful way to rephrase the condition on W in Corollary 3.15.
Let U/J be the quotient of U by the relations (4)–(7), (9), and
xz = zx, x ∈ A∅, z ∈ A . (25)
(We do not require x < z in (25).) Note that U/J is a monoid algebra and J is homogeneous,
hence the space J⊥ has Z-basis given by
∑
w∈C w, as C ranges over equivalence classes of
colored words modulo J . It is easy to show that(
W is shuffle closed and
∑
w∈W w ∈ (IKron)
⊥
)
⇐⇒ W is a union of equivalence classes mod J .
Proof of Corollary 3.15. First note that by Remark 3.16 and the fact I≺plac ⊆ J , it follows
that
∑
w∈W w ∈ (I
≺
plac)
⊥ as well. Hence the third equality in the statement is by Corol-
lary 3.13. The first equality is by Corollary 2.6 and the second is by Proposition 4.5. 
In light of Corollary 3.15, it is natural to conjecture that the sets of tableaux appearing
in (21) and (24) can be obtained from each other by conversion. Theorem 3.18 shows that
this is indeed the case; this is a generalization of [21, Lemma 3.1] (which is Corollary 2.10)
and its proof uses conversion and is similar to that of [21, Lemma 3.1]. We do not know how
to prove this using noncommutative super Schur function machinery since this machinery
does not easily lend itself to bijective results. We suspect that there is something deeper
lurking here that would connect the J⋖ν (u) for different orders ⋖ (considered in different
algebras depending on ⋖) via something like conversion.
Definition 3.17 (Conversion). Suppose ⋖ and ⋖′ are shuffle orders on A that are identical
except for the order of b and a, say b⋖a but a⋖′b. Then there is a natural bijection between
⋖-colored tableaux and ⋖′-colored tableaux via a process called conversion, introduced by
Haiman [15] (see also [3], [21, §2.3], [5, §2.6]).
Let T⋖ be a ⋖-colored tableau, so that the boxes containing b or a form a ribbon. For
each component of the ribbon, there is a unique way to refill it with the same number of
b’s and a’s in a way that is compatible with a⋖′ b. (If the northeast corner contains b, then
shift each b to the bottom of its column; if the northeast corner contains a, shift each b
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b b a
a
b a
b b
a
b a
a
−→
a b b
a
a b
a b
a
a b
b
Figure 4: Conversion from b⋖a to a⋖′ b. The ribbon above has two connected components
with six boxes each.
once to the right within its row. See Figure 4.) Replacing each component in this manner
yields a ⋖′-colored tableau denoted T⋖(⋖→ ⋖
′).
Given any two shuffle orders ⋖ and ⋖′ on A, one can be obtained from the other by
repeatedly swapping the order of a consecutive unbarred letter and barred letter. Therefore,
one can iterate the process above to convert any ⋖-colored tableau T⋖ to a ⋖
′-colored
tableau denoted T⋖(⋖→ ⋖
′). The resulting tableau is well defined, i.e., it does not depend
on the sequence of swaps used to go from ⋖ to ⋖′ (see [3]).
Theorem 3.18. Suppose that a set of colored words W is shuffle closed and satisfies∑
w∈W w ∈ (IKron)
⊥. Let CT≺ν (W ) and CT
<
ν (W ) denote the sets of colored tableaux
{T ∈ CT≺ν | arwread(T ) ∈ W} and {T ∈ CT
<
ν | arwread(T ) ∈ W}, respectively. Then
{T (≺→<) | T ∈ CT≺ν (W )} = CT
<
ν (W ). (26)
Proof. Throughout the proof, we write f ≡ g to mean that f and g are congruent modulo
IKron (for f, g ∈ U).
Fix some T ∈ CT≺ν (W ), and for any shuffle order ⋖ on A, let w
⋖ = arwread(T (≺→ ⋖)).
Let w⋖
∅
(resp. w⋖) be the subsequence of w⋖ consisting of the unbarred (resp. barred)
letters of w⋖. We need to show that w< lies in W . Since W is shuffle closed, we can instead
show w<∅w
< ∈ W , and we know that w≺∅w
≺ ∈ W . Hence the result follows if we show
w≺
∅
≡ w<
∅
and w≺ ≡ w<. We prove the first congruence below; the other is similar.
We can convert from ≺ to < by swapping the order of 1 with N,N − 1, . . . , 2, then swap-
ping 2 with N,N − 1, . . . , 3, and so forth. Each step performs a switch between consecutive
letters of the form
· · ·⋖ b− 1⋖ b⋖ a⋖ b+ 1⋖ · · · → · · ·⋖′ b− 1⋖′ a⋖′ b⋖′ b+ 1⋖′ · · · .
Denote by di the decreasing word consisting of the unbarred letters in the i-th diagonal of
T (≺→ ⋖), along with b (if it does not already appear); denote by dˆi the word obtained
from di by removing b. Thus w⋖∅ and w
⋖′
∅ are products over all i of either d
i or dˆi. An
easy calculation shows that since di contains b and is decreasing, b and di commute in the
(ordinary) plactic algebra (defined in §4.4); hence they commute in U/IKron as well.
In the conversion of T (≺→ ⋖) to T (≺→ ⋖′), first consider the occurrences of b that get
shifted one box to the right. We can handle such b one row at a time from top to bottom,
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and each step looks as follows:
b b b b a −−→ a b b b b
We need to show that didi+1 · · · dj−1dˆj ≡ dˆidi+1 · · · dj−1dj, where the boxes shown above lie
in diagonals i through j. Since the b appearing in di is the leftmost b in its row, di cannot
contain b− 1, so the far commutation relations (9) imply di ≡ dˆib. Similarly, dj cannot
contain b+ 1, so dj ≡ bdˆj. Thus
didi+1 · · · dj−1dˆj ≡ dˆibdi+1 · · · dj−1dˆj ≡ dˆidi+1 · · · dj−1bdˆj ≡ dˆidi+1 · · · dj−1dj .
Now consider, in the conversion of T (≺→ ⋖) to T (≺→ ⋖′), the occurrences of b that
get shifted down. If we handle such b one at a time from top to bottom, then each step
looks as follows:
b b b b b
a
..
.
a
b b b b a
−−→
a b b b b
a
..
.
a
b b b b b
Let i ≤ j < k ≤ l be the indices such that the boxes shown above lie in diagonals i through
l, and j and k are the diagonals of the boxes whose entries change upon conversion. We
need to show that
di · · · dj−1dˆj · · · dˆk−1dk · · · dℓ ≡ di · · · dj dˆj+1 · · · dˆkdk+1 · · · dℓ.
As in the previous case, di ≡ dˆib, dj ≡ bdˆj, dk ≡ dˆkb, and dℓ ≡ bdˆℓ. Moreover, the diagonals
j+1, . . . , k−1 cannot contain b− 1 or b+ 1, so b commutes with dˆj+1, . . . , dˆk−1 in U/IKron.
Thus, assuming i < j < k < l (the other cases are similar and easier), we have
di · · · dj−1dˆj · · · dˆk−1dk · · ·dℓ ≡ dˆibdi+1 · · · dj−1dˆj · · · dˆk−1dk · · · dℓ−1bdˆℓ
≡ dˆidi+1 · · · dj−1bdˆj · · · dˆk−1bdk · · · dℓ−1dˆℓ
≡ dˆidi+1 · · · dj−1dj dˆj+1 · · · dˆk−1bdˆkbdk+1 · · · dℓ−1dˆℓ
≡ dˆibdi+1 · · · dj dˆj+1 · · · dˆkdk+1 · · · dℓ−1bdˆℓ
≡ di · · · dj dˆj+1 · · · dˆkdk+1 · · · dℓ,
as desired. 
Example 3.19. As mentioned above, Theorem 3.18 is a generalization of Corollary 2.10;
this is clear since the sets CYWλ,d are shuffle closed and satisfy
∑
w∈CYWλ,d
w ∈ IKron
⊥
(Proposition 4.6). To see that Theorem 3.18 is indeed an interesting generalization, consider
the set CYW(3,2),2 depicted in Figure 2. The subset W of colored words in the first column
is shuffle closed and satisfies
∑
w∈W w ∈ IKron
⊥; the same goes for the colored words in the
second and third columns, as well as the colored words in the fourth and fifth columns.
None of these subsets is of the form CYWλ,d.
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4. Some proofs
We now fill in the proofs of Proposition 2.8, Proposition 2.9, Corollary 2.10, and Theorem
3.10 in §4.1, §4.2, §4.3, and §4.4, respectively. The only genuinely new content here is the
word conversion trick used to prove Proposition 2.9.
4.1. Proof of Proposition 2.8. Let T be a ≺-colored tableau and let T∅ (resp. T ) denote
the subtableau of unbarred (resp. barred) letters of T ; let T ∗ denote the transpose of T
with all bars removed. Define T brgt to be the SSYT obtained by placing T ∗ above and to
the right of T∅ and then performing jeu de taquin slides to obtain a straight-shape tableau.
For example,
if T =
1 1 2 2
2 1
3 2
1
, then T∅ =
1 1 2
2
3
, T ∗ =
1
1 2
2
, and T brgt =
1 1 1 1 2
2 2 2
3
.
Recall that a colored word is Yamanouchi if wbrgt is Yamanouchi, where wbrgt is the
ordinary word formed from w by shuffling the barred letters to the right, reversing this
subword of barred letters and removing their bars.
Proposition 4.1. For a ≺-colored tableau T , the following are equivalent:
• arwread(T ) is Yamanouchi,
• T brgt is superstandard.
If these conditions hold, we say that T is a ≺-colored Yamanouchi tableau.
Proof. The ordinary word arwread(T )brgt consists of a reading word of T∅ followed by a
reading word of T ∗. Hence the insertion tableau of arwread(T )brgt is T brgt. Since an
ordinary word is Yamanouchi if and only if it has superstandard insertion tableau, the
result follows. 
Let CYT≺λ,d(ν) denote the set of ≺-colored Yamanouchi tableau of shape ν having d
barred letters and such that T brgt has content λ.
Proof of Proposition 2.8. By an easy modification of [5, Proposition 3.1] to the conventions
of this paper, we obtain the first equality below:
gλµ(d) ν + gλµ(d−1) ν =
∣∣CYT≺λ,d(ν)∣∣ = ∣∣{T ∈ CT≺ν | arwread(T ) ∈ CYWλ,d}∣∣.
The second equality is by Proposition 4.1. Combined with Corollary 3.14, this proves
gλµ(d) ν + gλµ(d−1) ν =
(
the coefficient of sν(x) in F
≺
CYWλ,d
(x)
)
,
as desired. 
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4.2. Word conversion. Here we prove Proposition 2.9 using an operator called word
conversion.
Definition 4.2 (Word conversion). Let ⋖ and ⋖′ be two shuffle orders on A that are
identical except for the order of a and b, say b ⋖ a and a ⋖′ b for some a, b ∈ [N ]. For a
colored word w = w1 · · ·wt consisting of a’s and b’s, define w(⋖ → ⋖
′) to be the result of
cyclically rotating w once to the right, i.e.
w(⋖→ ⋖′) := wtw1w2 · · ·wt−1.
In general, for any colored word w, w(⋖→ ⋖′) fixes the subword consisting of letters that
are not a or b and rotates each subword consisting of a’s and b’s once to the right.
Example 4.3. Let N = 3 and let ≺ and ≺′ be the following two shuffle orders on A
1 ≺ 2 ≺ 3 ≺ 1 ≺ 2 ≺ 3
1 ≺′ 2 ≺′ 1 ≺′ 3 ≺′ 2 ≺′ 3.
Below are two examples of colored words and the result obtained by applying the word
conversion operator.
w 113311131
w(≺→≺′) 111331113
v 331131322113
v(≺→≺′) 333113122131
Word conversion is defined essentially to make the following property true. Its proof is
straightforward.
Lemma 4.4. Word conversion respects descent sets in the following sense:
Des⋖′(w(⋖→ ⋖
′)) = Des⋖(w), (27)
for shuffle orders ⋖ and ⋖′ on A as in Definition 4.2.
Recall that a set of colored words W is shuffle closed if for every w ∈ W , any word
obtained from w by swapping a barred letter with an adjacent unbarred letter also lies in
W . Proposition 2.9 is a consequence of the following more general result.
Proposition 4.5. For any shuffle closed set of colored words W , F≺W (x) = F
<
W (x).
Proof. Let ⋖ and ⋖′ be two shuffle orders on A that differ by swapping a single covering
relation (as in Definition 4.2). The word conversion operator w 7→ w(⋖ → ⋖′) is an
involution on colored words. In fact, it is an involution on any shuffle closed set. Together
with Lemma 4.4, this yields
F≺W (x) =
∑
w∈W
QDes
⋖′ (w)
(x) =
∑
w∈W
QDes⋖(w)(x) = F
<
W (x).
Applying this repeatedly, converting from the big bar order ≺ to the natural order < by
swapping one covering relation at a time, gives the result. 
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4.3. Proof of Corollary 2.10. Aside from the proof of the main theorem (Theorem 2.3),
the following fact is all that remains to prove Corollary 2.10.
Proposition 4.6. There holds
∑
w∈CYWλ,d
w ∈ IKron
⊥.
Proof. Recall Remark 3.16 and let J be as in the remark. It suffices to show that CYWλ,d
is a union of equivalence classes modulo J . This amounts to showing that if w and w′ differ
by a single application of one of the relations (4)–(7), (9), (25), then w ∈ CYWλ,d ⇐⇒
w′ ∈ CYWλ,d. Since CYWλ,d is shuffle closed, the necessary result holds for w and w
′ that
differ by (25) or by (4)–(7), (9) in the case that exactly one of the two letters involved is
barred. Since Knuth transformations preserve whether an ordinary word is Yamanouchi,
the necessary result holds if w and w′ differ by (4)–(7) and the two letters are both barred
or both unbarred. Finally, an ordinary word’s being Yamanouchi is unchanged by swapping
two adjacent letters that differ by more than 1, which handles the case that w and w′ differ
by (9) and the two letters involved are both barred or both unbarred. 
4.4. Standardization. We fill in the details of the standardization argument needed to
prove Theorem 3.10. This material will also be used in §7.2.
In our discussion of standardization, we will work with the alphabet of unbarred letters
and the ordinary plactic algebra. Let U∅ denote the subalgebra of U generated by ua for
a ∈ A∅. Let U∅/I
∅
plac be the plactic algebra, the quotient of U∅ by the plactic relations
acb = cab for a, b, c ∈ A∅, a < b < c, (28)
bac = bca for a, b, c ∈ A∅, a < b < c, (29)
bba = bab for a, b ∈ A∅, a < b, (30)
cbb = bcb for b, c ∈ A∅, b < c. (31)
Equivalence classes of ordinary words modulo I∅plac are known as Knuth equivalence classes.
The equivalence classes of colored words modulo I⋖plac we call ⋖-colored plactic equivalence
classes.
For a colored word w, the colored content of w is the pair of weak compositions β =
(β∅, β ) such that β∅a is the number of a’s in w and βa is the number of a’s in w for all a ∈ [N ].
For example, if N = 3, then the colored content of w = 21213121 is ((2, 2, 0), (2, 1, 1)). For
a colored word w of colored content β = (β∅, β ), we set |β| =
∑N
a=1(β
∅
a + βa). For a
⋖-colored tableau T , the colored content of T is the colored content of colword(T ).
The relations of U/I⋖plac are colored content-preserving, so there is a Z-module decompo-
sition U/I⋖plac
∼=
⊕
β(U/I
⋖
plac)β, where (U/I
⋖
plac)β denotes the Z-span of the colored words of
colored content β in the algebra U/I⋖plac.
Definition 4.7 (Standardization). For a colored word w, the ⋖-standardization of w, de-
noted wst
⋖
, is the permutation obtained from w by first relabeling, from left to right (resp.
right to left), the occurrences of the smallest (for ⋖) letter in w by 1, . . . , k if this letter is
unbarred (resp. barred), then relabeling the occurrences of the next smallest letter of w by
k + 1, . . . , k + k′, and so on.
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The standardization of a ⋖-colored tableau T , denoted T st
⋖
, is defined as for colored
words, except that barred letters are relabeled from top to bottom and unbarred letters
from left to right.
For a colored content β, define the set of permutations
S(β) :=
{
wst
⋖
| w has colored content β
}
. (32)
There is a bijection{
colored words of colored content β
} ∼=
−→ S(β), w 7→ wst
⋖
. (33)
Also, it is well known that
the set S(β) is a union of Knuth equivalence classes. (34)
The colored plactic relations and the plactic relations are compatible with standardization
in the following sense:
Proposition 4.8. For every colored content β, the standardization map defines a Z-module
isomorphism
(U/I⋖plac)β
∼=
−→ (U∅/I
∅
plac)[β], w 7→ w
st⋖, (35)
where (U∅/I
∅
plac)[β] denotes the Z-submodule of U∅/I
∅
plac spanned by the words S(β).
Proof. Fix a colored content β. It is straightforward to check that if two colored words differ
by a single application of one of the relations (15)–(20), then their ⋖-standardizations differ
by a single application of one of the relations (28), (29); also, if two permutations differ by
a single application of one of the relations (28), (29), then either they both do not belong
to S(β), or they both belong to S(β) and the inverse of the bijection (33) takes these words
to two colored words that differ by a single application of one of the relations (15)–(20).
Hence the ⋖-standardization of a ⋖-colored plactic equivalence class is an (ordinary) Knuth
equivalence class, and under this correspondence, the ⋖-colored plactic equivalence classes
of content β are in bijection with the Knuth equivalence classes that partition S(β). The
result follows. 
Let SSYTν denote the set of semistandard Young tableaux (SSYT) of shape ν (entries in
the alphabet A∅). We need the following fact relating standardization to colored tableaux.
Proposition 4.9. The standardization map w 7→ wst
⋖
defines a bijection{
colword(T ) | T ∈ CT⋖ν , T has colored content β
}
∼=
−→
{
colword(T ) | T ∈ SSYTν , colword(T ) ∈ S(β)
}
.
Proof. It is clear that colword(T )st
⋖
= colword(T st
⋖
) and T st
⋖
∈ SSYTν for any T ∈ CT
⋖
ν ,
hence the bijection (33) restricts to a map between the given sets. The inverse of (33) is
computed on some colword(T ) ∈ S(β) by relabeling some of its decreasing subsequences
with barred letters and some of its increasing subsequences with unbarred letters to obtain
the colored word w (colword(T ) = wst
⋖
); since the columns (resp. rows) of T correspond to
decreasing (resp. increasing) subsequences of colword(T ), it follows that w is the column
reading word of a ⋖-colored tableau. The result follows. 
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We need to recall the following definitions from [11].
Definition 4.10. The noncommutative elementary symmetric functions are given by
e∅k =
∑
a1≥a2≥···≥ak
a1,...,ak∈A∅
ua1ua2 · · ·uak ∈ U∅
for any positive integer k; set e∅0 = 1 and e
∅
k = 0 for k < 0. Now define the noncommutative
Schur functions J∅ν exactly as in Definition 2.1, except with e
∅
k in place of ek(u).
Our proof Theorem 3.10 is based on the following consequence of [11, Lemma 3.2].
Theorem 4.11 ([11]). For any partition ν,
J∅ν =
∑
T∈SSYTν
colword(T ) in U∅/I
∅
plac.
Proof of Theorem 3.10. Consider J∅ν as an element of U∅, written as the signed sum of
words obtained by expanding the sum of products of e∅k ’s in its definition. Let J
∅
ν [β] denote
the result of restricting this signed sum to the permutations S(β) (defined in (32)). It
follows from (34) that the image of J∅ν [β] in U∅/I
∅
plac depends only on the image of J
∅
ν in
U∅/I
∅
plac. Moreover, fact (34) and Theorem 4.11 yield
J∅ν [β] =
∑
T∈SSYTν
colword(T ) ∈ S(β)
colword(T ) in U∅/I
∅
plac. (36)
By the decomposition U/I⋖plac
∼=
⊕
β(U/I
⋖
plac)β, we can write the noncommutative super
Schur function J⋖ν (u) uniquely as a sum J
⋖
ν (u) =
∑
β(J
⋖
ν (u))β, for (J
⋖
ν (u))β ∈ (U/I
⋖
plac)β.
Now note that a concatenation of colored words of the form z1 · · · zt, z1⋗col z2⋗col · · ·⋗col zt,
standardizes to a word that is a concatenation of strictly decreasing (ordinary) words. Using
this, one checks that the isomorphism (35) takes (J⋖ν (u))β to J
∅
ν [β]. Applying the inverse
of this isomorphism to both sides of (36) yields (by Proposition 4.9)
(J⋖ν (u))β =
∑
T∈CT⋖ν
T has colored content β
colword(T ) in U/I⋖plac.
Summing over β, the theorem follows. 
5. Reading words for Jν(u) in U/IKron
Here we introduce new kinds of tableaux and reading words that arose naturally in our
discovery of a monomial positive expression for Jν(u) in U/IKron. The main new feature
of these objects is that they involve posets obtained from posets of diagrams by adding a
small number of covering relations. This section has much in common with [6, §3], but
there are also important differences.
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5.1. Diagrams and tableaux. A diagram or shape is a finite subset of Z≥1 × Z≥1. A
diagram is drawn as a set of boxes in the plane with the English (matrix-style) convention
so that row (resp. column) labels start with 1 and increase from north to south (resp. west
to east).
A partition λ of n is a weakly decreasing sequence (λ1, . . . , λl) of nonnegative integers
that sum to n. The shape of λ is the subset {(r, c) | r ∈ [l], c ∈ [λr]} of Z≥1 × Z≥1. Write
µ ⊆ λ if the shape of µ is contained in the shape of λ. If µ ⊆ λ, then λ/µ denotes the skew
shape obtained by removing the boxes of µ from the shape of λ. The conjugate partition λ′
of λ is the partition whose shape is the transpose of the shape of λ.
We will make use of the following partial orders on Z≥1 × Z≥1:
(r, c) ≤ց (r
′, c′) whenever r ≤ r′ and c ≤ c′,
(r, c) ≤ր (r
′, c′) whenever r ≥ r′ and c ≤ c′.
It will occasionally be useful to think of diagrams as posets for the order <ց or <ր.
Let θ be a diagram. A tableau of shape θ is the diagram θ together with a colored letter
(an element of A) in each of its boxes. The size of a tableau T , denoted |T |, is the number
of boxes of T , and sh(T ) denotes the shape of T . For a tableau T and a set of boxes S such
that S ⊆ sh(T ), TS denotes the subtableau of T obtained by restricting T to the diagram S.
If β is a box of T , then Tβ denotes the entry of T in β. When it is clear, we will occasionally
identify a tableau entry with the box containing it.
If T is a tableau, x ∈ A a colored letter, and β = (r, c) is a box not belonging to sh(T ),
then T ⊔ x r,c denotes the result of adding the box β to T and filling it with x.
5.2. Restricted shapes and restricted colored tableaux.
Definition 5.1. A restricted shape is a lower order ideal of a partition diagram for the order
<ր. We will typically specify a restricted shape as follows: for any weak composition α =
(α1, . . . , αl), let α
′ denote the diagram {(r, c) | c ∈ [l], r ∈ [αc]}. Now let λ = (λ1, . . . , λl)
be a partition and α = (α1, . . . , αl) a weak composition such that 0 ≤ α1 ≤ · · · ≤ αj′,
α1 < λ1, α2 < λ2, . . . , αj′ < λj′, and αj′+1 = λj′+1, . . . , αl = λl for some j
′ ∈ {0, 1, . . . , l}.
Then the set difference of λ′ by α′, denoted λ′ \ α′, is a restricted shape and any restricted
shape can be written in this way.
Note that, just as for skew shapes, different pairs λ, α may define the same restricted
shape λ′ \ α′. An example of a restricted shape is
(655444221)′ \ (012223221)′ = .
Definition 5.2. A restricted tableau is a tableau whose shape is a restricted shape. A
restricted colored tableau (RCT) is a restricted tableau such that each row and column is
weakly increasing with respect to the natural order <, while the unbarred letters in each
column and the barred letters in each row are strictly increasing.
Hence a restricted colored tableau of partition shape is the same as a <-colored tableau
(defined in §2.3).
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For example,
1
2 2
2 3 3 3 3
3 3 4 4 4 4
3 4 5
3
is an RCT of shape (655444)′ \ (012223)′.
Recall that x ≤col y means that x < y or x and y are equal barred letters. We write
x ≤row y to mean that x < y or x and y are equal unbarred letters. Hence the condition
for a restricted tableau to be a restricted colored tableau is exactly that if the entry x lies
immediately west of y, then x ≤row y, and if the entry x lies immediately north of y, then
x ≤col y. Be aware that ≤col and ≤row are not partial orders.
The following basic fact will be used frequently in the proof of Theorem 2.3.
Proposition 5.3. If x ≤col y ≤row z, then x < z and (x = a is unbarred =⇒ z ≥ a+ 1)
and (z = a+ 1 is barred =⇒ x ≤ a). In particular, if d1, d2, . . . , dt is the diagonal of an
RCT read in the ց direction, then di < di+1 and (di = a is unbarred =⇒ di+1 ≥ a+ 1)
and (di+1 = a + 1 is barred =⇒ di ≤ a).
5.3. Arrow respecting reading words.
Definition 5.4. An arrow subtableau S of an RCT R is a subtableau of R such that sh(S)
is the intersection of sh(R) with a rectangular shape, and S is of the form
❅■
a x
y a+1
❅■
a
y a+1
❩
❩
❩
❩
❩
❩
❩
❩❩⑥
a
y2
y3
..
.
yr x2 x3 . . . xc−1 a+1
❅❘
a y
x a+1
❅❘
a
x a+1
❩
❩
❩
❩
❩
❩
❩
❩❩⑦
a
y2
y3
..
.
yr x2 x3 . . . xc−1 a+1
where x, y, x2, . . . , xc−1, y2, . . . , yr ∈ A and a ∈ [N − 1]; also, r > 2, c ≥ 2 in the third
tableau and r ≥ 2, c > 2 in the last tableau. The first three of these are called տ arrow
subtableaux and the last three are ց arrow subtableaux. Also, an arrow of R is a directed
edge between the two boxes of an arrow subtableau, as indicated in the picture; we think
of the arrows of R as the edges of a directed graph with vertex set the boxes of R.
Definition 5.5. A reading word of a tableau R is a colored word w consisting of the entries
of R such that for any two boxes β and β ′ of R such that β <ր β
′, Rβ appears to the left
of Rβ′ in w.
An arrow respecting reading word w of an RCT R is a reading word of R such that for
each arrow of R, the tail of the arrow appears to the left of the head of the arrow in w.
There is no reason to prefer one arrow respecting reading word over another (see Theorem
5.10), but it is useful to have notation for one such word. The definition of the colored word
arwread(T ) (Definition 2.2) extends verbatim to the case T is an RCT. Though arwread(T )
is not an arrow respecting reading word of T in general, it is in the case T has partition
shape and in all cases encountered in the proof of Theorem 2.3 (see Remark 6.7 (b)).
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Remark 5.6. Suppose S is the intersection of an RCT R with a rectangular subtableau
such that (1) the northwesternmost box of S is a (a ∈ [N − 1]), (2) the southeasternmost
box of S is a + 1, and (3) the rectangular subtableau has more than two rows. Then S
has the form of the third tableau in Definition 5.4 because if not, there would be a box β
immediately north of the box containing x2 and a = yr−1 ≤row Rβ ≤col x2 = a+ 1 yields a
contradiction. Note that this also shows that if an RCT R contains an S satisfying (1)–(3),
then R cannot be completed to a <-colored tableau. (However, such tableaux still need to
be considered in intermediate stages in the proofs of Theorems 5.10 and 2.3.)
Similarly, suppose S is the intersection of an RCT R with a rectangular subtableau such
that (1′) the northwesternmost box of S is a, (2′) the southeasternmost box of S is a+ 1,
and (3′) the rectangular subtableau has more than two columns. Then S has the form of
the last tableau in Definition 5.4. Just as above, it is also the case that if an RCT contains
an S satisfying (1′)–(3′), then it cannot be completed to a <-colored tableau.
Also note that a given box is the tail of at most one arrow, but a single box can be the
head of more than one arrow.
Example 5.7. Here is an RCT drawn with its arrows:
R =
❅❘
1
❅■
2 PPPPPq
2
❅❘
2
❅■
3
❅■
3
❅■
3
❅❘
3
❅■
3 3 4 4 4 4
3 4 5
3
Of the following three reading words of R, the first two are arrow respecting, but the last
is not.
arwread(R) = 3 3 4 3 5 2 3 4 3 2 4 31 2 4 3 3 4 (arrow respecting)
3 3 4 3 5 2 3 4 3 4 3 21 2 4 3 3 4 (arrow respecting)
3 3 4 3 5 2 3 3 2 1 2 4 4 3 4 33 4 (not arrow respecting)
A ր-maximal box of a diagram is a box that is maximal for the order <ր. A nontail
removable box of an RCT R is a ր-maximal box of R that is not the tail of an arrow
of R. The last letter of an arrow respecting reading word of R must lie in a nontail
removable box of R. For example, the ր-maximal boxes of the R in Example 5.7 are
(1, 1), (2, 2), (3, 5), (4, 6), which contain the entries 1, 2, 3, 4, respectively. The RCT R has
only the single nontail removable box (4, 6).
5.4. Arrow respecting reading words in U/IKron. We assemble some basic results about
arrow respecting reading words and the images of these words in U/IKron. These are needed
for the proof of Theorem 2.3.
Lemma 5.8. Every RCT has a nontail removable box.
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Proof. Consider the ր-maximal boxes of an RCT R. The northernmost such box containing
an unbarred letter (if it exists) is a nontail removable box, and the southernmost such box
containing a barred letter (if it exists) is a nontail removable box. Hence R contains a
nontail removable box. 
Corollary 5.9. If β is a nontail removable box of an RCT R, then there is an arrow
respecting reading word of R that ends in Rβ.
Proof. This follows by induction on |R| using Lemma 5.8. 
The next result gives a natural way to associate an element of U/IKron to any RCT.
Theorem 5.10. Any two arrow respecting reading words of an RCT are equal in U/IKron.
Proof. Throughout the proof, we write f ≡ g to mean that f and g are congruent modulo
IKron (for f, g ∈ U).
Let R be an RCT and let RR denote the graph with vertex set the arrow respecting read-
ing words of R and an edge between any two such words that differ by a single application
of one of the relations (9), (4), (6). We prove that RR is connected by induction on |R|. Let
β1, . . . , βt denote the nontail removable boxes of R, labeled so that β1 <ց β2 <ց · · · <ց βt
(t ≥ 1 by Lemma 5.8). By induction, each RR−βi is connected. Hence the induced sub-
graph of RR with vertex set consisting of those words that end by reading the box βi,
call it RR−βiRβi, is connected. Let H be the graph (with t vertices) obtained from RR by
contracting the subgraphs RR−βiRβi. We must show that H is connected.
To prove that H is connected, we will show that there is an edge between vertices i and
i+ 1 of H for each i. It follows from Proposition 5.3 that Rβi < Rβi+1↓. We first consider
the case Rβi < Rβi+1↓↓. Let w be an arrow respecting reading word of R− βi− βi+1. Then
wRβiRβi+1 ≡ wRβi+1Rβi by the far commutation relations (9), hence there is an edge between
vertices i and i+ 1 of H .
Next consider the case Rβi = a, Rβi+1 = a+ 1 for some a ∈ [N − 1]. By Proposition 5.3,
βi and βi+1 are consecutive ր-maximal boxes of R i.e. there is no ր-maximal box β of R
such that βi <ց β <ց βi+1. Let S be the subtableau of R consisting of the boxes ≥ց βi and
≤ց βi+1. Since there is no arrow from βi+1 to βi and βi and βi+1 are ր-maximal boxes of R,
by Definition 5.4 the only possibility is that S has shape
· · ·
(S has 2 rows and more
than 2 columns). Let R′ = R−βi−βi+1 and let β denote the box immediately west of βi+1.
By the strictness conventions of RCT, we must have Rβ = a+ 1. We next claim that β is
not an arrow tail in R′ (there could be an arrow from β to βi in R). By the forms of the
first three arrow subtableaux in Definition 5.4 and since βi /∈ R
′, if there is an arrow from
β to some β ′ in R′, then β ′ must be strictly north of βi; but this implies Rβ′ ≤col Rβi = a,
so there cannot be an arrow from β to β ′ in R′. Corollary 5.9 then implies that there is an
arrow respecting reading word of R′ that ends in Rβ; let w
′Rβ be one such word. Hence the
congruence
w′RβRβiRβi+1 = w
′(a+ 1)a(a+ 1) ≡ w′(a+ 1)(a+ 1)a = w′RβRβi+1Rβi
obtained by applying the relation (4) exhibits an edge between vertices i and i + 1 of H .
The case Rβi = a, Rβi+1 = a+ 1 is handled in a similar way. 
26 JONAH BLASIAK AND RICKY INI LIU
6. Proof of Theorem 2.3
Here we prove Theorem 2.3 by an inductive computation that involves flagged versions of
the noncommutative super Schur functions. Lemma 6.4 is the key computation in the alge-
bra U/IKron that makes the proof possible and is the main cause for the words arwread(T )
appearing in the statement of the theorem. This section has much in common with [6,
§4.3], but there are also important differences.
Here is some notation we will use throughout this section: for f, g ∈ U , we write f ≡ g
to mean that f and g are congruent modulo IKron. We will work with the poset {0} ⊔ A
which extends the natural order < on A and where 0 < x for all x ∈ A. The notation x↓
was introduced in (1); we recall this and introduce the similar notation x⇃. For any x ∈ A,
define
x↓ =
{
a− 1 if x = a, a ∈ [N ],
a if x = a, a ∈ [N ].
x⇃ =
{
a− 1 if x = a, a ∈ [N ],
a if x = a, a ∈ [N ].
6.1. Noncommutative column-flagged super Schur functions. Here we introduce a
flagged generalization of the noncommutative super Schur functions. This will be important
for our inductive computation of Jν(u) in the proof of Theorem 2.3.
For any subset S ⊆ A and positive integer k, there is a natural generalization of the
functions ek(u) given by
ek(S) =
∑
z1≥col z2≥col ···≥col zk
z1,...,zk∈S
uz1uz2 · · ·uzk ∈ U ;
set e0(S) = 1 and ek(S) = 0 for k < 0. By the proof of Proposition 8.1, ek(S)el(S) =
el(S)ek(S) in U/IKron-K (and therefore in U/IKron) for all k and l.
For x ∈ {0} ⊔ A, define A≤x = {y ∈ A | y ≤ x} (thus A≤0 = {}). Given a weak com-
position α = (α1, . . . , αl) and elements n1, n2, . . . , nl ∈ {0}⊔A, define the noncommutative
column-flagged super Schur function by
Jα(n1, n2, . . . , nl) :=
∑
π∈Sl
sgn(pi) eα1+π(1)−1(A≤n1)eα2+π(2)−2(A≤n2) · · · eαl+π(l)−l(A≤nl) ∈ U .
(37)
We also use the shorthand
Jnα = Jα(n1, . . . , nl),
where n is the l-tuple (n1, . . . , nl). These functions are related to the Jν(u) of Definition 2.1
by Jν(u) = J
N N ···N
ν′ .
For colored words w1, . . . ,wl−1 ∈ U , we will also make use of the augmented noncommu-
tative column-flagged super Schur functions, given by
Jα(n1 : w
1 :n2 : w
2 : · · · : wl−1 :nl)
:=
∑
π∈Sl
sgn(pi) eα1+π(1)−1(A≤n1)w
1eα2+π(2)−2(A≤n2)w
2 · · ·wl−1eαl+π(l)−l(A≤nl) ∈ U .
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If w1,w2, . . . ,wj−1,wj+1, . . . ,wl−1 are empty and w = wj, we also use the shorthand
Jnα (j
w) = Jα(n1 : w
1 :n2 : w
2 : · · · : wl−1 :nl).
Note that because the noncommutative super elementary symmetric functions commute
in U/IKron,
Jnα ≡ −J
n
α1,...,αj−1,αj+1−1,αj+1,...,αl
whenever nj = nj+1. (38)
In particular,
Jnα ≡ 0 whenever αj = αj+1 − 1 and nj = nj+1. (39)
More generally, (38) and (39) hold for the augmented case provided wj is empty.
We will make frequent use of the following fact (keeping in mind A≤0 = {}):
ek(A≤x) = xek−1(A≤x⇃) + ek(A≤x↓) for x ∈ A and any integer k. (40)
Note that
ek(A≤0) =
{
1 if k = 0,
0 otherwise.
We will often apply the identity (40) to Jnα and its variants by expanding eαj+π(j)−j(A≤nj)
in (37) using (40) (so that (40) is applied once to each of the l! terms in the sum). We refer
to this as a j-expansion of Jnα or simply a j-expansion.
6.2. Proof of Theorem 2.3. After three preliminary results, we state and prove a more
technical version of Theorem 2.3, which involves computing Jnν inductively by peeling off
diagonals from the shape ν ′.
For x, y ∈ A, let [x, y] denote the commutator xy − yx ∈ U .
Lemma 6.1. Let y, z, x1, x2, . . . , xt ∈ A be letters satisfying y ≥col x1 ≥col x2 · · · ≥col xt
and y ≤ z. Suppose that neither (y = z↓) nor (y = z, y, z ∈ A ) is true. Then
yx1x2 · · · xtz = yzx1x2 · · · xt in U/IKron.
Proof. First suppose that z is unbarred. If no xi is equal to z − 1, then the relations (9),
(4), and (6) imply
yx1x2 · · · xtz ≡ yx1x2 · · · xt−1zxt ≡ yx1x2 · · · xt−2zxt−1xt ≡ · · · ≡ yzx1x2 · · · xt.
If xi = z − 1, then the argument just given shows
yx1x2 · · · xtz ≡ yx1 · · · xizxi+1 · · · xt.
Since z ≥ y ≥ x1 ≥ xi−1 > xi, we must have x1 = x2 = · · · = xi−1 = z − 1 and y ∈ {z − 1, z}.
The case y = z − 1 = z↓ is excluded, so y = z. Now we compute
yx1 · · · xizxi+1 · · · xt
= yx1 · · · xi−1[xi, z]xi+1 · · · xt + yx1 · · · xi−1zxixi+1 · · · xt
≡ y[xi, z]x1 · · · xi−1xi+1 · · · xt + yx1 · · · xi−1zxixi+1 · · · xt
≡ yx1 · · · xi−1zxixi+1 · · · xt
≡ yzx1x2 · · · xi−1xixi+1 · · · xt,
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where the first congruence is by i− 1 applications of the relation (8), the second is by the
relation (4) (which yields y[xi, z] = z[z− 1, z] ≡ 0), and the third is by the relations (4) and
(6).
If z = a+ 1 is a barred letter, then by the assumptions of the lemma, y ≤ a, hence the
relations (9) and (6) imply
yx1x2 · · · xtz ≡ yx1x2 · · · xt−1zxt ≡ yx1x2 · · · xt−2zxt−1xt ≡ · · · ≡ yzx1x2 · · · xt,
as desired. 
Example 6.2. In the case y = z = 4, x1x2 · · · xt = 333, Lemma 6.1 and its proof yield
43334 = 433[3, 4] + 43343 ≡ 4[3, 4]33+ 43343 ≡ 43343 ≡ 43433 ≡ 44333,
where the congruences are by (8), (4), (6), and (4), respectively.
Remark 6.3. The assumptions on y and z in Lemma 6.1 are necessary: the lemma does
not extend to the case y = a, z = a since 212 6≡ 221, nor to the case y = a, z = a+ 1 since
223 6≡ 232, nor to the case y = a, z = a since 222 6≡ 222.
The following lemma is key to the proof of Theorem 2.3.
Lemma 6.4. Let m ∈ [N − 1] and set x = m+ 1 (an unbarred letter). Then
J(a,a)(m : x :m) = xJ(a,a)(m,m) in U/IKron.
More generally, if α is a weak composition satisfying αj = αj+1 and n = (n1, . . . , nl) with
nj = nj+1 = m, then
Jnα (j
x) = Jnα (j−1
x) in U/IKron.
Proof. Since the proofs of both statements are essentially the same, we prove only the first
to avoid extra notation. We compute
0 ≡ J(a,a+1)(m+ 1, m+ 1)
= xJ(a−1,a+1)(m,m+ 1) + J(a,a+1)(m,m+ 1)
= xJ(a−1,a)(m: x :m) + xJ(a−1,a+1)(m,m) + J(a,a)(m : x :m) + J(a,a+1)(m,m)
≡ xJ(a−1,a)(m : x :m) + xJ(a−1,a+1)(m,m) + J(a,a)(m : x :m)
≡ xxJ(a−1,a)(m,m) + xJ(a−1,a+1)(m,m) + J(a,a)(m: x :m)
≡ xJ(a−1,a+1)(m,m) + J(a,a)(m: x :m)
≡ −xJ(a,a)(m,m) + J(a,a)(m: x :m).
The first, second, and fourth congruences are by (39). The equalities are a 1-expansion and
a 2-expansion (see §6.1 for notation). Lemma 6.1 implies that xek(A≤m)x ≡ xxek(A≤m) for
any k, hence the third congruence. The last congruence is by (38). 
Corollary 6.5. Maintain the notation of Lemma 6.4 and assume in addition that
w is a colored word such that w = xw′ and the letters of the word w′ are ≥ m+ 2. (41)
Then
Jα(n1, . . . , nj : w :nj+1, . . . ) = Jα(n1, . . . , nj−1 : x :nj : w
′ :nj+1, . . . ) in U/IKron.
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Proof. We compute (modulo IKron)
Jα(n1, . . . , nj : w :nj+1, . . . )
≡ Jα(n1, . . . , nj−1, nj : x :nj+1 : w
′ : . . . )
≡ Jα(n1, . . . , nj−1 : x :nj, nj+1 : w
′ : . . . )
≡ Jα(n1, . . . , nj−1 : x :nj : w
′ :nj+1, . . . ).
The first and third congruences are by the far commutation relations (9) and the second is
by Lemma 6.4 (the proof of the lemma still works with the word w′ present). 
For a diagram θ contained in columns 1, . . . , l and a tuple n = (n1, n2, . . . , nl) with
n1, . . . , nl ∈ {0} ⊔ A, let Tab
n
θ denote the set of tableaux of shape θ such that the entries
in column c lie in A≤nc.
For a weak composition or partition α = (α1, . . . , αl), define αl+1 = 0.
Theorem 6.6. Let ν ′ \ α′ be a restricted shape and let l be the number of parts of ν. Set
j = min({i | αi > 0, αi ≥ αi+1} ∪ {l + 1}) and j
′ = max({i | αi < νi} ∪ {0}) (see Figure 5
and the discussion following Remark 6.7). Suppose
(i) α is of the form
(0, . . . , 0, 1, 2, . . . , a− 1, a, a, a+ 1, a+ 2, . . . , αj′, νj′+1, νj′+2, . . . ), or
(0, . . . , 0, 1, 2, . . . , αj′ − 1, αj′, νj′+1, νj′+2, . . . ),
where αj′ ≥ αj′+1 − 1 = νj′+1 − 1, the initial run of 0’s may be empty, and on the
top line (resp. bottom line) j is < j′ and is the position of the first a (resp. j is j′
or j′ + 1);
(ii) R is an RCT of shape ν ′ \ α′ with entries r1 = Rα1+1,1, . . . , rj′ = Rαj′+1,j′ along
its northern border;
(iii) vw is an arrow respecting reading word of R such that w is a subsequence of
rj+1 · · · rj′ which contains rj+1 if rj+1 is barred;
(iv) n = (n1, . . . , nl), where ni ∈ {0} ⊔ A and 0 ≤ n1 ≤ n2 ≤ · · · ≤ nl;
(v) nc = rc⇃ for c ∈ [j
′] \ {j}, and nj ≤ rj⇃;
(vi) it is not the case that w1 = rj+1 = a + 1 and nj = a (for some a ∈ [N − 1]).
Then
vJnα (j
w) =
∑
T∈RCTν′ , Tν′\α′=R
Tα′∈Tab
n
α′
arwread(T ) in U/IKron. (42)
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To parse this statement, it is instructive to first understand the case when j ≥ j′ (which
implies w is empty) and α2 > 0. In this case the theorem becomes
Suppose ν ′ \ α′ is a restricted shape with α1 = α2 − 1 = · · · = αj − j + 1 and
αj ≥ αj+1 ≥ · · · ≥ αl > αl+1 = 0. Let R be an RCT of shape ν
′ \ α′ with
entries r1, . . . , rj′ along its northern border. Suppose n = (n1, . . . , nl) satisfies
0 ≤ n1 ≤ n2 ≤ · · · ≤ nl, nc = rc⇃ for c ∈ [j − 1], and nj ≤ rj⇃. Then
arwread(R)Jnα =
∑
T∈RCTν′ , Tν′\α′=R
Tα′∈Tab
n
α′
arwread(T ) in U/IKron.
Remark 6.7.
(a) Theorem 2.3 is the special case of Theorem 6.6 when α = ν and n = (N,N, . . . , N)
(the ν and ν ′ of Theorem 2.3 must be interchanged to match the notation here).
(b) For any RCT R as in (ii), all arrow subtableaux of R have two rows and two
columns, assuming nj−1 < nj (this is an innocent assumption since nj−1 = nj implies
both sides of (42) are 0, by the proof of Theorem 6.6 below). To see this, it suffices
to show that there is no arrow between the boxes containing rj−1 and rj+1. Such an
arrow would imply rj−1 = a, rj+1 = a+ 1, which in turn would imply by (v) that
nj−1 = a, nj ≤ rj⇃ = (a+ 1)⇃ = a, contradicting nj−1 < nj .
(c) A reading word vw as in (iii) always exists—for instance take vw = arwread(R)
with w equal to the subsequence of barred letters of rj+1 · · · rj′ .
(d) It follows from the theorem that vJnα (j
w) ≡ 0 if R cannot be completed to an
RCT of shape ν ′, however we purposely do not make this assumption so that it does
not have to be verified at the inductive step.
The assumptions on j, j′, and α look complicated, but their purpose is simply to peel
off the entries of a tableau of shape ν ′ one diagonal at a time, starting with the south-
westernmost diagonal, and reading each diagonal in the տ direction (see Figure 5). The
proof goes by induction, peeling off one letter at a time from Jnα , in the order just specified,
and incorporating them into R. The index j indicates the column of the next letter to be
removed.
The reader is encouraged to follow along the proof below with Example 6.8.
Proof of Theorem 6.6. The proof is by induction on |α| and the ni. Throughout the proof,
a denotes an element of [N − 1], and a, a+1 will often be regarded as unbarred letters and
a, a+ 1 as the corresponding barred letters.
If |α| = 0, Jnα is a noncommutative version of the determinant of an upper unitriangular
matrix, hence Jnα (j
w) = w. The theorem then states that vw ≡ arwread(R), which holds
by Theorem 5.10.
Next consider the case n1 = 0 and α1 > 0. This implies that J
n
α is a noncommutative
version of the determinant of a matrix whose first row is all 0’s, hence vJnα (j
w) = 0. The
right side of (42) is also 0 because Tabnα′ is empty for n1 = 0 and α1 > 0.
KRONECKER COEFFICIENTS AND NONCOMMUTATIVE SUPER SCHUR FUNCTIONS 31
j = 3 j′ = 7
α′r1
r2
r3 r4
r5
r6
r7
ν ′
R
Figure 5: The setup of the proof of Theorem 6.6 for ν = (9, 8, 8, 7, 7, 7, 7, 7, 7, 4, 4, 4, 3, 1), α =
(1, 2, 3, 3, 4, 5, 6, 7, 7, 4, 4, 4, 3, 1). A possibility for the arrows of R is shown. A possibility for w
is r4r5r7.
If ni = ni+1 for any i 6= j such that αi = αi+1− 1, then vJ
n
α (j
w) = 0 by (39). To see that
the right side of (42) is also 0 in this case, observe that if T is an RCT from this sum, then
ni < Tαi+1,i+1 ≤ ni+1 = ni,
hence the sum is empty. Here, the inequality ni < Tαi+1,i+1 follows from Proposition 5.3
with x = ni, y = ri, z = Tαi+1,i+1 (note that this argument works in the case αi = 0).
We proceed to the main body of the proof. By what has been said so far, we may assume
|α| > 0, αj > 0, and 0 ≤ nj−1 < nj if j > 1 and 0 < nj if j = 1. Since nj ≤col rj ≤row rj+1,
if rj+1 is barred, then nj < rj+1↓ by Proposition 5.3. If rj+1 is unbarred then either
(rj+1 = a + 1, nj = a) or (nj < rj+1↓). Hence exactly one of the following occurs:
(nj < rj+1↓) or (rj+1 = a + 1, nj = a). It follows that exactly one of the following occurs:
(nj < rj+1↓ or w is empty or w1 6= rj+1) or (w1 = rj+1 = a+1, nj = a), which we consider as
two separate cases in remainder of the proof. Set n⇃ = (n1, n2, · · · , nj−1, nj⇃, nj+1, · · · , nl),
n↓ = (n1, n2, · · · , nj−1, nj↓, nj+1, · · · , nl), and α− = (α1, . . . , αj−1, αj − 1, αj+1, . . . ).
Case nj < rj+1↓ or w is empty or w1 6= rj+1.
There are three subcases depending on whether j = 1, (j > 1 and αj = 1), or (j > 1
and αj > 1). We argue only the last, as the first two are similar and easier. A j-expansion
yields
vJnα (j
w) = vJα−(n1, . . . , nj−1 : nj :nj⇃ : w :nj+1, . . . ) + vJ
n↓
α (j
w) (43)
≡ vJα−(n1, . . . , nj−1 : njw :nj⇃, nj+1, . . . ) + vJ
n↓
α (j
w) (44)
≡
∑
T∈RCTν′ , Tν′\α′−
=R⊔ nj
αj,j
Tα′
−
∈Tab
n⇃
α′
−
arwread(T ) +
∑
T∈RCTν′ , Tν′\α′=R
T ′α∈Tab
n↓
α′
arwread(T ). (45)
The first congruence is by Lemma 6.1; the conditions of the lemma are satisfied because
nj < rj+1↓ if nj is unbarred (by Proposition 5.3), and w1 ≥ rj+1; if nj = a is barred, then
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w1 > a+1 because we are not in the case (w1 = rj+1 = a+1, nj = a). The second term of
(44) is congruent (modulo IKron) to the second sum of (45) by induction. The conditions
of the theorem are satisfied here: (i)–(iii) are clear, (iv) holds since nj−1 < nj , (v) holds
since (n↓)j = nj↓ < nj ≤ rj⇃, and (vi) holds since we are not in the case w1 = rj+1 = a+1,
nj = a.
We next claim that the first term of (44) satisfies conditions (i)–(vi) of the theorem
(with α− in place of α, n⇃ in place of n, R⊔ nj αj ,j in place of R, njw in place of w, j − 1 in
place of j), hence the first term of (44) is congruent to the first sum of (45) by induction.
Conditions (i) and (v) are clear, (iv) holds since nj−1 < nj , and (vi) follows from the fact
that nj−1 = rj−1⇃ is barred. Since nj−1 < nj and nj−1 = rj−1⇃, it follows that rj−1 ≤row nj ,
hence R ⊔ nj αj ,j is an RCT; this verifies condition (ii).
Finally we check (iii), which requires showing that njw is the end of an arrow respecting
reading word of R ⊔ nj αj ,j satisfying an extra condition. There are two ways this can fail:
either (I) R ⊔ nj αj ,j has a ց arrow from nj to rj+1 and w1 6= rj+1, or (II) R ⊔
nj
αj ,j
has
a տ arrow from rj+1 to nj and rj+1 = w1; (I) implies rj+1 is barred by the definition of
a ց arrow, so by assumption (iii) of the theorem w1 = rj+1, thus (I) cannot occur; (II)
implies nj = a, rj+1 = a+1 by the definition of a տ arrow, which combined with rj+1 = w1
contradicts assumption (vi) of the theorem, thus (II) cannot occur. (By Remark 6.7 (b),
we can assume R ⊔ nj αj ,j does not have an arrow between rj−2 and nj ; in any case, this is
not an issue because such an arrow must go from rj−2 to nj and rj−2 is a letter in v.)
Now (45) is equal to the right side of (42) because (45) is simply the result of partitioning
the set {T ∈ RCTν′ | Tν′\α′ = R, Tα′ ∈ Tab
n
α′} into two, depending on whether or not Tαj ,j
is equal to or less than nj . This completes the case nj < rj+1↓ or w is empty or w1 6= rj+1.
Case w1 = rj+1 = a+ 1, nj = a.
Corollary 6.5 yields the first congruence below; the hypotheses of the corollary are satis-
fied since nj+1 = rj+1⇃ implies nj+1 = a = nj , and Proposition 5.3 implies rj+2 ≥ a + 2.
vJnα (j
w) ≡ vJα(n1, . . . , nj−1 : w1 :nj : w2 · · ·wt :nj+1, . . . )
≡ vw1J
n
α (j
w2···wt). (46)
Here, t denotes the length of w. The last congruence is by the far commutation relations if
j > 1 since nj−1 < a by the facts that nj−1 = rj−1⇃ is a barred letter and nj−1 < nj = a (if
j = 1 there is nothing to prove).
Finally, observe that the case (nj < rj+1↓ or w is empty or w1 6= rj+1) applies to (46)
(with vw1 in place of v, w2 · · ·wt in place of w). Since the right side of (42) depends only
on R and not directly on v and w, (46) is congruent to this right side, and this gives the
desired statement in the present case w1 = rj+1 = a+ 1, nj = a. 
Example 6.8. Let ν = (4, 4, 4, 4). Let R =
2
2 3
3 3 4
; then arwread(R) = 323324. We
illustrate several steps of the inductive computation of 323324J1245(1,2,3,4) from the proof of
Theorem 6.6. After each step in which we add an entry to R, we record the new values
of R, j, and j′. We first apply the proof of the theorem to 323324J1245(1,2,3,4) (v = 323324, w
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empty, R as above, j = 4, j′ = 3) and expand as in (43):
323324J(1,2,3,4)(1, 2, 4, 5)
= 323324
(
J(1,2,3,3)(1, 2, 4: 5 :4) + J(1,2,3,4)(1, 2, 4, 4)
)
(47)
Next, apply the theorem to the first term of (47)
(
v = 323324, w = 5, R =
2
2 3
3 3 4 5
, j = 3,
j′ = 4
)
. This is handled by the case w1 = rj+1 = a + 1, nj = a, hence the computation
proceeds by applying (46) and then a 3-expansion:
323324J(1,2,3,3)(1, 2, 4: 5 :4)
≡ 3233245J(1,2,3,3)(1, 2, 4, 4)
= 3233245
(
J(1,2,2,3)(1, 2: 4 :4, 4) + J(1,2,3,3)(1, 2, 4, 4)
)
.
The first term is ≡ 0 by (39). We expand the second term as in (43) (j = 3):
3233245J(1,2,3,3)(1, 2, 4, 4)
= 3233245
(
J(1,2,2,3)(1, 2: 4 :3, 4) + J(1,2,3,3)(1, 2, 3, 4)
)
.
Next, we proceed with the inductive computation of the first term above
(
R =
2
2 3 4
3 3 4 5
,
j = 2, j′ = 4
)
3233245J(1,2,2,3)(1, 2: 4 :3, 4)
= 3233245
(
J(1,1,2,3)(1: 2 :2: 4 :3, 4) + J(1,2,2,3)(1, 2: 4 :3, 4)
)
.
We continue the computation with the second term by applying a 2-expansion (as in (43))
and then applying (44):
3233245J(1,2,2,3)(1, 2: 4 :3, 4)
= 3233245
(
J(1,1,2,3)(1: 2 :1: 4 :3, 4) + J(1,2,2,3)(1, 1: 4 :3, 4)
)
≡ 3233245J(1,1,2,3)(1: 24 :1, 3, 4). (48)
Note that the second term of the second line is ≡ 0 by (39). The input data to the theorem
for the term (48) is v = 3233245, w = 24, R =
2 2
2 3 4
3 3 4 5
, j = 1, j′ = 4. This is handled by
the case w1 = rj+1 = a + 1, nj = a, hence the computation proceeds by applying (46) and
then a 1-expansion:
3233245J(1,1,2,3)(1: 24 :1, 3, 4)
≡ 32332452J(1,1,2,3)(1: 4 :1, 3, 4)
= 32332452
(
1J(0,1,2,3)(1: 4 :1, 3, 4) + J(1,1,2,3)(1: 4 :1, 3, 4)
)
≡ 32332452
(
14J(0,1,2,3)(1, 1, 3, 4) + J(1,1,2,3)(1: 4 :1, 3, 4)
)
(49)
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The last congruence is by (44). The first term of (49) is ≡ 0 by (39). We continue with
the inductive computation of the second term of (49)
(
v = 32332452, w = 4, R =
2 2
2 3 4
3 3 4 5
,
j = 1, j′ = 4
)
:
32332452J(1,1,2,3)(1: 4 :1, 3, 4)
= 32332452
(
1J(0,1,2,3)(0: 4 :1, 3, 4) + J(1,1,2,3)(0: 4 :1, 3, 4)
)
≡ 32332452
(
14J(0,1,2,3)(0, 1, 3, 4) + J(1,1,2,3)(0: 4 :1, 3, 4)
)
.
The input data to the theorem for this first term is v = 3233245214, w empty, R =
1
2 2
2 3 4
3 3 4 5
,
j = 4, j′ = 4, α = (0, 1, 2, 3), n = (0, 1, 3, 4).
7. A strengthening of the main theorem and comparison to [6]
We conjecture a strengthening of the main theorem and compare it to a similar conjecture
in [6].
7.1. A conjectured strengthening. We conjecture that Theorem 2.3 can be strength-
ened to hold in U/IKron-K.
Conjecture 7.1. For any partition ν,
Jν(u) =
∑
T∈CT<ν
arwread(T ) in U/IKron-K.
In fact, we conjecture that Theorem 6.6 holds exactly as stated with U/IKron-K in place of
U/IKron, and we believe that the same inductive structure of the proof works in this setting,
except some of the steps are much more difficult to justify. Specifically, Lemmas 6.1 and
6.4 are easily shown to hold with U/IKron-K in place of U/IKron, whereas proving the correct
analog of Corollary 6.5 for U/IKron-K seems to be the main difficulty to overcome to adapt
the proof.
The conjectured strengthening of Theorem 6.6 to U/IKron-K was checked by computer in
the following cases:
• ν = α is a partition with at most 4 rows and at most 4 columns and size at most
10, and 0 ≤ n1 ≤ · · · ≤ nl ≤ 3,
• ν = α is a partition with at most 6 rows and at most 6 columns and size at most
12, and 0 ≤ n1 ≤ · · · ≤ nl ≤ 2.
7.2. Comparison with results of [6]. The statement and proof of Theorem 6.6 have
much in common with that of [6, Theorem 4.8], but there are also important differences. It
is reasonable to expect that one result can be obtained from the other by a standardization
argument, but we believe this cannot be done. It is quite possible that there is a more
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general monomial positivity result for noncommutative Schur functions that yields both
results as a special case.
Instead of comparing Theorem 6.6 and [6, Theorem 4.8], we believe it more natural to
compare Conjecture 7.1 with a conjecture in [6] similar to [6, Theorem 4.8]. We state this
conjecture below, after introducing some notation.
Recall that U∅ denotes the subalgebra of U generated by ua for a ∈ A∅. The noncom-
mutative Schur function J∅ν ∈ U∅ is defined in Definition 4.10.
Let IstKR,≤k be the two-sided ideal of U∅ corresponding to the relations
acb = cab for c− a > k and a < b < c, a, b, c ∈ A∅, (50)
bac = bca for c− a > k and a < b < c, a, b, c ∈ A∅, (51)
(ac− ca)b = b(ac− ca) for c− a ≤ k and a < b < c, a, b, c ∈ A∅, (52)
v for ordinary words v with a repeated letter. (53)
Conjecture 7.2 ([6, §5.2]). For any partition ν,
J∅ν =
∑
T∈SYT′ν
sqread(T ) in U∅/I
st
KR,≤3. (54)
Here, SYT′ν denotes the set of semistandard Young tableaux of shape ν with entries in
A∅, having no repeated letter. To define sqread(T ), first draw arrows as shown between
entries of T for each of its 2× 2 subtableaux of the following forms:
❅■
a a+1
a+2 a+3
❅❘
a a+2
a+1 a+3
.
The word sqread(T ) is now defined as follows: let D1, D2, . . . , Dt be the diagonals of T ,
starting from the southwest. Let vi be the result of reading, in the տ direction, the entries
of Di that are տ arrow tails followed by the remaining entries of Di, read in the ց direction.
Set sqread(T ) = v1v2 · · · vt. For example,
sqread
(
1 2 5 7
3 4 6 8
9
)
= 934126587.
It is natural to wonder whether Conjecture 7.1 can be obtained from Conjecture 7.2 by a
standardization argument or vice versa. We now argue informally that this is not possible
in either direction. We will freely use the notation from §4.4. Also, by the standardization
map we will mean the Z-linear map U → U∅ defined by w 7→ w
st<.
Since the relations of U/IKron-K preserve colored content, there is a Z-module decompo-
sition U/IKron-K ∼=
⊕
β(U/IKron-K)β , where (U/IKron-K)β denotes the Z-span of the colored
words of colored content β in the algebra U/IKron-K. Hence we can write Jν(u) uniquely as
a sum Jν(u) =
∑
β(Jν(u))β, for (Jν(u))β ∈ (U/IKron-K)β. Conjecture 7.2 then implies that
for any colored content β,
(Jν(u))β =
∑
T∈CT<ν
T has colored content β
arwread(T ) in U/IKron-K. (55)
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We can consider J∅ν as an element of U∅, written as the signed sum of words obtained
by directly expanding its definition as a sum of products of e∅k ’s. Similarly, (Jν(u))β can
be considered as an element of U obtained by restricting the expression for Jν(u) ∈ U
to the colored words of colored content β. Let J∅ν [β] denote the restriction of the signed
sum J∅ν to the permutations S(β). It is true, then, that the image of (Jν(u))β under
the standardization map is J∅ν [β]. However, as the examples below show, the relations of
U/IKron-K and those of U∅/I
st
KR,≤3 are not compatible in a way required to relate the images
of (Jν(u))β and J
∅
ν [β] in these algebras.
Example 7.3. For ν = (2, 2) and β = ((1, 1), (2, 0)), there holds
(Jν(u))β = 1211 in U/IKron-K.
On the other hand,
J∅ν [β] = 3412+ 4132− 4312 in U∅/I
st
KR,≤3
and this quantity is not equal to a positive sum of monomials in U∅/I
st
KR,≤3. Thus applying
the standardization map to both sides of the identity (55) cannot be used to deduce the
identity (54), at least not without writing J∅ν as a sum over J
∅
ν [β] for some carefully se-
lected colored contents β. And even if these carefully selected J∅ν [β] are monomial positive,
this may not be enough to prove (54) from (55) since elements of IKron-K often standard-
ize to elements which do not belong to IstKR,≤3; for example, 2121− 2211 ∈ IKron-K but
4132− 4312 /∈ IstKR,≤3.
Example 7.4. We now argue that inverse standardization cannot be used to deduce (55)
from (54). Let ν = (2, 2, 1) and β = ((1, 1), (3, 0)). There holds
(Jν(u))β = 11211 in U/IKron-K, (56)
J
∅
ν [β] = 43512 in U∅/I
st
KR,≤3. (57)
Even though (11211)st
<
= 43512, we cannot deduce (56) (directly) from (57) because the
element
43215− 43251 ∈ IstKR,≤3,
but its inverse image under the standardization map, restricted to colored content β, is
11112− 11121 /∈ IKron-K.
8. Commuting super elementary symmetric functions
We adapt the theory of noncommutative Schur functions to the super setting and thereby
prove Theorems 2.5 and 3.12.
8.1. Elementary functions commute in U/IKron-K and U/I
⋖
plac.
Proposition 8.1. The noncommutative super elementary symmetric functions commute in
U/IKron-K, i.e., ek(u)el(u) = el(u)ek(u) in U/IKron-K for all k, l.
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Proof. Let s, t be formal variables that commute with each other and with all the uz,
z ∈ A. Throughout the proof, we write f ≡ g to mean that f and g are congruent modulo
IKron-K[[s, t]], for any f, g ∈ U [[s, t]]. We also let [f, g] denote the commutator fg − gf for
any f, g ∈ U [[s, t]].
Define
fz =
{
1 + uzs if z is unbarred,
(1− uzs)
−1 if z is barred.
gz =
{
1 + uzt if z is unbarred,
(1− uzt)
−1 if z is barred.
We require the following key lemma.
Lemma 8.2. For any x, y, z ∈ A such that x < y < z, y = uy commutes with g
−1
z fxgzf
−1
x
in the algebra (U/IKron-K)[[s, t]].
Proof of Lemma 8.2. There are four cases depending on whether or not x and z are barred
or unbarred. We first handle the case that x and z are unbarred. First note that y
commutes with g−1z fxgzf
−1
x in (U/IKron-K)[[s, t]] if and only if y commutes with g
−1
z [fx, gz]f
−1
x
in (U/IKron-K)[[s, t]]. Further, [fx, gz] = [x, z]st. By relations (4) and (5), z[x, z] ≡ 0 and
[x, z]x ≡ 0. Hence
g−1z [fx, gz]f
−1
x ≡ [x, z]st.
Thus it suffices to show that y[x, z] ≡ [x, z]y; this holds by (8) if x = z↓↓ and by (13) and
(14) if x < z↓↓.
If x and z are barred, then we instead show that y commutes with fxg
−1
z f
−1
x gz in
(U/IKron-K)[[s, t]]. This is equivalent to showing that y commutes with fx[g
−1
z , f
−1
x ]gz in
(U/IKron-K)[[s, t]]. There holds [g
−1
z , f
−1
x ] = [z, x]st. By relations (6) and (7), x[z, x] ≡ 0 and
[z, x]z ≡ 0. Hence
fx[g
−1
z , f
−1
x ]gz ≡ [z, x]st.
Thus it suffices to show that y[z, x] ≡ [z, x]y; this holds by (8) if x = z↓↓ and by (13) and
(14) if x < z↓↓.
We now handle the case x is barred and z is unbarred. We compute
[fx, gz]f
−1
x =
∞∑
d=1
[xdsd, zt](1− xs) = [x, z]st +
∞∑
d=2
([xd, z]− [xd−1, z]x)sdt ≡ [x, z]st,
where the congruence follows from (6). Combining this with the fact z[x, z] ≡ 0 yields
g−1z [fx, gz]f
−1
x ≡ g
−1
z [x, z]st ≡ [x, z]st. (58)
Since y[x, z] ≡ [x, z]y by the relations (13) and (14), this case of the lemma is proved. The
case x is unbarred and z is barred is similar. 
We continue with the main thread of the proof of Proposition 8.1. It is clear that
fxgx = gxfx for all x ∈ A. We next claim that for any x, y ∈ A, x < y,
fyfxgygx ≡ gygxfyfx. (59)
Note that this is equivalent to
g−1y fxgyf
−1
x ≡ f
−1
y gxfyg
−1
x . (60)
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Further, the congruence (60) is equivalent to g−1y [fx, gy]f
−1
x ≡ f
−1
y [gx, fy]g
−1
x . This follows
from computations similar to but easier than those used to prove Lemma 8.2. For example,
in the case x is barred and y is unbarred, (58) yields
g−1y [fx, gy]f
−1
x ≡ [x, y]st ≡ f
−1
y [gx, fy]g
−1
x .
Now let z1 < z2 < · · · < z2N denote the elements of A in natural order, and set Fj,i =
fzjfzj−1 · · · fzi and Gj,i = gzjgzj−1 · · · gzi. The proposition is equivalent to the statement
F2N,1G2N,1 ≡ G2N,1F2N,1. We will prove that Fj,iGj,i ≡ Gj,iFj,i by induction on j − i. By
the previous paragraph, this holds for the base cases j − i = 0 and j − i = 1. Now, for
j − i > 1, we obtain
Fj,iGj,i
= Fj,i+1gzjg
−1
zj
fzigzjf
−1
zi
fziGj−1,i
= Fj,i+1Gj,i+1G
−1
j−1,i+1
(
g−1zj fzigzjf
−1
zi
)
F−1j−1,i+1Fj−1,iGj−1,i
≡ Gj,i+1Fj,i+1G
−1
j−1,i+1
(
g−1zj fzigzjf
−1
zi
)
F−1j−1,i+1Gj−1,iFj−1,i by induction
≡ Gj,i+1Fj,i+1F
−1
j−1,i+1
(
g−1zj fzigzjf
−1
zi
)
G−1j−1,i+1Gj−1,iFj−1,i by Lemma 8.2 and induction
= Gj,i+1fzj
(
g−1zj fzigzjf
−1
zi
)
gziFj−1,i
≡ Gj,i+1fzj
(
f−1zj gzifzjg
−1
zi
)
gziFj−1,i by (60)
= Gj,iFj,i,
as desired. 
Proposition 8.3. In the algebra U/I⋖plac, there holds e
⋖
k (u)e
⋖
l (u) = e
⋖
l (u)e
⋖
k (u) for all k, l.
Proof. This follows from a similar result for the ordinary plactic algebra [20] and a stan-
dardization argument using Proposition 4.8. 
8.2. Noncommutative super Schur function basics. Here we adapt the basic setup
of [11, 8] to the super setting. Throughout this section, fix a shuffle order ⋖ on A.
Let x1, x2, . . . be formal variables that commute with each other and with all the uz,
z ∈ A. Define
cz(xj) =
{
(1− uzxj)
−1 if z is unbarred,
1 + uzxj if z is barred.
Define the “noncommutative Cauchy product”
Ω⋖(x,u) =
∞∏
j=1
(
cz1(xj)cz2(xj) · · · cz2N (xj)
)
, (61)
where z1 ⋖ z2 ⋖ · · ·⋖ z2N are the elements of A.
The noncommutative Cauchy product Ω⋖(x,u) is naturally expressed in terms of the
noncommutative super homogeneous symmetric functions, which are given by
h⋖k (u) =
∑
z1⋖row z2⋖row ···⋖row zk
z1,...,zk∈A
uz1uz2 · · ·uzk ∈ U
KRONECKER COEFFICIENTS AND NONCOMMUTATIVE SUPER SCHUR FUNCTIONS 39
for any positive integer k; set h⋖0 (u) = 1 and h
⋖
k (u) = 0 for k < 0. Here, for y, z ∈ A, the
notation y ⋖row z means that either y ⋖ z or y and z are equal unbarred letters.
Recall that the noncommutative super Schur functions for the order ⋖ are denoted J⋖ν (u)
(Definition 3.9). Also recall that 〈·, ·〉 denotes the symmetric bilinear form on U for which
the monomials (colored words) form an orthonormal basis. We have the following general-
ization of the setup of [11, 8] to the super setting.
Theorem 8.4. Let I be a two-sided ideal of U .
(i) The noncommutative Cauchy product can be written in the following two ways (in
U)
Ω⋖(x,u) =
∑
colored words w
QDes⋖(w)(x)w =
∑
weak compositions α
xαh⋖α(u). (62)
Hence for any γ ∈ U , F⋖γ (x) =
〈
Ω⋖(x,u), γ
〉
. Here, h⋖α(u) := h
⋖
α1
(u)h⋖α2(u) · · · .
(ii) There holds e⋖k (u)e
⋖
l (u) = e
⋖
l (u)e
⋖
k (u) in U/I for all k, l if and only if
h⋖k (u)h
⋖
l (u) = h
⋖
l (u)h
⋖
k (u) in U/I for all k, l.
(iii) If h⋖k (u)h
⋖
l (u) = h
⋖
l (u)h
⋖
k (u) in U/I for all k, l, then
Ω⋖(x,u) =
∑
ν
mν(x)h
⋖
ν (u) =
∑
ν
sν(x)J
⋖
ν (u) in U/I, (63)
where the sums are over all partitions ν. Hence for any γ ∈ I⊥,
F⋖γ (x) =
〈
Ω⋖(x,u), γ
〉
=
∑
ν
sν(x)〈J
⋖
ν (u), γ〉.
Proof. Formula (62) is seen by fixing a colored word w and collecting all monomials in the
xi that appear with it in the noncommutative Cauchy product, or by fixing a monomial
xα and collecting all colored words that appear with it in the noncommutative Cauchy
product. The second part of (i) is immediate from (62) and Definition 2.4.
We next prove (ii). Let fz, gz be as in the proof of Proposition 8.1, and let z1 ⋖ z2 ⋖ · · ·⋖ z2N
be the elements of A. Then the e⋖k (u) commuting is equivalent to fz2Nfz2N−1 · · · fz1 com-
muting with gz2Ngz2N−1 · · · gz1 and the h
⋖
k (u) commuting is equivalent to f
−1
z1
f−1z2 · · · f
−1
z2N
commuting with g−1z1 g
−1
z2
· · · g−1z2N (in the algebra (U/I)[[s, t]]). Statement (ii) follows.
For (iii), the first equality of (63) is immediate from (i) and the hypothesis that the h⋖k (u)
commute. For the second equality of (63), simply note that when the h⋖k (u) commute, the
subalgebra they generate is the surjective image of the ring of symmetric functions in
commuting variables and hence all the usual identities hold. 
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