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RESUMO
O cérebro pode ser pensado como uma rede de neurônios, cuja estrutura complexa possibi-
lita a grande diversidade de funções que ele exibe. Essa estrutura cerebral pode se alterar
com o tempo, em um processo chamado plasticidade neuronal. Aprendizagem e formação
de memória são exemplos de fenômenos que dependem da plasticidade. Algumas regras de
plasticidade já foram propostas, entre elas a plasticidade dependente do tempo de rajada
(BTDP), que leva em conta o tempo relativo entre o início de rajadas de dois neurônios
conectados. A sincronização de neurônios também é um fenômeno encontrado no sistema
nervoso, e está relacionada à diversas funções cerebrais e também a doenças. Sabe-se que a
plasticidade pode alterar o nível de sincronização neuronal. Modelos matemáticos de redes
neuronais têm sido utilizados para investigar os comportamentos encontrados no sistema
nervoso. Nesta dissertação, construímos uma rede neuronal com neurônios modelados pelo
modelo de Rulkov, e conectados através de sinapses químicas excitatórias. Os pesos sináp-
ticos são alterados no tempo através da plasticidade BTDP. Duas arquiteturas de conexão
são investigadas: aleatória e de mundo pequeno. Buscamos estudar como a plasticidade
BTDP altera a estrutura e a sincronização da rede. Foi observado que, dependendo do
peso sináptico inicial, toda ou parte da rede pode ter as sinapses fortalecidas ao maior
peso sináptico possível. Para a rede aleatória, dois mecanismos para esse fortalecimento
foram identificados, um devido à uma sincronização previamente presente, e outro devido
à impossibilidade de grandes valores de defasagem de rajadas para neurônios de frequência
alta. A coexistência desses mecanismos também foi verificada. Nesse caso a rede pode
apresentar uma segregação em dois aglomerados após a evolução, desde que o nível de
ruído na rede seja baixo o suficiente. Verificou-se também que, em quase todos os casos, a
sincronização é aumentada devido à plasticidade, seguindo o fortalecimento das sinapses
da rede. Para a rede de mundo pequeno, foi verificado que o estado final da rede pode
apresentar propriedades locais ou não-locais, dependendo do peso sináptico inicial das
conexões.
Palavras-chaves: redes neuronais. neurônios de Rulkov. plasticidade. sincronização
ABSTRACT
The brain can be thought of as a network of neurons, whose complex structure allows the
brain to perform the great diversity of functions that it is known for. This structure can
be altered with time, in a process called neuroplasticity. Learning and memory formation
are some phenomena that depend on brain plasticity. Some plasticity rules have been
proposed to explain its behavior, such as the burst-timing-dependent plasticity (BTDP).
This plasticity rule considers the relative time of the burst start of two connected neurons
to modify the brain structure. Synchronization of neurons is another phenomenon found
on the nervous system, and is related to many brain functions and nervous disorders.
It is known that plasticity can alter the neuronal synchronization level. Mathematical
models of neuronal networks have been used to investigate behaviors found on the nervous
system. In this work, we build a neuronal network with neurons modeled by the Rulkov
model, and connected via excitatory chemical synapses. The synaptic weights are modified
following the BTDP rule. Two network architectures are studied: random and small-world
network. We aim to understand how BTDP modifies the structure and synchronization of
the network. It was observed that, depending on the initial synaptic weight, the whole
network or part of it can have its synapses strengthened to the maximum possible synaptic
weight. For the random network, two mechanisms for this strengthening were identified.
The first is due to a preexisting synchronization and the second due to the impossibility
of burst latencies assuming high values for high-frequency neurons. The coexistence of
the two mechanisms is also verified. In this case, the network can exhibit a segregation
in two clusters on the asymptotic state, but only if the noise level on the network is low
enough. It was also verified that, for almost all cases, the network synchronization level is
increased due to the plasticity, following the strengthening of network synapses. For the
small-world network, it was verified that the final state of the network can exhibit local or
non-local properties, depending on the initial synaptic weight of the connections.
Key-words: neuronal networks. Rulkov neurons. plasticity. synchronization
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Um grande esforço tem sido feito pela comunidade científica nas últimas décadas
para entender melhor o funcionamento do cérebro humano. Esse é o órgão responsável
por controlar e regular todo o corpo, um trabalho extremamente amplo, que vai desde
manter batimentos cardíacos constantemente ritmados até o reconhecimento de perigo
e subsequente injeção de adrenalina. Não só isso, mas ele também é o responsável por
nossos comportamentos psicológicos, da razão à emoção. A capacidade de pensar, imaginar,
abstrair, amar e odiar são todas produzidas neste mesmo órgão [1, 2]. Com isso em mente,
não é de se surpreender que o funcionamento do cérebro humano seja extremamente
complexo, com uma estrutura complicada e presença de fenômenos emergentes. Mesmo o
sistema nervoso de animais mais simples já impõe um grande desafio à neurociência. Mas
a despeito da enorme complexidade do sistema nervoso, muito progresso já foi feito nessa
área, graças à insistência e dedicação de cientistas ao redor do globo. Hoje sabemos que
o cérebro é formado por unidades básicas, chamadas neurônios, interconectadas entre si
de uma maneira não-trivial. Estima-se que haja cerca de 8,6× 1010 neurônios presentes
no cérebro humano [3, 4], conectados em média com milhares de outros neurônios [5],
formando uma rede. Eles são capazes de receber e transferir informação entre si e para
outras partes do corpo por meio de sinais elétricos [6].
A estrutura dessa rede neuronal, isto é, a organização de quais neurônios estão
conectados com quais outros, exerce papel fundamental no bom funcionamento do cérebro.
É a complexidade dessa estrutura que fornece ao cérebro a capacidade de realizar uma
grande diversidade de funções. Apesar disso, essa estrutura de conexões não permanece fixa
ao longo do tempo, mas está em constante mudança e atualização. Nós não nascemos com
a estrutura neuronal preparada, muitas funções importantes que o cérebro desempenha
só são adquiridas após anos de desenvolvimento, com a formação de novas conexões [7,
8]. E mesmo quando adultos, o interligamento dos neurônios do cérebro continua a ser
alterado, quando, por exemplo, criamos ou esquecemos memórias [9], aprendemos algo
novo, ou formamos novos hábitos [10, 11]. A essa mudança na estrutura de conexão dos
neurônios do cérebro dá-se o nome plasticidade neuronal. Os mecanismos pelos quais a
plasticidade ocorre ainda não são completamente entendidos, mas vários fatores já são
conhecidos e estudados. Um deles é a chamada teoria Hebbiana [12], que afirma que a
conexão entre dois neurônios é fortalecida se um deles influencia nos disparos do segundo
de maneira repetitiva e persistente. Essa hipótese foi o ponto de partida para algumas
regras de plasticidade que propõem descrever de maneira quantitativa o funcionamento
da plasticidade. A regra STDP é uma delas, e descreve a plasticidade neuronal através
do tempo relativo de disparo entre neurônios [13, 14]. Outra regra provinda da teoria de
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Hebb é a BTDP, que utiliza o tempo relativo entre rajadas de disparos para determinar a
plasticidade [15].
Outro fenômeno importante no funcionamento do cérebro é a sincronização, que
ocorre quando a atividade de impulsos elétricos em um dado tempo é similar para um
conjunto de neurônios. Inúmeros fenômenos já foram relacionados com a sincronização de
neurônios, como a formação de memória [16, 17], processos conscientes [18, 19] e a doenças
como mal de Parkinson e convulsões [20, 21]. Sabe-se também que a sincronização de duas
regiões do cérebro facilita a transmissão de informação entre elas [22].
Haja vista a importância da plasticidade e da sincronização em redes neuronais, a
existência de alguma relação entre esses dois fenômenos torna-se uma questão interessante.
Inúmeras evidências demostram que a estrutura da rede neuronal é de grande importância
para a existência de sincronização, tanto o modo como os neurônios se conectam como a
intensidade das conexões [23–26]. Como a plasticidade afeta diretamente a estrutura da
rede, é de se esperar que ela influencia por consequência também a sincronização. E de
fato evidências que relacionam os dois fenômenos já foram encontradas. Nowotny, Zhigulin,
Selverston, Abarbanel e Rabinovich [27] estudaram os efeitos da plasticidade STDP em
um circuito híbrido com um neurônio do gânglio abdominal da Aplysia, e encontraram que
a plasticidade é capaz de gerar sincronização robusta de neurônios mesmo com frequências
intrínsecas diferentes. Kilgard, Vazquez, Engineer e Pandya [28] também demostraram em
estudo do córtex auditório que a plasticidade gerada por experiências é capaz de alterar o
nível de sincronização dos neurônios. O inverso também pode ser verdade, como mostrado
por Bosler, Girardet, Sage-Ciocca, Jacomy, François-Bellan e Becquet [29], que sugerem
que a sincronização do corpo com o ciclo dia-noite (chamado ritmo circadiano) pode gerar
alterações na estrutura neuronal. Técnicas de modelagem matemática e simulação também
já foram utilizadas para explorar a relação entre plasticidade, estrutura e sincronização,
encontrando um grande número de resultados [30–34].
Buscando também tirar proveito de técnicas de modelagem e simulação, investiga-
mos a regra de plasticidade BTDP em uma rede de neurônios que apresentam rajadas de
disparos. A regra foi proposta por Butts, Kanold e Shatz [15] e se provou eficaz em guiar a
segregação ON/OFF de neurônios do núcleo geniculado lateral durante o desenvolvimento
do sistema visual de camundongos [35]. Recentemente Wang, Baruni, Parastesh, Jafari,
Ghosh, Perc e Hussain [36] encontraram a coexistência de estados coerentes e incoerentes,
conhecidos como quimeras, em uma rede neuronal com plasticidade BTDP.
Neste trabalho modelamos uma rede neuronal de 1000 neurônios que apresentam
rajada de disparos seguindo o modelo de Rulkov. Os neurônios são conectados através de
sinapses químicas em duas estruturas diferentes: uma aleatória e uma de mundo pequeno.
Informações sobre a estrutura e sincronização da rede após a ação da plasticidade foram
coletadas, assim como informações sobre a frequência individual de cada neurônio.
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Na rede aleatória, foram encontrados dois mecanismos diferentes pelos quais as
conexões podem ser fortalecidas. A presença de cada mecanismo depende da frequência de
rajada dos neurônios da rede, e do grau de sincronização dos neurônios. Foi observado
que, dependendo de quão fortemente conectados estão os neurônios no início da simulação,
três estados finais são possíveis para a rede. No primeiro há um aglomerado fortemente
conectado e sincronizado composto por neurônios de alta frequência, enquanto os neurônios
de baixa frequência terminam isolados da rede. No segundo há a formação de um aglomerado
fortemente conectado e sincronizado que engloba toda a rede. Já no terceiro estado final
possível encontramos, além de um grupo de neurônios que terminam isolados, a formação
de dois aglomerados diferentes, ambos fortemente intraconectados, mas sem conexão um
com o outro. Um dos aglomerados apresenta sincronização, enquanto o outro não.
Na rede de mundo pequeno encontramos que para redes inicialmente acopladas com
baixa intensidade, o estado final da rede tem características locais, com poucas conexões
não-locais existindo. Mas se o estado inicial de conexão for maior que determinado limiar,
então o estado final da rede tem características não-locais, e alto nível de sincronização.
Este trabalho está estruturado da seguinte forma. No capítulo 2 discutimos sobre
osciladores, e sobre a história da sincronização e as ferramentas disponíveis para quantificá-
la. No capítulo 3 revisamos conceitos sobre redes neuronais biológicas e sobre a modelagem
matemática de redes neuronais. O capítulo 4 é reservado para a discussão dos resultados
obtidos. Na seção 4.2 descrevemos nossos experimentos e como eles foram realizados. Os
resultados encontrados para as redes aleatória e de mundo pequeno são descritos nas seções
4.3 e 4.4, respectivamente. Finalmente, no capítulo 5 elaboramos nossas conclusões.
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2 OSCILADORES E SINCRONIZAÇÃO
2.1 OSCILADORES
Um oscilador é um sistema dinâmico que apresenta um movimento com caracte-
rísticas cíclicas, isto é, que se repetem ao longo do tempo com regularidade. Os sistemas
oscilantes presentes na natureza são inúmeros. Um sistema massa-mola, um relógio de pên-
dulo, o piscar de um vagalume, o bater de um coração, e as vibrações em cordas tensionadas
são alguns exemplos de tais sistemas. Originalmente, osciladores eram associados apenas a
sistemas periódicos, mas atualmente é possível descrever comportamentos oscilatórios em
uma classe maior de sistemas, como por exemplo os caóticos, fazendo pequenas alterações
como trabalhar com o período médio no lugar do período. Mas independente da classe do
oscilador, haverá associado a ele um ritmo característico com o qual o ciclo se repete. No
caso do piscar de um vagalume, por exemplo, cada ciclo corresponde a uma piscada do
animal.
2.1.1 ESPAÇO DE FASE E CICLO LIMITE
É muito comum em sistemas dinâmicos se utilizar o espaço de fase do sistema
como base de estudo. O espaço de fase é um espaço abstrato no qual cada eixo se refere à
uma variável do sistema dinâmico. Portanto, um ponto no espaço de fase representa um
estado possível do sistema. Conforme o sistema evolui no tempo, seguindo as equações
diferenciais que o definem, o ponto que representa seu estado se move no espaço de fase.
O conjunto dos pontos pelos quais o sistema passa ao longo do tempo é chamado de
trajetória, ou órbita, do sistema e captura a evolução temporal do sistema.
Osciladores periódicos apresentam trajetórias periódicas em seu espaço de fase.
Estas são curvas fechadas, de modo que um ponto sempre retorna a si mesmo após um
certo tempo T , que é o período do oscilador. Em especial, um sistema periódico pode exibir
como atrator um ciclo-limite, uma órbita periódica que atrai outras condições iniciais, e
é estável a pequenas perturbações. Por causa disso, a presença de um ciclo-limite torna
o comportamento do sistema mais consistente e menos dependente de condições iniciais
do que outros tipos de trajetórias periódicas. A Figura 1 exibe uma ilustração de um
ciclo-limite em um sistema bidimensional.
2.1.2 A FASE DE UM OSCILADOR
Considere um oscilador periódico que apresenta em seu espaço de fase um ciclo-
limite. Este ciclo-limite pode ter uma forma complicada, com pontos em diferentes partes
da órbita se movimentando com velocidades diferentes. Mas, dependendo do formato do
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Figura 1: Exemplo de um ciclo-limite no espaço de fase de um sistema de duas variáveis. O ciclo-limite é
uma trajetória periódica que atrai trajetórias de outras condições iniciais. A fase é uma grandeza angular
que indica em qual ponto do ciclo o sistema está.
ciclo-limite, o movimento sobre ele pode ser descrito por uma fase φ. A fase é uma grandeza
com interpretação angular capaz de identificar unicamente cada ponto do ciclo-limite.
Tomando como referência o ciclo-limite da Figura 1, a fase é definida por [37]
tanφ =
(P − C)y
(P − C)x (2.1)
em que P é um ponto no ciclo-limite, C é um ponto no interior do ciclo-limite, e (P − C)
é o vetor que une esses pontos.
A fase fornece uma maneira de quantificar em qual parte do ciclo o sistema se
encontra, sem se importar com os detalhes da dinâmica. Isto é, a fase pode ser definida e
interpretada da mesma maneira independentemente do formato do ciclo-limite no espaço
de fase. Esta propriedade é muito útil para os estudos de sincronização, como veremos a
seguir, pois, em muitos casos, comparar o estágio do ciclo em que dois sistemas estão já
basta para afirmar se estão ou não sincronizados.
Mas nem sempre a definição de fase da Eq. (2.1) é capaz de identificar unicamente
cada ponto do ciclo-limite. Além disso, essa definição exige que haja um ciclo-limite no
espaço de fase, o que nem sempre é verdade, como acontece, por exemplo, para osciladores
caóticos. A noção de fase pode, entretanto, ser estendida também para alguns sistemas
não-periódicos, como é o caso de osciladores de relaxação de período variável. Um oscilador
de relaxação é um sistema que possui um fenômeno característico que ocorre repetidamente
e que demarca o final de um ciclo e o início do próximo. Nesses casos, podemos atribuir à
fase uma nova definição, a de uma grandeza linear por partes, monotonicamente crescente,
que aumenta linearmente em 2π ao longo de um ciclo. Nos tempos em que o fenômeno
demarcador ocorre, a fase assume um valor múltiplo de 2π, e no intervalo entre dois eventos
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demarcadores seu valor resulta de uma interpolação linear. Essa definição de fase será
vista em mais detalhes quando a aplicarmos a um neurônio na seção 3.3.
2.1.3 SISTEMAS A TEMPO DISCRETO
Em alguns sistemas dinâmicos, o tempo não é uma variável contínua, mas sim
uma grandeza discreta, que só pode assumir valores inteiros.
t = 1, 2, 3, . . . (2.2)
Nesses sistemas, as equações de movimento não são mais equações diferenciais, mas sim
mapas, que fornecem o valor das variáveis no tempo t em função das variáveis no tempo
t− 1. As noções de espaço de fase e ciclo-limite continuam existindo com poucas diferenças
em relação aos sistemas com tempo contínuo. É comum para esse tipo de sistema usar
para o tempo a notação de índice, ao invés de notação de variável
x(t) → xt , (2.3)












2.2 SINCRONIZAÇÃO DE OSCILADORES
Em 1665, o inventor holandês Christiaan Huygens escreveu em uma carta a seu
pai o relato de um curioso fenômeno que observou enquanto trabalhava com alguns relógios
de pêndulo [38]. Na carta, Huygens descreve como dois relógios de pêndulo pendurados na
mesma tábua de madeira apresentavam concordância em seus movimentos. Os relógios
soavam ao mesmo tempo, e quando o pêndulo de um atingia a máxima amplitude para
um lado, o pêndulo do outro se encontrava na máxima amplitude para o outro lado, em
um movimento contrário. O cientista ainda descreveu que a origem desse comportamento
provinha da comunicação de um pêndulo com o outro através da tábua, que por estar
suspensa entre duas cadeira, podia se mover de maneira quase imperceptível em resposta
ao movimento dos pêndulos.
O texto de Huygens é possivelmente a primeira descrição documentada do fenô-
meno de sincronização. Sincronização pode ser definida como o ajuste dos ritmos de objetos
oscilantes devido a uma interação fraca entre eles [39]. Atualmente inúmeros exemplos de
sincronização são observados na natureza. Um conjunto de fibra de lasers pode apresentar
comportamento síncrono [40], o corpo de animais e plantas possui atividade sincronizada ao
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Figura 2: Desenho original de Huygens descrevendo o aparato em que se visualizou a sincronização em
anti-fase de dois pêndulos [38].
nascer e pôr do sol, no chamado ritmo circadiano [41, 42], e algumas espécies de vagalumes
tendem a piscar em sincronia [43]. Em alguns casos, os osciladores se sincronizam a um
forçamento externo exercido sobre eles. Este é o caso do ritmo circadiano, que possibilita,
por exemplo, que o horário de sono de mamíferos diurnos coincida com o período noturno.
Mas a sincronização também pode ocorrer pelo ajuste do ritmos de um oscilador com
outros osciladores da mesma espécie. Isso pode acontecer quando osciladores são postos de
maneira a influenciar a dinâmica uns dos outros, em uma chamada rede de osciladores.
As definições precisas de sincronização e de como medi-la podem depender das
peculiaridades de cada sistema. Mas, descrevemos a seguir alguns tipos comuns de sincro-
nização e algumas ferramentas para quantificá-la.
2.2.1 SINCRONIZAÇÃO DE FREQUÊNCIA
Uma das formas de sincronização que podemos medir é a sincronização de frequên-
cia, na qual dois ou mais osciladores possuem a mesma frequência. Dois osciladores
sincronizados em frequência mantêm uma diferença de fase constante, definida pela dife-
rença das fases iniciais de cada oscilador. Por causa disso, os osciladores são ditos travados
em fase. Em geral, essa diferença não precisa ser nula, de modo que os dois osciladores
não estão na mesma parte do ciclo ao mesmo tempo. Um exemplo disso é o caso de dois
pêndulos sincronizados em anti-fase, enquanto um pêndulo atinge a amplitude máxima
para o lado esquerdo, o outro pêndulo atinge a amplitude máxima no lado direito, e vice-
versa. Os dois pêndulos apresentam ângulos diferentes com a vertical para praticamente
todos o tempos, mas, não obstante, há sincronia em seus movimentos.
No mundo não ideal em que vivemos, não seria tarefa fácil encontrar dois pêndulos
que apresentam exatamente a mesma frequência de maneira intrínseca. Isso, porém, não é
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Figura 3: Ilustração de dois pêndulos sincronizados em anti-fase. Enquanto um pêndulo faz um ângulo θ
com a vertical, o outro faz um ângulo −θ. Apesar dos pêndulos não apresentarem a mesma fase, eles têm
a mesma frequência, e portanto a diferença de fase entre eles permanece constante.
necessário para que sincronização de frequência seja observada. Se os dois pêndulos forem
acoplados, isto é, forem postos de maneira a um influenciar a dinâmica do outro, suas
frequências podem ser alteradas por esse influência, e a alteração pode ser tal que as duas
frequências se tornem iguais. Esse foi o fenômeno observado por Huygens em seus relógios,
e é chamado travamento de frequência. O processo de travamento não ocorre apenas com
pêndulos, mas com osciladores forçados ou acoplados de modo geral.
Uma maneira simples de verificar a ocorrência de travamento de frequência é
comparar a frequência que o oscilador apresenta quando acoplado, denotada f , com a
frequência que ele apresenta quando desacoplado, chamada frequência natural e denotada
como f0. Como o acoplamento é capaz de modificar a frequência dos osciladores, não
necessariamente f e f0 serão iguais. Em uma rede com muitos osciladores acoplados, essa
comparação pode ser feita em um gráfico de f por f0, como o mostrado na Figura 4, que
representa um exemplo de uma rede de osciladores quaisquer. No exemplo, a maioria
dos osciladores têm sua frequência alterada. Alguns deles, na região marcada em cinza,
acabam com uma mesma frequência f ∗, se tornando travados em frequência. Os outros
osciladores estão à deriva, isto é, não estão travados em frequência com nenhum outro. A
fase desses últimos está em constante afastamento da fase de qualquer outro oscilador,
com uma taxa igual à diferença de frequência. Os osciladores que se travam na frequência
comum são aqueles cuja frequência natural está próxima da frequência de travamento [44].
A diferença máxima de frequência para que ocorra travamento de frequência (Δftrav na
figura) depende da intensidade do acoplamento entre os osciladores. Se chamarmos de ε o
parâmetro de acoplamento, uma grandeza que, de modo abstrato, controla o quão forte é o
acoplamento dos osciladores, então a largura da região que sofre travamento de frequência
aumenta com ε, como mostrado na Figura 5, conhecida como língua de Arnold [45, 46].
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Figura 4: No exemplo dessa rede os osciladores cuja frequência natural dista menos de Δftrav do valor
comum, denotado f∗, têm suas frequências alteradas para f∗. Este grupo está hachurado. Os demais
osciladores também têm suas frequências alteradas, mas não para um valor comum a outros osciladores.
O valor de Δftrav aumenta conforme o acoplamento entre os osciladores se torna mais intenso.
Figura 5: Ilustração de uma língua de Arnold. Osciladores que apresentam frequência natural pertencente
à região hachurada terão a frequência alterada para o valor comum f∗. O tamanho dessa região aumenta
conforme o parâmetro de acoplamento ε aumenta de valor.
2.2.2 SINCRONIZAÇÃO DE FASE
Dois osciladores sincronizados em frequência levam o mesmo tempo para completar
um ciclo, mas não necessariamente eles estão na mesma etapa do ciclo para um mesmo
instante de tempo. A coincidência de etapa do ciclo é medida por outro tipo de sincronização,
a sincronização de fase. Dois osciladores sincronizados em fase iniciam seus ciclos ao mesmo
tempo, atingem os pontos intermediário do ciclo ao mesmo tempo, e terminam os ciclos ao
mesmo tempo. Como vimos anteriormente, a fase é uma grandeza que carrega informações
sobre em qual ponto do ciclo o oscilador está, e portanto, osciladores que apresentam a
mesma fase estão na mesma etapa do ciclo. Por causa disso, podemos afirmar que dois
osciladores estão sincronizados em fase se a diferença de fase entre eles se mantém próxima
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de zero — ou, dada a interpretação angular da fase, de um múltiplo inteiro de 2π — por
um longo intervalo de tempo.
Uma maneira prática de quantificar essa forma de sincronização para um número
arbitrariamente grande de osciladores foi desenvolvida por Kuramoto [47]. Considere
uma rede de N osciladores acoplados, na qual cada oscilador pode ser representado por
uma fase φ conforme descrito anteriormente. A cada oscilador associamos um fasor de
módulo 1 e ângulo φ. O parâmetro de ordem de Kuramoto é então definido como a média
vetorial desses fasores. Ou seja, soma-se vetorialmente todos os fasores, e então divide-se o
módulo do vetor resultante pelo números de osciladores considerados. Matematicamente o






em que i =
√−1 é a unidade imaginária e φj(t) é a fase do oscilador j no tempo t. Usando
a representação polar dos números complexos, ele pode ser escrito como
R = Reiψ (2.6)
sendo R e ψ o módulo e a fase do parâmetro de ordem, respectivamente. A Figura 6
ilustra um exemplo dos fasores (em preto) de uma rede de 5 osciladores, bem como o
parâmetro de ordem resultante (em vermelho), para um momento em que os osciladores
apresentam fases distintas, e um em que apresentam fases próximas. Quando as fases são
distintas umas das outras, a média vetorial tem um módulo pequeno. Já quando as fases
são próximas umas das outras, a média resulta em um vetor com módulo próximo de 1.
O módulo de R, então, indica quão próximas as fases dos osciladores estão. Mas para que
Figura 6: 5 fasores unitários (em preto) e o fasor resultante de sua média (em vermelho). (a) Quando as
fases dos 5 fasores estão próximas, a média possui um módulo próximo de 1. Este caso representa uma
rede sincronizada. (b) Quando as fases dos fasores estão distribuídas pelo círculo, a média possui um
módulo pequeno. Este caso representa uma rede sem sincronização
26
haja sincronização de fase, é necessário que as fase se mantenham próximas por longos








como sendo uma medida do grau de sincronização de fase da rede entre os tempos ti
e tf . Um valor de R̄ próximo de 1 indica alto nível de sincronização de fase, um valor
próximo de 0 indica ausência de sincronização de fase, e valores intermediários representam
sincronização parcial. Por simplicidade, a grandeza R̄ é muitas vezes chamada de parâmetro
de ordem médio, enquanto R(t) é nomeado parâmetro de ordem instantâneo.
Para sistemas a tempo discreto, o parâmetro de ordem mantém o mesmo significado,















Ao estudar sincronização em redes, é comum encontrar situações em que apenas
alguns elementos da rede estão sincronizados entre si, enquanto os outros não estão. Ou
ainda encontramos casos em que os osciladores da rede estão divididos em subgrupos, cada
grupo sincronizados entre si, mas sem que haja sincronização entre um grupo e outro.
Esses dois casos são exemplos em que existem aglomerados na rede. Um aglomerado é um
subconjunto da rede cujos elementos possuem alguma característica que os separa do resto
dos elementos da rede. Comumente esta característica é uma intensidade de conexão alta
entre os elementos, ou um alto nível de sincronização.
Para medir o nível de sincronização de fase em um aglomerado, podemos usar o
parâmetro de ordem local, uma extensão do parâmetro de ordem de Kuramoto que engloba









na qual Q é um subconjunto dos N osciladores da rede, e NQ é o número de elementos
nesse subconjunto. A média temporal de Rl(t) fornece um número com interpretação
similar à do parâmetro de ordem médio que caracteriza o grau de sincronização de fase
dos elementos do subconjunto Q.
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3 REDES NEURONAIS
O sistema dinâmico estudado neste trabalho é uma rede neuronal. Neste capítulo,
então, revisamos brevemente sobre esse assunto, primeiro em termos biológicos, e em
seguida apresentando como esses conceitos se traduzem na área de dinâmica não-linear.
3.1 O SISTEMA NERVOSO
Responsável pelo controle geral do corpo, o sistema nervoso é dividido em sistema
nervoso central e sistema nervoso periférico [48–50]. O sistema nervoso periférico consiste
de fibras nervosas que se estendem por todo o corpo, e são responsáveis pela transmissão
de informação entre o sistema nervoso central e os demais órgãos do corpo. Já o sistema
nervoso central é responsável por assimilar as informações recebidas e emitir comandos.
Ele é composto pela medula espinhal e pelo encéfalo, que engloba o cérebro, cerebelo, e
outros componentes.
O cérebro é responsável pelo processamento de informação, emoções, linguagem,
aprendizado, memória, controle de movimentos, os sentidos do corpo, entre outras funções
de grande importância [1, 2, 51, 52]. Neurônios e glias são os dois principais tipos de
células que compõem o cérebro. O neurônio é a unidade funcional básica de processamento
do cérebro, enquanto as glias exercem inúmeras funções, mas a principal é o auxílio e
manutenção dos neurônios.
As funções complexas que o cérebro é capaz de realizar são resultados da interação
das suas células constituintes, que têm individualmente um comportamento muito mais
simples do que o apresentado pelo conjunto. Entender como as funções cerebrais emergem
a partir da interação desses constituintes é o objetivo da neurociência. Iniciamos então
nossa discussão com a célula primária do cérebro: o neurônio.
3.1.1 O NEURÔNIO
O neurônio é a unidade funcional básica de processamento de informação do cérebro.
A principal característica que possibilita que ele exerça esta função é sua capacidade de
receber estímulos de outros neurônios e transmiti-los a outros neurônios e células. O
neurônio é formado por um corpo celular (soma), dendritos e axônios, e uma membrana
celular isolante que o separa de seu meio intercelular [48]. Os dendritos são prolongamentos
ramificados que atuam como receptores de estímulos, que podem provir de células sensoriais
ou de outros neurônios. Os estímulos captados pelos dendritos são combinados no soma, e
podem seguir pelos axônios para influenciar outros neurônios.
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Figura 7: Ramificação dos dendritos de neurônios do hipocampo de ratos [53]. A imagem foi capa da
revista Journal of Neuroscience Vol. 40 Issue 3 (01/2020).
Figura 8: Ilustração de um neurônio e suas partes [54]. Os dendritos recebem estímulos de outras células, e
os transmitem ao corpo celular e em seguida ao axônio, onde o sinal será repassado para outros neurônios.
Há dentro do neurônio uma certa quantidade de íons, principalmente Na+ e K+,
mas também outros como Cl− e Ca2+ [48, 55, 56]. A membrana celular do neurônio é
isolante, e separa o interior do neurônio do ambiente externo, denominado meio intercelular.
Em geral, a concentração de íons dentro do neurônio é diferente da concentração no meio
intercelular, de modo que há uma diferença de potencial entre esses dois meios. A essa
diferença dá-se o nome potencial de membrana. É convenção atribuir ao meio intercelular
o potencial 0mV, tal que o potencial de membrana assume o mesmo valor que o potencial
no interior do neurônio [55].
Na membrana do neurônio existem algumas proteínas especiais que formam poros.
Elas são chamadas de canais, e permitem a passagem seletiva de alguns íons [50, 57]. Um
canal de sódio, por exemplo, permite a passagem de íons de sódio para dentro e fora do
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neurônio. Alguns desses canais permitem a passagem sem gasto de energia, através da
difusão, e são chamados canais passivos. A intensidade e direção da movimentação dos íons
por esses canais depende da diferença de potencial elétrico e da diferença de concentração
do íon entre os dois meios. Além dos canais passivos, existe também um mecanismo ativo
de transferência de íons: a bomba de sódio e potássio, que gasta energia para trocar íons
Na+ do interior do neurônio por íons K+ do meio intercelular. Como resultado das trocas
de íons passivas e ativas, o potencial de membrana do neurônio tende a ser estável em um
valor de equilíbrio, chamado potencial de repouso, cujo valor fica em torno de −70mV [55,
58].
Há, porém, ainda outro mecanismo de troca de íons entre o meio intracelular e
intercelular, que são os chamados canais de porta de voltagem, ou canais dependentes de
voltagem [50]. Estes canais permanecem fechados até que o potencial de membrana exceda
um valor limite, que em geral fica alguns milivolts acima do potencial de repouso. Quando
este limiar é atingido, os canais se abrem e permitem a entrada rápida de uma grande
quantidade de íons, fazendo que o valor do potencial de membrana aumente subitamente,
e se torne positivo. Logo após essa perturbação, o sistema tende a voltar ao equilíbrio,
e então o potencial de membrana cai rapidamente, voltando a valores negativos. A esse
repentino aumento do potencial de membrana e conseguinte retorno ao equilíbrio dá-se
o nome potencial de ação ou disparo ou ainda spike [1, 57]. Após a ocorrência de um
potencial de ação, há um período refratório, no qual o neurônio não é capaz de apresentar
um novo disparo. Decorrido esse período, o neurônio retorna ao seu estado de repouso e
pode novamente apresentar um disparo. A Figura 9 apresenta a evolução temporal do
potencial de membrana durante um potencial de ação.
Como o potencial limiar para a abertura dos canais de porta de voltagem é
maior do que o potencial de repouso do neurônio, eles permanecem fechados enquanto o
neurônio está em equilíbrio. Para que o potencial de membrana atinja o limiar e ocorra
um disparo, é necessário então que o neurônio seja perturbado de seu estado de equilíbrio.
Essa perturbação vem na forma de estímulos externos, vindos de outros neurônios ou
de células sensoriais, e que aumentam momentaneamente o potencial de membrana do
neurônio alvo.
O potencial de ação pode ser pensado como um pulso elétrico que percorre o
neurônio por um breve período de tempo, e um fato importante é que este pulso elétrico
pode ser transmitido para um outro neurônio próximo [50, 60]. Isto é, a ocorrência de um
disparo em um neurônio pode gerar a ocorrência de um disparo em um outro neurônio,
que por sua vez pode gerar um disparo em um terceiro, e assim por diante. Isso porque
um potencial de ação pode causar a injeção de corrente em um neurônio vizinho e, se essa
injeção for suficiente para que o potencial de membrana atinja o limiar de abertura dos
canais de porta de voltagem, gerará um potencial de ação neste neurônio. Esta habilidade
30
Figura 9: Ilustração do potencial de membrana ao longo do tempo durante um potencial de ação. Após
receber estímulo suficiente para que o potencial de membrana atinja o valor limiar, uma rápida troca de
íons faz o valor do potencial subir rapidamente e, em seguida, retornar ao valor de equilíbrio passando
por um período refratório. Na figura está exibido em pontilhado também um estímulo que não leva o
potencial de membrana ao limiar, e portanto não gera um potencial de ação. Figura adaptada de [59].
de propagar impulsos elétricos é o que fornece às redes de neurônios a capacidade de
processar informação.
Outro comportamento encontrado em alguns neurônios é o de rajada de disparos
ou burst, que é uma sequência rápida de disparos seguido de um período quiescente no
qual o neurônio não pode apresentar um potencial de ação. As rajadas são encontradas
em várias partes do cérebro [61–63], e acredita-se que sejam mais confiáveis na propagação
de informação do que disparos isolados, além de outras características desejáveis para o
bom funcionamento do cérebro [64, 65]. A Figura 10 exibe a evolução do potencial de
membrana de um neurônio que apresenta rajadas de disparos.
Figura 10: Atividade neuronal do neurônio R15 da Aplysia apresentando rajadas de disparos. Cada rajada
é composta por vários disparos que ocorrem em um curto tempo um do outro, seguido de um tempo em
que não há atividade neuronal. Na figura, vemos 4 rajadas. Adaptada de [66].
3.1.2 SINAPSES
Os neurônios são capazes de influenciar o potencial de membrana de alguns outros
neurônios. Quando isso acontece, dizemos que os dois neurônios estão conectados, ou que
31
são vizinhos. É essa conexão entre neurônios que permite que disparos sejam transmitidos
de um neurônio para o outro. Por causa disso, o cérebro pode ser pensado como uma
rede de neurônios, isto é, um conjunto de neurônios conectados entre si. Às junções que
conectam um neurônio a outro dá-se o nome sinapses.
Existem dois tipos de sinapses, elétricas e químicas [6]. Pelas sinapses elétricas,
dois neurônios podem trocar íons diretamente, através de um canal que une as duas
membranas. Já nas sinapses químicas a comunicação entre dois neurônios se dá através
de neurotransmissores. Estes são liberados quando um neurônio sofre um disparo. Em
seguida viajam até o segundo neurônio pelo meio intercelular, e ligam-se ao neurônio alvo,
causando a abertura de canais de íons. A chegada desses neurotransmissores pode causar
um aumento no potencial de membrana do neurônio alvo (nesse caso chamamos a sinapse
de excitatória), ou pode causar diminuição na diferença de potencial (sendo a sinapse
então chamada de inibitória). As sinapses químicas, ao contrário das elétricas, permitem
interação de longa distância entre neurônios. A extensão do aumento (diminuição) no
potencial de membrana de uma sinapse excitatória (inibitória) varia de sinapse para
sinapse. Se um neurônio tem grande influência sobre o potencial de membrana de um
outro, dizemos que eles estão fortemente conectados.
Um mesmo neurônio pode estar conectado com vários outros (da ordem de
milhares de outros neurônios [5]) mas, em geral, ele se comunica apenas com uma parcela
pequena dos neurônios da rede. Além disso, as sinapses podem ser também direcionadas,
ou seja, apenas um dos neurônios da sinapse influencia o parceiro, e o contrário não
ocorre. Somando isso ao fato de que a intensidade de interação propiciada pela sinapse ser
variável, podemos perceber que a estrutura da rede neuronal não é trivial. Na verdade,
diferentes tipos de redes complexas já foram encontradas em partes diferentes do cérebro,
como de mundo pequeno e livre de escala [67, 68]. Um mapeamento preciso de quais
neurônios estão conectados com quais outros em um cérebro desenvolvido é uma tarefa
extremamente complicada. Não obstante algumas tentativas já foram realizadas. A C.
elegans é um pequeno nematoide que teve seu sistema nervoso completamente mapeado.
Possuindo apenas 302 neurônios, o conectoma do animal é amplamente estudado e está
disponibilizado por projetos de código aberto como o OpenWorm e WormAtlas [69, 70]. O
conectoma de gatos [71, 72], macacos [73], e até de humanos [74, 75] já foram estudados, e
o mapeamento entre algumas regiões do cérebro já foram encontradas, porém estão muito
longe de descrever por completo o sistema nervoso desses animais.
A enorme complexidade da estrutura das conexões entre os neurônios é justamente
o que possibilita que as funções exercidas pelo cérebro sejam realizadas a partir de uma
unidade básica como o neurônios, que são simples no que diz respeito a processamento de
informação. Na estrutura das conexões estão codificadas nossas habilidades, experiências e
memórias [76, 77], e alterações indesejadas na estrutura podem levar a doenças [78].
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3.1.3 PLASTICIDADE NEURONAL
Dada a grande importância da estrutura de conexão entre os neurônios, pode
surpreender o fato de tal estrutura não ser fixa, mas que está em contante alteração [12,
79]. A habilidade do cérebro de alterar a estrutura de sua rede neuronal é chamada de
plasticidade neuronal. Sinapses podem se fortalecer com o tempo, aumentando a efetividade
da comunicação entre dois neurônios em um processo chamado potenciação. Da mesma
forma elas podem se enfraquecer e até deixar de existir, cortando assim a interação entre
dois neurônios. Ao enfraquecimento de uma sinapse dá-se o nome depressão.
A ideia de conexões mutáveis no tempo já era considerada mesmo antes do século
XX [80] como uma possível explicação para o processo de aprendizado. Porém foi apenas
no final da década de 40 que a teoria se estabeleceu, com os trabalhos de Konorski e
Hebb [80]. Desde então, a habilidade do cérebro de alterar sua estrutura de conexões
foi comprovada em inúmeros experimentos [13, 81, 82], e a relação de plasticidade e
aprendizado foi corroborada [10, 11, 83]. Mas, além de aprendizado, a plasticidade exerce
papel fundamental em outros fenômenos neurológicos. Sabe-se que a plasticidade está
relacionada a navegação [84, 85], formação e retenção de memória [9, 83], reconhecimento
de padrões [86] e alterações no nível de sincronização [27, 28].
Mecanismos para o funcionamento da plasticidade neuronal têm sido propostos
desde a concepção do fenômeno. William James (1890) [80, 87] acreditava que correntes
elétricas que percorriam o cérebro fortaleciam o caminho que percorriam, ou criavam
um novo caminho pelo cérebro. Mesmo sem conhecer o conceito de sinapse, as ideias
de James são surpreendentemente razoáveis tendo em vista o conhecimento moderno de
plasticidade. Uma das primeiras teorias a obter sucesso significativo foi a Teoria de Hebb
(1949) [12], que afirma que se um neurônio participa repetidamente do processo de disparo
de um outro neurônio, então a sinapse entre esses neurônios se fortalecerá. Essa teoria
é comumente resumida na frase "Neurônios que disparam juntos se tornam conectados".
Nosso entendimento sobre os mecanismos de plasticidade evoluiu muito desde as ideias de
Hebb, porém o tema se provou bastante complexo e novas explicações são buscadas até
hoje.
3.2 MODELOS DE REDES NEURONAIS
Devido à grande complexidade do cérebro, e ao fato de que seu estudo é dificultado
por estar restrito principalmente a métodos não invasivos, torna-se interessante uma
abordagem de modelagem. Ela consiste em descrever matematicamente e de maneira
simplificada a rede neuronal que constitui o sistema nervoso, comumente lançando mão
de técnicas de simulação. A despeito das simplificações que ocorrem no processo de
modelagem, esta abordagem é muito útil para obter novas perspectivas sobre o assunto.




A modelagem da rede neuronal começa a partir de seu componente básico, o
neurônio.
Como vimos, o potencial de membrana é ditado pela diferença de concentração
de íons dentro e fora do corpo celular do neurônio, e esses íons podem passar de um meio
para o outro de diferentes maneiras. O fluxo de íons pelos canais passivos é regido por duas
forças, uma relacionada ao gradiente elétrico, e outra ao gradiente de concentração do íons
em questão. Além disso existem mecanismos ativos que promovem a troca de íons, como
a bomba de sódio e potássio, e os canais com portas de voltagem. Usando informações
biológicas, físicas e químicas sobre o funcionamento dos neurônios, é possível modelar
a dinâmica do potencial de membrana e dos fluxos de íons entre o meio intracelular e
intercelular através de um circuito elétrico. Isso foi feito em 1952 por A. L. Hodgkin e A.
F. Huxley [88], que propuseram o circuito da Figura 11 como um modelo da dinâmica
neuronal. A membrana celular do neurônio funciona como um capacitor de capacitância
por unidade de área Cm, os canais iônicos são representados por um resistor ôhmico com
condutância específica g ligados a uma fonte de tensão V , que é referente ao potencial
de equilíbrio do íon em questão. Uma abordagem estatística foi usada para modelar os
canais de porta de voltagem para cada tipo de íon. Hodgkin e Huxley consideraram em
seu modelo canais específicos aos íons sódio e potássio, bem como um canal de vazamento
que encobre a passagem passivas de íons em geral. O potencial de membrana é obtido pela












Figura 11: Circuito do modelo de Hodgkin e Huxley.
Usando as leis físicas correspondentes, os dois fisiologistas encontraram um con-
junto de 4 equações diferenciais não lineares que podem ser resolvidas numericamente para
obter a evolução temporal do potencial de membrana de um neurônio. As equações de
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= I − [ḡKn4(Vm − VK) + ḡNam3h(Vm − VNa) + ḡl(Vm − Vl)] (3.1a)
dn
dt
= αn(1− n)− βnn (3.1b)
dm
dt
= αm(1−m)− βmm (3.1c)
dh
dt
= αh(1− h)− βhh , (3.1d)
que vêm acompanhadas das equações auxiliares
αm(Vm) =
2,5− 0,1(Vm + 65)
e2,5−0,1(Vm+65) − 1 (3.2a)
αn(Vm) =
0,1− 0,01(Vm + 65)
e1−0,1(Vm+65) − 1 (3.2b)
αh(Vm) = 0,07 e
(65−Vm)/20 (3.2c)
βm(Vm) = 4 e
(65−Vm)/18 (3.2d)






A Tabela 1 apresenta os valores dos parâmetro da equação, exceto por I, que é usado












Tabela 1: Valores dos parâmetros das equações do modelo de Hodgkin-Huxley [89].
As soluções encontradas exibiam disparos periódicos no potencial seguidos de um
período quiescente, no qual não haviam disparos e o potencial permanecia baixo, resultado
condizente com o comportamento documentado de neurônios reais. Esse trabalho rendeu
a Hodgkin e Huxley o prêmio Nobel em medicina no ano de 1963.
Mas apesar do sucesso do modelo de Hodgkin-Huxley, o custo computacional
de seu conjunto de equações levou à busca de outros modelos que também pudessem
representar neurônios. Vários modelos foram propostos com esse objetivo, muitos dos
quais ofereciam comportamentos neuronais que não estão presentes no modelo de Hodgkin-
Huxley, como disparos não-periódicos e rajadas de disparos. Um dos modelos alternativos
é o mapa de Rulkov, proposto por N. F. Rulkov [90], um sistema de duas equações com
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Figura 12: Série temporal da variável Vm, referente ao potencial de membrana, do modelo de Hodgkin-
Huxley para I = 7mA2/cm. Percebe-se que o modelo é capaz de reproduzir os potenciais de ação presentes
em neurônios reais.





yt+1 = yt − σxt − β. (3.4)
Este é um modelo fenomenológico, o que significa que as equações não foram
adquiridas a partir de princípios biofísicos, mas foram escolhidas de modo a reproduzir o
comportamento conhecido. No modelo de Rulkov, x é a variável relacionada ao potencial
de membrana, y é uma variável auxiliar de evolução lenta, e α, σ e β são parâmetros a
serem escolhidos. t = 1, 2, 3, . . . indica o tempo discreto, de maneira que xt é o valor da
variável x no tempo t. As variáveis e parâmetros do modelo são adimensionais.
Esse conjunto de equações, apesar de simples, apresenta para determinados valores
de parâmetros um comportamento de rajada de disparos. Isso pode ser visto na Figura
13, que ilustra o resultado da resolução numérica de um problema de condição inicial do
mapa de Rulkov. Este mapa é um sistema dinâmico caótico, e por causa disso apresenta
intervalos-entre-disparos e intervalos-entre-rajadas não regulares no tempo.
3.2.2 REDES DE NEURÔNIOS
A partir das equações que modelam um neurônio, podemos também modelar uma
rede neuronal. Para tanto, cria-se N cópias do conjunto de equações do modelo escolhido,
cada uma representando um neurônio. Então, geram-se conexões (ou sinapses) entre alguns
desses neurônios, de modo que eles passam a se influenciar. Matematicamente, estamos
acoplando os N conjuntos de equações por meio da adição de um termo de acoplamento.
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Figura 13: Série temporal das variáveis x e y do modelo de Rulkov para α = 4,2, β = 0,0011 e σ = 0,0009.
A variável x representa o potencial de membrana do neurônio e apresenta rajadas de disparos.




+ yi,t + Ii,t (3.5)
yi,t+1 = yi,t − σxi,t − β. (3.6)
Aqui i = 1, 2, . . . , N é o índice de um dos neurônios da rede.
Nesta equação foi adicionado um termo de acoplamento Ii,t, que representa uma
corrente sináptica injetada no neurônio i pelos outros neurônios da rede. Ii,t depende, em
geral, do potencial de membrana de todos os outros neurônios, e sua forma depende do
tipo de sinapse considerada. Por exemplo, a seguinte expressão é uma forma possível de
representar uma sinapse elétrica que parte de um neurônio pré-sináptico j e afeta um
neurônio pós-sináptico i
Ieleij,t = Wij xj,t (3.7)
Na equação, Wij representa o peso sináptico, um parâmetro que controla quão forte é a
interação entre os neurônios i e j. No caso da sinapse elétrica, o potencial de membrana
do neurônio i é diretamente afetado pelo potencial do neurônio j.
Já para uma sinapse química, a forma do termo de acoplamento pode ser, por
exemplo,
Iquiij,t = −Wij (xi,t − Vs)H(xj,t − θ), (3.8)
na qual Vs é o potencial de reversão, uma constante que controla se a sinapse é excitatória
ou inibitória; H(x) é a função degrau de Heaviside, que tem valor zero se seu argumento é
negativo, e valor 1 se o argumento for positivo; θ é o uma constante cujo valor deve ser
menor que o potencial de membrana de um neurônio durante um disparo, mas maior que o
potencial de membrana quando o neurônio não está disparando. Wij ainda é interpretado
como peso sináptico. Na sinapse química, uma corrente −Wij(xi,t − Vs) é injetada no
neurônio i toda vez que o neurônio j dispara (isto é, quando xj,t > θ). Essa corrente
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aumenta o potencial de membrana de i caso xi,t < Vs (sinapse excitatória), e diminui caso
contrário (sinapse inibitória). A corrente sináptica total injetada em um neurônio é a soma
das contribuições de cada um dos neurônios a ele conectados.
3.2.3 ESTRUTURA DA REDE
A estrutura de uma rede diz respeito a quais elementos estão conectados com
quais outros, e o quão forte é essa conexão. A Figura 14 representa esquematicamente
uma pequena rede através de um grafo, No grafo, cada círculo representa um elemento
da rede, e as flechas representam as conexões entre eles. No caso de uma rede neuronal
os elementos são neurônios e as conexões são as sinapses. No exemplo da Figura 14, as
conexões são direcionadas, o que significa que é possível que um neurônio afete outro sem
que a influência inversa aconteça.
Figura 14: A estrutura de conexões de uma rede pode ser representada por um grafo. Nele, cada nodo
representa um elemento da rede (um neurônio, no caso de redes neuronais), e as linhas ligando os nodos
representam conexões (para redes neuronais seriam sinapses). A figura mostra um exemplo de rede
direcionada, na qual as conexões entre os elementos não necessariamente vale em ambas direções.
As redes podem ser classificadas com base em suas propriedades estruturais. Por
exemplo, uma rede em que todos os elementos estão conectados com todos os outros é
chamada rede global. Já em uma rede regular, todos elementos estão conectados com os
k primeiros vizinhos (k possui tipicamente um valor pequeno comparado ao tamanho
da rede), de modo que não existem conexões de longo alcance. Uma rede em que todas
conexões são distribuídas aleatoriamente é denotada rede aleatória. Esse tipo de rede é
caracterizado por ter uma distribuição de conexões bastante uniforme quando comparado
a outros tipos de arquiteturas. Outro exemplo de arquitetura de rede são as redes livres de
escala, nas quais o número de conexões que os neurônios têm segue uma lei de potência.
Um tipo de rede muito encontrado nos estudos de redes neuronais é a rede de
mundo pequeno. Ela é definida através de duas características de estruturas de redes.
A primeira dessas características é o livre caminho médio, que mede a distância média
38
que separa dois elementos da rede pelo caminho mais curto [91]. No caso de grafos não
ponderados, a distância entre dois elementos é simplesmente o número de arestas que se
deve passar no caminho de um elemento a outro. Por exemplo, no grafo da Figura 14, a
distância entre o elemento 2 e o elemento 1 é d12 = 1, e a distância entre o elemento 1 e o
elemento 3 é d31 = 3, pois esse é o número de arestas existentes no caminho mais curto
entre os elementos (1− 4− 5− 3). Note que a direção das conexões deve ser respeitada. O







O livre caminho médio fornece uma noção da globalidade da rede e da eficiência de
transporte de informação entre os elementos da rede. Redes do tipo global e, comumente,
de arquitetura aleatória possuem um livre caminho médio baixo, pois conexões de longo
alcance são comuns. Esses tipos de rede, portanto, costumam transmitir informação pela
rede de maneira eficiente. Já redes regular ou redes que apresentam características locais
costumam ter um livre caminho médio alto, e menor poder de comunicação entre elementos
distantes. A segunda característica estrutural usada para definir as redes de mundo pequeno
é o coeficiente de agrupamento médio. Em uma rede não-direcionada, o coeficiente de
agrupamento de um elemento da rede é definido como [91].
Ci =
nº de trios fechados em torno de i
nº de trios em torno de i
. (3.10)
Um trio em torno de i é um conjunto de 3 elementos i, j e k tal que há uma conexões
entre i e j e entre i e k. Um trio fechado em torno de i é o mesmo que um trio, porém há
necessariamente uma conexão entre j e k também. Em poucas palavras, o coeficiente de
agrupamento de um elemento mede a probabilidade dos vizinhos desse elemento estarem
conectados entre si. O coeficiente de agrupamento médio C é a média de Ci para todos os
elementos da rede. Essa grandeza mede o quão aglomerados estão os elementos da rede.
Tipicamente, redes aleatórias possuem um coeficiente de agrupamento médio baixo, pois
não há nenhum viés para que elementos que possuam vizinhos em comum também sejam
vizinhos. Já em redes regulares, os valores de C tendem a ser altos.
Com isso, uma rede de mundo pequeno é definida como uma rede que possui
livre caminho médio relativamente baixo (isto é, comparável ao de uma rede aleatória
equivalente) e um coeficiente de agrupamento relativamente alto (comparável ao de uma
rede regular equivalente) [91]. Por rede equivalente entende-se uma rede com o mesmo
número de elementos e grau de conectividade igual para todos os elementos. Redes de
mundo pequeno foram observadas em diversas partes do cérebro, e acredita-se que elas
apresentem características úteis para o sistema nervoso, como um baixo custo de criação
de conexão [67]. Em seu trabalho pioneiro, D. Watts e S. Strogatz [91] descreveram um
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método para a construção de uma rede de mundo pequeno. Nele, se parte de uma rede
regular, e se substitui conexões aleatoriamente com probabilidade p. Se p for escolhido
corretamente, o método resulta em uma rede com muitas conexões locais (provindas da
rede regular original) e algumas conexões não-locais (provindas do processo de reconexão).
As conexões locais garantem que o coeficiente de agrupamento seja alto, enquanto as
não-locais servem de atalho e diminuem o livre caminho médio. A Figura 15 exibe como
L e C tipicamente variam com a probabilidade de reconexões. Percebe-se que existe um
intervalo de p no qual o livre caminho médio é baixo comparado à rede regular enquanto
o coeficiente de agrupamento permanece alto. A representação em grafo de uma rede
Figura 15: Livre caminho médio L e coeficiente de agrupamento médio C de uma rede resultante do
processo de Watts-Strogatz em função da probabilidade de reconexão p. Os pontos estão normalizados
pelos valores das grandezas para a rede regular (na qual p = 0). A rede era formada por 1000 elementos
e grau médio de conexão k = 10, e os pontos são a média em 20 realizações aleatórias do processo. Há
em torno de p = 0,01 um intervalo em que C permanece alto enquanto L é significativamente menor do
que o da rede regular. Redes resultantes do processo de Watts-Strogatz com p nesse intervalo podem ser
consideradas como redes de mundo pequeno. Imagem reproduzida de [91]
de mundo pequeno, assim como outros exemplos de arquiteturas pode ser encontrada na
Figura 16.
Além de grafos, podemos usar matrizes de adjacência para representar a estrutura
de uma rede. Uma matriz de adjacência A é uma matriz NxN — sendo N o número de
elementos na rede — na qual o elemento Aij tem valor 1 se existe uma conexão que sai do
neurônio j em direção ao neurônio i, e valor 0 caso contrário. Por exemplo, se o neurônio
1 sofre influência do neurônio 3, então o elemento A13 vale 1. Já se A13 for zero, então tal
conexão não é encontrada na rede. A matriz de adjacência é uma ferramenta útil para
escrever as relações entre elementos da rede. No caso de uma rede neuronal, por exemplo,
ela pode ser usada para escrever a corrente sináptica injetada no neurônio i pelos seus
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(a) Regular (b) Mundo Pequeno (c) Aleatória
(d) Global (e) Livre de Escala
Figura 16: Exemplos de diferentes arquiteturas de redes





na qual Iij,t é a corrente injetada em i pelo neurônio j no tempo t, cuja forma depende do
tipo de sinapse implementada. A adição da matriz de adjacência garante que apenas os
neurônios conectados a i injetam corrente nele.
3.2.4 MODELOS DE PLASTICIDADE
A estrutura da rede neuronal, porém, não precisa ser estática. É possível replicar
os efeitos da plasticidade neuronal modificando tanto a matriz de adjacência A como a
matriz de pesos sinápticos W, desde que essas modificações tenham bases biológicas.
Alguns modelos de plasticidade foram propostos após a difusão das ideias de Hebb.
Um deles é a plasticidade dependente do tempo de disparo (STDP, do inglês spike-timing-
dependent plasticity). Ela se baseia na ideia de que o tempo relativo entre os disparos de
dois neurônios conectados determina se a sinapse entre eles é potenciada ou deprimida. A
STDP afirma que a eficácia de uma sinapse que sai do neurônio A (chamado pré-sináptico)
e chega no neurônio B (chamado pós-sináptico) será aumentada se o neurônio A exibir um
disparo logo antes do neurônio B disparar. Se a ordem dos disparos for invertida, então
a sinapse é enfraquecida. A veracidade desse modelo de plasticidade foi comprovada em
vários experimentos [13, 14, 92], que puderam inclusive obter uma relação quantitativa
experimental entre a alteração no peso sináptico e o tempo relativo de disparo. Um exemplo
da relação obtida por um experimento está exposta na Figura 17. A alteração no peso
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Figura 17: Curva experimental da plasticidade STDP, adaptada de [92]. Ela representa a mudança
percentual na corrente pós-sináptica de neurônios glutamatérgicos do hipocampo após estímulo repetido
em função da diferença entre os tempos de estímulo e disparo (Dados de [13]). Potenciação foi observada
quando o disparo ocorre depois do estímulo, e depressão é observada se a ordem é invertida.
sináptico é positiva se o neurônio pré-sináptico dispara antes, e negativa caso contrário. E
se a diferença temporal entre os disparos for muito grande em módulo, não há alteração
significativa na força da sinapse. Os dados da Figura 17 são comumente ajustados por
duas exponencias decrescentes.
Sabe-se, entretanto, que a STDP sozinha não é suficiente para descrever por
completo o plasticidade neural, e há outras grandezas além da diferença temporal dos
disparos que também devem ser consideradas, como por exemplo a frequência de disparos
[93, 94] e mecanismos de homeostase [95].
Em 2007 uma nova regra de plasticidade foi proposta por Butts et al. [15], seguindo
os resultados que obtiveram de experimentos com neurônios que apresentam rajadas de
disparos. Ela considera a diferença entre os tempos de início das rajadas de dois neurônios
para prever a mudança no peso sináptico. Essa regra é chamada plasticidade dependente
do tempo de rajada (BTDP, do inglês burst-timing-dependent plasticity) e se provou efetiva
em prever a segregação ON/OFF de células ganglionares da retina de camundongos [35],
neurônios que apresentam rajadas e sofrem mudanças críticas nas sinapses durante o
desenvolvimento do sistema visual. A curva da mudança de peso sináptico em função da
defasagem das rajadas de disparos encontrada nos experimentos está exibida na Figura
18. Em contraste com a curva da plasticidade dependente do tempo de disparo, a BTDP
é simétrica ao redor do eixo y, o que significa que a ordem de início das rajadas não é
relevante. Segundo a BTDP, se os dois neurônios iniciam suas rajadas em tempos similares,
então a sinapse entre eles é fortalecida. Já se a defasagem nas rajadas é grande, então a
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sinapse sofre depressão.
Figura 18: Curva experimental da plasticidade BTDP, adaptada de [15]. A curva apresenta a mudança
percentual na eficiência sináptica nas sinapses de neurônios que apresentam rajadas em função da diferença
temporal entre as rajadas pré- e pós-sinápticas
O uso de modelos de plasticidade em redes neuronais é muito útil para testar
hipóteses sobre possíveis funções exercidas pela plasticidade. É possível, por exemplo, usar
as técnicas de modelagem para estudar a relação de plasticidade com memória como feito
em [96, 97], ou também para reconhecimento de padrões [98, 99]. Nesse trabalho focamos
nos efeitos que a plasticidade causa na sincronização em redes neuronais. Vários trabalhos
sobre o tema podem ser encontrados na literatura [31–33], sobretudo sobre o modelo STDP.
Aqui, porém, buscamos relações entre o modelo BTDP e a sincronização da rede.
3.3 SINCRONIZAÇÃO EM REDES NEURONAIS
A fim de estudar a sincronização em redes de neurônios, retomamos os conceitos
vistos no capítulo 2 sobre sincronização e os aplicamos nesse novo contexto.
As redes neuronais também podem ser pensadas como uma rede de osciladores,
na qual os osciladores representam os neurônios. Se o neurônio apresenta disparos simples,
cada ciclo corresponde ao intervalo entre dois potenciais de ação. Já se o neurônio apresenta
rajadas de disparos, os ciclos geralmente correspondem ao tempo entre dois inícios de
rajadas. Então o intervalo-entre-disparos (IED) e o intervalo-entre-rajadas (IER) assumem
o papel de período do oscilador para neurônios de disparo e rajada, respectivamente. O
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intervalo-entre-disparos é calculado da seguinte forma:
IEDk = tk+1 − tk (3.12)
na qual tk é o tempo em que ocorre o k-ésimo disparo do neurônio; k = 0, 1, 2, . . .. O
intervalo-entre-rajadas é calculado da mesmo maneira, porém interpretando tk como o
tempo em que se inicia a k-ésima rajada do neurônio.
Diferentes tipos de sincronização já foram observadas no sistema nervoso, prin-
cipalmente na forma de oscilações neurais [100, 101]. Padrões de sincronização já foram
associados a inúmeros fenômenos importantes, como memória [16, 17], consciência [18, 19],
melhora na comunicação [22], entre outros [102]. Também algumas doenças, como mal de
Parkinson [20, 103] e epilepsia [21, 104] já foram relacionadas à sincronização neuronal.
Existem várias maneiras de interpretar sincronização em redes neuronais. A
sincronização de disparo, por exemplo, ocorre em uma rede neuronal quando os neurônios
apresentam potenciais de ação em tempos muito similares uns aos outros, e mantém esse
padrão por um longo período de tempo. Se a sincronização for perfeita, então todos os
neurônios disparam exatamente no mesmo tempo. A Figura 19a apresenta uma ilustração
da série temporal do potencial de membrana de dois neurônios sincronizados em disparo,
e a Figura 19b a ilustração de dois neurônios dessincronizados. Um segundo tipo de
(a) Sincronizados (b) Dessincronizados
Figura 19: Potencial de dois neurônios de disparo simples em dois níveis de sincronização de disparo
diferentes. Os neurônios estão sincronizados em disparo se exibem potenciais de ação em tempos similares.
sincronização é a sincronização de rajadas, que ocorre quando neurônios de rajadas iniciam
suas rajadas de disparos em tempos similares. Esse tipo de sincronização pode ou não vir
acompanhada de sincronização de disparos. A Figura 20 exibe a série temporal de dois
neurônios sincronizados em rajadas, exemplificados pelo modelo de Rulkov. Os resultados
dessa dissertação tratam apenas de sincronização de rajadas, e portanto apenas esse tipo
de sincronização será considerada no restante dessa seção.
É comum que neurônios apresentem intervalos-entre-rajadas variáveis no tempo,
e portanto torna-se necessária uma análise não-periódica, na qual trabalhamos com os
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Figura 20: Ilustração do potencial de membrana de dois neurônios sincronizados em rajadas, simulados
pelo modelo de Rulkov. Os neurônios estão sincronizados pois suas rajadas iniciam em tempos similares.
valores médios do IER, denotados por IER. A frequência de rajadas é substituída pela
frequência de rajadas média f̄ , que é o inverso do IER médio. Atribuímos aos neurônios
uma fase seguindo a definição para osciladores de relaxação não-periódicos. Isto é, a fase
assume valor múltiplo de 2π nos tempos em que o neurônio inicia uma rajada de disparos,
e aumenta em 2π linearmente até o início da rajada seguinte. Tipicamente, atribui-se à
fase o valor 0 no tempo do primeiro início de rajada que o neurônio apresenta. Assim, ela
assume valor 2π no tempo do segundo início, 4π no terceiro, e assim por diante, sendo
os valores intermediários calculados com interpolação linear. Matematicamente a fase do
neurônio é definida como
φ(t) = 2πk + 2π
t− tk
tk+1 − tk , para tk ≤ t < tk+1 (3.13)
na qual tk é o tempo em que a k-ésima rajada inicia, e a primeira rajada possui índice
k = 0. A Figura 21 apresenta a relação entre a série temporal do potencial de membrana
de um neurônio que apresenta rajadas de disparos, modelado pelo mapa de Rulkov, e sua
fase.
Figura 21: Evolução do cosseno da fase (vermelho) junto com o potencial de membrana (preto) de um
neurônio de rajada simulado pelo modelo de Rulkov. O cosseno da fase sempre assume valor 1 quando o
neurônio inicia uma rajada, pois, por definição, a fase é um múltiplo de 2π nesses tempos.
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Apesar de ser definida de maneira diferente, a fase dos neurônios possui a mesma
interpretação que a fase vista na seção 2.1.2. A obtenção dos medidores de sincronização
de frequência e sincronização de fase seguem as mesmas definições vistas no capítulo 2,
substituindo corretamente a frequência média no lugar da frequência, e utilizando a nova
definição de fase.
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4 EFEITOS DA PLASTICIDADE BTDP NA SINCRONIZAÇÃO E ES-
TRUTURA DE UMA REDE NEURONAL
4.1 INTRODUÇÃO
Vimos no capítulo 3 dessa dissertação que a estrutura da rede neuronal propicia
ao cérebro a capacidade de exibir comportamentos complexos, e também mencionamos
como a sincronização pode afetar o comportamento de uma rede neuronal. Então, levando
em conta a importância da estrutura e da sincronização para uma rede de neurônios,
buscamos expandir nosso conhecimento sobre a relação entre as duas. Para isso utilizamos
ferramentas de resolução numérica para simular uma rede de neurônios acoplados afetada
por uma regra de plasticidade. A grande vantagem dos métodos de simulação é o alto
grau de controle que o pesquisador tem sobre o experimento, e a capacidade de realizar
quaisquer tipos de testes, mesmo aqueles que são inviáveis em experimentos reais. Também
é possível em modelos numéricos acessar em detalhe inúmeras informações sobre o modelo,
e assim obter, por exemplo, o potencial de membrana de cada neurônio individualmente,
uma tarefa muito difícil de ser realizada em neurônios reais. Embora nunca um substituto
para experimentos biológicos, as simulações podem ajudar a obter novas perspectivas e
ideias sobre o objeto de estudo.
Neste espírito, simulamos uma rede neuronal, focando nos efeitos da plasticidade
BTDP [15] em uma rede de neurônios com rajadas. Recentemente Wang, Baruni, Paras-
tesh, Jafari, Ghosh, Perc e Hussain [36] estudaram os efeitos da plasticidade BTDP, e
encontraram a coexistência de estados coerentes e incoerentes. Li e Small [105] utilizaram
essa regra em conjunto com a regra STDP e com isso observaram o surgimento de maneira
auto-organizada de propriedades de mundo pequeno. Mas a regra BTDP ainda permanece
muito pouco explorada desde sua proposta em 2007. Visamos neste trabalho suprir essa
falta e alargar o conhecimento presente sobre a relação entre plasticidade, estrutura e
sincronização em redes com neurônios de rajadas. Acompanhamos a evolução dos pesos
sinápticos e do grau de sincronização da rede, bem como a frequência individual dos
neurônios.
Na seção 4.2 descrevemos detalhadamente os métodos e ferramentas utilizados
na simulação, colheita e análise dos dados. Em seguida, nas seções 4.3 e 4.4, descorremos
sobre os achados e apontamos os resultados obtidos nas simulações para as redes aleatória
e de mundo pequeno, respectivamente.
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4.2 MÉTODOS
Uma rede neuronal composta por N = 1000 neurônios foi simulada. Cada neurônio
foi modelado pelo modelo de Rulkov, apresentado na seção 3.2. Os valores dos parâmetros
foram escolhidos de modo que o mapa apresente rajadas de disparos na variável x, e
comportamento caótico. São eles σ = 0,0009 e β = 0,0011. O valor do parâmetro α é
diferente para cada neurônio, e foi escolhido aleatoriamente com probabilidade uniforme no
intervalo 4,1 ≤ α ≤ 4,4. Com essa escolha, cada neurônio terá uma frequência média natural
f̄0 diferente. Para os valores de parâmetros escolhidos, há uma relação aproximadamente
linear entre a frequência natural média e o valor de α, da forma
f̄0 = 0,011 37α− 0,044 08. (4.1)
Essa relação foi obtida através do ajuste de uma reta aos dados numéricos da frequência de
neurônios isolados em função do valor de α dos neurônios. Os dados foram obtidos simulando
7500 neurônios desacoplados com valores diferentes de α, e calculando numericamente a
frequência média de rajadas ao longo de um grande período de tempo. Os dados obtidos e
o ajuste linear estão exibidos na Figura 22.
Figura 22: Frequência natural média dos neurônios em função do parâmetro α. Os dados foram obtidos
numericamente pela simulação de 7500 neurônios isolados. A reta em vermelho é a função da Eq. (4.1), e
representa a função linear que melhor se adéqua aos dados pelo métodos dos mínimos quadrados.
As condições iniciais das variáveis x e y de cada neurônio foram escolhidas
aleatoriamente nos intervalos −2 ≤ x ≤ 2 e −4 ≤ y ≤ 0.
Para conectar os neurônios foram utilizadas sinapses químicas excitatórias, de
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+ yi,t + Ii,t (4.2a)
yi,t+1 = yi,t − σxi,t − β (4.2b)
na qual





AijWij,tH(xj,t − θ) (4.3)
O termo de corrente sináptica Ii,t é o mesmo que o apresentado para a sinapse
química na seção 3.2.2, com exceção de um termo adicional 1/χ que é o inverso da







Este é um termo de normalização, que facilita a comparação de redes de tamanhos
diferentes.
A estrutura da rede é definida pela matriz de adjacência A, e permanece fixa
durante toda simulação. Isso significa que se Aij = 0, então o neurônio i não será
influenciado pelo neurônio j durante toda a evolução da rede. Redes de duas arquiteturas
diferentes foram estudadas, ambas complexas e direcionadas. A primeira rede possui uma
arquitetura aleatória, construída pelo método de Erdős–Rényi [106] com probabilidade de
conexão p = 0,35. A matriz de adjacência dessa rede está exibida na Figura 23a, na qual
os ponto pretos indicam valor 1 de Aij e pontos em branco indicam valor 0. A segunda
rede estudada possui arquitetura de mundo pequeno. Ela foi construída pelo método de
Watts-Strogatz [91] com conectividade média k = 4 e probabilidade de troca de conexão
p = 0,2. Essa rede foi escolhida por ter um livre caminho médio próximo ao de uma rede
aleatória equivalente, e um coeficiente de agrupamento semelhante ao de uma rede regular
equivalente. A Figura 23b exibe a matriz de adjacência usada para a rede de mundo
pequeno. Ambas arquiteturas serão analisadas separadamente nas seções seguintes.
A quantidade W é a matriz de pesos sinápticos, que controla a intensidade das
conexões entre os neurônios. Ela é variável no tempo, e portanto as conexões definidas pela
matriz de adjacência podem ficar mais fracas ou mais fortes com o decorrer da evolução.
Os pesos sinápticos podem assumir qualquer valor entre 0 e Wmax. Para a rede aleatória,
WERmax = 0,1, enquanto para a rede de mundo pequeno WWSmax = 0,2. Em nossas simulações,
todas as sinapses iniciam com o mesmo valor W0. Esse será usado como parâmetro de
controle, e portanto será variado de simulação para simulação.
Os pesos sinápticos Wij variam no tempo seguindo a regra de plasticidade depen-
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(a) Rede aleatória (b) Rede de mundo pequeno
Figura 23: Matrizes de adjacência usadas nas simulações. Os eixos x e y correspondem aos índices dos
neurônios pré- e pós-sináptico, respectivamente. Pontos pretos indicam que o valor de Aij é 1, ou seja,
que existe a conexões entre os neurônios de índice referentes à posição (x, y) do ponto. Em (a), a falta de
um padrão notável na representação da matriz de adjacência é uma característica da arquitetura aleatória.
Em (b), a grande densidade de pontos na diagonal se refere às conexões locais da rede regular que originou
o processo de Watts-Strogatz, e garantem um coeficiente de agrupamento relativamente alto. Mas há
também algumas conexões não-locais que mantém o livre caminho médio da rede relativamente baixo.





Ap − Ap − Ad
Ts
|Δtij| se |Δtij| < Ts
Ad se |Δtij| ≥ Ts
(4.5)
A Figura 24 exibe a curva correspondente a essas equações. Os parâmetros Ap e Ad são
as amplitudes de potenciação e depressão, respectivamente. Seus valores Ap = 0,008 e
Ad = −0,0032 foram escolhidos de modo a preservar a razão |Ad/Ap| ≈ 0.4 do experimento
original [15]. A escala temporal da regra é definida pelo parâmetro Ts, o tempo de saturação
a partir do qual a depressão não aumenta em módulo. Usamos o valor Ts = 58, escolhido
de modo a manter as razões entre Ts e IER e entre Ts e a duração média das rajadas
próximas das encontradas nos neurônios utilizados no experimento.
A implementação computacional da regra de plasticidade foi realizada com o
seguinte algoritmo:
• Quando um neurônio i inicia uma rajada, a simulação é pausada, e todas as sinapses
que envolvem este neurônio i são atualizadas segundo a regra BTDP, tanto as que
chegam nele quanto as que partem dele. Para tanto, calculamos a diferença entre o
tempo de início de rajada de i (denotado ti) e o tempo de início da última rajada de
cada vizinho seu. Denotando um vizinho como j e o tempo de sua última rajada
como tj ≤ ti, a defasagem é Δtij = ti − tj. Então, aplicando esse valor na Eq. (4.5),
temos a variação no peso sináptico, que é acrescida tanto a Wij quanto a Wji.
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Figura 24: Curva da mudança aditiva de peso sináptico causada pela plasticidade dependente do tempo de
rajada em função da defasagem entre rajadas. Rajadas que iniciam em tempos próximos geram potenciação
da sinapse, enquanto uma defasagem de rajada grande gera depressão. A ordem de ocorrência das rajadas
não influencia o sinal ou intensidade da alteração no peso sináptico.
• Ao fazer isso, entretanto, as sinapses estão sendo atualizadas duas vezes para cada
par de rajadas, isto é, Wij é atualizado quando i inicia uma rajada e quando
j inicia uma rajada. Para corrigir isso, fazemos as alterações Ad → D = Ad/2 e
Ap → P = Ap+D na implementação da Eq. (4.5). Com isso, após ambas atualizações
serem consideradas, a mudança no peso sináptico reflete as verdadeiras amplitudes
Ap e Ad.
• Além disso, limitamos os valores dos pesos sinápticos entre 0 e Wmax. Caso a aplicação
da regra de plasticidade resulte em um peso sináptico negativo, ou em um maior que
Wmax, o valor do peso sináptico em questão é trazido novamente para o valor limite
ultrapassado. O limite inferior é usado para garantir que as sinapses não assumam
valores negativos e se tornem inibitórias. O limite superior é imposto para limitar a
quantidade de corrente sináptica injetada nos neurônios, que, se muito grande, pode
destruir a dinâmica de rajadas do modelo de Rulkov.
Em resumo, uma referência aos símbolos e parâmetros das equações usadas para
modelar o sistema, assim como seus valores, pode ser encontrada na Tabela 2.
As equações do modelo foram resolvidas numericamente de maneira iterativa para
obter a série temporal de todas variáveis desde um tempo inicial até um tempo final.
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Símbolo Tipo Descrição Valor
Modelo de Rulkov
i índice índice do neurônio 1, 2, . . . , N
t índice tempo 1, 2, 3, . . . , tfinal
x variável potencial de membrana -
y variável variável auxiliar -
I variável corrente sináptica -
α parâmetro controla a frequência natural [4,1, 4,4]
β parâmetro parâmetro do modelo 0,0011
σ parâmetro parâmetro do modelo 0,0009
Sinapse Química Excitatória
Wij variável peso sináptico [0,Wmax]
Aij parâmetro elemento da matriz de adjacência 0 ou 1
Vs parâmetro potencial de reversão 1
θ parâmetro limiar de disparo 0
H(x) função função degrau de Heaviside 0 ou 1
Regra de Plasticidade BTDP
ΔWij variável variação no peso sináptico -
Δtij variável defasagem das rajadas -
Ap parâmetro amplitude de potenciação 0,008
Ad parâmetro amplitude de depressão −0,0032
Ts parâmetro tempo de saturação 58
Tabela 2: Elementos das equações dos modelos usados e seus valores
Durante este tempo, os valores das variáveis foram monitorados para obtermos informações
sobre o comportamento da rede. Uma quantidade importante é o peso sináptico médio
〈W 〉t da rede, que é a média dos pesos sinápticos no tempo t das sinapses presentes na
rede. Ele pode ser escrito como





Outra grandeza importante é o parâmetro de ordem de Kuramoto R, discutido
na seção 2.2.2, que fornece o grau médio de sincronização de fase da rede. Também nos
atentamos à frequência média f̄ dos neurônios, calculada como o inverso do intervalo
entre rajadas médio (IER) do neurônios. Em contraste com a frequência natural média,
que é uma propriedade característica de cada neurônio, a frequência média pode variar
com o tempo, conforme a maneira que o neurônio é afetado pelos seus vizinhos muda. A









onde o intervalo entre rajadas é
IERi,k = ti,k+1 − ti,k (4.8)
e ti,k é o tempo de início da k-ésima rajada do i-ésimo neurônio.
Essas grandezas foram medidas em dois momentos distintos, primeiro antes da
plasticidade agir, e segundo ao final da simulação, depois da plasticidade agir. Os valores
do parâmetro de ordem e da frequência média antes da plasticidade agir são denotados,
respectivamente, R̄ini e f̄ini,i. O peso sináptico médio antes da plasticidade agir é igual ao
peso sináptico inicial W0. Já os valores do parâmetro de ordem, da frequência média, e do
peso sináptico médio ao final da simulação são denotados, respectivamente, R̄fin, f̄fin,i e
〈W 〉fin. Abaixo descrevemos em mais detalhes como a colheita de dados foi realizada.
As condições iniciais são atribuídas para o tempo inicial t = 0. A rede é, então,
deixada evoluir por ttrans = 104 passos de integração, durante os quais a rede não é
monitorada e a plasticidade não age. Este período serve para que as equações do modelo
deixem o comportamento transiente e alcancem o atrator caótico do sistema, que exibe o
comportamento de rajada. Também neste período, a rede atinge o nível de sincronização
permitido pela configuração de sinapses inicial da rede. Após os ttrans passos, a rede evolui
por mais 104 passos de integração, ainda sem a influência da plasticidade, atingindo o
tempo tini = 2× 104. É nesse período que os valores das grandezas antes da plasticidade











k ti,k+1 − ti,k
, ttrans < ti,k ≤ tini (4.10)
Após os primeiros tini tempos, a plasticidade começa a ser considerada, e a rede é
deixada evoluir por mais 150 × 104 passos de integração. Durante esse período os pesos
sinápticos evoluem conforme a regra de plasticidade usada. Os valores das grandezas de
interesse são medidos novamente nos 10000 últimos passos de integração para obtermos o










k ti,k+1 − ti,k
, tfin − 104 ≤ ti,k < tfin (4.12)
〈W 〉fin = 〈W 〉t=tfin (4.13)
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em que definimos tfin = tini + 150× 104. Escolhendo um tempo de evolução de 150 × 104
passos garantimos que todas as simulações atinjam o estado assintótico ao final da evolução.
A Figura 25 ilustra visualmente a linha do tempo da simulação e os momentos em que as
quantidades foram medidas.
Figura 25: Linha do tempo da simulação. Nos primeiros 2× 104 passos a plasticidade não age na rede.
Esse tempo é usado para medir o comportamento da rede sem plasticidade. Os primeiros 104 passos são
descartados como transiente. Então a plasticidade passa a agir na rede por 150× 104. Nos últimos 104
passos desse período, as grandezas são medidas novamente.
Nas grandezas acima usamos a convenção de que 〈β〉 representa a média espacial
da variável β — isto é, uma média em todos os neurônios da rede em um tempo fixo —, e
que ᾱ representa a média temporal da grandeza α.
Várias simulações foram realizadas para a coleta dos resultados. Para cada valor
de W0 no conjunto de 41 elementos igualmente distribuídos entre 0 e Wmax, a mesma rede,
de estrutura definida por A, foi simulada 10 vezes, cada vez com uma condição inicial de
x e y diferente.
4.3 RESULTADOS PARA A REDE ALEATÓRIA
Conforme a plasticidade agia entre os tempos tini e tfin, os pesos sinápticos se
alteravam. Os gráficos da Figura 26 mostram a distribuição dos pesos sinápticos em alguns
momentos durante a evolução decorrida de uma única condição inicial, para 2 valores
diferentes de W0. No tempo inicial, a distribuição é uma delta de Dirac no valor de W0, pois
todas as sinapses tem esse valor como peso. Conforme o tempo avança, algumas sinapses
ficam mais fortes, enquanto outras ficam mais fracas, e a distribuição de pesos sinápticos
começa a se dispersar do valor inicial. Após um certo tempo, as sinapses atingem um
estado de equilíbrio dinâmico, e a distribuição passa a ser aproximadamente constante até
o final da simulação. Nesse estado assintótico, todas as sinapses têm pesos muito próximos
de 0 ou de WERmax, e portanto há uma acumulação da distribuição de pesos sinápticos
nos valores extremos. Essa acumulação ocorre independentemente do valor de W0 ou da
condição inicial usada, embora a fração de pesos sinápticos em cada extremo varie com W0.
Por causa dessa extremização dos valores dos pesos sinápticos, pode-se usar uma análise
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(a) W0 = 0 (b) W0 = 0,45WERmax
Figura 26: Distribuição dos pesos sinápticos em diferentes tempos, para dois valores de peso sináptico
inicial. Os histogramas estão normalizados para terem área unitária. No tempo inicial a distribuição é
uma delta de Dirac em W0, pois todas sinapses tem esse valor como peso. Conforme o tempo avança, a
distribuição dos pesos se dispersa. No estado final, quase todas sinapses possuem peso sináptico extremo,
isto é, com valor 0 ou WERmax.
binária em relação às sinapses da rede. Elas serão separadas em dois grupos: sinapses
fortes ou potenciadas — que no estado assintótico apresentam peso sináptico próximo do
valor máximo —, e sinapses fracas ou deprimidas — que no estado assintótico apresentam
peso sináptico próximo de zero.
Para melhor entender a estrutura da rede no estado final da simulação, o peso
sináptico médio final 〈W 〉fin foi medido para cada valor de W0. A Figura 27 exibe essa
relação. Nela, cada ponto é o resultado da média em 10 condições iniciais, e as barras ao
redor dos pontos indicam o desvio padrão ao redor dessa média. O peso sináptico inicial
também está indicado pela linha cinza diagonal para melhor comparar os estados final e
inicial. Devido à distribuição bimodal dos pesos sinápticos no estado final, 〈W 〉fin não
Figura 27: Peso sináptico médio final em função do peso sináptico inicial para a rede aleatória. A linha
tracejada representa o peso sináptico inicial, para facilitar a comparação. O peso sináptico médio final é
maior do que o peso inicial para quase todos valores de W0. Há um comportamento não-monotônico na
curva, presente na região de transição entre dois regimes. Também vemos que existe potenciação mesmo
para valores baixos de W0, quando os neurônios não interagem muito entre si.
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é interpretado como o valor esperado dos pesos sinápticos, mas sim como a fração de
sinapses que são potenciadas. Notamos na Figura 27 que em quase todos os casos o peso
sináptico médio final é maior que o inicial, indicando que a plasticidade tem um efeito
geral de fortalecer as conexões.
Como resultado desse aumento na força de conexões, ocorre também um aumento
na sincronização de fase da rede. A Figura 28 exibe o valor médio do parâmetro de ordem
no início (R̄ini) e no final (R̄fin) da simulação. Novamente cada ponto é o resultado da
média em 10 condições iniciais e as barras indicam o desvio padrão. A curva do parâmetro
Figura 28: Parâmetro de ordem no estado inicial (azul) e final (preto) em função do peso sináptico inicial
para a rede aleatória. A curva do parâmetro de ordem no tempo inicial apresenta o comportamento
esperado do parâmetro de ordem para uma rede com pesos estáticos e iguais. A curva do parâmetro de
ordem no estado final é semelhante à do peso sináptico médio (Figura 27), devido à correlação entre a
intensidade das conexões e a sincronização da rede. Vemos que o grau de sincronização médio no estado
final é maior do que no estado inicial, indicando que a plasticidade tem um efeito geral de aumentar a
sincronização da rede.
de ordem no estado inicial apresenta um aspecto sigmoidal, que é um resultado esperado
para conexões estáticas. Já a curva do estado final tem um formato semelhante ao da curva
de 〈W 〉fin da Figura 27, mostrando uma correspondência entre o peso sináptico médio e
o grau de sincronização da rede. Nota-se também que a sincronização no estado final é
maior do que a no estado inicial, indicando que a plasticidade BTDP tem um efeito geral
de aumentar a sincronização.
Há, entretanto, algumas peculiaridades no formato dessas curvas. Vemos, por
exemplo, que para W0 = 0 o peso sináptico final médio tem um valor de aproximadamente
0,45WERmax, indicando que há potenciação nas sinapses mesmo quando não há inicialmente
comunicação algumas entre os neurônios. Também observamos um comportamento não
monotônico no peso sináptico médio final em função do peso sináptico inicial, o que
não é esperado, já que não há nenhuma razão óbvia para que uma rede que inicia mais
fortemente conectada termine com menos conexões fortes ao final da evolução. Além disso,
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a dependência de 〈W 〉fin com W0 parece ser diferente antes e depois da região de não
monotonicidade.
Como veremos a seguir, essas peculiaridades podem ser entendidas analisando-
se o mecanismo pelo qual as sinapses que possuem peso máximo no estado final se
potenciam. Nós identificamos dois mecanismos de potenciação, e observamos que eles
ocorrem em regiões diferentes no espaço de parâmetro de W0. As regiões foram identificadas
aproximadamente por W0 < 0,425WERmax (chamada regime de W0 baixo), 0,425WERmax ≤
W0 ≤ 0,525WERmax (chamada de regime de W0 intermediário), e W0 > 0,525WERmax (chamada
de regime de W0 alto). A seguir analisamos cada região separadamente. Tomaremos
W0 = 0,0, W0 = 0,5WERmax e W0 = 0,7WERmax como exemplos dos regimes de W0 baixo,
W0 intermediário e W0 alto, respectivamente, mas os resultados para esses valores são
representativos de todo regime em questão.
Figura 29: Visualização das três regiões identificadas no espaço de W0, exemplificadas no gráfico de
〈W 〉fin × W0. Em verde está o regime de baixo W0, no qual predomina a potenciação de tipo II. Em
azul está o regime de alto W0, no qual predomina a potenciação de tipo I. E em amarelo está a região
de transição entre esses dois regimes, chamada de região de W0 intermediário, e na qual ambos tipos de
potenciação são encontrados.
4.3.1 REGIME DE W0 ALTO
Primeiro analisamos o regime de alto W0, identificado aproximadamente por
W0 > 0,525W
ER
max. A característica marcante deste regime é a existência de sincronização
de rajadas na rede mesmo antes da plasticidade agir, conforme indicado pelos valores
acima de 0,7 do parâmetro de ordem no estado inicial (Figura 28). Essa sincronização
inicial está presente porque, para esses valores de W0, as conexões da rede no estado inicial
já são fortes o suficiente para que a interação entre os neurônios os sincronize. Devido
a essa sincronização, as rajadas dos neurônios iniciam em tempos similares, e portanto,
de acordo com a regra de plasticidade BTDP, há potenciação das sinapses. Chamamos
esse tipo de potenciação que ocorre devido à uma sincronização prévia das rajadas de
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potenciação de Tipo I. Conforme as sinapses ficam mais fortes, a sincronização da rede
também aumenta, e por isso vemos na Figura 28 que o estado final de sincronização para
esse regime é maior que o estado inicial. O aumento de sincronização gera por sua vez
maior coincidência das rajadas, e há, portanto, um feedback positivo entre sincronização e
potenciação. Esse feedback positivo é a causa da acumulação de pesos sinápticos no valor
máximo, pois sinapses que unem neurônios sincronizados apenas se fortalecerão com o
tempo.
Para esse regime observamos a formação de um aglomerado sincronizado que
engloba a maioria dos neurônios da rede ou todos eles. Este aglomerado pode ser observado
na Figura 30, que é uma representação da matriz W no estado final de uma simulação
em particular com peso sináptico inicial W0 = 0,7WERmax. Nesta figura o eixo x indica o
índice do neurônio pré-sináptico, o eixo y indica o índice do pós-sináptico, e cada ponto
representa uma sinapse. A cor dos pontos indica o valor do peso sináptico no estado final,
segundo a barra de cores laranja-azul à direita do gráfico. Os dois eixos estão ordenados em
ordem crescente de frequência média inicial, cujo valor está indicado pela barra colorida
que acompanha os eixos. A conversão de cores para valores de frequência é feita segundo
a barra azul-verde-vermelho à direita do gráfico. Percebemos que praticamente todos os
pontos são azuis, indicando que quase todas sinapses terminam a simulação com peso
sináptico máximo, de modo que praticamente todos neurônios estão conectados fortemente
em um mesmo aglomerado.
Figura 30: Matriz de pesos sinápticos no estado final para a rede aleatória com W0 = 0,7WERmax. Cada
ponto do gráfico representa uma sinapse, e sua cor representa o peso sináptico no estado final da sinapse
em questão. Os eixos x e y indicam o índice do neurônio pré- e pós-sináptico, respectivamente, e estão
ordenados pelo valor da frequência média inicial do neurônio. As barras que acompanham os eixos indicam
em cores o valor da frequência. Vemos que praticamente todos os pontos são azuis, indicando que quase
todas sinapses terminam a simulação com peso sináptico máximo. Nesse caso, temos apenas um aglomerado
fortemente conectado.
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4.3.2 REGIME DE W0 BAIXO
Já para o regime de W0 baixo, identificado aproximadamente por W0 < 0,425WERmax,
o parâmetro de ordem no início da simulação tem valores R̄ini < 0,25, indicando que a
sincronização no estado inicial é baixa ou inexistente. Neste caso, as sinapses do estado
inicial não são fortes o suficiente para sincronizar a rede. Não obstante, quando a regra
de plasticidade é aplicada, ainda observamos potenciação das sinapses. Em especial,
esse fortalecimento nas sinapses é observado mesmo para W0 = 0, ou seja, quando não
há interação alguma entre os neurônios no início da simulação. Essa potenciação não
pode ser fruto de uma sincronização prévia. Ela é causada, na verdade, por um outro
fenômeno completamente distinto, relacionado à frequência dos neurônios e à distribuição
probabilística das defasagens de rajada.
Quando a interação entre os neurônios é desprezível ou inexistente, a defasagem
de rajada Δt assume valores aleatoriamente. Às vezes o valor é pequeno e potenciação
ocorre, e outras vezes o valor é grande e ocorre depressão. O que define a frequência com
que potenciação e depressão ocorrem é a distribuição de probabilidade dos valores de
Δt. Embora a forma exata dessa distribuição não seja acessível, podemos obter algumas
informações quanto a ela. Por exemplo, o maior valor que a defasagem de rajada entre dois
neurônios pode assumir é o valor do intervalo-entre-rajadas do neurônio que possui maior
IER (estamos considerando que o valor da defasagem de rajadas é calculado conforme
a implementação computacional descrita na seção 4.2). Isso significa que neurônios que
possuem um IER menor (ou seja, frequência de rajada maior) têm um intervalo mais
curto de valores de Δt possíveis e, portanto, a ocorrência de valores pequenos de Δt é
mais provável do que a de valores grandes. Uma maneira qualitativa de visualisar isso está
exibida na Figura 31. Com isso, a potenciação ocorre, em média, mais frequentemente
do que depressão, e as sinapses que unem dois neurônios de frequência alta tendem a
se fortalecer para tempos longos. Essa rota para potenciação é chamada de potenciação
de Tipo II. A frequência mínima que os neurônios de uma sinapse devem ter para que
essa potenciação por distribuição estreita de defasagem aconteça pode ser estimada por
um modelo simples de dois neurônios independentes de frequência constante. O processo
está descrito no Apêndice A, e o resultado obtido é de fmin = 4,9× 10−3, que é menor do
que a frequência de muitos neurônios da rede. Concluímos, portanto, que esse fenômeno
pode de fato ocorrer nas simulações feitas. Uma vez que as sinapses dos neurônios de alta
frequência se fortalecem, eles podem sincronizar, e então a potenciação de Tipo I também
fortalece as conexões desse grupo de neurônios.
Então, para os valores pequenos de W0, nós observamos o surgimento de um
aglomerado que engloba apenas os neurônios que possuem frequência alta o suficiente,
enquanto os outros neurônios têm suas sinapses enfraquecidas e efetivamente se separam
da rede. A Figura 32 representa o estado final da matriz W de uma simulação em que
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(a) Neurônios de frequência alta
(b) Neurônios de frequência baixa
Figura 31: Ilustração da distribuição das defasagens de rajadas para um par de neurônio de (a) frequência
de rajada alta e (b) frequência de rajada baixa. As defasagens de rajadas estão marcadas em azul escuro.
Nas séries temporais elas aparecem como setas, marcando a diferença entre os tempos de início de rajada.
Mas também exibimos as defasagens (com valores meramente ilustrativos) como pontos num eixo Δt .
A curva da plasticidade BTDP está exibida sobre este eixo apenas para referência. Vemos que quanto
maior for a frequência de rajada do par de neurônios, menor é o valor máximo de defasagem de rajada, e
portanto a distribuição das defasagens é mais concentrada ao redor zero para neurônios de alta frequência.
W0 = 0, e ilustra a formação do aglomerado. Sua construção é semelhante à da Figura 30.
Apenas sinapses que ligam dois neurônios de alta frequência atingem o valor máximo no
estado assintótico, enquanto as outras sinapses terminam com peso 0, indicado pela cor
laranja. Também notamos que a matriz W é aproximadamente simétrica, o que significa
que as sinapses que ligam dois neurônios tendem a se fortalecer ou enfraquecer igualmente
em ambas as direções.
4.3.3 REGIME DE W0 INTERMEDIÁRIO
Se para valores grandes de W0 encontra-se potenciação de Tipo I, e para valores
pequenos encontra-se potenciação de Tipo II, nos valores intermediários do peso sináptico
inicial há uma região de transição entre os dois regimes na qual ambos os mecanismos de
potenciação são observados. A região de transição é identificada aproximadamente por
0,425WERmax < W0 < 0,525W
ER
max. O parâmetro de ordem do estado inicial nesse caso tem
valores no intervalo 0,2 ≤ R̄ini ≤ 0,7, indicando que há inicialmente uma sincronização
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Figura 32: Matriz de pesos sinápticos no estado final para a rede aleatória com W0 = 0. Ver Figura 30
para explicação da construção do gráfico. Apenas as sinapses que unem dois neurônios de frequência
alta se potenciam, pois estes têm probabilidade maior de apresentar defasagem de rajadas pequena. As
sinapses dos demais neurônios terminam com peso sináptico próximo de zero, de modo que esses neurônios
estão efetivamente isolados.
parcial na rede. Existem neurônios que começam sincronizados, e portanto têm suas sinapses
potenciadas pela potenciação de Tipo I. Mas há também alguns neurônios de frequência alta
que não começam sincronizados ao resto da rede. As sinapses entre estes neurônios também
serão fortalecidas, mas agora pela potenciação de Tipo II. Entretanto, as sinapses que
ligam um neurônio de alta frequência com um neurônio que é parte do grupo inicialmente
sincronizado não são potenciadas, mas sim deprimidas. Por essa razão, identificamos nesse
regime dois aglomerados separados, um composto de neurônios de alta frequência que
sofrem potenciação de Tipo II, e outro dos neurônios inicialmente sincronizados que sofrem
potenciação de Tipo I. Há também na rede neurônios de baixa frequência que não começam
sincronizados na rede. Estes têm todas suas sinapses deprimidas e terminam efetivamente
isolados da rede. Novamente utilizamos a representação da matriz W no estado final para
visualizar a formação dos aglomerados, ela está exibida na Figura 33. Desta vez exibimos
o resultado de uma simulação com W0 = 0,5WERmax, e os eixos estão ordenados em ordem
crescente da frequência média final, ao invés da frequência média inicial como nas outras
figuras. Cada quadrado azul corresponde a um dos aglomerados.
Podemos ver pelas barras coloridas que acompanham os eixos da Figura 33 que
os dois aglomerados operam em frequências diferentes. Os neurônios que fazem parte
do quadrado central possuem todos frequência muito parecida, em torno de 3,6× 10−3,
enquanto os neurônios do quadrado azul menor possuem frequências maiores, acima de
5× 10−3. Isso também pode ser visto na Figura 36b, que será discutida mais adiante.
Essa diferença de frequência de operação dos dois aglomerados dificulta que os dois se
sincronizem, e possivelmente seja o motivo para que as sinapses que conectam os dois
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Figura 33: Matriz de pesos sinápticos no estado final para a rede aleatória com W0 = 0,5WERmax. Ver Figura
30 para explicação da construção do gráfico. Nos valores intermediários de W0 encontramos os dois tipos
de potenciação. Cada tipo de potenciação gera um aglomerado separado dos demais neurônios da rede. O
quadrado azul central representa as ligações entre os neurônios que iniciam a simulação sincronizados
entre si. As sinapses entre eles são fortalecidas, mas as sinapses que os unem a outros neurônios não. O
quadrado azul menor no canto superior direito representa as sinapses dos neurônios de frequência alta que
não iniciaram sincronizados com os demais. Essas sinapses se potenciaram pela potenciação de Tipo II, e
formaram um segundo aglomerado na rede.
aglomerados não sejam potenciadas. Como não há sincronização entre os dois aglomerados,
potenciação de Tipo I não ocorre nas sinapses que ligam os aglomerados. E como a
frequência dos neurônios do aglomerado que apresenta sincronização de frequência não é
alta, potenciação de Tipo II não ocorre. Daí, as sinapses que ligam neurônios de aglomerados
diferentes tendem a se deprimir após o estabelecimento dos aglomerados.
A depressão das sinapses que ligam os dois aglomerados é o motivo da ocorrência
do comportamento não-monotônico nas curvas das Figuras 27 e 28, que ocorre justamente
no regime de W0 intermediário. Quando existem dois aglomerados, o número de sinapses
potenciadas é da ordem de n21+n22, em que n1 e n2 são o número de neurônios pertencentes
ao aglomerado 1 e 2, respectivamente. Já se esses dois aglomerados se unissem em apenas
um aglomerado, então o número de sinapses potenciadas seria da ordem de (n1 + n2)2.
Podemos ver, então, que a separação de um aglomerado em dois é prejudicial ao número
de sinapses potenciadas. Nas simulações em que W0 = 0,425WERmax, por exemplo, há apenas
um aglomerado, e por isso elas podem terminar com um peso sináptico médio maior
que simulações em que W0 = 0,5WERmax (na qual há dois aglomerados), apesar deste peso
sináptico inicial ser maior.
4.3.4 ORIGEM DA SEPARAÇÃO EM REGIMES
Nós separamos o intervalo de peso sináptico inicial entre 0 e WERmax em 3 regimes,
caracterizados pelo tipo de potenciação encontrada. Para W0  0,425WERmax encontra-se
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potenciação de Tipo II, para W0  0,525WERmax encontra-se potenciação de Tipo I, e para
0,425WERmax  W0  0,525WERmax encontra-se potenciação de Tipo I e II. Agora buscamos
responder porque cada um dos regimes apresenta um tipo de potenciação diferente.
(a) W0 = 0 (b) W0 = 0,5WERmax (c) W0 = 0,7WERmax
Figura 34: Frequência de cada neurônios antes da plasticidade agir em função de sua frequência natural
para a rede aleatória. No painel (a) exemplificamos o caso de W0 pequeno. Nesse caso, a frequência inicial
dos neurônios se assemelha muito à frequência natural, pois como a interação é muito baixa, eles estão
basicamente isolados. Os desvios em relação à frequência natural se devem ao fato desta ser uma média.
No painel (b) está o caso de W0 intermediário. Nesse, apenas uma parcela dos neurônios se sincronizam,
representados pelo plateau no centro da figura. Os demais neurônios têm suas frequências alteradas, mas
não se sincronizam ao resto da rede. Em (c) exemplificamos o caso de W0 alto. Para esses valores de W0,
quase todos neurônios já iniciam sincronizados numa mesma frequência.
Na Figura 34 foi plotada a frequência média inicial f̄ini de cada neurônio em
função de sua frequência natural f̄0 para 3 valores distintos de W0, um para cada regime.
Para o regime de baixo W0, a frequência média dos neurônios antes da plasticidade é
aproximadamente igual à frequência natural, já que os neurônios são pouco influenciados
pelos outros. Este regime está exemplificado pelo caso W0 = 0 na Figura 34a. Neste caso,
não há sincronização inicial, e portanto a potenciação de Tipo I não ocorre. Há, porém,
neurônios com frequência alta o suficiente para que a potenciação de Tipo II aconteça e,
por isso, encontramos nesse regime inicialmente apenas potenciação de Tipo II.
Já no regime de alto W0, exemplificado pela Figura 34c com o caso W0 = 0,7WERmax,
há no estado inicial da rede um alto nível de sincronização, e vemos que quase todos os
neurônios têm suas frequências alteradas para uma mesma frequência comum, indicando
sincronização. Como existe sincronização de rajadas, encontramos potenciação de Tipo I.
Ela engloba todos os neurônios da rede, e por isso o efeito da potenciação de Tipo II é
pouco relevante.
Por outro lado, no regime de W0 intermediário a sincronização da rede é apenas
parcial, e nem todos os neurônios têm a frequência sincronizada na frequência comum,
como ilustra a Figura 34b, na qual W0 = 0,5WERmax. Neste caso, além dos neurônios que
iniciam sincronizados, há também alguns neurônios de frequência alta que não tiveram
suas frequências completamente alteradas pela sincronização inicial. Portanto, os dois
tipos de potenciação são possíveis e encontrados nessas redes.
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4.3.5 SINCRONIZAÇÃO DOS AGLOMERADOSS NO ESTADO FINAL
Vimos que valores de W0 em diferentes regimes geram configurações de aglomerados
diferentes. O que caracteriza um aglomerado neste trabalho são as forças de conexão entre
os neurônios. Mas podemos estudar também a sincronização de rajadas e frequência que
cada um desses aglomerados apresenta. Esse é o objetivo da seção atual.
(a) Estado inicial (b) Estado final
Figura 35: Frequência média (a) inicial e (b) final de cada neurônios em função de sua frequência
natural para a rede aleatória com W0 = 0. Pontos azuis representam neurônios que terminam no
aglomerado de neurônios de frequência alta, potenciados pelo potenciação de Tipo II. Pontos vermelhos
representam neurônios que terminam no aglomerado de neurônios inicialmente sincronizados, potenciados
pela potenciação de Tipo I. E pontos amarelos representam neurônios que terminam isolados do resto da
rede. O único aglomerado presente é o de potenciação de Tipo II. Pelo plateau presente no painel (b)
vemos que esse aglomerado está sincronizado no estado final.
(a) Estado inicial (b) Estado final
Figura 36: Frequência média (a) inicial e (b) final de cada neurônios em função de sua frequência natural
para a rede aleatória com W0 = 0,5WERmax. Ver Figura 35 para explicação da construção. Os dois tipos de
aglomerados estão presentes para esse peso inicial, mas apenas o aglomerado de potenciação de Tipo I
(vermelho) termina sincronizado em frequência.
Os gráficos da figura 35 apresentam as frequência médias dos neurônios nos estados
inicial e final em função da frequência natural de cada neurônio para W0 = 0. A cor dos
pontos representa o grupo do qual o neurônio faz parte ao final da evolução: vermelho para
neurônios que têm as sinapses potenciadas pela potenciação de Tipo I, azul para neurônios
cujas sinapses sofrem potenciação de Tipo II, e amarelo para neurônios que têm suas
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(a) Estado inicial (b) Estado final
Figura 37: Frequência média (a) inicial e (b) final de cada neurônios em função de sua frequência natural
para a rede aleatória com W0 = 0,7WERmax. Ver Figura 35 para explicação da construção. Apenas o
aglomerado de potenciação de Tipo I está presente. Ele engloba quase todos neurônios e exibe alta
sincronização.
sinapses deprimidas ao final da evolução. Os neurônios foram separados de acordo com sua
frequência média final, usando como frequências separatrizes aquelas que melhor segregam
os neurônios nos gráficos como os das Figuras 30, 32, e 33. As Figuras 36 e 37 apresentam
os mesmos gráficos porém para W0 = 0,5WERmax e W0 = 0,7WERmax. Os plateaus nas figuras
representam sincronização de frequência. Nos casos de pesos sinápticos no regime de W0
baixo, a potenciação de Tipo II gera um aglomerado sincronizado com os neurônios de
alta frequência natural. Vemos na Figura 35b que ocorre sincronização de frequência nos
neurônios que fazem parte desse aglomerado, enquanto os que não fazem exibem uma
frequência média similar à natural, típico de um neurônio isolado. O parâmetro de ordem
do estado final para esses casos (Figura 28) confirma a sincronização de fase, assumindo
valores bem maiores que os iniciais. Entretanto, essa mesma potenciação de Tipo II não
gera um aglomerado sincronizado para valores intermediários de W0. Vemos na Figura
36b que os neurônios que fazem parte desse aglomerado (cor azul) não apresentam a
forma característica de plateau, mas sim frequências média similares à natural. A falta de
sincronização é confirmada pelo parâmetro de ordem local, que calculado envolvendo apenas
os neurônios que fazem parte desse aglomerado assume o valor 0,213 para W0 = 0,5WERmax.
Para esses valores intermediários de W0, portanto, a potenciação de Tipo II gera um
aglomerado fortemente conectado, porém não sincronizado.
Já se considerarmos apenas os neurônios do aglomerado vermelho, que foram
potenciados pela potenciação de Tipo II, o parâmetro de ordem local para W0 = 0,5WERmax
tem valor 0,909, indicando que os neurônios destes aglomerado, além de fortemente
conectados, estão sincronizados entre si. Isso também pode ser visto pelo plateau que esses
neurônios formam na Figura 36b.
Para valores altos de W0, apenas o aglomerado de Tipo I está presente. Ele engloba
praticamente toda a rede, e é um aglomerado sincronizado, pois o parâmetro de ordem
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apresenta valores altos para esse caso. Temos, portanto, que a potenciação de Tipo II
gera um aglomerado sincronizado apenas no regime de W0 baixo, e que quando ela é
encontrada em conjunto com a potenciação de Tipo I, gera um aglomerado dessincronizado.
A potenciação de Tipo I gerou um aglomerado sincronizado em todas as simulações em
que foi encontrada.
Uma outra maneira de visualizar os diferentes níveis de sincronização em cada
aglomerado é através do raster plot. Nele, o eixo x é o tempo, e o eixo y representa
os neurônios. Cada ponto representa o início de uma rajada do neurônio. Regiões de
aglomeração de pontos em faixas verticais indicam que vários neurônios estão iniciando
suas rajadas em tempos similares, e portanto são indicadores de sincronização de rajadas.
As Figuras 38, 39 e 40 apresentam os raster plots no estado inicial e final para W0 = 0,
W0 = 0,5W
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max e W0 = 0,7WERmax, respectivamente. As cores seguem o padrão usado
anteriormente, neurônios de alta frequência que se potenciam pela potenciação de Tipo
II estão em azul, neurônios que iniciam a simulação sincronizados e se potenciam pelo
potenciação de Tipo I estão em vermelho, e neurônios que não fazem parte de nenhum
desses grupos estão em amarelo. Os resultados sobre sincronização nos aglomerados são
confirmados. O aglomerado de alta frequência se sincroniza apenas para pesos sinápticos
iniciais no regime de W0 baixo. Já o aglomerado dos neurônios previamente sincronizados
sempre termina sincronizado ao final da simulação. Os neurônios em amarelo não terminam
sincronizados em nenhum caso.
(a) Estado Inicial (b) Estado Final
Figura 38: Raster plot para a rede aleatória com W0 = 0. Cada ponto representa o início de uma rajada
do neurônio indicado pelo eixo vertical no tempo indicado pelo eixo horizontal. As cores dos pontos
representam o grupo do qual o neurônio faz parte, seguindo as descrições da Figura 35. Uma aglomeração
de pontos em faixas verticais significa que vários neurônios iniciaram suas rajadas em tempos similares, e
portanto indica sincronização de rajada. No estado inicial não se vê sincronização. Mas no estado final os
neurônios que se potenciam pela potenciação de Tipo II (azul) estão sincronizados. Os neurônios que não
fazem parte do aglomerado permanecem dessincronizados.
4.3.6 EVOLUÇÃO ATÉ O ESTADO ASSINTÓTICO
Agora focamos no comportamento da rede durante a evolução, desde o início da
ação da plasticidade até o estado assintótico ser atingido.
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(a) Estado Inicial (b) Estado Final
Figura 39: Raster plot para a rede aleatória com W0 = 0,5WERmax. Ver Figura 38 para explicação da
construção do gráfico. Os neurônios que iniciam sincronizados tem as sinapses potenciadas por potenciação
de Tipo I e permanecem sincronizados no estado final. Já os neurônios de alta frequência têm as sinapses
potenciados pela potenciação de Tipo II e terminam a evolução fortemente acoplados, porém não exibem
sincronização no estado final.
(a) Estado Inicial (b) Estado Final
Figura 40: Raster plot para a rede aleatória com W0 = 0,7WERmax. Ver Figura 38 para explicação da
construção do gráfico. Os neurônios da rede nesse caso já iniciam a evolução com alto nível de sincronização,
e o mantêm até o final da evolução.
A Figura 41 mostra a série temporal do peso sináptico médio da rede 〈W 〉t, assim
como do parâmetro de ordem instantâneo Rt, desde o tempo tini até tfin. Nessa simulação
W0 assumiu valor 0. Para melhor comparar as duas curvas, também apresentamos a média
janelada do parâmetro de ordem, denotada MJ(R̄t). O seu valor em um tempo t é igual
à média do parâmetro de ordem instantâneo nos 8000 passos centrados em torno de t.
MJ(R̄t) é uma versão suavizada da curva do parâmetro de ordem instantâneo, e não exibe
as oscilações de curta escala de tempo.
Nessa série temporal, o peso sináptico médio inicia em 0 e aumenta lentamente
no começo da simulação, devido à coincidência aleatória de rajadas que caracteriza a
potenciação de Tipo II. Até um certo tempo, por volta de 3× 105 passos, o nível de
sincronização da rede não aumenta, apesar do fortalecimento das sinapses. Isso ocorre
porque existe um certo acoplamento mínimo necessário para que haja sincronização na
rede. Tomando, por exemplo, as curvas de parâmetro de ordem em função do parâmetro
de acoplamento no estado inicial, como a da Figura 28, elas apresentam um formato
sigmoidal, tal que há muito pouco crescimento de sincronização antes de um valor crítico
do acoplamento. Algo análogo acontece em nossas simulações, embora a comparação não
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Figura 41: Série temporal do parâmetro de ordem e peso sináptico médio para a rede aleatória para
W0 = 0. No início da evolução as sinapses que ligam neurônios de alta frequência se potenciam lentamente
pela potenciação de Tipo II. Quando uma certa força de conexão crítica é atingida, sincronização começa
a surgir, e um crescimento mais acelerado do peso sináptico médio é observado. O estado assintótico é
atingido quando todas sinapses se encontram com um peso sináptico extremo.
seja exatamente igual. Em determinado tempo (cerca de 3× 105 passos), um certo nível
de acoplamento crítico é alcançado na rede, e sincronização começa a surgir, indicado pelo
crescimento do parâmetro de ordem. Nesse mesmo instante, o peso sináptico médio passa
a crescer mais rapidamente, pois a presença de sincronização traz consigo a potenciação
de Tipo I. Enfim, quando as sinapses potenciadas atingem o peso sináptico máximo, o
crescimento do peso sináptico médio e do parâmetro de ordem cessam, e a rede atinge seu
estado estacionário.
Figura 42: Série temporal do parâmetro de ordem e peso sináptico médio para a rede aleatória para
W0 = 0,3W
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max. Há uma queda inicial no peso sináptico médio devido à depressão das sinapses dos
neurônios de baixa frequência. Mas essas sinapses atingem rapidamente o limite inferior, e então a
potenciação das sinapses que ligam neurônios de alta frequência se mostra através de um crescimento no
peso sináptico médio e no parâmetro de ordem.
A Figura 42 exibe o mesmo gráfico, mas para uma simulação com peso sináptico
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inicial um pouco maior, de valor W0 = 0,3WERmax. Esse quadro ainda se encaixa no regime
de baixo W0, e portanto apenas as sinapses de alta frequência se fortalecem. O restante
das sinapses sofre depressão desde o começo da evolução, o que pode ser notado pela queda
inicial do peso sináptico médio na figura. Mas enquanto as sinapses que sofrem depressão
logo atingem o limite inferior, as sinapses de neurônios de frequência alta continuam se
potenciando, e assim geram um comportamento crescente no peso sináptico médio e no
parâmetro de ordem após os momentos iniciais.
Figura 43: Série temporal do parâmetro de ordem e peso sináptico médio para a rede aleatória com
W0 = 0,5W
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max. Inicialmente para o regime de W0 intermediário, boa parte das sinapses se potenciam.
Mas conforme os dois aglomerados começam a se consolidar, as sinapses que os conectam começam a se
deprimir, e as duas curvas passam a ter um comportamento descrescente até o valor assintótico.
No caso de valores intermediários de W0, a perspectiva é a oposta, como mostra a
Figura 43 para o caso W0 = 0,5WERmax. No início da simulação, muitas sinapses se potenciam,
algumas pelo mecanismo de Tipo I, outras pelo de Tipo II, e então encontramos um rápido
aumento inicial no peso sináptico médio. Mas, quando os dois aglomerados se consolidam,
as sinapses que ligam um aglomerado a outro começam a se deprimir, e então notamos
uma queda no peso inicial e no parâmetro de ordem até o valor estacionário.
Vemos ainda o caso de W0 alto, ilustrado na Figura 44 com W0 = 0,8WERmax. Neste,
a presença de sincronização desde o início causa rápido aumento de peso sináptico médio e
sincronização, e o estado assintótico é atingido rapidamente.
4.3.7 SEGREGAÇÃO EM AGLOMERADOS NA PRESENÇA DE RUÍDO
Nesta seção testamos se a segregação da rede em dois aglomerados ainda ocorre se
ruído estiver presente na rede. Para tanto consideramos um ruído aleatório gaussiano sem
correlação, que afeta os neurônios individualmente. As equações de evolução dos neurônios
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Figura 44: Série temporal do parâmetro de ordem e peso sináptico médio para a rede aleatória para
W0 = 0,8W
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max No regime de W0 alto, praticamente todas sinapses se potenciam desde o começo devido à





+ yi,t + Ii,t + εξi,t (4.14a)
yi,t+1 = yi,t − σxi,t − β, (4.14b)
que são idênticas às equações utilizadas nas simulações anteriores [Eq. (4.2)], porém com
a adição do termo εξi,t na equação do potencial de membrana do neurônio, representando
o ruído. ξi,t é um número pseudo-aleatório seguindo uma distribuição gaussiana centrada
em zero e com desvio padrão unitário. ε é a amplitude do ruído. As grandezas de interesse
foram calculadas da mesma forma que nas seções anteriores.
Quando a amplitude do ruído é baixa, a segregação em aglomerados ainda ocorre.
Porém, a separação passa a ser menos clara conforme a amplitude do ruído é aumentada.
Para ruídos com amplitudes de pelo menos ε = 0,032, o comportamento da rede muda e a
segregação em aglomerados deixa de acontecer. A Figura 45 exibe o peso sináptico médio
da rede no estado final para esse caso em função de W0. O comportamento não-monotônico
que havia nessa curva no caso sem ruído (Figura 27) não é mais encontrado com a adição
do ruído de amplitude ε = 0,032, pois a separação da rede em aglomerados não ocorre mais.
A transição agora se dá de forma crescente e bastante suave. O mesmo comportamento é
observado para o parâmetro de ordem do estado final, conforme exibido na Figura 46.
A Figura 47 exibe um exemplo da matriz de pesos sinápticos para o caso com
ruído. Observa-se a existência de apenas um aglomerado de neurônios conectados, além
dos neurônios que terminam a simulação desconectados da rede. Esse comportamento foi
verificado para todos valores de W0. Para valores baixos de peso sináptico inicial, apenas
os neurônios de alta frequência fazem parte do aglomerado. Mas conforme W0 aumenta, a
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Figura 45: Peso sináptico médio no estado final em função do peso sináptico inicial para a rede aleatória
com ruído gaussiano centrado em zero, desvio padrão unitário e de amplitude ε = 0,032 (média em
10 condições iniciais). Após a adição de um ruído com amplitude alta o suficiente, o comportamento
não-monotônico que era encontrado na curva deixa de ser observado pois não há mais segregação da rede
em aglomerados.
Figura 46: Parâmetro de ordem médio no estado inicial e final em função do peso sináptico inicial
para a rede aleatória com ruído gaussiano centrado em zero, desvio padrão unitário e de amplitude
ε = 0,032 (média em 10 condições iniciais). Após a adição de um ruído com amplitude alta o suficiente, o
comportamento não-monotônico que era encontrado na curva deixa de ser observado pois não há mais
segregação da rede em aglomerados.
frequência limiar para se juntar ao aglomerado diminui, até que, em W0 ∼ 0,45WERmax o
aglomerado engloba toda a rede.
Foi observado que, quando a sincronização inicial é baixa, o ruído tem o efeito de
aumentar o valor da frequência de rajada dos neurônios em relação à rede sem ruído. A
Figura 48 exibe a frequência dos neurônios antes da ação da plasticidade para W0 = 0,5WERmax
e ε = 0,032. Quando comparado ao caso sem ruído — exibido na Figura 34b —, vê-se que
a adição do ruído aumenta a frequência de rajada dos neurônios e dispersa a sincronização
de frequência. Como resultado, a distinção entre potenciação de Tipo I e potenciação de
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Figura 47: Exemplo do estado final da matriz de pesos sinápticos para a rede aleatória com ruído gaussiano
de amplitude ε = 0,032 e W0 = 0,35WERmax. Quando um ruído com amplitude alta o suficiente é adicionado
na rede, a segregação em aglomerados deixa de ocorrer.
Tipo II não é mais tão clara, e a segregação em aglomerados é dificultada.
Figura 48: Frequência inicial dos neurônios em função da frequência natural para a rede aleatória com
W0 = 0,5W
ER
max e ε = 0,032. A adição do ruído aumenta a frequência de rajada dos neurônios, e enfraquece
a sincronização inicial que existe na rede sem ruído.
4.4 RESULTADOS PARA A REDE DE MUNDO PEQUENO
Os efeitos da plasticidade dependente do tempo de rajada na rede também foram
estudados para o caso de uma arquitetura de mundo pequeno.
Analisamos como a estrutura da rede se altera com a plasticidade para diferentes
valores de peso sináptico inicial. Novamente observa-se que as sinapses no estado final
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apresentam peso sináptico com valor extremo, ou seja, muito próximo de 0 ou do valor
máximo WWSmax. Isso foi observado para todos os valores de W0, e valida a análise binária
que classifica as sinapses em fortes e fracas.
Foi verificado que, quando o peso sináptico inicial é baixo (menor do que 0,3WWSmax),
a grande maioria das sinapses que terminam potenciadas são locais, isto é, fazem parte
da rede regular que serve como base do algoritmo de Watts-Strogatz. Poucas sinapses
não-locais — ou seja, os atalhos do método de Watts-Strogatz — terminam a simulação
com peso não nulo. A Figura 49 mostra uma representação da matriz de pesos sinápticos
para esse caso. Nela, a posição dos pontos é igual à da matriz de adjacência. Pontos em
azul representam sinapses fortalecidas, enquanto pontos em laranja representam sinapses
com peso nulo. Percebe-se que a proporção de sinapses fortalecidas é muito maior próximo
à diagonal (sinapses locais) do que fora da diagonal (sinapses não-locais). De W0 = 0 até
Figura 49: Matriz de pesos sinápticos para rede mundo pequeno com W0 = 0,15WWSmax. Cada ponto
representa uma sinapse, e os índices dos neurônios seguem a matriz de adjacência. Pontos azuis representam
sinapses fortes, e pontos laranja representam sinapses com peso desprezível. As sinapses fortalecidas se




max, a fração de sinapses locais fortalecidas aumenta em média de 49% a 97%,
enquanto a fração de sinapses não-locais potenciadas nesse mesmo intervalo permanece
baixa, crescendo em média apenas de 10% em W0 = 0 a 15% em W0 = 0,275WWSmax. Por
causa disso, a rede apresenta características essencialmente locais para esses valores de
W0, pois as sinapses não-locais que exercem influência na rede são poucas.
Já se W0 ≥ 0,3WWSmax, as sinapses não-locais também são potenciadas e a rede
passa a ter características não-locais. Há uma mudança brusca de W0 = 0,275WWSmax a
W0 = 0,3W
WS
max, na qual uma grande parte das sinapses não-locais passa a se fortalecer
ao mesmo tempo. Essa transição pode ser vista nas Figuras 50 e 51, que exibem matriz
de pesos sinápticos para os dois valores antes e depois da transição, respectivamente.
Enquanto para W0 = 0,275WWSmax a proporção de sinapses fortalecidas é muito maior
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próximo à diagonal da matriz, para W0 = 0,3WWSmax tanto sinapses locais quanto não locais
são potenciadas. Existe, portanto, uma mudança radical na estrutura da rede com esse
pequeno incremento no peso sináptico inicial, na qual a rede deixa de exibir características
predominantemente locais e passa a ser uma rede não-local com características de mundo
pequeno.
Figura 50: Matriz de peso sináptico para a rede de mundo pequeno com W0 = 0,275WWSmax. A posição
das pontos é a mesma que na matriz de adjacência. Antes da transição, poucas sinapses não-locais são
fortalecidas, e a rede possui características locais.
Figura 51: Matriz de peso sináptico para a rede de mundo pequeno com W0 = 0,3WWSmax. A posição
das pontos é a mesma que na matriz de adjacência. Após a transição, as sinapses não-locais passam a
ser fortalecidas também, e a rede passa a apresentar características não-locais, com aspecto de mundo
pequeno.
As matrizes de pesos sinápticos no estado final da rede para W0 = 0,275WWSmax
e W0 = 0,3WWSmax foram binarizadas a fim de se estudar melhor a estrutura. O processo
consiste em substituir por zero os pesos sinápticos menores que 0,5WWSmax, e por 1 os
pesos maiores que 0,5WWSmax. Com isso obtém-se uma matriz binária que age como uma
matriz de adjacência do estado final. Há pouca perda de informação sobre a estrutura da
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rede nesse processo pois os pesos sinápticos da rede já estão todos muito próximos dos
valores extremos. Das matrizes binarizadas podemos obter as grandezas caracterizadoras
de estrutura. Para W0 = 0,275WWSmax, o livre caminho médio da matriz binarizada é, em
média, de 20,76, e o coeficiente de agrupamento é de 0,39. Já para W0 = 0,3WWSmax, a
matriz binarizada possui em média um livre caminho médio de 7,88 e um coeficiente de
agrupamento de 0,29. A diminuição do livre caminho médio juntamente à uma queda
pequena no coeficiente de agrupamento é o objetivo da adição dos atalhos no método de
Watts-Strogatz. Portanto, a transição que ocorre de W0 = 0,275WWSmax para W0 = 0,3WWSmax
representa uma mudança de uma rede mais local para uma rede com características de
mundo pequeno.
O efeito global dessa transição pode ser observado nas Figuras 52 e 53, que exibem
o peso sináptico médio no estado final e o parâmetro de ordem, respectivamente, em
função do peso sináptico inicial. Foi observado que para todos os valores de W0 o peso
sináptico médio da rede no estado final foi maior que no estado inicial. Para W0 < 0,3WWSmax,
grande parte da contribuição para 〈W 〉fin vem das sinapses locais, e o peso médio aumenta
gradativamente com W0. Porém, quando o peso sináptico inicial atinge valor 0,3WWSmax, as
sinapses não-locais passam a contribuir também, e vê-se um salto no peso sináptico final
médio nesse valor.
Figura 52: Peso sináptico médio final em função do peso sináptico inicial para a rede de mundo pequeno.
Para a rede de mundo pequeno, a plasticidade tem o efeito de aumentar o peso sináptico para todos valores
de peso sináptico inicial. Para W0 < 0,3WWSmax, apenas as sinapses locais contribuem significativamente
para o peso médio da rede. Mas quando W0 ≥ 0,3WWSmax, as sinapses não-locais também contribuem, e
praticamente todas as sinapses se tornam fortes.
A transição é ainda mais evidente no parâmetro de ordem do estado final. O
parâmetro de ordem mede a sincronização global da rede, e não capta bem o comportamento
local que a rede exibe para W0 < 0,3WWSmax. Portanto, o parâmetro de ordem assume valores
muito baixos nesse intervalo. Mas quando as sinapses não-locais passam a ter papel relevante
na rede a partir de W0 = 0,3WWSmax, sincronização global aparece. Então, o parâmetro de
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Figura 53: Parâmetro de ordem médio em função do peso sináptico inicial para rede de mundo pequeno.
O valor do parâmetro de ordem no estado final é baixo para W0 < 0,3WWSmax pois a rede apresenta compor-
tamento local, o qual o parâmetro de ordem não capta bem por ser um medidor de sincronização global.
Porém quando as sinapses não-locais passam a ser relevantes a partir de W0 = 0,3WWSmax, sincronização
global se instala na rede, e o parâmetro de ordem assume no estado final valores altos. Vê-se, portanto,
uma transição clara entre os comportamentos local e não-local na rede na passagem por esse peso sináptico
inicial.
ordem passa a ser capaz de captar a sincronização. Daí, um aumento repentino é visto no
valor do parâmetro de ordem durante a transição. E como as sinapses fortalecidas têm
todas peso sináptico muito próximo do peso máximo, a sincronização que se estabelece na
rede é bastante forte, o que torna ainda mais evidente a mudança no valor do parâmetro
de ordem.
Por fim, foi observado que, diferentemente da rede aleatória, não houve uma
segregação da rede em dois aglomerados com base na frequência dos neurônios. A rede
aleatória é homogênea e possui um grande número de conexões, e portanto os neurônios
possuem uma grande variedade de vizinhos. Isso não acontece na rede de mundo pequeno,
na qual o número de conexões disponíveis a um neurônio é limitado. Por causa disso, a
frequência dos neurônios não é mais o fator determinante da potenciação das sinapses,
mas deve se levar em conta também a estrutura da rede.
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5 CONCLUSÕES
Neste trabalho, redes neuronais compostas por neurônios modelados pelo modelo de
Rulkov foram simuladas. Os neurônios eram conectados por sinapses químicas excitatórias
distribuídas seguindo arquiteturas aleatória e de mundo pequeno. O peso sináptico das
sinapses era variável, sendo regido pela regra de plasticidade dependente do tempo de
rajada (BTDP). A regra de plasticidade potencia sinapses em que ocorre coincidência de
rajadas, e deprime sinapses em que há grande defasagem de rajada. Todos pesos sinápticos
foram iniciados com um mesmo peso sináptico inicial W0, cujo valor foi variado em cada
simulação.
Em todos os casos estudados verificou-se que no estado assintótico todas sinapses
exibem peso sináptico com valor próximo de um extremo, ou seja, nulo ou máximo. Por
causa disso, uma análise binária foi usada, na qual as sinapses são classificadas em fortes
(quando possuem peso sináptico próximo ao máximo) e fracas (quando possuem peso
sináptico próximo de zero).
Para a rede aleatória, foi encontrado que a plasticidade BTDP gera aumento
no peso sináptico médio da rede em praticamente todo espaço W0 vasculhado, tal que,
em média, a potenciação foi favorecida frente à depressão. Aumento no nível global
de sincronização de rajadas também foi verificado para todos valores de W0 após a
ação da plasticidade. Foram identificados dois mecanismos distintos capazes de gerar
potenciação nas sinapses. O primeiro, dito potenciação de Tipo I, se refere à coincidência
de rajadas devido a uma sincronização de rajadas previamente existente na rede, que pode
englobar parte da rede ou toda ela. Encontra-se um feedback positivo entre sincronização e
potenciação para esse mecanismo, de modo que os neurônios que têm sinapses potenciadas
por esse caminho se agrupam em um aglomerado sincronizado. O segundo mecanismo para
potenciação foi chamado potenciação de Tipo II, e se refere à preferência estatística de
defasagem de rajadas baixas em neurônios que têm frequência alta. O baixo intervalo entre
rajadas desses neurônios não permite que a diferença temporal entre duas rajadas seja
alta, e então, potenciação naturalmente ocorre, em média, com mais frequência do que
depressão. Esse tipo de potenciação é caracterizado por gerar um aglomerado fortemente
conectado com os neurônios de frequência alta, mas excluindo os demais neurônios da rede.
Os neurônios deste aglomerado se sincronizam quando a potenciação de Tipo II é a única
presente na rede, mas o aglomerado acaba dessincronizado se há também a presença de
um segundo aglomerado referente à potenciação de Tipo I na rede.
Três regimes distintos no espaço de parâmetro de W0 foram identificados, ca-
racterizados pelo tipo de potenciação presente na simulação. Para valores baixos de W0
(aproximadamente menores que 0,425WERmax), apenas potenciação de Tipo II é encontrada.
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O estado final da rede nesse caso apresenta um aglomerado sincronizado que engloba
apenas neurônios com frequência acima de um limiar, enquanto os demais neurônios são
isolados da rede. Para valores altos de W0 (aproximadamente maiores que 0,525WERmax),
apenas potenciação de Tipo I é encontrada. Neste caso, encontra-se no estado assintótico
apenas um aglomerado sincronizado que contém quase todos neurônios da rede. Nos valores
intermediários entre esses dois regimes (0,425WERmax < W0 < 0,525WERmax), ambos os tipos
de potenciação são encontrados. Há no estado final da rede para esse caso a presença
de dois aglomerados: um não sincronizado composto de neurônios de alta frequência, e
um sincronizado composto pelos neurônios que iniciaram a simulação sincronizados em
frequência. Há ainda um terceiro grupo dos neurônios que não se encaixam em nenhum dos
dois critérios acima, e que terminam isolados da rede. Porém, a separação em aglomerados
só é verificada se não houver um ruído de alta amplitude na rede. Quando este é o caso,
apenas um aglomerado é encontrado na rede para todos os valores de peso sináptico inicial.
Nas séries temporais do parâmetro de ordem instantâneo e do peso sináptico médio
encontra-se que para valores pequenos de W0 há um tempo de latência para o inicio da
sincronização. Nesse intervalo de tempo, o peso sináptico das sinapses potenciadas aumenta
devido à potenciação de Tipo II, mas as sinapses não são ainda fortes o suficiente para
sincronizar o aglomerado. Uma vez que essa força crítica é atingida, sincronização passa
a ocorrer. Nas redes que já iniciam parcialmente sincronizadas, esse tempo de latência
não está presente, e o parâmetro de ordem instantâneo segue o comportamento do peso
sináptico médio desde o início da evolução.
Para a rede de mundo pequeno verificou-se que, dependendo do peso sináptico
inicial, a rede pode apresentar características locais ou não-locais. As locais ocorrem
quando o peso sináptico inicial é baixo, e as não-locais quando ele é superior a certo limiar.
A transição entre esses dois comportamentos é brusca, pois grande parte das sinapses
não-locais se potenciam assim que o limiar é atingido. A estrutura da rede no caso de
mundo pequeno é mais importante na determinação de quais sinapses se fortalecem ou se
enfraquecem do que no caso de rede aleatória. Por causa disso, não se verificou segregação
da rede em aglomerados com base na frequência dos neurônios.
Os resultados obtidos nessa dissertação também estão presentes em um artigo
aceito na revista Neurocomputing (DOI: 10.1016/j.neucom.2021.01.044). Uma cópia do
artigo está inclusa na seção de anexos.
Este trabalho ainda deixa em aberto algumas questões que podem ser estudadas
no futuro, entre elas:
• O motivo de sinapses locais se potenciarem na rede de mundo pequeno com peso
sináptico inicial baixo e de não-locais se deprimirem.
• Os efeitos da BTDP em outras arquiteturas de redes complexas, como livre de escala
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ou redes de redes.
• As mudanças que ocorrem nos resultados quando os pesos sinápticos no estado inicial
assumem uma distribuição diferente, como uma distribuição normal ou log-normal.
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APÊNDICE A – FREQUÊNCIA MÍNIMA PARA POTENCIAÇÃO VIA
IMPOSSIBILIDADE DE DEFASAGENS ALTAS
Vamos tomar um oscilador de relaxamento com frequência constante como um
modelo simplificado para um neurônio. Considere um sistema de dois neurônios com
frequências constantes f1 e f2. Pedimos que f1 ∼ f2, e que as duas frequências sejam
incomensuráveis entre si. Tomando um cenário em que não há acoplamento entre os
neurônios, os intervalos-entre-rajadas dos neurônios serão constantes e iguais IER1 = 1/f1
e IER2 = 1/f2. Este é um modelo simples para o caso de acoplamento baixo da rede
estudada no trabalho.
Para plasticidade BTDP, a mudança no peso sináptico entre esses dois neurônios
depende dos valores que a defasagens de início de rajada Δt assume. Como as duas
frequências são incomensuráveis, Δt nunca assume o mesmo valor duas vezes, e — ignorando
os eventos em que o mesmo neurônio apresenta rajada duas vezes seguidas antes do
outro neurônio — Δt visitará a longos tempos todo o intervalo permitido. Então, com o
tempo tendendo a infinito, a distribuição das defasagens de rajadas se aproxima de uma




1/Δtmax se 0 ≤ Δt ≤ Δtmax
0 caso contrário
(A.1)
onde Δtmax é o maior valor possível da defasagem de rajada, e consideramos apenas valores
positivos de Δt, já que a regra de plasticidade é simétrica. Assim, a mudança média no




ΔW (t)P(t) dt (A.2)






ΔW (t) dt . (A.3)
Substituímos então a Eq. (4.5), utilizando os valores da implementação computacional

















































Retornando às amplitudes da função BTDP: D = Ad/2 e P = Ap −D, temos a expressão










A condição para potenciação é que a variação média do peso sináptico seja positiva, isto é,
que
ΔW > 0. (A.9)
Usando a Eq. (A.8), obtemos a condição para potenciação por impossibilidade de grandes






Da maneira com que a plasticidade foi implementada (descrita na seção 4.2), o valor da






Inserindo os valores numéricos usados nas simulações (Tabela 2), obtemos uma estimativa
da condição para essa tipo de potenciação para a rede usada no trabalho
max(IER1, IER2) < 203, (A.12)
ou, equivalentemente
min(f1, f2) > 4,93× 10−3 (A.13)
Espera-se então que sinapses que unem dois neurônios desacoplados com frequências
satisfazendo a relação (A.13) se potenciem para tempos longos.
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a b s t r a c t
Brain plasticity or neuroplasticity refers to the ability of the nervous system to reorganise itself in
response to stimuli. For instance, sensory and motor stimulation, memory formation, and learning
depend on brain plasticity. Neuronal synchronisation can be enhanced or suppressed by the plasticity.
Synchronisation is related to many functions in the brain, as well as to some brain disorders. One possible
plasticity rule is the burst-timing-dependent plasticity (BTDP), that induces synaptic alteration according
to the timing of neuronal bursts. In this work, we build a network of coupled Rulkov maps where the exci-
tatory connections are randomly distributed. We consider the BTDP to study its effects on the syn-
chronous neuronal activities. In our simulations, we observe that depending on the initial synaptic
weights, the whole network or part of it can have its neuronal synchronisation improved. This increase
can be reached by two different mechanisms, the initial burst synchronisation and random statistical
coincidence. A mix of these two mechanism is also found in the network. BTDP can induce the formation
of desynchronised and synchronised clusters that operate in different frequencies, but only if the noise
level is low. Our results show possible mechanisms of cluster formation in burst neuronal networks.
We also consider the BTDP rule on a small-world network and show that, depending on the initial con-
nection strength, the network can exhibit local or non-local properties.
2021 Elsevier B.V. All rights reserved.
1. Introduction
The brain is an organ with one of the most complex structure in
the human body [1]. It is constituted by billions of neurons that are
connected to each other by means of a large number of synapses
[2]. Through neurons, information can be transmitted between
brain regions by electrochemical signals [3]. The information is
relayed through electrical and chemical synapses by different
mechanisms [4].
The brain can modify its organisation and function throughout
life. This ability is known as neuroplasticity or brain plasticity
and can occur in response to stimuli or injury [5]. The existence
of changes in the brain functions was proposed by James [6] in
1890. In the late 1800s, Cajal [7] used the term plasticity to
describe brain adaptation due to the environment. Alterations in
neuronal pathways were observed in experiments performed in
1923 by Lashley [8]. Hebb [9] in 1949 postulated that the synapse
between two neurons is potentiated when they are active at the
same time. Two decades after the Hebb’s rule, experimental results
about the potentiation were found in the rabbit hippocampus [10].
Mathematical models of networks have been considered to
mimic effects of plasticity in neuronal activities [11]. Popovych
et al. [12] studied the noise dependency of synchronous behaviour
in a neuronal network model with spike-timing-dependent plastic-
ity (STDP). Borges et al. [13–15] reported that STDP can induce non
trivial topology in the brain. Another type of neuroplasticity is the
burst-timing-dependent plasticity (BTDP) [16], that induces synap-
tic alteration according to the timing of bursts. Recently, Wang
et al. [18] found the coexistence of coherent and incoherent
dynamics, known as chimera states, in an adaptive neuronal net-
work with BTDP.
Plasticity in uences synchronous behaviour and its transition in
neuronal networks [19]. Neuronal synchronisation has been
observed in the brain during different tasks [20]. Jiang et al. [21]
showed results in which the synchronisation increases in the left
https://doi.org/10.1016/j.neucom.2021.01.044
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inferior frontal cortex during a face-to-face dialogue. Strong and
weak synchrony have been detected in neurological disorders
[22], such as Parkinson’s [23] and Alzheimer’s diseases [24]. Epi-
lepsy has been considered as a disorder characterised by seizures
and is related to synchronised neuronal activities [25].
We build a network composed of coupled Rulkov maps [26].
The model proposed by Rulkov [27] in 2001 is a two dimensional
iterated map that has been used to describe the dynamics of burst-
ing activity of biological neurons. We consider two types of net-
work structure. In the rst, the neurons are randomly connected
according to the Erdös-Rényi model [28], where excitatory chemi-
cal synapses are distributed by means of a connection probability.
The second kind is a small-world network constructed with the
Watts-Strogatz method [30]. Small-world networks are known to
minimize the wiring cost, and many small-world properties have
been found in the brain [31]. We consider a burst-timing-
dependent plasticity (BTDP) rule that was introduced by Butts
et al. [16]. In this work, we focus on the effects of the BTDP in
the neuronal synchronisation. The BTDP changes the synaptic
weight, and as a consequence it can induce or reduce synchronous
behaviour. We observe increase of synchronisation due to plastic-
ity for initially synchronous and de-synchronous states. We iden-
tify two different mechanisms that are associated with the
potentiation of the synaptic weights. We also show the formation
of clusters with different frequencies is possible during the syn-
chronisation improvement. Therefore, BTDP plays an important
role in neuronal synchronisation.
This paper is organised as follows: In Section 2 we introduce the
neuronal network model with BTDP. In Section 3, we discuss our
results about the plasticity. In the last Section, we draw our
conclusions.
2. Neuronal network model
The neurons are modelled by the Rulkov model, given by
xi;tþ1 ¼ ai1þ x2i;t
þ yi;t þ Ii;t þ ni;t; ð1aÞ
yi;tþ1 ¼ yi;t rxi;t b: ð1bÞ
xi;t represents the membrane potential of the ith neuron
(i ¼ 1;2; . . . ;N) at the discrete time t and yi is the slow time-scale
variable which generates the bursting behaviour on the variable
xi. The behaviour of the x and y variables of a single uncoupled neu-
ron is depicted in Fig. 1. In our simulations, we use r ¼ 0:0009 and
b ¼ 0:0011. The parameter ai is randomly distributed in the inter-
val 4:1;4:4½ with uniform probability. The parameter ai controls
the neuron’s mean natural bursting frequency f 0 (the mean burst
frequency it exhibits when uncoupled) and, in the used interval,
there is an approximately linear relationship, that is given by
f 0 ¼ 0:01137a 0:04408. ni;t is a gaussian white noise applied with
no correlation with respect to time or the applied neurons. is the
noise amplitude.
We build a network of N ¼ 1000 neurons connected to each
other by means of excitatory chemical synapses. We represent
the synaptic current injected on the neuron i at time t as [29]
Ii;t ¼ 1v xi;t Vs
XN
j¼1
AijWij;tH xj;t h ; ð2Þ
where H xð Þ is the Heavyside step function, h ¼ 0 is the spiking
threshold of the membrane potential, Vs ¼ 1 is the reversal poten-
tial, and v ¼ 1=Nð ÞPNij Aij is the network’s mean connectivity that
is used for normalization. Aij is an element of the adjacency matrix
and assumes the value 1 if a connection from neuron j to neuron i
exists, and 0 otherwise. Two connection schemas were used, both
directed complex networks. The rst is a random network built
using the Erdös-Rényi method [28] with connection probability
p ¼ 0:35. The second is a small-world network built using the
Watts-Strogatz algorithm [30] with mean connectivity k ¼ 4 and
rewiring probability b ¼ 0:2. Each connection structure will be anal-
ysed separately. Wij;t is the synaptic weight of the synapse j ! i at
time t. It can be interpreted as a synaptic conductance and controls
how strong the connection is. Wij;t can assume values between 0
and Wmax, and it can change over time following the plasticity rule.
For the random network Wmax is equal to W
ER
max ¼ 0:1, while for the
small-world networkWWSmax ¼ 0:2. To modify the synaptic weights as
the network evolves, we use the burst-timing-dependent plasticity
(BTDP) rule [16]. It uses the time difference between the burst-start
times (or burst latency) of two connected neurons to determine the
synaptic weight change according to the equation
DW Dtð Þ ¼ Ap
Ap Ad
Ts
jDtj if jDtj 6 Ts
Ad if jDtj > Ts
(
ð3Þ
with Ap ¼ 0:008;Ad ¼ 0:0032, and Ts ¼ 58. A plot of the BTDP
function is shown in Fig. 2. If both neurons burst at similar times,
then potentiation occurs, but if the time difference between the
burst-start events is large enough, depression occurs. The parame-
Fig. 1. Time series of the x and y variables of an uncoupled Rulkov map neuron with
a ¼ 4:2;r ¼ 0:0009, and b ¼ 0:0011. The x variable exhibits bursting behaviour and
is interpreted as the neuron’s membrane potential. The cosine of the neuron’s phase
is plotted in red. (For interpretation of the references to colour in this gure legend,
the reader is referred to the web version of this article.)
Fig. 2. Change on synaptic weight as a function of the time latency between the
burst-start events of two connected neurons. Bursts starting close together cause
synapse potentiation, while large burst latency causes depression.
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ter values are chosen to keep the ratio jAd=Apj 0:4 [16], as well as
to adapt the time scale of the curve to the discrete time of the
Rulkov map.
The change in the synaptic weight is additive and calculated
through Eq. 3 with Dt equal to the difference between the current
time and the last burst-start time of the neuron’s neighbour. By
doing this, all synapses are updated twice for burst pair (Wij is
updated both when i starts a burst and when j does). To correct
this, we change Ad ! D ¼ Ad=2 and Ap ! P ¼ Ap þ D in the imple-
mentation of Eq. 3. This ensures that, after both updates are con-
sidered, the effective synaptic weight change re ects the
amplitudes Ap and Ad. In addition we limit the values of the synap-
tic weights in the range 0 6 Wij 6 Wmax. If the application of the
plasticity rule results in a negative synaptic weight, or one greater
than Wmax, the synaptic weight value is set to the trespassed limit.
This is done to avoid that the synapses become inhibitory, as well
as to avoid unlimited injection of current, which can destroy the
bursting dynamics of the.
The initial conditions are randomly chosen in the interval
xi ¼ 2;2½ and yi ¼ 4;0½ . All synapses are initiated with the
same synaptic weight W0. After a transient of ttrans ¼ 104 steps in
which the neurons are active but the plasticity is not computed,
the network is let to evolve for 1:5 106 steps. During this time
interval, the synaptic weights vary according to the plasticity rule,
and the network synchronisation level is measured. To analyse the
burst synchronisation of the network, we consider the neuron’s
phase /i, that is written as
/i;t ¼ 2p kþ
t tk;i
tkþ1;i tk;i
tk;i 6 t < tkþ1;i; ð4Þ
where t is the current time, tk;i is the time of the kth burst of the ith
neuron, and the rst burst is labelled by the index k ¼ 0. Fig. 1 dis-
plays the evolution of cos/ for a Rulkov neuron.
The network synchronisation level is measured by the absolute
value of the Kuramoto order parameter [17], de ned by




where j ¼ 1
p
is the imaginary unit. Rt is a real number between 0
and 1, and it assumes its highest value when the network is com-
pletely synchronised (all neurons burst at the same time) and 0
when there is no synchronisation in the network. The mean Kura-






where tini ¼ ttran ¼ 104; tfin ¼ 2 104; and tini ¼ 149 104; tfin ¼
150 104.
The mean synaptic weight is given by







ij¼1Aij is the total number of synapses in the
network.
The mean burst frequency of a neuron is computed as the
inverse of the mean inter-burst-interval (f i ¼ 1=IBIi). As done for
the order parameter, the mean frequency is calculated at the initial
state (ttrans < t 6 ttrans þ 104) and at the nal state
(149 104 < t 6 150 104). These are called as the initial mean
frequency f i;ini and the nal mean frequency f i;fin, respectively.
We also consider the neuron’s natural mean frequency f i;0, which
is the frequency that the neuron has when is isolated. This quantity




Aiming to study the effects of BTDP on the random network, we
calculate the mean synaptic weight, mean order parameter, and
frequency of the neurons in the asymptotic state. In Fig. 3(a), we
show the network’s average synaptic weight Wh i of the nal state
as a function of the initial synaptic weight W0 in the case of no
noise ( ¼ 0). The initial synaptic weight is indicated by the grey
diagonal line. In our simulations, all initial synaptic weights are
considered equal to W0. We observe that in the asymptotic states,
all synapses end up with a synaptic weight very close to either 0 or
WERmax. This polarisation of synaptic weights happens regardless of
their initial values (W0), although the fraction of synapses at each
extreme varies. Because of this, Wh i=WERmax is the proportion of
synapses with maximum weight.
We observe that for almost all W0, the nal state has a larger
mean synaptic weight value than the initial state, and as a conse-
quence, the potentiation is overall favoured over depression. How-
ever, the increase of the mean synaptic weight depends on the
initial weight value. For W0 6 0:45WERmax and W0 P 0:55W
ER
max, the
curve in Fig. 3 looks very smooth. These two curves suggest that
there are two distinct regimes with some transition state connect-
ing them. The connection region can be approximately identi ed in
the interval 0:45WERmax < W0 < 0:55W
ER
max. The potentiation that
Fig. 3. Mean synaptic weight of the nal state vs the initial synaptic weight value for the random network. The results are the average over 10 different initial conditions. The
rst bisector is also shown just for comparison. On panel (a) no noise is applied. In this case, for small W0, the potentiation is caused by the coincidence of bursts of high-
frequency neurons, while for large W0, it is caused by the network’s starting synchronisation. For intermediate W0, there is a non-monotonic behaviour due to a segregation
of the network in two clusters that operate in different frequencies. On panel (b) we show the same result but for simulations where noise is applied. The non-monotonic
behaviour is not present in this case because there occurs no network segregation.
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occurs for W0 6 0:45WERmax has a different origin than for
W0 P 0:55W
ER
max due to the presence or not of an initial
synchronisation.
We calculate the initial and nal synchronisation of the noise-
less random network by means of the Kuramoto order parameter.
Fig. 4 displays the average of the Kuramoto order parameter over
10000 steps as a function of W0 for before (blue line) and after
(black line) the plasticity takes place. The curve of the initial state
is the well known sigmoid-like curve of the order parameter vs
coupling parameter. The curve for the asymptotic state is very sim-
ilar to the one in Fig. 3(a), showing a correspondence between the
average synaptic weight of the network with its synchronisation.
The plasticity effect depends on the initial value of W0. Due to this
fact, we consider three different cases: W0 6 0:45WERmax,
0:45WERmax < W0 < 0:55W
ER
max, and W0 P 0:55W
ER
max.
ForW0 greater than about 0:55W
ER
max, the order parameter of the
initial state has values R P 0:7, indicating the existence of burst
synchronisation. This occurs due to the fact that the initial state
synapses are strong enough to synchronise the network right from
the start. After applying the plasticity rule, we observe for theseW0
an increase for Wh i and R. The increase of the mean synaptic
weight is the result of the initial synchronisation, that causes the
neurons to burst at almost the same time and thus potentiate
the synapses. This mechanism of potentiation via
synchronisation-caused burst coincidence is a Type I potentiation.
As the synapses get stronger, the network becomes more synchro-
nised, and as a consequence an increase on the order parameter is
also observed. There is a positive feedback between synchronisa-
tion and potentiation, and this feedback is the reason that synaptic
weights go to their maximum values. The synapses that connect
synchronised neurons become stronger over time. In this case,
we verify the formation of one synchronised cluster composed of
all neurons of the network.
ForW0 smaller than 0:45W
ER
max, the mean order parameter of the
initial state has values R 0:25, indicating that the synchronisa-
tion in the initial state is low or inexistent. In this cases, the initial
synapses are not strong enough to synchronise the neurons in the
network. Applying the plasticity rule for small W0 values, we also
observe an increase in both Wh i and R, even without initial syn-
chronisation. In particular, we identify synapse potentiation when
W0 ¼ Wij;t¼0 ¼ 0, which is when there is no interaction between
the neurons in the initial state. The potentiation comes not from
synchronisation, but from a different phenomenon entirely, that
is related to the natural neuronal frequencies. When there is no
interaction between the neurons, the burst latency Dt assumes val-
ues randomly. Sometimes the value is small (and potentiation
occurs) and other times it is large (and depression occurs). The
maximum allowed value for Dt is the maximum inter-burst-
interval (IBI) of the involved neurons. Neurons that exhibit high
frequency (low IBI) have a narrower range of allowed values of
Dt and, therefore, potentiation occurs more frequently than
depression. This route to potentiation is called Type II potentiation.
The minimum frequency for the potentiation is estimated to be
fmin ¼ 4:9 10 3 (Appendix A), which is less than the frequency
of many high-frequency neurons in the network. Once the
synapses that connect the high-frequency neurons are strong
enough, the neurons can become synchronised and kickstart the
positive feedback between synchronisation and potentiation. They
also start injecting current on other neurons in a united manner,
and this joint action is enough to attract some medium-
frequency neurons to the synchronised cluster.
Considering small values of W0, we observe the formation of
one cluster that is composed of the neurons with smaller inter-
burst interval or higher ring burst frequency. The cluster forma-
tion is shown in Fig. 5, which represents the asymptotic value of
the matrix W in a simulation for W0 ¼ 0 and no noise. In this g-
ure, the pre and post synaptic index are sorted by increasing the
natural burst frequency f 0. Blue (orange) dots correspond to the
synapses with the maximal (minimal) weight values. We see that
the neurons with higher burst frequency form a strongly connected
cluster. We also note that the synaptic weight matrix becomes
approximately symmetric along the main diagonal, meaning that
the synapses between two neurons become stronger (or weaker)
in both directions.
To make clearer the relation between potentiation and synchro-
nisation for small values of W0, we show in Fig. 6 the time evolu-
tion of the mean synaptic weight Wh i of the order parameter Rt
and its moving average MA Rtð Þ for W0 = 0 and ¼ 0 until the
asymptotic state to be reached. We verify that the potentiation
begins before any synchronisation. At the start of the evolution
(t < 3 105), the mean synaptic weight slowly increases due to
the coincidence of the high-frequency bursts. At this stage, the syn-
chronisation does not increase, due to the fact that the connections
among some neurons are not strong enough to synchronise them.
At certain point (t 3 105), the synapses reach a critical strength
level and synchronisation starts to arise. At this point, the positive
feedback between the synchronisation and the potentiation is ini-
tiated, and as a consequence the synchronous behaviour increases
more quickly. The synchronisation saturates when the synapses
reach the maximum weight allowed.
Finally, for the intermediate values of W0
(0:45WERmax < W0 < 0:55W
ER
max), we identify the presence of both
Type I and Type II mechanisms in the noiseless case. The order
parameter values of the initial state are in the range
0:2 6 R 6 0:7, meaning that there is a partial synchronisation in
the network. There are some neurons that are synchronised to each
other and their synapses are potentiated. There are also some high-
frequency neurons that do not start synchronised to the others. The
synapses between these neurons are also strengthened due to the
random coincidence of bursts. Then, there are two groups of
synapses that are potentiated, where one is connected with syn-
chronised neurons and the other that is connected with high-
frequency neurons. However, the synapses connecting a high-
frequency neuron to one that is part of the synchronised group
are not potentiated, but instead they are depressed. For this reason,
in this regime, we identify two separate clusters, one that is com-
posed of neurons that potentiate via Type I mechanism and the
other via Type II mechanism.We also nd some neurons of low fre-
quency that do not have any synapses that are potentiated at the
Fig. 4. Mean Kuramoto order parameter of the random network as a function of the
initial synaptic weight value for before (blue line) and after (black line) plasticity’s
action for ¼ 0 (average on 10 initial conditions). (For interpretation of the
references to colour in this gure legend, the reader is referred to the web version of
this article.)
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asymptotic state. These three groups of neurons are displayed in
Fig. 7, which is similar to Fig. 5, but the initial weight is
W0 ¼ 0:5WERmax and we use the nal mean frequency f end of the neu-
ron to sort the axes. The two separated blue squares represent each
one cluster. A consequence of the network division can be seen on
Fig. 3(a) by the non-monotonic behaviour of the curve. As the ini-
tial synaptic weight increases from 0:45WERmax to 0:5W
ER
max, one
would expect the nal average synaptic weight to increase as well.
However, this does not occur, as in this range the group of highly
connected neurons is broken into the two clusters. The synapses
that connect one cluster to another (that would be potentiated
were there only one single cluster) depress, and the average synap-
tic weight of the nal state drops. The overall network synchroni-
sation also suffers from the segregation, and the non-monotonic
behaviour also appears in Fig. 4 on the asymptotic state curve of
the order parameter.
In many cases — especially for lower values of W0 — part of the
neurons have all their synapses with synaptic weights close to zero
on the asymptotic state, ending effectively cut-off from the net-
work. These are the low-frequency neurons that present little syn-
chronisation with the rest of the network at the start of the
simulation. On the other hand, connections that remain on the
asymptotic state have maximum weight value. It can be said,
therefore, that the BTDP rule by itself has a extremizing effect, by
which neurons that have little correlation are driven further apart,
and correlated neuron are driven closer together. This is consistent
with the hebbian nature of the plasticity rule.
We identi ed two possible mechanisms for potentiation in the
random network, whose occurrence depends on the value of start-
ing synaptic weights. We now analyse the reason these mecha-
nisms are only present for some W0 values. In the top row of
Fig. 8, we plot the initial mean frequency as a function of the neu-
ron’s natural frequency for three values ofW0, one for each regime.
For W0 6 0:45WERmax, the neuron’s mean frequency before plasticity
actuated is approximately equal its mean natural frequency. As an
example, Fig. 8(a) depicts the case where W0 ¼ 0. In this situation,
the potentiation mechanism is due to the low IBI random burst
coincidence (Type II), Because there are neurons that exhibit high
frequency and no initial synchronisation. For W0 P 0:55W
ER
max,
the network is initially synchronised and the neurons’s frequencies
are altered. The plateau in Fig. 8(c) shows that for W0 ¼ 0:7WERmax
most neurons exhibit the same common frequency. This common
frequency is not high enough for the Type II mechanism to occur
and, therefore, only the Type I potentiation is present. On the other
hand, for intermediate W0, the initial synchronisation does not
encompasses all neurons. In Fig. 8(b) we see a plateau of synchro-
nised neurons and also the existence of neurons whose frequency
is not completely altered to the common one. As there exists neu-
rons that are synchronised, as well as neurons that exhibit high fre-
quency, we observe both Type I and Type II potentiation
mechanisms. However, the same neuron is only affected mainly
by one of the two types.
The nal state of the neurons’s frequency was also computed
and is depicted on the bottom row of Fig. 8. The colours indicate
the cluster to which the neurons belongs. We consider red for
the Type I cluster, blue for the Type II, and yellow for low frequency
neurons whose synapses do not potentiate. The same colours are
kept in the top row for comparison’s sake. The plateau regions in
Fig. 5. Representation of the nal state synaptic weight matrix W of the random network for W0 ¼ 0 and ¼ 0. Every synapse is denoted by a point, where the x-value is the
index of the presynaptic neuron and the y-value is the postsynaptic index. Both axes are sorted by the neuron’s natural mean frequency f 0 and the values are represented by
the blue-green-red colourbars alongside the axes. The coloured points represent the values of the synaptic weights. The matrix W is approximately symmetric along the rst
diagonal. (For interpretation of the references to colour in this gure legend, the reader is referred to the web version of this article.)
Fig. 6. Time series of the order parameter and the mean synaptic weight for the
random network with W0 ¼ 0 and ¼ 0. The dark blue curve is the moving average
MA(Rt) of the order parameter with window size of 8000 steps. (For interpretation
of the references to colour in this gure legend, the reader is referred to the web
version of this article.)
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these gures exhibit the presence of frequency synchronisation in
the nal state. We note that for small values of W0, Type II poten-
tiation leads to a synchronised cluster (Fig. 8(d)), while for inter-
mediate W0 values, the same potentiation mechanism leads to a
desynchronised cluster (Fig. 8(e)). For W0 ¼ 0:5WERmax, this cluster
exhibits a local order parameter of 0:213, meaning that the neu-
rons are not very synchronised. On the other hand, clusters that
are created by the Type I mechanism have synchronised neurons.
The local order parameter for this cluster for W0 ¼ 0:5WERmax has
value 0.909.
Next we consider the addition of noise on the network and the
robustness of the results is analysed. We use a gaussian-
distributed noise with mean zero, unitary standard deviation and
amplitude . The noise is applied to all neurons independently.
When the noise amplitude is low, the effects of the plasticity are
not altered, and cluster segregation is stil present. However, for
noise levels as high as ¼ 0:032, the behaviour changes. The nal
average synaptic weight for this case is shown in Fig. 3(b) as a
function of W0. We observe that the non-monotonic behaviour
present in the noiseless network no longer appears with the addi-
Fig. 7. Final state synaptic weight matrix W of the random network for W0 ¼ 0:5WERmax and ¼ 0 (see Fig. 5 for explanation). The axes are sorted by the neuron’s nal mean
frequency. The neurons initially synchronised have the synapses potentiated by the Type I mechanism and form a cluster (big blue square in the middle). On the other hand,
synapses that are connected with high-frequency neurons are potentiated by the Type II mechanism (smaller square on the top right corner). The synapses that are connected
with high-frequency and initially frequency-locked neurons are depressed. (For interpretation of the references to colour in this gure legend, the reader is referred to the
web version of this article.)
Fig. 8. f ini f 0 for (a) W0 ¼ 0, (b) W ¼ 0:5WERmax, and (c) W ¼ 0:7WERmax, and f end f 0 for (d) W0 ¼ 0, (e) W ¼ 0:5WERmax, and (f) W ¼ 0:7WERmax. Results for the random network
with no noise. The colour indicates which cluster a neuron belongs, where red is the Type I cluster, blue for the Type II cluster, and yellow for low frequency neurons that do
not belong to any cluster. The plateaus indicate frequency-synchronised neurons. (For interpretation of the references to colour in this gure legend, the reader is referred to
the web version of this article.)
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tion of noise. The transition is instead smooth. The absence of the
non-monotonic behaviour is also observed on the order parameter
curve. The segregation of the network in clusters is also absent.
It was observed that, for when the initial synchronisation level
is low, the noise has the effect of increasing the initial burst fre-
quency of the neurons when compared to the noiseless network.
Fig. 9 depicts the neurons’s frequency on the initial state for
W0 ¼ 0:5WERmax and ¼ 0:032. When compared to its noiseless
counterpart in Fig 8(b), we see that the addition of noise increases
the neurons’s burst frequency and diffuses the initial frequency
synchronisation. As a result the distinction between Type I and
Type II potentiation becomes blurred, and segregation is made
more dif cult. The image representation of the nal synaptic
weight matrix (not shown) is similar to the one on Fig. 5 for the
whole W0 parameter space. The size of the blue square increases
with W0 until it encompasses the whole network on
W0 0:45W
ER
max. Thus, only one cluster is found on the network if
high amplitude noise is present.
3.2. Small-world network
We now analyse the effect of BTDP on the small-world network.
We consider the dynamics of the network without noise ( ¼ 0). At
the start of the simulation we set the synaptic weights of all
synapses to the same value W0. Simulations were made with W0
ranging from 0 to WWSmax. It was observed that for small values of
starting synaptic weight (W0 < 0:3W
WS
max) local synapses are heav-
ily favoured to potentiate over non-local synapses. By non-local
synapses we mean the shortcuts of the Watts-Strogatz method.
In this range, very few non-local synapses were potentiated, most
were depressed to vanishing synaptic weight. This means the net-
work exhibited essentially a local characteristic in this interval.
From W0 ¼ 0 through W0 ¼ 0:275WWSmax the fraction of potentiated
local synapses steadily increases from 49% to 97%, while the frac-
tion of potentiated non-local synapses only increases from 10% to
15% in this range. However, when W0 assumes the value
0:3WWSmax, a large portion of the non-local synapses potentiate
together. For initial synaptic weight values greater or equal to
0:3WWSmax, the network is not predominantly local as it is for lower
W0 values, but becomes non-local with small-world properties.
This transition can be seen in Figs. 10 and 11, that show the
synaptic weight matrix W on the nal state of simulations for
two values of W0. The position of the points is the same as in the
adjacency matrix, and the colours represent the nal synaptic
weight value of the synapses. It is clear that for W0 ¼ 0:275WWSmax
the density of potentiated synapses, represented by blue points,
is much larger for local synapses (near the diagonal) than for
non-local synapses. But for W0 ¼ 0:3WWSmax a large part of non-
local synapses got potentiated.
The global behaviour of this transition is shown in Figs. 12 and
13, that depict the nal average synaptic weight and the mean
order parameter, respectively, as a function of W0. For
W0 < 0:3W
WS
max the main non-zero contribution to Wh i comes from
the local synapses. But when W0 reaches 0:3W
WS
max the non-local
synapses start contributing as well, and a quick increase is seen
in the average synaptic weight. The transition is even more notice-
able on the nal state order parameter. Because the order param-
eter is a measure of global synchrony, it does not capture well
the local synchronisation present on the network for
W0 < 0:3W
WS
max, and so it assumes very low values in this range.
Once the non-local connections become relevant, global synchroni-
sation arises, and so the order parameter immediately increases in
Fig. 9. Frequency of the neurons before plasticity action for a random network with
W0 ¼ 0:5WERmax and noise of amplitude ¼ 0:032. With the addition of noise, the
initial frequency of the neurons is increased, and the frequency locking is weakened
when compared to the noiseless case, depicted in Fig. 8(b). Because of that, the
segregation of the network in clusters does not occur.
Fig. 10. Synaptic weight matrix of the small-world network on the asymptotic state
in a simulation where W0 ¼ 0:275WWSmax. Blue points represent potentiated
synapses, and orange points depressed synapses. For initial synaptic weights
smaller or equal to 0:275WWSmax, the great majority of potentiated synapses are local
ones, close to the diagonal of the adjacency matrix. The potentiated non-local
synapses are few and the network exhibits essentially local properties. (For
interpretation of the references to colour in this gure legend, the reader is referred
to the web version of this article.)
Fig. 11. Synaptic weight matrix of the small-world network on the asymptotic state
in a simulation whereW0 ¼ 0:3WWSmax. As opposed to lower values ofW0, a large part
of the non-local synapses become potentiated, and the network exhibits non-local
properties.
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value. As the synaptic weight of potentiated synapses is maximum,
the level of synchronisation when the non-local synapses are pre-
sent is very high.
It should also be noted that, as opposed to the random net-
work, there is no separation of the network in two clusters. In
the case of the random network, the neuron bursting frequency
is the primary factor to determine synapse potentiation, because
the number of synapses each neuron has is high and the distribu-
tion of synapses is homogeneous. Because of this, a clear separa-
tion of frequency could result in a clear separation in clusters.
But in the small-world case, the adjacency matrix also plays an
important role in determining which synapses potentiate, because
neurons have a limited group of available synapses. As a result,
network segregation is not as easy to occur for the small-world
network.
4. Conclusions
In this work we study how burst-time dependent plasticity
(BTDP) affects a random network and a small-world network com-
posed of Rulkov neurons connected by excitatory chemical
synapses. We calculate the mean synaptic weight, individual burst
frequency, and synchronisation level of the neurons.
For the random network, we consider low, medium, and high
initial synchronous activity. In this framework, we observe two dif-
ferent mechanisms of synaptic potentiation which are associated
with the BTDP rule. The rst is related to a high initial synchroni-
sation of the network (Type I), and the second to a statistical prop-
erties of high-frequency neurons (Type II). In the transition
between this two regimes, we verify mixed regimes with the pres-
ence of both mechanisms. Depending on the initial synaptic
weights, we identify the formation of one or two clusters. When
only one mechanism is present, it generates a synchronised cluster.
For two clusters, we show that one cluster has desynchronised
neurons with high burst frequency, while the other is generated
by the Type I mechanism and exhibits neurons with synchronised
activity. The segregation in two clusters does not occur if a gaus-
sian noise with high enough amplitude is added to the network.
Both in the absence or presence of noise the plasticity can create
a strongly connected nucleus with a subset of the network neu-
rons, while leaving the other neurons isolated from the network.
For the small-world network, the nal state exhibits local char-
acteristics when the initial synaptic weight value is low. Increasing
the initial synaptic weight, there is a transition in which a large
part of the non-local synapses become potentiated, and the net-
work loses the local aspect. As opposed to the random network,
the structure of the adjacency matrix plays a key role in determin-
ing which synapses get potentiated for the small-world network.
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Appendix A. Minimum frequency for potentiation via random
coincidence
Consider the simple model of two neurons with constant burst-
ing frequency f 1 and f 2. We ask that 0:5Kf 1=f 2K2 — so that a burst
from a neuron is mostly followed by a burst of the other neuron —
and that this ratio be an irrational number. We suppose that there
is no coupling between the neurons and the inter-burst-intervals
are constant with values IBI1 ¼ 1=f 1 and IBI2 ¼ 1=f 2.
Then, the burst latency Dt will never take on the same value
twice and, if we ignore events where one neuron res twice before
the other, will have for large times visited all regions of the allowed
interval uniformly. So as time tends to in nity the burst-latency
probability distribution approaches a uniform distribution on the
allowed values.
Fig. 12. Average synaptic weight on the nal state as a function of the initial
synaptic weight for the small-world network (average in 10 initial conditions). The
plasticity rule increases the average connection strength of the network for all
tested values of W0. For W0 < 0:3W
WS
max, the majority of non-zero contribution to
Wh i comes from local synapses. The fraction of potentiated local synapses increases
in this range. After W0 ¼ 0:3WWSmax, practically all synapses get potentiated.
Fig. 13. Mean order parameter on the initial and asymptotic state for the small-
world network as a function of the initial synaptic weight (average in 10 initial
conditions). For W0 < 0:3W
WS
max, the network exhibits local properties, and the order
parameter does not capture global synchronisation. However, when the non-local
synapses get potentiated starting in W0 ¼ 0:3WWSmax, the synchronisation degree of
the network immediately rises.
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P Dtð Þ ¼ 1=Dtmax 0 < Dt < Dtmax
0 otherwise
ðA:1Þ
where Dtmax is the maximum possible burst-latency value. The way
the plasticity rule was implemented in our simulation this value is
Dtmax ¼ max IBI1; IBI2ð Þ. The average long-term synaptic weight

















where Eq. 3 was used with the implementation values Ap ! P,
Ad ! D. We also assumed that Dtmax > Ts. We then get





To obtain the condition for potentiation at large times we ask







Here, we have already exchanged the computer implementa-
tion values for the BTDP function ones: D ¼ Ad=2; P ¼ Ap D. Plug-
ging in the numeric values used on the simulation, we get that
potentiation occurs when
max IBI1; IBI2ð Þ < 203; ðA:5Þ
or equivalently
min f 1; f 2ð Þ > 4:93 10 3: ðA:6Þ
One would then expected, that the synapse of two uncoupled
neurons with mean frequency f 1 and f 2, which satisfy the condi-
tion A.6 will get potentiated for large times.
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