Abstract. A necessary and sufficient condition for the existence of the general common positive solution to equations
1. Introduction. Hermitian positive semidefinite solutions to some matrix equations or some operator equations were investigated by many authors. For finite matrices, Khatri and Mitra [12] The paper is organized as follows. In Section 2, we begin with some basic concepts and results about adjointable operators and generalized inverse of adjointable operators over Hilbert C * -modules. In Section 3, we give a necessary and sufficient condition for the existence of a positive solution to system (1.5) of adjointable operator equations over Hilbert C * -modules. When the solvability conditions are met, we present an expression for the general positive solution to system (1.1). As an application, in Section 4, we show a necessary and sufficient condition for system (1.1) of adjointable operator equations over Hilbert C * -modules to have a common Repositive solution, and derive an expression of the general Re-positive solution when the consistent conditions are met. To conclude this paper, in Section 5, we propose some further research topics.
Preliminaries. Hilbert C
* -modules arose as generalizations of the notion of Hilbert space. The basic idea was to consider modules over C * -algebras instead of linear spaces and to allow the inner product to take values in a C * -algebra. The structure was first used by Kaplansky [11] in 1952. For more details of C * -algebra and Hilbert C * -modules, we refer the readers to [13] and [21] .
Let A be a C * -algebra. An inner-product A-module is a linear space E which is a right A-module (with a scalar multiplication satisfying λ(xa) = x(λa) = (λx)a for x ∈ E, a ∈ A, λ ∈ C), together with a map E × E → A, (x, y) → x, y such that (1) x, αy + βz = α x, y + β x, z ; (2) x, ya = x, y a;
(4) x, x ≥ 0, and x, x = 0 ⇔ x = 0 for any x, y, z ∈ E, α, β ∈ C and a ∈ A. An inner-product A-module E is called a (right) Hilbert A-module if it is complete with respect to the induced norm ||x|| = | x, x | 1/2 .
Assume that H and K are two Hilbert A-modules, and B(H, K) is the set of all maps T : H → K for which there is a map T * : K → H such that T x, y = x, T * y for any x ∈ H and y ∈ K. We know that any element T of B(H, K) is a bounded linear operator. We call B(H, K) the set of adjointable operators from H into K. In case H = K, B(H, H), which we abbreviate to B(H), is a C [10] and [14] .
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3. Positive solution to system (1.5) of adjointable operator equations. In this Section, we mainly study some necessary and sufficient conditions for system (1.5) of adjointable operator equations to have a positive solution over the Hilbert C * -modules. We begin this section with the following lemmas, which can be deduced from [24] . [24] ) Let H, K, L be Hilbert C * -modules, and let
such that D, F are regular. Then system (1.1) has a positive solution X ∈ B(H) if and only if F is positive and R(E) ⊆ R(F ). In this case, the general positive solution of system (1.1) can be expressed as
where T ∈ B(H) + is arbitrary.
In 2000, Groß in [9] presented a solvability condition for matrix equation (1.2), and derived an expression for the general positive solution to (1.2), which can be generalized into Hilbert C * -module.
is Hermitian and R(C) ⊆ R(A). Then equation (1.2) has a positive solution X ∈ B(H) if and only if
C is positive. If, in addition, C has closed range, then the general positive solution of (1.2) can be expressed as
where Y is an arbitrary operator in B(H), B is an arbitrary operator with C = BB * .
It is easy to verify the following Lemma.
Lemma 3.4. Given operators A, C ∈ B(H, K). Then A * A = C * C if and only if A = CT for some unitary operator T.
be given such that system of adjointable operator equations
is consistent. Denote 
and there exist an unitary operator T such that
In this case, the general positive solutions can be expressed as
with W is free to vary over B(H, K 1 ).
Proof.
(1) ⇒ (2). Suppose that system (3.1) of adjointable operator equations has a positive solution X, then it follows from Lemma 3.2-3.3 that C 3 , C 4 , M are positive, and
Obviously, X satisfies system of adjointable operator equations
thus there exist an operator V ∈ B(H 1 ) + such that
Taking (3.7) into A 3 XA * 3 = C 3 yields that and V can be expressed as
with some Y ∈ B(H, K 1 ). Taking (3.7) with (3.9) into A 4 XA * 4 = C 4 gives
Then equation
33
is consistent with respect to Y , from which we can get (3.3).
(2) ⇒ (1). Since M is positive and
, then system (3.6) has a positive solution which can be expressed as (3.7). Taking (3.7) into A 3 XA * 3 = C 3 , and combining C 33 , C 44 are positive, R(C 
Thus, equations
have a common positive solution
where Y free to vary over B(H, K 1 ). Next we will show that (3.10) with (3.5) satisfies A 4 XA * 4 = C 4 . Choosing Y as (3.5) and by direct computation we have
Therefore, (3.10) is a positive solution to system (3.1).
From the above proofs, we get that (3.4) with (3.5) is a positive solution to system (3.1). Next we show that every positive solution of system (3.1) can be expressed as (3.4) with (3.5). Suppose that X 1 is an arbitrary positive solution of system (3.1), then X 1 is a positive solution of system of adjointable operator equations (3.6). It follows from Lemma 3.2 that there exists a positive V 0 such that
Taking it into (3.4), we can get
Thus, (3.4) with (3.5) is the general positive solution of system (3.1).
We now can consider a special case of Theorem 3.5.
and C 4 ∈ B(K 4 ) be given such that system of adjointable operator equations
is consistent. Suppose A 3 and A 4 have closed range. Then the following statements are equivalent:
(1) System (3.11) has a positive solution.
(2) C 3 , C 4 are positive
and there exist a T ∈ U(H) such that
In this case, the general positive solution of system (3.11) can be expressed as
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or equivalently,
(b) In this case, the general solution of (4.1) can be expressed as
where U and V are the general solutions of equation
Written in an explicit form
where U, V, W, Z are arbitrary.
Proof. Suppose X satisfies (4.1). Then it is easy to see that C is Hermitian. On the other hand, if there is an X satisfying (4.1), then there are X, Y satisfying AXB + B * Y A * = C. Hence by Lemma 4.1, we have
Conversely, if (4.2) and (4.3) hold, then there exist U and V such that
Taking conjugate transpose for this equality gives
Adding these two equalities and dividing by 2 gives
This equality implies that for any pair of solutions of AU B + B * V A * = C the expression (4.4) is a solution to (4.1). Suppose X 0 is any solution to (4.1). Then AU B + B * V A * = C has solutions U = V * = X 0 . Thus, X 0 can be expressed as K 1 ) , B, D ∈ B(K 2 , H) be given such that system (1.1) is consistent. For simplicity, put
Suppose J, M, N, S, A 33 and A 44 have closed ranges. Then the following statements are equivalent:
(1) system (1.1) has a Re-positive solution, (2) C 3 , C 4 , G, C 33 and C 44 are positive,
33 .
In this case, the general Re-positive solution to system (1.1) can be expressed as
where Proof. It is easy to verify that the general solution of (1.1) can be expressed as
where
Hence,
Fix H first and it is easy to get H = H * . From Lemma 4.1, equation
is consistent for V if and only if
which are equivalent to the following system
has a positive solution H. Next we will show the equivalence between (1) and (2).
(1) ⇒ (2). Suppose that system (1.1) has a Re-positive solution X 1 . Then it follows from the above proof that system (4.13) has a positive solution. Noticing Theorem 3.5, we have
14)
15) and there exist a T ∈ U(H) such that
33 . 
where 
where W i , i = 1, . . . , 4 are arbitrary. Then the general Re-positive solution of system (1.1) can be expressed as (4.7) with (4.8)-(4.11). 
Z is free to vary over B(K 1 , H) and U ∈ B(H) + is arbitrary. 
