We describe here the development of time-correlated single-photon counting techniques from the early use of spark discharge lamps as light sources through to the use of femtosecond mode-locked lasers through the personal work of the author. We used laser-excited fluorescence in studies on energy migration and rotational relaxation in synthetic polymer solutions, in biological probe molecules and in supersonic jet expansions. Time-correlated single-photon counting was the first method used in early fluorescence lifetime imaging microscopy (FLIM), and we outline the development of this powerful technique, with a comparison of techniques including wide-field microscopy. We employed these modern forms of FLIM to study single biological cells, and applied FLIM also to gain an understanding the distribution in tissue, and fates of photosensitizer molecules used in photodynamic therapy. We also describe the uses and instrumental design of laser systems for the study of ultrafast time-resolved vibrational spectroscopy.
Introduction
Photochemistry, the study of the physical and chemical fates of polyatomic molecules excited electronically by the absorption of ultraviolet, visible and in some cases, near-infrared light was until the 1960s a phenomenological subject only, because absolute rates of decay of the electronically excited states of molecules first reached upon absorption, almost invariably a singlet state, were nanosecond to subnanosecond, then too short to measure easily.
The excitation and decay processes are conveniently summarized in the so-called Jablonski diagram (figure 1) [1] . The ground electronic state of most polyatomic molecules is a singlet state, with the highest occupied molecular orbital accommodating two electrons with opposed spins. Upon excitation by absorption of light, the spin state is unchanged in an electric dipole allowed transition, thus producing an electronically excited singlet state, which can decay by spontaneous emission (fluorescence), or can undergo a spin inversion process, intersystem crossing, producing the electronically excited triplet state, which is invariably longer lived than the singlet state. Other non-radiative decay processes (internal conversion) compete with the radiative, and chemistry can also occur from any electronically excited state; quenching, with other groundstate molecules (chemistry, complex formation including exciplexes and excimers, charge transfer, electron transfer and energy transfer processes) complete the picture. Writing a simple kinetic scheme permits definition of the quantum yield of any process, typified by fluorescence, φ F and fluorescence decay time τ F in terms of first-order rate constants for the processes depicted in figure 1 , where k NR is the sum of the rate constants for all first-order non-radiative processes depleting the excited state population, k ISC From a steady-state analysis of the scheme, the quantum yield of fluorescence φ F is given by
The fluorescence lifetime or commonly decay time, τ F is the time a fluorophore remains in its excited state after excitation, and can vary from a few nanoseconds to subpicosecond.
The natural or radiative lifetime τ 0 is that which the molecule would have if emission were the only decay process.
If there is quenching by another molecule present, Q, then, in addition to the terms in the denominator, there will appear the term k Q [Q] , where k Q is the quenching rate constant, and [Q] is the quencher concentration. Fluorescence also exhibits polarization effects, measured by the intensity components of fluorescence which are polarized parallel to the plane of polarization of excitation radiation, I II , and that perpendicular, I ⊥ . The Perrin equation relates anisotropy r to the initial anisotropy, r 0 , the fluorescence decay time τ F , and the rotational relaxation time of the fluorophore, τ r (equations (1.8) and (1.9)). The relevant equations for the time-dependence of the components are given in equations (1.10) to (1.16). The time-dependent anisotropy is a measure of the ease with which the fluorophore can rotationally relax in the medium in which the fluorophore is placed, and can be used to measure the viscosity of the medium.
I II (t) = e −t/τ F (1 + 2r 0 e −t/τ r ) (1.10)
Referring back to figure 1, until the 1960s, relative yields of fluorescence, intersystem crossing and some chemistry could be determined, but in the absence of absolute rates of decay, further progress in rationalizing photochemistry could not be made. Attempts were made to estimate these rate constants by use of the Strickler-Berg equation (see below). All changed with the advent of the technique of time-correlated single-photon counting (TCSPC) and the complementary, sometimes competitive approach of frequency-domain fluorescence decay methods. The author has been involved in the development and utilization of TCSPC techniques over the duration of his scientific life, and offers this personal perspective on their evolution, with some case histories from his own and others' work.
Time-correlated single-photon counting
Before the advent of mode-locked lasers, conventional discharge lamps could be produced which had very low intensities, but short decay times in the ns region. Time-correlated single-photon counting methodology [1] . Block diagram of an early conventional single photon counting apparatus. Solid line, optical signal, dotted line electronic signal. L is the excitation source (lamp or laser); T the trigger, (antenna, fibre optic and photomultiplier, etc.); S is sample holder; F 1 , F 2 filter or monochromator; PM a fast photomultiplier tube or microchannel plate; D 1 , D 2 delay lines; LED a leading edge timing discriminator; CFTD, a constant fraction timing discriminator; TAC, a time-to-amplitude converter; ADC, an analogue-to-digital converter; DS, a data store (multichannel analyser or computer). Adapted from [1] . molecules, ensuing fluorescence could then be detected using the extremely sensitive technique of time-correlated single-photon counting [1, 2] . The technique is illustrated in figure 2 . Excitation of the sample by a light pulse initiates a linearly rising voltage ramp in a timeto-amplitude converter, the process being stopped by the detection of an emitted fluorescence photon. One count is then stored in a bin, and the process repeated, thus building up a histogram of probability of emission as a function of time, which, with a sufficient number of counts, resolves into a smooth decay curve that can then be analysed. Extraction of decay data and modelling of decay parameters are usually performed using a method of iterative convolution of excitation lamp and instrument response functions with trial decays until a good fit is obtained [1, 2] . Models might include multiple exponentials, t −1/2 terms and others [1] [2] [3] , though great care is needed in attaching physical significance to the fitting parameters extracted.
In principle, decay parameters can be obtained reliably which are around one-tenth of the instrument response function, typically 2 ns for a discharge lamp excitation. However, spark discharge lamps suffered from great variability in intensity and profile, and highly variable time between pulses, making them difficult to use. It was the advent of mode-locked lasers in the 1970s, with very short, intense pulses of light and highly reproducible pulse profiles and time between pulses which led to a huge increase in the reliability of the TCSPC technique [4] [5] [6] [7] [8] [9] , and to developments such as time-resolved fluorescence spectroscopy [10] , and fluorescence lifetime imaging microscopy (FLIM; see below). [11] [12] [13] .
We were among the first to use mode-locked lasers for TCSPC studies, in vinyl aromatic synthetic polymer solutions [14] [15] [16] [17] [18] [19] including studies on time-resolved fluorescence anisotropy [18] . The goal of this work was to achieve an understanding of the mechanism by which electronic energy migrated along the aromatic species pendant to the polymer chains, where rotational motion of the aromatic species had been invoked as a dominant mechanism, bringing the aromatic molecules into orientations such that energy transfer was facilitated; segmental motion of the polymer backbone had been deemed of importance, and the heterogeneity of the polymer samples also played a role, because aromatic molecules were randomly distributed along copolymer chains. After much effort over two decades, we came to the conclusion that modelling fluorescence decays obtained by mode-locked laser excitation and single-photon counting detection, while providing excellent results in terms of fitting to experimental decays, were unable definitively to distinguish between the various physical models upon which mathematical modelling was based. Some success was experienced, however, in observing polymers adsorbed on surfaces, using the technique of evanescent wave time-resolved fluorescence [20] [21] [22] .
Early studies also investigated biological fluorescent probe molecules in simple systems such as model membranes, and the basic photophysics of the probes and models for the probes themselves. This was necessary because it was found that probes such as dansyl [23] , and indoles [24, 25] (which were models for tryptophan amino acid upon which many studies on proteins had been based), exhibited intrinsic complex decay functions, meaning that care had to be exercised in interpretation of fluorescence decay parameters in terms of biological phenomena alone [23] [24] [25] [26] [27] [28] [29] . Such complexities in fluorescence decays were also observed in molecules used as fluorescence standards, e.g. quinine bisulfate [29] .
We also investigated the fluorescence decay of a molecule considered to be the prototypical species exhibiting intramolecular charge transfer (ICT), leading to dual fluorescence, dimethylaminobenzonitrile, (DMABN) [30] . Some very early time-resolved fluorescence studies were carried out on this and related molecules in ultra-cold supersonic jet expansions. In jet expansions, molecules are prepared with a very narrow velocity distribution, which effectively 'cools' the molecule to very low vibrational and rotational population distributions greatly simplifying spectra. For the first time, to the best of our knowledge, decay dynamics for single vibrational levels of the bare molecule, plus solvated complexes were obtained [31] [32] [33] .
Time-correlated single-photon counting using cavity-dumped or pulse-picked selection of pulses quickly established itself as the workhorse for observing singlet state decay processes, and is almost universally employed in research laboratories worldwide for this purpose. The dynamic range is astonishing, (hundreds of nanoseconds to 1 ps), the accuracy unrivalled. Early applications of the technique included adding time-resolution to fluorescence microscopy, which had burgeoned with the development of confocal imaging, giving much sharper images capable of resolution in three dimensions. It had been proposed that where multiple fluorophores were excited, the added dimension of time-resolution could distinguish between them, yielding much enhanced biological information [34, 35] (see also below; section Photodynamic therapy (PDT)).
Fluorescence lifetime imaging microscopy
The advances in the instrumentation associated with TCSPC have led to the widespread use of the technique in microscopy. Optical imaging techniques, in particular fluorescence imaging techniques, are powerful tools in the biological and biomedical sciences today, because they are minimally invasive and can be applied to live cells and tissues. Conventionally, microscopy relies on the contrast that can be achieved from absorption, polarization, phase and fluorescence parameters in a fluorescence microscope. Conventionally, fluorescence intensity is measured, and three-dimensional images can be recorded using confocal (one or two-photon excitation, TPE) techniques. However, fluorescence intensity is dependent upon a variety of environmental influences, such as quenching by other molecules, aggregation, energy transfer and refractive index effects, and can thus be difficult to quantify or interpret.
FLIM provides contrast according to the fluorescence decay time, the inverse of the sum of the rate parameters for all depopulation processes (equation (1.6)). While the fluorescence decay time depends on the intrinsic characteristics of the fluorophore itself, it also depends in a measurable way upon the local environment in general, the local viscosity, pH or refractive index [36, 37] as well as interactions with other molecules. Thus, as well as being able to distinguish spectrally similar fluorophores, imaging of the fluorescence lifetime can be used to probe the surroundings of a fluorophore [38, 39] . In the last decade or so, since the first reports on FLIM the technique have been improved, developed further and applied to an increasing number of studies in cell biology.
To amplify the characteristics of FLIM, we can say it is a time-resolved image acquisition method, the technologies for which can be divided into two categories: (i) confocal scanning or multiphoton excitation FLIM where the image is acquired pixel-by-pixel using a non-imaging detector, e.g. a photomultiplier and (ii) wide-field camera-based FLIM [38, 39] . The time-resolved information is obtained either in the time domain by exciting the sample with a short optical pulse and observing the decay of the fluorescence intensity (with TCSPC, gating or a streak camera), or in the frequency domain by modulating the excitation source and/or the detector to calculate the fluorescence decay time from the demodulation and the phase shift of the fluorescence.
In the time domain, a fluorescence decay curve can be directly acquired after excitation of the sample with an ultrashort light pulse, usually using a sampling technique. In wide-field timegated FLIM, 'snapshots' of the fluorescence emission are taken at various nanosecond delays after the excitation using high-speed-gated image-intensified cameras [40] . This approach is fast, because all the pixels are acquired in parallel (a 100 Hz FLIM frame rate has been reported), but it lacks single photon sensitivity and accuracy, and its temporal resolution is limited to ≈80 ps (table 1) .
In confocal scanning or multiphoton excitation microscopes (which provide inherent optical sectioning), FLIM is essentially a series of single channel fluorescence lifetime measurements where the fluorescence decay can be acquired by TCSPC. Here the ease of reproducibility of measurements is due to the unique combination of advantages such as the unlimited dynamic range associated with photon-counting techniques, linear recording characteristics independent of excitation intensity fluctuations and photo-bleaching, well-defined Poisson statistics, excellent signal-to-noise ratio and a high temporal (picosecond) resolution (table 1) . However, as each photon is timed individually in each pixel of the image, the collection of many photons for a high statistical accuracy can be time-consuming [41] . The maximum photon flux that can be timed using a single channel one detector, time-to-amplitude converter and analogue to digital converter is limited by photon pile-up, and the dead time of the electronics to ≈10 6 photons s −1 . A similar but rather faster approach is to bin all incoming photons within pre-set time windows after excitation. This time-binning method is significantly faster than TCSPC because it is not necessary to reduce the fluorescence signal to the level of single photon timing. However, it is less accurate than TCSPC (table 1) .
The use of streak-camera-based FLIM has also recently been reported [42] . The technique works in line-scanning mode, is fast, has the highest temporal resolution of any FLIM technique, and it has been commercialized. In the frequency domain periodically modulated excitation beams and detectors may be used to measure the phase shift and demodulation of fluorescence signals with respect to their excitation signals, both in wide-field microscopy using modulated intensified cameras [43] and in confocal/multi-photon laser scanning microscopy using single channel detectors [44] . 
be equivalent. To non-specialists, the easy visualization of fluorescence decays in the time domain may be an advantage over the frequency domain, where the analysis of complex fluorescence decay profiles, such as stretched exponentials, is less tractable. However, for some applications, the frequency domain instrumentation is considered easier to implement, because ultrashort pulsed laser sources are not required, especially for longer lifetimes, although practitioners are increasingly using mode-locked lasers for frequency domain measurements frequency domain techniques are more photon efficient than time-gating techniques and require no deconvolution of the instrumental response and the fluorescence decay. The relative merits of the various FLIM implementations are summarized in table 1, and it depends on the operator's preference (and finances!) for fast data acquisition or accuracy, high temporal and spatial resolution which system to choose. These techniques complement the singlemolecule fluorescence research recently honoured by the award of the 2015 Nobel Prizes for Chemistry to Moerner, Hell and Betzig.
Applications
Both TCSPC and wide-field approaches (figure 3) to fluorescence lifetime imaging microscopy on biological cells at Imperial College have yielded significant understanding of the biology. An emerging theme in cell biology is that cell surface receptors need to be considered as part of supramolecular complexes of proteins and lipids facilitating specific receptor conformations and distinct distributions, e.g. at the immunological synapse. There was a need to develop bioimaging that not only located proteins in live cells, but could also probe their environment, for example viscosity via rotational mobility through anisotropy measurements [45] . Such a technique was demonstrated using fluorescence lifetime imaging of green fluorescent protein (GFP) [46] . It was first shown by time-correlated single-photon counting, that the fluorescence decay of GFP depends on the local refractive index (figure 4). This dependence is not often explicitly considered in fluorescence studies, but is in agreement with the Strickler-Berg formula (equation (1.4) ) which derives from the application of the relationship between atomic Einstein A and B coefficients for absorption and spontaneous emission to molecules.
By widefield time-gated fluorescence lifetime imaging, the refractive index of the environment of GFP could be imaged [46] , and the lifetime shown to vary approximately as the square of the refractive index. Subsequently, specific GFP-tagged proteins in live cells were studied [47] [48] [49] and the initial processes resulting from the encounter of immune system 'natural killer cells' with target cells, where the major histocompatibility complex (MHC) was labelled using GFP showed that the MHC migrates on a short timescale to the synapse between the cells [50, 51] (figure 5). BODIPY fluorescence tags have been shown to have widely differing fluorescence decay times in solvents of varying viscosity (figure 6), fast molecular rotation of one part of the molecule with respect to the other resulting in a competing non-radiative decay of the excited state. This is slowed as the viscosity increases, thus the fluorescence decay time is increased. The effect was exploited in a study of local viscosity in biological cells, reporting on the local viscosity of the immediate environment of the probe [52] [53] [54] [55] [56] [57] [58] [59] . This probe technique provides an alternative to directly measured time-resolved fluorescence anisotropy measurements [45] . The probe method may have application in the diagnosis of some diseases, including cancer. 
Photodynamic therapy
PDT [60] is the minimally invasive procedure used in treating a range of cancerous diseases, microbial infections and recently, in ophthalmology to treat the wet form of age-related macular degeneration. Photodynamic action has hitherto relied upon the simultaneous interaction between a non-toxic photosensitizer molecule, visible light and molecular oxygen, offering in its most commonly used form, dual selectivity through preferential uptake of the photosensitizer by diseased cells and the selective application of light [61, 62] . More recently, forms of lightinduced therapy have been developed which do not require oxygen, but we concentrate here on the author's work, where oxygen is a requirement for action. Following activation with visible light of the appropriate wavelength, the photo sensitizer generates reactive oxygen species (ROS), primarily the reactive singlet state of molecular oxygen, 'singlet oxygen', O 2 (a 1 g ), through energy transfer from the long-lived triplet state of the sensitizer to ground state triplet oxygen, O 2 (X 3 Σ − g ) via an electron exchange mechanism (figure 7).
Other photochemical products of energy and/or electron transfer can include radicals, e.g. the superoxide anion O −• 2 and the hydroxyl radical OH•. Production of these reactive species within biological tissues leads to localized cell death via irreversible damage to cellular components such as proteins, lipids and DNA. It should be noted that although singlet oxygen is widely accepted as the dominant mechanism in PDT, electron-transfer processes can, in principle, play a role. Thus, difficult diffuse reflectance studies on the effect of di-sulfonated aluminium phthalocyanine photosensitizers on various bacteria (Streptococcus mutans, Porphyromonas gingivalis and Escherichia coli, and the fungus Candida albicans) revealed the spectral signature of the radical anion of the sensitizers, clearly implicating electron transfer [63] .
The lifetime of singlet oxygen in an aqueous environment is 3.5 µs, which is expected to shorten further in a cellular environment owing to quenching of the singlet oxygen by substrate Figure 7 . Mechanism of production reactive oxygen species type I leads to radicals, radical ions, etc. through electron transfer; type II to singlet oxygen, presumed to be the major species responsible for cell death in PDT [60, 61] by electronic energy transfer from the triplet state. (Reproduced with permission from [62] , and reproduced as figure 2 in [61] ). (Online version in colour.)
species. (If this were not so, the singlet oxygen would be chemically inert). Spectroscopic data from cells clearly indicate that singlet oxygen is unable to diffuse beyond the intracellular domain where it was produced, in part, owing to a high viscosity of the intracellular environment. Thus, the primary site of ROS generation determines the first point of damage to the cell. Consequently, the subcellular localization as well as the selective accumulation of photosensitizers in diseased cells are important factors in determining PDT efficacy. Fluorescence imaging and FLIM [64] [65] [66] [67] [68] [69] [70] have proved to be crucial tools in determining the location of sensitizers in tissue, FLIM and fluorescence decay time measurements [71, 72] also providing invaluable information on the intracellular behaviour of these sensitizers.
Tumour destruction post-PDT treatment takes place in two ways, by initiation of necrosis or apoptosis (programmed cell death). Necrosis is caused by sudden cell damage, which leads to the rupture of or damage to the plasma membrane, cell lysis and tissue inflammation. The apoptotic process is initiated when a cell given the appropriate signals begins to shrink. Eventually, the cell is taken up by phagocytes. A tumour may also be destroyed by an indirect process resulting from damage to vasculature associated with the tumour, which is thus starved of nutrients and oxygen, leading to tumour infarction. Tumour hypoxia is both welcomed in PDT, because it leads to ischaemia-related cell death, but has an adverse effect, at the same time, because oxygen is required for the initial PDT process. Most treatments overcome this problem by using fractionated (multiple) light doses with a time interval in between, such that hypoxic tissue is re-oxygenated before the next dose of light.
We have contributed to the PDT field by the provision of novel phthalocyanine [73] , porphyrin [74, 75] and pyropheophorbide-a [76] photosensitizers; the study of the intracellular distribution of sensitizers in tissue, and the environment of such sensitizers using time-domain fluorescence and diffuse-reflectance flash photolysis methods (see above). In a recent report, Kuimova et al. [77] used a porphyrazine as both a sensitizer and viscosity marker in cells undergoing PDT. Aggregation is a problem with many if not most sensitizers based upon porphyrin and porphyrin-like compounds such as phthalocyanines and porphyrazines. Dimers of most molecules are photochemically inert [but see later section on two-photon excitation (TPE)]' owing to selfquenching of the singlet excited state of these, thus preventing formation of the photochemically active triplet state. A typical case in point is disulfonated aluminium phthalocyanine [78] and the corresponding zinc compounds, where the fluorescence and triplet-state yields of these compounds, and the yield of singlet oxygen production are strongly pH-dependent, owing to the formation of inert aggregates at low pH. Unfortunately, the pK a value for these compounds means that at physiological pH, aggregation still occurs, rendering the sensitizers less than optimal, though still used. Tri-sulfonated aluminium phthalocyanines are less aggregated, being more water-soluble, and are used in PDT as 'photosens'. The presence of inert dimers of aluminium phthalocyanines, which are capable of quenching dynamically the excited singlet state of the monomeric, active sensitizer is a process that has to be invoked in order to explain the photophysics of these compounds in cells [71, 72] , in lipids and in concentrated aqueous solution [72] .
Currently used free sensitizers achieve targeting only in the ratio of 2-5 : 1 tumour to normal tissue; improving this by at least an order of magnitude could reduce dramatically the dosage required for the PDT effect, and reduce considerably side effects such as skin sensitivity.
The principal means to achieve targeting [60, 61] include (i) whole antibodies, (ii) monoclonal antibody fragments (MAFs), (iii) peptides, sugars, folic acid, (iv) multifunctional nanoparticles; and (v) spatial targeting using TPE.
Whole antibodies have proved to be largely unsuccessful for PDT, owing to solubility problems. Our own work through the company PhotoBiotics, now a subsidiary of Antikor, has concentrated upon single-chain MAFs on which typically 8-10 sensitizers per monoclonal can be achieved [61, 79] , without causing the aggregation that plagues free sensitizers [71] . The sensitizers are attached to the MAFs via a peptide linkage to the lysine amino acids in the MAF. For some antibodies, lysines in the binding pocket have to be genetically altered so as to prevent attachment of sensitizers in this location, which would eliminate specific binding. The details of the chemistry associated with the attachment of the sensitizer to the MAFs, the choice of targets and comparison with existing sensitizers are all outside the scope of this article. A typical MAF with 10 covalently bound pheophorbide-a sensitizers is shown in figure 8 , and the enhanced effectiveness of the targeted sensitizer in comparison with the free sensitizer shown in figure 9 in which a thricerepeated light treatment on mice bearing a human carcinoma is shown to be completely successful in the case of the monoclonal antibody-sensitizer conjugate in eradicating the tumour, whereas the free sensitizer merely arrests growth for a time before re-growth occurs.
The second approach to targeting is that of TPE, such that it is only at the focal point of a pulsed laser that there is sufficient intensity for the two-photon process to occur. The effects are thus spatially confined and thus are controlled by the focusing of the laser. The sensitizers developed by Harry Anderson's group in Oxford have very high cross sections for two-photon absorption, [74, 75] and although the one-photon effect for these is poorer in comparison with the commercial sensitizer Visudyne, in TPE the porphyin dimers are much more effective than Visudyne. TPE has the Use of antibody fragment-targeted photosensitizers for PDT [61] . The effect of a free PS1 (see reference [61] ), and the same sensitizer attached to the C6.5 MAF on PDT of SKOV cells (see text) compared with no sensitizer (PBS). Clearly, the effect of a double dose of light in the presence of the MAF causes complete eradication of the tumour. (Reproduced with permission from [62] , and reproduced as figure 9 in [61] ).
advantage of using red or infrared light, which penetrates tissue much more readily that visible light needed for one-photon excitation. The two-photon process may thus have some potential as a means of achieving spatial selectivity in PDT, though it must be admitted that there are practical difficulties associated with focusing lasers within highly scattering media such as human tissue. Nevertheless, the principle has been demonstrated by the two-photon PDT sealing of blood vessels in mice [80] .
Time-resolved vibrational spectroscopy
Laser development produced ultimately picosecond then subpicosecond pulses of high and reliable intensity, such that detection methods other than fluorescence could be adopted, and time-resolved vibrational spectroscopic (TRVS) techniques came into use, which had the advantage of permitting not only measurement of excited state decay dynamics, but most crucially, gave structural information on the excited states and intermediates in photochemical reactions. Earliest work involved the measurement of time-resolved resonance Raman spectra of transients on the nanosecond timescale [81] [82] [83] ; subsequently, this was extended to picosecond resonance Raman [84] [85] [86] and then the development of an instrument (PIRATE) at the Rutherford Appleton Laboratories, Oxford, on which picosecond Raman, infrared and transient absorption measurements could be made [87] (figure 10).
More recently, the PIRATE instrument was upgraded to have better time and spectral resolution (ULTRA) [88] . The vision of co-workers at LSF/RAL, notably Tony Parker, Mike Towrie and Pavel Matousek, and co-workers in other universities in particular Ron Hester, York and Mike George, Nottingham should be acknowledged and applauded.
As an example of the use of ultrafast vibrational spectroscopy, some work on charge-transfer excited states will be cited. ICT has often been studied using the molecule 4-DMABN (figure 11) as a model. In non-polar solvents, a single fluorescence band is observed from a locally excited (LE) state of DMABN, whereas in polar solvents, the initially populated LE state reacts further to produce a stable ICT state, which gives rise to a second fluorescence band that overlaps with, but is red-shifted from, the LE emission. Figure 10 . PIRATE ultrafast TRVS system [87] . Schematic layout of the ultrafast time-resolved spectroscopy apparatus (PIRATE) shows how the laser pulses are integrated into the different spectroscopic techniques. (Reproduced with permission from [87] Figure 11 . Time-resolved infrared spectra of DMABN in methyl cyanide and methanol solvents [89, 90] . The development of two bands corresponding to the cyano group vibration in methanol is seen clearly (see text). (Based on figure 1 in [90] .) (Online version in colour.) [89, [91] [92] [93] , the difference between the properties of the excited state in protic and aprotic solvents is of interest and is amenable to study by time-resolved infrared (TRIR) measurements [89, 90] . For DMABN in the protic solvent methanol (MeOH), the carbon-nitrogen triple bond IR absorption band develops from an initial single band into a doublet. The initial single band was interpreted as belonging to an ICT state like that created in aprotic acetonitrile (MeCN), where only one absorption band is observed at all delay times. The second component was interpreted as being due to a hydrogen-bonded charge transfer state, designated HICT. Figure 11 shows TRIR spectra of DMABN in MeCN (a) and MeOH (b) recorded with subpicosecond time resolution at pumpprobe delays from 2 to 3000 ps after excitation; the kinetics in figure 12 give the time-dependence of the absorption band areas, and show the populations of the free and hydrogen-bonded species coming to dynamic equilibrium. This was the first direct observation of hydrogen bonding in an excited state.
In more detail, time constants for the non-radiative reaction LE to ICT plus the decay of the whole population (lines in figure 12a ) are 6.4 ps (equilibration) and 2.7 ns decay. The results obtained are very different in MeOH (figure 12b). As the carbon nitrogen triple bond band absorption grows, it can be resolved into two components at 2091 and 2109 cm −1 , which reach constant relative intensities by about 50 ps. Ground-state bleach recovery can be seen in figure 12b , and the enhancement relative to the behaviour in MeCN indicates much stronger internal conversion in MeOH. Qualitatively similar results were obtained in ethanol and butanol. The growth of the component at 2091 cm −1 at the expense of that at 2109 cm −1 is clearly due to an interaction that occurs in protic MeOH after charge separation and does not occur in aprotic MeCN. As stated earlier, we attribute it to hydrogen bonding between the MeOH and the ICT state of DMABN. The kinetics are well described (lines in figure 12b ) by a sequence of reversible, non-radiative reactions that lead to equilibrium populations on picosecond timescales with each excited state also decaying on the nanosecond timescale as discussed earlier. Intermolecular solute-solvent hydrogen bonding interactions are highly sensitive to solute-solvent orientation and distance, and the formation process must also compete with the tendency of MeOH to form solvent-solvent multimers. It is therefore significant that the estimated time constant for the forward hydrogen-bonding reaction is close to the 15.8 ps timescale for solvent-solvent bond breaking and C-OH rotation in MeOH. The charge-separation step is thus seen to be necessary to favour DMABN-MeOH configurations that form bonds having lifetimes of a few picoseconds, so that the majority of the DMABN excited-state population becomes hydrogen bonded, despite the strong MeOH-MeOH interaction. The overall fluorescence spectrum must thus be composed of contributions from LE, ICT and HICT. We have proposed that this novel three-state mechanism can account for many anomalies in the fluorescence spectra of dual fluorescence molecules in protic solvents. The results also illustrate the power of the high-resolution, high-sensitivity TRIR technique employed and the ability to monitor the formation of bonds between excited states in real time.
A further example of the use of TRVS in the field of organometallic compounds by one of the pioneers of PIRATE and ULTRA is also cited here [94] .
Summary
We have traced the development of ultrafast fluorescence and time-resolved vibrational spectroscopies throughout the career of the author, from nanosecond to subpicosecond. The uses of these techniques by the author and his successive research groups to study the decay of molecular systems have been described, with particular emphasis on fluorescence lifetime imaging microscopy, the use of this technique in the treatment of cancer and bacterial infections through PDT, and in other biological systems. The apparatus developed in Rutherford Appleton Laboratories for time-resolved vibrational spectroscopies, initially resonance Raman on the nanosecond timescale, through to Raman and TRIR on the picosecond timescale is illustrated with reference to studies on DMABN a prototypical molecule displaying ICT.
