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Abstract. Air pollution has become a major issue of modern megalopo-
lis, where the majority of world population lives. Measuring air pollution
levels is an important step in designing and assessing air quality related
public policies. Unfortunately, existing solutions are inadequate to get
insights on the real exposition of citizens. In particular, high quality
sensors deployed today are too large and too costly to envision a three
dimensional deployment at the scale of a street. In this paper, we investi-
gate the deployment of wireless sensor networks (WSN) used for building
a three-dimensional mapping of pollution concentrations. We consider in
our simulations a 3D model of air pollution dispersion based on real ex-
periments performed in wind tunnels emulating the pollution emitted by
a steady state traffic flow in a typical street canyon. Our contribution is
to analyze the performances of different 3D WSN topologies in terms of
the trade-off between the economical cost of the infrastructure and the
quality of the reconstructed air pollution mapping.
1 Introduction
Air pollution affects human health dramatically. According to the World Health
Organization (WHO), exposure to air pollution is accountable to seven million
casualties in 2012 [15]. In 2013, the International Agency for Research on Cancer
(IARC) classified particulate matter, the main component of outdoor pollution,
as carcinogenic for humans [14]. Air pollution has become a major issue of mod-
ern megalopolis, where the majority of world population lives, adding industrial
emissions to the consequences of an ever denser urbanization with traffic jams
and heating/cooling of buildings. As a consequence, the reduction of pollutant
emissions is at the heart of many sustainable development efforts, in particular
those of smart cities. Monitoring urban air pollution is therefore required by
both municipalities and the civil society to develop pollution mitigation public
policies.
Current air quality monitoring is mostly operated by independent authorities.
Conventional measuring stations are equipped with multiple lab quality sensors
[13]. These systems are however massive, inflexible and expensive. An alternative
– or complementary – solution would be to use wireless sensor networks (WSN)
[7] which consist of a set of lower cost nodes that can measure information from
the environment, process and relay them to some base stations, denoted as sinks
[17]. The progress of electrochemical sensors, that are smaller and cheaper while
keeping a reasonable measurement quality, makes the use of WSN for air quality
monitoring viable [10]. The main advantage of the use of WSN for air pollu-
tion monitoring is to obtain a finer spatiotemporal granularity of measurements,
thanks to the resulting lighter installation and operational costs [11]. Although
some WSN-based air quality monitoring systems are already operating [3,4,8],
the deployment issue of these tiny nodes while taking into account the precision
of the resulting network has not yet been investigated.
Minimizing the deployment cost is a major challenge in WSN design. The
problem consists in determining the optimal positions of sensors and sinks so as
to cover the environment and ensure network connectivity while minimizing the
deployment cost [19]. The deployment is constrained by the cost of the nodes
and sinks, but also by operational costs such as the energy spent by the nodes.
The network is said connected if each sensor can communicate information to at
least one sink [18]. The coverage issue has often been modeled as a k-coverage
problem in which at least k sensors should monitor each point of interest. Most
research work on coverage uses a simple detection model which assumes that a
sensor is able to cover a point in the environment if the distance between them
is less than a radius called the detection range [2]. This can be true for some
applications like presence sensors but is not suitable for pollution monitoring.
Indeed, a pollution sensor detects pollutants that are brought in contact by the
wind. The notion of detection range is thus irrelevant in this context. Therefore,
a deployment model is still needed for the air quality monitoring application.
In this paper, we investigate the deployment of wireless sensor networks
(WSN) used for building a three-dimensional mapping of pollution concentra-
tions. We base on interpolation methods to evaluate the accuracy of a given
wireless sensor networks topology. Then, we present an optimization model for
optimal air pollution mapping. We consider in our simulations a 3D model of air
pollution dispersion based on real experiments that we have performed in wind
tunnels. Our contribution is to analyze the performances of different 3D WSN
topologies in terms of the trade-off between the economical cost of the infras-
tructure and the quality of the reconstructed air pollution mapping in terms of
precision.
The remainder of this paper is organized as follows. First, we review in section
2 the most used methods in the estimation of air pollution concentrations. Then,
we present in section 3 the formulation used for assessing the accuracy of a given
WSN topology. After that, we present the simulation data set and the obtained
results in section 4. Finally, we conclude and give some perspectives in section
5.
2 Air pollution mapping
As claimed in the introduction, our goal is to evaluate how much the estimation of
pollution concentrations by a givenWSN topology is good. Air quality estimation
allows to determine pollution concentrations of locations where no sensor is
deployed, and this based on pollution concentrations gathered by the deployed
sensors [9]. Three major methods are used to do so: atmospheric dispersion,
interpolation and land-use regression [6].
Atmospheric dispersion models take as input locations of pollution sources,
the pollutant emission rate of each pollution source and meteorological data in
order to measure the pollutant concentration at a given location [6]. The obtained
concentrations can then be calibrated using the measurements of sensors.
Interpolation methods formulate the estimated concentration Ẑp at a given
location p ∈ P as a weighted combination of the measured concentrations Zq, q ∈
P−{p} [16]. The weights of the measured concentrationsWpq can be evaluated in
a deterministic way based on the distance between the location of the measured
concentration and the location of the estimated concentration. In this case, which
is called the Inverse Distance Weighting interpolation, Ẑp is evaluated using
formula 1. The concentration weights can also be evaluated in a stochastic way,






The last method is land-use regression models, which are a kind of stochastic
regression models [5]. The idea behind these models is to evaluate the pollution
concentration at a given location based on the concentrations of locations that
are similar in terms of land-use parameters such as the elevation and the distance
to the closest busy road.
In the next section, we present the placement model allowing to determine
sensor optimal positions in such a way that the estimation error is minimized,
and hence evaluate the trade-off between the number of sensors and the ac-
curacy of the reconstructed pollution map. In order to design our air quality
coverage formulation, we use the so-called inverse distance weighting interpola-
tion as interpolation method. Our choice is motivated by the fact that in this
latter, weights are given in a deterministic way, which allows to integrate them
into the ILP deployment model.
3 Optimization model of pollution mapping
3.1 Inputs and objective function
We consider as input of our model the map of a given urban area that we call
the deployment region. We start by discretizing the deployment region in order
to get a set of points P approximating the urban area at a high-scale (|P| = N ).
Our goal is to be able to determine with a high precision the concentration value
at each point p ∈ P . We ensure that for each point p ∈ P , either a sensor is
deployed or the pollution concentration can be estimated with a high precision
based on the data gathered by the neighboring deployed sensors.
In general case, the set P is thus considered as the set of potential positions
of WSN nodes. However, in smart cities applications, some restrictions on node
positions may apply because of authorization or practical issues. When this is
the case, we do not consider as potential positions the points p ∈ P where sensors
cannot be deployed. We use decision variables xp to specify if a sensor is deployed
at point p or not. All the potential positions of sensors are supposed linked to
the base station, thus we focus only on the constraint of pollution mapping. The






Using numerical atmospheric dispersion models, we first get simulated pollution
concentrations that may be considered as reference pollution concentrations.
This does not mean that these reference concentrations are real but they reflect
the best today’s pollution knowledge. Let Zp denote the reference concentration
value at point p. Given the set of selected points where sensors will be deployed
{p where xp = 1}, we evaluate the estimated pollution concentrations Ẑp at
points {p where xp = 0} based on reference values corresponding to the selected
points, i.e. based on Zp where p ∈ {p where xp = 1}, as follows.
Ẑp =
∑
q∈P−{p}Wpq ∗ Zq ∗ xq∑
q∈P−{p}Wpq ∗ xq
, p ∈ P & xp = 0
∑
q∈P−{p}
Wpq ∗ xq > 0, p ∈ P & xp = 0
(3)
We ensure that the denominator of Ẑp is never equal to zero using the second
part of (3). The Wpq parameter is the correlation coefficient between points p
and q and is calculated using (4) based on the distance between the two points.
D(p, q) is the distance function. α is the attenuation coefficient of the correlation
distance, this means that for greater values of α, very low correlation coefficients
are assigned to far points. The last parameter of (4) is the maximum correlation
distance, which defines the range of correlated neighboring points of a given
point.
In order to take into account the impact of the urban topography on the
dispersion of pollutants, let D be the shortest distance along the roads network.
This allows to assign small correlation values to points that are separated by




D(p, q)α if q ∈ Disc(p, d)− {p}
0 if q /∈ Disc(p, d)
(4)
In order to ensure that the concentration is estimated with high precision
at points where no sensor is deployed, we introduce the constraint (5). The Ep
parameter corresponds to the estimation error that is tolerated at point p. The
choice of different values of Ep in function of p allows to assign low tolerated
estimation errors to locations that are sensitive to air quality such as hospitals,
primary schools, etc. ∣∣∣Ẑp −Zp∣∣∣ ≤ Ep, p ∈ P & xp = 0 (5)
By replacing Ẑp by its expression given in (3), we obtain the coverage con-
straints (6) and (7).
∣∣∣∣∣
∑
q∈P−{p}Wpq ∗ Zq ∗ xq∑
q∈P−{p}Wpq ∗ xq
−Zp
∣∣∣∣∣ ≤ Ep, p ∈ P & xp = 0 (6)∑
q∈P−{p}
Wpq ∗ xq > 0, p ∈ P & xp = 0 (7)
4 Simulation Results
The constraints introduced in the previous section can be linearized in order to
obtain an Integer Linear Program. The details of the linearization are presented
in [1]. The resulting ILP takes as an input a set of potential positions for the
deployment of sensors, a set of points where the error of estimation has to be
bounded and the ground truth of pollution concentrations. The output is the
topology of the minimum cost wireless sensor network respecting the bound on
pollution estimation error.
In the following, we first describe the ground truth taken as input, generated
in an experimental wind tunnel emulating an actual street canyon. We then study
the cost-precision trade-off in three different ways. We focus on a vertical plan
and show the impact of the targeted precision on the cost of the infrastructure.
We also investigate the impact of the quality of sensors, which is an important
cost-factor of the devices. We then constrain the deployment to achievable posi-
tions in a urban area and limit the evaluation of the precision at positions where
people may be exposed to the pollutants. We finish by investigating the impact
of a longitudinal variation of the pollution concentration on the cost of a full
3-dimensional deployment of sensors.
4.1 Ground truth pollution concentration in a street canyon
When studying city scale, 2-dimensional deployments of sensors, one can take
as input historical data of pollution dispersion over the map of the city [1]. In
order to evaluate the cost-precision trade-off for a 3 dimensional mapping of
the pollution concentrations in a street, a more detailed dataset is required. In
particular, the vertical dispersion of the pollutants has to be known.
The ground truth that are used in this paper are measurements generated in
an instrumented wind tunnel test bed. The experimental set up emulates a street
canyon described in Fig. 1. The emulated street is 100m long (Y axis, coordinates
in [−50, 50]), 20m large (X axis, [−10, 10]) and 20m high (Z axis, [0, 20]). The
details on the wind and pollutant emissions as well as the physics involved for
scaling the measurements on the wind tunnels into the pollution concentrations
on the emulated street are found in [12]. The pollution emissions of a steady
state urban vehicular traffic is emulated along the longitudinal (0, Y, 0) axis, the
wind being perpendicular to it. The pollution concentrations are constant along
this dimension. Sensors are deployed in the vertical (X, 0, Z) plan.
Fig. 1: Wind tunnel set up and measurements in the (X,O,Z) plan [12].
The ground truth concentrations that are considered in our experiment are
in the zone of interest depicted in Fig. 1: the square of the width of the street
and 10m high that corresponds to the zone where people can be exposed and
where pollution can get into the first two to three floors in apartments.
4.2 Precision cost on a vertical plan
In this first scenario, we evaluate the cost-precision trade-off in the mapping of
the (X,O,Z) vertical plan. The cost of the infrastructure is mainly the number
of sensors to be deployed. The precision of the mapping is evaluated by the maxi-
mum difference between a ground truth and the result of the linear interpolation
of the deployed sensors measurements. Here, the set of potential positions for
sensors and the set of points where the precision of the mapping is evaluated are
the same. They are the points of a 2-D regular grid over the zone of interest of
the wind tunnel data set, as depicted in Fig. 2, together with the cost-precision
trade-off obtained by our model.
As expected, the cost of the infrastructure decreases when the precision of
the interpolation is more tolerated. Interestingly, increasing the attenuation of
the correlation improves on the linear interpolation when a high precision is
required. As a matter of fact, when looked at a small scale, the diffusion pattern
of the pollution is quite different from a linear field. With a weak attenuation
in the linear interpolation, the values of the distant sensors have a too strong
impact on the estimation, introducing errors, hence requiring a higher density of
sensors. When a lower precision is required, the small variations on the lower-left
side of the street (because of the wind direction in this scenario) fall within the
error margin and the field of concentration values is closer to a linear one. Hence,
the lesser impact of the attenuation.
We now investigate the impact of sensing quality. If we assume that the
sensors are accurately calibrated, one of the most important cost factors is the
quantity of random errors that is added to the sensor’s readings and which
depends on the quality of the power source and the electronic components of
the sensor. In this simulation, we consider that these errors are a Gaussian
noise of a mean «sensing_error». The impact of the sensing errors on the
precision of estimation is depicted in Fig. 3. The impact of the sensing varies
with the density of deployed sensors. When a sensor is deployed at each potential
position, the maximum error of the estimation is the the raw sensing error. When
the deployment is sparse, the maximum error combines the errors induced by
the linear interpolation without considering sensing errors, plus the sum of the
noises on the sensors contributing to the estimation. These noises being in this
case less important than the interpolation errors, their impact on the maximum
error is less significant.
Fig. 2: Ground truth at potential sensor positions and cost-precision trade-off.
Fig. 3: Quality of sensor vs precision.
4.3 Realistic deployment and citizen’s exposure
In practical situations, the sensors cannot be deployed at the potential positions
used in the previous scenario. In order to deploy a sensor, one need a urban
furniture or a wall. In the following, we restrict the potential positions to be at
the vertical of sidewalks: no sensors are allowed on the roadway. Obviously, this
will decrease the precision of the estimation.
On the other hand, the positions at which the precision matters are those that
have an impact on the exposure of people. We therefore focus on the precision
of the estimation on points lower than 2m (where someone is directly exposed),
and points close to walls (since these are in interaction with buildings). The
resulting set of potential positions is depicted in Fig. 4.
We depict the obtained results in Fig. 5, left hand side. As expected, the fact
that no sensor can be deployed on the roadway increases the maximum error.
The plot stops when the best achievable precision is reached: additional sensors
do not improve the result. The maximum error obtained is high in particular
because there is a peak of concentration on the roadway.
Another viewpoint on the quality of estimation is the proportion of the map-
ping that is accurate. When communication about air quality toward citizens
is at stake, actual values of pollution concentration are not given. Authorities
prefer more readable "Air Quality Indicators" (AQI) which are some kind of
discretization of the pollution concentration into classes. The results in Fig. 5
right hand side depict the percentage of points on which the estimation gives
a wrong AQI. As expected, few exceptions apart, when the maximum absolute
error decreases, the proportion of wrong AQI decreases also. More surprisingly,
the restricted deployments gives less wrong AQIs. Indeed, if the positions on the
roadway are prone to higher errors, there is only a small number of them.
4.4 3D mapping
In the following, we consider the impact of the variability of the pollution con-
centration on the cost of the infrastructure required for producing a three di-
mensional mapping.
Fig. 4: Meaningful positions for citizen’s exposure.
Fig. 5: Cost-precision tradeoff - focus on citizen’s exposure and reading.
We extend the 2D grid used in the previous scenario into a 3D one by con-
sidering different planes along the Y axis. We consider 9 possible values for Y
∈ [−40, 40], i.e. a plane each 10m, in order to avoid the two ends of the street,
where very different phenomenon may occur. Let S(x, y, z) be the concentra-
tion value at point (x, y, z). The 2D grid used in the previous simulation case
corresponds to the concentrations at the center of the street, S(x, 0, z).
The dataset that is taken as input has been produced with homogeneous
traffic assumptions. Consequently, pollution concentrations are constant along
the longitudinal axis (Y ). In order to generate longitudinally varying concentra-
tions, we use the sinusoidal model given in (8). This model is theoretical and
does not claim to represent a real situation.
S(x, y, z) = (





) ∗ S(x, 0, z) (8)
Two parameters characterize the variation of pollution concentrations along
the Y-axis, φ and m. The m parameter allows to define the range of the concen-
trations: S ∈ [m−2m , 1],m ≥ 2.
The φ parameter defines the variation of concentration from a plane y to a
neighboring one. It somehow captures the presence of peaks in the production
of pollutants where (8) takes maximal values as depicted in Fig. 6.
Fig. 7 depicts the number of optimally deployed sensors depending on pa-
rameters φ and m for a given precision. Surprisingly, the situations requiring the
Fig. 6: Pollution vs φ (for m = 3) and m (for φ = 180) at point (x=0,y,z=2).
highest number of sensors to deploy are those when the pollution concentration
varies the less: the scenarios with m = 3 cost more than those with m = 2, and
when φ = 0, the concentration is constant along the Y axis. When φ = 360, the
increase of the cost of infrastructure may be an artifact of the combination of the
periodicity of the variation and the discretization of the space by the potential
positions. Indeed, the values of the concentrations are constant on the positions
in Fig. 6.
Fig. 7: Cost of a 3D deployment vs longitudinal variability.
The explanation of this phenomenon is yet to be confirmed and investigated.
We conjecture that the reason comes from the isotropy of the correlation function
in the interpolation. Indeed, in our case the Y axis is a very particular direction
and the isotropy of the interpolation does not take that into account. In partic-
ular, the correlations in the X Z plans are different than the one in the Y axis.
In a future work, we will investigate the integration of the bias induced by the
urban environment in the interpolation function to improve on the cost-precision
tradeoff.
5 Conclusion and future work
In this paper, we investigate the cost-precision tradeoffs in 3D air pollution
mapping using wireless sensor networks. Our main contribution is the analysis
of different WSN topologies, confronting their deployment cost – mainly the
number of deployed sensors – and the accuracy of a linear interpolation of their
readings to build a maps of pollution concentrations. We present and apply our
deployment model on pollution concentrations obtained from a testbed made of
wind tunnels, emulating the diffusion of the pollution emitted by a steady state
traffic flow in a typical urban canyon. We show how the deployment cost evolve
with the estimation error that is tolerated.
As a future work, we plan to improve our correlation function in order to take
into account the bias induced by urban topography and weather conditions.
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