This paper studies the steady-state properties of the Join the Shortest Queue model in the Halfin-Whitt regime. We focus on the process tracking the number of idle servers, and the number of servers with non-empty buffers. Recently, [9] proved that a scaled version of this process converges, over finite time intervals, to a two-dimensional diffusion limit as the number of servers goes to infinity. In this paper we prove that the diffusion limit is exponentially ergodic, and that the diffusion scaled sequence of the steady-state number of idle servers and non-empty buffers is tight. Our results mean that the process-level convergence proved in [9] implies convergence of steady-state distributions. The methodology used is the generator expansion framework based on Stein's method, also referred to as the drift-based fluid limit Lyapunov function approach in [35] . One technical contribution to the framework is to show that it can be used as a general tool to establish exponential ergodicity.
Introduction
We consider a system with n identical servers, where customers arrive according to a Poisson process with rate nλ, and service times are i.i.d. exponentially distributed with rate 1. Each server maintains an individual buffer of infinite length. When a customer arrives, he will either enter service immediately if an idle server is available, or be routed to the server with the smallest number of customers in its buffer; ties are broken arbitrarily. Once a customer is routed to a server, he cannot switch to a different server. This model is known as the Join the Shortest Queue (JSQ) model. To describe the system, let Q i (t) be the number of servers with i or more customers at time t ≥ 0, and let Q(t) = (Q i (t)) ∞ i=1 . Then {Q(t)} t≥0 is a continuous time Markov chain (CTMC), and it is positive recurrent provided nλ < 1 [3] . Let Q i be the random variables having the stationary distributions of {Q i (t)} t .
In this paper we work in the Halfin-Whitt regime [23] , which assumes that
for some fixed β > 0. The first paper to study the JSQ model in this regime is [9] , which shows that the scaled process
converges to a diffusion limit as n → ∞. The diffusion limit of (1.2) is essentially two dimensional, because Q i (t)/ √ n becomes negligible for i ≥ 3. The results of [9] are restricted to the transient behavior of the JSQ model and steady-state convergence is not considered, i.e. convergence to the diffusion limit is proved only for finite time intervals.
In the present paper, we study the steady-state properties of the JSQ system. Specifically, we prove the existence of an explicitly known constant C(β) > 0 depending only on β such that n − EQ 1 = n(1 − λ),
In other words, the expected number of idle servers is known, the expected number of non-empty buffers is of order √ n, and the expected number of buffers with two or more waiting customers is bounded by a constant independent of n. A consequence of (1.3) is tightness of the sequence of diffusion-scaled stationary distributions.
In addition to (1.3), we also prove that the two-dimensional diffusion limit of the JSQ model is exponentially ergodic. Stability of this diffusion limit remained an open question until the present paper. Combining the process-level convergence of [9] , tightness of the prelimit stationary distributions in (1.3) , and stability of the diffusion limit, we are able to justify convergence of the stationary distributions via a standard limitinterchange argument.
To prove our results, we use the generator expansion framework, which is a manifestation of Stein's method [33] in queueing theory and was recently introduced to the stochastic systems literature in [4, 19] ; see [5] for an accessible introduction. The idea is to perform Taylor expansion on the generator of a CTMC, and by looking at the second-order terms, to identify a diffusion model approximating the CTMC. One then proves bounds on the steady-state approximation error of the diffusion, which commonly results in convergence rates to the diffusion approximation [4, 5, 10, 19, 26] . In this paper, we use only the first-order terms of the generator expansion, which correspond to the generator of a related fluid model. We then carry out the machinery of Stein's method to prove convergence rates to the fluid model equilibrium. The bounds in (1.3) are then simply an alternative interpretation of these convergence rates. For other examples of Stein's method for fluid, or mean-field models, see [15, 16, 38, 39] . Specifically, [38] was the first to make the connection between Stein's method and convergence rates to the mean-field equilibrium.
Our approach can also be tied to the drift-based fluid limit (DFL) Lyapunov functions used in [35] , which appeared a few years before [38] . As we will explain in more detail in Section 3.1, the DFL approach and Stein's method for mean-field approximations are essentially one and the same. This paper contributes another example of the successful application of the generator expansion method to the queuing literature. Although the general framework has already been laid out in previous work, examples of applying the framework to non-trivial systems are the only way to display the power of the framework and promote its adoption in the research community. Furthermore, tractable examples help showcase and expand the versatility of the framework and the type of results it can prove. The present paper contributes from this angle in two ways. First, the JSQ model is an example where the dimension of the CTMC is greater than that of the diffusion approximation. To justify the approximation, one needs a way to show that the additional dimensions of the CTMC are asymptotically negligible; this is known as state space collapse (SSC). Our way of dealing with SSC in Section 3.2 differs from the typical solution of bounding the magnitude of the SSC terms [4, 8, 29, 30] (only [4] of the aforementioned papers uses the generator expansion framework, but the rest still deal with steady-state SSC in a conceptually similar way). Second, this paper presents the first working example of the generator expansion framework being used to prove exponential ergodicity of the diffusion approximation. The insight used is simple, but can be easily generalized to prove exponential ergodicity for other models.
Literature Review and Contributions
Early work on the JSQ model appeared in the late 50's and early 60's [21, 28] , followed by a number of papers in the 70's-90's [11, 12, 22, 24, 40] . This body of literature first studied the JSQ model with two servers, and later considered heavy-traffic asymptotics in the setting where the number of servers n is fixed, and λ → 1; see [9] for an itemized description of the aforementioned works. A more recent paper [8] considers the steadystate behavior of the JSQ model, but again in the setting where n is fixed, and λ → 1.
The asymptotic regime where n → ∞ has been untouched until very recently. In [34] , the author studies a variant of the JSQ model where the routing policy is to join an idle server if one is available, and otherwise join any buffer uniformly; this is known as the Join the Idle Queue (JIQ) policy. In that paper, the arrival rate is nλ where λ < 1 is fixed, and n → ∞. The author shows that in this underloaded asymptotic regime, JIQ is asymptotically optimal on the fluid scale, and therefore asymptotically equivalent to the JSQ policy. We have already described [9] , which is the first paper to study a non-underloaded regime. In [32] , the authors work in the Halfin-Whitt regime and show that JIQ is asymptotically optimal, and therefore asymptotically equivalent to JSQ, on the diffusion scale. Most recently, [18] studies the JSQ model in the nondegenerate slowdown (NDS) regime introduced in [1] . In this regime, λ = 1 − β/n for some fixed β > 0, i.e. NDS is even more heavily loaded than the Halfin-Whitt regime. The authors of [18] establish a diffusion limit for the total customer count process.
In the asymptotic regime where n → ∞, all previous considerations of the diffusionscaled model [9, 18, 32] have been in the transient setting. In particular, convergence to the diffusion limit is only proved over finite time intervals. In contrast, the present paper deals with steady-state distributions. Since the seminal work of [14] , justifying convergence of steady-state distributions has become the standard in heavy-traffic approximations, and is recognized as being a non-trivial step beyond convergence over finite-time intervals [4, 5, 6, 13, 19, 20, 26, 27, 35, 36, 37, 41] .
The methodology used in this paper can be discussed in terms of [15, 35, 38, 39] . The main technical driver of our results are bounds on the derivatives of the solution to a certain first order partial differential equation (PDE) related to the fluid model of the JSQ system. In the language of [35] , we need to bound the derivatives of the DFL Lyapunov function. These derivative bounds are a standard requirement to apply Stein's method, and [15, 38, 39] provide sufficient conditions to bound these derivatives for a large class of PDEs. The bounds in [15, 38, 39] require continuity of the vector field defining the fluid model, but the JSQ fluid model does not satisfy this continuity due to a reflecting condition at the boundary. To circumvent this, we leverage knowledge of how the fluid model behaves to give us an explicit expression for the PDE solution, and we bound its derivatives directly using this expression. Using the behavior of the fluid model is similar to what was done in [35] . However, bounding the derivatives in this way requires detailed understanding of the fluid model, and as such this is a casespecific approach that varies significantly from one model to another. Furthermore, unlike [35] where the dimension of the CTMC equals the dimension of the diffusion approximation, our CTMC is infinite-dimensional whereas the diffusion process is twodimensional. These additional dimensions in the CTMC create additional technical difficulties which we handle in Section 3.2.
Regarding our proof of exponential ergodicity. The idea of using a fluid model Lyapunov function to establish exponential ergodicity of the diffusion model was initially suggested in Lemma 3.1 of [19] . However, the discussion in [19] is at a conceptual level, and it is only after the working example of the present paper that we have a simple and general implementation of the idea. Indeed, our Lyapunov function in (3.12) of Section 3.3 violates the condition in Lemma 3.1 of [19].
Notation
We use ⇒ to denote weak convergence, or convergence in distribution. We use 1(A) to denote the indicator of a set A. We use D = D([0, ∞), R) to denote the space of right continuous functions with left limits mapping [0, ∞) to R. For any integer k ≥ 2, we let
The rest of the paper is structured as follows. We state our main results in Section 2, and prove them in Section 3. Section 4 is devoted to understanding the JSQ fluid model, and using this to prove the derivative bounds that drive the proof of our main results.
Model and Main Results
Consider the CTMC {Q(t)} t≥0 introduced in Section 1. The state space of the CTMC is
The requirement that ∞ i=0 q i < ∞ if q ∈ S means that we only consider states with a finite number of customers. Recall that Q i are random variables having the stationary distributions of {Q i (t)} t , and let Q = (Q i ) be the corresponding vector. The generator of the CTMC G Q acts on function f : S → R, and satisfies
where e (i) is the infinite dimensional vector where the ith element equals one, and the rest equal zero. The generator of the CTMC encodes the stationary behavior of the chain. Exploiting the relationship between the generator and the stationary distribution can be done via the following lemma, which is proved in Section A.1.
By choosing different test functions f (q), we can use (2.1) to obtain stationary performance measures of our CTMC. For example, we are able to prove the following using rather simple test functions.
Lemma 2.
where T = ∞ i=1 Q i is the total customer count. Although the infinite series in the definition of T may seem worrying at first, stability of the JSQ model in fact implies that T < ∞ almost surely. To see why this is true, observe that an alternative way to describe the JSQ model is via the CTMC {(S 1 (t), . . . , S n (t))} t≥0 , where S i (t) be the number of customers assigned to server i at time t; we can view Q(t) as a deterministic function of (S 1 (t), . . . , S n (t)). This new CTMC is also positive recurrent, but now the total number of customers in the system at time t is the finite sum n i=1 S i (t). Therefore, T < ∞ almost surely, and we can take M → ∞ and apply the monotone convergence theorem to conclude that
Repeating the argument above with f (q) = min M,
Although Lemma 2 does characterize quantities like EQ i , its results are of little use to us unless we can control P(Q 1 = . . . = Q i−1 = n). One may continue to experiment by applying G Q to various test functions in the hope of getting more insightful results from (2.1). In general, the more complicated the Markov chain, the less likely this strategy will be productive. In this paper we take a more systematic approach to selecting test functions.
To state our main results, define
and let
be the fluid-scaled CTMC. Also let X i be the random variables having the stationary distributions of {X i (t)} t and set X = (X i ) ∞ i=1 . Our first result is about bounding the expected value of X 2 . The main ingredients needed for the proof are presented in Section 3.1, and are followed by a proof in Section 3.2.
Theorem 1. For all n ≥ 1, β > 0, and κ > β,
To parse the bound in (2.3) into a friendlier form, let us choose κ = β + ε to get
and to see that the right hand side above can be bounded by a constant independent of n. A consequence of Theorem 1 is the following result, which tells us that for i ≥ 3, we can bound EQ i by a constant that is independent of n.
Remark 1. The bound in (2.4) is intended to be used with κ = β + ε andκ being some constant, sayκ = 1/2. Then for n large enough so that 1/2 > max(β/ √ n, 1/n), the bound implies that
Since there only finitely many values of n violate 1/2 > max(β/ √ n, 1/n), the above bound means that EQ i can be bounded by a constant independent of n.
Proof of Theorem 2 . Since EQ i ≤ EQ 3 for i ≥ 3, it suffices to prove (2.4) for i = 3. Fixκ ∈ (max(β/ √ n, 1/n), 1) and invoke Theorem 1 with √ nκ in place of κ there to see that 5) where in the last inequality we used (2.3). Therefore,
where in the second inequality we used the fact thatκ < 1, and in the last inequality we used Lemma 2.
Remark 2. The bound in (2.4) will be sufficient for our purposes, but it is unlikely to be tight. The argument in (2.5) can be modified by observing that for any integer m > 0,
Provided we have a bound on E( √ nX 2 ) 2m that is independent of n, it follows that
Although we have not done so, we believe the arguments used in Theorem 1 can be extended to provide the necessary bounds on E( √ nX 2 ) 2m .
The Diffusion Limit: Exponential Ergodicity
Let us now consider the diffusion limit of the JSQ model. The following result is copied from [32] (but it was first proved in [9] ).
, which is the unique solution of the stochastic integral equation
where {W (t)} t≥0 is standard Brownian motion and {U (t)} t≥0 is the unique nondecreasing, non-negative process in D satisfying
Theorem 3 proves that { √ n(X 1 (t), X 2 (t))} t≥0 converges to a diffusion limit. Convergence was established only over finite time intervals, but convergence of steady-state distributions was not justified. In fact, it has not been shown that the process in (2.6) is even positive recurrent. We show that not only is this process positive recurrent, but it is also exponentially ergodic. We first need to introduce the generator of the diffusion process
Let
Going forward, we adopt the convention that for any function f : Ω → R, partial derivatives are understood to be one-sided derivatives for those values x ∈ ∂Ω where the derivative is not defined. For example, the partial derivative with respect to x 1 is not defined on the set {x 1 = 0, x 2 ≥ 0}. In particular, for any integer k > 0 we let C k (Ω) be the set of k-times continuously differentiable functions f : Ω → R obeying the notion of one-sided differentiability just described. We use f i (x) to denote
It follows from Ito's lemma that
is a martingale, and G Y is the generator of this diffusion process. The condition
is essential due to the reflecting term U (t) in (2.6); otherwise (2.8) is not a martingale. The following theorem proves the existence of a function satsfying the Foster-Lyapunov condition [31] that is needed for exponential ergodicity. The proof of the theorem is given in Section 3.3, where one can also obtain more insight about the form of the Lyapunov function.
where
We can choose κ 1 = β + ε and κ 2 = β + 2ε in Theorem 4 so that
We can make c < 0 by choosing ε and α appropriately. A consequence of Theorem 4 is exponential ergodicity of the diffusion in (2.6).
is the vector having its stationary distribution, then for any κ 1 , κ 2 > 0 with β < κ 1 < κ 2 such that the constant c in (2.10) is negative, there exist constants b < 1 and B < ∞ such that
The proof is an immediate consequence of Theorem 6.1 of [31] .
Convergence of Stationary Distributions
In this section we leverage the results of Theorems 1-3 together with positive recurrence of the diffusion limit to verify steady-state convergence.
Proof of Theorem 5. Lemma 2 and Theorem 1 imply that the sequence { √ n(X 1 , X 2 )} n is tight. It follows by Prohorov's Theorem [2] that the sequence is also relatively compact. We will now show that any subsequence of { √ n(X 1 , X 2 )} n has a further subsequence that converges weakly to Y .
Fix n > 0 and initialize the process {X(t)} t≥0 by letting √ nX(0) have the same distribution as √ nX. Prohorov's Theorem implies that for any subsequence
there exists a further subsequence
that converges weakly to some random vector
where the weak convergence follows from Theorem 3. We conclude that
Proving the Main Results
In this section we prove our main results. Section 3.1 outlines the main components needed for the proofs, and then Sections 3.2 and 3.3 follow up with proofs of Theorems 1 and 4, respectively.
Proof Ingredients: Generator Expansion
For any differentiable function f : Ω → R, let
dxi . For any function h : Ω → R, consider the partial differential equation (PDE)
The PDE above is related to the fluid model corresponding to {(X 1 (t), X 2 (t))} t≥0 . This connection will be expanded upon in Section 4. Assume for now that a solution to (3.1) exists and denote it by f (h) (x). Let G X be the generator of the CTMC {X(t)} t≥0 . For a function f : R 2 → R, define the lifted version Af : S → R by
where x 1 = (q 1 − n)/n, and x 2 = q 2 /n. We know that E |f (X 1 , X 2 )| < ∞ for any f : R 2 → R because (X 1 , X 2 ) can only take finitely many values. A variant of Lemma 1 then tells us that
We can therefore take expected values in (3.1) to conclude that
is defined on Ω, and has absolutely continuous first-order partial derivatives. Then for all q ∈ S,
Lemma 3 tells us that to bound the error in (3.2), we need to know more about the solution to (3.1) and its derivatives. Section 4 is devoted to proving the following lemma.
Lemma 4. Fix κ > β and consider the PDE (3.1) with
: Ω → R with absolutely continuous first-order partial derivatives, such that the second-order weak derivatives satisfy
Proof of Theorem 1
Proof of Theorem 1. Let f (x) = f (h) (x) from Lemma 4. By Lemma 3,
We know (3.6) equals zero because of the derivative condition in (3.1). Assume for now that lines (3.8)-(3.11) are all non-negative, and their sum is upper bounded by
The term containing Q 3 above is present because our CTMC is infinite dimensional, but the PDE in (3.1) is two-dimensional. To deal with this error term, we invoke Lemma 2,
where in the last inequality we used f 21 (x), f 22 (x) ≥ 0 from (3.3). To conclude the proof, it remains to verify the bound on (3.8)-(3.11). By (3.3) we know that (3.8)-(3.11) all equal zero when x 2 < κ/ √ n − 1/n. Now suppose x 2 ≥ κ/ √ n − 1/n. From (3.5) and the fact that q 1 ≥ q 2 if q ∈ S, we can see that each of (3.8) and (3.10) is non-negative and bounded by 1 β √ n κ κ−β + 1 . Similarly, (3.5) tells us that each of (3.9) and (3.11) is non-negative and bounded by
Proving Theorem 4
Given h(x) and α > 0, let f (h) (x) solve the PDE (3.1) and set
Observe that g 1 (0, x 2 ) = g 2 (0, x 2 ), which means that the diffusion generator applied to g(x) is
where the last equality comes from (3.1). The h(x) we will use is a smoothed version of the indicator function. Namely, for any < u, let
It is straightforward to check that φ ( ,u) (x) has an absolutely continuous first derivative, and that 19) and for all x ∈ Ω,
Proof of Theorem 4. Fix κ 1 < κ 2 with κ 1 > β and α > 0, let f (1) (x) and f (2) (x) be as in Lemma 5, and let
. It follows from (3.13) and (3.20)-(3.21) that
11 (x/ √ n))
multiplying both sides by αV (κ1,κ2) (x) and applying the bound in (3.18)-(3.19) verifies (2.9) and concludes the proof.
Remark 3. In the proof of Theorem 4 we compare the generator of the diffusion process G Y to L, which can be thought of as the generator of the associated fluid model. One may wonder why we do not use a similar argument to compare L to G X , and prove that the CTMC is also exponentially ergodic. The answer is that the CTMC is infinite dimensional, while the operator L acts on functions of only two variables. As a result, comparing G X to L leads to excess error terms that L does not account for, e.g. q 3 in (3.7). Although we were able to get around this issue in the proof of Theorem 1 by taking expected values, the same trick will not work now because (2.9) has to hold for every state. To prove exponential ergodicity, one needs to replace the operator L and the PDE (3.1) by infinite-dimensional counterparts corresponding to the infinite-dimensional fluid model of {(X 1 (t), X 2 (t), X 3 (t), . . .)} t≥0 . This is left as an open problem to the interested reader, as Theorem 4 is sufficient for the purposes of illustrating the proof technique.
Derivative Bounds
The focus of this section is to prove Lemma 4. The following informal discussion provides a roadmap of the procedure. Given x ∈ Ω, consider the system of integral equations
and let v x (t) denote the solution; existence and uniqueness was proved in [9, Lemma 1]. The dynamical system above is the fluid model of {(X 1 (t), X 2 (t))} t≥0 . The key idea is that
solves the PDE (3.1). Our plan is to a) better understand the behavior of the fluid model and b) use this understanding to obtain a closed form representation of the integral in (4.2) to bound its derivatives. Section 4.1 takes care of a), while b) and the proof of Lemma 4 can be found in Section 4.2. The function in (4.2) is precisely what [35] calls the drift-based fluid limit Lyapunov function. Derivative bounds play the same role in that paper as they do in the present one. We wish to point out that in the arguments that follow, we never actually have to prove existence and uniqueness of v x (t), or that (4.2) does indeed solve the PDE, or that the fluid model behaves the way we will describe it in Section 4.1. All of this is merely guiding intuition for our final product Lemma 8 in Section 4.2, where we describe a well-defined function that happens to solve the PDE.
Understanding the Fluid Model
Let us (heuristically) examine the fluid model in (4.1). We refer to U 1 (t) as the regulator, because it prevents v x 1 (t) from becoming positive. In the absence of this regulator, i.e. U 1 (t) ≡ 0, the system would have been a linear dynamical systeṁ Figure 1 : Dynamics of the fluid model. Any trajectory starting below the dahsed curve will not hit the vertical axis, and anything starting above the curve will hit the axis and travel down until reaching the point (0, β/ √ n).
However, due to the presence of the regulator, for values in the set {v 1 = 0, v 2 ≥ β/ √ n} it is as if the vector field becomes
The dynamics of the fluid model are further illustrated in Figure 1 . The key to characterizing v x (t) is the quantity inf{t ≥ 0 : v x 1 (t) = 0} which is the first hitting time of the vertical axis given initial condition x. The following lemma characterizes a curve Γ (κ) ⊂ Ω, such that for any point x ∈ Γ (κ) , the fluid path v x (t) first hits the vertical axis at the point (0, κ/ √ n). It is proved in Section B.1.1.
Lemma 6. Fix κ ≥ β and x 1 ≤ 0. The nonlinear system
has exactly one solution (ν * (x 1 ), η * (x 1 )). Furthermore, for every x 1 ≤ 0, let us define the curve
Given κ ≥ β and x ∈ Ω, let Γ (κ) and ν * (x 1 ) be as in Lemma 6. Let us adopt the convention of writing
and define x ≥ Γ (κ) , x < Γ (κ) , and x ≤ Γ (κ) similarly. Observe that the sets {x ∈ Ω | x > Γ (κ) }, {x ∈ Ω | x < Γ (κ) }, and {x ∈ Ω | x ∈ Γ (κ) } are disjoint, and that their union equals Ω. Furthermore,
The next lemma characterizes the first hitting time of the vertical axis given initial condition x, and shows that this hitting time is differentiable in x. It is proved in Section B.1.2.
Provided it exists, define τ (x) to be the smallest solution to
and define τ (x) = ∞ if no solution exists. Let Γ (κ) be as in Lemma 6.
If x > Γ (κ)
, then τ (x) < ∞ and
5)
and if x ∈ Γ (κ) , then τ (x) < ∞ and x 2 e −τ (x) = κ/ √ n.
If κ > β, then the function τ (x)
is differentiable at all points x ≥ Γ (κ) with
where τ 1 (x) is understood to be the left derivative when x 1 = 0.
3. For any κ 1 , κ 2 with β < κ 1 < κ 2 , 7) i.e. the curve Γ (κ2) lies strictly above Γ (κ1) .
Armed with Lemmas 6 and 7, we are now in a position to describe the solution to (3.1) and prove Lemma 4.
Proving Lemma 4
Fix κ > β and partition the set Ω into three subdomains
where Γ (κ) is as in Lemma 6. From (4.5) we know that x ≥ Γ (κ) implies x 2 ≥ κ/ √ n, and therefore any point in Ω must indeed lie in one of the three subdomains.
Lemma 8. Fix κ > β and let Γ
(κ) be as in Lemma 6, and τ (x) be as in Lemma 7. For x ∈ Ω, let
This function is well-defined and has absolutely continuous first-order partial derivatives. When x ≤ Γ (κ) and x 2 ≥ κ/ √ n, 9) and when x ≥ Γ (κ) ,
.
(4.11)
A full proof of the lemma is postponed to Section B.2, but the following is an outline containing the main bits of intuition. We write down (4.8) motivated by (4.2) and the behavior of the fluid model. At this point, we can think of (4.8) as a standalone mathematical object that we simply guess to be a solution to (3.1). Deriving the forms of the derivatives in (4.9)-(4.11) is purely an algebraic exercise that relies on the characterization of τ (x) from Lemma 7.
Proof of Lemma 4. Let f (x) be as in Lemma 8. It is straightforward to verify that our candidate f (x) solves the PDE (3.1) with h(x) = (x 2 − κ/ √ n) ∨ 0 there; for the reader wishing to verify this, recall that τ (x) = 0 when x 1 = 0. We can now prove Lemma 4.
We now prove that (3.3)-(3.5) hold when x ≥ Γ (κ) . We omit the proof when x ∈ {x 2 ∈ [0, κ/ √ n]} and x ∈ {x ≤ Γ (κ) , x 2 ≥ κ/ √ n} because those cases are simple. Differentiating (4.10) and using (4.6) one arrives at
from which we conclude that
where all three inequalities above follow from the fact that x 2 e −τ (x) ≥ κ/ √ n > β/ √ n; c.f. (4.5) in Lemma 7. Taking the derivative in (4.10) with respect to x 2 , we see that
The quantity above is non-negative because x 2 e −τ (x) ≥ κ/ √ n and −τ 2 (x) ≥ 0; the latter follows from (4.6). Lastly, we can differentiate (4.11) and use τ 2 (x) = τ 1 (x)τ (x) from (4.6) to see that
Again, f 22 (x) ≥ 0 because x 2 e −τ (x) ≥ κ/ √ n and −τ 1 (x) ≥ 0. Let us now bound f 22 (x). The first term on the right hand side above is bounded by √ n/κ, because
For the second term, note that
and using the form of τ 1 (x) from (4.6),
For the third term, observe that
where we use x 2 ≥ κ/ √ n in the first inequality, the form of τ 1 (x) in (4.6) in the first equation, and the fact that β < κ in the last two inequalities. Combining the bounds on all three terms, we conclude that
where in the last inequality we used the fact that √ n/κ < √ n/β.
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A Miscellaneous Proofs
This appendix contains proofs to a few miscellaneous lemmas used in the paper.
A.1 Lemma 1
Proof of Lemma 1. A sufficient condition to ensure that
is given by [25, Proposition 1.1] (alternatively, see [17, Proposition 3] ). Namely, we require that
where G Q (q, q) is the diagonal entry of the generator matrix G Q corresponding to state q ∈ S. It is not hard to check that in the JSQ system, |G Q (q, q)| < nλ + n for all states q ∈ S. Our assumption that E|f (Q)| < ∞, is enough to ensure (A.1) is satisfied.
A.2 Lemma 3 (generator expansion)
Proof of Lemma 3. The CTMC generator satisfies
It is straightforward to verify that
and that a similar expansion holds for f (x + e (2) /n) ± f (x). Applying (A.3) to (A.2) (but leaving the q 3 term untouched), we see that
To conclude, we rewrite the first line of (A.4) as
B Technical Lemmas: Section 4
In this appendix we prove the key technical lemmas from Section 4. Section B.1 has the proofs for Lemmas 6 and 7 and Section B.2 has the proof for Lemma 8.
B.1 Lemmas in Section 4.1
A function known as the Lambert W function will play a central role here; the following discussion is based on [7] . Define W (x) as the solution to
Figure 2: A plot of W (x) taken from [7] . For x ≤ 0, the dashed line represents W −1 (x) and the solid line represents W 0 (x).
The function W (x) exists and is known as the Lambert W function. Taking logarithms on both sides of (B.1),
As is depicted in the plot of W (x) in Figure 2 , W (−e −1 ) = −1, W (0) = 0, and W (x) → ∞ as x → ∞. Furthermore, W (x) is multi-valued for x ∈ (−e −1 , 0), where it is separated into two 'branches' W 0 (x) and W −1 (x); the former is commonly called the principal branch. We will also need to use the fact that W (x) and W 0 (x) are differentiable for x > 0 and x ∈ (−e −1 , 0), respectively, and that
c.f. section 3 of [7] . Going forward, we adopt the convention of using W (x) to mean W 0 (x) for negative values of x. A useful property of W (x) is that
This can be seen by applying W (x) to both sides of (B.1) and using the fact that the range of W (x) is [−1, ∞] (again, we are using the convention W (x) = W 0 (x) for x ∈ (−e −1 , 0)). Furthermore, W (x) is invertible; indeed, W −1 (x) = xe x due to (B.4).
B.1.1 Proving Lemma 6
We first prove a technical result about W (x), and then prove Lemma 6.
Lemma 9. Fix κ ≥ β and x 1 ≤ 0. The equation
Proof of Lemma 9 . Let
Since κ ≥ β and W (x) is one-to-one (recall our convention that W (x) = W 0 (x) for x ≤ 0), (B.4) implies that (B.5) is satisfied if and only if
If x 1 = 0, then ν = κ/ √ n is the unique solution, and so we assume that x 1 < 0 and argue that (B.7) has a unique solution. Since the domain of W (x) is [−e −1 , ∞), we can only consider ν large enough such that f (ν) ≥ −1. Observe that
Differentiating,
We know that f (ν) → 0 as ν → ∞. Case 1:
In this case f (ν) > 0 for all ν > 0, which implies that there exists a unique ν * such that (B.7) is satisfied. Case 2:
, but starts increasing after that. This again implies that a unique ν * exists, and that ν
Proof of Lemma 6. Fix κ ≥ β and x 1 ≤ 0. We begin by showing that the system (4.3) has a unique solution. The first step is to write η in terms of ν. We rearrange
(B.9)
Observe that the left hand side of (B.9) is in the form −xe −x , and so must lie in [−e −1 , ∞). Therefore, existence of a solution to (4.3) imposes a natural constraint on ν that the right hand side above must lie in [−e −1 , ∞). Assuming this is the case, we apply W (x) to both sides of (B.9) and using (B.4), we arrive at
(B.10)
Since the Lambert W function is multivalued for x ≤ 0, the above equation tells us that given ν, there can be two potential choices for η. Plugging the above form of η back into (B.8), we see that
which, after using the fact that νe
Lemma 9 tells us that (B.11) does indeed have a unique solution ν * (x 1 ). From (B.10) we know η can have up to two values, but we narrow this number down to one using the fact that νe −η = κ/ √ n. As an aside, it can be verified that ν * (0) = κ/ √ n, and η * (0) = 0. We now prove the second claim in the lemma that
Given x 1 ≤ 0 and t ∈ [0, η * (x 1 )], definē
By uniqueness of ν * (x 1 ) and η * (x 1 ), it suffices to show that the pair
and
B.1.2 Proving Lemma 7
Proof of Lemma 7 . Fix κ ≥ β and x ∈ Ω. Assume that x ≥ Γ (κ) , which by definition in (4.4) implies that there exists some δ ≥ 0 such that
Note that if x > Γ (κ) , then δ > 0. Let us prove (4.5). Consider the equation
We first argue that
(B.13)
Starting with (B.12), we can replicate the steps used to get (B.9) to see that (B.12) is equivalent to
(B.14)
Let us assume that x ≥ Γ (κ) implies that the right hand side of (B.14) is in the interval [−e −1 , 0); we postpone the verification of this claim for now. We can apply W (·) to both sides of (B.14) and use (B.4) to conclude (B.13). Plugging (B.13) back into (B.12),
Observe that the inequality above is strict if x > Γ (κ) , and that it becomes an equality if δ = 0 (which means that x ∈ Γ (κ) ).
To conclude the proof of (4.5), it remains verify our assumption that x ≥ Γ (κ) implies that the right hand side of (B.14) is in the interval [−e −1 , 0). Equation (B.11) in the proof of Lemma 6 tells us that (
where in the inequality above we used the fact that κ ≥ β and that W −1 (·) is an increasing function. Now from (B.6) we know that
This concludes the proof of (4.5).
We now address the differentiability of τ (x) to prove (4.6). Fixing κ > β and x ≥ Γ (κ) , we see from (B.13) that
We know that W (u) exists for u ∈ (−e −1 , 0), and that
which can be derived from (B.16). Therefore, τ (x) is differentiable at all points x ≥ Γ (κ) with x 1 < 0. Only the one-sided derivative exists for x ∈ {x 1 = 0, x ≥ Γ (κ) }, i.e. those x that are on the vertical axis. To characterize the derivatives of τ (x), let us use the form
which is implied by (B.13) and (B.15). Differentiating gives us
where τ 1 (x) is understood to be the left derivative when
means the denominator in τ 1 (x) is strictly positive due to our recently proved (4.5). Furthermore,
and so
This proves (4.6), and we now prove the last claim of the lemma. Fix x = (x 1 , x 2 ) and assume that x ≥ Γ (κ2) . By (4.5), we know that
where the inequality follows from the form of τ 2 (x) in (4.6). Therefore,
In other words, (x 1 , x 2 + ε) ∈ Γ (κ1) for all ε ≥ 0 by definition of Γ (κ1) in Lemma 6. However, also by Lemma 6, there must exist somex 2 ≥ 0 such that (x 1 ,x 2 ) ∈ Γ (κ1) , which means thatx 2 = x 2 −ε for someε > 0, or that x > Γ (κ1) .
B.2 Lemmas in Section 4.2
Proof of Lemma 8. We first prove (4.9)-(4.11), and then make sure the first-order partial derivatives of f (x) are absolutely continuous. Verification of (4.9) is omitted because it is straightforward from (4.8). Let us prove (4.10). Recalling that
we differentiate to see that
where in the last equality we used (4.6). To prove (4.11) we differentiate again:
which equals
We focus on (B.19), which equals
With the help of (4.6), we see that (B.20) equals
Therefore, for all x ≥ Γ (κ) ,
Recall that the support of f (x) is naturally partitioned into three subdomains:
Continuity of the partial derivatives on the interiors of these subdomains is evident, and it remains to verify continuity on the intersections, which are
The fact that {(0, κ/ √ n)} ⊂ Γ (κ) follows from the definition of Γ (κ) in Lemma 6. When x 2 = κ/ √ n, we see from (4.9) that f 1 (x) = f 2 (x) = 0, which confirms continuity on {x 2 = κ/ √ n}. Now by definition, x ∈ Γ (κ) implies that x 2 e −τ (x) = κ/ √ n, from which we see that (4.9) coincides with (4.10)-(4.11).
C Proving Lemma 5
In this section we prove Lemma 5 by constructing solutions to (3.16) and (3.17). The intuition behind the forms of these solutions is the same as in Section 4. Namely, that
solves the PDE (3.1). For the remainder of this section, we fix κ 1 < κ 2 with κ 1 > β, and let us write φ(x) instead of φ (κ1,κ2) (x) to simplify notation.
C.1 Solving the first PDE
Recall the definition of W (x) from Section B.1, and for any κ > β, definẽ
The quantity in (C.1) is well defined because the argument of W (·) is positive. Furthermore, differentiability of W (·) implies differentiability ofτ (κ) (x). By repeating the arguments used in the proof of Lemma 6 in Section B.1.1, one can check that
for those x whereτ (κ) (x) is defined. Intuitively,τ (κ) (x) is the time the fluid model hits the set {x 1 = −κ/ √ n}. We prove the following lemma in Section C.1.1.
Lemma 10. For any κ > β and
meaning that the function in (C.1) can be extended to x 2 ≥ 0. Furthermore,
for x 1 ≤ −κ/ √ n and x 2 ≥ 0, where the derivatives at {x 1 = −κ/ √ n} and {x 2 = 0} are interpreted as the one-sided derivatives.
The following lemma presents the candidate solution to (3.16); it is proved in Section C.1.2.
Lemma 11. The function f (1) : Ω → R + defined as
Let us first verify that f (1) (x) from Lemma 11 satisfies (3.16). The boundary condition f
and a similar argument works when
. Therefore, f (1) (x) solves the (3.16). We now bound f
1 (x) and f
11 (x) to prove (3.20) . Since φ (κ 2 / √ n) = φ (κ 1 / √ n) = 0, differentiating f The proof of (C.5) is then identical to the arguments used to prove (B.17)-(B.18).
C.1.2 Proof of Lemma 11
Proof of Lemma 11 . For convenience, we recall that φ β/ √ n − (x 1 + β/ √ n)e −t − x 2 te −t dt, x 1 ≤ −κ 2 / √ n,
Continuity of f (1) (x) on the sets {x 1 = −κ 2 / √ n} and {x 1 = −κ 1 / √ n} follows from (C.4). We can differentiate f (1) (x) using the Leibniz rule and the fact that φ β/ √ n − (x 1 + β/ √ n)e −τ te −t φ β/ √ n − (x 1 + β/ √ n)e −t − x 2 te −t dt,
Continuity of the first and second order derivatives can be verified using (C.4).
C.2 Solving the Second PDE
Recall the definitions of Γ (κ) and τ (x) from Lemmas 6 and 7, respectively. Partition Ω into four subdomains: 
From (4.5) we see that x ≥ Γ (κ1) implies x 2 ≥ κ 1 / √ n, or {x 2 ≥ κ 1 / √ n, Γ (κ1) ≤ x ≤ Γ (κ2) } = S 2 , and
x 2 x 1 Figure 3 : A aide to visualize S 0 , S 1 , S 2 , S 3 .
From (4.7) we know that x ≥ Γ (κ2) implies x > Γ (κ1) , or {x ≥ Γ (κ1) , x ≥ Γ (κ2) } = S 3 .
Therefore S 0 ∪ S 1 ∪ S 2 ∪ S 3 equals Ω. The following lemma is proved at the end of this section.
Lemma 12. The function
κ1/ √ n φ(t)dt,
is well-defined for x ∈ Ω and belongs to C 2 (Ω). Its derivatives are f
1 (x) =
Similarly,
