Abstract-We propose Parallel and Randomized cell Sizing (PaRS), a parallel and randomized algorithm and tool to solve the discrete gate sizing (cell sizing) problem on a grid. PaRS is formulated based on an optimization framework known as nested partitions which we adopt for the first time in the computer-aided design area. PaRS uses parallelism from a novel perspective to better identify the optimization direction. It achieves near-optimal solutions (under 1%) for minimizing the total power subject to meeting a delay constraint. The embarrassingly parallel nature of PaRS makes it highly scalable. We show small algorithm runtimes, in at most minutes for large benchmarks featuring over 47 000 cells. We make comparison with the optimal solution which we are able to generate using customized and parallel branch-and-bound implementation on a grid. Consequently, we are able to generate the optimal solution within hours. While the optimal algorithm uses up to 200 central processing units (CPUs) on our grid, PaRS achieves significant speedups and near-optimal solutions using only 20 CPUs. We also study the impact of varying number of CPUs in PaRS. Finally, we discuss a grid-based implementation using the "master-worker" framework.
quality in [5] is shown to be better than that in [6] . However, the reported runtimes in [5] are very high-even though the search is limited to those cell sizes that are close to the solution generated by continuous optimization. Furthermore, it is unclear how close the solution in [5] might be from the optimal one.
In this paper, we propose Parallel and Randomized cell Sizing (PaRS), a parallel and randomized cell sizing algorithm. It minimizes the total power subject to meeting a delay constraint. PaRS is formulated based on a parallel and randomized metaheuristic known as nested partitions which we adopt for the first time in the computer-aided design (CAD) area. This optimization framework has been proposed in [7] and applied to supply chain management and traveling salesman problems. Effective implementation of nested partitions needs utilizing the properties of each problem, as we do for the cell sizing problem in this paper.
PaRS is an iterative algorithm. At each iteration, the size combinations of multiple cells are explored simultaneously. The "most promising" assignment for the selected cells is then found at that iteration with the aid of random sampling on the remaining cell sizes. We propose a scheme for selecting the target cells as well as a sampling scheme to assess the impact of the remaining cell sizes to achieve effective implementation of nested partitions (i.e., fast-convergence high-quality solution).
After choosing a promising assignment at an iteration, the remaining assignments are added to a region known as "complementary region" (CR) which we expect not to contain the optimal solution. We never discard any portion of the solution regions and always view the entire solution space as a union of the promising and the complementary regions. At each iteration, we also evaluate the CR using random sampling. If we find a variable assignment with lower cost from the CR, we backtrack to a previous optimization stage.
We also generate the optimal solution using custom branchand-bound (BB) implementation to significantly reduce the search time by avoiding the large-sized infeasible regions. We show the parallel implementation of PaRS and custom BB on a grid of heterogeneous central processing units (CPUs) and discuss the "master-worker" (MW) framework which enables a grid-based implementation [8] .
Overall, our contributions in this paper can be summarized as follows:
1) PaRS, implementation of nested partition optimization framework for the cell sizing problem. We propose effective partitioning and random sampling of solution space for the cell sizing problem; we can achieve high solution quality with very few number of CPUs in parallel implementation;
0278-0070/$26.00 © 2009 IEEE 2) Custom BB implementation of cell sizing so we can make comparison with the optimal solution even for large-sized circuits; 3) Parallel implementation of the aforementioned two is done on a shared grid of CPUs using the MW software framework and Condor system for dynamic and opportunistic utilization of computing resources. While the number of CPUs in BB dynamically changes during optimization (reaches almost 200 in our simulations), in PaRS, we always fix the number of CPUs a priori and show that only 20 CPUs are sufficient to generate near-optimal solutions. The runtime of PaRS is in seconds, whereas the runtime of BB is in hours. Compared to other works, PaRS provides high solution quality and fast runtimes due to an embarrassingly parallel nature.
We would like to emphasize that many of the existing algorithms for CAD applications have serious limitations for parallelism. Consequently, we argue that comparing the runtimes of parallel PaRS with an alternative that can hardly be parallelized is fair. The embarrassingly parallel nature of PaRS is an advantage over many existing algorithms. Our reported runtimes are yet conservative because of Condor [9] , the program that manages the use of CPUs on our grid. Condor's philosophy is to use idle cycles of a CPU when the owner is away. If the owner returns, the job is migrated.
Finally, we verify by simulation that the optimal solution for cell sizing is highly correlated with the one for continuous sizing. This confirms the correctness of the assumption made by Hu et al. [5] to locally search around the continuous solution. We also bias our search toward the continuous solution in our simulation results for PaRS. However, our algorithm is generic and can be used for searching without any bias.
In this paper, cell sizing refers to discrete sizing problem. We refer to the continuous case as the continuous sizing problem.
In the following sections, we start with an overview of cell sizing in Section II. In Section III, we introduce nested partitions. In Sections IV and V, we discuss the formulation of PaRS and BB for cell sizing. In Section VII, we discuss parallelization for grid-based optimization and an overview of MW software implementation for cell sizing. We end with the simulation results and conclusions.
II. PROBLEM FORMULATION AND PREVIOUS WORK
Given a combinational circuit with n cells, let w i denote the size of cell i. Assume w i ∈ Q i , where Q i is the set of discrete sizes for cell i provided by the standard cell library. In the cell sizing problem, we would like to minimize the linear combination of the total area and power of the circuit which can be expressed as a weighted summation of the individual areas and powers of the cells. We require the total circuit delay D cir to not exceed the target delay constraint D tar . This optimization problem is formulated as follows: implicitly includes the necessary activity factors for dynamic power estimation. Furthermore, P stat i implicitly represents a weighted summation of leakage for different input vectors where the weights represent the common cases found via simulation (see [10] for more details on power modeling for cell sizing).
Both D cir and C i s are calculated for a given assignment of w. We also incorporate other parameters that affect the delay and cost such as capacitive loadings and slew rates, as follow. The capacitive loading of each cell in the circuit is computed as the summation of the capacitive loadings of its fan-out cells, which is read from the standard cell library. The delay of each cell is then proportional to its computed capacitive loading. The output slew is also modeled as a function of the input slew for each cell. The standard cell library provides dependence of the output slew on the input slew for each cell type, for example, as a lookup table format. For a given size combination, during static timing analysis, the input slew of each cell in the circuit can be computed, using which its output slew can get computed as well. The final output slew in the primary output gets incorporated in the circuit delay. We further explain our slew consideration in the simulation results section after we discuss our framework for solving the cell sizing problem. Wire delays, if available, are also incorporated in the calculation of D cir and are constants. Finally, the formulation for combinational circuits can be extended for sequential circuits [11] .
To solve this optimization problem, many previous works first obtain continuous convex delay and power models for individual cells [12] . This can be done by fitting the data from the discrete library to predefined convex forms and assuming that w i is a continuous quantity [12] , [13] . The obtained formulation will then describe the (continuous) gate sizing problem which can efficiently and optimally be solved using convex programming techniques such as Lagrangian relaxation [3] , [11] . The generated continuous solution is discretized to the cell sizes that are available by the library. Reference [5] extends the work in [6] and solves the cell sizing problem. It uses an intuitive observation that the optimal cell sizes should be close to the sizes generated by the continuous sizing problem. In our simulation results, we verify that this is a correct intuition. In this paper, we will solve this discrete optimization problem without any relaxations.
III. OVERVIEW OF NESTED PARTITIONS
Nested partitions [7] is a hybrid optimization framework that combines adaptive global sampling with formal methods and local heuristic search. It uses a flexible partitioning method to divide the search space into regions that can be analyzed individually and then evaluates the results from each region to determine how to proceed with the search. The underlying idea of nested partitions is to focus the computation effort on a subset of the search space that is deemed "promising" while also keeping an eye on the rest of the search space. We denote the promising region by PR. This idea is realized as follows: The search space is always viewed as the disjoint union of a PR and a CR, as shown in Fig. 1 . This is in contrast to the BB algorithm in which the inferior (but possibly feasible) branches are pruned out. At each iteration of nested partitions, we apply the following four steps: 1) Partitioning: The current PR is partitioned into k subregions (see Fig. 1 ); 2) Random Sampling: After defining the subregions, we randomly make feasible assignments to the unassigned optimization variables. Each such assignment is referred to as a sample. At each iteration, we sample from the entire solution space: We sample each subregion as well as the CR; 3) Find Promise Index: Using the sampling information, each subregion is assessed for its potential to contain a "good" solution. Furthermore, the current CR is assessed for the same criterion. The region that is assessed to have the highest potential to contain a good solution is then designated as the next PR, and the remaining regions are bundled together to form the next CR (see Fig. 1 ); 4) Backtracking: If the partitioning and assessment schemes are effective, the next PR is expected to often be among the subregions of the current one, resulting in the PR to get smaller with each iteration (hence, the word "nested partitions"). However, at a given iteration, it is possible that the CR is assessed to be more promising.
In such a case, we backtrack to a previous optimization stage, for example, to the previous iteration, and redo the partitioning with the information hitherto obtained.
Some of the highlighting features of nested partitions are summarized as follows. First, the backtracking feature avoids getting trapped at local minima. Second, the evaluation of the different subregions at each iteration is done in parallel. The sampling step can also be parallelized because the evaluation of each sample is independent from the others. Third, existing heuristics and formal methods can get incorporated in nested partitions-for example, to define a partitioning or sampling strategy. Successful demonstrations of nested partitions exist which combine general-purpose heuristics (like genetic algorithms) and special-purpose ones (heuristics for traveling salesman problem [14] ). Indeed, it can be thought of as a metaheuristic that guides the search through a hybrid combination of various types of algorithms [15] . This is an important feature to achieve parallel CAD because it can build upon the existing tools and strategies.
Depending on the target problem (e.g., traveling salesman [14] or product line management [16] ), implementation of nested partitions should be obtained by carefully defining how partitioning, random sampling, promise index, and backtracking should be done by utilizing specific features of the problem. This allows effective implementation of nested partitions with fast convergence (few backtracks) and high solution quality. Next, we discuss how this effective implementation can be achieved for the cell sizing problem.
Please note that nested partitions is a metaheuristic and it has not been proven to converge to the optimal solution in the general case; although under specific assumptions, [17] proves that the framework asymptomatically converges to the optimal one. Fig. 2 gives the general overview of cell sizing using nested partitions. In the first iteration, we start by selecting a subset (k) of the total number of cells (n). We consider all the size combinations of these k cells in the first iteration. If q sizes are available for each cell, we consider all the q k possibilities, each as a separate subregion. As an example in Fig. 2 , we consider the cells indexed 1-5 in the circuit (k = 5) and consider their size variables given by w 1 -w 5 . If only two sizes are available per cell (so q = 2), we will have 32 different size assignments to these five cells, hence 32 subregions.
IV. NESTED PARTITIONS FOR CELL SIZING

A. General Overview
At iteration i, we denote subregion j with R j i . Therefore, in the first iteration, the 32 subregions are denoted by R Using the help of random sampling, we may choose one of the subregions to be the next PR at iteration 1. For example, in At iteration i, once we define the subregions, we consider the remaining assignment to all the cell size variables to be the CR. Fig. 3 illustrates this point for the ten cells selected in the first two iterations. For example, in iteration 1, subregion R 1 1 is selected and divided into 32 subregions in iteration 2. Then, in iteration 2, subregion R 1 2 is selected. Therefore, in iteration 3, the CR is composed of subregions R 2 from iteration 2. Therefore, the CR not only captures the assignments of the unprocessed variables but also captures the assignments of the processed variables that were not selected. Therefore, the CR is stored as the union of the subregions of previous iterations which were not selected.
Given the definitions of PR and CR, the overview of our cell sizing technique is given in Fig. 4 .
At each iteration, we take the current PR and divide it into many subregions by selecting k cells and exploring all their size combinations. We then apply random sampling from the set of unconsidered cell sizes which includes each of the subregions and the CR. This helps to assess the most promising size assignment for the k cells under consideration by incorporating the impact of the remaining cells. Using the random sampling information, we find the index of the next PR. If this is one of the existing subregions, we continue by selecting the next k cell sizes in the next iteration. However, if this index is found to be the CR, we need to backtrack to a previous PR.
Effective implementation of the aforementioned framework for cell sizing is not a straightforward procedure for the following reasons: At iteration i, since we explore all the size combinations of Y i , we hope one of the subregions to be the optimal assignment.
However, since we still do not know the impact of the remaining cell sizes (particularly at the first iterations), it would be challenging to choose the optimal assignment, and, if the next PR is not chosen correctly, many rounds of backtracking might happen, making the runtime of the algorithm very long.
Therefore, one of our contributions in applying nested partitions for cell sizing is effective partitioning and sampling scheme to decrease the number of backtracking and increase the likelihood of correctly choosing the PR. We elaborate in future sections as we discuss these steps in detail.
B. Steps
Before discussing the steps in nested partitions for cell sizing, we would like to introduce the "criticality factor" (CF) which is a quantity defined for a cell. This CF is used both during our partitioning and sampling steps to order the cells. At iteration i, for cell j ∈ Y i Z i (the in-processed and not-processed cells), we define the CF, CF j as
Here, S N j is the slack of cell j-difference between its arrival time and its required arrival time-which is normalized to be between zero and one over all the cells in Y i and Z i . To compute the slack, a timing analysis is conducted by fixing some of the cell sizes based on the current region under consideration while setting the remaining ones to their minimum size, as we will elaborate later. Furthermore, in the expression, δ D j and δ C j reflect the change in delay and cost of cell j for sizes w max j and w min j , respectively. Our criticality expression is a variation of sensitivity-based factor which has been used in several cell sizing papers such as [10] and [18] .
1) Partitioning: As Fig. 5 shows, we first find the most timing critical path (given in bold) from which we select the cells that are considered in the current iteration. To find the most critical path, we fix the sizes of the cells that were considered in the previous iterations and temporarily set the sizes of the remaining cells to minimum. We then select the k cells for partitioning which have the highest value of CF. During partitioning, we make the size combinations of these k cells to be our subregions. As we will show later, selection of the cells from the critical path allows easier identification of the promising size assignment because we only need to assess the impact of the remaining cell sizes on timing from a small neighborhood.
Algorithm 1 explains the partitioning procedure. We identify the critical path (denoted by P l i ) in the circuit if each w j / ∈ X i takes its minimized size w 
Set Y i to the size variables of the k cells with the highest values of criticality (w j ∈ Y i if j ∈ P l i and w j / ∈ X i ); stop=false. 5) Return Y i and the stop flag.
The algorithm returns the "stop" flag which is set to true only if the delay of P l i is feasible, assuming X i = R b (i−1) and minimum size Y i . In this case, Y i is the optimal assignment because it yields to a feasible solution with minimum cost. Note that the implicit assumption here is that minimum size results in minimum cost. We will discuss this assumption later. These X i and Y i assignments are possibly the global optimum, if they are not found to be suboptimal during the sampling of the CR. We use the "stop" flag to define the stopping criteria.
In the aforementioned algorithm, please note that, since all our cells are selected from the critical path P l i , they all have the same slack. Consequently, in the definition of CF given in (2), these cells will have the smallest slack (or a normalized slack of zero). While this might seem a redundant term to have in the definition of criticality, we note that we use the same expression during sampling in which we also consider the cells with different slack values which might not be on the critical path. Therefore, in effect, during partitioning, the cells on the critical path are solely ordered based on the change in delay per change in cost from the current critical path. Please note that, if we consider two cells of the same type on the critical path, they might still have different change in delay because they might have different output loadings which we consider during our computation of CF.
Furthermore, note that, even though the CF is just a linear approximation of the actual dependence of the cell delay with respect to its cost (which, in reality, can be highly nonlinear), it just provides an ordering of the cells on the current critical path, to be considered for partitioning at the current iteration; a less-effective ordering might then translate into more iterations in nested partitions but can still yield to a good solution. Furthermore, we can reduce this error by considering only two consecutive sizes per cell to compute the CF. These two consecutive sizes can be the ones that are immediately before and after the sizes generated using continuous sizing. As we will discuss later, considering these two options during sizing can still generate high-quality results.
2) Random Sampling: This step is applied after partitioning at each iteration. We apply the following two types of sampling: 1) sampling each of the q k subregions and 2) sampling the CR. The objective of sampling is to get an estimate of the minimum cost solution that is attainable at each subregion, as well as at the CR.
This might require many number of samples, particularly at the first few iterations of nested partitions, since the majority of the cells have not been sized yet. If the sampling information is not a good representative of the attainable solution quality of each subregion, many rounds of iterations and backtracking can happen and significantly increase the execution runtime.
Our contribution here is to reach the practical implementation of random sampling by reducing the number of samples and yet correctly comparing the solution quality of different subregions. To achieve such a sampling, we take advantage of our partitioning scheme in which the cell sizes defining the current subregions belong to the same currently-critical path. We use the intuition that the impact of the cell sizes in current subregions can be assessed using the sizes of the cells which are in a small neighborhood around the current critical path. Therefore, only the cells that are included in this neighborhood should be sampled, and the number of samples can greatly be reduced. Fig. 5 shows this intuition. Next, we will discuss the sampling of the subregions and of the CR.
Sampling the subregions: To sample the subregions, we first identify only a subset of the unprocessed Z i variables for sampling. We denote this subset by S i . The remaining Z i variables will be set to their minimum size during sampling. Algorithm 2 shows the selection of S i . We first identify a set of primary outputs O, to which the current X i and Y i variables connect to. We then select all the nodes in the subtrees of O that are in Z i .
Algorithm 2: Finding candidate cells
2) Find a set of primary outputs {O|j
3) Find cells {l|l P O} and update
The selected S i for sampling represents the timing critical part of the circuit (critical paths and their neighborhood). This is because X i and Y i are chosen to be the most critical cells of the most timing critical path (when the remaining sizes are set to minimum). The remaining cells in Z i which are not in S i are set to a minimum size during sampling to have the smallest contribution to cost without affecting the feasibility. A particular challenge during sampling is to obtain feasible samples. Since the set S i is in the timing critical portion of the circuit, it is possible that a random assignment to S i violates the timing constraint. Our sampling scheme can effectively generate samples with low cost which are all feasible.
Algorithm 3 shows the sampling of a subregion j at iteration i. It returns an estimate of the minimum cost which is attainable at region j. This minimum cost is denoted by RC j i . 
Algorithm 3: Sampling subregion j at iteration i
We first set X i Y i = R j i and Z i to their minimum sizes. At this point, we have an infeasible assignment. We then apply sampling in M rounds. At each round, we randomly increase the size of the cells with the highest CF [see (2) ], one by one until the resulting circuit timing becomes feasible. We record the corresponding cost and return the minimum cost over all the M samples (i.e., the best sample at a subregion). Later, we compare the best samples of different subregions and CR to decide the next PR. This sampling procedure can quickly identify feasible and low-cost samples by starting from the minimum-cost state based on the current variable assignment and randomly upsizing the cells in the order of their CF to reach the feasible solution.
Sampling from the CR: Fig. 3 shows that the CR is stored as the union of the subregions which were not selected in the previous iterations. When sampling the CR, we can sample each of the subregions inside the CR with uniform probability. Considering one subregion inside the CR which might have been encountered at iteration j < i, the assignment of X j and Y j is known and stored as part of the CR. We can fix those and then sample the remaining cells in that subregion. This procedure samples the entire CR.
We can sample all the subregions inside the CR with uniform probability. However, as we proceed to more iterations, the size of the CR also grows, and, consequently, we would require a very large number of samples to achieve a good assessment of the CR. Therefore, in our implementation of nested partitions, we adopt a more limited sampling scheme of the CR which is explained next. Consider Fig. 6 (a). Here, "start" is iteration 1 in which we define eight subregions. The current iteration is three in which the PR 1 is divided into eight subregions. To sample the CR, we fix the X 2 variables. This corresponds to the assignment of subregion 1 at iteration 2. We first sample the Y 2 variables, making sure it is different than the assignment of PR 1 at iteration 3 (which was subregion 1 at iteration 2). We then generate samples for Z 2 variables. We collect M samples that are similar to the PR. In effect, we sample subregions 2-8 at iteration 2 one more time and compare if their best sample is any better than subregions 1-8 at iteration 3. This procedure allows allocating enough number of samples to the subregions by only sampling "the lowest level" of subregions inside the CR. As we will discuss later, during backtracking, it is still possible that we reach the other portions of the CR in the future iterations.
3) Promise Index: During sampling, we record the minimum-cost feasible sample. We denote this assignment by R 
If b = CC, we set subregion b as the next PR. We combine the remaining subregions and the CR to be the next CR.
4) Backtracking:
If b = CC, we look up the subregion inside the CR which gave the best sample. We set X i as given by R CC i and move to a new partitioning step at the next iteration. Fig. 6 shows the backtracking procedure. In this example, we backtrack from PR 1 at iteration 3 [ Fig. 6(a) ] to the CR. We backtrack to subregion 8 of iteration 2 and set it to the next PR [ Fig. 6(b) ]. We then proceed to the next iteration by defining new partitioning as shown in Fig. 6(b) .
Recall during sampling that we always sample from those subregions inside the CR which were stored in the latest iteration (lowest level). Using this procedure, we can only backtrack to the subregions which were one level above. If backtracking occurs, during sampling of the next iteration, it is possible to further backtrack to a subregion from a higher level. In summary, if backtracking becomes necessary, we backtrack to only one level higher; however, if further backtracking becomes necessary in future iterations, it is possible to reach the higher levels of the nested partitions tree. Our backtracking procedure allows allocating enough number of samples because the number of subregions inside the CR which are considered for sampling is always fixed (eight in our example). We will further discuss backtracking in the simulation result section.
C. Stopping Condition
If, during an iteration, the "stop" flag is set to true by algorithm 1, we have found the minimum cost assignment for a given X i . We then apply random sampling and find the promise index. If the promise index is not the CR, PaRS terminates. If the aforementioned never happens, we continue the iterations until all variables are processed. Therefore, in the latter case, iteration i is the last iteration if |Z i | = 0.
D. Current Limitations and Future Extensions
Our specific implementation of nested partitions tailored for cell sizing is due to the following three aspects: 1) partitioning based on the selection of cells from the current critical path; 2) sampling from a small neighborhood around the current critical path; and 3) backtracking to only one level higher inside the CR to reduce the number of required samples.
During partitioning and sampling, we can better assess the impact of the size combinations on delay and cost, because of selecting those cells for sizing which are the more critical ones on the same critical path. More importantly, by focusing on a critical path, the impact of the remaining cell sizes on the circuit delay should only be considered within a small neighborhood around the critical path. This allows significant decrease in the number of required samples.
For cost evaluation for each sample, the remaining unfixed cell sizes outside the neighborhood of the critical path will be set to their minimum sizes. This is based on our implicit assumption in this paper that smaller size corresponds to smaller cost. This generates two limitations in our framework which we will discuss here.
The first limitation is that, by constraining the sampling to a small neighborhood, the overall cost that is attainable at each subregion might get incorrectly assessed. This is because we set the cell sizes outside the neighborhood to the smallest size during sampling based on the assumption that smaller size will result in smaller cost. This helps us to compute the minimum cost that can be introduced by the unsampled cell sizes in the computation of the overall cost. This assumption might not be true depending on the cell library or technology. Furthermore, due to slew constraints for some cells, it might just not be possible to assign the smallest cost to the cells that will not be sampled. The second limitation is that assigning the minimum size to the unsampled cells might result in infeasible timing.
Our current work is not addressing the aforementioned limitations which might, in turn, result in more number of backtracks, although our simulation results are promising. In practice, slew constraints might get provided per cell to ensure that a feasible delay will be attainable. We can then extend our framework to assign the cell size that results in a minimum cost under the provided slew constraint per cell. This gives the minimum feasible cost corresponding to the unsampled cells, and we can still apply our proposed procedure to limit the sampling to a small neighborhood to reduce the number of collected samples.
In this paper, we assign a uniform probability to sample difference sizes of a cell. Furthermore, during sampling of the CR, we assume sampling of all the sizes with uniform probability. However in our simulations, we show near-optimal results are attainable when sampling only two sizes per cell, which are the two discrete sizes around the solution generated using continuous sizing. Using this observation, we can enhance our sampling procedure by implementing a weighted sampling scheme. Our simulation results show that, in the optimal cell sizing solution, most of the cells will have a size which is close to the size generated by continuous sizing. We can incorporate this observation and develop a weighted sampling scheme during which we define a higher probability for a cell to be assigned a size that is close to the size of continuous sizing. In this scheme, the remaining sizes will still have a positive but lower probability to be used during sampling. This helps achieving more useful and feasible samples and, in effect, reduces the number of samples.
Finally, in our implementation of cell sizing, we do not make any assumption on the available sizes, their number, or distance from each other per cell. In applications such as sizing at the post-placement stage, limited space might be available to obtain a legal size per cell. In such case, we can first decide on a range of acceptable sizes per cell based on the current placement solution. This can be done, for example, by examining the amount of white space within each row of a standard cell. We can then apply PaRS for the filtered set of identified sizes.
V. BRANCH-AND-BOUND FOR CELL SIZING
We use BB to find the optimal solution for cell sizing. This allows us to later assess the quality of the solution using nested partitions with respect to the optimal one. Given the potentially huge solution space of BB, it might not be feasible (with respect to runtime) to generate the optimal solution at all. Here, we introduce effective (cell sizing dependent) rules for variable ordering during BB to achieve more effective pruning of the infeasible/suboptimal solution space. Later, we will also discuss how our BB can be implemented on a large-scale grid and run in parallel. These two components (i.e., custom variable ordering and parallel implementation) are the main reasons we can generate the optimal solution using BB in our simulations. In this section, we first give a brief overview of BB for cell sizing and then explain our custom implementation of BB.
A. BB for Cell Sizing
To apply BB, given a level i of the search tree, we compute a lower and an upper bound for each node at level i. We then prune the inferior nodes using the lower and upper bounds. At each node of BB, we have assignment of size variables for some of the cells and some unassigned variables for the remaining cells. We solve continuous sizing on the unassigned cells to find a lower bound (LB) on that node in the BB tree. Continuous sizing is done by writing a formulation for the unassigned variables given the values of the assigned cell sizes (see Section II). We solve continuous sizing using MOSEK in this paper [19] . We also use the solution of nested partitions as an upper bound for all the nodes in the BB tree. This upper bound (UB) is not only a feasible solution (which is a required condition) but also a very good one (as we show is near optimal). This helps BB to generate the optimal solution faster. We compare these with the current bounds found so far and determine if the node can be pruned out or if the current (lower) bound can get updated to a tighter value. If the node is not pruned out, we further branch on the node.
Furthermore, details about general BB can be found in [20] . In our implementation for cell sizing, we first apply exhaustive search until we reach a level L, after which we apply BB. We did not obtain any effective pruning at the prior levels using BB. This is because, if level L is small, we do not have enough variation of cell size combinations to generate the effective UBs and LBs that can result in pruning of the inferior parts of the solution space.
B. Customized Rules for Effective Pruning
Similar to BB, we always select k cells and explore all their size combinations at each level i in the BB search tree. For example, in Fig. 2 , we select variables w 1 -w 5 at first. Here, we give two rules on the selection of the variables at each level of the BB tree, which are listed in the following: 1) Longest Path Rule (LPR): Here, we choose the k variables that are similar to the partitioning step of PaRS given in algorithm 1. We set all the unprocessed size variables to a minimum size and identify the most timing critical path P l in the circuit. We then select the top k variables with the highest CF on this path. In the consecutive iteration, we select the next k variables from the same path P l until all the variables on P l are processed. This "depthwise" variable ordering helps identifying the large infeasible portions of the search space faster. Note that this variable selection scheme is not exactly the same as in the partitioning step of PaRS in which we dynamically update and select the critical paths at each iteration; 2) Nearest Neighbor Rule (NNR): After all the cells on P l are selected, we choose the cells that are "neighbors" of P l which are {∀w l |fanin(l) ∈ P l, l / ∈ P l}. The reason is because, at this point, we already explored the feasible assignments on P l assuming their neighbors have minimum size. Increasing the size of neighbors further makes many of those assignments to become infeasible and allows significant pruning. Once such neighbors are explored, we apply the LP R to find another critical path. We tried other pruning rules that are based on breadthwise ordering of size variables but did not find them useful for the pruning of the infeasible regions. Table I shows the evaluations of our rules on the largest benchmarks. The results are similar for smaller benchmarks. We applied them to an exhaustive search algorithm and did not apply BB. Columns 2 and 3 give the total search size (T S) and our search size (SS) when LP R and NNR are applied. When choosing k = 5 variables using LP R and NNR, out of the q k possibilities, we found only r 1 and r 2 to be feasible at each node for LP R and NNR, respectively. The average percentages of (r 1 /q k )% and (r 2 /q k )% are given in columns 4 and 5 for q = 2 and k = 5. As can be seen, these two rules for variable selection allow eliminating a large portion of the q k assignments at each branch on average. Column 6 reports the average of the levels corresponding to the times when processing stops at the branches in the BB tree. For one branch, processing stops when the optimal solution is found at that branch or if no solution is found at all. After processing the cells using LP R and NNR, we apply BB on the remaining cells.
C. Efficient Checking for the Best Objective Value
At each node in the search tree, we initially check if we can obtain a feasible solution when we set the unprocessed sizes to a minimum size. If we find such minimum-cost feasible solution, we do not branch on that node further. This is based on our power models in which the minimum size assignment also corresponds to the minimum cost.
VI. COMPARISON WITH A RECENT SIZING APPROACH
Another recent work on cell sizing is [5] . The algorithm in [5] can be categorized into three steps. A circuit graph is first partitioned into stages by performing breadth-first traversal, and these stages are processed in breadth-first order from the primary input. Inside a stage, a dynamic programming algorithm is applied to search the solution systematically, and a pruning stage is performed to remove inferior solutions. Note that this three-step algorithm is a sequential approach and is very difficult to be parallelized; one stage can be processed only when the stage immediately before it is finished. On the other hand, our customized nested partition approach can fully be parallelized; at one iteration, the current PR is partitioned into k subregions, and these subregions can be processed independently. Furthermore, our sampling procedure provides another level of parallelism. Therefore, we would like to further highlight the importance of having an embarrassingly parallel framework. We provide more discussion on comparison with [5] in our simulations.
Furthermore, as we verified by simulation, there is a high correlation between the sizes generated from continuous sizing and the optimal discrete cell sizes. This assumption has also been utilized in [5] . In such case, we consider only two sizes for each variable, which are the ones that are immediately before and after the solution obtained from continuous sizing in the library for that cell. We can apply BB-2 for our customized BB using two variables. For PaRS, we also considered the variation with two sizes. We modified our algorithms such that, during partitioning and sampling of the subregions, we assumed two sizes for each variable. However, during sampling of the CR, we sampled all the sizes.
VII. PARALLEL IMPLEMENTATION
We now discuss the parallel implementation of PaRS and BB on a grid of heterogeneous CPUs. We first explain our framework for managing the machines in a heterogeneous grid. We then discuss specific considerations for the efficient parallel implementation of BB and PaRS.
A. Condor System for High-Throughput Computing
Condor system [9] manages the collection of machines in a network to achieve high-throughput computing. The default policy is to assign jobs to CPUs in the network while their owners are away. Consequently, a large computational power is available by exploiting these otherwise-unused cycles without interrupting the machine owners. One Condor feature known as "flocking" allows jobs from a Condor pool to get transferred to another pool, perhaps in another geographical location. Another feature is "glide-in" which allows new computational resources to join a Condor pool. These features promote large-scale (and green) computing.
B. MW-Enabling Grid-Based Optimization
MW is a software framework for parallel computing which is built on top of the Condor system [8] , [20] . The concept is that we first break up a large computation into several small tasks to be executed in parallel. Then, a "master" processor sends these tasks to the "worker" processors and retrieves the results when the tasks are finished. Note that these tasks cannot communicate with each other directly. Fig. 7 shows the MW framework to maintain a task list and the relationship between master and worker processors. Note that the master processor is owned by us and cannot be interrupted. Together with Condor, MW provides a dynamic and opportunistic framework for the management of computational resources for the implementation of parallel algorithms.
Using the Condor system, the communication between master and worker machines can be implemented by generating "submit files" in specific format and submitting them to Condor for processing. Using the submit files, we can interact with Condor to find the computing resources for the tasks, to handle communication between master and worker, and to reassign tasks if job migration is necessary. Fig. 8 shows the sample submit files. We can generate a master and a worker submit file Fig. 7 . Using the MW framework, we can dynamically queue the tasks and allocate the computing resources. which will be queued under Condor to be processed with other shared jobs in the network. These files include information such as the specification of the target CPUs that should be allocated and the names and arguments of the executable files that should be run by the workers. Instead of using the submit file, we use the C++ application programming interfaces (APIs) of the MW framework which provide the same capability more conveniently.
C. Implementation of Parallel PaRS Using MW
PaRS is an ideal (embarrassingly parallel) optimization algorithm to be implemented using MW. The computation on each subregion can be considered as a task to be done by a worker processor at each iteration. We have q k workers for q k subregions and one master processor that receives the information from the workers and decides the next PR. We also have one (or more) workers that apply sampling of the CR.
More specifically, there are two types of workers at an iteration: those assigned to the subregions and those assigned to the CR (note that there can be more than one worker assigned to the CR). A worker performs the following tasks when assigned to a subregion: 1) it receives X i and Y i variables indicating the information about the cell sizes corresponding to the current subregion; 2) it performs sampling of the subregion; and 3) it passes on the value of the minimum cost corresponding to the best sample to the master processor. The workers assigned to the CR are each assigned to a few subregions stored in the CR from the previous iterations. In the example in Fig. 6 , since seven subregions inside the CR will be sampled at each iteration, we can assign seven workers to take care of sampling the CR in parallel. Each such worker applies sampling to its assigned subregions and passes the best sample to the master processor. The master processor determines the best sample from the workers in the subregions and CR to find if backtracking is necessary. If not, it determines the index of the next subregion.
D. Implementation of Parallel BB Using MW
In parallel BB, the workers compute the upper and lower bounds for the nodes of the search tree. The master receives the bound information from the workers and applies pruning to decide the next set of workers. The master also applies custom variable ordering that we discussed before, assigning tasks to workers. The main issue in the parallel implementation of BB is the exponential increase in the number of nodes in the search tree in two consecutive levels [8] . Here, the master initially allocates as many workers as possible and assigns tasks to them. When moving to a new level at the search tree, if the number of workers is not sufficient, the master maintains a list of current tasks and their corresponding workers. It also maintains a list of tasks to be assigned upon the availability of resources. If a current task is terminated and its worker becomes free or if a new resource becomes available in the network, the master allocates this as a worker and assigns a new task from the wait list. Fig. 7 illustrates this process. Using MW, we can dynamically assign workers in an opportunistic manner.
E. Communication Overhead
There are three major types of data exchange between the master and a worker: 1) scalar bounds; 2) the variables to be processed; and 3) the netlist information, delay, slew, and leakage models. The latter is the only significant source of overhead.
In current implementation, we send all the information to the worker once it is allocated but reuse each worker as much as possible. Therefore, if a worker will later on process another subregion, it still can use the same information, and no more data communication will be necessary.
In addition, every time a worker is used for a new task, we send to it the new variable assignments. This communication process can get accelerated if the master computes the difference between an old and a new variable assignment that should be sent to a worker and only sends an update.
VIII. SIMULATION RESULTS
We used a standard-cell 90-nm library provided by TSMC library and initially obtained convex cell delay and leakage power models using curve fitting that is similar to that in [5] , [12] , and [21] . For details on convex modeling, please refer to [12] and [21] . For convex fitting, we used the nonlinear regression tool of [22] . Convex delay/power models are necessary in continuous sizing which can be used to bias the search. Our cost was a linear combination of area and power [see (1)]. The number of sizes per cell in the library varied between three to ten and, on an average, was 4.48. We implemented the following approaches: 1) LB: This is continuous sizing assuming each cell size i is a continuous quantity within S min i
and S max i provided by the library. We use the continuous sizing solution as an LB for minimum attainable cost. LB is solved as a convex program using MOSEK (see Section II). We used the APIs provided by MOSEK in conjunction with our C++ code; 2) NR: This is the nearest rounding (NR) approach. We round the solution of LB to the closest size. This solution violates the timing. We then upsize the cells one by one based on their CF [see (2) ] until the delay is satisfied. We update the CFs of all the cells every time a cell is upsized; 3) GR1: This is a gradient-based approach. First, all the cells are set to a minimum size. Then, they are upsized one at a time. Upsizing is based on the CF using the current size and the cost of the immediately larger size for the cells. After each upsizing, one incremental timing analysis is done to update the CF values; 4) GR5: This is similar to GR1, only the timing analysis and update of the CF values are done after every five upsizings; 5) PSA: This is parallel simulated annealing. We run the variations of simulated annealing implementation with different random seeds on 20 CPUs. In our simulated annealing implementation, we start from the solution of continuous sizing and use GR5 to quickly get a feasible solution as the starting point. Then, at each iteration of simulated annealing, we apply a random downsizing (for cost improvement) followed by a random upsizing (to ensure getting a feasible solution). During downsizing, we go through the cells exactly once on the order of their CFs and randomly decide if each should be downsized. We then go through the cells on the order of their CF again and randomly upsize them until the timing constraint is satisfied. We also make the probability of downsizing (for cost improvement) higher for the higher temperatures; 6) BB-ALL: This is parallel BB using all the discrete cell sizes in the library which generates the optimal cell sizes; 7) BB-2: We also apply BB assuming each cell has only two sizes (BB-2) which are the ones immediately before and after the solution of LB. Refer to Section VI for more details. We verified via simulation that the percentage difference between the sizes generated by BB-ALL and BB-2 for each cell is low; 8) PaRS (our work): We selected two as described for BB-2.
We chose k =4 variables which are the number of selected cells for partitioning at each iteration. We also assumed two sizes per cell similar to BB-2, resulting in 16 subregions at each iteration. We collected M = 100 samples at each iteration for the subregions and for the CR. The subregions were processed in parallel, but, in our implementation, the sampling step was done serially.
Parallel implementations of BB-ALL, BB-2, and PaRS were done using Condor and MW software on the grid of ComputerAided Engineering at the University of Wisconsin-Madison. The site featured 179 Intel/Linux CPUs, and it flocked to the site of Computer Science in case no CPU was free. The master machine had a 2.2-GHz processor with a 2-GB memory running Linux. Our program and MW APIs were in C++. We used ISCAS85', '89, and '99 combinational and sequential benchmarks which were synthesized using Synopsys Design Compiler. The timing constraint in our simulations was decided as follows. We first find T , the circuit timing of the case when all the cells have a minimum size. We defined the timing constraint in our simulations empirically as 0.75T . We found out that any smaller timing constraint made the continuous sizing solver not to generate a feasible solution for most of the benchmarks. Our timing constraint was, therefore, very stringent.
Comparison of the Total Cost: Table II reports the total cost of each approach. Columns 3-8 list the percentage difference between BB-2, NR, GR5, GR1, PSA, and PaRS from the optimal one (BB-ALL). On average, NR, GR5, GR1, and PSA are 12.6%, 14.86%, 10.69%, and 6.76% away from the optimal one, while we are within 1% of the optimal one. BB-2 also generates near-optimal solutions. All timing constraints were met.
Note that NR and GR5, GR1, and PSA all behave inconsistently over the benchmarks. Over the 20 benchmarks, in ten cases, the solutions of NR, GR5, and GR1 were all more than 9% away from the optimal one. For S9234, these three approaches were at least 34.6% away from the optimal one, which is very significant. Furthermore, PSA was also away from the optimal one by more than 9% in four benchmarks (c1908, c3540, c9234, and b20). On the other hand, the maximum error of PaRS was only 2.33% over all the 20 benchmarks. We therefore conclude that PaRS robustly generates a nearoptimal solution for a variety of benchmarks, while the other approaches all perform inconsistently.
In GR5, GR1, and PSA, part of the reason for suboptimality is the use of CF which depends on the change in the cell delay per change in its cost. The change in a cell delay might not necessarily translate in the same amount of change in the circuit   TABLE III  COMPARISON OF RUNTIME (IN SECONDS) delay, leading to an erroneous solution. Alternatively, if the CF was defined based on the change in the circuit delay, a separate timing analysis would have been needed per cell for the estimation of each CF value which would have made the runtime of the algorithm impractical.
Please note that, in our simulations, achieving a near-optimal solution quality by using only two sizes might be a function of our chosen library sizes, types of gates used during synthesis, and other implementation factors.
Comparison of Runtime and Number of Workers: Table III reports the (wall clock) execution runtimes. The unit of runtime is seconds, and the runtimes include all the communication overhead. PaRS is done in seconds, whereas BB-2 and BB-ALL are done in hours or even days. The average runtime improvements of PaRS over BB-ALL and BB-2 were 1211X and 56X, respectively. Compared to the other approaches, for the first 15 benchmarks that were smaller in size, GR1 and GR5 were done in 1 s, while the maximum runtime of PaRS was 50 s (still a small number). Overall, PSA was the slowest compared to GR1, GR5, and PaRS and had a maximum runtime of 149 s for the first 15 benchmarks. For the final five benchmarks which were the largest, PaRS has a comparable runtime to GR1 and for b18, it even achieved a 22X runtime improvement (27341 s versus 1117 s). PaRS was still slower than GR5, but the solution quality of GR5 was significantly worse than PaRS (and of GR1). The runtime gap between PaRS and PSA closes for the last five benchmarks, and PSA becomes faster than GR1. Overall, PaRS consistently has better runtime than PSA. Column 8 reports the number of backtrackings in PaRS which varied between 0 and 11. It was, on average, 2.3 over the 20 benchmarks.
Table IV also reports the total number of worker CPUs for the parallel approaches. We report both the maximum and average number of workers. The maximum corresponds to the total number of allocated workers while the program was running. The average corresponds to the average number of workers over the runtime of the program. The maximum number of workers in BB-ALL and BB-2 were 192 and 187, respectively. PaRS used only 20 workers in which 16 workers were allocated to 16 subregions, along with four workers that were assigned to the CR. In C432 and C880, the number of workers in PaRS were 16 and 19, respectively. This is because of the small size of these benchmarks; the program terminates before all the workers of the CR are allocated on the grid. Furthermore, PSA had 20 worker CPUs which were instantiated with different random seeds.
Table IV also reports the multiplication of runtime T and the average number of workers W for BB-ALL, BB-2, PSA, and PaRS. As can be seen, PaRS provides the best value in terms of both runtime and number of CPUs.
Considering this with the solution quality and runtime numbers, we conclude that, overall, PaRS reaches the best tradeoff in terms of solution quality (gets near-optimal quality) and runtime (better than all the parallel approaches in all the benchmarks and the sequential approaches for larger benchmarks) while considering the number of CPUs. We would like to note that, at each iteration of PaRS, we consider many subregions but only select one (while aggregating the rest in the CR). We do not consider this to be a "waste" of computing resources because, overall, we get better solution quality and faster runtime with a small number of CPUs.
Comparison of Runtime Scalability: Fig. 9 shows the runtime plots as a function of the number of cells over the benchmarks (except S1488 and C3540). As can be seen, PaRS is the most scalable.
Note that the plots are all for parallel implementation. Without parallel implementation and dynamic resource allocation, the scalability of BB-2 and BB-ALL was significantly worse.
Compared to [4] , we had better runtime for all the benchmarks; however, it is not fair to compare the runtime since we used different library and had different cost function (area/power). Instead, we would like to emphasize the runtime scalability. The runtime of C432 and C7552 reported in [4] are 31 and 3083 s, respectively, and the runtime increment of C7552 over C432 is about 99. On the other hand, the runtime increment of these two benchmarks in our approach is only 14. This is an example to show that our approach can potentially provide better runtime scalability.
Effect of Varying the Number of Workers in PaRS:
In the implementation of PaRS, we set k = 4, so we chose four cells at each iteration for sizing and had 16 subregions for two cell sizes. This value of k was empirically set based on our benchmarks. We observed not to have too many combinational logic levels for the longest paths in our benchmarks. The value of k = 4 was covering about 25%-30% of the length of the longest path at each iteration.
We also experimented with increasing k to five and six. Fig. 10 shows the total cost obtained for the three values of k. These costs are normalized to the cost corresponding to k = 4. These costs are shown for the last ten benchmarks in Table II , and the behavior over the remaining benchmarks was similar. As can be seen, a slight decrease in cost can be achieved by increasing k. However, this decrease is within 2% and, in most cases, within 0.5% of k = 4. Therefore, our choice of k is more desirable as it yields to fewest number of worker computers. 
IX. CONCLUSION AND FUTURE WORK
We have presented PaRS, a parallel and randomized algorithm for cell sizing. It is scalable and achieves a near-optimal solution within seconds for benchmarks of varying sizes and topologies using only 20 CPUs. We have also presented a parallel and custom BB algorithm for cell sizing which uses up to 200 CPUs to find the optimal solution. Overall, the combination of partitioning and random sampling of the solution space in PaRS is the key in effectively identifying the promising search direction to the optimal solution, thereby achieving significant speedups without losing optimality using only 20 CPUs. We feel that formulating nested partitions is a suitable solution for parallel CAD which can work with a reasonable number of CPUs. Furthermore, nested partitions is a hybrid framework which allows integration of other heuristic and formal approaches to cell sizing. This, again, is a nice feature for parallel CAD which is based on the reuse of existing algorithms.
In the future, we plan to find parallel solutions to other CAD problems and also explore a heterogeneous grid in which each grid node could be a multiprocessor. We would also like to consider more interesting extensions such as combined sizing with buffer insertion, as, often, a suboptimal sizing with buffering might be a more effective approach to solely sizing to fix timing violations. We can extend our nested partitions implementation to add new variables for buffering, and the current work is the first step toward that direction.
