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Resumen
La lógica borrosa ha conseguido en un breve periodo de tiempo revolucionar la tecnología mediante la conjunción de los
fundamentos matemáticos, la lógica y el razonamiento. Su inherente capacidad de hibridación y su robustez intrínseca han permitido
a la lógica borrosa cosechar numerosos éxitos en el campo del modelado y el control de sistemas, impulsando el control inteligente.
En este artículo se estudian los sistemas borrosos híbridos más usuales y su importancia en el campo del modelado y control de
sistemas dinámicos. El trabajo presenta varios ejemplos que ilustran, para diferentes técnicas de hibridación, cómo éstas potencian
las cualidades innatas de la lógica borrosa para el modelado y control de sistemas dinámicos. Así mismo, se incluyen más de
ciento cincuenta referencias bibliográﬁcas que permitirán al lector interesado profundizar en el campo de la lógica borrosa, y más
concretamente en el de sus técnicas de hibridación con aplicación al modelado y control borroso. Copyright© 2014 CEA. Publicado
por Elsevier España, S.L. Todos los derechos reservados.
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1. Introducción
En 1965, el profesor de teoría de sistemas de la Universidad
de California (Berkeley), Lotﬁ A. Zadeh, publicó su famoso ar-
tículo Fuzzy Sets (Zadeh, 1965). En este trabajo presentó a la
comunidad cientíﬁca internacional la idea de conjunto borroso,
y por extensión, de lo que se conocería como lógica borrosa
(aunque parece ser una traducción que está en desuso, también
hay autores que emplean el término lógica difusa). El traba-
jo precursor de la lógica borrosa fue el resultado de una idea,
mencionada por el profesor Zadeh en 1962 (Zadeh, 1962), so-
bre la necesitad de crear un nuevo tipo de matemáticas, unas
matemáticas que permitieran expresar el conocimiento humano
en términos distintos a las distribuciones de probabilidad. Des-
de entonces, el término lógica borrosa, o fuzzy logic, ha sido
empleado desde dos puntos de vista diferentes: por un lado, la
forma estricta del término hace referencia a un sistema lógico
que generaliza la lógica clásica para admit ir el razonamiento
impreciso o bajo incertidumbre; por el otro, en un sentido más
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amplio y muy comúnmente utilizado, la lógica borrosa engloba
todas las teorías y tecnologías que emplean conjuntos borrosos.
En cualquier caso, la lógica borrosa ha conseguido en un breve
periodo de tiempo revolucionar la tecnología e impulsar la in-
teligencia artiﬁcial mediante la conjunción de los fundamentos
matemáticos, la lógica y el razonamiento.
Durante la primera década de vida de la lógica borrosa, los
nacientes grupos de investigación fueron incorporando al cam-
po borroso las estructuras matemáticas típicas, formalizando
su desarrollo: relaciones, funciones, grafos, grupos, autómatas,
gramáticas, lenguajes, algoritmos y programas. Así, Bellman
y Zadeh (1970) trabajaron en sistemas de toma de decisión en
entornos borrosos, Lakoﬀ (1973) estudió el problema desde un
punto de vista lingüístico, Goguen (1969) investigó sobre meto-
dologías para la caracterización de estructuras matemáticas bo-
rrosas, Smith y Sugeno trabajaron en medidas borrosas (Smith,
1970, Sugeno, 1974), Dunn y Bezdeck en clasiﬁcación borrosa
(Dunn, 1973, Bezdek y Dunn, 1975), Negoita (1969, 1974) en
la recuperación de información borrosa y Zimmermann (1976)
estudió la optimización borrosa. Desde España también hubo
algunas aportaciones, como el estudio sobre la borrosiﬁcación
algebraica y los sistemas topológicos realizados por los investi-
gadores Sols y Meseguer (Meseguer y Sols, 1975, Sols, 1975).
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Una de las características más importantes de la lógica bo-
rrosa, es que permite la utilización del lenguaje natural para
representar el conocimiento sobre un sistema mediante lo que
se denominan variables lingüísticas. Estas variables toman va-
lores borrosos, valores deﬁnidos mediante conjuntos borrosos,
los cuales son caracterizados por una etiqueta lingüística. De
esta forma, el signiﬁcado de una variable lingüística puede ser
interpretado como una restricción elástica de su valor, es de-
cir, un valor dotado de imprecisión. Esta característica permite
la realización de modelos cualitativos de gran valor en diferen-
tes campos del saber, debido fundamentalmente a su capacidad
de reﬂejar de forma fácilmente interpretable fenómenos muy
complejos y difícilmente modelables de forma analítica (Gran-
de et al., 2005, Andújar et al., 2006a, Aroba et al., 2007, Jimé-
nez et al., 2009).
Desde el punto de vista del control, S. Assilian y E. H.
Mamdani, del Queen Mary College de Londres, establecieron
en 1974 el primer hito en cuanto a aplicación industrial de la
lógica borrosa, el ya histórico primer controlador borroso basa-
do en reglas lingüísticas de un generador de vapor (Mamdani
y Assilian, 1975). Este sistema de control basado en lógica bo-
rrosa fue uno de los frutos de la Tesis Doctoral de S. Assilian
(Assilian, 1974), y supuso uno de los grandes impulsos que re-
cibió la lógica borrosa en sus inicios, los cuales le permitieron
pasar de un marco teórico a aplicaciones industriales reales en
sólo unas décadas.
Desde el momento en el que la lógica borrosa se hizo popu-
lar a nivel industrial, se comprobó que el desarrollo de un con-
trolador borroso con un buen rendimiento no era una tarea sen-
cilla. La búsqueda de las funciones de pertenencia y las reglas
adecuadas son un proceso tedioso de prueba y error, aún más en
sistemas complejos. Además, era necesario poseer algún meca-
nismo de adaptación o aprendizaje que reajustase los controla-
dores a las lentas modiﬁcaciones de los sistemas reales (des-
gastes, holguras, etc.). En este contexto, y con las redes neu-
ronales ya bastante desarrolladas (Widrow, 1959, Rosenblatt,
1962, Anderson et al., 1977, Hopﬁeld, 1982, Grossberg, 1987,
Kohonen, 1988), los eﬁcientes algoritmos de aprendizaje de las
redes neuronales se presentaron como la solución ideal para au-
tomatizar este proceso de diseño. Así, Hayashi y Takagi (1988)
desarrollaron el primer algoritmo que empleó una red neuronal
para diseñar las funciones de pertenencia de un modelo borro-
so, creando el primer sistema neuro-borroso. La hibridación de
estas dos técnicas se impulsó notablemente a principio de la dé-
cada de los 90 con los trabajos de Jang (1991, 1992, 1993), Lin
y Lee (1991), y Berenji y Khedkar (1992). Desde entonces los
sistemas neuro-borrosos han permitido combinar la capacidad
de adaptabilidad de las redes neuronales con la interpretabilidad
y robustez intrínseca de los sistemas borroso (Pok y Xu, 1994,
Vélez et al., 2010). Pero esta no es la única hibridación a la
que se ha sometido a la lógica borrosa, también se ha integrado
con algoritmos genéticos y bioinspirados (evolutionary compu-
ting), con técnicas probabilísticas (probabilistic computing), y
con las herramientas tanto clásicas, como el consagrado PID
(Ying et al., 1990, Zhao et al., 1993, Santos et al., 1996, Mudi
y Pal, 1999, Tang et al., 2001), como modernas de la teoría de
control (Albertos y Sala, 2004), convirtiéndose en una de las
herramientas principales del denominado Control Inteligente1.
Los sistemas borrosos híbridos permiten suplir algunas de
las carencias de la lógica borrosa o mejorar su desempeño me-
diante la aplicación de otras técnicas. Estos sistemas han de-
mostrado su utilidad en una amplia variedad de problemas reales
(Takagi, 1995, 1996, Santos, 2011), y su uso ha aumentado ver-
tiginosamente en los últimos años.
En este artículo se hace un recorrido por algunos de los dis-
tintos sistemas borrosos híbridos y su importancia en el campo
del modelado y control de sistemas dinámicos. Se ha hecho más
hincapié en la revisión y recopilación bibliográﬁca que en la ex-
tensión del artículo, con objeto de no hacerlo innecesariamente
largo, y entendiendo que el lector interesado sabrá encontrar
en la bibliografía aportada lo que busca. No obstante, sí se ha
prestado especial atención a ilustrar el artículo con varios ejem-
plos de cómo se aplican las técnicas de hibridación en el mo-
delado y control borroso. En la primera sección de este trabajo
se trata el surgimiento de las técnicas neuroborrosas y varias
de sus conﬁguraciones. A continuación se muestran algunas de
las características de las hibridaciones de los sistemas borrosos
con los bioinspirados. Posteriormente se presenta el concepto
de control inteligente junto con varios de sus principales logros.
Finalmente se presentan algunos ejemplos y conclusiones.
2. Sistemas borrosos y redes neuronales
Las redes neuronales tratan de imitar el funcionamiento in-
terno del cerebro humano mediante la aplicación del concepto
de neurona artiﬁcial, un modelo simpliﬁcado e idealizado de
una neurona biológica, y su interconexión, también idealiza-
da, en una red neuronal (McCulloch y Pitts, 1943, Rosenblatt,
1958). Esta red aúna el procesamiento individual de las neuro-
nas artiﬁciales en un único sistema con capacidad de aprendiza-
je para inferir funciones complejas. Las ventajas principales de
las redes neuronales artiﬁciales son su capacidad de aprendizaje
y generalización, pero adolecen de una falta de interpretabilidad
de la información almacenada, siendo un ejemplo de lo que se
conoce como modelo de caja negra.
Las redes neuronales artiﬁciales y la lógica borrosa son dos
tecnologías complementarias, ya que la conjunción de la capa-
cidad de aprendizaje de las redes neuronales con la habilidad de
procesamiento de predicados vagos de la lógica borrosa, pro-
porciona un marco formal cercano a la forma de razonamiento
del ser humano (Takagi y Hayashi, 1991, Jang y Sun, 1995).
La hibridación de las redes neuronales artiﬁciales junto con la
lógica borrosa proporciona un sistema inteligente híbrido deno-
minado sistema neuroborroso (Neuro-Fuzzy System, NFS). Los
sistemas neuroborrosos han atraído un creciente interés de la
comunidad cientíﬁca e ingenieril por su capacidad para resol-
ver problemas complejos reales (Gupta, 2000, Gajate, 2010).
Su cualidad principal es la de ser aproximadores universales
con capacidad de aprendizaje, como las redes neuronales, pero
1El término control inteligente se emplea para denominar a la aplicación de
las diferentes técnicas de inteligencia artiﬁcial a los problemas de control.
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Figura 1: Red neuronal equivalente a un modelo borroso.
con la habilidad adicional de ofrecer reglas Si–Entonces inter-
pretables, las cuales permiten dar signiﬁcado lingüístico a los
datos almacenados por el sistema.
Una de las posibles combinaciones de redes neuronales jun-
to con lógica borrosa consiste en emplear una red neuronal para
la determinación de los antecedentes y consecuentes del mode-
lo borroso. Como se puede observar en la ﬁgura 1, un sistema
borroso puede representarse como una red neuronal de ﬂujo di-
recto de 3 capas hacia adelante (Zadeh, 1973, Nomura et al.,
1993), esto es, un perceptrón de 3 capas (Wang, 1994). La pri-
mera capa representa la capa de entrada, y en ella se sitúan todas
las entradas del sistema, x1, . . . , xn. Para cada una de las salidas,
yi, los datos de cada entrada, la k-ésima por ejemplo, son ponde-
rados entre la capa de entrada y la capa intermedia, o capa ocul-
ta, a través de las funciones de pertenencia correspondientes a
cada regla l, μlki. La capa oculta se conecta con la capa de salida
mediante el consecuente correspondiente a cada regla l = 1..Mi
para la salida i-ésima. Finalmente, la capa de salida calcula la
salida yi del modelo neuroborroso. Nótese como cada nodo de
una capa está conectado a cada nodo de la capa siguiente, tal
como sucede en un perceptrón de tres capas. Naturalmente, el
comportamiento de los nodos y las sinapsis en el sistema de la
ﬁgura 1 no son iguales que en el perceptrón. Sin embargo, este
símil permite emplear los algoritmos de adaptación de las redes
neuronales en sistemas borrosos. Así, entre otros, es de aplica-
ción a la identiﬁcación de modelos borrosos (Horikawa et al.,
1992, Wang y Mendel, 1992) el conocido algoritmo de backpro-
pagation (BP) o retropropagación, uno de los más importantes
algoritmos de aprendizaje de las redes neuronales.
El algoritmo BP es un algoritmo de aprendizaje supervisado
que consiste en minimizar el error de estimación (comúnmen-
te cuadrático) por medio de gradiente descendiente, por lo que
la parte esencial del algoritmo es el cálculo de las derivadas
parciales de dicho error con respecto a los parámetros del mo-
delo. En una red neuronal (Yen y Langari, 1999), el algoritmo
BP realiza dos pasadas a través de las diferentes capas de la
red, una hacia delante y otra hacia atrás. En la primera pasada
(hacia adelante), se aplica un vector de entrada a los nodos de
entrada de la red, propagándose su efecto capa a capa a través
de la misma. Durante esta fase los pesos sinápticos permanecen
ﬁjos. Después de la última capa se obtiene, como consecuencia
del vector de entrada introducido, un vector respuesta. Durante
la segunda pasada (hacia atrás), todos los pesos sinápticos se
ajustan en función de una regla de corrección del error (una ge-
neralización de la regla delta del algoritmo de aprendizaje de
Widrow y Hoﬀ (1989)). La señal de error resultante, entendien-
do por señal de error la diferencia entre la respuesta de salida de
la red y la deseada, se propaga entonces hacia atrás, en sentido
contrario a las conexiones sinápticas. Este método de ajuste de
pesos se repite hasta conseguir la convergencia del algoritmo de
aprendizaje.
En el caso de un modelo borroso, la aplicación del algorit-
mo BP funciona en la pasada hacia delante de forma análoga a
la red neuronal, sólo que en vez de permanecer ﬁjos los pesos
sinápticos, se mantienen sin cambio los parámetros del antece-
dente y el consecuente de las reglas. En la pasada hacia atrás, la
señal de error resultante se propaga para ajustar los parámetros
del modelo según la regla de corrección del error. Si se deﬁne
J(k) como la función de coste, error cuadrático medio, su ex-
presión vendrá dada en la k-ésima iteración del algoritmo por:
J(k) =
1
2
m∑
i=1
(yi(k) − yˆi(k))2, (1)
donde yi(k) es la i-ésima salida real en la k-ésima iteración e
yˆi(k) la i-ésima salida estimada.
A partir de la función de ajuste que implementa el méto-
do de gradiente descendente (2) (Freeman y Skapura, 1991), se
pueden obtener las expresiones de adaptación paramétrica tan-
to de los antecedentes como de los consecuentes de las reglas
(Andújar et al., 2006b):
θ(k + 1) = θ(k) − η ∂J(k)
∂θ(k)
∣∣∣∣∣
θ=θ(k)
. (2)
En la expresión anterior, θ(k) es el parámetro a adaptar y η es
un factor de escala del término derivativo, denominado factor
de aprendizaje del algoritmo, el cual afecta al tiempo de con-
vergencia del mismo.
Para mejorar la eﬁciencia del proceso de identiﬁcación, el
factor de aprendizaje puede hacerse adaptativo (Mos´cin´ski y
Ogonowski, 1995), siendo en este caso:
η(k + 1) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Δη × η(k) si J(k) ≤ J(k − 1)
∇η × η(k) si J(k) ≥ r × J(k − 1)
η(k) en otro caso,
(3)
donde r, Δη y ∇η son valores ajustables deﬁnidos como margen
de tolerancia y momentos, respectivamente.
Otro de los algoritmos neuroborrosos más representativos
es ANFIS (Jang, 1993), acrónimo de Adaptive Network based
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Fuzzy Inference System. El algoritmo ANFIS consiste en una
red neuronal de 6 capas que representa un modelo borroso de
tipo Takagi-Sugeno (TS), donde la primera y última capa se co-
rresponden respectivamente con las entradas y salidas del siste-
ma borroso. La segunda capa deﬁne las particiones borrosas en
el dominio de discurso de las entradas, es decir, las funciones
de pertenencia del modelo. La tercera y cuarta capa constitu-
yen los antecedentes de cada una de las reglas, mientras que la
quinta calcula su consecuente TS. Al igual que el algoritmo BP,
ANFIS emplea una estrategia de retropropagación de los erro-
res para adaptar los antecedentes de las reglas, pero en este caso
los consecuentes son ajustados mediante el método de los míni-
mos cuadrados (Gajate y Haber, 2009). El algoritmo de ajuste
puede dividirse en dos pasos. En el primero, hacia adelante, se
calculan los consecuentes óptimos manteniendo constantes los
antecedentes; mientras que en la segunda pasada, hacia atrás,
son los consecuentes los que permanecen constantes para rea-
lizar el ajuste, ahora por el método del gradiente descendente
(Werbos, 1974, LeCun, 1985, Parker, 1985).
La técnica de los sistemas neuroborrosos evoluciona cons-
tantemente y aún se siguen desarrollando nuevas metodologías
de hibridación que permiten mejorar sus características. Una de
las tendencias actuales son los denominados sistemas neurobo-
rrosos evolutivos2, o evolving neurofuzzy systems (Chiu, 1994,
Angelov y Buswell, 2002, Angelov, 2002), especialmente los
sistemas evolutivos Takagi-Sugeno (eTS) (Angelov et al., 2004,
Angelov y Filev, 2004, Lughofer, 2008). Este tipo de sistemas
se caracterizan porque su estructura se modiﬁca a lo largo del
tiempo mediante un sistema de agrupamiento en línea, a dife-
rencia de los sistemas neuroborrosos comentados con anteriori-
dad donde únicamente se modiﬁcan los valores de sus paráme-
tros.
3. Sistemas borrosos y algoritmos bioinspirados
Los algoritmos bioinspirados se han mostrado como uno de
los campos de investigación más prometedores en el desarro-
llo de metaheurísticas. Estos algoritmos permiten el tratamien-
to de problemas no lineales multidimensionales altamente com-
plejos, y poseen un comportamiento bastante robusto; sin em-
bargo, adolecen de rapidez de convergencia (Bonissone et al.,
1999). La hibridación de los algoritmos bioinspirados, espe-
cialmente los algoritmos genéticos, junto con la lógica borrosa,
permite crear sistemas con la capacidad de razonamiento apro-
ximado y robustez de los sistemas borrosos, con las característi-
ca de aprendizaje propias de los algoritmos bioinspirados (Karr
et al., 1989, Cordón et al., 2004). Este tipo de sistemas híbridos
se caracterizan por permitir tanto el modelado de sistemas com-
plejos en base a datos de entrada/salida, como la sintonización
de controladores borrosos (Karr, 1991, Cordón et al., 1995).
Dentro de estas metaheurísticas se encuentran también los
algoritmos de optimización basados en colonias de hormigas
2No hay que confundir este tipo de sistemas con aquellos que emplean al-
goritmos genéticos o bioinspirados (computación evolutiva) para la adaptación
de sus parámetros.
θ1 θ2 . . . θN
λ10 λ20 . . . λN0
λ11 λ21 . . . λN1
Nodo inicial
.
.
.
.
.
.
. . .
.
.
. Nodo ﬁnal
λ1M1 λ2M2 . . . λNMN
Capa 1 Capa 2 Capa N
Figura 2: Grafo para el ajuste de modelos borrosos TS mediante OCH.
(OCH) (Dorigo et al., 1996, 1999). La metaheurística OCH se
basa en simular la forma en que las hormigas trazan caminos
de longitud mínima. En el proceso de búsqueda, las hormigas
depositan una sustancia denominada feromona, y en base a esta
sustancia dirigen su búsqueda. En las intersecciones el camino
se elige de modo probabilístico en función de la feromona de-
positada, de forma que los caminos más cortos son más fre-
cuentados, por lo que reciben mayor cantidad de feromona y se
acaba obteniendo un camino de longitud mínima. Dependiendo
del problema, la longitud del camino vendrá deﬁnida por una
función de coste a minimizar, y los nodos representarán valores
posibles de los parámetros.
La hibridación de la metaheurística OCH con los sistemas
borrosos permite ajustar los parámetros de éstos de forma rá-
pida y eﬁciente (Jensen y Shen, 2005, Han y Shi, 2007, Juang
et al., 2008). Para aplicar los algoritmos OCH al modelado bo-
rroso TS se emplea un grafo, ver ﬁgura 2, donde cada capa se
asocia con un parámetro del modelo TS, θi, y se compone por
un conjunto de nodos que representan los valores posibles de
dicho parámetro, λi j (Andújar et al., 2006b). Cada nodo de una
capa se conecta con todos los nodos de la capa siguiente. De
esta forma, el ajuste de los parámetros del modelo TS puede
ser interpretado como el recorrido de las hormigas por el grafo.
Cada nodo recorrido por una hormiga indica la elección de un
valor para cada uno de los parámetros del modelo borroso, por
lo que cada camino completo es un modelo candidato. Aunque
los valores posibles de los parámetros en el algoritmo OCH es-
tén discretizados, una vez éste converge se puede emplear un
algoritmo de búsqueda local para reﬁnar el modelo y mejorar
su respuesta.
4. El control inteligente
Se suele entender por control inteligente aquellas aplicacio-
nes de control que emplean alguna de las técnicas propias de
inteligencia artiﬁcial, esto es, fundamentalmente: redes neuro-
nales, lógica borrosa y algoritmos bioinspirados. El uso masivo
de las técnicas de inteligencia artiﬁcial en el modelado de pro-
cesos, y sobre todo en la monitorización y el control, ha sido
consecuencia de que, en buena medida, las técnicas clásicas no
han producido los resultados deseados (Gajate, 2010). Además,
las prestaciones de los reguladores clásicos se deterioran con-
siderablemente en presencia de incertidumbres y de no linea-
lidades. Cuando el modelo matemático de una planta no lineal
es conocido, existen muchas técnicas de control que permiten
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garantizar la estabilidad del mismo, con resultados probados y
avalados por la comunidad cientíﬁca. Sin embargo, si el mode-
lo de la planta es desconocido, o es demasiado complejo co-
mo para obtenerlo, o está sometido a incertidumbres, el control
inteligente, y dentro de éste el borroso, se presenta como una
herramienta poderosa, posiblemente una de las mejores, para
afrontar el diseño del controlador no lineal (Albertos y Sala,
2004, Andújar y Bravo, 2005, Barragán, 2009).
Aunque el control inteligente no implique necesariamente
la utilización de la lógica borrosa, su capacidad para el trata-
miento de sistemas complejos o con incertidumbres, general-
mente no formulables mediante modelos matemáticos clásicos,
ha hecho de ésta una de las herramientas más utilizadas. Esto
es así fundamentalmente porque la lógica borrosa se ha hibri-
dado con las técnicas propias de la teoría de control en todos
sus ámbitos: modelado, análisis y control. Por ejemplo, res-
pecto al modelado de sistemas, además de las metodologías
neuro-borrosas y las hibridaciones con técnicas bioinspiradas
comentadas en los apartados anteriores, se han desarrollado al-
goritmos de modelado borroso basados en el ﬁltro de Kalman
(Simon, 2002, Barragán et al., 2013), los cuales permiten tra-
tar sistemas afectados por ruidos; algoritmos de agrupamiento
(clustering) borroso (Sugeno y Yasukawa, 1993, Bezdek et al.,
1984, Xie y Beni, 1991), incluso máquinas de vectores sopor-
te (Support Vector Machines) basadas en lógica borrosa (Lin y
Wang, 2002).
Desde el punto de vista del análisis y el control, aunque
el control borroso nació como una metodología heurística (Za-
deh, 1973, Mamdani, 1974, 1977), que aún sigue empleándose
por su utilidad (Andújar et al., 2007), la comunidad cientíﬁca
ha realizado un gran esfuerzo de formalización, fundamental-
mente a partir de la década de los 90. Esto ha permitido dotar
al control borroso de una base formal centrada en la teoría de
control no lineal (Piegat, 2001, Al-Hadithi et al., 2007). Ini-
cialmente se incorporaron los métodos clásicos: el criterio de
hiperestabilidad de Popov (Li y Yonezawa, 1991, Piegat, 1997,
Wang y Langari, 1994), el criterio del círculo (Driankov et al.,
1993, Lin y Wang, 1998), las técnicas de análisis en el espacio
de fase (Maeda y Murakami, 1991, Driankov et al., 1993), y el
método de la función descriptiva (Aracil, 2000). Posteriormente
se han incorporado otras técnicas inspiradas en las herramientas
del control no lineal (Cao y Frank, 2000, Andújar y Barragán,
2010, Al-Hadithi et al., 2013), métodos basados en la teoría de
estabilidad de entrada/salida (Lin y Wang, 1998, Malki et al.,
1994, Aracil, 2000), en índices de estabilidad y robustez de sis-
temas (Aracil et al., 1989, Aracil, 2000), en técnicas de aritméti-
ca intervalar (Bravo et al., 2002, Andújar et al., 2004), métodos
basados en la teoría de estabilidad de Lyapunov (Tanaka y Su-
geno, 1992, Nguyen et al., 1995, Feng et al., 2002, Andújar y
Barragán, 2005, Andújar et al., 2009), y soluciones en base a
desigualdades matriciales lineales (Linear Matrix Inequalities
– LMI) (Wang et al., 1996, Tanaka et al., 1998, Tanaka y Wang,
2001, Sala y Ariño, 2009), entre otros.
Los sistemas de control inteligente, y más especíﬁcamente
los basados en lógica borrosa, han demostrado su utilidad en
una amplia variedad de problemas reales (Takagi, 1995, 1996,
Santos, 2011). Actualmente son muchos los aparatos de consu-
mo que incluyen algún tipo de controlador borroso. Por ejem-
plo, desde hace tiempo, tanto las cámaras fotográﬁcas como las
de vídeo emplean frecuentemente un controlador borroso para
realizar el enfoque automático o el ajuste del tiempo de expo-
sición (Haruki y Kikuchi, 1992, Yongman et al., 1994, Chen
et al., 1995). También muchos de los electrodomésticos de uso
cotidiano la emplean en sus sistemas de control para ahorrar
energía o agua (Hofbauer et al., 1993, Steinmüller y Wick, 1993,
Ferrer et al., 1998), mejorando considerablemente su eﬁcien-
cia. La industria del automóvil es otro de los sectores donde se
ha aplicado la lógica borrosa con mucho éxito (Altrock et al.,
1992, Altrock, 1994). Se han aplicado controladores borrosos
en sistemas de suspensión activa (Cherry y Jones, 1995, Rao,
1997), en sistemas de frenado (Layne et al., 1993, Mauer, 1995,
Kim et al., 1996, Lennon y Passino, 1999, Lee y Zak, 2002) y
en el control electrónico de motores (Vachtsevanos et al., 1993).
Con la acuciante necesidad de eliminar la dependencia del pe-
tróleo, casi todos los fabricantes tienen abiertas líneas de inves-
tigación sobre vehículos híbridos. En este campo tan novedoso
y competitivo, también está triunfando la lógica borrosa como
un excelente método de control, y son numerosos los avances
que se están consiguiendo gracias al control borroso (Lee y Sul,
1998, Baumann et al., 2000, Schouten et al., 2002, Won y Lan-
gari, 2002).
En deﬁnitiva, la diversidad de tecnologías que pueden hi-
bridarse con la lógica borrosa, junto con su potencial y ﬂexi-
bilidad, hacen que esta técnica de modelado y control posea
múltiples campos de aplicación en muy diversos ámbitos, y que
a nivel de investigación sigan produciéndose avances y nuevas
propuestas constantemente.
5. Ejemplos
En este apartado se presentan varios ejemplos de casos de
éxito de la hibridación de la lógica borrosa con las distintas
técnicas presentadas en el artículo. Se hará especial hincapié
en las referencias bibliográﬁcas necesarias para que el lector
profundice en ellas si lo considera necesario.
5.1. Modelado borroso de sistemas afectados por ruido
Para poder estudiar la dinámica de un sistema es de gran in-
terés obtener un modelo adecuado del mismo. Sin embargo, no
siempre se posee la información necesaria para poder obtener
un modelo matemático, lo que hace necesario acudir a técnicas
de modelado basadas en datos de entrada/salida (López-Baldán
et al., 2002). Este requerimiento es incluso más crítico en siste-
mas de control, ya que es necesario obtener un modelo suﬁcien-
temente preciso tanto para el análisis del sistema como para el
diseño de su controlador.
Los modelos borrosos de tipo TS son aproximadores univer-
sales (Wang, 1992, Kosko, 1994, Ying, 1998, Zeng et al., 2000),
lo que les permite obtener modelos altamente precisos con un
número reducido de reglas (Wang, 1997). Existen en la literatu-
ra numerosos algoritmos que permiten el modelado de sistemas
TS en base a datos de entrada/salida (Horikawa et al., 1992,
Jang, 1993, Babuška, 1995, Denaï et al., 2007), sin embargo,
132 José Manuel Andújar and Antonio Javier Barragán / Revista Iberoamericana de Automática e Informática industrial 11 (2014) 127–141 
en muchas circunstancias se requiere también que el algoritmo
de modelado sea capaz de funcionar en línea con el proceso, así
como que funcione adecuadamente en presencia de ruido. Bajo
esta casuística, el ﬁltro de Kalman se presenta como una alter-
nativa ideal para el modelado en base a datos de entrada/salida,
ya que no sólo cumple dichas premisas, sino que lo hace con
una eﬁciencia computacional adecuada.
El ﬁltro de Kalman fue desarrollado por Rudolph E. Kal-
man en 1960 (Kalman, 1960), y permite construir un observa-
dor óptimo para sistemas lineales en presencia de ruido blanco.
El ﬁltro de Kalman es un ﬁltro recursivo y eﬁciente que estima
los estados internos de un sistema lineal a partir de una serie
de medidas afectadas por ruido; además, presenta una caracte-
rística muy deseable en un algoritmo de modelado, como es la
consistencia del modelo con los datos de iteraciones previas.
Este ﬁltro es utilizado en un amplio rango de aplicaciones in-
dustriales, y es una técnica ampliamente conocida y utilizada
en el ámbito del control. Para estimar los estados de un sistema
no lineal se pueden emplear varias modiﬁcaciones del ﬁltro de
Kalman, como el ﬁltro de Kalman extendido (EKF) (Maybeck,
1979), el cual se basa en la linealización del sistema en torno al
valor actual de sus parámetros.
El ﬁltro de Kalman se ha utilizado junto con la lógica bo-
rrosa en diversas aplicaciones, como en la extracción de reglas
a partir de una base de reglas dada (Liang y John, 1999), en op-
timización de los parámetros de mecanismos de defuziﬁcación
basados tanto en distribuciones Gaussianas como polinómicas
(Jiang y Li, 1996), o en la optimización de los consecuentes de
modelos Takagi-Sugeno (Ramaswamy et al., 1993). En 2002,
Simon introdujo el uso del ﬁltro de Kalman para la adaptación
de los parámetros de un modelo borroso (Simon, 2002), siendo
generalizada dicha idea en (Barragán et al., 2013) para modelos
TS completamente generales y sin restricciones en el tamaño
de los vectores de entrada/salida, ni tampoco en el tipo o distri-
bución de las funciones de pertenencia elegidas en la deﬁnición
de los conjuntos borrosos del modelo.
Si se considera un sistema discreto no lineal de la forma:
x(k + 1) = f (x(k),u(k)) , v(k)
y(k) = g (x(k)) + e(k), (4)
donde v(k) y e(k) son ruidos blancos que representan la incerti-
dumbre en el modelo de la ecuación de estado y salida, respec-
tivamente, y siendo las matrices jacobianas del sistema:
Φ (x(k),u(k)) =
∂f
∂x
∣∣∣∣∣
x=x(k),u=u(k)
, (5)
Γ (x(k),u(k)) =
∂f
∂u
∣∣∣∣∣
x=x(k),u=u(k)
, (6)
y
C (x(k)) =
∂g
∂x
∣∣∣∣∣
x=x(k)
, (7)
el EKF puede resolverse mediante la aplicación iterativa del si-
guiente conjunto de ecuaciones (Grewal y Andrews, 2001):
Predicción:
xˆ(k|k − 1) = Φ(k)xˆ(k − 1|k − 1) + Γ(k)u(k) (8)
P(k|k − 1) = Φ(k)P(k − 1|k − 1)ΦT(k) + Rv (9)
Corrección:
K(k) =
(
Φ(k)P(k|k − 1)CT(k) + Rve
)
(
C(k)P(k|k − 1)CT(k) + Re
)−1 (10)
xˆ(k|k) = xˆ(k|k − 1) +K(k) (y(k) − yˆ(k)) (11)
P(k|k) = Φ(k)P(k|k − 1)ΦT(k) + Rv
− K(k)
(
C(k)P(k|k − 1)ΦT(k)+RTve
)
,
(12)
donde xˆ(k|k − 1) y xˆ(k|k) representan, respectivamente, la esti-
mación del estado x a priori y la estimación actualizada a poste-
riori dadas las observaciones actuales, e incluyendo el instante
k. P(k|k−1) es la estimación de la matriz de covarianza a priori,
y P(k|k) es la estimación actualizada de la matriz de covarianza
a posteriori. K(k) es la ganancia de Kalman, yˆ(k) la estimación
de la salida, y Rv, Rve y Re son las matrices de covarianza del
ruido, calculadas a partir del operador esperanza.
Una vez inicializado el ﬁltro, éste evoluciona en línea con
el sistema obteniendo una solución que minimiza tanto el error
de estimación, como la matriz de covarianza del mismo para la
linealización obtenida en cada instante. Si el sistema es com-
pletamente desconocido y no se posee una estimación inicial
de xˆ(0), éste suele inicializarse con un valor arbitrario, en cuyo
caso, la matriz de covarianza debe inicializarse como la matriz
identidad multiplicada por un factor positivo elevado, denomi-
nado α o β según se reﬁeran a los consecuentes o los anteceden-
tes, respectivamente, el cual indica la poca certeza que se posee
sobre el valor inicial de xˆ(0).
Una aplicación del EKF consiste en la identiﬁcación adap-
tativa de parámetros en sistemas no lineales, lo cual permite la
obtención en línea del conjunto de parámetros adaptables de
un modelo no lineal discreto en presencia de ruido y de forma
pseudo-óptima (es óptima para sistemas lineales). La identiﬁca-
ción de un modelo borroso TS puede verse como la obtención
de los parámetros de un modelo no lineal, por lo que puede ser
aplicado el ﬁltro de Kalman a través del algoritmo extendido pa-
ra la estimación de dichos parámetros. En primer lugar se debe
plantear el problema de estimación mediante el EKF, constru-
yendo un sistema cuyos estados sean los parámetros a estimar,
para posteriormente aplicar recursivamente las ecuaciones (8) a
(12).
Sea p(k) el conjunto de parámetros a estimar del sistema
borroso, e y(k) el conjunto de salidas del mismo, el sistema re-
presentado en la ﬁgura 3 permite la obtención de dichos pa-
rámetros mediante el sistema (13) y la aplicación del ﬁltro de
Kalman extendido.
p(k + 1) = p(k)
y(k) = h(p(k)) + e(k) (13)
El conjunto de parámetros, p(k), es el vector de estado del sis-
tema (13), y h(p(k)) es el modelo borroso cuyos parámetros se
desean adaptar. La señal e(k) es la incertidumbre de la medi-
da de la salida del sistema, y viene representada por un ruido
blanco de covarianza Re. Las matrices jacobianas (5), (6) y (7)
para el sistema (13) fueron obtenidas de forma completamente
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Figura 3: Esquema de modelado borroso mediante EKF.
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Figura 4: Circuito diodo túnel.
general en (Barragán et al., 2013), donde también se presentan
varios algoritmos para su aplicación al modelado TS.
A continuación se muestra un ejemplo de aplicación prácti-
ca del modelado borroso mediante EKF. Sea el circuito diodo-
túnel mostrado en la ﬁgura 4, donde R = 1,5 kΩ, C = 2 pF y
L = 5 μH, x1(t) = vC(t), x2(t) = iL(t) las variables de estado del
sistema, T = 0,1 ns el tiempo de muestreo, y h(v) la caracterís-
tica vD − iD no lineal del diodo-túnel (Chua et al., 1987).
Se considera que el sistema está afectado por un ruido blan-
co e(k) de covarianza:
Re =
(
10−4 0
0 0,01
)
, (14)
y el estado inicial es x(k) =
(
0
0
)
. La señal de entrada aplicada
al sistema es
utr(k) =
20 sin(kT/10)
(kT + 10)
,
para el proceso de entrenamiento, y
ute(k) =
10 sin((kT + 10)/5)
(kT + 15)
,
para la validación. Durante el proceso de validación se elimina-
rá el ruido para que el error de validación muestre la calidad del
modelo obtenido sin perturbaciones.
Para probar la respuesta del algoritmo en función de los va-
lores asignados a los parámetros de inicialización de la matriz
de covarianza, α y β, se han realizado varias ejecuciones para
distintos valores de dichos parámetros (ver tabla 1). Con la in-
tención de mitigar el efecto que el ruido puede causar en los
errores de modelado, cada una de las pruebas se ha realizado
10 veces. Al ser el sistema dinámico, las entradas del modelo
son el estado actual, x(k), y la señal de entrada, u(k); y sus sali-
das son el valor siguiente del vector de estado, x(k + 1). Para la
inicialización del modelo borroso se han empleado dos funcio-
nes de pertenencia gaussianas uniformemente distribuidas para
cada una de las variables, generando un total de 8 reglas para
cada una de las salidas del modelo borroso.
Para los valores con los que obtiene un mejor rendimiento,
[α, β] = [10−2, 10−3], los errores en línea se muestran en las
ﬁguras 5 y 6. Los errores de los modelos ﬁnales obtenidos a
partir de los datos de entrenamiento son mostrados en las ﬁgu-
ras 7 y 8, y los errores de los modelos ﬁnales obtenidos a partir
de los datos de validación se muestran en las ﬁguras 9 y 10, res-
pectivamente. La ﬁgura 11 muestra la salida del sistema y del
modelo obtenido durante el modelado en línea, y ﬁnalmente, la
ﬁgura 12 muestra la respuesta del modelo ﬁnal para la entrada
de validación.
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Figura 5: Evolución del error absoluto en línea de x1(k).
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Figura 6: Evolución del error absoluto en línea de x2(k).
Este ejemplo muestra la ventaja de hibridar una técnica co-
nocida, y ampliamente utilizada en el mundo del control, como
es el ﬁltro de Kalman, con la lógica borrosa. Como se obser-
va en el ejemplo, el EKF es un excelente algoritmo de ajuste
para los parámetros de un modelo borroso, ya que permite su
adaptación en línea con el proceso y en presencia de un ruido
signiﬁcativo.
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Tabla 1: Error cuadrático medio (RMSE) de cada prueba.
[α, β] = [1e − 3, 1e − 1] [1e1, 1e − 2] [1e3, 1e1] [1e − 2, 1e − 3] [1e2, 1e − 4]
RMSE para x1 6,495995e − 03 2,291368e − 02 1,330786e − 02 6,685541e − 03 1,776174e + 04
RMSE para x2 1,131838e − 02 1,744776e − 02 1,890073e − 02 9,344264e − 03 2,313962e + 04
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Figura 7: Error del modelo ﬁnal para los datos de entrenamiento de x1(k).
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Figura 8: Error del modelo ﬁnal para los datos de entrenamiento de x2(k).
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Figura 9: Error del modelo ﬁnal para los datos de validación de x1(k).
Tiempo (ns)
E
rr
o
r
p
ar
a
x 2
0 20 40 60 80 100 120 140 160 180 200
0
0,01
0,02
0,03
0,04
0,05
0,06
0,07
Figura 10: Error del modelo ﬁnal para los datos de validación de x2(k).
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Figura 11: Respuesta del modelado en línea.
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Figura 12: Respuesta del modelo ﬁnal frente a la entrada de validación.
5.2. Análisis de sistemas dinámicos desconocidos mediante
lógica borrosa
Una de las tareas fundamentales previas al diseño de un sis-
tema de control, es estudiar la dinámica del sistema que se pre-
tende controlar. Cuando el modelo matemático del sistema es
desconocido, o éste es muy complejo y resulta prácticamente
imposible obtener en base al análisis físico del mismo, la ló-
gica borrosa se presenta como una herramienta muy poderosa
de modelado y análisis. Puesto que un modelo borroso es un
modelo matemático formalmente hablando, a partir del mismo
es posible estudiar aspectos de la dinámica del sistema real que
representa.
La búsqueda de los estados de equilibrio de un sistema de
control es uno de los primeros problemas que se deben resol-
ver para proceder con el estudio de su dinámica. Como análisis
previo al diseño del sistema de control, la obtención de los es-
tados de equilibrio proporciona una valiosa información sobre
el comportamiento de éste, especialmente si se trata de un sis-
tema no lineal, ya que estos puntos son candidatos ideales para
el estudio de estos sistemas mediante técnicas de linealización.
Una vez diseñado el controlador, la obtención de los estados de
equilibrio del sistema realimentado puede ser útil para compro-
bar que el diseño se ha realizado adecuadamente, así como para
poder aplicar análisis de estabilidad local a dichos estados.
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Dado un modelo borroso de un sistema de tiempo continuo
x˙ = f (x(t),u(t)) , (15)
donde f(·) representa el modelo borroso del sistema, x el vector
de estado y u el vector de control, es posible calcular los estados
de equilibrio del sistema mediante la resolución de xeq,ueq tal
que
f
(
xeq,ueq
)
= 0. (16)
Para un sistema discreto
x(k + 1) = f (x(k),u(k)) , (17)
Los estados de equilibrio del sistema se obtendrían mediante la
resolución de xeq,ueq tal que
f
(
xeq,ueq
)
= xeq. (18)
Al representar f(·) un sistema no lineal, éste puede no te-
ner ningún estado de equilibrio, puede tener cualquier número
ﬁnito o inﬁnito de ellos. Este hecho, junto con la propia com-
plejidad de las ecuaciones que deﬁnen los sistemas no lineales,
provoca que el cálculo de los estados de equilibrio de los sis-
temas borrosos puede convertirse en un problema de enverga-
dura. Por lo tanto, para resolver el problema planteado se sue-
len emplear métodos numéricos, como los métodos de New-
ton (Dennis Jr., 1977, Dennis Jr. y Schnabel, 1996), el método
Line–Search (Grippo et al., 1986) o el de Región de Conﬁanza
(Bulteau y Vial, 1983, Powell, 1984), o métodos de optimiza-
ción basados en algoritmos bioinspirados, como los algoritmos
genéticos.
La linealización es una de las técnicas más empleadas en el
diseño de sistemas de control no lineales. Aunque es una técni-
ca no muy recomendable en muchos casos, ya que se desprecian
los efectos de las no linealidades de los sistemas controlados, sí
que puede ser válida para controlar sistemas no muy complejos,
o cuya dinámica sea conocida, en regiones donde su comporta-
miento sea aproximadamente lineal. Además de como método
de control, la linealización puede emplearse para obtener in-
formación de un sistema no lineal. Es sabido que, con algunas
salvedades, el comportamiento de un sistema no lineal en torno
a un estado de equilibrio es muy similar al del sistema linealiza-
do en torno a dicho estado (Nijmeijer y Schaft, 1990, Slotine y
Li, 1991); por lo tanto, la linealización de un modelo borroso es
una herramienta muy útil para obtener información del sistema
modelado. La linealización exacta de un modelo TS completa-
mente general puede consultarse en (Barragán, 2009, Andújar
y Barragán, 2010).
De esta forma, a partir de un modelo borroso es posible ob-
tener tanto los estados de equilibrio que posee el sistema en
la región de validez de dicho modelo, como un estudio de la
estabilidad local de los mismos, lo cual brinda una informa-
ción tremendamente valiosa sobre el sistema real al ingeniero
de control.
Por ejemplo, sea el péndulo de de la ﬁgura 13, donde M =
1 Kg es la masa del péndulo, L = 0,5 m es la longitud de la
varilla, g = 9,8 m/s2 la aceleración de la gravedad, b = 0,5
N/m/s el coeﬁciente de fricción viscosa, θ el ángulo que forma
el péndulo con respecto a la vertical, y τ el par aplicado sobre
éste. Este sistema puede ser modelado mediante el conjunto de
reglas siguiente:
M
L
θ
τ
Figura 13: Péndulo.
SI x1 es Trimf(−∞;0;∞) y x2 es Trimf(-∞;0;∞) y τ es Trimf(-∞;0;∞)
ENTONCES x˙1 = x2
SI x1 es Gaussmf(1,013;1,509) y x2 es Gaussmf(1,123;10,06) y τ es
Gaussmf(106,6;924,4)
ENTONCES x˙2 = 0,9452 - 2,6*x1 - 1,5*x2 + 4,015*τ
SI x1 es Gaussmf(1,463;0,9176) y x2 es Gaussmf(-1,33;9,816) y τ es
Gaussmf(-782,7;924,4)
ENTONCES x˙2 = 65,57 - 2,805*x1 - 1,403*x2 + 4,038*τ
SI x1 es Gaussmf(-0,876;0,8156) y x2 es Gaussmf(8,382;12,32) y τ es
Gaussmf(944,3;924,4)
ENTONCES x˙2 = -31,73 - 0,4918*x1 - 1,379*x2 + 4,013*τ,
donde Trimf representa una función de pertenencia triangular
cuyos parámetros son sus tres vértices, y Gaussmf una función
de pertenencia gaussiana cuyos parámetros son el centro y el
ancho respectivamente. Este modelo es válido para un universo
de discurso de las variables de estado y control
X ⊆ {x | x1 ∈ [−π, π], x2 ∈ [−10, 10]} , (19)
U ⊆
{
u ∈ [−103, 103]
}
. (20)
Tomando τeq = 0, se pueden obtener numéricamente los 3
estados de equilibrio que presenta el sistema: xeq1 = (0, 0)T,
xeq2 = (π, 0)T y xeq3 = (−π, 0)T.
Al linealizar el modelo borroso en torno al estado de equi-
librio xeq1, con τeq1 = 0, se obtiene el sistema lineal:
x˙(t) 
(
0 1
17,931 −1,953
)
x¯(t) +
(
0
4,003
)
τ¯(t), (21)
con x¯ = x − xeq1 y τ¯ = τ − τeq1, y cuyos autovalores son λ1 =
3,369 y λ2 = −5,322. Por lo tanto, se puede aﬁrmar que el
sistema es inestable en lazo abierto, y el estado de equilibrio se
comporta como un punto de silla, como efectivamente sucede
con el sistema real.
Si se procede ahora a linealizar el modelo borroso en torno
al estado de equilibrio xeq2, con τeq2 = 0, se obtiene el sistema
lineal:
x˙(t) 
(
0 1
−16,161 −1,808
)
x¯(t) +
(
0
4,004
)
τ¯(t), (22)
con x¯ = x − xeq2 y τ¯ = τ − τeq2, y cuyos autovalores son
λ1,2 = −0,904 ± 3,917i, lo que implica que el estado de equili-
brio se comporta localmente como un foco estable, como efec-
tivamente sucede.
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Finalmente, si se procede a linealizar el modelo borroso en
torno al estado de equilibrio xeq3, con τeq3 = 0, se obtiene el
sistema lineal:
x˙(t) 
(
0 1
−21,847 −2,073
)
x¯(t) +
(
0
4,001
)
τ¯(t), (23)
con x¯ = x − xeq3 y τ¯ = τ − τeq3, y cuyos autovalores son λ1,2 =
−1,036 ± 4,558i, lo que implica que, al igual que en el caso
anterior, el estado de equilibrio se comporta localmente como
un foco estable.
Como se ha mostrado en el presente ejemplo, la lógica bo-
rrosa se puede hibridar con las técnicas clásicas de análisis de
sistemas para obtener información dinámica de utilidad de sis-
temas inicialmente desconocidos, lo que aporta un gran número
de herramientas ya conocidas al ingeniero de control para el es-
tudio de sistemas desconocidos o complejos.
5.3. Sistemas de control borroso estables por diseño
El problema del control de una planta está íntimamente li-
gado al concepto de estabilidad. Hasta tal punto están ligados
dichos conceptos, que no tiene sentido hablar de sistema de
control si éste no es estable. Cuando se desea diseñar un sis-
tema de control para una planta no lineal es deseable, y a veces
imprescindible, no realizar aproximaciones lineales de la mis-
ma, ya que la pérdida de información que esto supone puede
provocar que el sistema resultante no sea estable o lo sea muy
localmente.
Los sistemas no lineales presentan una gran riqueza en cuan-
to a sus respuestas dinámicas. Esta riqueza diﬁculta enorme-
mente la consecución de una teoría que permita el diseño de
sistemas de control de forma sistemática, tal como sucede con
los sistemas lineales. No obstante, siempre y cuando el mode-
lo matemático de la planta sea conocido, existen multitud de
técnicas de control que pueden ser aplicadas para la síntesis de
controladores no lineales, como la linealización por realimen-
tación, la planiﬁcación de ganancias, el control adaptativo o el
control deslizante, entre otras. Dada la capacidad inherente de
los sistemas borrosos para modelar dinámicas no lineales, es-
tas técnicas pueden emplearse para la síntesis de controladores
borrosos como se comentó en el apartado 4.
La teoría de estabilidad de Lyapunov permite tanto el aná-
lisis de los sistemas de control no lineales, como la síntesis de
controladores estables. En (Andújar et al., 2009) se propone el
siguiente teorema con objeto de utilizar la teoría de Lyapunov
para la resolución de problemas de mayor complejidad que los
que pueden abordarse mediante técnicas clásicas:
Teorema 5.1. Considérese el sistema autónomo general deﬁni-
do por:
x˙(t) = f(x(t)), (24)
donde el estado de equilibrio de interés se sitúa, sin pérdida de
generalidad3, en el origen de coordenadas, y sean s ∈ N regio-
nes Θq, con q=1..s, deﬁnidas en el espacio de estado mediante
3En el caso de que el estado de equilibrio no se situase en el origen de
coordenadas, siempre será posible establecer un cambio de base del sistema de
coordenadas que lo sitúe en dicha posición.
Δ = BX(0)
C1
V˙ (x) = 0
X
x1
x2
xeq
C2
V (C1) > V (C2)
BV (0)
Δ = BV (0)
BX(0)
C2
V˙ (x) = 0
X
x1
x2
xeq
C1
V (C1) < V (C2)
Figura 14: Región de atracción.
s funciones continuamente diferenciables ϕq(x) : Rn → R1,
tal que ϕq(x) ∈ C1. Sea J(x) la matriz jacobiana del sistema
(24). Una condición suﬁciente para que el origen sea asintóti-
camente estable es que existan s matrices simétricas deﬁnidas
positivas, P1, ...,Ps, tal que ∀x  0, la matriz
F(x) =
s∑
q=1
(
ϕq(x)
(
J(x)TPq + PqJ(x)
)
+
dϕq(x)
dx
f(x)Pq
)
(25)
sea deﬁnida negativa en un entorno BV (0) ⊆ ⋃sq=1 Θq del ori-
gen de coordenadas. En este caso, la función
V(x) = f(x)T
⎛⎜⎜⎜⎜⎜⎜⎝
s∑
q=1
ϕq(x)Pq
⎞⎟⎟⎟⎟⎟⎟⎠ f(x) (26)
es una función de Lyapunov del sistema (24). Además, si la re-
gión BV (0) es el espacio de estado completo y
lı´m
‖x‖→∞
V(x) = ∞, (27)
entonces el sistema es asintóticamente estable de forma global.
Obviamente, si la dinámica de la planta sólo se conoce a
través de su modelo borroso obtenido mediante datos de entra-
da/salida, en ningún caso será posible garantizar la estabilidad
asintótica global del sistema, ya que se desconoce el comporta-
miento de éste fuera del universo de discurso de sus variables.
Así pues, la estabilidad asintótica sólo podrá garantizarse para
aquellas trayectorias que cumplan el teorema 5.1 y permanez-
can íntegramente dentro del universo de discurso. Esto es:
Sea X el universo de discurso de las variables de estado y
∂X su borde, y sean C1,C2 ∈ R+, de forma que C1 = mı´n{V(x) |
V˙(x) = 0} y C2 = mı´n{V(x) | x ∈ ∂X}. Una estimación sobre
la región de atracción Δ que contiene el estado de equilibrio
situado en el origen, es aquella región contenida en el universo
de discurso de las variables de estado, Δ ⊆ X, en la que V(x)
se comporta como una función de Lyapunov y que satisface la
ecuación (28). Esta condición puede verse gráﬁcamente en la
ﬁgura 14.
Δ ⊆ {x ∈ X | V(x) < min{C1,C2}} (28)
Nótese que el signo menor estricto de la ecuación (28) im-
plica que la región de atracción no incluye su propio borde. Esto
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debe ser necesariamente así, ya que una trayectoria que se ini-
ciase en el borde podría no converger hacia xeq, por ejemplo,
saliéndose del universo de discurso X.
En (Andújar et al., 2009) se presenta un algoritmo para la
aplicación del teorema 5.1 para el diseño de controladores bo-
rrosos que garanticen la estabilidad del sistema en lazo cerrado.
Este algoritmo permite determinar un conjunto de parámetros
adaptables del mismo, tanto antecedentes como consecuentes,
y un conjunto de regiones Θq, de forma que F(x) sea deﬁni-
da negativa en un entorno suﬁcientemente amplio alrededor del
origen.
Al aplicar la teoría de Lyapunov a través del teorema 5.1 se
garantiza la generalidad de la metodología, ya que no se rea-
lizan linealizaciones ni simpliﬁcaciones de ningún tipo sobre
el sistema, y la condición que se impone es lo suﬁcientemente
ﬂexible como para que pueda ser satisfecha por sistemas com-
plejos (Andújar et al., 2009).
Dado el ejemplo del péndulo invertido del apartado anterior,
mediante la utilización del algoritmo presentado en (Andújar
et al., 2009) se obtiene el siguiente controlador borroso para
garantizar la estabilidad asintótica del sistema en torno al estado
de equilibrio situado en el origen:
SI x1 es Trimf(−∞;0;∞) y x2 es Trimf(−∞;0;∞)
ENTONCES τ = 5,353-7,417*x1-1,85*x2
SI x1 es Gaussmf(1,013;1,509) y x2 es Gaussmf(1,123;10,06)
ENTONCES τ = -8,169-0,4213*x1-0,5807*x2
SI x1 es Gaussmf(1,463;0,9176) y x2 es Gaussmf(-1,33;9,816)
ENTONCES τ = -20,31-3,055*x1-2,173*x2
SI x1 es Gaussmf(-0,876;0,8156) y x2 es Gaussmf(8,382;12,32)
ENTONCES τ = 4,055-0,9655*x1+0,06538*x2
Las matrices Pq, q = 1..4, obtenidas durante la fase de dise-
ño son:
P1 =
(
0,467 0,009
0,009 0,011
)
P3 =
(
0,024 0
0 0,012
)
P2 =
(
0,011 0
0 0,0109
)
P4 =
(
0,01 0
0,001 0,0352
)
En la ﬁgura 15 se puede observar la evolución del sistema
diseñado partiendo de distintas condiciones iniciales. En dicha
ﬁgura puede comprobarse que, efectivamente, todas las trayec-
torias que no abandonan el universo de discurso de las variables
de estado tienden al estado de equilibrio situado en el origen. La
estabilidad de aquellas trayectorias que abandonan el universo
de discurso de las variables de estado, mostradas en trazo pun-
teado, no puede garantizarse, ya que el modelo borroso de la
planta no tiene porqué ser válido fuera del rango de valores pa-
ra el que fue obtenido. Por lo tanto, al no ser posible garantizar
el cumplimiento del teorema 5.1 para dichas trayectorias, no
puede asegurarse formalmente su estabilidad.
6. Conclusiones
Desde que el profesor de teoría de sistemas de la Universi-
dad de California (Berkeley), Lotﬁ A. Zadeh publicó su famoso
Tiempo (s)
x
1
Límites del universo de discurso de x
Tiempo (s)
x
2
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-10
-5
0
5
10
-2
0
2
Figura 15: Simulación para distintas condiciones iniciales.
artículo Fuzzy Sets, la lógica borrosa ha conseguido en un breve
periodo de tiempo revolucionar la tecnología e impulsar la in-
teligencia artiﬁcial mediante la conjunción de los fundamentos
matemáticos, la lógica y el razonamiento. Desde que la lógica
borrosa se hizo popular a nivel industrial, se comprobó que el
desarrollo de un controlador borroso con un buen rendimiento
no era una tarea fácil, fue entonces cuando comenzó a hibridar-
se el control borroso con una gran variedad de tecnologías tam-
bién emergentes, como las redes neuronales o los algoritmos
bioinspirados, dando lugar a sistemas híbridos. La creación de
los sistemas borrosos híbridos y la fusión de la lógica borrosa
con técnicas clásicas y modernas de control, ha propiciado que
la lógica borrosa posea múltiples campos de aplicación en muy
diversos ámbitos, y que a nivel de investigación sigan produ-
ciéndose avances y nuevas propuestas constantemente.
En este trabajo hemos realizado un somero recorrido sobre
las técnicas de hibridación de sistemas de modelado y control
borroso que, desde el punto de vista de los autores, aportan un
mayor grado de complementariedad y valor añadido a las cuali-
dades innatas de la lógica borrosa. Así, se ha tratado con cierta
profundidad la hibridación de ésta con algoritmos procedentes
de las redes neuronales, algoritmos bioinspirados, algoritmos
del análisis numérico y algoritmos basados en el ﬁltro de Kal-
man como paradigma de herramienta de uso extendido en la
Ingeniería de Control.
No obstante lo anterior, a lo largo del trabajo han sido men-
cionadas otras técnicas de hibridación presentes en la literatura.
En general, el objetivo de los autores ha sido no hacer innece-
sariamente extenso este tutorial, de modo que se ha presentado
especial cuidado en presentar una amplia bibliografía, con ob-
jeto de que el lector interesado pueda profundizar en el vasto
campo de las técnicas de hibridación de sistemas de modelado
y control borroso.
El artículo ﬁnaliza con tres ejemplos de naturaleza muy di-
ferente, tanto en los sistemas en sí como en los objetivos de
modelado y control, que pretenden ilustrar de modo práctico
algunas de las técnicas de hibridación tratadas. Estos ejemplos
muestran como las capacidades inherentes de la lógica borrosa
pueden ser potenciadas de forma notable trabajando de forma
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conjunta con paradigmas tanto del control más clásico (léase
ﬁltro de Kalman o algoritmos numéricos por ejemplo), como
del que se da en denominar Control inteligente, donde las téc-
nicas de la inteligencia artiﬁcial son aplicadas a la resolución
de problemas de la ingeniería de control.
Como colofón de este artículo podríamos extraer quizás dos
lecturas fundamentales: (1) la adecuada hibridación de la lógica
borrosa con otras técnicas potencia sus cualidades de modelado
y control creando sinergia, en el sentido que el resultado ﬁnal es
superior al obtenido con cada técnica actuando por separado; y
(2), no cabe establecer supremacías de unas técnicas sobre otras
en un sentido absoluto, sino intentar conocer cuantas más mejor
para saber la de aplicación más idónea en cada caso.
English Summary
Hybridization of fuzzy systems for modeling and control
Abstract
Fuzzy logic has revolutionized, in a short period of time,
the technology through a combination of mathematical funda-
mentals, logic and reasoning. Its inherent hybridization ability
and intrinsic robustness, have allowed to fuzzy logic get nume-
rous successes in the ﬁeld of modeling and control of systems,
impulsing the intelligent control. In this paper, the more usual
hybrid fuzzy systems and its importance in the ﬁeld of mode-
ling and control of dynamic systems are studied. The paper pre-
sents several examples that illustrate, for diﬀerent hybridization
techniques, how these enhance the innate qualities of fuzzy lo-
gic for modeling and control of dynamic systems. Also, more
than a hundred and ﬁfty references are included, which allow
the interested reader to delve into the ﬁeld of fuzzy logic, and
more speciﬁcally, in its hybridization techniques with applica-
tion to modeling and fuzzy control.
Keywords:
Bioinspired algorithms fuzzy control fuzzy modeling fuzzy sys-
tems hybrid systems intelligent control neuronal networks
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