Abstract. We prove that if a finitely generated profinite group G is not generated with positive probability by finitely many random elements, then every finite group F is obtained as a quotient of an open subgroup of G. The proof involves the study of maximal subgroups of profinite groups, as well as techniques from finite permutation groups and finite Chevalley groups. Confirming a conjecture from Ann. of Math. 137 (1993), 203-220, we then prove that a finite group G has at most |G| c maximal soluble subgroups, and show that this result is rather useful in various enumeration problems.
Introduction
Let G be a finitely generated profinite group, and let m n = m n (G) denote the number of maximal subgroups of index n in G. The series {m n }, referred to as the maximal subgroup growth of G, has recently been investigated in [14, 16] . We say that G has polynomial maximal subgroup growth if for some c and for all n we have m n (G) n c . Such groups are called PMSG groups. The class of PMSG groups is a natural extension of the class of PSG groups (namely of groups with polynomial subgroup growth) which was studied extensively by Lubotzky, Mann, Segal and others (see for instance [13] ). The interest in these groups partially stems from some probabilistic questions. Let us say that G is positively finitely generated (PFG for short) if there exists k such that k elements chosen at random from G will generate G with positive probability. Here we view G (and its Cartesian power G k ) as a probability space, with respect to a normalized Haar measure. For example, by results of [7] , abelian profinite groups are PFG, while nonabelian free profinite groups are not PFG. An elementary probabilistic argument, given in [14] , shows that every PMSG group is a PFG group. This is used to show that prosoluble groups are PFG [14, Theorem 10] . Here we establish similar results for a larger class of profinite groups.
Our main result is as follows.
Theorem 1.1. Let G be a finitely generated profinite group, and suppose there is a finite group F which is not obtained as a quotient of an open subgroup of G.
Then G has polynomial maximal subgroup growth. Consequently, G is positively finitely generated. It is not known whether the subgroup growth of PMSG groups is at most exponential. However, the finitary version of Theorem 1.1 can be used to show that the subgroup growth of groups satisfying the assumptions of this theorem is at most exponential (see the second proof of [14, Theorem 12] ). A similar but somewhat stronger result is obtained in [18] .
Theorem 1.1 has the following finitary version: for every finite group F there is a constant c(F ) such that if G is a finite d-generated group which does not have sections isomorphic to
While Theorem 1.1 extends [14, Theorem 10] stated above, it also generalizes [14, Theorem 15] and [16, Proposition 3] , showing that SL n (Z) (n 3) and similar arithmetic groups (in arbitrary characteristic) with the congruence subgroup property are PMSG. Indeed, these arithmetic groups (more precisely, their profinite completions) are easily seen to satisfy the assumption of Theorem 1.1.
We note that Theorem 1.1 does not characterize PMSG groups. For instance, using iterated wreath products of alternating groups, Bhattacharjee [4] has constructed PMSG profinite groups which have all alternating groups-hence all finite groups-as upper sections (i.e. as quotients of finite index subgroups). The question of characterizing finitely generated PMSG profinite groups is still very much open. It is shown in [16] (using the Classification Theorem) that a finitely generated profinite group is PMSG if and only if it is PFG. This provides some sort of characterization without clearing the mystery around the structure of PMSG groups.
The proof of Theorem 1.1 consists of several stages. We first need some notation. Let F denote a class of finite groups satisfying the following conditions:
The class F is closed under taking quotients, subgroups, and extensions, contains all finite soluble groups and does not contain all finite groups. A typical example is the class S of all finite soluble groups, or the class F d (d 5) of all finite groups not involving the alternating group Alt d as a section; we call such groups Alt d -free. In general, if F is as above, then the groups in F satisfy the well-known Babai-Cameron-Pálfy restrictions on their nonabelian composition factors [3] . We say that a subgroup G Sym n is a maximal transitive (or primitive) F-subgroup if G is transitive (primitive), G ∈ F, and G is maximal with respect to these properties.
The first step in proving Theorem 1.1 is to reduce it to the following result on finite permutation groups.
Theorem 1.2. Sym n has at most n c(F ) conjugacy classes of maximal transitive F-subgroups.
The reduction is based on the Babai-Cameron-Pálfy polynomial bound on the orders of Alt d -free primitive permutation groups [3] . Now, using the O'Nan-Scott Theorem [10] and [16, Theorem 1.1], we reduce Theorem 1.2 to the following result in finite linear groups. Theorem 1.3. GL n (q) has at most q c(F )n conjugacy classes of maximal irreducible F-subgroups.
The proof of Theorem 1.3 relies heavily on Aschbacher's Theorem on the subgroup structure of the classical groups [1] . We note that merely invoking Asch-bacher's Theorem does not seem to be enough, since the subgroups we are counting need not be maximal in GL n (q); consequently, we embark on a rather complicated inductive process which eventually yields the required result. Theorem 1.2 for the class of soluble groups improves Lemma 3.2 of [17] , where it is shown that Sym n has at most n c log 2 n maximal transitive soluble subgroups up to conjugacy (where c is approximately 3). As for non-transitive groups, we show that Sym n has at most c n conjugacy classes of maximal F-subgroups (see Lemma 2.2 below).
As a by-product of our methods we obtain the following result which is of independent interest. This settles a conjecture from [17] . While we do not obtain sharp bounds on the exponent c in Theorem 1.4, we conjecture that c = 1 will do. Theorem 1.4 seems to be quite useful in various enumeration problems; for example, it can be used to give a streamlined proof of the main result of [17] and of [12, Theorem F] . More applications are given below. Denote by s(G) the number of subgroups of a finite group G. For a prime p, let G p denote a Sylow p-subgroup of G.
Corollary 1.5. Let c be as in Theorem 1.4, and let G be a finite group. Then
The next result, which applies Corollary 1.5, provides an upper bound on s(G) in terms of |G| alone. It improves the crude and frequently used bound
Corollary 1.6. Let G be a finite group. Then
This bound is essentially the best possible, as the example of elementary abelian 2-groups demonstrates. In fact, using Corollary 1.5 it can also be shown that groups G for which s(G) is close to |G| 1/4 log 2 |G| are in a sense almost elementary abelian 2-groups.
We conclude the introduction with some words on the structure of this paper. In Section 2 we reduce Theorem 1.1 to Theorem 1.2, and Theorem 1.2 to Theorem 1.3. In Section 3 we essentially reduce the enumeration of maximal F-subgroups of a finite group G to the case where G is almost simple. In Section 4 we enumerate maximal irreducible F-subgroups of the group ΓL n (q) of semi-linear transformations, using Aschbacher's Theorem [1] as our main tool. This is where Theorem 1.3-and with it Theorems 1.2 and 1.1-are proved. Section 5 is devoted to the proof of Theorem 1.4 and Corollaries 1.5 and 1.6.
Notation
Let q = p n , p a prime, let ΓL n (q) denote the extension of GL n (q) by the group of field automorphisms, and let P ΓL n (q) be the corresponding projective group. Then ΓL n (q) acts by semi-linear transformations on the vector space V of dimension n over F q .
For a finite group G, let M F = M F (G) denote the set of maximal F-subgroups of G, and let µ F (G) = |M F | denote their number. When G is considered as a group of semi-linear transformations of a vector space or a permutation group (in some fixed representation) we denote by ν F (G) the number of maximal irreducible F-subgroups in a semi-linear group G or the number of maximal transitive Fsubgroups in a permutation group G. This ambiguous convention will be used in a non-ambiguous way and it will always be clear from context which particular representation of G we are considering.
We will frequently use the following trivial observation: if H G, then we have
Then M H ∩ N and since H ∩ N is an F-subgroup we have equality (by the maximality of M ). It follows that the correspondence M → N is injective, which implies the claim. A similar observation holds when µ F is replaced by ν F .
We denote by S F (G) the F-radical of G, i.e. the maximal normal F-subgroup. Certainly when F is a class of all soluble groups, S F (G) = S(G) is the usual soluble radical of G.
By a simple group we mean a nonabelian simple group. A quasi-simple group is a perfect group which is simple modulo its centre. An almost simple group is a group lying between a simple group and its group of automorphisms. The layer of G (the product of all quasisimple subnormal subgroups of G) is denoted by L(G). Throughout this paper b, B, c, C represent constants (which sometimes depend on class F), but their values may change according to the context.
Some reductions
In this section we reduce Theorem 1.1 to Theorem 1.3. Given the class F (as in the introduction), let Conj F (n) be the number of conjugacy classes of maximal primitive F-subgroups of Sym n , and let Ord F (n) be the maximal order of such a subgroup. Let us say that an infinite group G is an F-group if all finite images of G belong to F. Lemma 2.1. With the above notation, let G be an r-generated F-group. Then
Proof. It is well known that m n (G) is equal to the number of homomorphisms φ : G −→ Sym n with primitive image divided by (n − 1)!. The image of any such homomorphism is a primitive F-subgroup of Sym n , which can be extended to a maximal primitive F-subgroup. In order to bound m n it therefore suffices to count homomorphisms from G to M , where M ranges over all maximal primitive F-subgroups of Sym n . Fix a conjugacy class C of such subgroups, and let m be the order of the subgroups in C. Then M ∈ C can be chosen in at most n!/m ways, and given M there are at most m r homomorphisms from
r−1 we see that the number of homomorphisms from G to some maximal primitive F-subgroup is at most n!Conj F (n)Ord F (n) r−1 . The result follows.
Note that since every finite group is a subgroup of some alternating group Alt n , there is a natural number d such that all groups in our class F are Alt d -free. By the main result of Babai-Cameron-Pálfy [3] we have
where c 1 depends on d (and thus on F). Now, assuming Conj F (n) n c2 (where
for a suitable constant c 3 . This completes the reduction of Theorem 1.1 to Theorem 1.2. The following preliminary result, which enumerates maximal (possibly intransitive) F-subgroups of Sym n , will be needed in what follows.
Lemma 2.2.
Sym n has at most C n conjugacy classes of maximal F-subgroups, where C is some absolute constant (not depending on F).
Proof. By [18, Lemma 2.1], Sym n has at most c √ n log 2 n 1 primitive subgroups up to conjugacy. In particular, this yields an exponential bound (say, c n 2 ) on the number of conjugacy classes of maximal primitive F-subgroups of S n . Now, if H Sym n is a maximal F-subgroup which is transitive but imprimitive, then H is a wreath product of maximal primitive F-subgroups P 1 , . . . , P t where ways up to conjugacy, we see that given the additive partition n 1 , . . . , n t of n, there are at most c Let us now reduce Theorem 1.2 to Theorem 1.3. We first show that it suffices to count maximal primitive F-subgroups of Sym n . Our arguments are similar to those used in the proof of Lemma 2.1. Indeed, fix n and let H be a maximal transitive F-subgroup of Sym n . If H is imprimitive then it is the wreath product of maximal primitive F-groups P 1 , . . . , P t where P i S ni and n 1 · · · n t = n. Assuming Theorem 1.2 holds for primitive groups with an exponent c, we see that, given the multiplicative partition n 1 , . . . , n t , each P i Sym ni can be chosen in at most n c i ways up to conjugacy, and so H can be chosen in n c 1 · · · n c t = n c ways up to conjugacy. Since n has no more than n 2 multiplicative partitions, it follows from the primitive case that H can be chosen in at most n c+2 ways up to conjugacy. We need the following.
Lemma 2.3. (i) Sym n has at most O(n) simple subgroups up to isomorphism.
(ii) Sym n has at most O(n log 6 n) almost simple subgroups up to isomorphism.
Proof. Clearly, Sym n has at most (n − 4) + 26 simple subgroup of alternating or sporadic type. So it remains to count simple subgroups of Lie type. We use the information on the minimal degrees of permutation representations of such groups, as presented in [8, p. 175] for the classical groups, and in [9] for exceptional groups. Let T = X k (q) be a group of Lie type of rank k over F q , and suppose T Sym n . Since the minimal degree of a permutation representation of G is at least bq k , we obtain n bq k . It follows that k O(log n) and that, given k, there are O(n 1/k ) possibilities for q. Now, if q and k are given, there are at most 7 possibilities for the simple group T (up to isomorphism). We conclude that the number of simple subgroups T Sym n of Lie type is of the form
Part (i) follows. To prove part (ii), let H Sym n be almost simple, and let T = Soc(H). Suppose T is given. If T is alternating, then there are only 2 choices for H. Suppose T is of Lie type, then the information on the minimal degree of T yields |T | C log 2 n , so
By [6] , every subgroup of Out(T ) can be generated by 3 elements. It follows that Out(T ) has at most |Out(T )| 3 O(log 6 n) subgroups. This shows that given T , there are at most O(log 6 n) choices for H. Part (ii) now follows by applying part (i).
We now reduce Theorem 1.2 for primitive groups to Theorem 1.3, using [16] as the main tool. Let H Sym n be a maximal primitive F-subgroup. We distinguish between the following possibilities, according to the O'Nan-Scott Theorem (see [10] Then n = p k and the socle of H is an elementary abelian p-group of rank k. Counting the possibilities for H up to conjugacy in Sym n is equivalent to counting conjugacy classes of maximal irreducible F-subgroups of GL k (p). Assuming Theorem 1.3 holds, there are at most p ck = n c such conjugacy classes (where c = c(F)). This concludes the argument in the affine case.
In the remaining cases H has nonabelian socle, say Soc(H) = T k for some k 1 and a nonabelian simple group T . Case 2. H is of a wreath product type (with the product action). Then, by maximality, H = H 1 H 2 where H i Sym ni and n n2 1 = n. Moreover, H 1 is a maximal primitive F-subgroup of Sym n1 and so by induction it can be chosen in at most n c 1 ways up to conjugacy in Sym n1 . Now, H 2 is a maximal transitive F-subgroup of Sym n2 , so by induction on n and by the above reduction to the primitive case, H 1 has at most n ways up to conjugacy. Clearly, n 2 log n and n 1 n 1/2 . Thus
if we assume c is large enough. Since there are no more than log n choices for n 1 , n 2 , we see that there are at most n c choices for H up to conjugacy. Case 3. H is of a diagonal type.
Recall that Soc(H) = T k . By Lemma 2.3, Sym n has at most O(n) simple subgroups up to isomorphism. Thus T can be chosen in at most O(n) ways. Given T , k is determined since 
Then G has a unique minimal normal subgroup, say N , and N is regular and nonabelian. Set C = C Sn (N ). Note that the normalizer of N in Sym n normalizes C, and so G normalizes C. Now, C ∼ = N and so C ∈ F. It follows GC is an F-subgroup of Sym n , so G = GC by maximality. This shows that C G. Clearly, N and C are minimal normal subgroups of G, and N = C (since N is nonabelian). This contradicts the fact that N is the unique minimal normal subgroup of G. In other words, we have shown that maximal primitive F-subgroups of Sym n cannot be of twisted wreath product type. Case 5. H is almost simple. Lemma 2.3 implies that as an abstract group, H Sym n can be chosen in at most n c1 ways. Now, by Theorem 1.1 of [16] , an almost simple group has at most n c2 maximal subgroups of index n. This shows that the abstract group H has at most n c2 primitive representations of degree n, and so the number of choices for H Sym n up to conjugacy is n c1+c2 . This completes the proof.
Reduction Lemmas
For a subgroup H of a finite group
is naturally embedded into Aut(H).
The following fact is well-known.
Lemma 3.1. Let G be a finite group with S(
G) = 1. Set L = L(G). Then L = L 1 × · · · × L k , where L i are simple and C G (L) = 1, i.e. G has a natural embedding into Aut(L). Denote Aut G (L i ) by A i and k i=1 Aut G (L i ) by A. Then A is a
subgroup of Aut(L) normalized by G Aut(L) and the factor group AG/A acts faithfully as a group permuting the subgroups L i .

Lemma 3.2. Suppose, under the assumptions of Lemma 3.1, that G A and G/A is a F-group. Then for
Proof. In its natural action by conjugation, M permutes the subgroups L i . Take an orbit, say L 1 , . . . , L t . Take elements
as an element of P 1 , therefore M h 1 = M 1 . If now g is an arbitrary element of M , then it can be written as g = hg i for some i = 1, . . . , t, so M
N . This means that the group N is generated by all subgroups conjugate to M 1 by elements from M , which proves the claim. Now NM is an F-subgroup, therefore NM = M and N M , which proves (i) and (ii).
The subgroup M ∩ A is a maximal F-subgroup of A, hence is self-normalizing in A. As G/A is a F-group, it follows that N G (M ∩ A) M . But M ∩ A M and therefore (iii) follows.
Corollary 3.3. Assume that S F (G) = 1, G/L(G) is an F-group and also that
L(G) = L 1 × · · · × L k for simple subgroups L i . Then µ F (G) k i=1 µ F (Aut G (L i )).
Proof. Consider the subgroup AG of Aut(L(G)). It satisfies the conditions of Lemma 3.2, therefore
But µ F (G) µ F (AG) and this proves our statement. Now, let T be a nonabelian composition factor of G and suppose T does not belong to F. It is easy to see that T is naturally isomorphic to one of the sections of G obtained in the following process. Let
) and for i > 1 set H i to be equal to the preimage of 
Lemma 3.4 (Reduction Lemma). Let G be an arbitrary finite group. Then
where T i ranges over the set of all distinguished simple sections of G.
Proof. It suffices to show this for groups G with S F
and by induction the number of subgroups 
If Alt n ∈ F then we have one more distinguished simple section of G, namely T = L(G/B) ∼ = Alt n , and obviously Aut G (T ) = G/B ∼ = Sym n . Now Lemma 3.5 follows at once from the Reduction Lemma.
We need one more version of the Reduction Lemma, which deals with groups of semi-linear transformations. Let Γ = ΓL n (q). We are interested in the number ν F (G) of maximal irreducible F-subgroups in certain subgroups G of Γ. Namely, consider the decomposition
where Sym t permutes t copies of GL a (q) in the central product and Λ = Aut(F q ) acts as the group of field automorphisms simultaneously on each copy of GL a (q).
Lemma 3.6. Under the above assumptions,
ν F (G) ν F (ΓL a (q)) t · ν F (Sym t ).
Proof. Follows the lines of the proof for Lemma 3.2. Obviously
Let K be the kernel of the action of G by permutation on the set {V 1 , . . . , V t }. Then, obviously, G/K ∼ = Sym t . Now if M is a maximal irreducible F-subgroup of G, then its image in G/K is a transitive subgroup of Sym t and the group P 1 induced on L 1 by the action of N M (L 1 ) is an irreducible (in the sense of semi-linear action) subgroup of P ΓL a (q). In view of these remarks we can easily adopt the arguments from Lemma 3.2, Corollary 3.3, the Reduction Lemma and Lemma 3.5.
Proof of Theorem 1.3
The main result of this section is as follows.
Theorem 4.1. There is a constant C which depends only on F such that, for
The following result, which is our main tool in this section, is a simplified version of Aschbacher's Reduction Theorem for subgroups of finite classical groups [1] . Its proof can be easily extracted from the proof of Theorem Γ in [1] ; our notation is slightly different from that of [1] . 
where n = at and Λ ∼ = Z e is the group of field automorphisms.
(C4): The stabilizer of a tensor product decomposition
where n = ab and a cyclic group Λ is induced by the field automorphisms of GL n (q).
(C6):
The group M is either the normalizer of a symplectic-type r-group (r prime) in an irreducible representation over
where n = r a k and C is a cyclic subgroup of field automorphisms of F q k , or the normalizer of the Zinger cycle Z = Z q n −1 ; in the latter case M is a soluble group.
(C7): Stabilizer of a tensor decomposition
where n = a t and Λ is induced by field automorphisms of GL n (q).
Remark 4.1. Note that since we deal with irreducible subgroups, Aschbacher's class (C1) of parabolic subgroups does not occur. Also we require from the groups of our class (S) no further properties but irreducibility. This allows us to ignore the further subdivision of our class (S) and make redundant cases (C3), (C5) and (C8) in Aschbacher's Theorem. 
Proof. Recall that there is a constant d such that all groups in F are Alt d -free. By [3] there is a constant c which depends only on d and such that |S| q c n . Now we can repeat the arguments of [7, p. 69] . Indeed, the number of possible simple subgroups S of a given order s is itself 2 (by the classification of finite simple groups). Fix such a simple group S. Let S be its covering group. Then |S| |S| log |S| and the number of (equivalence classes of) absolutely irreducible projective representations of S in characteristic p is at most |S|. Combining these inequalities we easily obtain that the number of absolutely irreducible projectively simple F-subgroups of P ΓL n (q) is q cn for some constant c. Irreducible, but not absolutely irreducible subgroups of P ΓL n (q) correspond to absolutely irreducible subgroups of P ΓL a (q b ) with ab = n. Thus the desired estimate for the number of irreducible simple F-subgroups boils down to Proof of Theorem 4.1. We will be looking for a bound for ν F (G) in the form
where f is some function. The idea is to obtain a recursive relation for f (n) and then to conclude from it that f can actually be taken to be a linear function of the form f (n) = B · (n − 1), where B is a large constant. Finally we notice that |G| |GL n (q)| · log q and thus
Denote by V the underlying vector space over F q for GL n (q). Notice that G acts on V by semi-linear transformations. Also H satisfies one of the clauses (S), (C2), (C4), (C6), (C7) of Theorem 4.2.
We start our analysis with the first possibility for H when it lies in the "exceptional class" (S). Since H = N G (S) in this case, it suffices to count the number of choices for the quasi-simple irreducible subgroup S, and this can be done using Lemma 4.3. It follows that the number ν except of subgroups H satisfying (S) is bounded by ν except q cexceptn |G| for some absolute constant c except . The next possibility is that H lies in the normalizer of one of the irreducible symplectic-type r-subgroups in G, or in the normalizer of a Zinger cycle Z < G (as in case (C6)). Note that in the latter case we have H = N G (Z) by maximality (as the group on the right hand side is soluble), and so H can be chosen in at most |G| ways.
We find that the number ν (C6) of subgroups H in this case is bounded by
Now we can roughly estimate µ F (Aut(Sp 2a (r))). Since r a n, the order of Aut(Sp 2a (r)) is about r (2a) 2 ∼ n log n . A finite group of order g has less than g log g subgroups, therefore Aut(Sp 2a (r)) has less than (n log n ) log(n log n ) = n log 3 n subgroups, which can be bounded by c n for some absolute constant c. In view of our upper bound on ν (C6) we easily conclude that ν (C6) c n sympl |G| for some absolute constant c sympl . which follows from Lemma 2.2. Thus the number ν (C2) of maximal irreducible F-subgroups in G produced by subgroups of type (C2) can be estimated as
Analogously we have for types (C4) and (C7) the following share of maximal irreducible F-subgroups:
Combining these inequalities and summing up over all conjugacy classes of subgroups in the classes (S), (C2), (C4), (C6) and (C7), we obtain the following estimate.
We need to show that this sum is q f (n) . It is obvious that this inequality is satisfied by a large enough linear function f (n) = B · (n − 1).
Proof of Theorem 1.3. By [3] there is a constant
Since H is self-normalizing, this implies that H has at least |G|/q bn conjugates in G. Now, in view of Theorem 4.1, we have ν F (ΓL n (q)) q Cn |G|, and we clearly have the bound ν F (G) ν F (ΓL n (q)). Therefore the group G has at most q Cn |G| maximal irreducible F-subgroups. Since each conjugacy class of such subgroups has size at least |G|/q bn , we deduce that G has at most q (C+b)n conjugacy classes of maximal irreducible F-subgroups. This completes the proof.
Applications
In this section we draw several important corollaries from Theorem 4.1 above. In particular, we prove that there is a constant c (which depends only on class F) such that for any finite group G, µ F (G) |G| c (see Theorem 5.4 below).
Corollary 5.1. There is a constant C such that
Proof. To prove the first inequality we have to count maximal F-subgroups of G = ΓL n (q) which are not necessarily irreducible. If H is such a subgroup, then H lies in some parabolic subgroup. Let P be a minimal parabolic subgroup containing H. Since H is a maximal F-subgroup of P , it must contain the unipotent radical N of P , and H/N is a maximal F-subgroup of the Levi factor L = P/N . If V 1 , . . . , V t V are the composition factors of the natural module V as a P -module, then H/N acts irreducibly on each V i , and we have (in the usual notation)
It is now easy to see that H/N has the form N L (K), where K = K 1 × · · · × K t , and each K i is a maximal irreducible F-subgroup of GL(V i ). Using Theorem 4.1 we see that there are at most q Cni |GL ni (q)| choices for K i , where n i = dim V i , and since n i = n, H can be chosen in at most q Cn |G| ways, given P . Finally, it is well known that the number of conjugacy classes of parabolic subgroups of G = ΓL n (q) is bounded by an exponential function of n. Hence the total number of maximal F-subgroups of G is at most c n |G| · q Cn |G|, which is bounded by a polynomial function of |G|. This completes the proof of the first inequality.
The proof of the second inequality is easier. Note that
(where Z 2 is generated by the inverse-transpose automorphism), and so we have from Lemma 3.5 
Proof. It is well-known that the group Aut(G) = G 1 Γ, where G 1 is generated by inner, diagonal and field automorphisms and Γ is the group of graph automorphisms [5] . Notice also that G 1 is a subgroup of Aut(P SL n (q)) (Aut(P SL n (q 2 )) in the case of G = P SU n (q 2 )) and Γ is a subgroup of Sym 3 . Thus Aut(G) is a subgroup of Aut(P SL n (q)) Sym 3 (replace q by q 2 for the unitary group, here and in the further arguments) and, by Corollary 5.1 and Lemma 3.5,
for a constant D = 12C (or 24C in the case of P SU n (q)). The second inequality follows easily from the well-known formulas for the orders of G.
A modification of the same argument yields an analogous estimate for all simple finite groups of Lie type: For this reason it is enough for our purposes to consider only non-twisted groups. All of them can be obtained by the following construction.
Let G be a simple algebraic group of adjoint type defined over a prime field F p . Let G(F q ) be its group of points over F q , q = p n , and L = O p (G(F q )). Then L is a finite simple group of Lie type (with a small number of soluble exceptions). Notice that L acts on its Lie algebra Lie(L) which is a vector space of dimension m = dim(G) over F q .
It is also important that the order of L is a polynomial in q of degree m = dim(G). In all cases m 248. Now consider the structure of Aut(L). Notice that the so-called 'field' automorphisms of L are induced by the automorphisms of F q . We know further that Aut(L) = L 1 Λ, where L 1 is the group generated by inner, diagonal and graph automorphisms and Λ is the group of field automorphisms. In all cases L 1 Aut Fq (Lie(L)) GL m (q) and Aut(L) ΓL m (q). Now µ F (Aut(L)) µ F (ΓL m (q)) is bounded, in view of Corollary 5.1, by a polynomial in q. Since |L| is bounded by another polynomial in q, the result follows immediately.
We can now obtain the main result of this section. Proof. By the Classification Theorem for Finite Simple Groups every non-abelian composition factor S of G is either a group of Lie type, or an alternating group, or one of the 26 sporadic groups. In the case of a group of Lie type µ F (Aut(S)) |S| C for some constant C which depends only on F. If S is alternating, we have an even better bound in view of Lemma 2.2. Since the number of sporadic groups is finite, we have, after appropriately increasing the constant C, that µ F (Aut(S)) |S| C for all non-abelian composition factors S of G. Now the result follows immediately from the Reduction Lemma.
Proof of Theorem 1.4 . This is just a special case of Theorem 5.4, where F is the class of finite soluble groups. Therefore N |G| p |G p | and the result follows.
