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Abstract 
Let G be a linear functional on dk[ -1 ,  1] (the class of all functions with an absolutely continuous (k -  1 )th 
derivative), let ~ E ~ and let G [~-] be given by G[~l[f] := G[(. - ~)f]. In this situation, a theorem by Bral3 
and Schmeii3er (1981) states that G is definite if G [~l is definite. In this paper, we give conditions on G 
which ensure the definiteness of G [~l. An application of our result yields error bounds for a quadrature rule 
for Cauchy principal value integrals. 
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I. The definiteness criterion 
In [2], BraB and Schmeil3er have considered the following situation: 
Let G be a linear functional on cm[-1, 1] with G[p] = 0 whenever p is a polynomial of degree 
~<m - 1, and let ~ E [ -1 ,  1]. Then, define the functional G E¢1 on cm[--1, 1] by setting 
G[¢J[f] := G[ ( . -  ~) f ] .  (1) 
Furthermore, let G t¢l be definite of  order m-  1. In this situation, G is definite of  order m, and we 
have the following relation between the Peano constants of  G and GH: 
1 
0re(G) = --Qm-,(Gt¢I), (2) 
m 
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where os(L) := sup {L[f]: f E CS[-1, 1], [if(s) H ~< 1} is the sth Peano constant of the linear func- 
tional L. Here and in the following, [[.[[ denotes the usual sup-norm. From this definition, we can 
easily obtain the estimate 
]L[f]] <~(L)llf(s)[I. (3) 
In practice, L is often chosen to be the remainder term in a numerical approximation problem. Then, 
inequality (3) is one of the standard methods of obtaining an error bound. An example will be given 
in Section 2. 
A number of generalizations and further results concerning this problem and applications in many 
different areas of numerical mathematics (Cauchy principal value quadrature, representations and 
identities for B-splines, monotonicity of quadrature formulae, polynomial interpolation, etc.) have 
recently been given by K6hler [8, 9] and the author [6]. 
However, it is still an open problem to find a sufficient condition on G whicfi ensures the defi- 
niteness of G M. From the result of BraB and SchmeiBer stated above, it follows that the definiteness 
of G is necessary for the definiteness of G r~l. From the following counterexample, we can see that 
it is not sufficient: 
Let 
1 G[f ]=-2 f ( -1 )÷4f ( -½) -4 f (O)÷4f (½) -2 f (1 )  and ~=-~.  
The functional G is, apart from a constant factor, the sum of two second-order divided differences 
with nodes -1 ,  -½, 0 and 0, ½, 1, respectively. The second Peano kernel K2 of G is given by 
/ ' 2x÷2 if - l~<x < -g ,  ~<x<0,  -2x  if - 
1 Kz(x) 2x if 0~<x < 5, 
I ~<x~<l. -2x  + 2 if 
It is easily seen that Kz(x)~>0 for x E [--1, 1]; thus G is positive definite of order two. The first 
1 Peano kernel of G changes its sign at x = 0 and x = -4-3, so G does not fulfill the hypotheses of 
Theorem 1 below. Let KI,(-1/4) be the first Peano kernel of the functional G [-1/4], then we have (see 
the proof of Theorem 1 below for the relations between the different Peano kernels) 
1 I KI,(-I/4) (1) = K2 (¼) ÷ (4 I- ÷ ¼) K, (¼) = ~ + ½(-2) = $ < 0 
and 
1 K,.(-,/4) (-¼) =/(2 (-¼) + (-¼ + ¼)K, (-¼) = $ > 0. 
Hence, KI,(-u4) does have a change of sign, and consequently G [-1/4] is not definite. 
Thus, we need a stronger condition on G to prove the definiteness of G [~]. In this context, we 
shall prove 
Theorem 1. Let m~>2, let G be a linear functional on ~4m[--1, 1] (the class of  all functions with 
an absolutely continuous (m-  1 )th derivative) with G[p] -- 0 whenever p is a polynomial of  degree 
<.m - 1, and let ~ E [-1,1]. Furthermore, let G E~-I be defined by (1). Let Km-~ be the (m - 1)th 
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Peano kernel of  G. I f  the function (. - ¢)Km-1 does not have a change of  sign in the interval 
[ -1,  1], then G ~¢1 is definite of  order m - 1. In particular, G tel is positive (negative) definite if  
( ' -  ¢)K,,_l is nonnegative (nonpositive) on the interval [-1,  1]. 
Remark. The condition imposed on G is indeed stronger than the definiteness of G. In fact, under 
the hypothesis of Theorem 1, we have that Km_~ changes its sign exactly once in the interval [ -1,  1]. 
Then, using the facts that Km(X) = -fx_ 1Km_i(t)dt and Km(±l) = 0, we see that Km cannot have 
a change of sign in [-1,  1]. Thus, G is definite of order m. 
Having established the definiteness of G E¢1, we can use the result of Bral3 and Schmeil3er in the 
following way: We evaluate the (m - 1)th Peano constant of G t¢j and thus obtain an expression for 
the mth Peano constant of G. The advantage is twofold: 
• The order of the Peano constant which we have to consider decreases by one, and in most cases, 
lower-order Peano constants are easier to evaluate than higher-order Peano constants. 
• The functional G I¢1 can have a simpler structure than the functional G (see the example in Section 2 
or the applications given by K6hler [8, 9]), again simplifying the evaluation of the Peano constants. 
Proof of Theorem 1. For /~ E {m - 1,m} let K~, be the #th Peano kernel of G. Furthermore, let 
Km-lXO be the (m - 1 )th Peano kernel of G Eel. An explicit calculation yields 
Km_lXo(x) = mKm(x) - d (x x - ~)Km(x) = (m - 1)K,,(x) + (x - ~)Km-l(x) (4) 
(cf. [2, Eq. (3)] where there is a different normalization of the Peano kernels). Let us now assume 
that ( . -  ~)Km-1 is nonnegative on [-1,  1] (i.e., Km-I is nonpositive on [ -1,~) and nonnegative on 
(~, 1]). From this and the general properties Kin(x) = -f~-I Km-l(t)dt and Km(+l) = 0, we obtain 
that Km is nonnegative on the interval [ -1,  1]. Therefore, from Eq. (4), we have that Km_lx~)(x)>>-0 
for all x E [-1,  1]. This is equivalent to the fact that G t¢l is positive definite of order m - 1 (cf. [2]). 
If we assume that ( . -  ¢)K,,_1 is nonpositive on [-1,1], we can proceed in an analogous 
manner. [] 
2. An application 
For f E C~[ - 1, 1 ], we consider the numerical approximation of the Cauchy principal value integral 
I [ f ]  := dx :---- lim dx + dx . (5) 
I X c----+0+ I X ~- X 
There are numerous applications for such integrals in fields like aerodynamics, elasticity, etc., see [5, 
7, 10, 12] and the literature cited therein. 
For n E ~, let s,+l[f] be the piecewise linear spline with knots x,, :-- -1  + 2v/n (v = 0, 1,. . . ,n) 
which interpolates the function f at these knots. We then use 
n 
Q,+, [ f ]  := I[s,+l [f]] = ~ avf(xv) 
v=0 
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-1  
ao = 1 + ½nxl In Ixll 
{', 
an = 1 + gnxn-i In Ix.-,I 
as an approximation for I [ f] .  Defining Fn+ 1 [ f ]  := f - s,+l [f],  we can see that 
R,+,[f] := I [ f ]  - Q,+l[f] = I[rn+,[f]]. 
We will call Qn+l a quadrature formula and R,+l its remainder. This quadrature formula has been 
considered by numerous authors [5, 7, 10, 12, 13]. Estimates for the first- and second-order Peano 
constants of Rn+~ have recently been obtained by the author [5]. However, it is easy to see that 
Rn+~[p] = 0 whenever p is a polynomial of degree ~<2. For polynomials of degree ~<1, this 
follows directly from the construction, whereas for p(x) = x 2, we can use symmetry arguments. 
Consequently, the third-order Peano constants of R,+~ exist. However, no bounds for these values 
seem to be known. 
Expressions for the weights of Qn+l can easily be obtained, see, e.g., [13] where it has been 
shown that 
if n=2,  
else, (6) 
if n=2,  
else, (7) 
and for0 < j  < n: 
0 
21n2 
-2  In 2 
,( gn -X/_l In 
aj = 
1 if j = ~n, 
if j -1  = l ~n, 
1 if j + 1 = 5n, 
else. 
(8) 
So, using the theorem of Peano-Sard [11], we can evaluate the first, second and third Peano kernel 
of R,+I, and we can prove 
Lemma 2. Let K~ be the sth Peano kernel of Rn+l. We have 
>/0 fo r  x<~O, 
K2(x) 40  fo r  x>~O. 
Proof. The first Peano kernel of R,+I is given by (see [3, Theorem 4]) 
n 
K,(x) = - In Ix l  - av(Xv - x) ° 
~,=0 
where (.)° is the truncated power function given by 
1 for x>0,  
0 I for x = O, X+ ~ 
0 for x<O.  
(9) 
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Using this explicit representation, a short calculation gives 
f x, K~ dx = 0 (x ) /--L 
from which, using the property 
K2(x) = - Kl(t)dt, (10) 
we can deduce that 
K:(xj) = 0 
for O<<.j~n. But now, K2 is a convex function on (xj,xj+l) for j>~½n and, if n is odd, also on 
(0, x(n+l)/2). Furthermore, it is concave on (xj-l, xj) for j~< ½n and, if n is odd, also on (x(n_l)/2,0). 
This can be seen from (9) and (10) (see also [3, Corollary 5]). From these properties, we can 
immediately deduce the statement. [] 
If we set R,~+j[f] := Rn+l[(')f], we can see that 
f R*+l[f ] = f (x )dx  - Qn+l[f] 1 
with 
Q~,+I [f]  = Qn+l [( ')f],  
so that R~+~ is the remainder functional of a classical quadrature formula for the Riemann integral 
f l  f (x )  dx. 
Making use of this classical quadrature formula, we can prove the central statement of this section, 
namely 
Theorem 3. 1. R,+~ is negative definite of  order three. 
2. q3(Rn+ 1 ) = Z -2  ~n + O(n-3). 
In [4], we have shown that there exist quadrature formulas Qn for the Cauchy principal value 
integral with 
~3(/~n)  = O(n -3 Inn), 
and that there exists a negative definite quadrature formula 0n+2 with 
Q3(/~n+2) = ~n2 -2, 
SO that the quadrature formula considered here cannot be optimal among all quadrature formulas 
with the same number of nodes, and not even among all negative definite quadrature formulas. 
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For the proof of Theorem 3, we need some results on the weights of the classical quadrature 
formula Q,~+I: 
Lemma 4. Let Q;+,[f] = ~,".=0 a,~f(xv). Then, 
* - -  n - I  2 -2  2 -3  J~n-4  a o + ~n + ~n + 7, with - <~Yn <~4n-4, 
a¢*,_1)/2 = (31n3)n-' if n is odd andn¢ 1, 
a~/2_ 1 = (In 16)n -1 if n is even and n ~ 2, 
an~ 2 = 0 i f  n & even. 
1 1, and, for 1 <. v < ~n - 
n 3 ~-C * 2n-1 + 3x~ ..~a~ <~2n -1 + 
4 
n -3 .  
3Xv-lXv+l 
Proof. We use the expressions for the weights of On+l given in Eqs. (6)-(8). The result on a~ 
follows from this by developing the logarithmic expression into a power series and a suitable 
estimation of the remainder. The statements on a¢n_l)/2, a,/2_ ~ and a,/2 follow immediately from 
1 1, we these statements. For the proof of the last claim, we proceed as follows: For 1 ~<v < 5n-  
define 
ln(x -Xv- l )  
f,,(x) := ½n(xv+, - x) 
0 else. 
By construction of Q.+j, this yields 
f_' f ~(x) fx,+, f ~(x) d x av ~ dx-~- 
1 X x~,_ I X 
and hence 
fxT ' f v(x) = x , , , .  = _ ,  x )  
Thus, it follows that 
if Xv-1 <~x < xv, 
if Xv ~<x < x,,+l, 
f 2/n y dy. dx = nx~ 2 (y 2/n)2 
JO  Xv  - -  - -  
f2/, ( yxf 
a~* - 2n - '=  n Jo x 2 _ (yX  2/n)2 
y(x~ j _ (y_~ 2/n)2)'~ 
- xZ_(y_2 /n)  2 ]dy  
= ao x (~(yZ-~)  2 xv-4 /nZao y (y  2/n)2dY 
n 4 
x~_ ,x~+ ~ -3 n -4  
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and 
[2/" Y (Y -  2/n)2 dye>;  [e l ,  
a,*, -- 2n- '  =n.10 x~--~iy - - -~)2  - -  ao Y(Y - 2/n)2 dy 
= 34x~ n-3, 
which was to be shown. [] 
Proof  of Theorem 3. 1. From the general Peano kernel theory, it is well known that for the third 
Peano kernel of R,+t, we have 
K3(x) = - K2(t)dt 
1 
and 
K3(1) = 0, 
so that it is a simple consequence of Lemma 2 that, for all x E [ - l ,  1], 
K3(x) <0 
which is equivalent o the statement. 
2. From Lemma 2 and Theorem l, we can see that R~+ t is negative definite of  order two. So, 
using the result of  Brafl and SchmeiBer, we can see that 
Q3(Rn+ 1) _-- 1 * ~Qz(R,+I ). 
For the evaluation of Qz(R~+ 1), we note first that, by symmetry, 
. /0 
Q2(Rn+I ) = 2 K;(x) dx,  
where K2* denotes the second Peano kernel of R~,+I. The quadrature formula Q~+~ uses the same 
nodes as the classical trapezoidal formula Tr Q,+~ whose remainder is also negative definite of  order 
two [1, p. 56]. Let K Tr denote the second Peano kernel of  this formula. Then, we have 
X;(x)  K'if(x) R,+l[ (" x)+] Tr Tr * . . . . .  Q,+I [(" -- -- • R ,+1 i ( ' -X )+ ] - -X )+]  Q,+l[("  x )+]  
n 
= a v -av) (xv -x )+ = a,, -a , , ) (x -xv)+.  
v=0 v=0 
• Tr If we choose x such that For n > 2 and v < ½(n - 1) we have shown in Lemma 4 that a~ > a~. 
x. <~x<~x.+l <<.XL./2j holds, we obtain 
P 
X;(x)  - -  KTr(x)  = ~--~(a, Tr - a,*, )(x - xv) ~< 0. (11 ) 
v=0 
But now, K~* - Kz vr is a linear spline with knots x~. If n is odd, Eq. (11) implies K~(x(,,_l)/z) -
K2rr(x("-l)/2) < 9" Since both K;  and K2 v~ are even functions, their difference is even, and hence 
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K~(x(~+l)/2)- K~r(x(n+l)/2) < 0. The linear spline K2*- K]r does not have knots in (x(,-l)/2,x~,+l)/2). 
Hence it is a straight line, and thus negative throughout this interval. Consequently, for all 
x E [ -1 ,  1 ], we have 
K~(x) - KTr(x) ~ O. 
From this, we can deduce 
/ ° lK ; (x )dx  = f°__lKTr(x)dx + /°1 (K; (x) -KTr(x))dx 
l~ [DWr f ; l  (K~(x) K:r (x) )  dx ~-- 5~,211,,.n+1 ) "+ 
, -2 [0  (K ; (x )  K: r (x ) )  dx  . = ~n + 
d-I  
Now, we have to estimate the integral. First, let us assume that n is odd. Then, we have 
f°_ (K;(x) - Ki t (x ) )  dx 
(n- 1 )/2 0 (n- 1 )/2 
_ ~--~ (a v T r / _  1 * Trx 2 - * -a  v ) (x -xv)+dx=5 ~ (G-a~)x~ 
v=0 1 v=0 
2 --3 * Tr \  2 3 ,~g/-- l \  1 n -2 + ~n -+- 4n -4 + Z (av -- a v )x~ + (5 In 3n- '  - n -2 
"¢= l 
(n-3)/2 
gnl -2 + ~(9  In 3 8)rt-3 _+_ 2rt-4 + 21 Z (av* _ Tr. 2 = - a,, )x v. 
v=l 
Using the estimates for the weights shown in Lemma 4, we deduce 
(n-3)/2 (n-3)/2 xv2 gn (n-3)/2 (1 + ~ 4n-2A ~'~ (a* -  Trx 2 4 - -3  __4  -3  
a~ )x~ <~ ~n Z 
v=l v=l Xv_IXv+ 1 = X; - -  ~n--2,] 
(n-3)/2 
4 _--3 n -- 3 ~n_  5 1 
= ~n -2 + ~ (x~ - 2/n)(Xv + 2In) 
(n-3)/2 
2 _2 2n_3+4 _ 4 ( 1 1 ) 
= 5n - gn Z --2/n x~ q-2/n 
v=l 
( n ) _ 2 -2 2n-3+4 -4 -1+ + 1 - -  gn - gn ~ gn + n 
2 --2 2 -3  8 -4  ~< gn - gn -- gn 
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and 
(n--3)/2 (n--3)/2 
(a* - Tr', 2--4 --3 
a v )x v ~ gn Z 
v=l v=l 
and, for odd n, we can conclude 
and 
2 -2 2n-3, 1 = 5n - 
co  
e3(R,+,)  = ' * ~ J-1 K~(x) ~02(R,+l ) = dx 
~<5(g  n21  -2 +5 nl -2 +31(  2n-25 + ~(27  In 3 - 28)n -3 -k-4n-4))3 
__  2 - -2  1 14 n-3  4 -4  -- gn + (g ln3-  ~5) + gn 
>2 -2 1 _~)n-3 4 -4 ~3(Rn+l) ~-" ~n q- (~ In 3 - - gn . 
Only minor modifications of  the proof are required to show that, for even n, 
2 -2 (41n2_4)? / -3  4 -4 2 -2 (41n2_  1)?/-3..~_4 -4 ~n + 3 - gn ~<03(Rn+l)~< ~n + 3 ~n 
holds. This completes the proof of  the theorem. [] 
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