Digital image classification is frequently employed to produce land-cover maps from a variety of aircraft-and satellite-based sensors. Classification may be performed on a per-pixel basis employing a crisp or hard classification, or on a sub-pixel basis using a fuzzy or soft classification (Schowengerdt, 1997) . For a hard classification, each pixel of the image is assigned to a single class. In contrast, a soft classification assigns to each pixel a degree or grade of membership in each of the land-cover classes.
Introduction
Digital image classification is frequently employed to produce land-cover maps from a variety of aircraft-and satellite-based sensors. Classification may be performed on a per-pixel basis employing a crisp or hard classification, or on a sub-pixel basis using a fuzzy or soft classification (Schowengerdt, 1997) . For a hard classification, each pixel of the image is assigned to a single class. In contrast, a soft classification assigns to each pixel a degree or grade of membership in each of the land-cover classes.
Accuracy assessment is an integral part of the classification process. Accuracy assessments for maps employing a hard classification are typically based on an error matrix and associated summary measures such as overall, user's, and producer's accuracies derived from the error matrix (Foody, 2002) . No such standard approach is in common use when the classification is soft, and methods are needed to extend the notion of hard-class matching to soft-class matching to produce statements that can represent uncertainty expressed in reference and classified data (Binaghi et al., 1999, p. 936) . A soft classification could be hardened so that the analyses applicable to a hard classification could be used, but often this entails an unacceptable loss of information. Several accuracy measures have been proposed specifically for use with soft classification. These include
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Stephen V. Stehman, Manoj K. Arora, Teerasit Kasetkasem, and Pramod K. Varshney entropy (Finn, 1993; Maselli et al., 1994) , cross-entropy (Foody, 1995) , Euclidean and L1 distances (Foody and Arora, 1996) , correlation (Maselli et al., 1996) , Morisita's index (Ricotta, 2004) , and measures analogous to overall, user's, and producer's accuracies derived from a fuzzy error matrix (Binaghi et al., 1999) . We focus on Binaghi et al.'s (1999) error matrix formulation because this places accuracy assessment of a soft classification into a context familiar to users already experienced with accuracy assessment of a hard classification.
Whether the classification is hard or soft, accuracy assessment requires selecting a sample of locations and determining the reference or ground condition at these sample locations. The accuracy measures are then estimated from the reference sample data. Adhering to the principle of consistent estimation requires that the estimation formulas take into account the sampling design used to collect the reference data (Stehman and Czaplewski, 1998) . Stratified random sampling is employed in accuracy assessment to ensure that rare classes are allocated large enough sample sizes to precisely estimate accuracy of each class. Because stratified random sampling is commonly implemented in practice, it is important to use estimation formulas appropriate for this design. Applying formulas derived for simple random sampling (SRS) to data obtained by a stratified sampling design will generally produce biased estimates. We derive the formulas appropriate for stratified random sampling to estimate the fuzzy error matrix accuracy measures suggested by Binaghi et al. (1999) . We also derive the formulas for the standard errors of these accuracy estimates.
Fuzzy Error Matrix
An error matrix summarizes the correspondence between the map labels assigned to the pixels and the corresponding ground condition (i.e., reference class) labels observed from existing maps, aerial photographs, ground surveys, or video images. The columns of the error matrix represent the reference class, and the rows represent the map class. Diagonal elements of the error matrix represent agreement between the map and reference labels, and the off-diagonal elements reflect disagreements between the map and reference labels. Binaghi et al. (1999) demonstrated how a fuzzy error matrix could be produced for an assessment where a soft classification is employed for both the map and reference data, and noted that this "fuzzy error matrix performs as precisely as the corresponding traditional matrix and is a clear generalization of the latter."
We briefly review Binaghi et al.'s (1999) fuzzy error matrix construction using their notation. Let R n and C m denote the sets of reference and classification data assigned to class n and m, respectively, where q is the number of classes, 1 Յ n Յ q, and 1 Յ m Յ q. R n and C m are fuzzy sets, and {R n } and {C m } form two fuzzy partitions of the set X where x denotes an element of X, and X is the set of all pixels in the map. The membership functions of R n and C m are given by R n , and Cm , where [0,1] denotes the interval of real numbers from 0 to 1, inclusive. Here, R n (x) and C m (x) represent the class memberships of x in R n and C m , respectively. The fuzzy error matrix M consists of the fuzzy intersection set C m പ R n , as determined by the fuzzy set "min" operator. The row m, column n entry of M is:
(1)
For illustration, consider a simple example in which a pixel has been classified into three land-cover classes. The class proportions from the map and reference data are R 1 (x) ϭ 0.3, R 2 (x) ϭ 0.2, R 3 (x) ϭ 0.5, and C1 (x) ϭ 0.5, C 2 (x) ϭ 0.2, C 3 (x) ϭ 0.3. The contribution to the fuzzy error matrix for this one pixel is shown in Table 1 . The total grades of membership are the class membership values of the pixel, Rn (x) for column n, and C m (x) for row m.
The fuzzy error matrix for the whole classified image (population) is obtained by summing the individual pixel contributions over all pixels in the map, . The total grades of membership for the population are similarly obtained by summing the grades of membership contributions from all pixels. Overall, user's and producer's accuracies are computed in the usual fashion from this population fuzzy error matrix (see the next section). These accuracy measures are a straightforward extension of those used to assess a hard classification scheme. Binaghi et al. (1999, p. 942) well express the interpretation as follows: ". . . they (the fuzzy error matrix measures) register the gradual strengths in class assignment and express the way in which the strength of class membership is partitioned between the classes and how closely this represents the partitioning of class membership found in the reference data. The conventional question of 'how coincident are classification and reference data' must be reformulated as 'how close are the grades in class assignments for classification and reference data'."
Stratified random sampling is typically implemented with the map land-cover classes serving as strata. The rationale for stratification is that class-specific accuracies are often of interest, and stratifying by map class permits allocating a specified sample size to each map class to enhance precision of the estimated accuracy for that class. When a hard classifi-
cation scheme is employed, it is straightforward to assign a pixel to a single map land-cover class because each pixel has a single class label. When the classification is soft, the rationale for stratification is to increase the sample size of pixels having relatively high membership in a rare class. Therefore, the stratum to which a pixel is assigned may be based on its maximum grade of membership as determined by the map classification (i.e., the class with the largest Cm (x)). If more than one class qualifies as the maximum, the stratum assignment can be determined by a random selection, with equal probability, among all classes qualifying as the maximum. These "hard class" strata are defined for the purpose of tailoring the sampling design to increase the sample size of pixels representing rare classes. The original soft classification used for creating the map is still retained for comparison to the reference data to create the fuzzy error matrix.
Estimating Accuracy from a Sample
Estimators of the fuzzy error matrix accuracy measures are derived for stratified random sampling in this section. In the derivation of the estimators, the notation is chosen to simplify the presentation and is no longer always consistent with the notation of Binaghi et al. (1999) . Let m u and r u denote sets of class membership of pixel u for the map and reference data, respectively; m u ϭ (m 1,u ,m 2,u , . . . ,m q,u ), and r u ϭ (r 1,u ,r 2,u , . . . ,r q,u ). The individual elements of these vectors are m i,u , the membership of pixel u in class i as identified by the map, and r j,u , the membership of pixel u in class j as determined from the reference data. It is assumed that the membership functions for each pixel sum to 1, satisfying the orthogonality or sum-normalization condition described by Binaghi et al. (1999) . N is the number of pixels in the map (population) as well as the total grade of membership of all pixels.
The contribution of pixel u to the row i, column j cell of the fuzzy error matrix is e ij,u ϭ min (m i,u ,r j,u ). The row i, column j entry of the population fuzzy error matrix is then obtained by summing the individual pixel contributions for all N pixels in the map universe, U:
where denotes summation over all N pixels in the region. The total grades of membership are denoted M 1 , M 2 , . . . , M q for the map classification, and R 1 , R 2 , and R q for the reference classification, where for row i of the fuzzy error matrix, for column j of the fuzzy error matrix, and q is the number of land-cover classes. Given the population fuzzy error matrix and total grades of membership for each row and column, the population accuracy measures (parameters) are:
To estimate these parameters for stratified random sampling, let N h and n h denote respectively the population number of pixels and sample size in stratum h, and let H denote the number of strata. The row i, column j entry in the fuzzy error matrix is estimated by:
Producer's accuracy of class j:
User's accuracy of class i:
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where denotes summation over the H strata, and is the stratum-specific sample mean for cell (i,j) of the error matrix (i.e., mean of the e ij,u values in stratum h), and where denotes summation over all pixels sampled in stratum h. The estimated total grade of membership for reference class j is (7) where is the sample mean of the r j,u values for stratum h, and the estimated total grade of membership for map class i is (8) where is the sample mean of the m i,u
values for stratum h. The accuracy estimators applied to the sample data are then:
(estimated overall accuracy);
(estimated user's accuracy
(estimated producer's accuracy for class j);
The estimated variances are derived as follows. To obtain the estimated variance of , define the sum of the diagonal elements of the fuzzy error matrix for pixel u. The stratum specific sample mean of these g u values is . The estimated variance of is (12) where (13) is the sample variance of the g u values within stratum h. may be viewed as an estimated population mean, and Equation 12 is the variance estimator for an estimated mean under stratified random sampling (Cochran, 1977; Section 5.4) . For estimated user's accuracy and estimated producer's accuracy, the variance estimator for a combined ratio estimator is used (Cochran, 1977; Section 6.11) . The variance estimator for is (14) var
where (15) is the within-stratum sample variance of the row i diagonal element of the error matrix (e ii,u ),
is the within-stratum sample variance of the total grade of membership values for map class i (m i,u ), and (17) is the within-stratum sample covariance between e ii,u and m i,u . The variance estimator for estimated producer's accuracy is (18) where (19) is the within-stratum sample variance of the column j diagonal element of the error matrix (e jj,u ),
is the within-stratum sample variance of the total grade of membership values for reference class j (r j,u ), and (21) is the within-stratum sample covariance between e jj,u and r j,u . Example calculations are provided in the Appendix. The variance estimators are derived within the designbased inference framework in which the random variable is an indicator variable for whether a particular pixel is included in the sample (Särndal et al., 1992; Stehman, 2000) . The variance estimators are further based on an assumption that sample sizes are adequately large to justify use of a variance approximation based on a Taylor series linearization of the ratio estimator (Cochran, 1977; Section 6.11) .
Simulation Study
A simulation study was conducted to confirm the validity of the stratified random sampling estimators. The map and reference populations used in the simulation were constructed as follows. The map data were generated from a multi-spectral Landsat Enhanced Thematic Mapper Plus (ETMϩ) image acquired in 1999 covering a part of Syracuse, New York at a spatial resolution 30 m (221 pixels ϫ 327 pixels). The six non-thermal bands of the ETMϩ image were input into a maximum likelihood classifier (MLC) implemented in fuzzy mode to produce a soft classification, as detailed in Wang (1990) . The a posteriori class probabilities
of the MLC are assumed related to the actual class proportions for each pixel (Foody et al., 1992) thereby providing the soft classification membership values for five classes, tree, grass, bare soil, water, and impervious. The reference data were generated from a classification of Emerge ® digital aerial photographs (acquired 13 July 1999) at 2-foot (0.61 m) spatial resolution (Myeong et al., 2003) . Reference class membership values for each 30 m pixel of the Landsat ETMϩ image were the proportions of each class as determined from the labels assigned to the 2-foot pixels. The MLC derived soft classified image and the soft reference data were then used to create the population fuzzy error matrix (Table 2) , from which the true overall, user's, and producer's accuracies were determined. Overall fuzzy accuracy for this population is 38.7 percent. User's accuracies range from a low of 2.7 percent for bare soil to 95.9 percent for water. Producer's accuracies range from 25.9 percent for impervious to 91.4 percent for water. The off-diagonal elements of the error matrix indicate mismatches between the map membership and reference membership. For example, the map classification of bare soil shows a very high degree of mismatch with the impervious class, and a high degree of mismatch with both the tree and grass classes. The map classification of grass shows a high mismatch with both the tree and impervious classes.
Three sample sizes were evaluated for the stratified random sampling scheme, 25, 50, and 100 pixels per stratum. To implement the stratified sampling design, pixels were assigned to a stratum based on their maximum membership value as determined from the map classification. If more than one class tied for the maximum, the pixel was assigned to one of these strata at random, with equal probability given to each of the tied classes. The number of pixels assigned to each of the five strata is shown in Table 3 . As stated earlier, assigning pixels to strata affects only the sampling scheme, and does not change the map that is being assessed.
The simulation results are based on 10,000 replications of stratified random sampling for each of the three sample sizes. The expected value of each estimator is computed as the average of the estimates from the 10,000 stratified random samples for a given sample size. Bias of an estimator is the difference between the expected value of the estimator and the parameter being estimated (see Table 2 for parameter values). The simulated standard error of each estimator is the standard deviation of the 10,000 estimates (e.g., the simulated standard error of is the standard deviation of the 10,000 sample values of estimated overall accuracy). The bias of the standard error estimator is estimated by the difference between the simulated standard error of the accuracy estimator and the expected value of the Ô standard error estimator. Last, the standard errors of the stratified sampling estimators are compared to the simulated variances of the corresponding estimators for simple random sampling (SRS) to evaluate whether stratified sampling improves precision when estimating the fuzzy error matrix accuracy measures. A separate set of 10,000 simple random samples was generated to obtain the simulated standard errors for SRS.
Results
The accuracy measures derived from the fuzzy error matrix are all estimated with small biases, with the maximum bias being 0.93 percent for producer's accuracy of the class water at the smallest sample size, n h ϭ 25 (Table 4) . Absolute bias shows a tendency to decrease as the sample size increases. The consistently small biases observed in the simulation provide empirical confirmation that the stratified estimation formulas are indeed correct.
The standard error estimators also generally show small biases (Table 5 ). With the exception of the producer's accuracy standard errors of classes soil and water, the absolute bias of the standard error estimator is 0.1 percent or smaller. The standard errors for producer's accuracies of soil and water are underestimated, with the absolute value of this bias decreasing with increasing sample size.
Stratified sampling with equal allocation provided a considerable improvement in precision over SRS for estimating overall fuzzy accuracy for this population (Table 6 ). But the primary motivation for implementing stratified sampling with equal allocation is to obtain smaller standard errors for the accuracy estimates of the less common classes. For the example population of our simulation study, stratified sampling provided the desired improvement in precision for the less common map classes (tree, water, and impervious). The relative precision of stratified random sampling to SRS was below 1 for both user's and producer's accuracies for the classes tree, water, and impervious indicating improved precision for stratified random sampling. This gain in precision for the less common classes by stratified sampling relative to SRS was achieved at the expense of poorer precision for the common map classes (grass and bare soil).
These precision results are consistent with what would be predicted based on the sample size allocated to each map class by the two designs. The equally allocated stratified design places 20 percent of the sample in each stratum. On average, the allocation resulting from SRS would be consistent with the percent representation of each of the five map classes shown in Table 3 . Consequently, those classes making up smaller than 20 percent of the population (tree, water, and impervious) will have larger sample sizes under sample sizes to these classes than does stratified sampling with equal allocation.
Summary
We have derived the stratified random sampling estimators and accompanying standard errors for accuracy measures obtained from a fuzzy error matrix. The fuzzy error matrix (Binaghi et al., 1999) has the appealing feature that accuracy measures analogous to those commonly used with hard classifications can be used to describe accuracy of a soft classification. In addition, stratified sampling is often the design of choice because of the importance of estimating accuracy of rare classes. The stratified sampling estimators are confirmed to be valid based on a simulation study. Relative to SRS with comparable sample size, stratified sampling with equal allocation improves the precision of the estimators for the rare classes, but may diminish precision for the common classes. stratified random sampling than SRS, resulting in the observed improved precision for stratified sampling relative to SRS. The converse occurs for those classes comprising over 20 percent of the population (grass, bare soil), where SRS has better precision because it allocates (on average) larger
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170 F e b r u a r y 2 0 0 7 User's accuracy for class 2 depends on e 22,u , the diagonal entry of the fuzzy error matrix for each sample pixel, and the stratum-specific means, , and sample variances, (Equation 15) of the e 22,u values (Table A5a) . We also require (Table  A5b) . Estimated user's accuracy for class 2 is then To compute the estimated variance of , we require e 22,u m 2,u , the cross product term for each pixel based on the diagonal error matrix entry for row 2 and the grade of membership in map class 2, and s h,em,2, the stratum-specific sample covariance between e 22,u and m 2,u (Equation 17) ( Table A5c) 
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Computation of Producer's Accuracy for Reference Class 3, P 3
The example for estimating producer's accuracy focuses on class 3. We therefore require e 33,u , the diagonal entry of the fuzzy error matrix, for each sample pixel, along with the stratum-specific sample means, , and sample variances, (Equation 19 ) ( Table A6a) . We also require r 3,u , the grade of membership of each pixel in reference class 3 for each sample pixel, along with the stratum-specific means, , and sample variances, (Table A6b) . Estimated producer's accuracy for class 3 is To estimate the variance, we compute e 33,u r 3,u , the cross product term for each pixel based on the diagonal error matrix entry for column 3 and the grade of membership in reference class 3, and s h,er,3 (Equation 21), the stratumspecific sample covariance between e 33,u and r 3,u (Table  A6c) 
