"First quantization is a mystery, but second quantization is a functor" (E. Nelson) Comme l'on sait la "quantification geometrique" consiste a rechercher un certain foncteur de la categorie des varietes symplectiques et symplectomorphismes dans celle des espaces de Hilbert complexes et des transformations unitaires ( . . . ) Il est bien connu qu'un tel foncteur n'existe pas. (from the review MR81g:58016 of [1])
Introduction
The functoriality of second quantization (a construction involving exponential Hilbert spaces or Fock spaces) mentioned in our opening quote of Nelson is an almost trivial matter. The deep problem suggested by this quote is the possible functoriality of "first" quantization, which simply means the quantization of Poisson manifolds P .
The simplest example is probably P = T * (R n ) with the usual Poisson structure. Defining quantization either by the Schrödinger representation U S of the Heisenberg group H n in dimension 2n, or by the Weyl-Moyal prescription Q W (which points of view are essentially equivalent), it follows either way that the quantization of T * (R n ) is functorial with respect to affine linear symplectomorphisms and unitary intertwiners; see, e.g., [2] or [3] . Taking Weyl-Moyal quantization to be concrete, this statement specifically means that one has
where f ∈ C ∞ c (T * (R n )) (for simplicity), L is an affine linear symplectomorphism, and U M is the representation of the affine symplectic group composed of the metaplectic representation of the linear symplectic group and the (projective) Schrödinger representation U S of the translation group in dimension 2n. (Analogous results (without the affine part) have recently been derived for Weyl quantization on symmetric domains [4] .) As is well known, the GroenewoldVan Hove theorem (cf. [5, 6] for an up-to-date treatment) precludes functoriality under a larger class of classical transformations [1] . This seems about all that is known about the functoriality of (first) quantization.
This example has a number of instructive features. Firstly, T * (R n ) has a large amount of symmetry, which is fully exploited by the Weyl-Moyal quantization prescription. The rather meager functoriality properties are a direct consequence of this symmetry. Indeed, the Berezin-Toeplitz quantization prescription on T * (R n ) (relying on its Kähler structure), which is physically as acceptable as the Weyl-Moyal prescription, and is much better behaved analytically [3] , enjoys even less functoriality. Since both prescriptions hinge on rather special properties of T * (R n ), for the sake of generalization it would seem wise not to let the notion of functoriality of quantization rely on the precise details of a quantization prescription, but rather on the equivalence class to which it belongs. This idea can be implemented using (upper semi) continuous fields of C * -algebras, of which all prescriptions in a given equivalence class form sections (see [3] and below).
Secondly, the Groenewold-Van Hove no-go theorem suggests that taking unitary transformations on the quantum side does not leave enough room to manoeuvre in the target category of a potential quantization functor. Hence one needs a larger class of arrows in the quantum category. More precisely, instead of unitary operators one should speak of * -automorphisms, since (1) defines conjugation by U M (L) as a * -automorphism of the C * -algebra of compact operators on L 2 (R n ). Thus the naive idea that quantization ought to be functorial with respect to symplectomorphisms and * -isomorphisms, let alone the stronger requirement of functoriality with respect to symplectic maps and * -homomorphisms, respectively, has to be given up in favour of a larger category at least on the quantum side. To obtain more powerful results, and also to restore a certain parallel between the classical and the quantum categories, we will accordingly enlarge the classical category as well. This comment applies even to the object side of the latter, since in the spirit of modern quantization theory we will, of course, consider general Poisson manifolds (instead of merely symplectic ones).
The guiding thought in the construction of our categories has been that quantization may be unable to map Poisson maps into * -homomorphisms, but that it should at least preserve Morita equivalence (as defined for Poisson manifolds by Xu [7] and for C * -algebras by Rieffel [8, 9] ). Motivated by the above considerations, the quantum category (that is, the codomain of the quantization functor) is defined in Section 2. The definition of the classical category (i.e., the domain of the quantization functor) is recalled in Section 3; it had already been introduced for different purposes in [10, 11] . The main functoriality theorem is stated and proved in Section 4. The proof hinges on the functoriality of Connes's tangent groupoid construction, which is a new result in itself, expounded in Section 5. A discussion section closes the paper.
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2 The quantum category IC * It was a fundamental insight of Rieffel [13] that deformation quantization can profitably be studied in the context of continuous fields of C * -algebras over the interval I = [0, 1]. His original definition of strict deformation quantization was later generalized so as to incorporate more examples [3] . In order to motivate our definition of the codomain category IC * of the quantization functor, we need a further reformulation of the definition in [3] . This reformulation, then, will lead to a very natural choice of the objects and arrows in IC * . We start with some remarks on formal deformation quantization (alternatively called star-product quantization) [14] , which serve the purpose of stressing the analogy between formal and strict quantization in our redefinition.
A star-product on a Poisson manifold P endows the free module
over the commutative ring C[[ ]] of complex formal power series in one variable with the structure of an associative unital algebra over C[[ ]] (whose product is conventionally written as * ), in such a way that
as algebras over
, and that Dirac's condition
. To state these axioms, it is crucial that there is a canonical map 
2. there is a cross-section Q : C ∞ (P ) → A of the canonical projection π : A → A/ A for which Dirac's condition holds in the sense that
Rieffel's continuous fields of C * -algebras were a direct analogue of the original definition of a star-product, in that his fiber algebras A were obtained by putting an -dependent product * as well as an -dependent norm · on C ∞ (P ) (assuming, for simplicity, that P is compact), and completing. Hence also here one has a canonical map f → f , this time from C ∞ (P ) to A (for each value of ), in terms of which Rieffel formulated Dirac's condition as
It was subsequently realized that more general continuous fields of C * -algebras were needed in order to incorporate examples related to Berezin-Toeplitz quantization; cf. [3] and references therein. In the present context, such fields are best described using the formalism of C(X) C * -algebras, which we now recall. The following definition is due to Kasparov [16] (in the more general case of locally compact X). We will only need the case X = I.
Definition 1 Let X be a compact Hausdorff space. A C(X) C
* -algebra is a C * -algebra A with a unital embedding of C(X) in the center of its multiplier algebra. In other words, A comes equipped with a unital injective
The structure of C(X) C * -algebras was fully clarified by Nilsen [17] , as follows. A field of C * -algebras is a triple (X, {A x } x∈X , Γ), where {A x } x∈X is some family of C * -algebras indexed by X, and Γ is a family of sections (that is, maps f : X → x∈X A x for which f (x) ∈ A x ) that is 1. a C * -algebra under pointwise operations and the natural norm
2. closed under multiplication by C(X);
The field is said to be continuous when for each f ∈ Γ the function x → f (x) is in C(X) (this is equivalent to the corresponding definition of Dixmier [18] ; cf. [19] ). The field is upper semicontinuous when for each f ∈ Γ and each ε > 0 the set {x ∈ X | f (x) ≥ ε} is compact. Thm. 2.3 in [17] now states that a C(X) C * -algebra A defines a unique upper semicontinuous field of C * -algebras (X, {A x = A/C(X, x)A} x∈X , Γ) with the property that A ∼ = Γ as C * -algebras in the obvious way (i.e., A ∈ A defines A ∈ Γ byÃ(x) = π x (A), where π x : A → A x is the canonical projection, and these elements exhaust Γ). Here
Moreover, Blanchard [20] proved that a C(X) C * -algebra A defines a continuous field of C * -algebras whenever the map x → π x (A) is continuous for each A ∈ A. Thus a continuous field of C * -algebras over X may be described as a C(X) C * -algebra with this additional continuity condition. Returning to the context of quantization, we see that a continuous field of C * -algebras over the interval I is nothing but a C(I) C * -algebra A with an additional continuity property. Hence, in analogy with the notion of a generalized star-product introduced above, we may reformulate Def. II.1.2.5 in [3] as follows.
Definition 2 A strict quantization of a Poisson manifold P is a C(I) C * -algebra A such that
2. There exists a cross-section Q of π 0 , defined on a suitable Poisson subalgebra of C 0 (P ), such that, in terms of Q = π • Q,
3. For each A ∈ A, the function → π (A) from I to R + is continuous.
Here the norm and the product are taken in A ; these are often independent of for = 0. The analogy with formal quantization suggest dropping the third condition; cf. the Discussion below. In any case, the objects of the category IC * will simply be C(I) C * -algebras. If the generality of allowing upper semicontinuous fields turns out to be unnecessary, one could, of course, simply work with the full subcategory of IC * whose objects are continuous fields of C * -algebras over I. Starting with the latter without the reformulation in terms of C(I) C * -algebras, however, it would have been almost impossible to arrive at our choice of arrows in IC * , to which we now turn. We first generalize a definition of Blanchard [21] , who considered the case B = C(X) (also cf. [12] ).
Definition 3 Let A and B be C(X) C * -algebras. An A-B C(X) Hilbert bimodule is a Hilbert C * -module E over B [22] with a nondegenerate C(X)-linear
The C(X)-linearity of ψ means the following: since the left action of A on E and the right action of B on E are both nondegenerate, they extend to the respective multiplier algebras, so that a priori one obtains two different actions of C(X) on E, coming from A and B seen as C(X) C * -algebras. These actions must coincide. Consequently, one obtains a field (E x ) x∈X of A x -B x Hilbert bimodules, where
is the Rieffel interior tensor product [9, 22] of E (as an A-B Hilbert bimodule) and B x (as a B-B x Hilbert bimodule). The left action of B on B x is defined through π x : B → B x and left multiplication, the right action of B x on itself is given by right multiplication, and the B x -valued inner product on B x is A, B = A * B as usual. The left action
the point is that the C(X)-linearity of the given A action ψ on E implies that ψ ⊗ id Bx factors through A x , so that there is a unique ψ x as above such that
Thus one may think of an A-B C(X) Hilbert bimodule as a field of A x -B x Hilbert bimodules with certain continuity properties following from the above definition; the special case B = C(X) (so that B x = C) considered in [21] corresponds to a field of representations of A x on a field of Hilbert spaces over X.
Definition 4 Let X be a compact Hausdorff space. The objects of the category XC * are C(X) C * -algebras. The arrows are unitary isomorphism classes of C(X) Hilbert bimodules. Matched arrows are composed through Rieffel's interior tensor product. The identity arrow 1 A at an object A is the class of A, seen as the canonical A-A Hilbert bimodule.
When X is a point, one recovers the category C * defined in [10, 11] (and independently in [23] ), which was introduced in order to make Morita equivalence of C * -algebras [8, 9] coincide with categorical isomorphism of objects. When X = I, we obtain the category IC * , which is to be the codomain of the quantization functor. The categories XC * are the appropriate C * -algebraic analogues of the categories k-Alg in the purely algebraic setting, where k is a commutative ring (cf. [10] , Sect. 2.1); the objects of k-Alg are associative unital algebras over k, and the arrows are isomorphism classes of bimodules, composed using the obvious tensor product. In particular, IC * is the C * -algebraic counterpart of the category
Proposition 1 Two C(X) C * -algebras are isomorphic as objects in XC * iff they are Morita equivalent as C(X) C * -algebras (this means that they are Morita equivalent through an imprimitivity bimodule [8] that is also a C(X) Hilbert bimodule).
The proof is practically the same as that of Prop. 3.7 in [10] ; we leave it to the reader to spell out the adaptation of that proof. The purely algebraic version of Proposition 1 is that two objects are isomorphic in k-Alg iff they are Morita equivalent (in the usual algebraic sense); see Prop. 2.4 in [10] .
The relevance of Proposition 1 to quantization theory is that, combined with its classical analogue (cf. the next section), it shows that the functoriality of quantization implies that quantization preserves Morita equivalence. It should be mentioned in this context that Morita equivalence of two C(I) C * -algebras A and B through a C(I) Hilbert bimodule E by no means implies that A and B are Morita equivalent for each ∈ I. This is because some maps ψ may fail to be injective even if ψ is. Indeed, what happens in quantization theory (where the algebras A 0 are commutative, and A 0 ∼ = C 0 (P ) for some Poisson manifold P ) is this: Proposition 2 Let the C(I) C * -algebras A and B both be in the range of the quantization functor Q defined in Section 4 below, and suppose that A and B are Morita equivalent as C(I) C * -algebras. Then A and B are Morita equivalent as C * -algebras for all = 0, and, writing A 0 = C 0 (P ) and B 0 = C 0 (Q), the Poisson manifolds P and Q are Morita equivalent in the sense of Xu [7] .
Except in trivial situations, A 0 and B 0 fail to be Morita equivalent as C * -algebras (which would imply that P and Q are homeomorphic). This result, which is easily inferred from Thm. 1 in [24] , Thms. 2 en 3 in [11] , and Theorem 1 below, may perhaps serve as an a posteriori motivation for the notion of C(I) Morita equivalence. We expect that Proposition 2 remains valid once we know how to strictly quantize arbitrary (integrable) Poisson manifolds.
The classical category Poisson
We recall the definition of the category of integrable Poisson manifolds introduced in [10, 11] . This category relies on the theory of symplectic groupoids (cf. This definition is due to [25] . The integrability assumption is necessary in order to have identities; see below.
The arrows in Poisson are isomorphism classes of certain Weinstein dual pairs. Recall that, given two Poisson manifolds P and Q, a Weinstein dual pair Q ← S → P , simply called a dual pair in what follows, consists of a symplectic manifold S and Poisson maps q : S → Q and p : S → P − , such that {q * f, p * g} = 0 for all f ∈ C ∞ (Q) and g ∈ C ∞ (P ) [27, 28] . Two Q-P dual pairs Q qi ←S i pi → P , i = 1, 2, are isomorphic when there is a symplectomorphism ϕ :S 1 →S 2 for which q 2 ϕ = q 1 and p 2 ϕ = p 1 .
The notion of regularity for dual pairs is explained in [10, 11] ; its goal is to guarantee the existence of the following symplectic quotients. Part of the regularity condition is the stipulation that the maps p and q be complete, and that q is a surjective submersion. Let R be a third integrable Poisson manifold, and let Q ← S 1 → P and P ← S 2 → R be regular dual pairs. The embedding S 1 × P S 2 ⊂ S 1 × S 2 is coisotropic [3] ; we denote the corresponding symplectic quotient by S 1 ⊚ P S 2 . This is the middle space of a regular dual pair P ← S 1 ⊚ P S 2 → R. The operation ⊚ is associative up to isomorphism.
For suitable choices of dual pairs, the product ⊚ is the same as MarsdenWeinstein reduction [3] ; this should not be surprising in view of its general definition in terms of symplectic reduction.
Using results in [29] and [30] , it can be shown that if P is integrable, then there exists an s-connected and s-simply connected symplectic groupoid Γ(P ) whose base space is isomorphic to P as a Poisson manifold. Moreover, Γ(P ) is unique up to isomorphism of symplectic groupoids. Cf. Lemma 5.6 in [10] . The upshot of this is that the isomorphism class [P t ← Γ(P ) s → P ] is a two-sided identity for ⊚ P . (We denote the source and target maps in a groupoid by s and t, respectively.)
Definition 6
The category Poisson has integrable Poisson manifolds as objects, and isomorphism classes of regular dual pairs as arrows.
The original reason for the introduction of this category was the fact that two Poisson manifolds are Morita equivalent in the sense of Xu [7] iff they are isomorphic objects in Poisson; see Prop. 5.13 in [10] . In particular, a Poisson manifold is integrable iff it is Morita equivalent to itself (as already observed by Xu). The category Poisson is a classical analogue of the category of C * -algebras with unitary equivalence classes of Hilbert bimodules as arrows [10, 11] ; also cf. Proposition 1 and subsequent text.
We now introduce a subcategory LPoisson of Poisson on which we will be able to define a quantization functor taking values in IC * . This subcategory is not full, though in an informal sense it is large and interesting. Recall that a Lie groupoid G over G 0 has an associated Lie algebroid A(G), which is a vector bundle over G 0 [31] . The dual vector bundle A * (G) is equipped with a canonical Poisson structure [25, 32] (also cf. [26, 3] for a review). This Poisson structure is linear, in that the Poisson bracket of two (fiberwise) linear functions is again linear. Conversely, any linear Poisson structure is the dual of some Lie algebroid [32] (but this Lie algebroid need not be integrable). Poisson manifolds of the form A * (G) include all cotangent bundles, all duals of Lie algebras, all manifolds with zero Poisson bracket, all semidirect product Poisson structures, and all Poisson manifolds defined by a foliation.
The objects of LPoisson are the Poisson manifolds A * (G) associated to arbitrary Lie groupoids G. The arrows in LPoisson are isomorphism classes of regular dual pairs that are of the following form. Let G and H be Lie groupoids, and suppose that a manifold M is a G-H bibundle; we write G M H. This means that G and H act smoothly on M on the left and on the right, respectively, in such a way that the actions commute; cf. [33, 34, 35, 10] . A construction in [36] , generalizing the momentum map of symplectic geometry, associates a dual pair
to such a bibundle. For a dual pair of this form to be regular, it suffices that the bibundle be principal [33, 34, 35] (also see [10] for a review); this means that the base map π : M → G 0 of the G-action on M is a surjective submersion, and that H acts freely and transitively on the fibers of π. It follows that M/H ∼ = G 0 . In foliation theory principal bibundles are seen as generalized maps between leaf spaces (see, e.g., [37, 34] ). Let LG be the category of Lie groupoids, whose arrows are isomorphism classes of principal bibundles (see [34, 35, 10] ). Composition of arrows is defined as follows. Suppose one has right principal bibundles G M H and H N K. The fiber product M × H0 N carries a right H action, given by h : (m, n) → (mh, h −1 n) (defined as appropriate). The orbit space
is a G-K bibundle in the obvious way. This defines a product on matched bibundles, which becomes associative on isomorphism classes. We define LG as the full subcategory of LG whose objects are s-connected and s-simply connected Lie groupoids. According to Thm. 3 and eq. (4.30) in [11] , the above procedure defines a functor A * from LG to Poisson. That is, on objects one has G → A * (G), whereas on arrows the functor in question maps the isomorphism class of a G-H bibundle M to the isomorphism class of the dual pair (2) . The operation A * may also be defined on LG, but it fails to be functorial because identities are not always preserved. Note that A * indeed maps LG into Poisson: the symplectic groupoid over the Poisson manifold A * (G) is the cotangent bundle T * (G) defined in [25] , so that A * (G) is actually integrable.
Definition 7 The category LPoisson is the image of the functor
LG → Poisson.
Thus LPoisson has Poisson manifolds of the form A * (G), where G is a Lie groupoid, as objects, and isomorphism classes of cotangent bundles of the form (2), where M is a principal bibundle, as arrows. Note that LPoisson contains all identities as appropriate, since the symplectic groupoid T * (G) is s-connected and s-simply connected whenever G is. Hence the identity arrow at A * (G) is the image under A * of the G-G bibundle M = G (which is the identity at G in LG).
Functoriality of strict quantization
We are now in a position to state the main result of this paper.
Theorem 1 There exists a functor Q : LPoisson → IC * that on each object A * (G) in LPoisson defines a strict quantization (cf. Definition 2).
Proof The functor Q is the composition of the following functors:
We discuss the functors (A * ) −1 , T , and C * in turn. Firstly, it follows from Props. 3.3 and 3.5 in [29] that for s-connected and s-simply connected Lie groupoids G the association G → A * (G) is invertible. Hence A * :
LG → LPoisson is an isomorphism of categories, with inverse (A * ) −1 . (It would have been sufficient for A * :
LG → LPoisson to define an equivalence of categories, for even then it would possess an inverse up to natural isomorphism, which would be enough for our purposes.) Secondly, T :
LG → LG is the tangent groupoid functor, which can equally well be defined from LG to itself. On objects, i.e., Lie groupoids, this map was introduced in [37] (who use the term "normal groupoid"), following a suggestion by Connes (who gives the special case of a pair groupoid in [38] ). Also see [3] for a review. We write G T for the tangent groupoid associated to G; it is a groupoid over G 0 × I (where G 0 is the base space of G) whose total space is fibered over I. The fiber above 0 is the Lie algebroid A(G) of G, now seen as a Lie groupoid whose source and target projections coincide with each other and with the bundle projection A(G) → G 0 , and whose "product" is fiberwise addition. The fiber above = 0 is G itself. This leads to an obvious groupoid structure on G T , which is simply the union of the groupoids in each fiber. Moreover, G T carries the structure of a manifold (with boundary), such that it is a Lie groupoid itself. It will be shown in the next section (cf. Proposition 3) that the association G → G T is functorial from LG to itself, and hence also from LG to itself.
Thirdly, on objects the map G → C * (G) from Lie groupoids to C * -algebras is the well-known association of a convolution C * -algebra to a Lie groupoid [38] (or, more generally, to a locally compact groupoid with Haar system [39] ). Following a special case in [40] (in which the arrows were taken to be Morita equivalences of groupoids), the map G → C * (G) was extended to a functor from LG to the category C * (which, in the context of this paper, is XC * with X equal to a point) in [11] . It is easily seen that C * (G T ) is a C(I) C * -algebra. Inspecting the proof of Thm. 2 in [11] , it follows that the map
The result that on each object the association A * (G) → C * (G T ) (where G is s-connected and s-simply connected) defines a strict quantization in the sense of Definition 2 is known; see [3, 24, 41, 42] .
This finishes the proof of Theorem 1, up to the existence of the tangent groupoid functor, to which we turn now.
Functoriality of the tangent groupoid
In this section we show that the map G → G T , where G is a Lie groupoid and G T its tangent groupoid (or normal groupoid) in the sense of [37] , extends to a functor T : LG → LG. Here LG is the category of Lie groupoids with isomorphism classes of principal bibundles as arrows, composed through (3) [34, 35, 10] .
The idea is as follows. Let G and H be Lie groupoids. A smooth functor Φ : G → H defines a G-H bibundle M Φ by putting
with base maps τ : M Φ → G 0 given by τ (u, h) = u and ρ : M Φ → H 0 defined by ρ(u, h) = s H (h). Here Φ 0 is the restriction of Φ to the base space G 0 of G. The left G action is x(u, h) = (t G (x), Φ(x)h), and the right H action is (u, h)k = (u, hk). It is clear that M Φ is principal. If Φ : G → H and Ψ : H → K are smooth functors, simple computations (cf. Lemma 2 below) yield
Now define a map Φ T :
Here X ∈ A(G), T Φ : T (G) → T (H) is the derivative of Φ as a map between manifolds, and ∈ (0, 1]. It is easily seen from the definition of the smooth structure on G T and H T that Φ T is smooth. Moreover, Φ T is a functor; this is clear for = 0, and at = 0 this follows from the linearity of T Φ and the definition of the groupoid structure on G T and H T . Hence one can form the
The isomorphism classes of M Φ and M Φ T are arrows in when u = v (so that u ∈ U αβ ) and k = Φ βα (u)h. It follows from (10) and (11) that this is an equivalence relation. We then define a space M Φ by
Compare with (5), which evidently corresponds to the special case that A is a singleton with U α = G 0 , so that the local functor Φ is an ordinary functor. It is clear that M Φ acquires the structure of a manifold in the natural way; compare this with the definition of a fiber bundle through local trivializations and transition functions. Moreover, M Φ is a principal G-H bibundle, with base maps τ :
, and these formulae are clearly independent of the choice of representatives. Finally, the left G action is H, and that x ∈ G αβ . This is independent of all choices because of (9).
Lemma 1 Every principal G-H bibundle M is isomorphic to M Φ for some cover of G 0 and some local functor Φ subordinate to this cover.
Proof Given M , choose a cover {U α } α∈A of G 0 such that there exist smooth local sections σ α :
This indeed defines Φ by the principality of M , and it is easily verified that the system {Φ αβ } is a local functor. As an aside, taking x = u ∈ U αβ ⊂ G 0 , one infers that σ β (u) = σ α (u)Φ αβ (u), emphasizing the analogy between the above constructions and the theory of principal fiber bundles. It follows that the object part of the local functor is given by Φ αα (u) = ρ(σ α (u)). Defining M Φ as in (12) , one infers that M Φ and M are diffeomorphic through the maps M Φ → M given by [u, h] → σ α (u)h (cf. the comment preceding Lemma 5) and M → M Φ given by m → [τ (m), h], where h ∈ H is the unique element for which m = σ α (τ (m))h, assuming that τ (m) ∈ U α . These maps are also isomorphisms of bibundles (i.e., they intertwine the base maps and the groupoid actions in question). Now, given a local functor Φ : G → H subordinate to a cover {U α } α∈A of G 0 , as well as a second local functor Ψ : H → K subordinate to a cover {V i } i∈I of H 0 , we can construct a local functor Ψ • Φ : G → K subordinate to the cover {U αi } α∈A,i∈I of G 0 , where
This open set may be empty, of course. With
Discussion
It is natural to conjecture that there exists a functor Q : Poisson → IC * . It is doubtful, however, that Q would define a strict quantization on each integrable Poisson manifold, so we suggest that the rather restrictive conditions 2 and 3 in Definition 2 should simply be dropped. In fact, we expect a more appropriate version of Dirac's condition (no. 2) to be an automatic consequence of the functoriality of quantization. As already explained in Section 2, omitting condition 3 leaves us with upper semicontinuous fields, which is much more natural in the categorical context, and seems decent enough.
A related point is that it is commonly believed that compact symplectic manifolds can only be quantized for discrete values of Planck's constant, both in the strict setting and in geometric quantization [44, 45] . This would, of course, defeat our conjecture. Weakening the definition of strict quantization as suggested above would presumably change the situation. Moreover, even in the context of Rieffel's original stringent definition the above belief has been challenged by papers such as [46, 47] .
In any case, the conjecture would imply the "quantization commutes with reduction" principle in full generality, since composition of arrows in Poisson is given by symplectic reduction, whereas the interior tensor product of Rieffel that defines arrow composition in IC * is a quantized version of the classical reduction procedure [48, 3, 10] . It would also imply that quantization preserves Morita equivalence, as already pointed out in Section 2.
Finally, there is an obvious analogue of the functoriality conjecture in the purely algebraic setting, namely that there should be a functor from Poisson to C[[ ]]-Alg; cf. the paragraph preceding Proposition 1 in Section 2. This version of the conjecture does not suffer from potential problems with the value set of , and is more likely to be true in any case because of the work of Kontsevich [49] , in which the object part of the functor has been constructed already.
