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Abstract
In the first part of this paper, we implement the multiplier algebra of the dual of an algebraic quantum
group (A,∆) (see [13]) as a subset of the space of linear functionals on A.
In a second part, we construct the universal corepresentation and use it to prove a bijective corespondence
between corepresentations of (A,∆) and homomorphisms on its dual.
Introduction
In [13], A. Van Daele introduces and investigates a class of algebraic quantum groups. These algebraic
quantum groups are, loosely speaking, non-unital Hopf algebras which have a left invariant functional.
These algebraic quantum groups behave very well, as can be found in [13]. The left invariant functional
is faithful and unique. It also satifies some weak KMS property. You can also introduce the modular
function of such an algebraic quantum group.
It is also possible to construct the dual of an algebraic quantum group and get again an algebraic quantum
group. An overview of the most important properties can be found in the first section.
The canonical examples of algebaic quantum groups are the compact and algebraic quantum groups.
However, the double construction of Drinfel’d guarantees the existence of non-discrete non-compact al-
gebraic quantum groups.
If an algebraic quantum group has a compatible ∗-structure and a positive left Haar functional, it is
possible to construct C∗-algebraic quantum groups out of them in the sense of Masuda, Nakagami &
Woronowicz (see [7] and [9]).
Consider an algebraic quantum group (A,∆). Then we get a dual algebraic quantum group (Aˆ, ∆ˆ) where
Aˆ is a certain subspace of A′. We prove in section 2 that the multiplier algebra M(Aˆ) can also be
considered as a certain subspace of A′. This is then used in section 3 to get a familiar implementation of
the comultiplication ∆ˆ.
In section 5, we prove some useful properties about coreperesentations on algebraic quantum groups.
In section 6, we construct the universal corepresentation of (A,∆). We get a bijective correspondence
between non-degenerate corepresentations of (A,∆) and non-degenerate homomorphisms on Aˆ where this
universal corepresentation serves as the linking bridge.
All vector spaces in this paper are considered over the complex numbers. For every vector space V , we
will denote the algebraic dual by V ′ and the set of linear operators on V by L(V ).
If V ,W are two vector spaces, then χ will denote the flip map χ : V ⊙W →W ⊙ V .
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1 Algebraic quantum groups
In this section, we will introduce the notion of an algebraic quantum group as can be found in [13].
Moreover, we will give an overview of the properties of this algebraic quantum group. The proofs of these
results can be found in the same paper [13]. After this section, we will prove some further properties
about these algebraic quantum groups. We will first introduce some terminology.
We call an algebra A non-degenerate if and only if we have for every a ∈ A that:
(∀b ∈ A : ab = 0)⇒ a = 0 and (∀b ∈ A : ba = 0)⇒ a = 0.
For a non-degenerate algebra A, you can define the multiplier algebra M(A). This is a unital algebra in
which A sits as a two-sided ideal.
If you have two non-degenerate algebras A,B and a multiplicative linear mapping pi from A to M(B),
we call pi non-degenerate if and only if the vectorspaces pi(A)B and B pi(A) are equal to B. Such a non-
degenerate multiplicative linear map has a unique multiplicative linear extension to M(A), this extension
will be denoted pi. For every a ∈M(A), we define pi(a) = pi(a).
We have of course similar definitions and results for anti-multiplicative mappings.
For a linear functional ω on a non-degenerate algebra A and any a ∈M(A) we define the linear functionals
ωa and aω on A such that (aω)(x) = ω(xa) and (ωa)(x) = ω(ax) for every x ∈ A.
You can find some more information about non-degenerate algebras in the appendix of [16].
Let ω be a linear functional on an algebra A. Then ω is said to be faithful if and only if we have for every
a ∈ A that
(∀b ∈ A : ω(ab) = 0)⇒ a = 0 and (∀b ∈ A : ω(ba) = 0)⇒ a = 0.
We have now gathered the necessary information to understand the following definition
Definition 1.1 Consider a non-degenerate algebra A and a non-degenerate homomorphism ∆ from A
into M(A⊙A) such that
1. (∆⊙ ι)∆ = (ι⊙∆)∆.
2. The linear mappings T1, T2, T3, T4 from A⊙A into M(A⊙A) such that
T1(a⊗ b) = ∆(a)(b ⊗ 1) and T2(a⊗ b) = ∆(a)(1⊗ b)
T3(a⊗ b) = (b⊗ 1)∆(a) and T4(a⊗ b) = (1⊗ b)∆(a)
for all a, b ∈ A, are bijections from A⊙A to A⊙A.
Then we call (A,∆) a regular Multiplier Hopf algebra.
Remark 1.2 • Let a ∈ A and ω ∈ A′, then (ω ⊙ ι)∆(a) will be by definition the element in M(A)
such that
[(ω⊙ ι)∆(a)] b = (ω⊙ ι)(∆(a)(1⊗ b)) and b [(ω⊙ ι)∆(a)] = (ω⊙ ι)((1⊗ b)∆(a))
for every b ∈ B (if ∆(a) would belong to A ⊙ A, this definition of (ω ⊙ ι)∆(a) would be equal to
the usual notion of (ω ⊙ ι)∆(a) ).
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• It is not difficult to check that we have for ω ∈ A′ and a, b ∈ A that (ωb⊙ ι)∆(a) belongs to A and
(ωb⊙ ι)∆(a) = (ω ⊙ ι)((b ⊗ 1)∆(a)). A similar remark applies for b ω.
• Of course, we will use a similar notation for (ι ⊙ ω)∆(a) if ω ∈ A′ and a ∈ A
In [16], A. Van Daele proves the existence of a unique non-zero homomorphism ε from A to C such that
(ε⊙ ι)∆ = (ι⊙ ε)∆ = ι .
He proves moreover the existence of a unique anti-automorphism S on A such that
m(S ⊙ ι)(∆(a)(1 ⊗ b)) = ε(a)b and m(ι⊙ S)((b⊗ 1)∆(a)) = ε(a)b
for every a, b ∈ A (here, m denotes the multiplication map from A⊙A to A).
As usual, ε is called the counit and S the antipode of (A,∆). Furthermore, χ(S ⊙ S)∆ = ∆S.
Let ω be a linear functional on A. We call ω left invariant (with respect to (A,∆)), if and only if
(ι⊙ ω)∆(a) = ω(a)1 for every a ∈ A. Right invariance is defined in a similar way.
Definition 1.3 Consider a regular Multiplier Hopf algebra (A,∆) such that there exists a non-zero linear
functional ϕ on A which is left invariant. Then we call (A,∆) an algebraic quantum group.
Such a non-zero left invariant linear functional ϕ will be called a left Haar functional on (A,∆).
For the rest of this section, we will fix an algebraic quantum group with a left Haar functional ϕ on it.
We define ψ as the linear functional ϕS. It is clear that ψ is a non-zero right invariant linear functional
on A.
An important feature of such an algebraic quantum group is the faithfulness and uniqueness of left
invariant functionals:
1. Consider a left invariant linear functional ω on A, then there exists a unique element c ∈ C such
that ω = c ϕ.
2. Consider a non-zero left invariant linear functional ω on A, then ω is faithful.
In particular, ϕ is faithful.
We have of course similar faithfulness and uniqueness results about right invariant linear functionals.
A first application of this uniqueness result concerns the antipode: Because ϕS2 is left invariant, there
exists a unique complex number µ such that ϕS2 = µϕ (in [13], our µ is denoted by τ !).
In this paper, we will need the following formula:
(ι ⊙ ϕ)((1 ⊗ a)∆(b)) = S( (ι⊙ ϕ)(∆(a)(1 ⊗ b)) ) (1)
for all a, b ∈ A. A proof of this result can be found in proposition 3.11 of [13].
Using the formula χ(S ⊙ S)∆ = ∆S, we get the following form of the formula above.
(ψ ⊙ ι)((a ⊗ 1∆(b)) = S−1( (ψ ⊙ ι)(∆(a)(b ⊗ 1)) ) (2)
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Another non-trivial property about ϕ is the existence of a unique automorphism ρ on A such that
ϕ(ab) = ϕ(bρ(a)) for every a, b ∈ A. We call this the weak KMS-property of ϕ (In [13], our mapping ρ is
denoted by σ!).
As usual there exists a similar object ρ′ for the right invariant functional ψ, i.e. ρ′ is an automorphism
on A such that ψ(ab) = ψ(bρ′(a)) for every a, b ∈ A.
Using the antipode, we can connect ρ and ρ′ via the formula Sρ′ = ρS. Furthermore, we have that S2
commutes with ρ and ρ′. The interplay between ρ,ρ′ and ∆ is given by the following formulas:
∆ρ = (S2 ⊙ ρ)∆ and ∆ρ′ = (ρ′ ⊙ S−2)∆.
It is also possible to introduce the modular function of our algebraic quantum group. This is an invertible
element δ in M(A) such that (ϕ⊙ ι)(∆(a)(1 ⊗ b)) = ϕ(a) δ b for every a, b ∈ A.
Concerning the right invariant functional, we have that (ι⊙ψ)(∆(a)(b⊗1)) = ψ(a) δ−1 b for every a, b ∈ A.
This modular function is, like in the classical group case, a one dimensional (generally unbounded)
corepresentation of our algebraic quantum group:
∆(δ) = δ ⊗ δ ε(δ) = 1 S(δ) = δ−1.
As in the classical case, we can relate the left invariant functional to our right invariant functional via
the modular function: we have for every a ∈ A that
ϕ(S(a)) = ϕ(aδ) = µϕ(δa).
Not surprisingly, we have also that ρ(δ) = ρ′(δ) = µ−1δ.
Another connection between ρ and ρ′ is given by the equality ρ′(a) = δρ(a)δ−1 for all a ∈ A.
We have also a property which says, loosely speaking, that every element of A has compact support. This
result was first proven by myself but the (simpler) proof here is due to A. Van Daele.
Proposition 1.4 Consider a1, . . ., an ∈ A. Then there exists an element c in A such that c ai = ai c = ai
for every i ∈ {1, . . ., n}.
Proof : Define the following subspace K of A2n:
K = { (ba1, . . ., ban, a1b, . . ., anb) | b ∈ A } .
We have to prove that (a1, . . ., an, a1, . . ., an) belongs to K.
Therefore, choose a linear functional ω on A2n which is 0 on K. For every i ∈ {1, . . ., 2n}, we define
ωi ∈ A
′ such that ωi(x) = ω(0, . . .,
i
x, . . ., 0) for every x ∈ A. It is clear that ω(y) =
∑2n
i=1 ωi(yi) for every
y ∈ A2n.
Take d ∈ A such that ϕ(d) = 1. We have for every e ∈ A that
e [
n∑
i=1
(ωi ⊙ ι)(∆(d)(ai ⊗ 1)) +
n∑
i=1
(ωn+i ⊙ ι)((ai ⊗ 1)∆(d)) ]
=
n∑
i=1
(ωi ⊙ ι)((1 ⊗ e)∆(d)(ai ⊗ 1)) +
n∑
i=1
(ωn+i ⊙ ι)((ai ⊗ 1)(1 ⊗ e)∆(d))
which is 0 because ω = 0 on K and (1⊗ e)∆(d) belongs to A⊙A. So we get that
n∑
i=1
(ωi ⊙ ι)(∆(d)(ai ⊗ 1)) +
n∑
i=1
(ωn+i ⊙ ι)((ai ⊗ 1)∆(d)) = 0 .
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Applying ϕ to this equality gives that
0 =
n∑
i=1
ωi( (ι⊙ ϕ)(∆(d)(ai ⊗ 1)) ) +
n∑
i=1
ωn+i( (ι⊙ ϕ)((ai ⊗ 1)∆(d)) )
=
n∑
i=1
ωi(ai) +
n∑
i=1
ωn+i(ai) = ω(a1, . . ., an, a1, . . ., an) .
From this all, we infer that (a1, . . ., an, a1, . . ., an) belongs to K.
In a last part of this section, we are going to say something about duality.
Definition 1.5 We define the subspace Aˆ of A′ as follows:
Aˆ = {ϕa | a ∈ A } = { aϕ | a ∈ A } .
The last equality results from the fact that ϕa = ρ(a)ϕ for every a ∈ A.
Because ψ = δϕ = µϕδ, we have also that
Aˆ = {ψa | a ∈ A } = { aψ | a ∈ A } .
The faithfulness of ϕ implies that Aˆ separates A.
Like in the theory of Hopf-algebras, we want to turn Aˆ into a non-degenerate algebra:
• We know already that (ι ⊙ ω)∆(a) and (ω ⊙ ι)∆(a) belong to A for every a ∈ A and ω ∈ Aˆ.
• Choose ω1, ω2 ∈ Aˆ. Then there exist a1, a2 ∈ A such that ω1 = ϕa1 and ω2 = ϕa2. Then it is not
difficult to see that
ω1((ι⊙ ω2)∆(x)) = (ϕ⊙ ϕ)(∆(x)(a1 ⊗ a2)) = ω2((ω1 ⊙ ι)∆(x))
for every x ∈ A.
We have the following definition (see propositions 4.2 and 4.3 of [13]).
Definition 1.6 We can turn Aˆ into a non-degenerate algebra such that (ω1ω2)(a) = ω1((ι⊙ω2)∆(a)) =
ω2((ω1 ⊙ ι)∆(a)) for every ω1, ω2 ∈ Aˆ and a ∈ A
In a next step, a comultiplication is introduced on the level of Aˆ. Because Aˆ is a subspace of A′, we regard
Aˆ ⊙ Aˆ in the obvious way as a subspace of (A ⊙ A)′. Therefore we can formulate the next proposition
(proposition 4.7 of [13]).
Proposition 1.7 There exists a unique non-degenerate homomorphism ∆ˆ from Aˆ into M(Aˆ ⊙ Aˆ) such
that we have for every ω1, ω2 in Aˆ that
1. The element ∆ˆ(ω1)(1⊗ ω2) belongs to Aˆ⊙ Aˆ and [∆ˆ(ω1)(1⊗ ω2)](x⊗ y) = (ω1 ⊙ ω2)((x⊗ 1)∆(y))
for every x, y ∈ A.
2. The element (ω1 ⊗ 1)∆ˆ(ω2) belongs to Aˆ⊙ Aˆ and [(ω1 ⊗ 1)∆ˆ(ω2)](x⊗ y) = (ω1 ⊙ ω2)(∆(x)(1⊗ y))
for every x, y ∈ A.
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Next we define the linear functionals ϕˆ and ψˆ on Aˆ which will play the role of left and right invariant
functionals on (Aˆ, ∆ˆ).
Definition 1.8 We define the linear functionals ϕˆ and ψˆ on Aˆ such that we have for every a ∈ A that
ϕˆ(ψ a) = ε(a) and ψˆ(aϕ) = ε(a).
Now we can formulate a major result of [13].
Theorem 1.9 We have that (Aˆ, ∆ˆ) is an algebraic quantum group with left Haar functional ϕˆ and right
Haar functional ψˆ.
Remark 1.10 The counit and antipode on (Aˆ, ∆ˆ) are determined by the following formulas:
• We have for every a ∈ A that εˆ(ϕa) = εˆ(aϕ) = ϕ(a) and εˆ(ψa) = εˆ(aψ) = ψ(a).
• We have for every ω ∈ Aˆ that Sˆ(ω) = ω◦S.
The proof of these results can be found in [13].
2 Implementing the multiplier algebra of the dual as a space of
linear functionals
Consider an algebraic quantum group (A,∆) with left Haar functional ϕ. We will use notations an
conventions of the previous section.
The non-degenerate algebra Aˆ was introduced as a subset of A′. In this section we will show that M(Aˆ)
can also be implemented as a subset of A′.
Definition 2.1 We define left and right actions of Aˆ on A′ as follows. Consider ω ∈ Aˆ and θ ∈ A′.
Then we define ωθ and θω in A′ such that (ωθ)(x) = θ((ω ⊙ ι)∆(x)) and (θω)(x) = θ((ι ⊙ ω)∆(x)) for
every x ∈ A.
If θ belongs to Aˆ, these definitions of ωθ and θω correspond to the ones given before.
The associativity of the product on Aˆ will be essential in the proof of the following lemma.
Lemma 2.2 Consider ω1, ω2 ∈ Aˆ and θ ∈ A
′. Then
1. (ω1ω2)θ = ω1(ω2θ)
2. θ(ω1ω2) = (θω1)ω2
3. (ω1θ)ω2 = ω1(θω2)
Proof : Choose x ∈ A. We have for every ω ∈ Aˆ that
ω((ω1ω2 ⊙ ι)∆(x)) = ((ω1ω2)ω)(x) = (ω1(ω2ω))(x)
= (ω2ω)((ω1 ⊙ ι)∆(x)) = ω( (ω2 ⊙ ι)∆((ω1 ⊙ ι)∆(x)) ) .
Because Aˆ separates A, this implies that
(ω1ω2 ⊙ ι)∆(x) = (ω2 ⊙ ι)∆((ω1 ⊙ ι)∆(x)) .
Applying θ to this equation gives in a similar way as above that ((ω1ω2)θ)(x) = (ω1(ω2θ))(x).
So we see that (ω1ω2)θ = ω1(ω2θ).
The other equalities are proven in an analogous way.
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Lemma 2.3 Consider θ ∈ A′ such that θω = 0 for every ω ∈ Aˆ. Then θ = 0.
This follows easily because we can write every element of A as a sum of elements (ι ⊙ ϕa)∆(b) with
a, b ∈ A. Of course, a similar separation result applies for left multiplication with elements of Aˆ.
We will use the temporary notation
A˜ = { θ ∈ A′ |We have for every ω ∈ Aˆ that ωθ and θω belong to Aˆ } .
It is clear that Aˆ is a subset of A˜.
Let a be an element in A. For the purpose of clarity, we will use the notations ϕ[a] = ϕa and [a]ψ = aψ.
Lemma 2.4 Consider a ∈ A and θ ∈ A′. Then the following equalities hold:
• θ(ϕa) = ϕ [S−1
(
(ι⊙ θ)∆(S(a))
)
] • θ(aϕ) = ϕ [S
(
(ι⊙ θ)∆(S−1(a))
)
]
• (ψa)θ = ψ [S
(
(θ ⊙ ι)∆(S−1(a))
)
] • (aψ)θ = [S−1
(
(θ ⊙ ι)∆(S(a))
)
]ψ
Proof : We have for every x ∈ A that
(θ(ϕa))(x) = θ((ι⊙ ϕa)∆(x)) = θ( (ι ⊙ ϕ)((1 ⊗ a)∆(x)) )
(∗)
= θ
(
S( (ι⊙ ϕ)(∆(a)(1 ⊗ x)) )
)
= ϕ( (θS ⊙ ι)(∆(a)(1 ⊗ x)) ) = ϕ( (θS ⊙ ι)(∆(a))x ) ,
where we used equation 1 in (*). So
θ(ϕa) = ϕ [(θS ⊙ ι)∆(a)] = ϕ [S−1
(
(ι⊙ θ)∆(S(a))
)
] ,
where we used the equality (S ⊙ S)∆ = χ∆S in the last equation.
Using also equation 2, we find in a similar way the other results.
Lemma 2.5 Let θ be a linear functional on A. Then θ belongs to A˜ ⇔ We have for every x ∈ A that
(θ ⊙ ι)∆(x) and (ι⊙ θ)∆(x) belong to A.
Proof :
⇒ Choose a ∈ A. By assumption, there exists b ∈ A such that θ(ϕa) = ϕb.
This implies by the previous lemma that ϕ [S−1
(
(ι ⊙ θ)∆(S(a))
)
] = ϕb. So the faithfulness of ϕ
implies that S−1
(
(ι⊙ θ)∆(S(a))
)
= b, so (ι⊙ θ)∆(S(a)) = S(b) which belongs to A.
Using ψ instead of ϕ, we prove in a similar way that (θ ⊙ ι)∆(S(a)) belongs to A.
⇐ Choose a ∈ A. We have by assumption that S−1
(
(ι ⊙ θ)∆(S(a))
)
belongs to A.
By the previous lemma, we get that θ(ϕa) = ϕ [S−1
(
(ι⊙ θ)∆(S(a))
)
] which belongs to Aˆ.
Similarly, we get that (ψa)θ belongs to Aˆ.
Because of lemma 2.2, we can define a mapping F from A˜ into M(Aˆ) such that we have for every θ ∈ A˜
and ω ∈ A that F (θ)ω = θω and ωF (θ) = ωθ. Then we have that F (θ) = θ for every θ ∈ Aˆ.
It is easy to check that F is linear and injective (injectivity follows from lemma 2.3). We will prove that
F is also surjective.
Remember that we defined the non-zero linear functional ϕˆ on Aˆ such that ϕˆ(ψa) = ε(a) for every a ∈ A
(definition 1.8).
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Lemma 2.6 Consider a ∈ A and θ ∈ A′. Then ε((ι ⊙ θ)∆(a)) = ε((θ ⊙ ι)∆(a)) = θ(a).
Proof : There exist c ∈ A such that ε(c) = 1. Then
ε((ι⊙ θ)∆(a)) = ε((ι⊙ θ)∆(a)) ε(c) = ε((ι ⊙ θ)(∆(a)) c )
= ε
(
(ι⊙ θ)(∆(a)(c ⊗ 1))
)
= θ
(
(ε⊙ ι)(∆(a)(c ⊗ 1))
)
= θ(ε(c) a) = θ(a) .
The other equality is proven in a similar way.
Lemma 2.7 Consider a ∈ A and ω ∈ A˜. Then ϕˆ( (ψa)ω ) = ω(S−1(a)).
Proof : By lemmas 2.4 and 2.5 , we know that (ψa)ω = ψ [S
(
(ω ⊙ ι)∆(S−1(a))
)
] and that
S
(
(ω ⊙ ι)∆(S−1(a))
)
belongs to A. Therefore
ϕˆ( (ψa)ω ) = ε
(
S( (ω ⊙ ι)∆(S−1(a)) )
)
= ε( (ω ⊙ ι)∆(S−1(a)) )
which by the previous lemma equals ω(S−1(a)).
This lemma suggests a solution for the proof of the surjectivity of F . First, we need another lemmas.
Lemma 2.8 Consider b ∈ A and ω ∈ Aˆ. Then ϕˆ( (ψδS2(b))ω ) = ϕˆ(ω(ψb) ).
Proof : Take a ∈ A such that ω = ψa. By the previous lemma we have that
ϕˆ( (ψδS2(b))(ψa) ) = (ψa)(S−1(δS2(b)) ) = (ψa)(S(b)δ−1)
= ψ(aS(b)δ−1) = ϕ(aS(b)) = ψ(bS−1(a))
= (ψb)(S−1(a)) = ϕˆ( (ψa)(ψb) ) ,
where we used the previous lemma for a second time in the last equality.
Lemma 2.9 Consider b, x ∈ A. Then ψ [S
(
(ι⊙ ψb)∆(x)
)
] = (ψδS2(b))(ψS(x)).
Proof : By lemma 2.4, we know that
(ψδS2(b))(ψS(x)) = ψ [S
(
(ψS(x)⊙ ι)∆(S−1(δS2(b)))
)
] = ψ [S
(
(ψS(x)⊙ ι)∆(S(b)δ−1)
)
] .
But we have that
S
(
(ψS(x) ⊙ ι)∆(S(b)δ−1)
)
= S
(
(ψ ⊙ ι)((S(x) ⊗ 1)∆(S(b)δ−1))
)
(∗)
= (ψ ⊙ ι)(∆(S(x))(S(b)δ−1 ⊗ 1)) = (δ−1ψ ⊙ ι)(∆(S(x))(S(b) ⊗ 1))
= (ϕ⊙ ι)(χ(S ⊙ S)((1 ⊗ b)∆(x)) ) = S
(
(ι⊙ ϕS)((1 ⊗ b)∆(x))
)
= S
(
(ι⊙ ψ)((1 ⊗ b)∆(x))
)
= S
(
(ι⊙ ψb)∆(x)
)
where we used equation 2 in equality (*). Combining these two results, the lemma follows.
We get now to a proposition of which the proof is rather straightforward.
Proposition 2.10 The mapping F is a isomorphism of vector spaces from A˜ to M(Aˆ).
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Proof : Choose T ∈M(Aˆ). Define the element θ ∈ A′ such that θ(x) = ϕˆ( (ψS(x))T ) for every x ∈ A
(This is suggested by lemma 2.7). Choose b ∈ A.
1. First we prove that (ψb)θ = (ψb)T
Choose x ∈ A. Using definition 2.1, we get that
((ψb)θ)(x) = θ((ψb ⊙ ι)∆(x)) = ϕˆ( (ψ [S
(
(ψb⊙ ι)∆(x)
)
])T ) .
By lemma 2.4, we have that ψ [S
(
(ψb⊙ ι)∆(x)
)
] = (ψS(x))(ψb). Therefore, the associativity of the
product in M(Aˆ) and lemma 2.7 imply that
((ψb)θ)(x) = ϕˆ( [(ψS(x))(ψb)]T ) = ϕˆ( (ψS(x)) [(ψb)T ] ) = ((ψb)T )(x) .
So we see that (ψb)θ = (ψb)T .
2. Next we prove that θ(ψb) = T (ψb).
Choose x ∈ A. Then definition 2.1 implies that
(θ(ψb))(x) = θ((ι ⊙ ψb)∆(x)) = ϕˆ( (ψ [S
(
(ι⊙ ψb)∆(x)
)
]) T ) .
The previous lemma implies that ψ [S
(
(ι⊙ ψb)∆(x)
)
] = (ψδS2(b))(ψS(x)).
So we see that
(θ(ψb))(x) = ϕˆ( [(ψδS2(b))(ψS(x))]T ) = ϕˆ( (ψδS2(b)) [(ψS(x))T ] ) .
Using lemma 2.8 and 2.7, this equation implies that
(θ(ψb))(x) = ϕˆ( [(ψS(x))T ] (ψb) ) = ϕˆ( (ψS(x)) [T (ψb)] ) = (T (ψb))(x) .
So we arrive at the conclusion that θ(ψb) = T (ψb)
Looking at the definition of A˜ and F , we get from these two equations easily that θ belongs to A˜ and
that F (θ) = T .
Now we will use the mapping F to turn A˜ into an algebra. We define on A˜ a product operation such
that F (θ1θ2) = F (θ1)F (θ2) for every θ1, θ2 ∈ A˜.
Proposition 2.11 We have for every θ1, θ2 ∈ A˜ and x ∈ A that (θ1θ2)(x) = θ1((ι ⊙ θ2)∆(x)) =
θ2((θ1 ⊙ ι)∆(x)).
Proof : Choose a ∈ A. Using lemma 2.4 twice, we get that
F (θ1θ2) (ϕa) = (F (θ1)F (θ2)) (ϕa) = F (θ1) (F (θ2)(ϕa))
= F (θ1) (θ2(ϕa)) = F (θ1) ϕ [S
−1
(
(ι⊙ θ2)∆(S(a))
)
]
= θ1 ϕ [S
−1
(
(ι⊙ θ2)∆(S(a))
)
]
= ϕ[S−1
(
(ι⊙ θ1)∆( (ι ⊙ θ2)∆(S(a)) )
)
] .
On the other hand, lemma 2.4 implies also that
F (θ1θ2) (ϕa) = (θ1θ2) (ϕa) = ϕ [S
−1
(
(ι⊙ θ1θ2)∆(S(a))
)
] .
9
Comparing these two different expressions for F (θ1θ2) and remembering that ϕ is faithful, we get that
S−1
(
(ι⊙ θ1)∆( (ι ⊙ θ2)∆(S(a)) )
)
= S−1
(
(ι⊙ θ1θ2)∆(S(a))
)
,
which implies that
(ι⊙ θ1)∆((ι ⊙ θ2)∆(S(a))) = (ι⊙ θ1θ2)∆(S(a)) .
Applying ε to this equation and using lemma 2.6, we see that θ1((ι ⊙ θ2)∆(S(a))) = (θ1θ2)(S(a)).
The other equality is proven in a similar way.
Until now, we used M(Aˆ) as an abstract object. From now on, we will use A˜ as a concrete realization of
M(Aˆ) and want to forget about the mapping F . This will be formulated in the next theorem.
Theorem 2.12 As a vector space, M(Aˆ) is equal to
{ θ ∈ A′ | We have for every a ∈ A that (θ ⊙ ι)∆(a) and (ι⊙ θ)∆(a) belong to A } .
The product operation on M(Aˆ) is defined in such a way that (θ1θ2)(a) = θ1((ι ⊙ θ2)∆(a))
= θ2((θ1 ⊙ ι)∆(a)) for every θ1, θ2 ∈M(Aˆ) and a ∈ A. Furthermore, ε is the unit of M(Aˆ).
The last statement of the proposition is easy to check. The others have been proven in the previous part
of the section.
Remark 2.13 Consider a ∈ A and ω ∈ A. Using the previous theorem, it is easy to check that ωa and
aω belong to M(Aˆ).
From this section, we only need to remember the previous theorem and the following results. The rest of
this section was intended to prove these results.
We can also extend the left and right actions of Aˆ on A′ to left and right actions of M(Aˆ) on A′ in the
obvious way.
Definition 2.14 Consider ω ∈ M(Aˆ) and θ ∈ A′. We define ωθ and θω in A′ such that (ωθ)(a) =
θ((ω ⊙ ι)∆(a)) and (θω)(a) = θ((ι ⊙ ω)∆(a)) for every a ∈ A.
This definition implies for instance that ((ωb)θ)(x) = (ω⊙θ)((b⊗1)∆(a)) for every ω, θ ∈ A′ and a, b ∈ A.
Another consequence is the equality θε = εθ = θ for every θ ∈ A′.
The proof of the following proposition is the same as the proof of lemma 2.2.
Proposition 2.15 Consider ω1, ω2 ∈M(Aˆ) and θ ∈ A
′. Then
1. (ω1ω2)θ = ω1(ω2θ)
2. θ(ω1ω2) = (θω1)ω2
3. (ω1θ)ω2 = ω1(θω2)
Remember that we have also the following result.
Proposition 2.16 Consider θ ∈ A′. Then θ belongs to M(Aˆ) ⇔ We have for every ω ∈ Aˆ that θω and
ωθ belong to Aˆ.
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3 A nice implementation of the comultiplication on the dual
Consider an algebraic quantum group (A,∆) with a left Haar functional ϕ (we will use the notations for
counit, antipode, ... as in the previous sections). The results of the previous section will be used to get
nice formulas for the comultiplication, counit and antipode on Aˆ.
As can be expected, we put on A⊙A a comultiplication ∆ such that ∆(a⊗ b) = (ι⊙χ⊙ ι)(∆(a)⊗∆(b))
for every a, b ∈ A (The use of the same symbol for the comultiplication on A as for the comultiplication
on A⊙A should not cause any confusion because we always know on which elements they work).
It is not so hard to check that (A⊙A,∆) is again an algebraic quantum group with counit ε⊙ε, antipode
S ⊙ S and left Haar functional ϕ⊙ ϕ. Moreover, (A⊙A)ˆ will be equal to Aˆ⊙ Aˆ.
By the results of the previous section, we know that M(Aˆ⊙ Aˆ) is a subset of (A ⊙ A)′ and this will be
essential to the next proposition.
Lemma 3.1 Let a, b be elements of A and ω, θ elements in A′. Then (ι ⊙ ι⊙ ω ⊗ θ)∆(a⊗ b) =
(ι⊙ ω)∆(a)⊗ (ι⊙ θ)∆(b) and (ω ⊗ θ ⊙ ι⊙ ι)∆(a ⊗ b) = (ω ⊙ ι)∆(a) ⊗ (θ ⊙ ι)∆(b).
Proof : Choose c, d ∈ A. Then we have by definition that
(c⊗ d) (ι ⊙ ι⊙ ω ⊗ θ)∆(a⊗ b) = (ι⊙ ι⊙ ω ⊗ θ)((c⊗ d⊗ 1⊗ 1)∆(a⊗ b)) .
We have also that
(c⊗ d⊗ 1⊗ 1)∆(a⊗ b) = (c⊗ d⊗ 1⊗ 1)(ι⊙χ⊙ ι)(∆(a)⊗∆(b)) = (ι⊙χ⊙ ι)((c⊗ 1)∆(a)⊗ (d⊗ 1)∆(b)) .
Notice that (c⊗ 1)∆(a) and (d⊗ 1)∆(b) belong to A⊙A. So we get that
(c⊗ d) (ι⊙ ι⊙ ω ⊗ θ)∆(a ⊗ b) = (ι⊙ ι⊙ ω ⊗ θ)
(
(ι⊙ χ⊙ ι)((c⊗ 1)∆(a)⊗ (d⊗ 1)∆(b))
)
= (ι⊙ ω)((c⊗ 1)∆(a))⊗ (ι⊙ θ)((d ⊗ 1)∆(b)) = (c⊗ d) ((ι ⊙ ω)∆(a)⊗ (ι⊙ θ)∆(b)) .
So we get that (ι ⊙ ι ⊙ ω ⊗ θ)∆(a ⊗ b) = (ι ⊙ ω)∆(a) ⊗ (ι ⊙ θ)∆(b). The other equality is proven in a
similar way.
Proposition 3.2 Consider ω ∈ Aˆ. Then we have for every a, b ∈ A that ∆ˆ(ω)(a⊗ b) = ω(ab).
Proof : Define θ ∈ (A⊙A)′ such that θ(a⊗ b) = ω(ab) for every a, b ∈ A.
Take η1, η2 ∈ Aˆ. Choose x, y ∈ A. We know that (ι ⊙ η2)∆(y) belongs to A. By definition 2.14, we get
that
(θ (ε⊗ η2))(x ⊗ y) = θ((ι ⊙ ι⊙ ε⊗ η2)∆(x⊗ y))
= θ((ι ⊙ ε)∆(x) ⊗ (ι⊙ η2)∆(y) ) = θ(x⊗ (ι⊙ η2)∆(y))
= ω(x (ι ⊙ η2)∆(y)) = ω((ι⊙ η2)((x ⊗ 1)∆(y)) = (ω ⊙ η2)((x ⊗ 1)∆(y)) .
Hence, proposition 1.7 implies that
(θ (ε⊗ η2))(x ⊗ y) = (∆ˆ(ω)(ε⊗ η2))(x ⊗ y) .
Therefore, we get that θ (ε⊗ η2) = ∆ˆ(ω)(ε⊗ η2). Multiplying this equation with η1 ⊗ ε to the right and
using proposition 2.15, we see that
θ (η1 ⊗ η2) = ∆ˆ(ω)(η1 ⊗ η2) .
By lemma 2.3, this implies that θ = ∆ˆ(ω).
We can even do better:
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Proposition 3.3 Consider ω ∈M(Aˆ). Then we have for every a, b ∈ A that ∆ˆ(ω)(a⊗ b) = ω(ab).
Proof : Define θ ∈ (A⊙A)′ such that θ(a⊗ b) = ω(ab) for every a, b ∈ A.
Choose y ∈ A and ω1, ω2 ∈ Aˆ. Then we have for a, b ∈ A that
(θ ∆ˆ(ϕy))(a ⊗ b) = θ( (ι⊙ ι⊙ ∆ˆ(ϕy))∆(a ⊗ b) ) . (a)
Notice that (1⊗ 1⊗ y)∆(a)13∆(b)23 belongs to A⊙A⊙A. We have for every c, d ∈ A that
[(ι⊙ ι⊙ ∆ˆ(ϕy))∆(a ⊗ b)] (c⊗ d) = (ι⊙ ι⊙ ∆ˆ(ϕy))(∆(a ⊗ b)(c⊗ d⊗ 1⊗ 1))
= (ι⊙ ι⊙ ∆ˆ(ϕy))( (ι ⊙ χ⊙ ι)(∆(a)(c ⊗ 1)⊗∆(b)(d ⊗ 1)) )
(∗)
= (ι⊙ ι⊙ ϕ)( (1 ⊗ 1⊗ y)(∆(a)(c⊗ 1))13(∆(b)(d ⊗ 1))23 )
= (ι⊙ ι⊙ ϕ)((1 ⊗ 1⊗ y)∆(a)13∆(b)23) (c⊗ d) .
Here we used the previous lemma in equality (*).
So we see that
(ι⊙ ι⊙ ∆ˆ(ϕy))∆(a ⊗ b) = (ι⊙ ι⊙ ϕ)((1 ⊗ 1⊗ y)∆(a)13∆(b)23) .
Plugging this equality in equality (a) gives
(θ ∆ˆ(ϕy))(a ⊗ b) = ϕ( (θ ⊙ ι)((1 ⊗ 1⊗ y)∆(a)13∆(b)23) ) . (b)
The definition of θ implies for every e ∈ A that
(θ ⊙ ι)((1 ⊗ 1⊗ y)∆(a)13∆(b)23) e = (θ ⊙ ι)([(1 ⊗ y)∆(a)]13[∆(b)(1 ⊗ e)]23)
= (ω ⊙ ι⊙ ι)([(1 ⊗ y)∆(a)] [∆(b)(1 ⊗ e)])
= (ω ⊗ ι⊙ ι)((1 ⊗ y)∆(ab)) e .
So we get that (θ⊙ ι)((1⊗ 1⊗ y)∆(a)13∆(b)23) = (ω⊙ ι)((1⊗ y)∆(ab)). Using this in equality (b), gives
us that
(θ ∆ˆ(ϕy))(a ⊗ b) = (ω ⊙ ϕ)((1 ⊗ y)∆(ab)) = (ω (ϕy))(ab) .
Therefore, the previous lemma implies that
(θ ∆ˆ(ϕy))(a ⊗ b) = ∆ˆ(ω (ϕy))(a ⊗ b) .
From this all we get that
θ ∆ˆ(ϕy) = ∆ˆ(ω (ϕy)) = ∆ˆ(ω)∆ˆ(ϕy) .
Multiplying this equation from the right by ω1 ⊗ ω2 and using proposition 2.15, results in the equality
θ [∆ˆ(ϕy)(ω1 ⊗ ω2)] = ∆ˆ(ω) [∆ˆ(ϕy)(ω1 ⊗ ω2)] .
Using the non-degeneracy of ∆ˆ and lemma 2.3, we infer from this all that ∆ˆ(ω) = θ.
This proposition implies easily the following result.
Result 3.4 Consider ω ∈M(Aˆ) and ω1, ω2 ∈M(Aˆ). Then [∆ˆ(ω)(ω1 ⊗ ω2)](x⊗ y) =
ω
(
(ι⊙ ω1)∆(x) (ι⊙ ω2)∆(y)
)
for every x, y ∈ A.
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Proof : Remember that (ι⊙ ω1)∆(x) and (ι⊙ ω2)∆(y) belong to A. So we get that
[∆ˆ(ω)(ω1 ⊗ ω2)](x ⊗ y) = ∆ˆ(ω)((ι ⊙ ι⊙ ω1 ⊗ ω2)∆(x ⊗ y))
= ∆ˆ(ω)((ι⊙ ω1)∆(x) ⊗ (ι⊙ ω2)∆(y)) = ω((ι⊙ ω1)∆(x) (ι⊙ ω2)∆(y)) ,
where we used the previous proposition in the last equality.
Remark 3.5 A special case of the foregoing result is the case where ω1 = ε or ω2 = ε. This gives rise to
the following equalities:
Consider ω1, ω2 ∈M(Aˆ). Then we have for every x, y ∈ A that [∆ˆ(ω1)(ε⊗ ω2)](x⊗ y) =
(ω1 ⊙ ω2)((x ⊗ 1)∆(y)) and [∆ˆ(ω1)(ω2 ⊗ ε)](x⊗ y) = (ω1 ⊙ ω2)(∆(x)(y ⊗ 1)).
Of course, a similar calculation as in the proof gives rise to formulas for (ω1⊗ω2)∆ˆ(ω) for every ω, ω1, ω2 ∈
M(Aˆ).
In the last propositions of this section, we prove the usual formulas for the counit and antipode onM(Aˆ).
Proposition 3.6 We have for every ω ∈ A′ and a ∈ A that εˆ(ωa) = ω(a) and εˆ(aω) = ω(a).
Proof : Take b ∈ A such that ϕ(b) = 1. Then εˆ(ϕb) = ϕ(b) = 1.
By lemma 2.4, we have that (ωa)(ϕb) = ϕ [S−1
(
(ι⊙ ωa)∆(S(b))
)
]. This implies that
εˆ(ωa) = εˆ((ωa)(ϕb)) = εˆ(ϕ [S−1
(
(ι⊙ ωa)∆(S(b))
)
] ) = ϕ
(
S−1( (ι⊙ ωa)∆(S(b)) )
)
= (ϕS−1)
(
(ι⊙ ω)( (1 ⊗ a)∆(S(b)) )
)
= ω
(
(ϕS−1 ⊙ ι)( (1 ⊗ a)∆(S(b)) )
)
.
Using the right invariance of ϕS−1, this implies that
εˆ(ωa) = ω( a (ϕS−1)(S(b)) ) = ω(aϕ(b)) = ω(a) .
The other equality is proven in a similar way.
Proposition 3.7 Consider ω ∈M(Aˆ). Then Sˆ(ω) = ω◦S and Sˆ−1(ω) = ω◦S−1.
Proof : It is not difficult to check that Sˆ(ϕc) = (ϕc)◦S = S−1(c)ψ for every c ∈ A.
Take b ∈ A.
Using lemma 2.4 once again, we see that ω (ϕb) = ϕ [S−1
(
(ι ⊙ ω)∆(S(b))
)
]. By the remark in the
beginning of this proof, we see that
Sˆ(ϕb) Sˆ(ω) = Sˆ(ω (ϕb)) = [S−2
(
(ι ⊙ ω)∆(S(b))
)
]ψ .
On the other hand, Sˆ(ϕb) Sˆ(ω) = (S−1(b)ψ) Sˆ(ω) which by lemma 2.4 implies that
Sˆ(ϕb) Sˆ(ω) = [S−1
(
(Sˆ(ω)⊙ ι)∆(b)
)
]ψ .
Comparing these two expression for Sˆ(ϕb) Sˆ(ω) and using the faithfulness of ψ, we arrive at the conclusion
that
S−2
(
(ι ⊙ ω)∆(S(b))
)
= S−1
(
(Sˆ(ω)⊙ ι)∆(b)
)
.
If we apply ε to this equation and use lemma 2.6, we see that ω(S(b)) = Sˆ(ω)(b).
So we see that Sˆ(ω) = ω◦S.
The result concerning Sˆ−1 follows immediately from the result concerning Sˆ.
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4 Slicing with certain functionals
In this section, we will consider an algebraic quantum group (A,∆) with left Haar functional ϕ.
Let B be a non-degenerate algebra and V an element of M(A⊙B). In this section, we want to define a
left multiplier (ω ⊙ ι)(V ) for certain functionals ω on A and prove some familiar calculation rules about
this kind of slicings.
Notation 4.1 We define the set A◦ as the vector space 〈 aω | a ∈ A 〉. So A◦ is a subspace of A′.
By theorem 2.12, it is clear that A◦ is a subspace of M(Aˆ). It is not so difficult to check that A◦ is a
subalgebra of M(Aˆ). We have also immediately that Aˆ is a subset of A◦.
We will use these functionals to make slicings. First we need an easy but useful result.
Lemma 4.2 Consider a non-degenerate algebra B and V ∈ M(A ⊙ B). Let a1, . . ., an ∈ A, and
ω1, . . ., ωn ∈ A
′ such that
∑n
i=1 ai ωi = 0. Then
∑n
i=1(ωi ⊙ ι)(V (ai ⊗ x)) = 0 for every x ∈ B.
Proof : Choose x ∈ B. There exists e ∈ A such that eai = ai for every i ∈ {1, . . ., n}. Then we have
that V (e⊗ x) belongs to A⊙B. This implies that
n∑
i=1
(ωi ⊙ ι)(V (ai ⊗ x)) =
n∑
i=1
(ωi ⊙ ι)(V (eai ⊗ x)) =
n∑
i=1
(aiωi ⊙ ι)(V (e⊗ x))
= ((
n∑
i=1
ai ωi)⊙ ι)(V (e ⊗ x)) = 0 .
Proposition 4.3 Consider a non-degenerate algebra B and V ∈M(A⊙B). There exists a unique linear
map G from A◦ into the set of left multipliers on B such that G(aω)x = (ω ⊙ ι)(V (a ⊗ x)) for every
ω ∈ A, a ∈ A and x ∈ B.
For every θ ∈ A◦, we put (θ ⊙ ι)(V ) = G(θ), so (θ ⊙ ι)(V ) is a left multiplier on B.
Proof : Using the definition of left multipliers on B it is not difficult to check for every a ∈ A and
ω ∈ A the existence of a unique left multiplier T (a, ω) on B such that T (a, ω)x = (ω ⊙ ι)(V (a⊗ x)) for
every x ∈ B.
Let a1, . . ., am, b1, . . ., bn ∈ A, ω1, . . ., ωm, θ1, . . ., θn ∈ A
′ such that
∑m
i=1 ai ωi =
∑n
j=1 bj θj . Then the
previous lemma implies that
∑m
i=1 T (ai, ωi) =
∑n
j=1 T (cj, θj).
So we can define a mapping G from A◦ into the set of left multipliers on B such that G(
∑m
i=1 ai ωi) =∑m
i=1 T (ai, ωi) for every a1, . . ., am ∈ A and ω1, . . ., ωn ∈ A
′. It is easy to check that G satisfies the
requirements of the proposition.
It is easy to see that this notation (θ ⊙ ι)(V ) is consistent with the usual notation in the case that V is
an element of A⊙B.
Remark 4.4 Consider a non-degenerate algebra B. We only need to remember the following obvious
rules:
• The mapping A◦ ×M(A⊙B)→ the set of left multipliers of B : (V, ω) 7→ (ω ⊙ ι)(V ) is bilinear.
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• Consider V ∈ M(A ⊙ B), a ∈ A and ω ∈ A′. Then (aω ⊙ ι)(V )x = (ω ⊙ ι)(V (a ⊗ x)) for every
x ∈ B.
The usual separation results stay valid.
Result 4.5 Consider a non-degenerate algebra B and V ∈ M(A ⊗ B). Then V = 0 ⇔ (ω ⊙ ι)(V ) = 0
for every ω ∈ Aˆ.
Proof : Suppose that (ω ⊙ ι)(V ) = 0 for every ω ∈ Aˆ.
Take a ∈ A, b ∈ B. Choose η ∈ B′. Then we have for every c ∈ A that
ϕ((ι ⊙ η)(V (a⊗ b)) c) = ϕ
(
(ι⊙ η)(V (ac⊗ b))
)
= η
(
(ϕ⊙ ι)(V (ac⊗ b))
)
= η((acϕ ⊙ ι)(V ) b) = 0
The faithfulness of ϕ implies that (ι⊙ η)(V (a⊗ b)) = 0. Hence, V (a⊗ b) = 0.
So we see that V = 0.
We will be mainly interested in the cases where (ω ⊗ ι)(V ) becomes an element in M(B). The following
result deals with a natural case. The proof of this result is straightforward and will therefore be left out.
Result 4.6 Consider a non-degenerate algebra B and V ∈ M(A ⊙ B). Let a, b be elements in A and
ω an element in A′. Then (aωb ⊙ ι)(V ) is an element of M(B) and we have for every x ∈ B that
x (aωb⊙ ι)(V ) = (ω ⊙ ι)((b ⊗ x)V (a⊗ 1)) and (aωb⊙ ι)(V )x = (ω ⊙ ι)((b ⊗ 1)V (a⊗ x)).
Corollary 4.7 Consider a non-degenerate algebra B and V ∈M(A⊙B). Then we have for every ω ∈ Aˆ
that (ω ⊙ ι)(V ) belongs to M(B).
Result 4.8 Consider a non-degenerate algebra B and V ∈ M(A ⊙ B). Then we have for every a ∈ A
and b ∈ B that (aϕ⊙ ι)(V ) b = (ϕ⊙ ι)(V (a⊗ b)) and b (ϕa⊙ ι)(V ) = (ϕ⊙ ι)((a ⊗ b)V ).
Proof : The first result is true by definition. Let us turn to the second one.
There exist e ∈ A such that a = ea, then ϕa = ϕea = ρ(e)ϕa. By result 4.6 , this implies for every b ∈ B
that
b (ϕa⊙ ι)(V ) = b (ρ(e)ϕa⊙ ι)(V ) = (ϕ⊙ ι)((a ⊗ b)V (ρ(e)⊗ 1))
= (ϕ⊙ ι)((ea⊗ b)V ) = (ϕ⊙ ι)((a⊗ b)V ) .
In the next result, we prove a natural calculation rule.
Result 4.9 Consider non-degenerate algebras B,C and a non-degenerate homomorphism pi from B into
M(C). Let V be an element in M(A⊗B) and ω ∈ A◦. Then pi((ω ⊙ ι)(V )) = (ω ⊙ ι)((ι ⊙ pi)(V )).
Proof : Choose a ∈ A and θ ∈ A′. Then we have for every x ∈ B that
pi((aθ ⊙ ι)(V ))pi(x)y = pi( (aθ ⊙ ι)(V )x ) y = pi( (θ ⊙ ι)(V (a⊗ x)) ) y
= (θ ⊙ ι)( (ι ⊙ pi)(V (a⊗ x)) (1 ⊗ y) ) = (θ ⊙ ι)( (ι ⊙ pi)(V )(a⊗ pi(x)y) )
= (aθ ⊙ ι)((ι ⊙ pi)(V ))pi(x)y
Therefore, the non-degeneracy of pi implies that pi((aθ ⊙ ι)(V )) = (aθ ⊙ ι)((ι ⊙ pi)(V )).
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5 Corepresentations of algebraic quantum groups
Consider an algebraic quantum group (A,∆) with a left Haar functional ϕ. We will introduce the notion
of a corepresentation of (A,∆) and prove some familiar results about them.
We start of with the usual definition of a corepresentation.
Definition 5.1 Consider a non-degenerate algebra B. A corepresentation of (A,∆) on B is by definition
an element V in M(A⊙B) such that (∆⊙ ι)(V ) = V13V23.
We call V non-degenerate ⇔ V is invertible in M(A⊙B).
Remember that A ⊙ A is again an algebraic quantum group with (A ⊙ A)ˆ = Aˆ ⊙ Aˆ. It is also easy to
check that A◦ ⊙A◦ ⊆ (A⊙A)◦.
Let B be a non-degenerate algebra and V ∈M(A⊙A⊙B). The remark above implies that we can define
the left multiplier (ω ⊙ ι)(V ) on B for every ω ∈ A◦ ⊙A◦ (using the definitions of the previous section).
Lemma 5.2 Consider a non-degenerate algebra B and V ∈M(A⊙B). Then we have for every
ω1, ω2 ∈ A
◦ that (ω1ω2 ⊙ ι)(V ) = (ω1 ⊙ ω2 ⊙ ι)((∆ ⊗ ι)(V )).
Proof : Take θ1, θ2 ∈ A
′ and a1, a2 ∈ A. Then there exist p1, . . ., pn, q1, . . . , qn, r1, . . ., rn ∈ A such that
a1 ⊗ a2 =
∑n
i=1 ∆(ri)(pi ⊗ qi).
Define for every i ∈ {1, . . ., n} the element ηi ∈ A
′ such that ηi(x) = (θ1⊙θ2)(∆(x)(pi⊗qi)) for all x ∈ A.
Then we have for every x ∈ A that
n∑
i=1
ηi(xri) =
n∑
i=1
(θ1 ⊙ θ2)(∆(x)∆(ri)(pi ⊗ qi)) = (θ1 ⊙ θ2)(∆(x)(a1 ⊗ a2)) = ((a1θ1)(a2θ2))(x)
which implies that
∑n
i=1 ri ηi = (a1θ1)(a2θ2). Hence, we get by definition for every b ∈ B that
((a1θ1)(a2θ2)⊙ ι)(V ) b =
n∑
i=1
(ηi ⊙ ι)(V (ri ⊗ b)) =
n∑
i=1
(θ1 ⊙ θ2 ⊙ ι)((∆ ⊙ ι)(V (ri ⊗ b))(pi ⊗ qi ⊗ 1))
=
n∑
i=1
(θ1 ⊙ θ2 ⊙ ι)((∆ ⊙ ι)(V )(∆(ri)(pi ⊗ qi)⊗ b)) = (θ1 ⊙ θ2 ⊙ ι)((∆⊙ ι)(V )(a1 ⊗ a2 ⊗ b))
= (a1θ1 ⊙ a2θ2 ⊙ ι)((∆⊙ ι)(V )) b .
So we see that ((a1θ1)(a2θ2)⊙ ι)(V ) = (a1θ1 ⊙ a2θ2 ⊙ ι)((∆ ⊙ ι)(V )). The result follows by linearity.
Lemma 5.3 Consider a non-degenerate algebra B and V,W ∈ M(A ⊙ B). Then we have for every
ω1, ω2 ∈ A
◦ that (ω1 ⊙ ι)(V ) (ω2 ⊙ ι)(W ) = (ω1 ⊙ ω2 ⊙ ι)(V13W23).
Proof : Choose a1, a2 ∈ A and θ1, θ2 ∈ A
′. Take b ∈ B. Then we get by definition that
(a1θ1 ⊙ ι)(V ) (a2θ2 ⊙ ι)(W ) b = (a1θ1 ⊙ ι)(V ) (θ2 ⊙ ι)(W (a2 ⊗ b))
= (θ1 ⊙ ι)
(
V (a1 ⊗ (θ2 ⊙ ι)(W (a2 ⊗ b)))
)
(*)
We have for every p, q ∈ A that
V (a1 ⊗ (θ2 ⊙ ι)(p⊗ q)) = θ2(p)V (a1 ⊗ q) = (ι⊙ θ2 ⊙ ι)([V (a1 ⊗ q)]13(1⊗ p⊗ 1))
= (ι ⊙ θ2 ⊙ ι)(V13(a1 ⊗ p⊗ q)) .
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Using this in equality (*), we get that
(a1θ1 ⊙ ι)(V ) (a2θ2 ⊙ ι)(W ) b = (θ1 ⊙ ι)( (ι ⊙ θ2 ⊙ ι)(V13(a1 ⊗W (a2 ⊗ b))) )
= (θ1 ⊙ θ2 ⊙ ι)(V13W23(a1 ⊗ a2 ⊗ b)) = (a1θ1 ⊙ a2θ2 ⊙ ι)(V13W23) b .
Hence, we see that (a1θ1 ⊙ ι)(V ) (a2θ2 ⊙ ι)(W ) = (a1θ1 ⊙ a2θ2 ⊙ ι)(V13W23).
The lemma follows.
Definition 5.4 Consider a non-degenerate algebra B and a corepresentation V of (A,∆) on B. Then
we define the mapping piV from Aˆ into M(B) such that piV (ω) = (ω ⊙ ι)(V ) for every ω ∈ Aˆ. Then piV
is an algebra homomorphism.
Remark 5.5 • The multiplicativity follows immediately from lemmas 5.2 and 5.3. Combining these
lemmas with result 4.5, we have also a converse:
Consider a non-degenerate algebra B and an element V ∈M(A⊙B). Then V is a corepresentation
⇔ We have for every ω1, ω2 ∈ Aˆ that (ω1 ⊙ ι)(V ) (ω2 ⊙ ι)(V ) = (ω1ω2 ⊙ ι)(V ).
• Let B be a non-degenerate algebra and V,W corepresentations of (A,∆) on B. Then result 4.5
implies immediately that V =W if and only if piV = piW .
Proposition 5.6 Consider a non-degenerate algebra B and a corepresentation V of (A,∆) on B such
that A⊙B = V (A⊙B) = (A ⊙B)V . Then piV is non-degenerate.
Proof : Choose b ∈ B. There exists a ∈ A such that ϕ(a) = 1. By assumption, there exist p1, . . ., pn ∈ A
and q1, . . ., qn ∈ B such that a⊗ b =
∑n
i=1 V (pi ⊗ qi). This implies that
n∑
i=1
piV (piϕ) qi =
n∑
i=1
(piϕ⊙ ι)(V ) qi =
n∑
i=1
(ϕ⊙ ι)(V (pi ⊗ qi))
= (ϕ⊙ ι)(a⊗ b) = b .
Hence, we see that piV (Aˆ)B = B. Similarly, we get that B piV (Aˆ) = A.
Notice that the conclusion of this proposition is especially true for a non-degenerate corepresentation.
Later on, we will prove that the non-degeneracy of V is equivalent with the non-degeneracy of piV .
Next we prove some results about the behaviour of a corepresentation with respect to the counit and the
antipode.
Proposition 5.7 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then (ε⊙ ι)(V ) = (ι⊙ ε)(V ) = 1.
Proof : We have that (∆⊙ ι)(V ) = V13V23. Applying ε⊙ ι⊙ ι to this equation implies that
( (ε⊙ ι)∆⊙ ι)(V ) = (1⊗ (ε⊙ ι)(V )) V .
Using the fact that (ε⊙ ι)∆ = ι, this implies that V = (1 ⊗ (ε⊙ ι)(V )) V . Hence, the invertibility of V
implies that 1⊗ (ε⊙ ι)(V ) = 1⊗ 1, so (ε⊙ ι)(V ) = 1. Similarly, one proves that (ι⊙ ε)(V ) = 1.
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Proposition 5.8 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then we have the following equalities:
1. A⊙B = 〈 (a⊗ 1)V (1⊗ b) | a ∈ A, b ∈ B 〉
2. A⊙B = 〈 (a⊗ 1)V −1(1⊗ b) | a ∈ A, b ∈ B 〉
3. A⊙B = 〈 (1 ⊗ b)V (a⊗ 1) | a ∈ A, b ∈ B 〉
4. A⊙B = 〈 (1 ⊗ b)V −1(a⊗ 1) | a ∈ A, b ∈ B 〉
Proof : Choose a, c ∈ A and b ∈ B. We are going to prove the equality
(ψ ⊙ ι⊙ ι)((V −1)13 ((1⊗ a)∆(c) ⊗ b)) = (a⊗ 1)V (1⊗ (ψ ⊙ ι)(V
−1(c⊗ b)) ) .
Choose d ∈ B. Then we have that
(1⊗ d) (ψ ⊙ ι⊙ ι)((V −1)13 ((1 ⊗ a)∆(c)⊗ b)) = (ψ ⊙ ι⊙ ι)( (1 ⊗ 1⊗ d)(V
−1)13(1⊗ a⊗ 1)(∆(c)⊗ b))
= (ψ ⊙ ι⊙ ι)((1 ⊗ a⊗ d)(V −1)13(∆(c) ⊗ b)) = (ψ ⊙ ι⊙ ι)((1 ⊗ a⊗ d)V23(∆⊙ ι)(V
−1)(∆⊙ ι)(c ⊗ b))
where in the last equality, we used the fact that V is a corepresentation. So we get that
(1⊗ d) (ψ ⊙ ι⊙ ι)((V −1)13((1⊗ a)∆(c) ⊗ b)) = (ψ ⊙ ι⊙ ι)( (1 ⊗ (a⊗ d)V )(∆ ⊙ ι)(V
−1(c⊗ b)) ) . (*)
We have for every p, r ∈ A and q, s ∈ B that
(ψ ⊙ ι⊙ ι)( (1 ⊗ p⊗ q)(∆⊙ ι)(r ⊗ s) ) = (ψ ⊙ ι⊙ ι)( (1 ⊗ p)∆(r) ⊗ qs )
= ψ(r) p ⊗ qs = (p⊗ q)(1⊗ (ψ ⊙ ι)(r ⊗ s)).
where we used the right invariance of ψ in the second last equality.
Combining this with equality (*), we arrive at the conclusion that
(1⊗ d) (ψ ⊙ ι⊙ ι)((V −1)13((1 ⊗ a)∆(c)⊗ b)) = (a⊗ d)V (1⊗ (ψ ⊙ ι)(V
−1(c⊗ b)) ).
So we get that
(ψ ⊙ ι⊙ ι)((V −1)13((1⊗ a)∆(c) ⊗ b)) = (a⊗ 1)V (1⊗ (ψ ⊙ ι)(V
−1(c⊗ b)) ) .
Using this equality, it is not difficult to check that A⊙B = 〈 (a⊗ 1)V (1⊗ b) | a ∈ A, b ∈ B 〉. The other
equalities are proven in a similar way (The last two, by using the left Haar functional).
Now we get easily the following result:
Result 5.9 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of (A,∆)
on B. Let a be an element in A and ω be an element in A′. Then (aω ⊙ ι)(V ) belongs to M(B) and
b (aω ⊙ ι)(V ) = (ω ⊙ ι)((1 ⊗ b)V (a⊗ 1)) for every b ∈ B.
Proposition 5.8 makes it also possible to give the following definition.
Definition 5.10 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then (S ⊙ ι)(V ) is defined to be the unique element in M(A⊙B) such that
(S⊙ ι)(V ) (a⊗ b) = (S⊙ ι)((S−1(a)⊗ 1)V (1⊗ b)) and (a⊗ b) (S⊙ ι)(V ) = (S⊙ ι)((1⊗ b)V (S−1(a)⊗ 1))
for every a ∈ A and b ∈ B.
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It is not difficult to check that (S ⊙ ι)(V ) is really an element of M(A⊗B).
In this terminology, we get the usual result:
Proposition 5.11 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then (S ⊙ ι)(V ) = V −1.
Proof : Choose b ∈ B and c, d ∈ A. Take a ∈ A such that ε(a) = 1.
Because (∆⊙ ι)(V ) = V13V23, we have the equality
(∆⊙ ι)((a⊗ 1)V (1⊗ b)) (c⊗ d⊗ 1) = (∆(a)⊗ 1)V13V23(c⊗ d⊗ b)
= (∆(a)⊗ 1)[V (c⊗ 1)]13[V (d⊗ b)]23 (a)
By proposition 5.8, we know that (a ⊗ 1)V (1 ⊗ b) belongs to A ⊙ B. It is not difficult to see that
[V (c⊗ 1)]13[V (d⊗ b)]23 belongs to A⊙A⊙B.
It is rather easy to check that m(S ⊙ ι)(∆(x) y) = ε(x)m(S ⊙ ι)(y) for every x, y ∈ A⊙A.
Therefore, if we apply m(S ⊙ ι) ⊙ ι to equation (a), we get the equality
m(S ⊙ ι)(c⊗ d)⊗ (ε⊙ ι)((a⊗ 1)V (1⊗ b)) = ε(a) (m(S ⊙ ι) ⊙ ι)([V (c⊗ 1)]13[V (d⊗ b)]23) . (b)
Using the fact that (ε⊙ ι)(V ) = 1, the left hand side of equation (b) is equal to S(c)d⊗ b.
Now we are going to work on the right hand side. We have for every p, q ∈ A that
(m(S ⊙ ι) ⊙ ι)([V (c⊗ 1)]13[p⊗ q]23) = (m(S ⊙ ι) ⊙ ι)([V (c⊗ q)]13(1⊗ p⊗ 1))
= (S ⊙ ι)(V (c⊗ q)) (p⊗ 1) = (S(c)⊗ 1) (S ⊙ ι)(V ) (p⊗ q) .
This implies that the right hand side of (b) is equal to (S(c)⊗ 1) (S ⊙ ι)(V )V (d⊗ b).
So we get the equality S(c)d⊗ b = (S(c)⊗ 1) (S ⊙ ι)(V )V (d⊗ b).
Consequently, we have proven that (S ⊙ ι)(V )V = 1 which implies that (S ⊙ ι)(V ) = V −1.
If piV is non-degenerate, we can extend it to M(Aˆ) which contains A
◦. For these elements, piV will act in
the obvious way:
Proposition 5.12 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then we have for every a ∈ A, ω ∈ A′ and b ∈ B that b piV (aω) = (ω ⊙ ι)((1⊗ b)V (a⊗ 1))
and piV (aω) b = (ω ⊙ ι)(V (a⊗ b)).
Proof : Remember that aω is an element of A◦, so we have already defined the element (aω ⊙ ι)(V ).
Choose θ ∈ Aˆ and b ∈ B. Using lemmas 5.2 and 5.3, we get that
piV (aω)(piV (θ)b) = piV ((aω)θ) b = ((aω)θ ⊙ ι)(V ) b = ((aω)⊙ θ ⊙ ι)((∆⊙ ι)(V )) b
= (aω ⊙ θ ⊙ ι)(V13V23) b = (aω ⊙ ι)(V ) (θ ⊙ ι)(V ) b = (aω ⊙ ι)(V )piV (θ)b .
Hence, the non-degeneracy of piV implies that piV (aω) = (aω ⊙ ι)(V ).
Of course, a similar result is true for linear functionals of the form ωa. In this case, the results in the
previous section would have to be stated in terms of right multipliers.
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Proposition 5.13 Consider non-degenerate algebras B,C and a non-degenerate homomorphism θ from
B into M(C). Let V be a corepresentation of (A,∆) on B. Then (ι ⊙ θ)(V ) is a corepresentation of
(A,∆) on C such that pi(ι⊙θ)(V ) = θ ◦ piV . If V is non-degenerate, then (ι ⊙ θ)(V ) is non-degenerate.
Proof : We have that
(∆⊙ ι)((ι ⊙ θ)(V )) = (ι⊙ ι⊙ θ)((∆⊙ ι)(V )) = (ι⊙ ι⊙ θ)(V13V23)
= (ι⊙ ι⊙ θ)(V13) (ι⊙ ι⊙ θ)(V23) = (ι⊙ θ)(V )13 (ι⊙ θ)(V )23
which implies that (ι ⊙ θ)(V ) is a corepresentation.
Using 4.9, we have for every ω ∈ Aˆ that
pi(ι⊙θ)(V )(ω) = (ω ⊙ ι)((ι ⊙ θ)(V )) = θ((ω ⊙ ι)(V )) = θ(piV (ω)) .
In the following section, we show the existence of a special corepresentation such that every corepresen-
tation can be constructed from this special one using the method described in the proposition above.
6 The universal corepresentation of an algebraic quantum group
Consider an algebraic quantum group (A,∆) with a left Haar functional ϕ. We will construct the universal
corepresentation of (A,∆) and use it to prove that there is a natural bijection between corepresentations
of (A,∆) and representations of Aˆ.
Because Aˆ is a subset of A′, we can regard A⊙ Aˆ in a natural way as a subspace of the linear operators
on A.
Notation 6.1 We define linear mappings Ul, Ur from A ⊙ Aˆ into L(A) such that [Ul(x ⊗ ω)](y) =
(ι⊙ ω)(∆(y)(x ⊗ 1)) and [Ur(x⊗ ω)](y) = (ω ⊙ ι)((1 ⊗ x)∆(y)) for every x, y ∈ A and ω ∈ Aˆ
Proposition 6.2 We have for every a ∈ A⊙ Aˆ that Ul(a) and Ur(a) belong to A⊙ Aˆ.
Proof : Choose x ∈ A and ω ∈ Aˆ. Then there exists z ∈ A such that ω = zϕ. Furthermore, there exist
p1, . . ., pn, q1, . . ., qn ∈ A such that x⊗ z =
∑n
i=1 ∆(pi)(qi ⊗ 1).
Then we have for every y ∈ A that
[Ul(x⊗ ω)](y) = (ι⊙ ω)(∆(y)(x ⊗ 1)) = (ι⊙ ϕ)(∆(y)(x ⊗ z))
=
n∑
i=1
(ι⊙ ϕ)(∆(ypi)(qi ⊗ 1)) =
n∑
i=1
ϕ(ypi) qi
Where in the last equality, we used the left invariance of ϕ. So we get that Ul(x⊗ ω) =
∑n
i=1 qi ⊗ piϕ.
Similarly, we get that Ur(x ⊗ ω) belongs to A⊙ Aˆ.
As usual, A ⊙ Aˆ has a natural algebra structure. In a next step, we want to prove that (Ul, Ur) is a
two-sided multiplier on A⊙ Aˆ. First we need an easy lemma.
Lemma 6.3 Consider ω ∈ A⊙ Aˆ, a, b ∈ A and x ∈ A. Then we have for every x ∈ A that
((b ⊗ ϕa)ω)(x) = m((b ⊗ ϕ)⊙ ω)((a⊗ 1)∆(x)) and (ω(b⊗ ϕa))(x) = m(ω ⊙ (b⊗ ϕ))((1 ⊗ a)∆(x)).
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Proof : Choose c ∈ A and θ ∈ Aˆ. Take x ∈ A, then we have that
[(b⊗ ϕa)(c⊗ θ)](x) = [(bc)⊗ ((ϕa)θ)](x) = bc ((ϕa)θ)(x) = bc (ϕ⊙ θ)((a⊗ 1)∆(x)) .
We have for every p, q ∈ A that
bc (ϕ⊙ θ)(p⊗ q) = b ϕ(p) c θ(q) = (b⊗ ϕ)(p) (c ⊗ θ)(q) = m((b⊗ ϕ)⊙ (c⊗ θ))(p⊗ q) .
This implies that
[(b⊗ ϕa)(c⊗ θ)](x) = m((b⊗ ϕ)⊙ (c⊗ θ))((a ⊗ 1)∆(x)) .
The result follows by linearity. The other equality is proven in the same way.
Lemma 6.4 Consider ω, θ ∈ A⊙ Aˆ. Then
1. Ul(ω) θ = Ul(ωθ)
2. ω Ur(θ) = Ur(ωθ)
3. Ul(ω) θ = ω Ur(θ)
Proof : Choose a1, a2, b1, b2 ∈ A.
1. Take x ∈ A. Then we have by the previous lemma that
[Ul(b1 ⊗ ϕa1) (b2 ⊗ ϕa2)](x) = m(Ul(b1 ⊗ ϕa1)⊗ (b2 ⊗ ϕ))((1 ⊗ a2)∆(x)) . (a)
We have for every p, q ∈ A that
m(Ul(b1 ⊗ ϕa1)⊗ (b2 ⊗ ϕ))(p⊗ q) = [Ul(b1 ⊗ ϕa1)](p) (b2 ⊗ ϕ)(q)
= (ι ⊙ ϕa1)(∆(p)(b1 ⊗ 1)) b2ϕ(q) = (ι⊙ ϕa1 ⊙ ϕ)(∆(p)(b1b2 ⊗ 1)⊗ q)
= (ι ⊙ ϕa1 ⊙ ϕ)((∆ ⊙ ι)(p⊗ q)(b1b2 ⊗ 1⊗ 1)) .
Using this with equation (a), we get that
[Ul(b1 ⊗ ϕa1) (b2 ⊗ ϕa2)](x) = (ι⊙ ϕa1 ⊙ ϕ)((∆ ⊙ ι)((1 ⊗ a2)∆(x))(b1b2 ⊗ 1⊗ 1))
= (ι⊙ ϕa1 ⊙ ϕ)((1 ⊗ 1⊗ a2)(∆⊙ ι)(∆(x))(b1b2 ⊗ 1⊗ 1))
= (ι⊙ ϕa1 ⊙ ϕ)((1 ⊗ 1⊗ a2)(ι⊙∆)(∆(x))(b1b2 ⊗ 1⊗ 1))
= (ι⊙ ϕa1 ⊙ ϕ)((1 ⊗ 1⊗ a2)(ι⊙∆)(∆(x)(b1b2 ⊗ 1)) ) .
Using definition 1.6, this implies that
[Ul(b1 ⊗ ϕa1) (b2 ⊗ ϕa2)](x) = (ι ⊙ (ϕa1)(ϕa2))(∆(x)(b1b2 ⊗ 1))
= [Ul(b1b2 ⊗ (ϕa1)(ϕa2))](x) = [Ul((b1 ⊗ ϕa1)(b2 ⊗ ϕa2))](x) .
So we get that Ul(b1 ⊗ ϕa1) (b2 ⊗ ϕa2) = Ul((b1 ⊗ ϕa1)(b2 ⊗ ϕa2)).
2. In a similar way, one proves that (b1 ⊗ ϕa1)Ur(b2 ⊗ ϕa2) = Ur((b1 ⊗ ϕa1)(b2 ⊗ ϕa2)).
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3. Take x ∈ A. Again, the previous lemma implies that
[Ur(b1 ⊗ ϕa1) (b2 ⊗ ϕa2)](x) = m(Ur(b1 ⊗ ϕa1)⊗ (b2 ⊗ ϕ))((1 ⊗ a2)∆(x)) . (b)
We have for every p, q ∈ A that
m(Ur(b1 ⊗ ϕa1)⊗ (b2 ⊗ ϕ))(p ⊗ q) = [Ur(b1 ⊗ ϕa1)](p) (b2 ⊗ ϕ)(q)
= (ϕa1 ⊗ ι)((1 ⊗ b1)∆(p)) b2ϕ(q) = (ϕa1 ⊗ ι)((1 ⊗ b1)∆(p)(1 ⊗ b2))ϕ(q)
= (ϕa1 ⊙ ι⊙ ϕ)((1 ⊗ b1)∆(p)(1 ⊗ b2)⊗ q)
= (ϕa1 ⊙ ι⊙ ϕ)((1 ⊗ b1 ⊗ 1)(∆⊙ ι)(p⊗ q)(1 ⊗ b2 ⊗ 1)) .
Using this, equation (b) implies that
[Ur(b1 ⊗ ϕa1) (b2 ⊗ ϕa2)](x) = (ϕa1 ⊙ ι⊙ ϕ)((1 ⊗ b1 ⊗ 1)(∆⊙ ι)((1 ⊗ a2)∆(x))(1 ⊗ b2 ⊗ 1)) ,
which implies that
[Ur(b1 ⊗ ϕa1) (b2 ⊗ ϕa2)](x) = (ϕ⊙ ι⊙ ϕ)((a1 ⊗ b1 ⊗ a2)(∆⊙ ι)(∆(x))(1 ⊗ b2 ⊗ 1)) . (c)
In a similar way, we get that
[(b1 ⊗ ϕa1)Ul(b2 ⊗ ϕa2)](x) = (ϕ⊙ ι⊙ ϕa2)((1 ⊗ b1 ⊗ 1)(ι⊙∆)((a1 ⊗ 1)∆(x))(1 ⊗ b2 ⊗ 1)) ,
which implies that
[(b1 ⊗ ϕa1)Ul(b2 ⊗ ϕa2)](x) = (ϕ⊙ ι⊙ ϕ)((a1 ⊗ b1 ⊗ a2)(ι⊙∆)(∆(x))(1 ⊗ b2 ⊗ 1)) . (d)
Hence, using the coassociativity of ∆ and looking at equalities (c) and (d), we arrive at the conclusion
that
[Ur(b1 ⊗ ϕa1) (b2 ⊗ ϕa2)](x) = [(b1 ⊗ ϕa1)Ul(b2 ⊗ ϕa2)](x) .
So we have proven that Ur(b1 ⊗ ϕa1) (b2 ⊗ ϕa2) = (b1 ⊗ ϕa1)Ul(b2 ⊗ ϕa2).
This lemma justifies the following definition:
Definition 6.5 There exists a unique element U ∈M(A⊙ Aˆ) such that [U(x⊗ ω)](y) =
(ι⊙ ω)(∆(y)(x ⊗ 1)) and [(x⊗ ω)U ](y) = (ω ⊙ ι)((1 ⊗ x)∆(y)) for every x, y ∈ A and ω ∈ Aˆ.
Later on, we will prove that U is a corepresentation of (A,∆) on Aˆ. It is called the universal corepresen-
tation of (A,∆).
Proposition 6.6 The element U is invertible in M(A⊙ Aˆ).
Proof : We prove that Ul is bijective:
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• First we prove that Ul is injective.
Choose x1, . . ., xn ∈ A and ω1, . . ., ωn ∈ Aˆ such that Ul(
∑n
i=1 xi ⊗ ωi) = 0.
Take y ∈ A. Choose b ∈ A. Then there exist p1, . . ., pm, q1, . . ., qm ∈ A such that b ⊗ y =∑m
j=1(pj ⊗ 1)∆(qj). So we get that
0 =
m∑
j=1
pj [Ul(
n∑
i=1
xi ⊗ ωi)](qj) =
m∑
j=1
n∑
i=1
pj (ι⊙ ωi)(∆(qj)(xi ⊗ 1))
=
n∑
i=1
m∑
j=1
(ι⊙ ωi)([(pj ⊗ 1)∆(qj)](xi ⊗ 1)) =
n∑
i=1
(ι⊙ ωi)((b ⊗ y)(xi ⊗ 1))
= bxi ωi(y) = b (
n∑
i=1
xi ⊗ ωi)(y) .
So we get that (
∑n
i=1 xi ⊗ ωi)(y) = 0. Consequenctly
∑n
i=1 xi ⊗ ωi = 0.
• Next we prove that Ul is surjective.
Choose a, b ∈ A. Then there exist p1, . . ., pn, q1, . . ., qn ∈ A such that ∆(b)(a ⊗ 1) =
∑n
i=1 pi ⊗ qi.
Then we have for every x ∈ A that
[Ul(
n∑
i=1
pi ⊗ qiϕ)](x) =
n∑
i=1
(ι⊙ qiϕ)(∆(x)(pi ⊗ 1)) =
n∑
i=1
(ι⊙ ϕ)(∆(x)(pi ⊗ qi))
= (ι⊙ ϕ)(∆(xb)(a ⊗ 1)) = ϕ(xb)a = (a⊗ bϕ)(x) .
Consequently a⊗ bϕ = Ul(
∑n
i=1 pi ⊗ qiϕ).
In a similar way, one proves that Ur is bijective. These two facts imply that U is invertible in M(A⊙ Aˆ).
Lemma 6.7 Consider x ∈ A⊙ Aˆ and ω ∈ A′. Then [(ω ⊙ ι)(x)](a) = ω(x(a)) for every a ∈ A.
Proof : Choose b ∈ A and θ ∈ Aˆ. Then we have for every a ∈ A that
[(ω ⊙ ι)(b ⊗ θ)](a) = [ω(b)θ](a) = ω(b)θ(a) = ω(bθ(a)) = ω((b ⊗ θ)(a)) .
The lemma follows.
Result 6.8 We have for every ω ∈ Aˆ that (ω ⊙ ι)(U) = ω.
Proof : There exists a ∈ A such that ω = ϕa.
Take θ ∈ Aˆ. Then we have for every x ∈ A that
(θ (ϕa⊙ ι)(U))(x) = (ϕ⊙ ι)((a ⊗ θ)U)(x)
(∗)
= ϕ([(a⊗ θ)U ](x))
= ϕ( (θ ⊙ ι)((1 ⊗ a)∆(x)) ) = (θ(ϕa))(x)
where the previous lemma was used in the equality (*). So we get that θ (ϕa⊙ ι)(U) = θ(ϕa). Therefore,
lemma 2.3 implies that (ϕa⊙ ι)(U) = ϕa.
Corollary 6.9 The element U is a non-degenerate corepresentation of (A,∆) on Aˆ such that piU = ι.
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This follows easily from remark 5.5 and the previous result.
Proposition 6.10 Consider a non-degenerate algebra B and a corepresentation V of (A,∆) on B. Then
V is non-degenerate ⇔ piV is non-degenerate⇔ V (A⊙B) = (A⊙B)V = A⊙B
Proof :
• If V is non-degenerate, we get easily that V (A⊙B) = (A⊙B)V = A⊙B.
• If V (A⊙B) = (A⊙B)V = A⊙B, we get by 5.6 that piV is non-degenerate.
• Suppose that piV is non-degenerate. By result 4.9, we have for every ω ∈ Aˆ that
(ω ⊗ ι)((ι ⊗ piV )(U)) = piV ((ω ⊗ ι)(U)) = piV (ω) = (ω ⊗ ι)(V ) ,
which, by result 4.5, implies that (ι ⊗ piV )(U) = V .
Because U is invertible and piV is non-degenerate, this implies that V is invertible.
In fact, we have even proven the following proposition:
Proposition 6.11 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then (ι⊙ piV )(U) = V .
Hence, U satisfies the following universal property (which was introduced for compact quantum groups
in [11]).
Proposition 6.12 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then there exists a unique non-degenerate homomorphism θ from Aˆ into M(B) such that
(ι⊙ θ)(U) = V .
Proof : We have already proven the existence. We prove now quickly the uniqueness.
Therefore, let θ be a non-degenerate homomorphism from Aˆ into M(B) such that (ι⊙ θ)(U) = V .
Then we have for every ω ∈ Aˆ that
piV (ω) = (ω ⊙ ι)(V ) = (ω ⊙ ι)((ι ⊗ θ)(U)) = θ((ω ⊗ ι)(U)) = θ(ω)
So we see that piV = θ.
Using proposition 5.13, we have also a converse of the previuous result.
Proposition 6.13 Consider a non-degenerate algebra B and a non-degenerate homomorphism θ from
Aˆ into M(B). Then (ι⊙ θ)(U) is a non-degenerate corepresentation of (A,∆) on B and pi(ι⊙θ)(U) = θ.
Consequently, we have proven that there is a bijective correspondence between non-degenerate corep-
resentations of (A,∆) and homomorphisms on Aˆ. The universal corepresentation serves as a linking
mechanism.
Result 6.14 Consider a non-degenerate algebra B and a non-degenerate corepresentation V of (A,∆)
on B. Then (ω ⊙ ι)(V −1) = piV (Sˆ(ω)) for every ω ∈ Aˆ.
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Proof : Choose a ∈ A. Using proposition 5.11, we have for every b ∈ B that
(aϕ⊙ ι)(V −1) b = (ϕ⊙ ι)(V −1(a⊗ b)) = (ϕ⊙ ι)( (S ⊙ ι)((S−1(a)⊗ 1)V (1⊗ b)) )
= (ψ ⊙ ι)((S−1(a)⊗ 1)V (1 ⊗ b)) = (ψ S−1(a)⊙ ι)(V ) b = piV (ψ S
−1(a)) b .
Because ψ S−1(a) = (aϕ)◦S = Sˆ(aϕ), we get that
(aϕ⊙ ι)(V −1) = piV (ψ S
−1(a)) = piV (Sˆ(aϕ)) .
7 Unitary corepresentations of ∗-algebraic quantum groups
We start this section with the definition of a ∗-algebraic quantum group.
Definition 7.1 Consider a non-degenerate ∗-algebra A and a non-degenerate ∗-homomorphism ∆ from
A into M(A⊙A) such that
1. (∆⊙ ι)∆ = (ι⊙∆)∆.
2. The linear mappings T1, T2 from A⊙A into M(A⊙A) such that
T1(a⊗ b) = ∆(a)(b ⊗ 1) and T2(a⊗ b) = ∆(a)(1 ⊗ b)
for all a, b ∈ A, are bijections from A⊙A to A⊙A.
Then we call (A,∆) a Multiplier Hopf ∗-algebra.
It is easy to see that a Multiplier Hopf ∗-algebra is a regular Multiplier Hopf algebra.
Definition 7.2 Consider a Multiplier Hopf ∗-algebra (A,∆) such that there exists a non-zero linear func-
tional ϕ on A which is left invariant. Then we call (A,∆) a ∗-algebraic quantum group.
So every ∗-algebraic quantum group is an algebraic quantum group.
Remark 7.3 Consider a ∗-algebraic quantum group (A,∆). Let ϕ be a left Haar functional of (A,∆).
Because ∆ is a ∗-homomorphism, ϕ will also be left invariant. So ϕ+ϕ2 and
ϕ−ϕ
2i are self adjoint left
invariant functionals. Because their sum is equal to ϕ, one of them has to be non zero.
Hence, we get the existence of a self adjoint left Haar functional on (A,∆).
For the rest of this section, we fix a ∗-algebraic quantum group (A,∆) with a self adjoint left Haar
functional ϕ. In this case M(Aˆ) is also a ∗-algebra. First we prove the usual formula for the adjoint
operation on M(Aˆ).
Proposition 7.4 Let ω be an element of M(Aˆ). Then ω∗(x) = ω(S(x)∗) for every x ∈ A.
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Proof : It is not very difficult to check that (ϕb)∗ = ψS(b)∗ and (ψb)∗ = ϕS(b)∗ for every b ∈ A.
Choose a ∈ A. Then lemma 2.4 implies that
ω∗ (ϕa) = ϕ [S−1
(
(ι ⊙ ω∗)∆(S(a))
)
]
On the other hand, we have that
ω∗ (ϕa) = ((ϕa)∗ω)∗ = ((ψS(a)∗)ω)∗
By lemma 2.4, we know that (ψS(a)∗)ω = ψ [S
(
(ω ⊙ ι)∆(S2(a)∗)
)
], so
ω∗(ϕa) = (ψ [S
(
(ω ⊙ ι)∆(S2(a)∗)
)
] )∗ = ϕ [S2
(
(ω ⊙ ι)∆(S2(a)∗)
)∗
] .
Again, the faithfulness of ϕ implies that
S−1
(
(ι⊙ ω∗)∆(S(a))
)
= S2(
(
ω ⊙ ι)∆(S2(a)∗)
)∗
.
Applying ε to this equation and using lemma 2.6, we get that
ω∗(S(a)) = ω(S2(a)∗) = ω(S(S(a))∗) .
Definition 7.5 Consider a non-degenerate ∗-algebra B. A unitary corepresentation of (A,∆) on B is
by definition a corepresentation of (A,∆) on B which is a unitary element in the ∗-algebra M(A⊙B).
It is clear that a unitary corepresentation is automatically non-degenerate.
Remark 7.6 Consider non-degenerate ∗-algebras B, C and a non-degenerate ∗-homomorphism θ from
B into M(C). If V is a unitary corepresentation of (A,∆) on B, then it is clear that (ι ⊙ θ)(V ) is a
unitary corepresentation of (A,∆) on C.
Proposition 7.7 Consider a non-degenerate ∗-algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then (ω ⊙ ι)(V ∗) = piV (ω )
∗ for every ω ∈ Aˆ.
Proof : Choose a ∈ A. Then we have for every b ∈ B that
(aϕ⊙ ι)(V ∗) b = (ϕ⊙ ι)(V ∗(a⊗ b)) = (ϕ⊙ ι)((a∗ ⊗ b∗)V )∗
= [b∗ (ϕa∗ ⊙ ι)(V )]∗ = (aϕ⊙ ι)(V )∗ b = piV (aϕ)
∗ b .
So we get that (aϕ⊙ ι)(V ∗) = piV (aϕ)
∗.
Proposition 7.8 Consider a non-degenerate ∗-algebra B and a non-degenerate corepresentation V of
(A,∆) on B. Then V is unitary ⇔ piV is a
∗-homomorphism.
Proof :
• First suppose that V is unitary. Choose ω ∈ Aˆ. Then
piV (ω)
∗ = (ω ⊙ ι)(V ∗) = (ω ⊙ ι)(V −1) = piV (Sˆ(ω)) = piV (ω
∗) .
So we see that piV is a
∗-homomorphism.
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• Next suppose that piV is a
∗-homomorphism. Choose ω ∈ Aˆ. Then
(ω ⊙ ι)(V ∗) = piV (ω)
∗ = piV (ω
∗) = piV (Sˆ(ω)) = (ω ⊙ ι)(V
−1) .
Therefore, result 4.5 implies that V ∗ = V −1.
Corollary 7.9 The universal corepresentation U is a unitary corepresentation of (A,∆) on Aˆ.
This follows immediately from the fact that piU is the identity mapping which is obviously a
∗-homomorphism.
This result together with the results from the previous section imply that there is a bijective correspon-
dence between unitary corepesentations on (A,∆) and non-degenerate ∗-homomorphisms on Aˆ.
8 The universal corepresentation of the dual
Consider an algebraic quantum group (A,∆) with a left Haar functional ϕ. Then (Aˆ, ∆ˆ) is again an
algebraic quantum group for which we can construct the dual (Aˆˆ, ∆ˆˆ). Theorem 4.12 of [13] guarantees
that (Aˆˆ, ∆ˆˆ) is isomorphic to (A,∆):
Theorem 8.1 There exists an isomorphism of algebras Υ from A to Aˆˆ such that Υ(x)(ω) = ω(x) for
every x ∈ A and ω ∈ Aˆ. We have moreover that ∆Υ = (Υ ⊙Υ)∆.
In the rest of this section, we use this theorem to identify (A,∆) and (Aˆˆ, ∆ˆˆ).
Proposition 8.2 Denote the universal corepresentation of (A,∆) by U . Then χ(U) is the universal
corepresentation of (Aˆ, ∆ˆ).
Proof : Choose a, b ∈ A. Then there exist p1, . . ., pn, q1, . . ., qn ∈ A such that b⊗a =
∑n
i=1 ∆(pi)(qi⊗1).
Looking at the proof of proposition 6.2, we see that U(b⊗ aϕ) =
∑n
i=1 qi ⊗ piϕ.
This implies that χ(U) (aϕ⊗ b) =
∑n
i=1 piϕ⊗ qi. (*)
Denote the universal corepresentation of (Aˆ, ∆ˆ) by V . Using the identification mentioned above, we get
that V is an element of M(Aˆ ⊗ A). Looking at section 6, we consider Aˆ ⊙ A in this case as a subspace
of L(Aˆ). So we consider V (aϕ⊗ b) as an element of L(Aˆ).
Therefore choose ω ∈ Aˆ. Definition 6.5 implies that (V (aϕ ⊗ b))(ω) = (ι ⊙ b)(∆ˆ(ω)(aϕ ⊗ 1)) (where b
is considered as an element of Aˆ ′ ).
It is now easy to check for every x ∈ A that
[(V (aϕ⊗ b))(ω)](x) = [(ι⊙ b)(∆ˆ(ω)(aϕ⊗ 1))](x) = [∆ˆ(ω)(aϕ⊗ 1)](x⊗ b) .
Hence, remark 3.5 implies that
[(V (aϕ⊗ b))(ω)](x) = (ω ⊙ aϕ)(∆(x)(b ⊗ 1)) = (ω ⊙ ϕ)(∆(x)(b ⊗ a))
=
n∑
i=1
(ω ⊙ ϕ)(∆(xpi)(qi ⊗ 1)) =
n∑
i=1
ϕ(xpi)ω(qi)
where the left invariance was used once again in the last equality. So
(V (aϕ⊗ b))(ω) =
n∑
i=1
ω(qi) piϕ = [
n∑
i=1
piϕ⊗ qi](ω) .
Therefore we get that V (aϕ⊗ b) =
∑n
i=1 piϕ⊗ qi which is equal to χ(U) (aϕ⊗ b) by equation (*).
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Corollary 8.3 We have the equality (ι ⊙ ∆ˆ)(U) = U12 U13.
Proof : Because χ(U) is the universal corepresentation of (Aˆ, ∆ˆ), corollary 6.9 implies that (∆ˆ ⊙
ι)(χ(U)) = χ(U)13 χ(U)23. The corollary follows easily from this equality.
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