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ABSTRACT 
Discrete-time systems in a formal input-output setting are considered. Weak 
linearity, weak shift invariance, and weak nonanticipation are defined. The often 
overlooked fact that linear systems may not have a kernel representation is pointed 
out. Necessary and sufficient conditions for kernel representation on 1, spaces are 
given. It is shown that a linear system can have infinitely many kernel representations 
and that properties such as nonanticipation, shift invariance, and boundedness need 
not be reflected in the structure of a kernel representation. It is argued that a system 
is logically distinct from a parametric representation of itself. 
NOTATION AND TERMINOLOGY 
We denote the set of integers by Z, the set of nonnegative integers by 2,. 
The sequence space on Z is denoted by Z(Z) and called the bilateral 
sequence space; that on 2, is denoted by Z(Z + > and called the unilateral 
sequence space. When a statement is true for both Z(Z) and Z(Z+), we write 
1. We denote the time set associated with 1 by T. If I = Z(Z) [Z(Z+>], then 
T = 2 [Z,]. For a fixed n in T, S,, E Z denotes the (unit-impulse) sequence 
which has value I at n and 0 everywhere else. For maps, B denotes the 
*This research was supported by the grant AFOSR-91-0036. 
LINEAR ALGEBRA AND ITS APPLICATIONS 205-206:893-908 (1994) 893 
0 Elsevier Science Inc., 1994 
655 Avenue of the Americas, New York, NY 10010 0024.3795/94/$7.00 
894 A. P. KISHORE AND J. B. PEARSON, JR. 
domain, 9 the range. The (right) shift operator on both Z(Z+) and Z(Z) is 
denoted by the same letter S, and is defined below: 
S : Z(Z+) - Z(Z+) is given by 
CSx)Cn) =(:(a _1) if n=O, if n > 0. 
S : I( 2) ++ Z( 2) is given by 
(ST)(~) = x(n - 1) Vn E Z. 
Likewise, the symbol S’ denotes the left-shift operator on both Z(Z+) and 
Z(Z) and is defined by 
(S-lx)(n) = x(n + 1) Vn E T. 
The symbol S, denotes the selection functional that selects the nth coordi- 
nate of a sequence. 
The symbol P, : 1 * Z denotes the projection operator on two spaces: 
(P,x)(i) = { ;@I :; : ;;’ 
Finally, if x E I, then xl” denotes the sequence defined by 
if Z<i<u, 
otherwise. 
A subset X c Z is said to be closed under the family of projections {P,), 
n E T, if for each n E T, x E X implies P,x E X. 
I. INTRODUCTION 
An input-output system is a relation between two function spaces. The 
classical input-output framework treats a system as a map from one function 
space into another. Associated with a map are its topological properties such 
as boundedness and nontopological properties such as shift invariance. The 
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collection of all input-output pairs associated with the map is called the graph 
(also, behavior) of the map. The properties of the map are naturally related to 
its graph. Sometimes the action of a map may admit a concrete representa- 
tion such as matrix multiplication in the case of sequence spaces, or a 
Volterra integral representation in the case of spaces of functions of a real 
variable. Such a representation, if exists, may or may not be unique; it may or 
may not reflect in its structure the properties of the associated graph. For 
example, a shift-invariant map on a sequence space may have a representa- 
tion as an infinite Toeplitz matrix. It is of interest to know when a behavior 
admits a representation, if a representation is unique, and if a representation 
reflects the properties of interest. 
Maps on sequence spaces are considered here. In this paper, representa- 
tion means kernel representation, which will be defined in the next section. 
Representation is the main focus of the paper. We give necessary and 
sufficient conditions for kernel representation on I, spaces. We also examine 
the relationship of kernel representation with properties like shift invariance 
and nonanticipation. We also show that a representation need not be unique 
and give a sufficient condition for uniqueness. It is implicit (sometimes 
explicit) in textbooks on systems theory that a representation always exists and 
in its structure reflects the properties of the associated behavior. We point 
out that this is not true. Therefore, it is the behavior that is fundamental, not 
its representation [6]. We also look at conventional definitions of properties 
such as shift invariance and point out that they lead to anomalies between 
maps on bilateral sequence spaces and unilateral sequence spaces. We 
propose new definitions of properties of maps and argue their merit. The new 
definitions also make it clear what properties of domains are or are not used 
in the analysis. However, the new definitions are not the main aspect of the 
paper. A deep analysis of the differences between maps on bilateral and 
unilateral sequence spaces is not attempted here. 
2. SOME PROPERTIES OF MAPS 
The main practical reason for studying linear mathematics is that local 
behavior of a nonlinear map is often linear. That is, if the domain of a given 
nonlinear map is restricted, the restricted map (the restriction) may become 
linear, thereby making analysis easier. Then, if the domain is restricted 
further, it is desirable for the resulting restriction still to be linear. Consider- 
ing that linearity is an analytically desirable property of a map, all the 
restrictions of a linear map should inherit this property. Similarly, inheritance 
by restrictions is desirable with respect to shift invariance, nonanticipation, 
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and boundedness, from a practical point of view. Consider the classical 
definition of linearity below: 
DEFINITION 2.1. A map G : 9(G) + L%‘(G) is linear if 9(G) is a linear 
space and if G(ax + By) = aGr + PGy Va, p E R, Vx, y EB(G). 
According to the above definition, the identity map on 1, is linear but the 
identity map on the unit ball of 1, is not. That is, linearity is not necessarily 
inherited by restrictions. It seems reasonable to call the identity map linear, 
whether or not its input class is a linear space. We now consider another 
nontopological property, nonanticipation. There are two definitions in the 
classical framework for nonanticipation, with one leading to inheritence, and 
one not. The following definition is in, e.g., [5]. 
DEFINITION 2.2. A map G:.9(G) ~1 -+ S’(G) c 1 is nonanticipatoy 
if 9(G) is closed under the family of projections {I’,), n E T, and if 
P,GP,, = P,G Vn E T. 
If a map is nonanticipatory according to this definition, its restrictions 
need not be. The reason is that the domain of a restriction need not be closed 
under the family of projections. Now consider another notion for nonanticipa- 
tion, which is in, e.g., [7].’ 
DEFINITION 2.3. The map G : g(G) 5 1 -+.9(G) C 1 is weakly nonan- 
ticiputoy if for all n E T, P, x1 = pnxz, x1,x2 EL@(G) implies that PnGxl 
= P,,Gx,. 
It is evident that if a map is weakly nonanticipatory, all its restrictions also 
are. Every nonanticipatory map is weakly nonanticipatory. That is, the as- 
sumption that a map is weakly nonanticipatory is weaker than the assumption 
that the map is nonanticipatory. In case the domain of the map is closed 
under the family of projections, a map is weakly nonanticipatory if and only if 
it is nonanticipatory. 
In the fashion of the weak nonanticipation, we define weak linearity 
below: 
DEFINITION 2.4. A map G : 9_(G) -9$?(G) is weakly linear if x, y, (YX 
+ py ES(G), LY, P E R implies that G(ax + PY) = ~Gx + PGy. 
‘In [71, “ nonanticipatory” is used instead of “weakly nonanticipatory” in the definition. 
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Again, every linear map is weakly linear. If &3(G) is a linear space, then a 
map is weakly linear if and only if it is linear. Also, if a map is weakly linear, 
so are its restrictions. For example, the identity map is weakly linear whether 
or not its domain is a linear space. We now define weak shift invariance, a 
nontopological property of a map. 
DEFINITION 2.5. A map G : 9(G) c I *9(G) c 2 is weakly shij% 
invariant on &8(G) if for each x E 9;(G) such that SC E .9(G), we have 
SGr = GSx. 
We say that a subset X of 1 is shift-invariant if SX c X. The standard 
definition of shift invariance follows. 
DEFINITION 2.6. A map G : 9(G) L 1 -9(G) C 1 is shi$-invariant on 
9(G) if g(G) is shift-invariant and if GS = SG on g(G). 
Every shift-invariant map is weakly shift-invariant. If the domain of the 
map is shift-invariant, then a map is weakly shift-invariant if and only if it is 
shift-invariant. It is customary to define shift invariance for a system operat- 
ing on unilateral sequence space I( 2, ) only when the system is nonanticipa- 
tory [5]. Nonanticipation is not mentioned in definition of (weak) shift 
invariance above. The reason for the custom and for our omission will be 
apparent shortly. 
Compared to the standard definitions, the corresponding requirement on 
the domain of a map is dropped in the new definitions. This does not mean 
that the domains do not play any role in the properties of a system. On the 
contrary, the domain is an integral part of a map on which properties of a 
system do depend. For instance, a map may not be linear but its restrictions 
may be. Domains play an important role in extension problems, and attention 
should be paid to what properties continue to hold for the extended map. For 
instance, a map can be linear and shift-invariant on its domain, and there may 
be an abvious linear extension of the map to a set containing the domain, but 
the linear extension may not be shift-invariant. To illustrate this, the following 
easy proposition is needed. 
PROPOSITION 2.7. Let G : g(G) -.9(G) be (weakly) sh$-invariant 
and one-to-one on D(G). Zf HG = 1 on LS(G), then H is (weakly) shijl- 
invariant on S(G). 
A proposition in terms of conventional definitions about maps on unilat- 
eral sequence spaces follows. 
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PROPOSITION 2.8. Let G : g(G) c Z(Z+) - Z(Z+) be linear and shij& 
invariant. Zf SvlLB(G) c.~(G) then G is nonanticipatoy. 
The proof is omitted, as it is trivial. However, it should be noted that the 
hypothesis that S-‘B(G) C&~(G) is important for the conclusion: Take 
H = S with B(H) = l(Z+). Consider its inverse G = S-l on 9(G) = 
9(H) = {x E Z(Z+) : x(O) = O}. Clearly, G is linear. That G is shift-invariant 
follows from Proposition 2.7. But G = S-i is anticipatory on 9(G). Also, 
while G is linear and shift-invariant on its domain, its obvious linear extension 
to all of Z( Z + ) is not shift-invariant. The above proposition is false if I( 2 + ) is 
replaced by Z(Z). 
It follows that every linear, shift-invariant G : .9(G) = Z,(Z+) * Z,(Z+) 
is nonanticipatory on Z,(Z+). (This appears to be the reason for the custom 
mentioned above.) 
However, every x E Z(Z+) can be trivially embedded in Z(Z) as x’ below: 
2(i) = x(i) if i>O, 
0 otherwise. 
Since the graph of a map on a unilateral sequence space is simply a 
collection of pairs of unilateral sequences, it is also a collection of pairs of 
bilateral sequences, by the above canonical embedding. This is the canonical 
embedding of a system on one-sided sequence spaces into the set of systems 
on two-sided sequence spaces [5]. Th erefore, a given graph on a unilateral 
sequence space can be analyzed in two ways: by treating its graph as a 
collection of pairs of unilateral sequences or as a collection of pairs of 
bilateral sequences. It is remarked in [5] that it is easier to perform certain 
calculations with the time set 2 and then to draw conclusions for Z,. The 
point is that the conclusions should be identical with both kinds of analysis. 
This is not the case with conventional definitions of linearity and shift 
invariance: Proposition 2.8 is false if G is treated as a map on bilateral 
sequences with canonical embedding. [With canonical embedding, g_(G) 
being a linear and shift-invariant space does not imply that it is closed under 
the family of projections. Example 4 in the next section demonstrates this 
point.] 
Clearly, the conventional definitions lead to an anomaly in drawing 
conclusions for maps on unilateral sequence spaces and bilateral sequence 
spaces, depending on whether the graph of a map is treated as a collection of 
pairs on a unilateral sequence space or as a collection of pairs on a bilateral 
sequence space. 
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With respect to this anomaly, the new definitions fare better. We now 
show that Proposition 2.8 is false with each property replaced by the 
corresponding weaker property even when the analysis is done without the 
embedding. 
EXAMPLE 1. Let X = {x E Z(Z+): Vi E Z,, x(i) Z 01. Let G : X - X 
be given by (Gx)(n> = x(n + 1) Vn E Z,. The domain of G, X, is not a 
linear space and is not shift-invariant. However, G is weakly linear on X and 
vacuously weakly shift-invariant on X. Moreover, S-‘X C X. However, G is 
not weakly nonanticipatory on X. 
We now look at the representation aspect of input-output systems. 
3. KERNEL REPRESENTATIONS 
Suppose the graph of a map on 1 is given. Let t, := inf T. A map 
G : g(G) c 1 -P 9(G) 2 1 is said to have a kernel representation if there 
exists a g : T X T -+ R such that 
Vn E T, Vu Ed. 
m=to 
In the above definition, there is no need for g(G) to have a topology; the 
convergence of the infinite sum is on the real line. 
Of interest is the connection between kernel representation and other 
properties of map such as linearity, boundedness, and nonanticipation. It is 
clear that every map that has a kernel representation is weakly linear. 
However, not all linear systems have a kernel representation. There is an 
example of a continuous-time linear shift-invariant nonanticipatory system, 
due to Adam Shefi, in [2, p. 31, that illustrates this point. An example on 
sequence spaces will be given later. We now examine if boundedness is 
necessary or sufficient for a linear system to be represented by a kernel. At 
the level of generality of the above definition for kernel representation, 
boundedness is not related to kernel representation, because there may not 
be a topology on z%(G) and 9’(G). To examine this relationship we will 
assume something stronger: we consider systems that are maps from one 
nomd space into another. A simple application of the Banach-Steinhaus 
theorem, e.g. [4], gives the following: Let G : LB(G) 4 I be defined by a 
kernel, with 9(G) a Banach space and 9(G) a normed space. If the family 
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of projections {P,} is a resolution of the identity on 3’(G), then G is 
bounded. On Z,, {P,,} is not a resolution of identity. If 9(G) = I,, using a 
variant of the Banach-Steinhaus theorem, we can still conclude that G is 
bounded. While these results are useful, they are not exhaustive because not 
every kernel-represented map takes a normed space into another. When it 
does, its domain may not be a Banach space. On the other hand, it is simple 
to show that if the domain of a bounded linear map has a Schauder basis, 
then the map has a kernel representation. However, boundedness of the map 
is an unnecessarily strong requirement: Consider T : Z,(Z+) + lm(Z+> de- 
fined by (TX)(~) = m(n), which clearly unbounded but has a kernel repre- 
sentation. 
On the other hand, in functional-analysis literature, bounded linear opera- 
tors on spaces without a Schauder basis are rarely assumed to be given by a 
kernel representation, That boundedness is not sufficient for kernel represen- 
tation is pointed out by an example in [l], with 1, as the input and output 
space. Here is an example that is simpler and sharper but the same in spirit. 
This example shows that even compactness with discrete spectrum (which is a 
much stronger condition than boundedness) is not sufficient for kernel 
representation. 
EXAMPLE 2. Consider the space c, the subspace of all converging 
sequences in Z,(Z+ ), with 1, norm. Fix a nonzero element y0 E c such that 
lim, y,(n) = 0. Define G : c + c by 
Gx = (lim LX) .ya. 
Then G is linear and compact with discrete spectrum {O}. Its response to an 
impulse occurring at any time is identically zero. If it is assumed that G has a 
kernel representation, then the kernel is identically zero, but G is not. 
We now consider the relationship between shift invariance, nonanticipa- 
tion, and kernel representation. The map in the above example is neither 
shift-invariant nor nonanticipatory. We now construct a map that is linear, 
shift-invariant, nonanticipatory, and compact, but has no kernel representa- 
tion. 
EXAMPLE 3. Consider the following linear shift-invariant space with 1, 
norm: 
c_= l x E Zm( Z) : lim X( r~) exists n---m > 
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Let e E 2 be such that e(n) = I for each n E 2. Define G : c_ - c_ by 
Gx = lim x(n) *e. 
n+ --m 
Clearly, G is linear, shift-invariant, nonanticipatory, and compact. 
A common aspect of both the examples is that the infinite past or the 
infinite future of the input strongly affects the current output. This motivates 
the following definition, which will be useful in obtaining necessary and 
sufficient conditions for kernel representation 
DEFINITION 3.1. Amap G:g(G)cl is called a finite-horizon map if 
for each n E T there exist finite integers Z(n), u(n) such that X; = yy, 
x, y Ed implies that S,Gx = S,Gy. 
This means that the current output of a finite-horizon map is completely 
determined by finite past and finite future of the input. The effect of infinite 
past and infinite future of the input on the current output is zero. However, 
the width of the “time window” for the input can depend on time, and need 
not be uniformly bounded. A ( weakly) nonanticipatory map on a unilateral 
sequence space is an example of a finite-horizon map. 
We recall the notion of P-dual of a sequence space. (See, e.g., [3].) Given 
a sequence space X, its p-dual is given by 
It is standard and simple to show that P-dual of 1 is the space of finitely 
nonzero sequences. From this follows the next proposition. 
PROPOSITION 3.2. 
(i) A UKZ~ G : g(G) = 1 *5%‘(G) c 1 has a kernel representation if and 
only if it is a weakly linear finite-horizon map. 
(ii) A map G : g(G) c 1 e 9(G) c 1 has a kernel representation if it is 
a weakly linear finite-horizon map. 
Proof. (i), “only if’: Assume that G has a kernel representation. Then 
the map is weakly linear. Each row of the kernel must belong to the p-dual of 
1 and hence can have only finitely many nonzero entries, implying that the 
map is of finite horizon. 
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“If’: Fix n. Let Z(n) and u(n) be such that xl” = yr, x, y E@G) 
implies S,Gr = S,Gy. Define J : g(G) H [wU-‘+’ by 
Jx = (x(Z),x(Z + 1) )..., x(u - 1),x(u)). 
Let X := Jg(G)._F or each x E X_ let J-lx: be the preimage of x under J. 
Define a map G,, : X e R! by G-,x := S,GJ- lx. Notice that Gn is well 
defined and is weakly linear. Let X = span X. Consider the linear extension 
C,, : X * R! of 6‘, defined below: 
for all ai,!,, . . . , CY~ E R and for all x1,x2, . . . . xk E X. 
Since G, is a linear functional on a finite-dimensional vector space, it 
admits the representation 
u-l 
G,x = c E”(i)X(i) vx E x 
i=O 
for some fxed row matrix &. The map G is then given by the kernel defined 
bY 
g(Q) := En(i - 2) iofh;;;eS u, 
i 
(ii) follows from part (il. n 
It may be noted from the proof that doing analysis locally in time is a key 
to representation theory. This theme will recur throughout the rest of this 
section. A weakly linear finite-horizon map has a kernel representation with 
each row of the kernel having only finitely many nonzero entries. From this 
proposition and Example 3, it is clear that linearity and shift-invariance of a 
map on bilateral sequence spaces need not imply that the map is of finite 
horizon. However, on unilateral spaces with some assumptions on the do- 
mains, one may get some useful results. An example is the following proposi- 
tion. In the proposition, the model for the domain is the space SkZ(Z+) for 
some nonnegative k. 
PROPOSITION 3.3. Let G : &8(G) c Z(Z+) + Z(Z+> be given. Suppose 
9(G) is linear and closed under the family of projections and that there exists 
an integer N E Z + such that S-l(Z - P,)9(G) c_9(G). Under these condi- 
tions, if G is linear and weakly shij%invariant, then G is a finite-horizon map. 
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REMARK. This proposition tells us that if the domain of a linear shift- 
invariant map on a unilateral sequence space is sufficiently rich, then the map 
has a kernel representation. In this proposition, closedness of the domain 
under the family of projections is part of the hypothesis, unlike in Proposition 
2.8. The validity of Proposition 3.3 is the same with or without the canonical 
embedding. The proof is fairly routine. 
From Proposition 3.2 it is clear that the case when 9(G) # 1 is more 
interesting. In this case, finite-horizon requirement is too strong. Intuitively 
speaking, the smaller the domain, the easier it should be to obtain a kernel 
representation. Since finite-horizon maps have a represenation, the next step 
is to consider maps that are nearly of finite horizon. 
DEFINITION 3.4. A map G : .9(G) c I e 9(G) G I is called a fading- 
horizon map if there exists a sequence G, : L&G) ++9(Gk) c I of finite- 
horizon maps such that for each n E T 
S,Gr = lim S,Gkx 
k-m 
Vx ES(G). 
Again, for this definition it is not necessary for g(G) to have a topology. 
Intuitively, the effect of infinite past and infinite future of the input on the 
current output is vanishingly small for a fading-horizon map. The action of a 
fading-horizon system at a given time can be approximated by that of a 
sequence of finite-horizon maps. 
In the next definition G is assumed to be linear for simplicity. 
DEFINITION 3.5. A linear map G : .9(G) c 2 -9(G) 5 1 is called a 
strongZy fading-horizong map if _9( G) is a topological space, and if there 
exists a sequence G, : 9(G) ++ 9(G,) c Z of finite-horizon maps such that 
for each n E T, S,G, converges to S,G in the topological dual of g(G). 
Here, the approximation by finite-horizon maps is done locally in time. 
Since G is linear, for each n, S,G, S,G, are linear functionals, and the 
convergence is in the space of continuous linear functionals on g(G). 
Clearly, a strongly fading-horizon map is a fading-horizon map. The following 
is easy to prove. 
PROPOSITION 3.6. 
(i) Let p E (1,~). Then a linear G : g(G) G 1, e 9(G) G Z is a strongly 
fading-horizon map if and only if it is a fading-horizon map. 
904 A. P. KISHORE AND J. B. PEARSON, JR. 
(ii> Let p E [La). Let Y be a normed space. Zf G : s(G) c 1, *$2?(G) 
c Y is liner and bounded, then G is a fading-horizon map. 
Proof. (i): The “only if’ direction is obvious. 
“If’: Fix p E (l,a). Let q b e such that l/p + l/9 = 1. Then 1, = 1’ , 
the dual of 1,. Fix n. We have S,Gx = limk S,G, x for each x. For each 1, 
S,G, is in 1; and S,G is the weak* limit of S,G,. Hence, S,G is in 1; (by 
the Banach-Steinhaus theorem). Therefore, S,Gx = Cg,(i>x(i) for some g, 
in I,. Since g, E I,, 
sequences gn,k. 
it can be approximated in 1, norm by finite-length 
For each_ k, define a finite-horizon map 6, by the kernel 
&(n,i> := &,,,(i>. Th en G, is the sequence of finite-horizon maps such that 
(ii): Fix p E [l,~). Let 9 b e such that l/p + l/9 = 1. Fix n. Then, S,G 
is a bounded linear functional on 1, and hence is given by the representation 
S,Gx = Cg,(i>x(i> for some g, in 1,. Also, g, can be approximated by 
finite-length sequences gn,k such that 
S,Gx = li? zg,,k(i)x(i) Vx Ed. 
For each k, define a finite-horizon map G, by the kernel g,(n,i> := gn,k(i). 
Then G, is such that S,Gx = limk S,G, x Vx E.@G). n 
Clearly, a strongly fading-horizon map (or a finite-horizon map) need not 
be bounded. The main result of the paper below gives necessary and 
sufficient conditions for kernel representation on a variety of sequence 
spaces. 
THEOREM 3.7. 
(i) Let p E [l,~). Let the domain of G: .2@(G) c I, *L%‘(G) c E be a 
linear space. Then G has a kernel representation if and only if G is a linear 
fading-horizon map. 
(ii> Let the domain of G : .58(G) c 1, -L&?(G) c 1 be a linear space. 
Then G has a kernel representation if and only if G is a strongly fading- 
horizon map. 
Proof. For p E [l,~), let 9 be such that l/p + l/9 = 1. 
(i), “if’: Fix n. We have S,Gx = lim k S,G, x for each x. For each k, 
S,G, is in 1; and S,G is the weak* limit-of S,G,. Hence, S,G is in IL (by 
the Banach-Steinhaus theorem). Therefore, S,Gx = Cg,(i)x(i) for some g, 
in 1,. Set g(n,i) = g,(i). Then g is a kernel for G. 
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“Only if’: Let the kernel of G be g. Fix n. Then S,G = g(n; > is in I,, 
since E, is the P-dual of I, (e.g., [3]). H ence, g(n; > can be approximated (in 
1, norm if 9 # 00, in weak* topology if 9 = CQ> by finite-length sequences 
g,,,. For each k, define a finite-horizon map G, by the kernel g,(n,i> := 
g,,k(i). Then G, is the sequence of finite-horizon maps such that S,Gx = 
lim S,G, x for each x in g(G). 
(ii), “if’: Fix n. We have S,Gx = limk S,G,x for each X. For each k, 
S,G, is in 1,. Moreover, llS,G - S,GI,Ill converges as k tends to 03. Hence 
S,G is in 1,. 
“Only if’: For each n, S,G is in Z,, since 1, is the P-dual of I,. Therefore 
S,G can be approximated in norm by finite-length sequences. n 
Even when a system has a kernel representation, the representation may 
not be unique, as shown by the following example. 
EXAMPLE 4. Consider G : I, + Z, defined by the following kernel: 
’ 1 0 0 ... \ 
1 1 0 0 ... 
g= PI -f 1 0 0 ... . 
0 0 -$ 1 0 .** 
\ . 
It is easily seen that G is one-to-one. It has a unique left-inverse H : 3’(G) 
+.9(G) such that HG = Z on g(G). It can easily be checked that the 
following kernel represents the left inverse of G: 
1 0 0 *** \ 
1 
5 1 0 0 *** 
h, = + + 1 0 0 *** . 
1 I 1 
8 4 2 1 0 ... 
. . . 
. . . 
. . . 
The following kernel also represents H: 
h, = 
0 -2 -4 -8 . . . 
0 0 -2 -4 -8 ... 
0 0 0 -2 -4 *a* 
0 0 0 0 -2 ... 
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In fact, each one of the following infinitely many kernels represents H on 
9(G): 
a0 2(ao -1) 4(ao - 1) 8(a, - 1) .-- 
a1 2a1 2(2u, - 1) 4(2u, - 1) -+- 
%a 2% 2”a, 2(2”a, - 1) a-* 
where a, can be freely selected. The kernels h,, h, are special cases of the 
above form. Clearly, the left inverse of G has infinitely many kernel repre- 
sentations. 
It is therefore of interest to know when a kernel representation is unique. 
Uniqueness of kernel representation is related to how rich the domain is. If 
the domain has enough elements that can distinguish every two infinite 
matrices in the output, the kernel representation is unique. The following is 
immediate. 
PROPOSITION 3.8. Suppose G : 9(G) E I H 9?(G) E 1 has a kernel rep- 
resentation. Suppose 9(G) is such thutfor each n E T, S,, is in B(G). Then 
G has a unique kernel representation. 
If the domain of a map on a unilateral sequence space is not a linear 
space, then the sufficient condition can be slightly relaxed. It may be noted 
that the domain of the map in Example 4 violates the sufficient condition in 
the above proposition. Using Proposition 3.6, Theorem 3.7, and the above 
proposition, several conclusions can be drawn. Below is an example. 
COROLLARY 3.9. 
(i) A linear nonanticipatoy map G : 9(G) = &(Z+) ++ 9(G) c l(Z+) 
has a unique kernel representation. 
(ii) Let p, r E [l,~). A bounded linear map G : g;(G) = I, c, 55’(G) c I, 
has a unique kernel representation. 
4. A SYSTEM AND ITS REPRESENTATION ARE NOT 
IDENTICAL 
When a system can be represented nonuniquely by a kernel, it is of 
interest to know if properties of the system are reflected in the structure of 
the kernel. Out of the infinitely many representations for H in the above 
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example, one is lower-triangular and one is upper-triangular, as shown. Is H, 
then, nonanticipatory or purely anticipatory? The point is, nonanticipation is a 
property of a system and is not necessarily a (structural) property of its 
representation. 
We show that H in Example 4 is weakly nonanticipatory [g_( H > =9(G) 
is not closed under P,, for any n > I]. 
CLAIM 1. H in Example 4 is weakly nonanticipatoy. 
Proof. Since H is the inverse of G, we have to show that for all n, 
P,,Gx, = P,,Gx, * P,xl = P,xz, or equivalently that P,xl # P,xz * P,Gx, 
# P,,Gx,. This follows because for all n, g(n,n) # 0 (G has direct 
feedthrough). n 
We now determine if H is shift-invariant. Observe that the domain of H 
in Example 4 is shift-invariant. That H is shift-invariant follows from Proposi- 
tion 2.7. However, H has some kernel representations which have Toeplitz 
structure (constant along the diagonals), and some which do not. Shift 
invariance is clearly a property of a system that may or may not be reflected 
in the structure of its representation. 
We now point out that boundedness of a map may not be reflected in the 
structure of its representation. 
EXAMPLE 3. Consider G : Z,(Z+) + Z,(Z+) defined by the following 
kernel: 
g= 
It is simple to show that the left inverse of G exists and is bounded, since for 
each x E 1, we have ]]Gx]]~ > $1x]],. One kernel representation of G-’ is 
/ -2 0 0 *‘a 
-4 -2 0 0 ... 
-8 -4 -2 0 0 ... 
\ 1 
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However, that G-’ is bounded is not apparent from the above representation 
(or from a minimal state-space representation of G-l: A = 2, B = - 1, 
C=4, D= -2). 
Naturally, from an infinite-matrix kernel representation alone, it is not 
clear what the domain of the underlying system is. An obvious linear 
extension to an 1, space may not carry over properties of the system such as 
shift invariance and nonanticipation. 
From the examples, we conclude that properties such as shift invariance, 
nonanticipation, and boundedness are properties of a system and are not 
necessarily structural properties of a representation of the system (unless the 
representation is unique). That is, a system is a logically distinct object from 
its representation. It is the behavior (graph) of the system that needs to be 
examined for properties of interest, and not the structure of a representation 
of the system. The behavior of a system is more fundamental than a 
representation of the system [6]. 
We thank S. Weiland and J. S. McDonald for many enjoyable discussions 
on this topic. We also thank an anonymous reviewer for helpful comments. 
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