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Preface
The aim of fundamental research is to give a simple description of a whole set
of reproducible phenomena appearing around us which allows to predict future
outcomes of experiments. In theoretical physics this description is given by
mathematical equations which we call laws of nature.
The laws of Newton predict the trajectory of an apple falling from a tree and
the moon circling around the earth, two seemingly distinct problems. Another
beautiful example of the predictive power of such fundamental theories is given
by statistical mechanics. In the 19-th century Ludwig Boltzmann realized that all
macroscopic objects around us are made of many small entities called molecules.
The reaction of these macroscopic objects to forces, temperature gradients or
particle ﬂows are described in a very simple way by statistical laws. Seemingly
distinct problems as the stability of stars and ferromagnetism are described by
statistical mechanics.
The underlying structures of traﬃc networks, neural networks, the internet can all
be described by graphs. We would like to study processes on these graphs such
as traﬃc jams, memory recovery and routing processes. These processes can be
modelled by spin models on graphs, which ﬁnd their origin in the study of magnetic
systems. A powerful predictive framework is given by the belief-propagation or
cavity method. Seemingly diﬀerent problems ranging from error-correction to the
prediction of protein functions and the appearence of complexity in optimization
problems are all studied using this framework. This thesis is a small contribution
to the statistical mechanics of spin models on graphs.
i
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Abstract
Statistical mechanics of ﬁnitely-connected systems is the study of spin models on
random graphs. The methods developed to study spin models on graphs ﬁnd
their origins in spin-glass theory and are applicable to the description of emergent
phenomena in coding theory, computer science, statistical inference in molecular
biology, etc.
The cornerstone of spin-glass theory is the Sherrington-Kirkpatrick model. This is
a fully-connected model of spin variables interacting through random interactions
drawn from a Gaussian distribution. The Sherrington-Kirkpatrick model is
universal in the sense that the phase diagram of every fully-connected model with
a ﬁnite variance is the same as the phase diagram of the Sherrington-Kirkpatrick
model. When the variance of the distribution of couplings is inﬁnitely large we
speak of the Le´vy spin glass. We show how this fully-connected model Le´vy
spin glass can be decomposed in a ﬁnitely-connected backbone of strong bonds
interacting with the background of weak bonds. On the basis of this decomposition
we derive the phase diagram of the Le´vy spin glass.
We show how to extend the tools of statistical mechanics of ﬁnitely-connected
systems to non-equilibrium models where the steady state is not known a priori.
Our aim is the development of an eﬃcient and accurate message-passing algorithm
for the study of non-equilibrium models, analogous to the belief-propagation
algorithm for equilibrium models. We construct such an algorithm through
the analysis of some simple models: models of binary spins evolving through
Glauber dynamics on partially asymmetric graphs which are local tree like. Non-
equilibrium systems evolving on a complex network are e.g. neurons in biological
organisms, the spreading of epidemics and traﬃc networks. We discuss the
inﬂuence of the graph structure on the retrieval properties of a neural network.
Spin models on graphs can be used to study the performance of low-density
parity-check codes. Low-density parity-check codes are eﬃcient codes reaching
the Shannon limit for reliable communication over memoryless symmetric channels.
An important question is whether the low-density parity-check codes can also reach
the Shannon limit in asymmetric channels are ﬁnite-state Markov channels. Finite
v
vi
state Markov-channels or channels with memory in the noise. These channels are
more realistic models for optical and wireless communication. For asymmetric
channels the code performance depends on the codeword sent while for channels
with memory the performance depends on the state during the use of the channel.
The decoding of low-density parity-check code for channels with memory is realized
through a message passing algorithm on a small-world hypergraph.
Beknopte samenvatting
De statistische mechanica van eindig geconnecteerde systemen bestaat uit de
studie van spinmodellen op willekeurige grafen. De methoden die ontwikkeld
zĳn voor de studie van spinmodellen op grafen vinden hun oorsprong in de
theorie van spinglazen, i.e. magneten met willekeurige interacties. Deze methoden
zĳn toepasbaar in de beschrĳving van emergente fenomenen in coderingstheorie,
informatica, moleculaire biologie, e.a.
De hoeksteen van de theorie van spinglazen is het Sherrington-Kirkpatrick model.
Dit is een volledig geconnecteerd model voor spinvariabelen die interageren door
middel van willekeurige interacties getrokken uit een Gaussische verdeling. Het
Sherrington-Kirkpatrick model is universeel in de zin dat het fasediagram van
elk volledig geconnecteerde model met interacties getrokken uit een kansverdeling
met een eindige variantie hetzelfde is als het fasediagram van het Sherrington-
Kirkpatrick model. Wanneer de variantie van de verdeling van de interacties
oneindig is spreekt men van een Le´vy spinglas. We tonen hoe een Le´vy spinglas kan
opgedeeld worden in een eindig geconnecteerde component van sterke interacties
en een achtergrondruis komende van de zwakke interacties. Via deze decompositie
bepalen we het fasediagram van Le´vy spinglazen.
We breiden de caviteitsmethode voor de statistische mechanica van eindig
geconnecteerde systemen in evenwicht uit tot niet-evenwichtsmodellen waarbĳ
de stationaire toestand a priori niet gekend is. We hebben een “message-
passing” algoritme ontwikkeld voor niet-evenwichtssystemen analoog aan het
“belief-propagation” algoritme voor systemen in evenwicht via de studie van
simpele modellen: Ising modellen die evolueren via een Glauber dynamica op
een partieel asymmetrische graaf die een lokale boomstructuur bezit. Niet-
evenwichtssystemen zĳn bĳvoorbeeld neuronen in biologische organismen, het
verkeer en de evolutie van een epidemie. We bespreken de invloed van de
graafstructuur op de performantie van herkenning van patronen door het neurale
netwerk.
Wĳ hebben de performantie van “low-density parity-check” codes bepaald door ze
te modeleren met spinmodellen op grafen. “Low-density parity-check” codes zĳn
vii
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eﬃcie¨nte codes die de Shannon limiet bereiken voor betrouwbare communicatie
over symmetrische kanalen. Een belangerĳke vraag is of men de Shannon
limiet kan bereiken met “low-density parity-check” codes voor asymmetrische
kanalen of voor kanalen met geheugeneﬀecten. Deze kanalen modeleren op
een meer realistische manier, respectievelĳk, optische communicatie en draadloze
communicatie. In asymmetrische kanalen is de performantie van de code
afhankelĳk van het verzonden codewoord. De kanalen met geheugen eﬀecten in
de ruis worden gemodelleerd door “ﬁnite-state Markov” kanalen. De performantie
van de code hangt af van de toestanden van het kanaal gedurende het versturen
van de codewoorden. De kanalen met geheugeneﬀecten hebben we gemodelleerd
met behulp van een small-world hypergraaf.
Nomenclature
Notations:
• {xi}i=1..N = {x1, x2, · · · , xN}
• xU = {xi|i ∈ U}
• [1, N ]N = [1, N ] ⊂ N
• ΩN = Ω× Ω · · · × Ω, with Ω a set
• N (a, σ2) = 1√
2πσ2
exp
(
− (x−a)22σ2
)
•
∑N
i6=j Aij =
∑N
i=1
∑N
j=1 Aij −
∑N
i=1Aii
• Z2 = {0, 1}
• ZN2 = {0, 1} ⊗ {0, 1} · · · {0, 1}
•
∫
dxf(x) =
∫ +∞
−∞ dxf(x)
• pp(k; c) =
exp(−c)ck
k!
• 1..n = 1, ..., n
Acronyms:
• 1RSB: one step replica symmetry breaking
• ABP: asymmetric belief propagation
• AWGN: additive white Gaussian noise
• BAC: binary asymmetric channel
• BEC: binary erasure channel
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x• BP: belief propagation
• BSC: binary symmetric channel
• CH: chaotic
• CLT: central limit theorem
• ECC: error-correcting code
• F: ferromagnetic
• FC: fully-connected
• FiC: ﬁnitely-connected
• i.i.d.r.v. : identically and independent-distributed random variables
• M: mixed
• MPA: message passing algorithm
• P: paramagnetic
• REM: random energy model
• RCM: random codeword model
• RS: replica-symmetric
• RSB: replica-symmetry breaking
• SG: spin glass
• SK: Sherrington-Kirkpatrick
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Chapter 1
Introduction
The study of the collective behavior of interacting molecules, magnetic moments
or electrons is not possible from a deterministic description of all the consisting
units. However, a statistical theory provides a simple microscopic description of
such systems. This theory founded by Boltzmann, Gibbs and others in the late
1800s is called statistical mechanics and describes emergent phenomena, such as
magnetism and superconductivity. Emergence is the appearance of macroscopic
order or the sudden change of the macroscopic properties of a system from the
interplay of simple microscopic interactions.
It is a challenge to apply the ideas of statistical mechanics to problems which
lie beyond the “traditional physics” problems. Emergent phenomena appear in
computer science, information theory, biology and economics, e.g. the appearance
of complexity in optimization problems, the failure of reliable communication
through a noisy channel, protein folding and traﬃc congestion. When mapping the
interactions of the consisting units of these problems on a graph we ﬁnd complex
interaction structures in comparison to the simple Bravais lattice we obtain after
mapping the interactions of magnetic moments in a crystalline solid state on
a graph. Neuronal networks, protein-protein interaction networks, networks of
decoding variables, transportation networks are all examples of such networks.
Analogous to the study of magnetism through spin models on a Bravais lattice
one maps these problems on spin models on a graph.
The methods developed in the last 20 years to study spin models on graphs ﬁnd
their origins in theories that describe the phase of a magnetic material containing
a highly non-trivial kind of order, a spin glass. The magnetic moments of a spin
glass freeze in diﬀerent, apparently random directions. To get more insight in this
intricate phase, physicists developed “simple” models which can be solved exactly:
the mean-ﬁeld models. The mathematical and computational tools that were
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developed to solve these mean-ﬁeld models allow physicists to solve spin models
on graphs.
In this context we have studied three problems: error-correcting codes, dynamics
of spin models on graphs and Le´vy spin glasses. These are three diﬀerent problems
but they are all situated in the context of statistical mechanics of Ising models on
graphs.
Before explaining these problems we present in this introduction some historical
context and mention some recent developments in the statistical mechanics of
Ising models on graphs. We have made a small selection from the large literature
available on ﬁnite connectivity (FiC) systems.
1.1 Spin glasses
Spin glasses are a state of condensed matter found in alloys that consist of a
noble metal host diluted with magnetic transition metal impurities. Examples
are materials like CuMn, AuFe. At low temperatures one discovers a cusp in
the susceptibility but no apparent order, i.e. the magnetization is zero. The
susceptibility is the derivative of the magnetization with respect to an external ﬁeld.
The basic physics of these alloys are grasped by a simple model with Hamiltonian
H ({σi}i=1..N ) = −
∑
(i,j)∈Λd
Jijσiσj , (1.1)
with Λd the set of bonds on a d-dimensional Bravais lattice. The spin variables
σi ∈ {−1, 1} present the two states of the magnetic moments of the transition
metal impurities. The coupling strengths Jij are random variables ﬁxed during
the whole experiment. We call such variables quenched variables.
When the interactions Jij fulﬁll the following two criteria:
1. the interactions are drawn from a random distribution,
2. this random distribution has a ﬁnite support on both negative and positive
values,
a new non-trivial phase can appear at low temperatures T . This phase is called the
spin-glass phase. When one removes one of the two above mentioned criteria, much
of the important thermodynamic and dynamical characteristics of the spin-glass
phase disappear.
In the spin-glass phase the material has no long range order: limr→∞〈σiσi+r〉th →
0, with 〈·〉th the thermal average with respect to a certain experimental setup.
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The order in this phase can be measured through the Edward-Anderson order
parameter qEA = N
−1∑N
i=1〈〈σi〉2th〉J , which reﬂects a freezing of the spins in
random directions. The outer brackets denote an average over the interaction
variables while the inner brackets denote the thermal average. There exist many
diﬀerent conﬁgurations into which the spins can freeze. This slows down the
dynamics of spin glasses.
To ﬁnd the properties of this spin-glass phase, Sherrington and Kirkpatrick
introduced in their seminal paper [161] a long-ranged version of (1.1):
H ({σi}i=1..N ) = −
N∑
i6=j
Jij
2
σiσj . (1.2)
The interactions are i.i.d.r.v. drawn from the normal distribution N
(
J0
N ,
J1√
N
)
.
This problem is very diﬃcult: ﬁnding the conﬁgurations {σi}i=1..N that minimize
the Hamiltonian (1.2) is an NP-complete problem [9]. These conﬁgurations
are important at low temperatures. The number of local minima in the free
energy landscape scales exponentially in the system size. One speaks of non-
trivial ergodicity breaking in contrast with the ergodicity breaking present in
ferromagnetic systems where the free energy landscape contains a ﬁnite number of
minima. The SK-model has been solved exactly by Parisi in [137, 138, 106] using
the replica method. This exact solution reveals an intricate phase with an order
parameter P (q), the distribution of overlap parameters q ≡ N−1∑Ni=1〈σi〉α〈σi〉β
between two minima α, β of the free energy landscape.
Studying spin glasses leads to insights in the phenomenon of non-trivial ergodicity
breaking which is not solely present in physics. The many valley structure of SG’s
is relevant in phenomena in biology, computer science and information theory. For
an extensive explanation on spin glasses and its theories we refer to the book [54].
1.2 Statistical mechanics of Ising models on graphs
Viana and Bray [169] introduced a more realistic mean-ﬁeld model for a spin glass
(than the SK-model):
H ({σi}i=1..N ) = −
∑
(i,j)∈E
Jijσiσj , (1.3)
with E the set of edges of a Poissonian graph drawn from the ensemble Gp(N, c),
see appendix B.2.2, and Jij i.i.d.r.v. drawn from some distribution PI. This model
is more realistic since every spin interacts with a ﬁnite neighborhood of spins ∂i.
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When the mean connectivity c of the Poissonian graph becomes inﬁnite, one ﬁnds
the SK-model.
The Ising model on a Poissonian graph is a speciﬁc example of a whole family of
spin models which can be solved exactly. These mean-ﬁeld models are deﬁned on
graphs with a minimal typical loop length of the order O (log(N)) in the system
size N . We call these models also ﬁnite connectivity (FiC) systems. At high
temperatures one can solve these models exactly in the thermodynamic limit. The
order parameter of these mean-ﬁeld models is inﬁnite dimensional containing all
the overlap parameters qn,
qn = N
−1
N∑
i=1
〈σk〉α1〈σi〉α2 · · · 〈σi〉αn , (1.4)
between n ∈ N replicas of the system. At low temperatures a scheme, analogous
to the Parisi-scheme used in the SK model, has been suggested [113, 104]. The
exact solution of FiC systems at low T is in general not known because it is
more diﬃcult to deal with an inﬁnite dimensional order parameter. With the
cavity method one can derive an algorithm to determine the marginals and the
thermodynamic quantities on a given graph instance [104, 105].
1.3 An open path to interdisciplinary research
Many problems in interdisciplinary research can be cast into a statistical mechanics
problem on a graph. Indeed, identiﬁcation of protein functions in protein-
protein interaction networks, evaluation of decoding algorithms in error-correcting
codes, solving optimization problems, ﬁnding the eigenvalues of random matrices,
interactions of humans in social networks are all examples of problems deﬁned on
a complex network. The underlying units are correlated through this network. In
these problems we do not know the precise value of these units but we know the
total probability distribution of the conﬁgurations of the units. These problems
are very similar to the study of the spin-glass model on a random graph. To be a
little bit more concrete we give some examples.
1.3.1 Applications to biology
Inference algorithms on graphs are used on networks in biology.
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Gene regulatory networks
The human body contains many cells with diﬀerent functions determined by the
presence of diﬀerent proteins. However, the “source code”, i.e. the DNA, is the
same in every cell. To know the source code is not suﬃcient to understand how
the human body works. One has to understand how the “compiler” works, which
is presented by the gene regulatory network.
The chemical composition of proteins is encoded in the DNA. Gene expression
is the synthesis of proteins via DNA (central dogma of molecular biology [33,
34]) which is regulated by the presence of other proteins. This complex interplay
between genes, proteins and other components is to a large extend modelled by a
gene regulatory network. With the gene regulatory network of a cell one can start
to study cell diﬀerentiation and the inﬂuence of drugs on this process. We give a
small overview of possible applications:
• For some simple organisms, such as E. coli [160] and baker’s yeast [69, 109]
the gene regulatory network is known. In [31] the gene regulatory mechanism
is modelled by a boolean network. One can study the ﬁxed points of these
networks and the genes that control these ﬁxed points (the computational
core).
• To determine experimentally the underlying gene regulatory network of an
organism is in general diﬃcult. Gene regulatory networks are only known
for simple organisms. One would like to infer the underlying gene regulatory
network from results obtained from DNA microarrays [20].
• Given a data set of expressed genes coming from DNA microarrays of tumor
cells and normal cells, one would like to infer a sparse signature of genes from
which one can identify cancer cells. This sparse signature can be used to
reduce the noise of experiments and data analysis. In [136] a linear classiﬁer,
i.e. a perceptron [75], has been inferred from data coming from microarrays
using a message passing algorithm.
Protein-protein interaction network
Protein-protein interaction networks contain the information of experimentally
tested interactions among two proteins in graph like form [52, 53, 51]. Databases
like “MIPS” [2] and “Gene Ontology” [1] contain the diﬀerent functions of these
proteins. Using a cost function that maximizes the number of interacting proteins
with similar functions, the unidentiﬁed functions of proteins in the protein-protein
interaction network have been identiﬁed [90]. The method has been tested on the
protein-protein interaction network of Saccaromices Cerevisiae [52].
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Figure 1.1: A schematic overview of the processes in error-correcting
codes. The message s0 is encoded in the word s sent through the protocol
G. The decoder determines an estimate sˆ of the sent word s given the
received word r and the encoding process G.
1.3.2 Applications to information theory
An example of a scientiﬁc interplay between information theory and statistical
mechanics are error-correcting codes. Error-correcting codes are constructed
to make reliable communication possible between two persons connected by a
noisy channel. The receiver has to infer the sent message s from a corrupted
version r, given the encoding procedure G. This is possible through a decoding
algorithm that uses the predeﬁned correlations between the variables of the
message introduced in the encoding process. The encoding procedure is a map G
from the message s0 to the word s sent. The word sent contains many redundant
bits to counter the eﬀect of noise. A possible decoding approach is to estimate the
bits through si = sign
∑
s sPi (s|r, G), with Pi the i-th marginal of the posterior
probability distribution. A schematic overview is given in ﬁgure 1.1. In general it is
very hard to ﬁnd the marginals since one has to compute a summation containing
2N−1 terms.
The rate is deﬁned as the ratio of information bits to message bits. When the rate
is low, one is sending a small amount of information through the channel but the
message becomes less prone to errors. Therefore, one wants to maximize the rate
under the condition that reliable communication is possible. Shannon proved that
this maximum is given by the capacity [159], a quantity which depends on the
channel and not on the precise encoding or decoding procedure. In coding theory
one tries to ﬁnd practical, i.e. computationally eﬃcient, encoding and decoding
procedures that reach the Shannon limit. This problem has been solved using a
decoding procedure consisting of calculating marginals on a FiC. In ﬁgure 1.2 we
show the graphical model used for decoding algorithms in LDPC codes [61, 94]
and Turbo codes [14, 120], two of the best performant codes.
Besides their theoretical interests LDPC and Turbo codes are also used in practical
applications, for instance in deep-space exploration where the strength of the
signal over long distances is really important. Turbo codes have been used in the
Pathﬁnder mission [23] and Turbo codes and LDPC codes have been introduced
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Figure 1.2: The bipartite Tanner graph used in LDPC codes (left) and
the graph for Turbo codes (right)
Figure 1.3: A proper cover of 4 colors on the given graph.
in protocols for digital video broadcasting [23].
1.3.3 Applications to computer science
Consider the following problem. Given a graph, is it possible to color the vertices
with q diﬀerent colors such that any two adjacent nodes have diﬀerent colors? In
ﬁgure 1.3 we present an example of a proper coloring of a graph. The graph coloring
problem is NP-complete. This means that the problem is very diﬃcult: there is
no known algorithm that can solve the problem with a computational complexity
scaling polynomially in the number of vertices N . The q-coloring is one of many
known NP-complete problems: K-SAT and the travelling-salesman problem to
mention a few others. The classiﬁcation in hard (NP problems) and easy problems
(P problems) is based on a worst-case analysis. For a random graph drawn from,
for instance the Erdo˝s-Re´nyi ensemble, the problem is in general easy. To be more
precise, as a function of the mean graph connectivity c, for N → ∞ the problem
undergoes at a certain point cs a phase transition from a colorable region where
graphs are colorable with probability one to an uncolorable region where graphs
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Figure 1.4: The distribution of eigenvalues ρ of the coordination matrices
of Bethe lattices for a given fixed connectivity c. Spectra of sparse matrices
have been found by mapping the problem on a spin model on a graph. For
c→∞ the spectra converge to the Wigner semi-circle law.
are uncolorable with probability one. Around the threshold cs the computational
complexity of the problem increases [26, 154, 155]. With the cavity method [178]
it is possible to study the geometrical structure of the set of solutions and try to
understand the reason for the computational hardness of this optimization problem.
It was conjectured in [178] that the increase in computational complexity around
the phase transition is associated with the rigidity threshold cr. In the rigid region
cr < c < cs the entropic dominant solutions contain a non-zero fraction of frozen
variables.
1.3.4 Applications to mathematics
The statistics of eigenvalues of N × N random matrices, for N → ∞, is an
example of a distribution of many correlated random variables. Random matrices
are of interest in ﬁnancial applications [141], electronic models [27], nuclear
models [100], etc. In the case that the matrix elements are i.i.d.r.v. drawn
from a Gaussian, one retrieves the Wigner semi-circle law. For sparse matrices,
i.e. every row and column contains a ﬁnite number of non-zero elements, the
eigenvalue spectra can be calculated using a O(N) algorithm based on the cavity
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method. This algorithm outperforms standard diagonalization methods which
have a computational complexity O(N3) [142].
The method was ﬁrst used in [29] for random Le´vy matrices and later applied to
sparse random matrices [150]. The central quantity in these calculations is the
resolvent:
G(z) = (z −A)−1 . (1.5)
We deﬁne A(i) as the submatrix of A where we removed the i-th column and i-th
row and G(i) as its resolvent. From the inverse of a partitioned matrix [76], one
ﬁnds the following expression:
1
Gii(z)
= z −Aii −
∑
l,k( 6=i)
AikG
(i)
kl (z)Ali. (1.6)
The oﬀ-diagonal terms in the summation have no signiﬁcant contribution [29].
When one removes j on the left and right hand side and assumesG
(i,j)
kl (z) = G
(i)
kl (z),
one gets,
1
G
(j)
ii (z)
= z −Aii −
∑
k( 6=i,j)
|Aik|2G(i)kk(z). (1.7)
These are precisely the cavity equations for random matrices as derived in [150].
From the deﬁnition of the resolvent one ﬁnds:
TrG(z) =
∫
dλ
ρ(λ)
z − λ, (1.8)
and thus ρ(λ) = π−1 limǫ→0+ limN→∞ Im Tr G(z), with ǫ = Imz. The eigenvalue
spectrum of the coo¨rdination matrices of Bethe lattices is given by
ρ(λ) ∼
√
1− λ2
c2
4(c−1) − λ2
. (1.9)
When c → ∞ one recovers the Wigner semi-circle law ρ(λ) = 2π
√
1− λ2. These
spectra are plotted in ﬁgure 1.4.
1.4 Problems discussed in this thesis
In this thesis we discuss three diﬀerent problems related to statistical mechanics
of FiC systems.
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• Le´vy spin glasses: we study the generalization of the SK-model to coupling
distributions that do not fulﬁll the central limit theorem. This fully-
connected model turns out to be a hybrid between a fully-connected (FC)
and a FiC model.
• Dynamics of Ising models on graphs: we discuss the use of the cavity method
to the parallel dynamics of Ising models on graphs. We construct a message
passing algorithm to determine the marginals of the stationary distribution
of a non-equilibrium model.
• Low-density parity-check codes: we make a study of LDPC codes on
asymmetric channels and channels with memory. This study extends on
previous calculations made on symmetric channels.
1.5 Outline of the thesis
In the introduction we have situated the research of statistical mechanics of Ising
models on random graphs. In the second chapter we describe the main technical
calculations on a straightforward model familiar to all physicists: the Ising model.
The ﬁrst two chapters make the thesis readable and interesting to a general physics
audience. Experts in the ﬁeld can skip these two chapters.
The following three chapters can all be read independently and contain the new
results obtained. These chapters contain their own introduction, conclusion and
future prospects. The technical details are kept to a minimum as they are
analogous (but more complicated) to the ones explained in the second chapter.
The focus is put on the results and their implications for these problems. In the
third chapter we determine the phase diagram of Le´vy spin glasses. In the fourth
chapter we study the parallel dynamics of Ising models on graphs. In the ﬁfth
chapter we explain the implementation of LDPC codes to asymmetric channels
and channels with memory.
Chapter 2
Techniques for statistical
mechanics of spin models on
graphs
This chapter is an introduction to the statistical mechanics of FiC systems. Two
methods to study spin models on graphs, the replica method and the cavity method,
are explained. Using the replica method one determines the thermodynamic
behavior of typical graphs drawn from some ensemble of graphs. The cavity method
on the other hand studies the thermodynamic behavior of a spin model on a given
graph instance. We discuss how spontaneous symmetry breaking and spin-glass
phases are described by these methods. At the end of the chapter, we present the
phase diagrams of the SK model, the Viana-Bray model, p-spin models and of the
random energy model and elaborate on the nature of the SG phase in these models.
For a more thorough discussion we refer the book of Me´zard and Montanari [102].
2.1 Spin models on graphs
Central problems
We consider a given mass probability function P ({σi}i=1..N ), with σi ∈ Ω. The
canonical ensemble in equilibrium statistical mechanics is determined by the
distribution
P ({σi}i=1..N |α) ∼ exp [−βH ({σi}i=1..N |α)] , (2.1)
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with the cost function H ({σi}i=1..N |α). For physical systems, like magnets or
ﬂuids, H is the energy of the system and the quantity β = T−1 is the inverse
temperature. We will also call less correctly H the Hamiltonian. With α we
denote all the external parameters on which the Hamiltonian can depend, such as
the external ﬁeld. We refer to the distribution (2.1) as the Gibbs distribution. We
want to solve the following questions in the thermodynamic limit when the system
size N becomes inﬁnitely large:
• We want to calculate the diﬀerent moments of the distribution P . The ﬁrst
moment is called the magnetization m:
m ≡ lim
N→∞
∑
{σi}i=1..N
(∑N
i=1 σi
N
)
P ({σ}i=1..N |α) . (2.2)
The n-th moment of P is called the n-point correlation function.
• We want to calculate the entropy S (s = S/N) which is related to the
“volume-size” of the typical set in ΩN with respect to P :
s ≡ lim
N→∞
− 1
N
∑
{σi}i=1..N
P ({σ}i=1..N |α) log (P ({σ}i=1..N |α)) . (2.3)
The Boltzmann constant kB, appearing in the deﬁnition of the entropy in
statistical physics [68], is set to one.
• The average energy E (e = E/N) is deﬁned through:
e ≡ lim
N→∞
− 1
N
∑
{σi}i=1..N
P ({σ}i=1..N |α)H ({σi}i=1..N |α) . (2.4)
• In many practical problems one would like to know the single site marginals
Pi:
Pi(σi|α) = lim
N→∞
∑
σ[1,N ]N\i
P
(
{σ}j=1..N |α
)
. (2.5)
The quantities m, s and e are the thermodynamic values of the magnetization, the
entropy and the energy. The summations in (2.2-2.5) contain |Ω|N terms and are
in general very hard to perform. We are concerned in ﬁnding eﬃcient algorithms
to perform these summations. The magnetization and the entropy are macroscopic
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and extensive quantities. One calculates them by taking the derivative of the free
energy F , (f = F/N), with respect to its coo¨rdinates:
F (β, α) ≡ −β−1 log

 ∑
{σi}i=1..N
exp [−βH ({σi}i=1..N |α)]

 . (2.6)
In general, phase transitions appear because of two “competing” eﬀects in the
thermodynamic limit as a function of the temperature: minimization of the
energy at low temperatures and maximization of the entropy at high temperatures.
Indeed, the free energy is the Legendre-Fenchel transform of the entropy:
f(T ) = mine (e− Ts(e)) . (2.7)
In this thesis we will only study cases where Ω = {−1, 1}. We speak of Ising
models and we call the variables σi Ising variables. A generalization to q-spins or
continuous variables is mostly straightforward, although the resulting equations
are more complicated.
Graphs and ensembles of graphs
We consider a speciﬁc class of mass probability functions P where the correlations
between the diﬀerent variables σi can be presented through a graph G = (E, V ):
P ({σi}i=1..N |G,J) =
∏
a∈E
ψ
({σi}i∈a |Ja) , (2.8)
with E the set of edges of the given graph G and J the matrix of weights deﬁned
on the set E. In appendix B one can ﬁnd the deﬁnitions and basic ideas from
graph theory that we will use in this thesis.
In practice the graphG is obtained from experiments. It can be the gene regulatory
network of a yeast cell [69, 109] or the transportation network of global cargo ship
movements [81] or some other network structure. The probability distribution
P is determined by, respectively, the biological processes or the transportation
processes one wants to describe with the network
The speciﬁc graph structure has a big inﬂuence on the macroscopic behavior of
these models. The study of Ising models on a given graph instance G is in general
a very hard problem, see equations (2.2-2.5). We study Ising models on graphs
drawn from a certain graph ensemble G. We will consider graphs drawn from
the Erdo˝s-Re´nyi ensemble, the Poissonian ensemble, etc. (see appendix [?]). The
properties of typical graphs, drawn from the probability distribution PG(G) of the
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ensemble G, are well understood and therefore a perfect ground for theoretical
research. In theoretical models we draw the interactions J from a distribution
PI(J). We leave the subindices G and I in P away when there is no confusion
possible.
We have two types of random variables: the quenched variables J and G and the
annealed variables {σi}i=1..N . We are interested in the macroscopic properties
of the probability distribution P ({σi}i=1..N |G,J) for a typical (G,J) and not in
the macroscopic properties of the joint distribution P ({σi}i=1..N , G,J). From a
dynamical point of view the spins can vary in time but the interactions can not.
Self-averaging
As the graph structure and its interactions are random the free energy f is also a
random variable. We limit ourselves to the much easier calculation of the average
free energy f =
∑
G,J P (G)P (J)f(G,J).
In general we call a random quantity X self averaging when:
lim
N→∞
PX,N
(∣∣X −X∣∣ > ǫ)→ 0, ∀ǫ > 0, (2.9)
with ǫ an arbitrary small positive number. The use of random quantities that
concentrate for N →∞ around their mean value is essential in our calculations.
The calculation of the average magnetization, the average entropy and other
extensive quantities, see subsection 2.1, is meaningful thanks to the self-averaging
properties of the corresponding random variables. An “experiment” consists of the
sampling of a very small set of conﬁgurations {σi}i=1..N from the distribution P .
To make useful predictions, through the calculation of averages, on the measured
values of the observables, we are interested in observables that for N →∞ contain
a certain value with probability one. We call this value the typical value of the
observable. The self-averaging of the magnetization in statistical physics follows
from the Einstein ﬂuctuation theory and the extensivity of the entropy [24]. The
importance of the self-averaging eﬀect is also present in large deviation theory
descriptions of statistical mechanics [168].
Completely analogous, one demands the self-averaging of the free energy f . Indeed,
in general the number of samples drawn from P (G,J) is much smaller then the
sample space. For some particular models, like the SK-model and the Viana-Bray
model, self-averaging has been proven [55, 71]. The self-averaging of the free energy
f(G,J) is not proven in general for mean-ﬁeld models. In this thesis we assume
the self-averaging conjecture to be valid during all the calculations. Therefore, it
is important to compare theoretical predictions with simulations.
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Ising model on an ensemble with a given degree distribution
We derive the thermodynamic quantities for an Ising model on a given graph
instance G drawn from the ensemble Gdeg with the replica method and the cavity
method. This is a simple model whose solution illustrates the basic ingredients
used in more complicated calculations of more realistic models. The probability
distribution in this case is:
P ({σi}i=1..N |C,J) ∼ exp [−βH ({σi}i=1..N |C,J)] , (2.10)
with the Hamiltonian:
H({σi}i=1..N |C,J) ≡ −
∑
(i,j)
cijJijσiσj . (2.11)
The quantities C = {cij}i,j=1..N , cij ∈ {0, 1} (see appendix C), and J =
{Jij}i,j=1..N denote, respectively, the connectivity matrix and the matrix of the
interactions. The couplings J are i.i.d.r.v. drawn from a distribution PI , i.e.:
PI(J) =
∏
i<j
PI(Jij). (2.12)
The graphG is drawn from the ensemble Gdeg, determined by a degree distribution
pd, see appendix B.2.3. The probability of the graphs in this ensemble is given by
Pdeg(G|N, pd(k)) =
N∏
i=1
pd(ki)Pdeg(C| {ki}i=1..N ), (2.13)
and
Pdeg(C| {ki}i=1..N ) ∼

∏
i<j
c
N
δ(cij ; 1) +
(
1− c
N
)
δ (cij ; 0)


×
N∏
i=1
δ

ki;∑
j
cij

 . (2.14)
with C the connectivity matrix of the graph. The graphs drawn from Gdeg have
typically few loops and the degrees of neighbouring vertices are uncorrelated.
These two properties, allow us to solve spin models on these graphs for N → ∞.
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From these solutions we can develop useful algorithms. Sometimes it is convenient
to add external ﬁelds θ to the Hamiltonian (2.11)
H({σi}i=1..N |C,J ,θ) ≡ −
∑
(i,j)
cijJijσiσj −
N∑
i=1
θiσi. (2.15)
2.2 Replica method
The central idea of the replica method is to perform the average of the free energy
over the quenched variables before the summation over the spin values. With
the replica method one calculates the disorder-averaged free energy f using a
certain “predeﬁned/straightforward” scheme. It is therefore no coincidence that
most mean-ﬁeld models [7, 38, 161, 169] have been solved ﬁrst with this method.
The most beautiful result obtained by the replica method is with no doubt the
exact solution of the SG phase of the SK model [106, 137, 138, 164].
2.2.1 The free energy
Most of the important statistical information is contained in the free energy f :
f(C,J) ≡ − lim
N→∞
log (Z)
Nβ
= − lim
N→∞
log
(∑
{σi}i=1..N exp [−βH({σ}i=1..N |C,J)]
)
Nβ
.
(2.16)
Equation (2.16) deﬁnes the partition function Z. Assuming self-averaging of the
free energy f , we calculate the disorder-averaged value f :
f = − (Nβ)−1 log

 ∑
{σ}i=1..N
exp [−βH ({σi}i=1..N |C,J)]

, (2.17)
with f the average value of the free energy with respect to the quenched variables
k, C and J :
f =
∑
k,C,J
pd(k)Pdeg(C| {ki}i=1..N )PI(J)f(C,J). (2.18)
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We leave out the subindex in pd when no confusion is possible.
We take the average of the free energy over the quenched variables with the replica
trick [107]:
logZ = lim
n→0
Zn − 1
n
= lim
n→0
log
Zn
n
. (2.19)
We apply this trick to (2.17), for n a natural number, by replicating the summation
n-times. The σi variables are replicated to σ
α
i variables with α = 1..n. As a general
rule we use Latin indices for sites and Greek indices for replicas. The former run
from 1..N while the latter from 1..n. The sum over the {cij}i=1..N,j=1..N -variables
can be taken in the expression of Zn using the expression (B.12) for Pdeg:
− βf = lim
N→∞
lim
n→0
log
1
NM
∑
{σαi }
∑
{ki}
∏
i
p(ki)
∫ (∏
i
dωi
2π
)
ei
∑
i
ωiki
∏
i<j
exp
[ c
N
(
e−iωie−iωj 〈eβJ
∑
α
σαi σ
α
j 〉J − 1
)]
,
(2.20)
where we used
δki,
∑
j
cij
=
∫ 2π
0
dωi
2π
exp

iωi(ki −∑
j
cij)

 . (2.21)
The quantityM in equation (2.20) is the normalization constant of Pdeg(C| {ki}i=1..N ),
whose value is given by (B.13). In the argument of the exponential of expression
(2.20) we insert the identity
1 =
∑
σ
δσ,σi , (2.22)
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with σ = (σ1, σ2, · · · , σn) to get
− βf = lim
N→∞
lim
n→0
log
1
Me
−N c2
∑
{ki}
∏
i
p(ki)
∫ (∏
i
dωi
2π
)
ei
∑
i
ωiki
×
∑
{σαi }
exp
[
Nc
2
∑
σ,τ
(∑
i e
−iωiδσ,σi
N
)(∑
j e
−iωjδτ ,σj
N
)
×〈e−βJ
∑
α
σατα〉J +O(1)
]
. (2.23)
The order parameters P (σ) are deﬁned through
P (σ) ≡
∑
i δσ,σie
−iωi
N
, (2.24)
and are added explicitly to (2.23) through the following identity:
1 =
∫ ∏
σ
[
dP (σ)dPˆ (σ)
2πN
]
exp
[
iNPˆ (σ)
(
P (σ)−
∑
i δσ,σie
−ωi
N
)]
. (2.25)
The free energy becomes
− βf = lim
N→∞
lim
n→0
1
N
log

exp

N

 c
2
− c log c+
∑
k≥0
p(k) log k!




×
∫ ∏
σ
[
dP (σ)dPˆ (σ)
2πN
]
exp
[
NΨ
(
P (σ), Pˆ (σ)
)]}
, (2.26)
with
Ψ
(
P (σ), Pˆ (σ)
)
=
c
2
∑
σ,τ
P (σ)P (τ )〈e−βJ
∑
α
σατα〉J
+i
∑
σ
Pˆ (σ)P (σ) + log
(∑
k
p(k)
∑
σ
∫
dω
2π
eiωke−iPˆ (σ)e
−iω
)
. (2.27)
When we interchange the two limits, i.e. we perform the limit limN→∞ before
limn→0, the expression of the average free energy f becomes a steepest-descent
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integral, see appendix A.2, leading to
− βf = lim
n→0
1
n

 c
2
− c log c+
∑
k≥0
p(k) log k! +
c
2
∑
σ,τ
P ∗(σ)P ∗(τ )〈eβJ
∑
α
σατα〉J
+i
∑
σ
Pˆ ∗(σ)P ∗(σ) + log
(∑
k
p(k)
∑
σ
∫
dω
2π
eωke−iPˆ
∗(σ)e−iω
))
, (2.28)
with Pˆ ∗(σ) and P ∗(σ) the values of P (σ) and Pˆ (σ) at the saddle point. We
eliminate the conjugate variable Pˆ ∗(σ) in f :
− βf = lim
n→0
1
n

 c
2
− c log c+
∑
k≥0
p(k) log k!− c
2
∑
σ,τ
P (σ)P (τ )〈eβJ
∑
α
σατα〉J
+ log
(∑
k
p(k)
∑
σ
∫
dω
2π
eiωk exp
[
ce−iω
∑
τ
P (τ )〈eβJ
∑
α
σατα〉J
]))
,
(2.29)
with P (σ) the solution of
P (σ) =
∑
k
p(k)
∫
dω
2π e
iω(k−1) exp
[
ce−iω
∑
τ P (τ )〈eβ
∑
α
Jσατα〉J
]
∑
k p(k)
∑
σ
∫
dω
2π e
iωk exp
[
ce−iω
∑
τ P (τ )〈eβ
∑
α
Jσατα〉J
] .
(2.30)
We have left out the superscript in P ∗. After performing the integrations over the
ω-variables the free energy becomes:
− βf = lim
n→0
1
n
(
c
2
− c
2
∑
σ,τ
P (σ)P (τ )〈eβJ
∑
α
σατα〉J
+ log

∑
k
p(k)
∑
σ
(∑
τ
P (τ )〈e−βJ
∑
α
σατα〉J
)k

 , (2.31)
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with P a solution of
P (σ) =
∞∑
k=0
p(k)k
c
(∑
τ P (τ )〈eβJ
∑
α
σατα〉J
)k−1
∑
k p(k)
∑
σ
(∑
τ P (τ )〈eβJ
∑
α
σατα〉J
)k . (2.32)
The paramagnetic (P) solution P (σ) = 2−n always fulﬁlls equations (2.32). To
ﬁnd other solutions, corresponding with spin-glass (SG) and ferromagnetic (F)
phases we have to take the limn→0 using some physical intuition. This amounts
to making an ansatz for the order parameters P (σ) and Pˆ (σ).
2.2.2 Replica symmetry
Density evolution equations
To take the limit n→ 0 one needs to make an analytic continuation of the result
(2.31) and (2.32) to real values of n. The choice of the analytic continuation
depends on some physical intuition. The simplest approach is using the RS ansatz
[83]. We introduce a distribution of ﬁelds Wc(h), just like has been done in [103,
113]:
PRS(σ) =
∫
dhWc(h)
∏
α
exp (βhσα)
2 cosh (βh)
. (2.33)
We notice that PRS(σ) = PRS(πσ) and PˆRS(σ) = PˆRS(πσ), with π ∈ SN a
permutation. The function PˆRS is deﬁned through the saddle point equations
derived from (2.26). The distribution of Wc(h) is equal to the distribution of
cavity ﬁelds, hence we have introduced the subscript c, see the next section 2.3.
Substitution of (2.33) in the saddle point equations (2.32) leads to the result
∫
dhWc(h)
∏
α
exp (βhσα)
2 cosh (βh)
=
∑
k
p(k)k
c
〈∏α∏k−1r=1∑τ exp (βJrτσα) exp(βhrτ)2 cosh(βhr) 〉h1..k−1,;J1..k−1∑
k p(k)〈
(∑
σ
∏k
r=1
∑
τ exp (βJrτσ)
exp(βhrτ)
2 cosh(βhr)
)n
〉h1..k−1;J1..k−1
,
(2.34)
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where we used the notation
〈f(h1..k, J1..k)〉h1..k;J1..k =
∫ ( k∏
r=1
dJrP (Jr)
)(
k∏
r=1
dhrWc(hr)
)
f(h1..k, J1..k).
After we have taken the limit n→ 0 we get the self-consistent equation for Wc
Wc(h) =
∞∑
k=0
p(k)k
c
∫ k−1∏
r=1
dJrP (Jr)
∫ k−1∏
r=1
dhrWc(hr)
×δ
[
h− β−1
k−1∑
r=1
atanh (tanh (βhr) tanh (βJr))
]
. (2.35)
The equations (2.35) are called the density evolution equations. The order
parameters like the magnetization m are found as
m =
∫
dhW (h) tanh(βh), (2.36)
with W the distribution of real ﬁelds fulﬁlling
W (h) =
∞∑
k=0
p(k)
∫ k∏
r=1
dJrP (Jr)
∫ k∏
r=1
dhrWc(hr)
×δ (h− U ({hr}r=1..k , {Jr}r=1..k)) , (2.37)
where we have introduced the function
U
({hr}r=1..k−1 , {Jr}r=1..k−1) ≡ β−1 k−1∑
r=1
atanh (tanh (βhr) tanh (βJr)) .
(2.38)
For a Poissonian graph we have Wc(h) =W (h) since
k
c pp(k; c) = pp(k − 1; c).
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Free energy
One obtains the RS expression fRS for the free energy f after substitution of the
RS ansatz (2.33) in (2.29):
−βfRS = lim
n→0
1
n

 c
2
− c
2
〈(∑
σ,τ
exp (βJστ)
exp (βhσ + βgτ)
4 cosh (βh) cosh (βg)
)n〉
h,g;J
+ log

∑
k
p(k)
〈(∑
σ
k∏
r=1
(∑
τ
exp (βhrτ)
2 cosh (βhr)
exp (βJrστ)
))n〉
h1..k;J1..k




(2.39)
We take the limit n→ 0 using the two identities:
lim
n→0
〈
(f(x1, x2, · · · , xl))n − 1
n
〉
x1,··· ,xl
=
〈
log f(x1, x2, · · · , xl)
〉
x1,··· ,xl
,
lim
n→0
n−1 log
〈
fn(x1, x2, · · · , xl)
〉
x1,··· ,xl
=
〈
log f(x1, x2, · · · , xl)
〉
x1,··· ,xl
,
with 〈·〉x1,··· ,xl = 1 and f some function. The RS expression fRS equation (2.39)
becomes
fRS = 〈∆Fsite〉h1..k;J1..k −
c
2
〈∆Flink〉h,g;J , (2.40)
with
− β∆Flink = log
(∑
σ,τ
exp (βJστ)
exp (βhσ + βgτ)
4 cosh (βh) cosh (βg)
)
, (2.41)
−β∆Fsite =
∑
k
p(k) log
[∑
σ
k∏
r=1
(∑
τ
exp (βhrτ)
2 cosh (βhr)
exp (βJrστ)
)]
.
(2.42)
We end this subsection with some remarks:
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• The original problem of a summation over the set of variables {σi}i=1..N (2.2-
2.5), is reduced to ﬁnding the solution to equation (2.35). This is a recursive
distributional equation, i.e. an equation of the type W = T (W ), with W a
probability distribution on R, and T : W → W a map from W , the set of
all probability distribution on R, to itself. One can compare these equations
with the ﬁxed point equations of the Curie-Weiss model m = tanh(βJm),
with Wc(h) = δ(h;βJ) . Studies on the existence, uniqueness, stability and
the domain of attraction of the ﬁxed points to these equations can be found
in [6], and references therein.
• A simple example of a recursive distributional equations is:
W (h) =
∫
dh1dh2W (h1)W (h2)δ
(
h− h1 + h2√
2
)
. (2.43)
The equation (2.43) contains inﬁnitely many ﬁxed points given by N (µ, σ2).
The domain of attraction of these ﬁxed point equations is given by µ =∫
dhW0(h)h and σ
2 =
∫
dhW0(h)h
2 − µ2.
2.2.3 The different phases
We consider three diﬀerent phases depending on the values of the magnetization
m and the SG order parameter q:
m =
∫
dhW (h) tanh(βh), (2.44)
q =
∫
dhW (h) tanh2(βh). (2.45)
These phases are:
• the P phase: the equations (2.35) admit the solution Wc(h) = δ(h) for all
temperatures. We call this the P phase.
• the F phase: a F solution is a solution with m > 0 and q > 0. In the left part
of ﬁgure 2.1 we present the F solution for the Ising model on a Poissonian
graph with mean connectivity c = 3 and PI(J) = δ(J − 1/c). At T = 0 the
distribution Wc(h) is a sum of delta functions corresponding to the diﬀerent
possible values of the ﬁelds, i.e. a/c with a ∈ N.
• the SG phase: a SG solution is a solution with q > 0 and m = 0. In the
right part of ﬁgure 2.1 we show a SG solution for the Ising model on a
Poissonian graph with mean connectivity c = 3. The couplings are unbiased
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Figure 2.1: The order parameter W for a Poissonian graph with mean
connectivity c = 3. Left: the couplings have all the same value J = 1/c.
Right: the couplings have equal probability to have the value 1/c and −1/c.
and bimodal, i.e. they have equal probability to have the values −1/c and
1/c. The distribution Wc(= W ) in the SG phase contains two parts: a
discrete and a continuous part. For T → 0 the continuous part does not
disappear. The reason for this non intuitive result is that the RS ansatz
becomes incorrect at low temperatures in the SG phase.
Phase transitions: bifurcation lines
At high temperatures the equations (2.35) only admit the P solution. At low
temperatures the SG or F solutions appear. One ﬁnds the critical temperatures
βF and βSG, from the P solution to, respectively, the F or SG solution, using an
expansion around Wc(h) = δ(h):
P− F : 1 = (∑∞k=0 kc (k − 1)p(k)) 〈tanh (βFJ)〉J , (2.46)
P− SG : 1 = (∑∞k=0 kc (k − 1)p(k)) 〈tanh2 (βSGJ)〉J . (2.47)
We make a distinction between dynamic (or spinodal) transitions and thermody-
namic (or static) transitions. The former are identiﬁed by the stability of solutions
to the density evolution equations (2.35). The thermodynamic transitions are
determine by the values of the averages over the Gibbs measure (2.10). These
values are determined by the solution to (2.35) with the lowest or the highest free
energy (2.40).
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Figure 2.2: A Cayley tree of size N = 10 is presented. The internal
vertices are empty while the vertices in the leaves are filled. Internal vertices
have a degree k = 3. Vertices in the leaves of the graph have a degree
k = 1. The degree distribution of Cayley trees for N → ∞ is given by
pd(k) =
z−1
z
δ(k; 1) + 1
z
δ(k; z + 1), with z + 1 the degree of the internal
vertices. Remark that there are non-trivial degree-degree correlations in
the Cayley tree.
When we set p(k) = δ(k − C) we recover the critical inverse temperature
tanh(βFJ) = (C − 1)−1 for the Ising model on the Bethe lattice [11]. We do
not recover the thermodynamic behavior of the Ising model on a Cayley tree. The
Ising model on the Cayley tree has no spontaneous symmetry breaking [45, 123],
in contrast with the ﬁnite critical temperature given by (2.46). However, the
Cayley tree contains non-trivial degree-degree correlations in the leaves of the
graph. Therefore it is not a graph typically drawn from the ensemble (2.13-2.14).
Population dynamics
The F-SG transition has to be determined numerically, since no analytic solutions
are known for the F solution and SG solution. One can solve (2.35) using a
Monte Carlo method [104]. The unknown distribution Wc(h) is presented by
a population of N ﬁelds. This population is updated sequentially through the
following algorithm which performs one sweep, with input parameters the number
of ﬁelds N , the population of N ﬁelds Wc, the degree distribution p(k), the
distribution of couplings PI(J) and the mean connectivity c:
popDyn(W, N, p(k), P(J), c)[
for(int i=1..N)[
*draw a degree k from the distribution p(k)k/c
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*draw k-1 fields from the population W of N fields
*draw k-1 couplings from
the distribution of couplings P(J)
*calculate the new field hT with
the function U defined in equation (2.35)
*draw uniformly an integer i between 1 and N
*Replace W[i] with hT
]
]
The distributions in the ﬁgures (2.1) are computed using the population dynamics
algorithm for N ∼ O(1e+ 6).
We end this paragraph with a remark. In practice the population dynamics
algorithm is performed with a truncated degree distribution p˜d
p˜d(k) ∼ pd(k)θ (K − k) . (2.48)
For Poissonian degree distributions the phase diagram of the truncated model
converges exponentially fast to the asymptotical phase diagram K → ∞ since
pp(k) ∼ O(exp (−k log(k))). If we take a power law distribution pd(k) ∼ k−λ,
which is quite common in the literature [42, 82, 91], the error of truncation is not
small anymore. In chapter 4 we will show how to control the error when discussing
the dynamics of a neural network on a scale-free graph.
2.2.4 Replica symmetry breaking
The RS ansatz does not always lead to exact results: we say that the RS ansatz
becomes unstable. Replica symmetry breaking (RSB) is very important since the
RS is broken in the SG phase. The RSB corresponds with a complex free energy
landscape which makes the SG phases essentially diﬀerent from the F phase. RSB
can be local or non-local and a myriad of equivalent methods exist to analyze the
RSB-instability. An extensive and accurate explanation of RSB in FiC system can
be found in the following Ph. D. theses [149, 177].
Local symmetry breaking
• Eigenvalues of the Hessian:
RSB follows from the instability of the RS ansatz (2.33) to RSB ﬂuctuations.
The steepest descent integral (2.26) is only valid at a point in the{
P (σ), Pˆ (σ)
}
-phase space where the eigenvalues of the Hessian are all
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positive, see subsection A.2 in appendix A. When the Hessian H at the
RS point (PRS(σ), PˆRS(σ)),
H =

 ∂2Ψ∂P (σ)∂P (τ )
∣∣∣
P=PRS,Pˆ=PˆRS
∂2Ψ
∂P (σ)∂Pˆ (τ )
∣∣∣
P=PRS,Pˆ=PˆRS
∂2Ψ
∂Pˆ (σ)∂P (τ )
∣∣∣
P=PRS,Pˆ=PˆRS
∂2Ψ
∂Pˆ (σ)∂Pˆ (τ )
∣∣∣
P=PRS,Pˆ=PˆRS

(2.49)
gets a negative eigenvalue, RSB is broken. The quantity Ψ is deﬁned in
(2.27) and PRS is the RS order parameter given by (2.33) and (2.35). This
instability argument was ﬁrst used by Almeida and Thouless for the SK
model [36]. We are not aware of such an analysis for FiC.
• Two-replica method:
We consider, according to [89], two uncoupled replicas deﬁned on the same
graph with the same interactions, i.e. a model with a Hamiltonian given by
H ({σi}i=1..N , {τi}i=1..N ) = −
∑
(i,j)∈E
Jij (σiσj + τiτj) . (2.50)
The order-parameter equations, within the RS assumption, are then
Wc
(
h(1), h(2)
)
=
∞∑
k=0
p(k)k
c
∫ k−1∏
r=1
dJrP (Jr)
∫ k−1∏
r=1
dh(1)r dh
(2)
r Wc(h
(1)
r , h
(2)
r )
×δ
(
h(1) − β−1
k−1∑
r=1
atanh
(
tanh
(
βh(1)r
)
tanh (βJr)
))
×δ
(
h(2) − β−1
k−1∑
r=1
atanh
(
tanh
(
βh(2)r
)
tanh (βJr)
))
. (2.51)
The RS solution is stable when the diagonal solution Wc(h
(1), h(2)) =
Wc(h
(1))δ(h(1) − h(2)) is stable under iteration through the self-consistent
equation (2.51). The two-replica method is easy to use as it gives us a
general way to calculate RSB-instability within a RS calculation. When one
performs a stability analysis around the pointWc(h
(1), h(2)) = δ(h(1))δ(h(2)),
one ﬁnds that the SG solution is always unstable.
• The SG susceptibility:
The SG susceptibility is deﬁned through
χ2 = N
−1∑
i,j
(〈σiσj〉 − 〈σi〉〈σj〉)2 . (2.52)
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Instability of the RS ansatz is signalled by the divergence of χ2. A calculation
of the SG susceptibility on FiC is computationally quite involved, see for
instance [149, 177]. However, calculations of the SG susceptibility are quite
popular in the literature.
For FC systems the three above mentioned methods are equivalent [107]. For FiC
we are not aware of a proof of the equivalence between the diﬀerent instability
criteria.
1RSB ansatz
The RS ansatz can be stable to RSB but still lead to wrong results for the
thermodynamic value of the magnetization, free energy, entropy and other
thermodynamic quantities. An example is the p-spin model where the P-SG
transition is discontinuous [37, 63, 66, 102]. After the P-SG transition the P
solution coexists with the SG solution. The model has then 2 stable solutions.
One can ﬁnd this discontinuous transition by generalizing the ansatz (2.33) to
an ansatz without permutation symmetry. Following the Parisi ansatz for the SK
model, we use the following ansatz as a ﬁrst step in an iterative scheme of breaking
the replica symmetry [113]
P1RSB(σ) =
∫
DΠW 1RSBc (Π)
n/m∏
α=1
(∫
dhΠ(h)
m∏
γ=1
exp (βhσα,γ)
2 cosh (βh)
)
. (2.53)
The integration over the distribution Π is a functional integration, i.e. an inﬁnite
dimensional integration over all the values Π(h). The parameter m is called
the Parisi RSB parameter. We also introduce µ = mβ. The meaning of the
diﬀerent parameters becomes clear in subsection 2.3 when we study the model
with the cavity method. We substitute the 1RSB ansatz (2.53) into the saddle
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point equations (2.32):
∫
DΠW 1RSBc (Π)
n/m∏
α=1
(∫
dhΠ(h)
m∏
γ=1
exp (βhσα,γ)
2 cosh (βh)
)
∼
∑
k
p(k)k
c
∫ (k−1∏
r=1
DΠ(r)W 1RSBc (Wr)
)∫ (k−1∏
r=1
dJrP (Jr)
)
×
n/m∏
α=1
(∫ (k−1∏
r=1
dhrΠr(hr)
)
m∏
γ=1
k−1∏
r=1
exp (βhrτ
α,γ)
2 cosh (βhr)
exp (βJrσ
α,γτα,γ)
)
(2.54)
We take the limit n→ 0 to get as ﬁnal result
W 1RSBc (Π) =
∑
k
p(k)k
c
∫ (k−1∏
r=1
DΠrW 1RSBc (Πr)
)∫ (k−1∏
r=1
dJrP (Jr)
)
× δF
[
W (h)− 1/C
∫ k−1∏
r=1
dhrΠr(h
r) exp (−µ∆Fiter)
δ
(
h− β−1
k−1∑
r=1
atanh (tanh (βhr) tanh (βJr))
)]
(2.55)
with ∆Fiter given by
∆Fiter = − 1
β
log
(∑
τ
k−1∏
r=1
∑
σ
exp (βJrστ)
exp (βhrσ)
2 cosh (βhr)
)
, (2.56)
and C a normalization constant. Substitution of the ansatz (2.53) in (2.29) gives
the 1RSB value φ1RSB for the disorder-averaged free energy f
φ1RSB =
∑
k
p(k)
∫ k∏
r=1
DΠ(r)c W 1RSBc
(
Π(r)c
)∫ k∏
r=1
dJrP (Jr) ∆Φsite
− c
2
∫
DΠ(1)c DΠ(2)c W 1RSBc
(
Π(1)c
)
W 1RSBc
(
Π(2)c
)
∆Φlink, (2.57)
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with
− µ∆Φsite = log
(∫ k∏
r=1
dhrΠ
(r)
c (hr) exp (−µ∆Fsite)
)
, (2.58)
−µ∆Φlink = log
(∫
dh1dh2Π
(1)(h1)Π
(2)(h2) exp (−µ∆Flink)
)
, (2.59)
and ∆Fsite and ∆Flink as deﬁned in (2.41) and (2.42). The model contains
symmetry breaking when there is a non-trivial solution (i.e. a non P solution)
for a value µ > 0. We make a distinction between a continuous transition and a
discontinuous transition depending on the corresponding behavior of µ (and the
distribution W 1RSB) around the RS solution at the transition.
One ﬁnds back the RS result when one takes:
W 1RSBc (Π) =
∫
dhWc(h)δF (Π(g)− δ(g − h)). The RS distribution Wc is found
from W 1RSBc through Wc(x) =
∫
dΠW 1RSBc (Π) Π(x).
2.3 Cavity method
In the cavity method one performs the summation over the spins {σi}i=1..N before
the average over the quenched variables. One can take the summation over the
spins by introducing cavities in the graph G, see ﬁgure 2.3. The cavity graph G(i)
is the subgraph of G where we removed the i-th vertex and all of its edges incident
to i.
The results of the replica method are recovered by the cavity method [107, 104].
Still, a derivation of the RS and 1RSB phase diagram of FiC systems with the
cavity method remains interesting:
• With the cavity method one can determine macroscopic quantities on a given
graph instance which is not possible with the replica method.
• The diﬀerent order parameters (Wc, W
1RSB
c , µ) have a clear interperation
in the cavity method.
• The diﬀerent assumptions made in deriving the RS phase diagram become
transparent in the cavity method which makes it possible to connect the
cavity method with rigorous calculations [57].
In this section we solve the Ising model on the graph ensemble Gdeg with the cavity
method.
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Figure 2.3: An example of the introduction of a cavity in a graph.
For graphs drawn from the ensemble Gdeg, the minimal length of loops
is typically of the order O(logN), with N the size of the graph. After the
removal of the i-th vertex, the minimal distance between its neighbours is
of the order O(log(N)).
2.3.1 One-pure-phase cavity method
The cavity approach is applied to the Gibbs distribution P ({σi}i=1..N ) equation
(2.10) with corresponding free energy F (2.6). The derivation we give below is
sometimes referred to as the RS cavity method. We prefer to call it the one-pure-
phase cavity method.
Graph operations
Before going into the analysis we introduce some notations for the marginal
distributions of a Gibbs distribution on a graph G. The marginal probabilities PS
and P
(T )
S with S a subset of [1, N ]N and T a subset of [1, N ]N or [1, N ]N × [1, N ]N
are
PS (σS) ≡
∑
{σn}n∈V \S
exp
[
−βH
(
{σj}j=1..N |C,J
)]
∑
{σj}j=1..N exp
[
−βH
(
{σj}j=1..N |C,J
)] ,
P
(T )
S (σS) ≡
∑
{σn}n∈V \S
exp
[
−βH(T )
(
{σj}j=1..N |C,J
)]
∑
{σj}j=1..N exp
[
−βH(T )
(
{σj}j=1..N |C,J
)] .
(2.60)
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The Hamiltonian H(T ) is deﬁned on the graph obtained from G through the
corresponding graph operation labeled by T .
The cavity approach is based on applying iteratively graph operations on the
graph G and the corresponding probability P . The following operations are the
most important ones:
• Site deletion: this process is shown graphically in ﬁgure 2.4. One deletes
a site from the graph, for instance site i, and all of the links connecting
this site with its neighbours. The neighbours of i become cavity spins. The
Hamiltonian is decomposed into:
H = H(i) +∆H
(i)
site, (2.61)
which for the Hamiltonian (2.11) is given by
∆H
(i)
site = −
∑
k∈∂i
Jikσiσk. (2.62)
To H(i) we associate the distribution P (i):
P (i)
(
σV \∂i;σ∂i
)
=
exp
[
−βH(i)
(
σV \∂i;σ∂i
)]
∑
σV \i
exp
[
−βH(i)
(
σV \∂i;σ∂i
)] ,
P (i)c
(
σV \∂i|σ∂i
)
=
exp
[
−βH(i)
(
σV \∂i;σ∂i
)]
∑
σ
V \∂i
exp
[
−βH(i)
(
σV \∂i;σ∂i
)] . (2.63)
We have made in (2.63) an explicit distinction between the normal spins
σV \∂i and the cavity spins σ∂i. We have deﬁned the “closed” neighbourhood
of a vertex ∂i ≡ ∂i ∪ {i}. We decompose the free energy as follows:
− βF = log

∑
σ
∂i
exp
(
−βF (i) (σ∂i)− β∆H(i)site
) (2.64)
with
F (i) (σ∂i) ≡ −β−1 log

∑
σ
V \∂i
exp
[
−βH(i)
(
σV \∂i;σ∂i
)]

= F
(i)
bulk + F
(i)
cavity (σ∂i) . (2.65)
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The free energy F (i) and F
(i)
bulk are the free energy of respectively the
distribution P (i) and P
(i)
c on the “cavity” graph G(i). The former model
contains a boundary of ﬁxed cavity spins. The bulk free energy F
(i)
bulk is the
constant term in the free energy, i.e. the term independent of the boundary
spins σ∂i. At last we deﬁne the free energy diﬀerence ∆F
(i)
site, the diﬀerence
in the bulk free energy of P (i) on G(i) and P on G:
∆F
(i)
site ≡ F − F (i)bulk. (2.66)
One can apply a site deletion on the cavity graph G(i) with probability
distribution P (i) leading to G(i),(j) and P (i),(j). This process can be iterated.
Figure 2.4: The process
of site deletion. We
delete the site i from the
graph and all the links
incident with this site.
The neighbouring spins
become cavity spins. We
have colored them grey.
Figure 2.5: The process
of link deletion. We delete
a link connecting site i
with site j. The i-th
and the j-th site become
cavity spins.
• Link deletion: Link deletion is the process where one deletes a link from the
graph, for instance the link connecting the i-th site with the j-th site, shown
in ﬁgure 2.5. The sites i and j become cavities. We deﬁne again the related
changes in observables. The Hamiltonian is written as
H = H(i,j) +∆H
(i,j)
link , (2.67)
with the energy diﬀerence given by
∆H
(i,j)
link = −Jijσiσj . (2.68)
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We associate the distribution P (i,j) to H(i,j):
P (i,j)
(
σV \i,j ;σi, σj
)
=
exp
(−βH(i,j) (σV \i,j ;σi, σj))∑
σV
exp
(−βH(i,j) (σV \i,j ;σi, σj)) , (2.69)
P (i,j)c
(
σV \i,j ;σi, σj
)
=
exp
(−βH(i,j) (σV \i,j ;σi, σj))∑
σV \i,j
exp
(−βH(i,j) (σV \i,j ;σi, σj)) . (2.70)
We write again
F (i,j)(σi, σj) = −β−1 log

 ∑
σV \i,j
exp
(
−βH(i,j) (σV \i,j ;σi, σj))


= F
(i,j)
bulk + F
(i,j)
cavity(σi, σj). (2.71)
The free energies F (i,j) and F
(i,j)
bulk correspond with the probability distribu-
tions P
(i,j)
c and P (i,j). The bulk free energy diﬀerences are then
∆F
(i,j)
link ≡ F − F (i,j)bulk . (2.72)
• Site iteration: a scheme of this process is presented in ﬁgure 2.6. Site
iteration is the process of site deletion on the cavity graph. An example is the
deletion of the i-th site on the cavity graph G(j), with i and j neighbouring
sites. The energy changes are given by
H(j) = H(i),(j) +∆H
(i−j)
iter , (2.73)
with
∆H
(i−j)
iter =
∑
ℓ∈∂i\j
Jℓiσℓσi. (2.74)
We have
P (i),(j) =
exp
[−βH(i),(j) (σV \(∂i∪∂j);σ∂i∪∂j)]∑
σV
exp
[−βH(i),(j) (σV \(∂i∪∂j);σ∂i∪∂j)] , (2.75)
P (i),(j)c (σ∂i∪∂j) =
exp
[−βH(i),(j) (σV \(∂i∪∂j);σ∂i∪∂j)]∑
σV \(∂i∪∂j) exp
[−βH(i),(j) (σV \(∂i∪∂j);σ∂i∪∂j)] .
(2.76)
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Figure 2.6: The process of iteration. We delete or add a the site i from
the cavity graph G(j). The cavity spins are denoted in grey.
The free energy of a double site deletion is given by
F (i),(j) = −β−1
∑
σV \∂i∪∂j
exp
(
−βH(i),(j)
)
,
= F
(i),(j)
bulk + F
(i),(j)
(
σ∂i∪∂j\i,j
)
, (2.77)
with F (i),(j) the free energy of P (i),(j) and F
(i),(j)
bulk the free energy of P
(i),(j)
c .
The diﬀerences in the bulk free energies are then
∆F
(i−j)
iter ≡ F (j)bulk − F (i),(j)bulk . (2.78)
The cavity equations
We derive the self-consistent equations (2.35) using Bayesian arguments. The main
idea consists out rewriting the double-site marginal Pi,j in two diﬀerent ways.
• The ﬁrst way is by deleting two sites from the graph:
Pi,j(σi, σj) ∼
∑
σ∂i\j ,σ∂j\i
P
(i),(j)
∂i\j,∂j\i
(
σ∂i\j , σ∂j\i
)
× exp
[
−β
(
∆H
(i−j)
iter +∆H
(j−i)
iter −∆H(i,j)link
)]
.
(2.79)
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We assume that the joint probability P
(i),(j)
∂i∪∂j\i,j factorizes
P
(i),(j)
∂i∪∂j\i,j
(
σ∂i\j , σ∂j\i
)
=
∏
ℓ∈∂i\j
P
(j)
ℓ (σℓ)
∏
ℓ∈∂j\i
P
(i)
ℓ (σℓ), (2.80)
to obtain for the marginal probability distribution Pi,j :
Pi,j(σi, σj) ∼

∑
σ∂i\j
∏
ℓ∈∂i\j
P
(i)
ℓ (σℓ) exp
(
−β∆H(i−j)iter
)
×

∑
σ∂j\i
∏
ℓ∈∂j\i
P
(j)
ℓ (σℓ) exp
(
−β∆H(j−i)iter
)
× exp
(
−β∆H(i,j)link
)
. (2.81)
• The second approach is by deleting a link from the graph. In this case we
get
Pi,j(σi, σj) ∼ P (i,j) (σi, σj) exp
(
−β∆H(i,j)link
)
. (2.82)
We assume now
P (i,j) (σi, σj) = P
(i)
j (σj)P
(j)
i (σi) , (2.83)
to get
Pi,j(σi, σj) ∼ P (i)j (σj)P (j)i (σi) exp
(
−β∆H(i,j)link
)
. (2.84)
• Identifying the two equations (2.81) and (2.84) we get
P
(j)
i (σ) ∼
∑
σ∂i\j
∏
ℓ∈∂i\j
P
(i)
ℓ (σℓ) exp
(
−β∆H(i−j)iter
)
. (2.85)
For binary spins we can write
P
(j)
i (σ) =
exp
(
βh
(j)
i σ
)
2 cosh
(
βh
(j)
i
) , (2.86)
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to get for (2.85)
h
(j)
i = β
−1 ∑
ℓ∈∂i
atanh
(
tanh (βJℓi) tanh
(
βh
(i)
ℓ
))
. (2.87)
The equations (2.87) are the cavity or belief propagation equations (BP equations).
These equations can be interpreted as an algorithm that propagates ﬁelds hi→j =
h
(j)
i along the edges of the given graph G:
h
(t)
i→j = β
−1 ∑
ℓ∈∂i
atanh
(
tanh (βJℓi) tanh
(
βh
(t−1)
ℓ→i
))
. (2.88)
An algorithm of this type is called a message passing algorithm (MPA). We have
included in (2.88) a discrete time index t counting the sweeps we have done in a
parallel updating scheme. The 2|E| equations (2.88) contain 2|E| unknowns and
can be solved iteratively. Once the hi→j have been found the original problem of
determining the marginals of the graph Pi, is solved through the relation:
h
(t)
i = β
−1 ∑
ℓ∈∂i
atanh
(
tanh (βJℓi) tanh
(
βh
(t)
ℓ→i
))
, (2.89)
with hi deﬁned in an analogous way as h
(j)
i in equation (2.86). When there are
external ﬁelds θi present, see (2.15), one gets
h
(t)
i→j → h(t)i→j + θi. (2.90)
To ﬁnd the ensemble averaged versions (2.35) and (2.37) one can use again the
self-averaging property combined with the independence of the diﬀerent random
variables in equations (2.88) and (2.89) after the introduction of a cavity. The
distribution of ﬁelds Wc(h) and W (h), equations (2.35) and (2.37), have a clear
meaning as the distribution of cavity ﬁelds and the distribution of “real” ﬁelds:
W (t)c (h) =
∑N
i=1
∑
j∈∂i δ
(
h− h(t)j→i
)
cN
, (2.91)
W (t)(h) =
N∑
i=1
δ(h− h(t)i )
N
. (2.92)
The RS order parameters are found as Wc(h) = limt→∞W
(t)
c (h) and W (h) =
limt→∞W (t)(h). The DE equations (2.35) can be found from (2.89) using the
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independence of the neighbours of a central site i when we remove this site from
the graph. This independence breaks down from the moment there is a loop.
Therefore, as long as the loops are much larger then the equilibration time teq
of the MPA the equations (2.35) give the correct thermodynamic behavior. For
graphs drawn from the ensemble Gdeg this means that teq ≪ log (N).
The free energy within one pure phase
Using the two assumptions (2.80) and (2.83) we ﬁnd the expressions
F
(i)
cavity (σ∂i) = −
∑
k∈∂i
h
(i)
k σk, (2.93)
F
(i,j)
cavity (σi, σj) = −h(i)j σj − h(j)i σi, (2.94)
F
(i−j)
cavity
(
σ∂i\j
)
= −
∑
k∈∂i\j
h
(i)
k σk, (2.95)
for the quantities deﬁned in (2.65), (2.71) and (2.77).
For the free energy diﬀerences (2.66), (2.72) and (2.78) we ﬁnd
∆F
(i)
site = −β−1 log
(∑
σ∂i
∏
k∈∂i
exp
(
βh
(i)
k σk + βJikσiσk
))
, (2.96)
∆F
(i,j)
link = −β−1 log

∑
σi,σj
exp
(
βh
(i)
j σj + βh
(j)
i σi
) , (2.97)
∆F
(i−j)
iter = −β−1 log

∑
σ∂i\j
∏
k∈∂i\j
exp
(
βh
(i)
k σk + βJikσiσk
) . (2.98)
Equations (2.96-2.98) are obtained with manipulations similar to the ones done in
subsection 2.3.1.
The total free energy F of the distribution P is given by the expression
F (G) = F
(
{hi→j}(i,j)∈E
)
=
N∑
i=1
∆F
(i)
site ({hj→i})−
∑
(i,j)
∆F
(i,j)
link (hi→j , hj→i) . (2.99)
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A disorder average of the expression (2.99) leads to the RS free energy expression
fRS (2.40).
This expression (2.99) for the free energy can be found by iteratively deleting sites
from the graph. As an example, the free energy diﬀerence as a consequence of the
deletion of two neighbouring sites ∆F
(i),(j)
site , see ﬁgure 2.7, is given by
∆F
(i),(j)
site =
∑
σ∂i\j
∏
k∈∂i\j
exp
(
βh
(i)
k σk + βJikσiσk
)
×
∑
σ∂j\i
∏
k∈∂j\i
exp
(
βh
(j)
k σk + βJjkσjσk
)
× exp (βJijσiσj) (2.100)
Using the expression (2.87) one ﬁnds the equalities:
∆F
(i),(j)
site = ∆F
(i)
site +∆F
(j−i)
iter
= ∆F
(j)
site +∆F
(i−j)
iter
= ∆F
(i−j)
iter +∆F
(j−i)
iter +∆F
(i,j)
link . (2.101)
From this one ﬁnds
∆F
(i),(j)
site = ∆F
(i)
site +∆F
(j)
site −∆F (i,j)link . (2.102)
One can iterate the above expressions by deleting multiple sites in order to ﬁnd
(2.99).
Remarks
We conclude with some remarks
• We call the two conditions (2.80) and (2.83) the Bethe-Peierls condition.
• The Bethe-Peierls condition is trivially true on a tree. The main advantage
of the above derivation is that we have identiﬁed two conditions, i.e (2.80)
and (2.83) which the Gibbs distribution (2.10) has to fulﬁl so that (2.88)
and (2.99) are valid. In the literature it has indeed been observed that
the equations (2.88) and (2.99) are valid for a whole set of random graphs
drawn from ensembles like Ge(N,M), Gdeg(N, pd) and Gp when N →∞. The
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Figure 2.7: We have deleted 2 sites from the graph, i.e. the sites i and j.
underlying intuition is that these graphs have a local tree structure: when
one removes a site from the graph the neighbours are far away and, therefore,
become uncorrelated. The thermodynamic limit in this case is taken with
the Bethe-Peierls condition.
• The Bethe-Peierls condition is in general not valid for Gibbs distributions of
the kind (2.10). We deﬁne the set of pure states Ξ, on graphs with a local
tree structure, as the minimal partition Ξ of ZN2 satisfying (2.80) and (2.83),
i.e.:
Ξ ≡ minn
{
α1 ∪ α2 ∪ · · · ∪ αn|ZN2 = ∪ni=1αi, Pαi satisﬁes Bethe− Peierls
}
,
(2.103)
with Pα the restriction of P (σ) to α:
Pα(σ) ∼
{
P (σ) if σ ∈ α
0 if σ /∈ α . (2.104)
In a pure state α the correlations between the variables decay very fast as
a function of the distance. When we remove a spin in a graph with a local
tree structure the neighbouring spins will become independent within such
a pure state, see ﬁgure 2.3. When the phase space can be divided in a ﬁnite
number of pure states, these pure states will appear as diﬀerent solutions to
the cavity equations (2.88). We can reverse the reasoning and deﬁne pure
states as the diﬀerent solutions to the cavity equations. We are unaware
of a precise connection between the solutions of the cavity equations and
pure states as they are usually deﬁned in statistical mechanics, i.e. as the
extremal points of the set of solutions to the DLR equations (Dobrushin,
Lanford, Ruelle) [64].
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• Although the set of equations (2.88) are exact on trees the idea is to use the
BP algorithm on graphs obtained from experiments such as Tanner graphs
in decoding algorithms [97], networks in biology [69] or traﬃc networks
[59]. These graphs have a ﬁnite size and can contain many loops which
introduce errors in the BP algorithm. One can correct these errors using
loop corrections [118].
• The set of equations (2.88) is also known in engineering and information
theory as respectively BP and the sum-product algorithm [87]. In his
Ph. D. thesis on low-density parity-check codes [60], Gallager used this
algorithm for the ﬁrst time as an eﬃcient way to decode random sparse
codes. The encoding-decoding scheme suggested by Gallager has solved
the fundamental problem in coding theory, i.e. to reach the Shannon limit
[93, 146].
• The cavity equations (2.87) are exact for spin models on graphs with a local
tree structure. The cavity equations are valid for a broader class of spin
models than the density evolution equations (2.35). An example of a graph
for which equations (2.87) hold but the equations (2.35) do not hold is the
Cayley tree (see ﬁgure 2.2).
2.3.2 Replica symmetry breaking in the cavity method
We ﬁrst argue that local RSB considered in subsection 2.2.4 is equivalent to non-
convergence of the cavity equations (2.88). Then we show how to ﬁnd the 1RSB
equations within the cavity method. At last we comment on global RSB.
Local symmetry breaking
At high temperatures the MPA (2.88) converges to a unique ﬁxed point, the P
solution, for t → ∞. When the model contains enough frustration, the MPA
does not converge anymore at low temperatures. At a certain critical temperature
inﬁnitely many solutions to the equations (2.88) appear [21]. The intuitive picture
is that the initial conditions will overlap with many diﬀerent solutions. Therefore,
the cavity ﬁelds try to converge in diﬀerent parts of the graph to diﬀerent solutions.
The non-convergence of the MPA is equivalent to the non-convergence of the two-
replica distribution Wc(h
1, h2), given by (2.51), to its diagonal form [6]. In [6] it
is proven that the MPA converges if and only if the initial state W
(0)
c (h(1), h(2)) =
W
(∞)
c (h(1))W
(∞)
c (h(2)) converges to the diagonal state,
W
(∞)
c (h(1), h(2)) = W∞c (h
(1))δ(h(1) − h(2)), under iteration through the recursive
equations (2.51) obtained through the two-replica method. The distribution
42 TECHNIQUES FOR STATISTICAL MECHANICS OF SPIN MODELS ON GRAPHS
1 1.2 1.4 1.6
J0/J1
0
0.5
1
1.5
d
T = 0.3J1
T = 0.25J1
Figure 2.8: We plot the parameters de(lines) and dm(markers), which
quantify, respectively, the non-diagonality of the distribution in the two-
replica method and the non-convergence of the cavity equations, as a
function of the mean strength J0/J1 of the couplings of the Viana-Bray
model at certain values of the temperature T . The Viana-Bray model
is an Ising model on a Poissonian graph with a Gaussian distribution in
the couplings. Two transition points appear, from right to left: first the
system makes a transition from a ferromagnetic to a mixed phase where
the messsage passing algorithm does not converge anymore. Afterwards
the system becomes spin-glass like since the mean magnetization becomes
zero.
W
(∞)
c (h) is the stable distribution of the recursive equation (2.35). In subsection
2.2.4 we have argued that this two-replica condition is equivalent to local symmetry
breaking.
To study the convergence of the MPA (2.88) we deﬁne the parameter dm:
dm ≡ lim
t→∞
∑
i
∑
j∈∂i
(
tanh
(
βh
(t)
i→j
)
− tanh
(
βh
(t−1)
i→j
))2
∑
i
∑
j∈∂i
. (2.105)
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The non-diagonality of the distribution W
(∞)
c (h(1), h(2)) is quantiﬁed through the
order parameter de:
de ≡
∫
dh1dh2W
(∞)
c
(
h(1), h(2)
)(
tanh
(
βh(1)
)
− tanh
(
βh(2)
))2
. (2.106)
In ﬁgure 2.8 we compare the two order parameters dm and de. From these
numerical calculations we conclude that the non-diagonality of the two-replica
distribution corresponds with the non-convergence of the BP equations. The non-
convergence of the MPA can also be related to the extremality or uniqueness of
the Gibbs measure [167].
Multi-phase cavity method method: the first step
In the SG phase the BP algorithm can not converge to a pure state where the
Bethe-Peierls assumption is correct. The reason is that the number of solutions
to the set of equations (2.88) grows exponentially in the system size N [21]. It
becomes hard to ﬁnd a solution to the BP equations and these equations become
useless. When we take a disorder average we get the RS equations (2.35) which do
converge. However, the distribution W (h) is a distribution of quantities h
(i)
j that
are not well-deﬁned, see for instance in the left part of ﬁgure 2.1.
A way to deal with the non-convergence of the MPA and a number O (exp(σN ))
of pure states is by deﬁning some statistics Π on the phase space of pure states.
The pure states are the solutions {hi→j}(i,j)∈E of the cavity equations, i.e.:
δcav
(
{hi→j}(i,j)∈E
)
= 1, (2.107)
with
δcav
(
{hi→j}(i,j)∈E
)
=
∏
(i,j)∈E
δ
[
hi→j − U
(
{hk→i}k∈∂i\j , {Jki}k∈∂i\j
)]
×
∏
(i,j)∈E
δ
[
hj→i − U
(
{hk→j}k∈∂j\i , {Jkj}k∈∂j\i
)]
. (2.108)
The free energy of the pure state {hi→j}(i,j)∈E is given by equation (2.99). After
taking into consideration the form of the Gibbs measure (2.10), we deﬁne the
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following statistics Π on the phase space of pure states:
Π
(
{hi→j}(i,j)∈E
)
∼ exp
(
−βmF
(
{hi→j}(i,j)∈E
))
δcav
(
{hi→j}(i,j)∈E
)
, (2.109)
with βm = µ. In section 2.3.1 the degrees of freedom are the spin conﬁgurations
labeled by {σi}i=1..N , and σi ∈ {−1, 1}. The degrees of freedom in this section
are the pure states
(
{hi→j}(i,j)∈E
)
with hi→j ∈ R.
Analogously to the deﬁnition of the free energy F of the Gibbs measure (2.10),
we deﬁne a generalized free energy Φ1RSB (φ1RSB = Φ1RSB/N) and a generalized
partition function Z of the distribution Π (2.109):
− µφ1RSB(µ, β) = lim
N→∞
N−1 log (Z)
= lim
N→∞
N−1 log
∑
α∈Ξ
exp (−µFα(β))
= lim
N→∞
N−1 log
∫
df exp (N(σ(f, β) − µf))
= maxf (σ(f, β)− µf) , (2.110)
with
σ(f, β) = N−1 log
(∑
α
δ (f − fα(β))
)
. (2.111)
Equation (2.110) should be compared with (2.7). One can ﬁnd the complexity σ
and the free energy f from φ:
σ(µ, β) = µ2
(
∂φ1RSB
∂µ
)
β
, (2.112)
and
f(µ, β) =
(
∂µφ1RSB
∂µ
)
β
. (2.113)
From (2.110) one has that the complexity decreases as a function of µ. When
µ = β we have φ1RSB = f . Due to RSB eﬀects it is possible that σ(f(β, β), β) < 0.
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In this case the solution of φ at µ = β is dominated by atypical pure states
which disappear when N → ∞. The typical value of the free energy is given by
φ1RSB (µ
∗, β), with µ∗ the largest value of µ < 1 such that σ(µ, β) ≥ 0. When
σ(µ∗, β) = 0 we have again φ(µ∗, β) = f(µ∗, β). If we assume (2.109) and (2.110)
we can derive the 1RSB equations.
We follow the calculations in subsection 2.3.1 to ﬁnd the marginals of the
distribution Π of pure states. The variables hi→j propagate along the directed
edges. We use the relations (2.66), (2.72) and (2.78) when removing a site or a
link. The ﬁelds {hi→j}j∈∂i and {hj→i}j∈∂i are kept in the probability distribution
Π(i) as “external” cavity ﬁelds when removing a site i . The 1RSB cavity equations
are found by writing the probability distribution Π in two diﬀerent ways, analogous
to subsection 2.3.1,
• First, we split the probability distribution Π into a part Π(i),(j) on the graph
G(i),(j) (i.e., we deleted two sites) and a part containing the contributions
from the i-th and the j-th site, to get
Π
(
{hk→l}k,l∈V
)
∼ Π(i),(j)
(
{hk→l}k,l∈V \i,j ; {hi→k, hk→i}k∈∂i\j , {hj→k, hk→j}k∈∂j\i
)
× exp
[
−µ
(
∆F
(i−j)
iter
(
{hk→i}k∈∂i\j
)
+∆F
(j−i)
iter
(
{hk→j}k∈∂j\i
))]
× exp
[
−µ∆F (i,j)link (hi→j , hj→i)
]
×δ
[
hi→j − U
(
{hℓ→i}ℓ∈∂i\j , {Jℓi}ℓ∈∂i\j
)]
×δ
[
hj→i − U
(
{hℓ→j}ℓ∈∂j\i , {Jℓj}ℓ∈∂j\i
)]
. (2.114)
The distribution Π(i),(j) contains the variables {hi→k, hk→i}k∈∂i\j ,
{hj→k, hk→j}k∈∂j\i as “cavity” variables. Next, we integrate over all
variables hk→l, except for the two variables hj→i and hi→j and use the
46 TECHNIQUES FOR STATISTICAL MECHANICS OF SPIN MODELS ON GRAPHS
Bethe-Peierls assumption on the marginal distribution Π
(i),(j)
∂i\j,∂j\i, to get
Π(i,j)(hi→j , hj→i)
=
∫ ∏
k∈∂i\j
dhk→j
∏
k∈∂j\i
Π
(j)
k (hk→j)
∫ ∏
k∈∂i\j
dhk→i
∏
k∈∂i\j
Π
(i)
k (hk→i)
× exp
[
−µ
(
∆F
(i−j)
iter
(
{hk→i}k∈∂i\j
)
+∆F
(j−i)
iter
(
{hk→j}k∈∂j\i
))]
× exp
[
−µ∆F (i,j)link (hi→j , hj→i)
]
×δ
[
hi→j − U
(
{hℓ→i}ℓ∈∂i\j , {Jℓi}ℓ∈∂i\j
)]
×δ
[
hj→i − U
(
{hℓ→j}ℓ∈∂j\i , {Jℓj}ℓ∈∂j\i
)]
. (2.115)
• In the second approach we decompose Π as follow
Π
(
{hk→l}k,l∈V
)
∼ Π(i,j)
(
{hk→l}(k,l) 6=(i,j),(j,i) ;hi→j , hj→i
)
× exp
(
−µ∆F (i,j)link
)
. (2.116)
We integrate over all variables except for hj→i and hi→j and use
Π
(i,j)
(i,j) (hi→j , hj→i) = Π
(i)
j (hj→i)Π
(j)
i (hi→j) , (2.117)
to get
Π(i,j)(hi→j , hj→i) ∼ Π(i)j (hj→i)Π(j)i (i→ j) exp
(
−µ∆F (i,j)link
)
.
(2.118)
When we combine (2.115) and (2.118) we get
Π
(i)
j (hj→i) =
∫ ∏
k∈∂j\i
dhk→j
∏
k∈∂j\i
Π
(j)
k (hk→j) exp
[
−µ∆F (j−i)iter
(
{hk→j}k∈∂j\i
)]
×δ
[
hj→i − U
(
{hℓ→j}ℓ∈∂j\i , {Jℓj}ℓ∈∂j\i
)]
.
(2.119)
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After taking an ensemble average over the ensemble Gdeg we ﬁnd the 1RSB
equations (2.55) with
W 1RSBc (Π) =
∑N
i=1
∑
j∈∂i δ
(
Π−Π(i)j
)
∑N
i=1
∑
j∈∂i
. (2.120)
The generalized free energy Φ is determined, analogously as done in subsection
2.3.1 with the free energy F . We get the expression
Φ
(
{Πi→j}(i,j)∈E
)
=
N∑
i=1
∆Φ
(i)
site
(
{Πj→i}j∈∂i
)
−
∑
(i,j)
∆Φ
(i,j)
link (Πi→j ,Πj→i) , (2.121)
with
−µ∆Φ(i)site
(
{Πj→i}j∈∂i
)
= log

∫

∏
j∈∂i
dhjΠ
(i)
j→i(hj)

 exp(−µ∆F (i)site ({hj}j=1..ki))

 , (2.122)
and
−µ∆Φ(i,j)link
= log
[∫
dhj→idhi→jΠ
(j)
i→j(hi→j)Π
(i)
j→i (hj→i) exp
(
−µ∆F (i,j)link ({hi→j , hj→i})
)]
.
(2.123)
These equations reduce to the 1RSB equations (2.57) when taking an ensemble
average. Many alternative derivations can be found in the literature [104, 149, 177].
To derive the 1RSB cavity equations (2.119) we have made the Bethe-Peierls
conditions on the probability distribution Π. When the 1RSB cavity equations
(2.119) admit inﬁnitely many solutions for N → ∞, these equations will not
converge. In that case we have to repeat the procedure a second time and deﬁne a
statistics on the space of distributions Πi→j . We get a second step in an iterative
scheme that sometimes has to be repeated inﬁnitely many times. In the literature
one speaks of the ﬁrst RSB step, second RSB step,... For some spin models the
SG phase can be described with only one step in this scheme.
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Global symmetry breaking
From the studies of the dynamics of several spin models [58, 119], one knows
that the BP equations converge, but still lead to erroneous results on the typical
behavior of the system. At a critical temperature Td the relaxation time of the
dynamics diverges. At this temperature Td the 1RSB cavity equations (2.119)
admit a non trivial solution at m = 1 with σ(µ = β, Td) > 0. This solution
corresponds with inﬁnitely many “pure states” at some free energy f > fP , with
fP the P free energy. We call this discontinuous transition a global symmetry
breaking eﬀect.
In [119] this transition was related to the properties of the Gibbs distribution P
(2.1) through the divergence of the correlation length ℓ corresponding with the
point-to-set correlations of the Gibbs measure P . The point-to-set correlations
are deﬁned as follows: One draws a conﬁguration σ(0) from the Gibbs distribution
P . The graph Gℓ(i) = (Vℓ(i), Eℓ(i)) is deﬁned as the subgraph of G containing
all vertices a minimum distance ℓ away from i. One deﬁnes the measure
Pℓ,i ({σn}n=1..N )
Pℓ,i ≡
{
exp (−βH ({σn}n=1..N )) /Zℓ if σn = σ(0)n ∀j ∈ Gℓ(i)
0 if otherwise
. (2.124)
The correlation length ℓi,ǫ is then deﬁned as
ℓi,ǫ ≡ min
{
ℓ|〈σ(0)i 〈σi〉ℓ〉Gibbs ≤ ǫ
}
. (2.125)
2.4 Models
It is useful to understand the thermodynamic behavior of some “prototype” models.
The phase transitions of these models are similar to the ones that appear in more
complicated models. Moreover, many of these models are FC and thus exactly
solvable.
2.4.1 SK model
The ﬁrst mean-ﬁeld model we will consider is the SK model. The Hamiltonian is
given by
H ({σi}i=1..N ) = −
∑
0<i<j<N
Jijσiσj , (2.126)
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with the Jij i.i.d.r.v. drawn from N
(
J0
N ,
J21
N
)
. In this case things simplify since
we can express the free energy as a function of the ﬁrst and second moments of
P (σ). The expression for the free energy becomes [134]:
−βf = −βJ0
2n
∑
α
m2α −
(βJ1)
2
4n
∑
α6=β
q2αβ +
1
4
(βJ1)
2
+n−1 log
∑
{Sα}α=1..n
exp

(βJ1)2 ∑
α<β
qαβS
αSβ + βJ0
∑
α
mαS
α

(2.127)
with qαβ =
∑
σ\{σα,σβ} σ
ασβP (σ) and mα =
∑
σ\{σα} σ
αP (σ). It is possible to
recover expression (2.127) from (2.31) using a high connectivity expansion [139]
and a distribution for the couplings with variance O (c−1).
In this case the RS solution fRS of the free energy equals:
−βfRS = −βJ0
2
m2 +
J21β
2
4
(1− q)2
+
1√
2π
∫
dz exp
(
−1
2
z2
)
ln (2 cosh (βJ0m+ βJ1
√
qz)) , (2.128)
with saddle point equations
m =
∫
dz
1√
2π
exp
(
−1
2
z2
)
tanh (βJ0m+ βJ1
√
qz) , (2.129)
q =
∫
dz
1√
2π
exp
(
−1
2
z2
)
tanh2 (βJ0m+ βJ1
√
qz) . (2.130)
When we apply the CLT to the equations (2.35) we get a Gaussian distribution
with mean m and variance q for c→∞. We ﬁnd that the SK model is universal in
the sense that the phase diagram depends only on the variance J21 and the mean
J0 of the distribution of couplings PI. In chapter 3 we will come back on this point
and study the diﬀerent types of “universality classes” of FC mean ﬁeld models.
Looking at the small ﬂuctuations around the RS solution one gets the AT
instability line:
β−2 =
∫ +∞
−∞
du√
2π
exp
(
−u
2
2
)
sech4
(
β
√
qu+ βJ˜0m
)
. (2.131)
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An expression which can be obtained, both, with the Hessian [36] as well as with
the two replica method.
The 1RSB solution is given by:
− µφ1RSB(µ, β) = −µJ
2
1
4
[
(µ− β)q21 − µq20 + 2βq1 − β
]
−µJ0
2
m2 + log(2)−
∫
Dz0 log
∫
Dz1 coshµ/β (βΘ) ,
(2.132)
with
Θ = β
(
J1
√
q0z0 + J1
√
q1 − q0z1 + J0m
)
. (2.133)
The saddle point equations for the 1RSB free energy read
m =
∫
Dz0
∫ Dz1 coshµ/β (βΘ) tanh (βΘ)∫ Dz1 coshµ/β (βΘ) , (2.134)
q0 =
∫
Dz0
(∫ Dz1 coshµ/β (βΘ) tanh (βΘ)∫ Dz1 coshµ/β (βΘ)
)2
, (2.135)
q1 =
∫
Dz0
∫ Dz1 coshµ/β (βΘ) tanh2 (βΘ)∫ Dz1 coshµ/β (βΘ) . (2.136)
As we have learned from the cavity method, φ1RSB is not really the free energy
but the generalized free energy. One ﬁnds the free energy of the corresponding
pure states from f = ∂µΦ∂µ and σ = µ
2 ∂Φ
∂µ .
We need only two order parameters m and q to determine the phase diagram. The
(T/J1, J0/J1) phase diagram of the SK-model is presented in ﬁgure 2.14. The RS
ansatz is unstable in the SG phase and in a part of the F phase which is called
the mixed (M) phase. The phase transition to the SG phase is continuous, i.e. the
order parameter q behaves continuously. All phase transitions in ﬁgure 2.14 or
continuous.
To ﬁnd the thermodynamic value of the free energy f one has to maximize the
1RSB expression φ1RSB to µ. The maximization of φ1RSB to the order parameters
(q0, q1, µ) is a consequence of a minus sign appearing in (2.127) when taking the
limit n→ 0 after introduction of the 1RSB ansatz. The thermodynamic values of
these parameters are continous as a function of the temperature.
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Figure 2.9: The complexity σ as a function of the temperature T of the
three spin model for the Parisi RSB parameter µ = β. The green part
presents the paramagnetic solution at high temperatures. At Td (black
dot) a thermodynamic stable solution appears containing an exponential
number of pure phases. This solution is presented by a blue line and
becomes “unstable” at the static transition Tc (red dot). After the static
transition we are left with atypical phases whose complexity is denoted by
the dashed line.
The 1RSB solution given by (2.132) is unstable to 2RSB ﬂuctuations. To ﬁnd a
stable solution one needs to iterate the RSB breaking procedure inﬁnitely many
times [107]. One speaks of a full RSB (FRSB) solution.
2.4.2 p-spin models
The phase diagram of p-spin models is considerably diﬀerent from the phase
diagram of two-spin models. The most important distinct feature in the p-
spin models is the entropy crisis: the conﬁgurational entropy Σ gets zero at a
certain critical temperature. The similarity with the entropy crisis, conjectured
to be present in window glasses, makes the study of these models important for
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Figure 2.10: The complexity σ as a function of the RSB parameter µ
of the three-spin model for a temperature T1 < Tc and Tc < T2 < Td
with T1/J1 = 0.64 and T2/J1 = 0.665. The quantities Td and Tc denote
respectively the dynamic and the static critical temperatures. The stable
solutions are denoted by the filled dots. The blue dot corresponds with a
SG phase containing an exponential number of pure states and the red dot
with a SG phase containing a subexponential number of pure states.
structural glasses [84, 85]. We consider models with a Hamiltonian of the form
H ({σi}i=1..N ) = −
∑
i1<i2<···<ip
Ji1i2···ipσi1σi2 · · ·σip . (2.137)
The interactions Ji1i2···ip are i.i.d.r.v. drawn from N (0, J
2
1p!
2Np−1 ). The expression for
the free energy φ1RSB in the 1RSB description is [37, 63, 66, 102]:
φ1RSB = −β
4
+
µ
4
(qp0 − qp1) +
µ
2
(q1λ1 − q0λ0) + β
2
(
qp1
2
− q1λ1
)
+
β
2
λ1 − ln(2)
β
− 1
µ
∫
Dz0 ln
∫
Dz1 exp [−µf(z0, z1)] ,
with
MODELS 53
f(z0, z1) = −β−1 log cosh (βΥ(z0, z1)) , (2.138)
Υ(z0, z1) = z1
√
λ1 − λ0 + z0
√
λ0, (2.139)
λ1 =
p
2
qp−11 , (2.140)
λ0 =
p
2
qp−10 . (2.141)
The saddle point equations are
q0 =
∫
Dz0〈tanh (βΥ(z0, z1))〉2z1 , (2.142)
q1 =
∫
Dz0〈tanh2 (βΥ(z0, z1))〉z1 , (2.143)
with
〈f(z)〉z =
∫ Dzf(z) exp (−µf(z0, z))∫ Dz exp (−µf(z0, z)) . (2.144)
For µ = 0 one gets φRSB = fRS and (q0, q1) = (0, q), with q the RS order parameter.
The order parameter equations contain the 1RSB solution (q0, λ0) = (0, 0). We
use σ = µ2
(
∂φ
∂µ
)
β
and f =
(
∂µφ
∂µ
)
β
, see subsection 2.3.2, to get the complexity σ
and the free energy f .
We consider three important temperatures for the p-spin models, depending on the
values of the order parameters. These are the dynamical transition temperature
Td, the static transition temperature Tc and the Gardner transition temperature
TG, with Td > Tc > TG. For a three spin model one has: Td/J1 = 0.68175(1),
Tc/J1 = 0.651(1) and 0.2 < TG/J1 < 0.3. The Gardner transition TG, see [63, 117]
is determined by the stability of the 1RSB solution to 2RSB ﬂuctuations. The part
of the (T, µ)-space where the 1RSB ansatz is no longer stable is given by [117]:
2
p(p− 1)β2qp−21
<
∫ Dz coshµ/β−4 βλ1z∫ Dz coshµ/β (βλ1z) . (2.145)
The order parameters have the following behavior:
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Figure 2.11: The complexity σ of the three spin model as a function of the
free energy f of the “pure” phases for T = 0.3. The convex part (dashed
line) consists of a non-physical solution and corresponds with a complexity
which increases as a function of µ (it corresponds with the dashed part in
the figure 2.12). Only the concave part (solid line) of the complexity is
physical.
• T > Td: The P solution (q0, q1) = 0 is the only solution of the order
parameter equations for all values of µ. The P solution is colored gree in
ﬁgure 2.9.
• Td > T > Tc: The order parameter equations have two stable solutions
(to 2RSB ﬂuctuations). A P solution and a non-trivial solution appearing
at µ = β. This solution has a positive complexity σ(µ = β, β) > 0 and
a generalized free energy φ1RSB = fP. The phase consists of an entropic
amount N ∼ exp (Nσ(f, β)) of phases with a free energy f . This solution is
denoted as a blue line/dot in ﬁgures 2.9 and 2.10.
• Tc > T > TG: The complexity is negative for µ = β. The thermodynamic
value is given by a point µc < β where σ(µc) = 0 and φ1RSB > fP. This
phase consists of a subexponential amount of phases of free energy f . The
vanishing of the complexity σ(f, β), also sometimes called the conﬁgurational
entropy, corresponds with a condensation transition in the phase space of
pure states. This solution is shown as a red dot in ﬁgures 2.9 and 2.10. The
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Figure 2.12: The complexity σ for the three-spin model as a function
of the Parisi RSB parameter µ/β. The thermodynamic point is denoted
with a filled dot while the region that is unstable to 2RSB fluctuations is
shaded. The Gardner transition TG is located between T/J1 = 0.2 and
T/J1 = 0.3. The dashed part of the complexity is unphysical: from the
relation (2.110) we have that the complexity must decrease as a function of
µ. It corresponds through a Legendre-Fenchel transform with the dashed
part in figure 2.11.
1RSB ansatz is stable to 2RSB ﬂuctuations in this region. In ﬁgure 2.12 the
unstable part of the complexity curve is shaded. For T = (0.3J1) > TG, the
complexity is still positive in a thermodynamic stable region (red dot).
• T < TG: The 1RSB ansatz is unstable to 2RSB ﬂuctuations. In ﬁgure 2.12
one notices that for T = 0.2 the 1RSB ansatz is unstable. The exact solution
in this region is a FRSB solution.
The thermodynamic value of the order parameter q makes a discontinuous jump
while crossing the thermodynamic transition. We have a discontinuous transition.
Using a Legendre transform one ﬁnds the complexity as a function of the free
energy f : in ﬁgure 2.11 the complexity contains two branches: a non-physical
convex branch and a physical concave branch. The non-physical branch comes
from the part of the complexity that increases as a function of µ in ﬁgure (2.12).
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Figure 2.13: The critical temperatures T/J1 as a function of the mean
connectivity c for the bimodal Viana Bray model (left) and the Gaussian
Viana Bray model (right). In the Gaussian model J0 = J1 = 1 while in the
bimodal model ρ = 1. We remark that the P-SG transition is ρ independent
for the bimodal model.
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Figure 2.14: The (T/J1, J0/J1)-phase diagram of the Viana-Bray model
for Gaussian couplings with given values of the mean connectivity c. Dots
denote the M to SG transition and stars denote the M to F transition. The
blue lines denote the phase diagram of the SK model.
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2.4.3 Viana-Bray model
In the literature one usually refers to the Viana-Bray model as a FiC model with
pd(k) = pp(k; c). For FiC models the distribution of eﬀective ﬁelds is not Gaussian.
At low temperatures the distribution becomes a sum of delta functions with a
continuous background, see ﬁgure 2.1. The presence of the continuous background
for T → 0 indicates the instability to RSB [105]. For the distribution of couplings
PI we consider bimodal or Gaussian distributions:
• the bimodal model:
PB(J) ≡
(
1 + ρ
2
)
δ (J − J1) +
(
1− ρ
2
)
δ (J + J1) , (2.146)
• the Gaussian model:
PG(J) ≡ N
(
J0
c
, cJ21
)
. (2.147)
The P to F and P to SG phase transitions are denoted as a function of the mean
connectivity in ﬁgures 2.13. All phase transitions dissapear at c = 1, which is the
percolation threshold for a Poissonian random graph. When the largest component
in the graph is not extensive phases do not appear. In the Gaussian model we see
a continuous increase of the critical temperatures to the fully-connected case. In
ﬁgure 2.14 we present the phase diagrams for diﬀerent values of c for the Viana-
Bray model with Gaussian couplings. We notice a decrease of the SG phase and
the M phase due to the ﬁnite connectivity. One can understand this result from
the decrease of frustration as a result of less frustrated loops when the connectivity
decreases.
2.4.4 Random-energy model
The random energy model (REM) was introduced by Derrida in [38]. The p-spin
model with random couplings converges to the random energy limit when p→∞.
The random energy model can be deﬁned through:
P ({σi}i=1..N ) ≡ exp [E ({σi}i=1..N )] , (2.148)
with E ({σi}i=1..N ) i.i.d.r.v. drawn from some distribution P (E) = N
(
0, NJ2
)
.
The conﬁgurations {σi}i=1..N are also called the states or the levels. The
simplicity of the REM makes the model a ﬁrst attempt in understanding the
behavior of complex systems. The REM gives insights in the nature of the
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freezing/condensation transition in glassy systems. The freezing transition of a
random heteropolymer into a frozen globule is similar to the P-SG transition
found in the REM [10, 158]. In chapter 3 we will use the REM to analyze “random
coding”.
We deﬁne the entropy s(e), through the average number of states N (E) =
exp [Ns (E)] which have an energy in the interval [E,E + dE[. The entropy s
equals, for N →∞,
s(ǫ) = log(2)− ǫ
2
2J2
. (2.149)
As a consequence, we have three regions for N → ∞, depending on the value ǫ
with respect to ǫc =
√
2 log(2)J :
• ǫ > ǫc: the average number of states increases exponentially in the system
size
• ǫ = ǫc: the number of states scales subexponentially in the system size
• ǫ < ǫc: for typical conﬁgurations there are almost no energy levels with these
energies, for N →∞
In the canonical ensemble, i.e., if we use the Legendre-Fenchel transformation
f(T ) = maxe(e − s(e)T ) we get s(T ) = ln(2) − (J)
2
4T 2 . At low temperatures, T <
Tc = J/(2
√
ln(2)), the average of the free energy is concentrated on atypical states.
Since we are interested in the typical behavior we set
s =
{
ln(2)− (J)24T 2
0
when
T > Tc
T ≤ Tc (2.150)
The interpretation is clear: below the critical temperature the system freezes or
condensates in a subexponential number of states [102]. The order parameter of
this condensation transition is given by the participation ratio Y deﬁned through
Y ≡
∑
{σi}i=1..N
(
exp [−βE ({σi}i=1..N )]∑
{σi}i=1..N exp [−βE ({σi}i=1..N )]
)2
.
(2.151)
When Y = 0 the thermodynamic weight is spread over an exponential number
of states while for Y > 0 the thermodynamic weight is concentrated on a
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subexponential number of states. For the REM it is equal to
Y =
{
0
1− TTc
when
T > Tc
T < Tc
(2.152)
It is instructive to consider how the condensation transition appears within the
replica theory. Within the RS ansatz q = 0 and −βfRS(β) = β
2
4 + ln(2). There
is only a P phase and no freezing transition. However, within the 1RSB ansatz
there, is below the critical temperature Tc, the SG solution with q0 = 0, q1 = 1 and
m = T/Tc. The free energy of this phase is temperature independent −βf1RSB =
ββc
4 +
β
βc
ln(2) and the entropy is zero.
2.5 Summary
The replica method and the cavity method are two well-developed methods to
study the statistical mechanics of FiC systems. The replica method within the
replica-symmetric approximation leads to a description of the free energy as a
function of a distribution Wc(h). This distribution can be identiﬁed with the
distribution of cavity ﬁelds which are found as solutions to the belief-propagation
equations. The belief-propagation equations are equations in the marginals of the
Gibbs distributions on a given graph instance. The replica symmetric description
is valid for Gibbs distributions on trees that fulﬁll the Bethe-Peierls conditions.
In fact, the Bethe-Peierls conditions must be invalid in a very “extreme way” in
order to have that the RS description is invalid. This happens in the SG-phase
where the phase space must be divided in inﬁnitely many pure states.
The correct values of thermodynamic quantities in the SG-phase can be found
through an iterative scheme. In the replica theory one makes a speciﬁc ansatz
that breaks the replica symmetry. In the cavity method one deﬁnes a statistics
over the phase space of pure states. One considers three types of spin glass phases
in disordered systems depending on the nature of the order parameter:
• A 1RSB spin glass phase: This phase transition appears in p-spin models.
The SG-phase is correctly described by one step in the iterative scheme. One
ﬁnds a thermodynamic stable solution with an exponential number of pure
states.
• A FRSB spin glass phase: In this spin glass phase one has to break the replica
symmetry an inﬁnite number of times. The SG phase in the SK-model and
in fully-connected p-spin models below the Gardner transition are examples.
This phase consists of a subexponential number of pure states.
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• A condensation transition: in this case one can describe the phase transition
with one step in the iterative scheme. The entropy gets negative at the
transition and the partition function is dominated by a subexponential
number of spin conﬁgurations.
Chapter 3
Le´vy spin glasses
The phase diagram of a spin model on a random graph with i.i.d.r. couplings with
finite variance converges to the phase diagram of the Sherrington-Kirkpatrick model
when the mean connectivity becomes infinitely large. This is a central limit theorem
for spin glasses. The SK-model is universal in the sense that the phase diagram
does not depend on the precise details of the coupling distribution. However, for
distributions with a divergent variance in the couplings, spin models on graphs do
not converge to the SK model. Stable distributions with a divergent variance are
called Le´vy distributions. Such distributions appear in models for spin glasses [86]
but also in models for the correlations of stocks on the stock market [22].
We study a generalization of the standard mean-field model for spin glasses, i.e. the
SK model, to a fully-connected mean-field model where the couplings are drawn
from Le´vy distributions. Such a model has been introduced in [28] and the phase
diagram has been derived using the central limit theorem. The authors of this
paper have determined the phase diagram assuming a Gaussian distribution for
the distribution of cavity fields. Using this assumption they have found a spin-
glass phase consisting of one pure phase. The spin glass phase of the SK-model
contains infinitely many pure states. It has been argued that the reason for this
curcial difference lies in the presence of strong bonds in the Le´vy spin glass.
In [79] it has been shown that the Gaussian assumption on the distribution of
cavity fields is wrong. We show how to determine without the Gaussian assumption
the macroscopic quantities of disordered systems with the disorder drawn from a
distribution with an infinitely large variance. The main ingredient of our solution
consists of decomposing the system in a finitely connected system of strong bonds
and an extensively connected system of weak bonds. We derive the phase diagram
of Le´vy spin glasses through this decomposition using three different procedures: the
replica method, the cavity method and simulations. The resultant phase diagram
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is universal: the phase diagram of spin models on graphs with a divergent variance
in the couplings converges to this one when the mean connectivity diverges. We
find a spin-glass phase similar to the spin-glass phase of the SK-model, which is
different than the conjectures made in [28]. Similar ideas have been published in
[78]. Recently we have applied a similar procedure to the study of Le´vy random
matrices [30]. We have decomposed random matrices in a sparse random matrix
containing the strong matrix elements and a dense matrix containing the weak
matrix elements. Using this procedure we have determined the spectrum and the
localization properties of eigenvectors of Le´vy random matrices [101].
3.1 Motivation
3.1.1 The SK model and the CLT
The standard mean-ﬁeld model for spin glasses is the SK model [83, 161]. Besides
the original interests in the study of glassy systems this model has been important
in the modelling of problems ranging from biology, computer science, artiﬁcial
neural networks to economics (see chapter 1). Essential in the study of the SK
model at high temperatures is the “standard” CLT, see section 2.4.1. Moreover,
because of the CLT this model contains universality. All coupling distributions
that satisfy the CLT lead in the fully-connected (FC) case to the SK solution with
the appropriate mean J0 and variance J
2
1 in the coupling distribution of (2.126).
3.1.2 Le´vy distributions in spin glasses
An example of a system where Le´vy distributions appear are spin glasses. Spin
glasses are magnetic moments doped in a noble metal. These magnetic moments
interact indirectly through the polarization of the conduction electrons of the metal.
This interaction is described by the RKKY-theory [151] with coupling strength:
J (r) ∼ r cos(r) − sin(r)
r4
, (3.1)
with r the distance between two magnetic moments.
In [86] the eﬀective ﬁeld distribution for RKKY-spin glasses has been studied.
This distribution turned out to be a Cauchy distribution for small concentrations
of the diluted moments. This is in contrast with a Gaussian distribution predicted
by the SK model. A more accurate numerical investigation in [12] shows that
there is a transition as a function of the concentration of diluted moments: for low
concentration values the distribution is Cauchy while for higher values it becomes
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Gaussian. Inspired by [86] a new class of mean ﬁeld spin glasses was introduced by
Cizeau and Bouchaud [28]. This model is a FC model where the interactions are
drawn from Le´vy distributions. In [28] the model has been studied using the cavity
method within a Gaussian assumption for the distribution of ﬁelds. According to
this analysis the spin glass phase is RS at the phase transition. The phase space
of RS spin glasses contains one pure phase, see ﬁgure 3.1. The authors of [28]
conclude that the SG phase in Le´vy spin glasses is strikingly diﬀerent from the SG
phase of the SK model which contains inﬁnitely many pure states, see ﬁgure 3.1.
Figure 3.1: Left: The free energy landscape of a replica symmetric spin
glass. Right: The free energy landscape for a spin glass where the replica
symmetry is broken.
The aim of our work is to test the diﬀerent conjectures about the nature of the
spin glass phase made in [28] and to derive the complete phase diagrams of the
model without the Gaussian assumption. Recently it has been shown that this
assumption is wrong [79]. We would like to develop methods to determine the
macroscopic behaviour of disordered systems where the interactions have a broad
range. These problems appear diﬃcult since one can not use the CLT. We use the
methods of section 2, i.e. the replica method and the cavity method.
3.2 Definitions and notations
3.2.1 The Hamiltonian
The model we consider is deﬁned through:
H({σi}i=1..N ) = −
1
2N1/α
∑
i6=j
Jijσiσj , (3.2)
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with the couplings Jij i.i.d.r.v. drawn from a stable or equivalently Le´vy
distribution. The scaling with N1/α is such that H ∼ O(N). The sum of N
i.i.d.r.v. random variables drawn from a Le´vy distribution scales as follow:
N∑
n=1
Xn = N
1/αX + d, (3.3)
with X distributed according to the same N -independent distribution as the Xn
variables. The ﬁelds
hexchi ≡
∑
j
Jij
N1/α
σj , (3.4)
are thus random variables of orderO(1). Important in this model is the appearance
of a ﬁnite number of strong bonds of order O(1) and an inﬁnite number of weak
bonds of order O(N−1/α). Indeed, the large tail behaviour of a Le´vy distribution
is given by
P (J) ∼ 1|J |α+1 , (3.5)
for α < 2. Therefore, if we deﬁne a strong bond through |J | > N1/α, the
probability to have a strong bond is proportional to:
∫ +∞
N1/α
1
Jα+1
∼ 1
Nα
. (3.6)
According to the above deﬁnition of a strong bond, the ﬁeld hexchi contains a
contribution from a ﬁnite number of strong bonds Jij .
3.2.2 Le´vy distributions
We deﬁne the stable distributions P J1,γ,J0α (J) through their characteristic function
LJ1,γ,J0α (q):
P J1,γ,J0α (J) ≡
∫
dq
2π
exp (−iqJ)LJ1,γ,J0α (q). (3.7)
The characterstic function is of the form
LJ1,γ,J0α (q) = exp
[
i
qJ0
N1−1/α
−
∣∣∣∣J1q√2
∣∣∣∣α (1− iγΦsign(q))
]
. (3.8)
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The distribution P J1,γ,J0α (J) is characterized by four parameters: the exponent
α ∈ (0, 1) ∪ (1, 2], the skewness γ ∈ [−1, 1], the scale parameter J1 > 0 and the
shift J0 ∈ R. The quantity Φ is given by Φ = tan (απ2 ). Le´vy distributions contain
two diﬀerent parameters that control the bias in the couplings: J0 and γ. We refer
the reader to appendix A for a discussion of the role of α and γ. For α = 1 and
γ 6= 0 the quantity Φ has a diﬀerent expression and we do not consider this case
in the sequel.
The SK model is obtained for α = 2 independent of γ: for α = 2, P J1,γ,J0α (J) is a
Gaussian distribution with mean J0/N and variance J
2
1 /N [161]. For α < 2 and
−1 < γ < 1, the asymptotic behavior ρ(J) of P J1,γ,J0α (J) for |J | → ∞ can be
derived from the explicit form of LJ1,γ,J0α (q):
ρ(J) ≡ lim
|J|→∞
P J1,γ,J0α (J) = (1 + γ signJ)
Cα
|J |α+1 , (3.9)
where
Cα =
(
J1√
2
)α
1
π
sin
(απ
2
)
Γ(α+ 1). (3.10)
Accordingly, the integrals for the second and higher moments of the distribution
diverge for α < 2 due to the power-law decay in equation (3.9).
We can deﬁne stable distributions through (3.8) without losing any generality
[135, 140]. We remark that there are many equivalent deﬁnitions possible for the
characterstic function L [135]. Loosely speaking, a random variable x is stable if
the sum of n > 1 independent and identical copies of x is characterized by the
same distribution as the original variable, exhibiting only a diﬀerent scale and
shift.
3.3 The cavity method within the Gaussian assump-
tion
In [28] Cizeau and Bouchaud have studied the Le´vy spin glass using a Gaussian
assumption for the distribution of ﬁelds. The cavity method, see section 2.3, leads,
within the one pure phase assumption, directly to the following equations (see
equation (2.87)):
hj = β
−1
N∑
i=1
atanh
(
tanh(βhi) tanh
(
β
Jij
N1/α
))
. (3.11)
Equation (3.11) contains a sum of N i.i.d.r.v. with a ﬁnite variance. Therefore, as
argued in [28], one can apply the CLT. As long as γ = 0 and J0 = 0 one can solve
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(3.11) for N → ∞ using a Gaussian assumption for the distribution of the cavity
ﬁelds W :
W (h) =
1√
2πQ
exp
(
− h
2
2Q
)
. (3.12)
One gets for the variance Q the selfconsistent equation
Q =
Cα
β2
∫
dhW (h)
∫
dJ
1
|J |α+1 atanh
2 (tanh(βh) tanh (βJ)) . (3.13)
Performing a stability analysis one ﬁnds, for the critical P-SG value βSG:
1 = Cα
∫
dJ
|J |α+1 tanh
2 (βSGJ) . (3.14)
3.4 The replica theory
The cavity method in the previous subsection assumes a Gaussian distribution for
the cavity ﬁelds. We follow a replica calculation which does not make such an
assumption [79].
3.4.1 The distribution of effective fields
To calculate the disorder average over the quenched couplings Jij of the free
energy corresponding with the Hamiltonian (3.2) we follow the replica method,
see subsection 2.2. However, for Le´vy spin glasses there is a complication since
the integer moments Zn of the partition function diverge for real β due to the
power-law behavior of P J1,γ,J0α (J) for |J | → ∞. As noted in reference [79],
the introduction of an imaginary temperature β = −iβ˜, with a real parameter
β˜ > 0, allows a straightforward calculation of the average Zn by means of the
deﬁnition of the characteristic function, equation (3.8). Because the distribution
is not Gaussian, the calculations in [79] are similar to the ones in subsection 2.2.
Following these calculations we ﬁnd the expression for the averaged free energy f
in the limit N →∞:
f = f1 + f2, (3.15)
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with
iβ˜f1 = − lim
n→0
1
2n
∑
στ
(
−
(J1β˜√
2
)α
|σ.τ |α (1 + iγsign(σ · τ )Φ)
−iβ˜J0(σ.τ )
)
P (σ)P (τ ) , (3.16)
iβ˜f2 = lim
n→0
1
n
log
{∑
σ
exp
[
−
∑
τ
(
−
(
J1β˜√
2
)α
|σ.τ |α (1 + iγsign(σ · τ )Φ)
−iβ˜J0(σ.τ )
)
P (τ )
]}
. (3.17)
The order parameter P (σ), with σ =
(
σ1, σ2, . . . , σn
)
, fulﬁlls the self-consistent
equation
P (σ) =
exp
(∑
τ P (τ )
[
−iβ˜J0σ·τ−
∣∣ J1β˜σ·τ√
2
∣∣α(1+iγsign(σ·τ )Φ)])∑
σ exp
(∑
τ P (τ )
[
−iβ˜J0σ·τ−
∣∣J1β˜σ·τ√
2
∣∣α(1+iγsign(σ·τ )Φ)]) . (3.18)
Analogous to the ansatz made in equation (2.33) for the order parameter of FiC,
we make the following RS ansatz,
P (σ) =
∫
dhW (h)
n∏
a=1
exp
(−iβ˜hσa)
2 cosh
(−iβ˜hσa) , (3.19)
which deﬁnes the ﬁeld distribution W (h). We make an analytic continuation of
the temperature to real values by taking β˜ = iβ at the end of the calculation.
Substitution of (3.19) into (3.18) gives:
W (h) =
∫
ds
2π
exp [ish] exp
[
−
∫
dhW (h)
∫
dJˆdJ
2π
×
((
J1√
2
)α
|Jˆ |α
(
1 + iγΦsign(Jˆ)
)
+ iJ0Jˆ
)
exp
[
iJˆJ
]
f(J, h, s)
]
.
(3.20)
The function f(J, h, s) is deﬁned as
f(J, h, s) ≡ exp
(
− is
β
atanh
[
tanh (βJ) tanh (βh)
])
. (3.21)
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We integrate in equation (3.20) over the Jˆ variable, using the expressions in
appendix C.1, to obtain the following simpliﬁed expression for W (h)
0 < α < 1 :
W (h) =
∫
ds
2π
exp
[
ish− isJ0m+
∫
dhW (h)
∫ ∞
−∞
dJρ(J)
(
f(J, h, s)− 1
)]
,
(3.22)
1 < α < 2 :
W (h) =
∫
ds
2π
exp
(
ish− isJ0m
)
× exp
[∫
dhW (h)
∫ ∞
−∞
dJρ(J)
(
f(J, h, s)− f ′(0, h, s)J − 1
)]
, (3.23)
where f ′(0, h, s) = ∂f(J,h,s)∂J
∣∣∣
J=0
. The distribution of couplings ρ(J) is deﬁned by
equation (3.9). The RS magnetization m and the RS spin-glass order-parameter
q are determined through the averages
m =
∫
dhW (h) tanh (βh), q =
∫
dhW (h) tanh2 (βh). (3.24)
Only the large tail behavior of the distribution P J1,γJ0α appears in the equa-
tions (3.22) and (3.23). This could mean that the system exhibits a certain degree
of universality, i.e. the thermodynamic behavior only depends on the large tail
behavior of the coupling distribution P (J).
The distribution ρ(J) is symmetric when γ = 0, with equations (3.22) and (3.23)
reducing to a single equation, obtained previously in [79]. The equations (3.22)
and (3.23) do not have a Gaussian distribution for α < 2.
3.4.2 The normalization of the coupling distribution through a
cutoff
The main diﬃculty in equations (3.22) and (3.23) concerns the normalization of
ρ(J) since the integral
∫
dJρ(J) diverges for α < 2. Therefore, it is not possible
to normalize the distribution. This invalidates the numerical calculation of W (h)
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Figure 3.2: The Le´vy spin glass is studied through an explicit
decomposition of the bonds in a set of strong bonds and a set of weak
bonds through the choice of a certain cutoff value. The width of the bonds
is proportional to the couplings strength drawn from a Le´vy distribution
with γ = 0, α = 1. For large system sizes the strong bonds form a FiC
backbone where the couplings are drawn according to the large tail behavior
of the Le´vy distribution. The weak bonds are approximatively drawn from
a Gaussian distribution with a mean and a variance which depend on the
Le´vy distribution.
through the population dynamics algorithm [104] because it is not possible to
sample random numbers from a non-normalizable distribution.
In this subsection we propose a simple procedure that allows to normalize ρ(J)
and to derive a self-consistent equation for W (h) which is similar to the order-
parameter equation of FiC on random graphs equation (2.35). The numerical
solution of this equation can be obtained through the population dynamics
algorithm.
The method consists of making an explicit separation between strong and weak
bonds, see ﬁgure 3.2. This is realized through the insertion of a temperature
dependent cutoﬀ T ǫ > 0 in the integrals over J occurring in equations (3.22) and
(3.23), splitting each of them into an integral around zero (from −T ǫ to T ǫ) plus an
integral over the couplings that satisfy |J | > Tǫ. Assuming T ǫ≪ 1, the integrals
around zero can be performed analytically by expanding f(J, h, s) around J = 0
70 LE´VY SPIN GLASSES
up to order O(J2), resulting in the following equations
0 < α < 1 :∫ ∞
−∞
dJρ(J)
[
f(J, h, s)− 1
]
= −2isγCα tanh (βh) (T ǫ)
1−α
1− α
−s2Cα tanh2 (βh) (T ǫ)
2−α
2− α
+
∫ ∞
−∞
dJρ(J)
[
Θ(J − T ǫ) + Θ(−J − T ǫ)
][
f(J, h, s)− 1
]
,
(3.25)
1 < α < 2 :∫ ∞
−∞
dJρ(J)
[
f(J, h, s)− f ′(0, h, s)J − 1
]
= −s2Cα tanh2 (βh) (T ǫ)
2−α
2− α
+
∫ ∞
−∞
dJρ(J)
[
Θ(J − T ǫ) + Θ(−J − T ǫ)
]
×
[
f(J, h, s)− f ′(0, h, s)J − 1
]
. (3.26)
The symbol Θ(J) denotes the Heaviside step function: Θ(J) = 1 when J > 0 and
Θ(J) = 0 otherwise. We deﬁne the normalized distribution Pǫ(J) in terms of ρ(J)
Pǫ(J) ≡ α(T ǫ)
α
2Cα
ρ(J)
[
Θ(J − T ǫ) + Θ(−J − T ǫ)
]
. (3.27)
Subsituting equations (3.25) and (3.26) in, respectively, equations (3.22) and (3.23)
the integrals over s can be calculated analytically:
Wǫ(h) =
∞∑
k=0
exp (−c) c
k
k!
∫ ( k∏
r=1
dhrWǫ(hr)
)∫ ( k∏
r=1
dJrPǫ(Jr)
)∫
Dz
×δ
(
h− J˜0m− β−1
k∑
r=1
atanh
[
tanh (βJr) tanh (βhr)
]
−
√
2q∆z
)
,
(3.28)
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where Dz = (2π)− 12 exp (−z2/2)dz and:
c =
2Cα
α(T ǫ)α
, ∆ =
(T ǫ)2−αCα
2− α , (3.29)
J˜0 =
(
J0 + 2γCα
[
(T ǫ)1−α
1− α
])
. (3.30)
To describe the thermodynamic behavior of Le´vy spin glasses one has to solve the
set of equations (3.24) and (3.28) for ǫ → 0. When we compare equation (3.28)
with the order parameter equations of FiC systems (2.35), it describes the eﬀective
ﬁeld distribution of a FiC system of Ising spins, in which the number of connections
per site k follows a Poissonian distribution with connectivity c. The values of the
k couplings attached to a site are drawn from the distribution Pǫ(J), see equation
(3.27). In addition, the couplings that satisfy |J | < Tǫ yield an interaction with
the global magnetization with eﬀective strength J˜0 and an extra source of noise
represented by the Gaussian random variable z with zero mean and variance ∆,
see equation (3.28). The eﬀective strength contains the shift parameter J0 and a
term linear in γ corresponding with the center of the distribution of the couplings.
The interpretation of equation (3.28) is clear for any ǫ > 0 : the eﬀective ﬁeld
contains a Poissonian term coming from a ﬁnite number of strong bonds and a
Gaussian term coming from an inﬁnite number of weak bonds it interacts with.
One can perform the limit α→ 2 to ﬁnd the eﬀective ﬁeld J0m+ J1√qz, i.e. the
RS solution of the SK model, see subsection (2.4.1). Indeed, one has ∆→ J212 and
c → 0 for α → 2. The equations (3.24) and (3.28) show explicitly how Le´vy spin
glasses are a hybrid between FC and FiC models. Eq. (3.28) is formally similar to
the equation describing the behaviour of composite models [144, 145], where each
spin interacts through a ﬁnite number of strong couplings and an inﬁnite number
of weak couplings. The speciﬁc choice of the distribution of coupling strengths
in [144, 145] allows an interpolation between the SK model and the Viana-Bray
model. When one takes a Gaussian ansatz for the distributionWǫ, equation (3.28)
becomes equal to the result derived by Cizeau and Bouchaud [28] in the limit
ǫ→ 0. The eﬀective connectivity c is plotted as a function of α in ﬁgure 3.3. We
remark that it is a nonmonotonous function of the variable α. The variance ∆ is
monotonous as a function of α interpolating between 0 and J21/2. The eﬀective
connectivity c has the following behavior for J0 = 0 and γ > 0:
• α < 1: it increases monotonously to α = 1. For α→ 1 it diverges to +∞
• α > 1: it is −∞
• α = 1: we do not know the precise value
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Figure 3.3: The mean connectivity c of the Poissonian backbone graph
of strong bonds as a function of α for different values of the cutoff Tǫ. The
connectivity reaches a maximum for a value α∗ ∈ [1.5, 1.8]
The population dynamics algorithm, see section 2.2.3, can be easily adapted to
solve numerically equation (3.28) and obtain Wǫ(h). The idea is to obtain
numerical results for suﬃciently small values of T ǫ in a way that they can be
extrapolated for T ǫ→ 0: the ﬁrst two moments of the distribution already obtain
their limiting values around T ǫ . 0.5. The equations become very hard to solve
around α ≈ 1.5 because the mean connectivity c has a maximum there, see ﬁgure
3.3. For small values of α . 0.1 population dynamics becomes inaccurate because
of numerical imprecisions due to the larger tails of the coupling distribution.
In ﬁgure 3.4 we plotted the solution to the selfconsistent equation (3.28) for
diﬀerent values of α. The result is compared with the Gaussian ansatz (solid
lines), used in [28]. The diﬀerence between both approaches is clear. For α→ 2 the
distribution of ﬁelds becomes more and more Gaussian. For α < 2 the distributions
of ﬁelds are not Le´vy but leptokurtic distributions where the moments as a function
of the size of the population converge to a ﬁnite value. Leptokurtic distributions
have a smaller kurtosis than a Gaussian distribution with the same variance.
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Figure 3.4: The distribution of cavity fields for different values of α with
J0 = γ = 0, J1 = 1, T = 0.4 and several values of α. The markers give the
distributions according to equation (3.28) while the solid lines are obtained
through the Gaussian assumption made in [28]. All the moments of the
distributions are finite. Therefore we have leptokurtic distributions which
are neither Gaussian nor Le´vy distributions.
3.5 Simulations
The Le´vy spin glass has been simulated in [79]. The algorithm used is a variation
upon the Metropolis algorithm and makes a distinction between strong and weak
bonds, see ﬁgure 3.2.
In the algorithm one makes the usual single spin ﬂip updates as done in the
Metroplis algorithm and updates of clusters of spins connected through strong
bonds. The Monte Carlo algorithm on a lattice of size N and for a number of
sweeps equal to SimTime works as follows:
Monte Carlo(N, SimTime, J, Spin)[
makeCluster(N, J, Clusterlist);
for(int t=0..SimTime)[
for(int i=0..N)[
with chance p do Metrop(N, J, Spin);
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with chance 1-p
do Cluster(N, J, Spin, Clusterlist);
]
]
]
The matrix J contains the interactions while Spin contains the spin conﬁguration..
The algorithm Metrop(N, J, Spin) performs a Metropolis single ﬂip move while
Cluster(N, J, Spin) ﬂips a whole cluster. The cluster is selected from an array
of clusterlists Clusterlist. The list Clusterlist[n] contains all clusters of
bonds which have βJ > βn. We take n < K with βK > βJ∗ the maximum
bond strength. This list is made by the algorithm makeCluster. The Cluster
algorithm works as follows:
Cluster(N, J, Spin, Clusterlist)[
select n from [1, .., K];
select a cluster C from ClusterList[n];
Calculate the energy difference E
when all the spins in cluster are flipped;
if(E smaller than 0)[
accept the move;
]
else[
draw a uniform random variable r in [0,1[;
if(r smaller than exp(-beta E))[
accept the move;
]
]
]
The cluster moves are important to ﬁnd the equilibrium conﬁgurations. Without
these moves the simulation does not reach equilibrium since the clusters of
strong bonds do not move. In ﬁgure 3.5 we compare the solution of the
equations (3.24) and (3.28) with Monte-Carlo simulations. At low temperatures
we ﬁnd a good agreement between the simulations and the theory. Around
the critical temperature the magnetization obtained by the simulations is larger
than the one predicted by the theory. The reason for this diﬀerence is that the
simulations equilibrate very slowly. Indeed, as shown in the inset of ﬁgure 3.5 the
magnetization decays as a power law as a function of the number of Monte-Carlo
sweeps. The presence of strong bonds slows down the dynamics since the eﬀect
becomes larger for smaller values of α. For very low temperatures the simulation
results for the magnetization deviate from those of the RS result. The RS ansatz
(3.19) is invalid for very low temperatures, see section 3.8.
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Figure 3.5: The magnetization m as a function of the temperature T for
several values of α and J0. Simulation results (makers) are compared with
results from the theory (solid lines) for J1 = 1, γ = 0. At low temperatures
theory and simulations are in good agreement. Because of the increase
in the equilibration time around the critical temperature the results from
simulation overestimate the magnetization. The inset confirms this: it
shows the value of the magnetization as a function of the number of Monte
Carlo sweeps for α = 0.5, J0 = 0.75 and T = 1.
3.6 Cavity method
We have seen that the Gaussian assumption is incorrect. What is wrong in the
reasonings made in section 3.3? Why can we not apply the CLT to the inﬁnite
sum of random variables in equation 3.11?
Gaussian assumption revisited
We revisit the use of the CLT. The random variable Y
Y = N−1/α
N∑
i=1
Yi, (3.31)
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is distributed for N → ∞ according to the Le´vy distribution LJ1,γ,J0α , for
i.i.d.r.v. Yi with tails given by equation (3.9).
Let us have a more careful look to equation (3.11). For Gaussian variables, we
approximate for N →∞:
hj =
1
N1/2
N∑
i=1
Jij tanh(βhi) +O(1/
√
N). (3.32)
Equation (3.32) is indeed of the form (3.31).
For non-Gaussian variables the assumption
Jij
N1/α
≪ 1, is not anymore valid.
Indeed, the probability that Jij > N
1/α is of order O(1/N), see equation (3.6).
Therefore, one can not write the equation in the form (3.31). The distribution of
the Yi variables in (3.31) will depend on N .
Modified cavity method
In contrast with [28] we apply the CLT only to the ﬁelds coming from the weak
bonds, i.e. bonds smaller than a cutoﬀ T ǫ. The bonds larger than T ǫ form a
backbone graph of strong bonds which is treated as a FiC system. For ǫ → 0 we
expect to ﬁnd the behavior of the spin glass as long as replica symmetry is stable.
The cavity method leads, within one pure phase, to equation (2.87):
h
(i)
j = β
−1 ∑
k∈ω(i)\j
atanh
(
tanh
(
βh
(i)
k
)
tanh
(
β
Jik
N1/α
))
+β−1
∑
k∈ω(i)\j
atanh
(
tanh
(
βh
(i)
k
)
tanh
(
β
Jik
N1/α
))
, (3.33)
with the sets ω(i) and ω(i) of respectively, weak and strong bonds, deﬁned as
ω(i) ≡
{
j ∈ N ∩ [1, N ]|Jij < TǫN1/α
}
, (3.34)
ω(i) ≡ (N ∩ [1, N ]) \ ω(i). (3.35)
We treat the term coming from the weak and strong bonds separately. The average
over the disorder is taken through the following deﬁnitions of the distributions of
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cavity ﬁelds:
Ww(h) ≡
∑N
i=1
∑
j∈ωi δ
(
h− h(j)i
)
∑N
i=1
∑
j∈ωi
, (3.36)
Ws(h) ≡
∑N
i=1
∑
j∈ωi δ
(
h− h(j)i
)
∑N
i=1
∑
j∈ωi
, (3.37)
Wg(z) ≡
∑N
i=1 δ(z − z(j)i )
N
, (3.38)
where we used the notation:
z
(j)
i = β
−1 ∑
k∈ωi\j
atanh
(
tanh
(
βg
(i)
k
)
tanh (βJki)
)
. (3.39)
The diﬀerence between the distribution Ws and the distribution Ww is that the
former consists of cavity ﬁelds h
(j)
i propagating along strong bonds Jij while the
latter consists of cavity ﬁelds propagating along weak bonds. The distribution Wg
consists of the terms coming from the weka bonds contributing to h
(i)
j .
Strong bonds
The backbone graphs of strong bonds form the Poissonian ensemble Gp(N, cb), see
appendix B.2.2. The mean connectivity cb equals:
cb = lim
N→∞
∑N
i=1 |ω(i)(ǫ)|
N
=
∫ ∞
Tǫ
dJρ(J) +
∫ −Tǫ
−∞
dJρ(J) =
2Cα
α(T ǫ)α
, (3.40)
with ρ(J) the large tail behavior as deﬁned in (3.9). With the deﬁnitions (3.36-
3.38) we get
Ws(h) =
∑∞
k=0
ppoiss(k;cb)k
cb
∫ (∏k−1
r=1 dhrWs(hr)
) ∫ (∏k−1
r=1 dJrPǫ(Jr)
) ∫
dzWg(z)
×δ
(
h− z − β−1∑k−1r=1 atanh (tanh(βhr) tanh(βJr))) . (3.41)
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Weak bonds
As the size of the set of weak bonds |ωi| ∼ O(N), we set z(j1)i = z(j2)i = zi. The
same can be done with the cavity ﬁelds h
(j)
i propagating along weak bonds to get
Ww(h) =
∑∞
k=0 ppoiss(k; c)
∫ ∏k
r=1 dhrWs(hr)
∫ ∏k
r=1 dJrPǫ(Jr)
∫
dzWg(z)
δ
(
h− z − β−1∑kr=1 atanh (tanh(βhr) tanh(βJr))) . (3.42)
When ǫ≪ 1 we expand the terms in the weak bonds to get
zi =
1
N1/2
∑
k∈ωi
Jki
N1/α−1/2
tanh
(
βg
(i)
k
)
, (3.43)
with Jki/N
1/α ∼ O(ǫ). According to the CLT the distribution of the variables zi
is given by a Gaussian:
Wg(z) =
1√
4π∆q
exp
(
− (z − J˜0m)
2
4∆q
)
, (3.44)
with mean and variance:
J˜0m =
[∫ Tǫ
−Tǫ
dJ
(
P J1,γ,J0α (J)∫ Tǫ
−Tǫ P
J1,γ,J0
α (J)
)
J
N1/α−1
] [∫
dh tanh(βh)Ww(h)
]
,
(3.45)
2∆q =
[∫ Tǫ
−Tǫ
dJ
(
P J1,γ,J0α (J)∫ Tǫ
−Tǫ P
J1,γ,J0
α (J)
)
J2
N2/α
][∫
dh tanh2(βh)Ww(h)
]
.
(3.46)
The integrals over the couplings in equations (3.45) and (3.46) can be calculated
using the deﬁnitions of the Le´vy distributions (3.7, 3.8)., see [127]:
∫ Tǫ
−Tǫ
dJP J1,γ,J0α (J)
J
N1/α−1
= J˜0, (3.47)
∫ Tǫ
−Tǫ
dJP J1,γ,J0α (J)
(
J
N1/α
)2
= 2∆. (3.48)
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Summary
We use the following property of Poissonian distributions: 1cppoiss(k; c)k =
ppoiss(k − 1; c) to ﬁnd Ww(g) = Ws(g) = Wǫ(g), i.e. the solutions to (3.41) and
(3.42) are the same as the solutionWǫ of (3.28). Indeed, equations (3.42) combined
with (3.45) and (3.46) are identical to equations (3.24) and (3.28) derived with
the replica method.
From the cavity approach the importance of the CLT in Le´vy spin glasses becomes
clear: the couplings have a divergent variance, therefore one can not apply the
CLT as done in [28]. We remark that the eﬀective coupling J˜0 and the parameter
2∆ appearing in the replica method are the mean and the variance of the weak
couplings. The distribution Wǫ(h) in equations (3.28) is the distribution of the
cavity ﬁelds propagating along the backbone graph of strong bonds. With the
cavity method it becomes straightforward how to generalize this approach to any
coupling distribution with tails of the form (3.9). One ﬁnds (3.28) but the values
of J˜0 and ∆ will diﬀer from the expressions (3.30). One has to calculate (3.47)
and (3.48) for the speciﬁc distributions of the couplings.
3.7 Stability of the replica symmetric ansatz
We determine the regions of replica symmetry breaking with the two-replica
approach, see subsection 2.2.4. The eﬀective ﬁeld distribution of two sets of
uncoupled spins on the same graph with the same set of couplings is given by,
see also equation (2.51):
Wǫ(h
1, h2) =
∫
dz1dz2Wg(z
1, z2)
∞∑
k=0
ppoiss(k; c)k
c
×
∫ (k−1∏
r=1
dhrWǫ(h
1
r , h
2
r)
)∫ (k−1∏
r=1
dJrPǫ(Jr)
)
×δ
(
h1 − z1 − β−1
k−1∑
r=1
atanh
(
tanh(βh1r) tanh(βJr)
))
×δ
(
h2 − z2 − β−1
k−1∑
r=1
atanh
(
tanh(βh2r) tanh(βJr)
))
. (3.49)
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We assume, just like we did in section 3.6, that we can apply the CLT on the
z-ﬁelds:
Wg(z
1, z2)
=
1
4∆π
√
q1q2(1− ρ2) exp
(
− 1
2(1− ρ2)
(
(z1 − J˜0m1)2
2∆q1
+
(z2 − J˜0m2)2
2∆q2
))
× exp
(
ρ(z1 − J˜0m1)(z2 − J˜0m2)
2(1− ρ2)∆
√
q1q2
)
. (3.50)
The order parameters become
m1 =
∫
dg1dg2 tanh(βg1)Wǫ(g
1, g2), (3.51)
q1 =
∫
dg1dg2 tanh2(βg1)Wǫ(g
1, g2), (3.52)
m2 =
∫
dg1dg2 tanh(βg2)Wǫ(g
1, g2), (3.53)
q2 =
∫
dg1dg2 tanh2(βg2)Wǫ(g
1, g2), (3.54)
ρ
√
q1q2 =
∫
dg1dg2 tanh(βg2) tanh(βg1)Wǫ(g
1, g2). (3.55)
In the limit α→ 2 we ﬁnd Wǫ(h1, h2) =Wg(h1, h2). An expansion around the RS
solution m1 = m2 = m, q1 = q2 = q and 1− |ρ| ∼ O(δ), with δ ≪ 1, leads to the
following stability condition:
β−2 =
∫ +∞
−∞
du√
2π
exp
(
−u
2
2
)
sech4
(
β
√
qu+ βJ˜0m
)
. (3.56)
The parameters (q,m) in (3.56) are, respectively, the overlap parameter q and the
magnetization m of the SK model, i.e. the solutions to the equations (2.129) and
(2.130). Equation (3.56) is precisely the AT line of the SK model equation (3.56).
We discuss in the next section the solution of equations (3.49)-(3.55).
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3.8 Phase diagram
Four phases emerge which depend on the values of the order parameters m, q and
ρ deﬁned in (3.24) and (3.55): a paramagnetic phase (P) with m = q = 0, a
ferromagnetic phase (F) with m > 0, q > 0 and ρ = 1, a mixed phase (M) with
m > 0, q > 0 and ρ < 1 and a spin-glass phase (SG) with m = 0, q > 0 and with
ρ < 1. We did not ﬁnd a RS SG phase with m = 0, q > 0 and ρ = 1 or the
restoration of the replica symmetry when T = 0, contrary to the conjectures made
in [28]. The replica symmetry is always broken in the SG phase leading to a phase
with many pure states, see ﬁgure 3.1.
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Figure 3.6: The (T/J1, J0/J1) phase diagram of a Le´vy spin glass for
several values of α and with a skewness γ = 0. Four phases appear:
P (paramagnetic), F (ferromagnetic), M (mixed) and SG (spin glass).
The circles present the SG-M transitions (left SG and right M) and the
stars indicate were the F phase becomes stable against replica symmetry
breaking (left M and right F). For α = 2 the phase diagram coincides with
that of the SK model.
The ferromagnetic phase contains a region stable to RSB eﬀects (F) and a region
unstable to RSB eﬀects which is usually referred to as the mixed phase M.
The P-F and P-SG transitions are determined using an expansion of the self-
consistent equation (3.28) around the paramagnetic solution Wǫ(h) = δ(h). For
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Figure 3.7: The (T/J1, α) phase diagrams for different values of the
skewness γ and a shift J0 = 0. The figure on the left gives the phase
diagram for γ > 0 while the figure on the right gives the phase diagram for
γ < 0. For γ = 1 and α < 1 there is no SG phase. The P-SG transition is
independent of γ.
γ = 0 we ﬁnd the same bifurcation lines as derived in [79]. To determine the
SG-F transition and the M-F transition one has to solve numerically, respectively,
equations (3.28) and (3.49) with for instance a population dynamics algorithm.
In ﬁgure 3.6 the diﬀerent phases in the (J0/J1, T/J1) phase diagram are presented
for a skewness γ = 0 and several values of α. The open circles present the SG-
F transitions and the stars mark the points where the F phase becomes stable
with respect to RSB. These results generalize the phase diagram obtained in the
paper of Sherrington and Kirkpatrick [161] to coupling distributions with a large
tail. The P-F transition is independent of α while the SG phase increases in
favor of a smaller F phase as a function of α. The RSB eﬀects decrease when α
decreases: indeed the M -phase becomes smaller and the reentrance eﬀect in the
SG-F phase transition line diminishes and ﬁnally disappears. This is related to
the decrease of frustration due to the presence of stronger bonds that dominate
the systems behavior. The decrease of RSB is similar to the decrease of RSB when
the connectivity of FiC systems decreases, see ﬁgure 2.14. All phase transitions
are continuous.
In ﬁgure 3.7 we present the (T/J1, α)-phase diagram for diﬀerent values of γ and
J0 = 0. We consider the following regions:
• γ > 0 and α < 1 (left ﬁgure): the F phase increases and the SG phase
decreases as a function of increasing γ. The SG phase disappears at γ = 1.
For values of γ very close to one the SG phase is only present for very small
values of α. The transition temperature between the P and F phase becomes
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inﬁnite for α→ 1−.
• γ < 0 and α > 1 (right ﬁgure): the F phase decreases and the SG phase
increases as a function of increasing γ. The transition temperature between
the P and F phase becomes inﬁnite for α→ 1+.
• γ > 0 and α > 1 (not shown): there is no F phase but a P and SG phase.
• γ < 0 and α < 1 (not shown): there is no F phase but a P and SG phase.
We have some additional remarks: The transition temperature becomes very large
for α → 1± (for, respectively, γ < 0 and γ > 0) because the eﬀective coupling
J˜0 → ∞. There is no SG phase for γ = 1 and α < 1 because there are no
negative couplings, only the P-F transition occurs. The P-SG transitions coincide
for diﬀerent values of γ. For small values of α the results of population dynamics
become inaccurate because of numerical imprecisions when dealing with a broad
range of coupling values. In this case we have used the instability line of the P
phase with respect to the F phase as of the location of the SG-F transition.
3.9 The free energy and the entropy
It is possible to calculate the free energy from the saddle point equations. We use
the RS ansatz and we introduce again a cutoﬀ ǫ. The RS free energy equals:
fRS = lim
ǫ→0
(
J0
2
m2 − β
2
∆(1− q)2 + fsite(ǫ)− c
2
flink(ǫ)
)
, (3.57)
with
fsite(ǫ) = −β−1
∞∑
k=0
cke−c
k!
k∏
l=1
[∫
dhlW (hl)
∫
drˆlPǫ(rˆl)
]
×
∫
Dz log
(∑
σ
exp
(
(βJ0m+
√
2q∆z)σ
)
×
k∏
ℓ=1
(∑
τ
exp (βrˆℓτσ) exp (βhℓτ)
))
, (3.58)
84 LE´VY SPIN GLASSES
and
flink(ǫ) = −β−1
∫
dhdh′W (h)W (h′)
∫
drˆPǫ(rˆ) ln
[∑
σ,τ
exp (βrˆστ) exp (βhσ) exp (βh′τ)
]
.
(3.59)
The entropy is given by s = β2 ∂f∂β = limǫ→0 s(ǫ) with s(ǫ):
s(ǫ) = β2
∆
2
(
1− q2)− β2∆(1− q) + ssite(ǫ)− c
2
slink(ǫ). (3.60)
The quantity slink is equal to
slink(ǫ) = −
∫
dhdh′Wǫ(h)Wǫ(h′)
∫
dJPǫ(J)
∑
σ,τ
exp (βJστ + βhσ + βh′τ)∑
σ,τ exp (βJστ + βhσ + βh
′τ)
log
(
exp (βJστ + βhσ + βh′τ)∑
σ,τ exp (βJστ + βhσ + βh
′τ)
)
,
(3.61)
and ssite reads
ssite(ǫ) = −
∞∑
k=0
cke−c
k!
k∏
l=1
[∫
dhlWǫ(hl)
∫
dJlPǫ(Jl)
] ∫
Dz
∑
σ;(τ1,τ2,··· ,τk)
exp
(
(βJ0m+
√
2q∆z)σ
)∏k
ℓ=1 (exp (βJℓτℓσ) exp (βhℓτℓ))∑
σ;(τ1,τ2,··· ,τk) exp
(
(βJ0m+
√
2q∆z)σ
)∏k
ℓ=1 (exp (βJℓτℓσ) exp (βhℓτℓ))
log

 exp
(
(βJ0m+
√
2q∆z)σ
)∏k
ℓ=1 (exp (βJℓτℓσ) exp (βhℓτℓ))∑
σ;(τ1,τ2,··· ,τk) exp
(
(βJ0m+
√
2q∆z)σ
)∏k
ℓ=1 (exp (βJℓτℓσ) exp (βhℓτℓ))

(3.62)
For α→ 2 one gets precisely the expressions for the free energy and the entropy of
the SK model [83] (see also subsection 2.4.1). The free energies fsite (= 〈∆Fsite〉)
and flink (= 〈∆Flink〉) and the entropies ssite (= 〈∆Ssite〉) and slink (= 〈∆Slink〉)
correspond with the ensemble averaged free energy and entropy diﬀerences when
performing, respectively, a site addition and a link addition on the backbone graph
of strong bonds, see subsection 2.3.1. Similar to the selfconsistent equation (3.28)
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we ﬁnd the entropy of an Ising model on a Poissonian graph with mean connectivity
c, a distribution of the bonds Pǫ and an extra Gaussian noise z.
We plotted the entropy s as a function of α in ﬁgure 3.8. From this ﬁgure we see
that the entropy gets less negative, for T → 0 and for smaller values of α and
becomes eventually zero for T → 0 and values α . 1. This is consistent with a
decrease of RSB eﬀects when α decreases.
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Figure 3.8: The entropy s of a Le´vy spin glass as a function of the
exponent α for different values of the temperature T , J0 = 0, γ = 0 and
J1 = 1. The filled markers at α = 2 show the SK values. The entropy
converges to the SK value for α→ 2.
3.10 Conclusion
In this chapter we have shown how to derive the phase diagrams of Le´vy spin
glasses where the couplings between the spins are drawn from a distribution with
power law tails characterized by an exponent α. These models are known to have
a ﬁnite number of strong bonds of order O(1) and an inﬁnitely amount of weak
bonds of order O(N−1/α). This fact is the main ingredient of our solution. Indeed,
an explicity distinction between strong and weak bonds is made in our solution
through the replica method, Monte Carlo method or the cavity method.
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The crucial diﬀerence with previous works [28] and [79] is that we derive the
phase diagrams, the entropy and the stability against replica symmetry of Le´vy
spin glasses without using the Gaussian assumption for the distribution of ﬁelds.
We have neither found evidence for a replica symmetric spin glass phase, nor for
a restoration of the replica symmetry at zero temperature, as was conjectured
in [28]. We have used the replica and the cavity method within, respectively,
the replica symmetric assumption and the assumption of one pure phase. The
resultant eﬀective equations for the distribution of cavity ﬁelds show clearly the
hybrid character of the model being a mixture between a ﬁnite connectivity model
and a FC model.
The phase transitions are qualitatively similar to the ones found in the SK model.
Large tails do inﬂuence quantitatively the phase diagram: the Le´vy spin glass
model becomes more stable with respect to replica symmetry breaking and the
SG phase decreases when the tails get larger. Moreover, the reentrance eﬀects in
the replica symmetric phase diagram disappear for α . 1. The replica symmetry
breaking transitions are all continuous. The skewness γ in the Le´vy distribution
can have a big inﬂuence on the size of the F phase. For α → 2 the eﬀective
distribution of ﬁelds becomes Gaussian and we have found back the results of
the SK model. For α < 2 this distribution is neither Le´vy nor Gaussian, but a
distribution with ﬁnite moments and a kurtosis smaller than a Gaussian with the
same variance.
3.11 Some future prospects
Now that one understands how to solve mean-ﬁeld models with interactions drawn
from Le´vy distributions one can think of many interesting related questions, for
instance the study of the dynamics of these models and the study of the related
p-spin model for p→∞
3.11.1 Dynamics of Le´vy processes
As already seen above, Le´vy spin glasses have a slow dynamics, see ﬁgure 3.5. It
would be interesting to investigate this point more quantitively and compare with
the SK model. We can use the generating functional analysis like in [74] or the
cavity method combining the methods as layed out in [126] and [127].
In the former one calculates:
Z (ψ) = exp
(
i
t∑
s=1
N∑
i=1
ψiσi(s)
)
. (3.63)
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We remark that in the expression (3.63) the i is there from the beginning, hence
we do not need an analytic continuation to real numbers. We ﬁnd the following
expression in the case of parallel Glauber dynamics:
P0..t(σ
0..t|θ0..t−1) = p(σ(0))
×
∫
dh0..tdhˆ0..t
2π
t∏
s=0
exp
(
ihˆ(s)(h(s) − θ(s)) + βσ(s + 1)h(s)
)
2 cosh (βh(s))
× exp
[
−iJ0
t∑
s=0
hˆ(s)m(s)
]
× exp
[
C(α)
∫
dJ
|J |α+1
×
( ∑
τ0..t−1
P0..t−1(τ0..t−1|Jσ0..t−2) exp
(
−iJ
t∑
s=0
hˆ(s)τ(s)
)
− 1
)]
(3.64)
Equation (3.64) can be compared with the static equations (3.22) and (3.23).
We encounter again the same problem: the integration over the couplings is not
properly normalized. Again one can introduce a cutoﬀ T ǫ in the distribution of
couplings to ﬁnd:
P0..t(σ
0..t|θ0..t−1) = p0(σ(0))
∞∑
r=0
exp (−c) c
r
r!
∫ r∏
ℓ=1
(dJℓPǫ (Jℓ))
×
∑
τ0..t1 ,··· ,τ0..tr
ℓ∏
r=1
P0..t−1
(
τ0..t−1r |Jrσ0..t−2
)
× (detC)1/2
(
1
4π∆
)t/2 ∫ (t−1∏
s=0
dx(s)
)
exp

− 1
4∆
∑
s,s′
x(s)C−1(s, s′)x(s′)


×
t∏
s=1
exp
[
βσ(s)
(
J0m(s− 1) +
∑r
ℓ=1 Jℓτℓ(s) + x(s) + 2∆
∑
s′<sR(s, s
′)
)]
2 cosh
[
β
(
J0m(s− 1) +
∑r
ℓ=1 Jℓτℓ(s) + x(s) + 2∆
∑
s′<sR(s, s
′)
)]
(3.65)
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with Pǫ(J) as deﬁned in (3.27) and
m(s) =
∑
σ0..s
σ(s)P0..s
(
σ0..s|00..s) , (3.66)
C(s, s′) =
∑
σ0..max(s,s′)
σ(s)σ(s′)P0..max(s,s′)
(
σ0..s|00..s) , (3.67)
R(s, s′) = Θ(s− s′) ∂
∂θ(s′)
∑
σ0..s
σ(s)P0..s
(
σ0..s|00..s) . (3.68)
Analogously to the static case, we see that the equations describing the dynamics
of Le´vy spin glasses, are similar to the equations describing the dynamics of a spin
model on a FiC backbone of strong bonds with some additional FC Gaussian noise.
For α→ 2 we ﬁnd back the equations describing the parallel Glauber dynamics of
the SK model.
3.11.2 p-spin Le´vy spin glasses
The spin glass phase and the phase transition to the SG phase are diﬀerent
in models with p-spin interactions than the corresponding behaviour in models
with two-spin interactions, see subsections 2.4.1 and 2.4.2. For Gaussian coupling
distributions one retrieves the random energy model for p→∞. How does the SG
phase changes for p-spin models when one uses Le´vy coupling distributions and
what is the corresponding model when p→∞?
The latter question is not trivial since the Le´vy model does not converge to a
random energy model for p → ∞. The p-spin model is deﬁned through the
Hamiltonian
H ({σi}i=1..N ) = −
(p!)1/α
N (p−1)/α
∑
i1<i2<···<ip
Ji1i2···ipσi1σi2 · · ·σip . (3.69)
with the couplings Ji1i2···ip distributed according to P
J1,0,0
α . We consider couplings
drawn from Le´vy distributions with J0 = γ = 0. The energy density ρ(E) is given
by
ρ(E) ≡ 2−N
∑
{σi}i=1..N
δ (E −H ({σi}i=1..N ))
= P J1,0,0α
(
N−1/αE
)
. (3.70)
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The two-point energy density is given by
ρ(E1, E2) = 2
−2N ∑
{σi}i=1..N ,{τi}i=1..N
δ (E1 −H ({σi}i=1..N )) δ (E2 −H ({τi})i=1..N )
= 2P J1,0,0α
(
E1 + E2
2N1/α
)
P J1,0,0α
(
E1 − E2
2N1/α
)
. (3.71)
For α = 2 we get indeed the random energy model, but for other values of α
the energies are correlated. Is it possible to take the limit p → ∞ explicitly and
identify the model we get then?
3.11.3 Rigorous inequalities
Using the interpolating method one can prove for the SK-model [71, 70], the Viana-
Bray model [55] but also for Ising models on a given degree distribution [57] the
following properties:
• the limit limN→∞ f exists and f is self-averaging.
• the disordered averaged free energy f is lower bounded by the RS expression
of the free energy fRS.
In this chapter we have introduced a cutoﬀ T ǫ in the distribution of the couplings to
decompose the Le´vy spin glass in a FC Gaussian background and a FiC backbone
of strong couplings, see ﬁgure 3.2. It would be interesting to use this decomposition
within the interpolating method and combine results obtained in [70] and [55] . Is
it possible to prove that the RS expression (3.57) is a lower bound to the disordered
free energy f?
Chapter 4
Parallel dynamics of spin
models on graphs
In this chapter we study the parallel dynamics of spin models on a given graph
instance. Previous works on parallel dynamics of finitely-connected systems have
been concentrated on ensemble-averaged equations [74, 111].
Our aim is to find a message-passing algorithm that determines the marginals of the
steady-state distribution of non-equilibrium models. Such an algorithm generalizes
the belief-propagation algorithm for equilibrium models and would be an important
tool in the study of neural networks of small organsims or the study of congestion
problems in traffic networks.
We start the development of such an algorithm from the study of simple models
whose steady state is not known. We study the Glauber dynamics of spin models
on graphs which contain asymmetric and symmetric links. The neural network
of biological organisms and transportation networks are examples of such graphs
[175, 81].
On fully symmetric graphs the dynamics fulfills detailed balance and the equilibrium
distribution is known. Asymmetric links break the detailed balance condition. We
derive a message-passing algorithm in the marginals of the path distribution. The
stationary limit is taken taken approximatively through the assumption that the
marginal path distributions factorize in time. This procedure leads to a message-
passing algorithm in the marginals of the steady state. The results for the
magnetization are compared with simulation results. For fully symmetric graphs
and fully asymmetric graphs the resultant equations reduce to the corresponding
belief-propagation equations. Therefore, the algorithm is exact in those limiting
cases.
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As an application we discuss the influence of the architecture of the graph on the
retrieval properties of associate memories.
4.1 Aim and motivation
In this section we study the dynamics of spin models on graphs. This leads to a
couple of interesting questions which we discuss below.
4.1.1 Dynamics on FiC
There exist no eﬃcient tools to study the dynamics of spin models on graphs,
contrary to the statics as explained in chapter 2. Several attempts have been
made to solve the dynamics of FiC with partial successes. Most of these studies
concentrate on ensemble-averaged equations. Moreover, the resultant equations
are very complicated making these methods less useful in practice. We give a
short overview.
• Generating functional methods: The ﬁrst class of methods are called
the generating functional methods (GFA). One calculates the Martin-Siggia-
Rose functional [99]. For binary spins with parallel Glauber dynamics
this calculation has been done in [74] and for continuous spin models with
Langevin dynamics in [116]. The resultant equations are in general too
complicated to make useful theoretical predictions. Getting results from
simulations is in general much easier.
In [74] an iterative equation has been derived for the ensemble-averaged
single site probability P
(
σ0..t|θ1..t) of a path σ0..t in an external ﬁeld θ0..t
P
(
σ0..t|θ1..t) =∑
k≥0
e−cck
k!
∫ ( k∏
ℓ=1
dJℓPI(Jℓ)
)
×
k∏
ℓ=1
∑
σ0..t−1
ℓ
[
ǫP
(
σ0..t−1ℓ |Jℓσ0..t−2
)
+ (1− ǫ)P (σ0..t−1ℓ |00..t−1)
]
×p(σ(0))
t−1∏
s≥0
exp
[
βσ(s+ 1)
(
θ(s+ 1) +
∑
0<ℓ′≤k Jℓ′σℓ′(s)
)]
2 cosh
[
β
(
θ(s+ 1) +
∑
0<ℓ′≤k Jℓ′σℓ′(s)
)] (4.1)
Equation (4.1) holds for parallel Glauber dynamics on graphs drawn from
the ensemble Gp (N, c, ǫ) deﬁned in appendix B.2.4. The ensemble averaged
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magnetization at time step t, m(t) is given by
m(t) =
∑
σ0..t−1
P
(
σ0..t|01..t) , (4.2)
with 01..t the null vector. As the set of equations (4.1) involves a summation
of 2t terms, it is a very complex equation which is in practice not completely
solvable. One can solve equation (4.1) up to 10 time steps.
• Dynamics of spherical models: Spherical models are exactly solvable
models. The Langevin dynamics of spins can be reduced to the memory
dependend dynamics of a single spin [157]. This eﬀective dynamics depends
on the eigenvalue spectrum of the interaction matrix of the Hamiltonian. In
[157] the dynamics has been solved approximately using the eﬀective medium
approximation for the spectrum [156]. However, using the exact results for
the spectrum of a FiC matrix [88, 150] it must be possible to calculate the
dynamics exactly.
• Dynamical replica analysis [73, 122]: In this method one assumes
that the path distribution pt ({σi}i=1..N ) depends only on a ﬁnite number
of selfaveraging macroscopic observables. Within these assumptions the
dynamical evolution of these observables is closed. This method allows one
to investigate sequential dynamics of spin models.
In this chapter we study the parallel Glauber dynamics with the cavity method.
The resultant equations solve the dynamics of spin models on a given graph
instance. When taking the ensemble average over Poissonian graphs we ﬁnd the
resultant equations (4.1) determined through the GFA. With the cavity method
the meaning of the dynamical order parameters found with the GFA becomes
transparent. Since one ﬁnds back the same equations as those found with the
GFA, the computational complexity of the resultant equations scales exponential
in the discrete time. Therefore, one can only compare the results of these equations
with Monte Carlo simulations for a couple of time steps.
4.1.2 Dynamics on asymmetric graphs
The dynamics on fully asymmetric graphs can be solved exactly; using an annealed
approach the work of Derrida [39, 40] solves the dynamics on asymmetric graphs.
In the annealed dynamics the interactions are drawn every time step independently
from a random distribution. In a probabilistic approach the dynamics can be
solved easily, since the resultant equations (4.1) become Markovian. In our
work we go a step further by providing a MPA that determines the marginals
on arbitrary fully asymmetric graphs with a local tree structure. We call this
algorithm asymmetric belief propagation (ABP).
94 PARALLEL DYNAMICS OF SPIN MODELS ON GRAPHS
4.1.3 Message passing algorithms on partially asymmetric graphs
If the dynamics fulﬁls detailed balance, the stationary distribution is known and
the cavity method for equilibrium models, see section 2.3, can be applied to study
the stationary behavior. We are interested in cases where the detailed balance
condition is not satisﬁed. A simple example is the parallel Glauber dynamics
deﬁned on a non-symmetric graph. Non-symmetric graphs are ubiquitous in
experiments. The transportation network of global cargo ship movements [81],
neuronal networks of a simple organism [175], protein-protein interaction networks
[51, 80] and social networks like the world wide web [143] are all examples of
partially asymmetric graphs.
In [175] the neuronal network of the nematode Caenorhabditis elegans has been
completely mapped. It consists of 302 neurons wired by about 5000 chemical
synapses, 2000 neuromuscular junctions and 600 gap junctions. The chemical
synapses are unidirectional connections while the gap junctions are bidirectional.
The neoromuscular junctions connect these neurons with muscle cells.
Protein-protein interaction networks contain connections with both undirected as
well as directed edges. Transcriptional regulatory networks are directed while
interactions coming from biochemical reactions or formation of proteincomplexes
are undirected. Combining these networks one ﬁnds a hybrid network with both
directional and unidirectional links.
We want to generalize the BP algorithm (2.88) to an algorithm that determines
the marginals of the stationary states of non-equilibrium models. We study the
most simple non-trivial problem: an Ising model on a non-symmetric graph. We
take the stationary limit through an approximative method and ﬁnd an eﬃcient
algorithm that determines the marginals of the stationary state of these models.
In the limiting case of fully symmetric and fully asymmetric graphs we ﬁnd back
the BP-algorithm and the ABP-algorithm. Theoretical results are compared with
simulations.
4.2 Dynamics on a given graph instance
4.2.1 Some definitions and notations
We consider Ising models deﬁned on a given graph instance G = (V,E), with
V and E respectively the set of vertices (or sites) and the set of edges. We limit
ourselves to simple directed graphsG determined by a connectivity matrix C, with
elements [C]ij = cij ∈ {0, 1}. When cij = 1 and cji = 0 the graph has a directed
edge from the i-th site to the j-th site. When cij = cji = 1 there is an undirected
edge between i and j and when cij = cji = 0 there are no edges between them.
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We deﬁne the sets E, Ed and Esym through: E ≡ {(i, j) ∈ V × V |cij = 1}, Ed ≡
{(i, j) ∈ V × V |cij = 1, cji = 0} and Esym ≡ {(i, j) ∈ V × V |cij = 1, cji = 1}. We
study the evolution of Ising like models of binary variables σi(t) ∈ {−1, 1} or
pairs of binary variables (σi(t), τi(t)) ∈ {−1, 1} × {−1, 1}, with i = 1, . . .N and t
the corresponding discrete time step. The dynamics in discrete time is deﬁned
by a transition probability W ({σ(s)}i=1..N | {σi(s− 1)}i=1..N ), from the state
{σi(s− 1)}i=1..N on the (s − 1)-th time step to the state {σi(s)}i=1..N on the
s-th time step. We consider transition probabilities W of the form:
W [{σi(s)}i=1..N | {σi(s− 1)}i=1..N ; {θ}i=1..N ]
=
N∏
i=1
W [σi(s)| {σi(s− 1)}i=1..N ; θi(s)]
=
N∏
i=1
W [σi(s)|hi(s)] . (4.3)
The local ﬁeld hi(s) is deﬁned through
hi(s) =
∑
j∈∂in
i
hj→i(σj(s− 1)) + θi(s), (4.4)
where the ﬁeld hj→i(σj(s − 1)) quantiﬁes the inﬂuence of the spin on the j-th
site on the spin on the i-th site and θi(s) is an external ﬁeld. At this moment
hj→i is an arbitrary function of σj(s− 1). We have used the notation ∂ini for the
neighborhood of all the vertices that inﬂuence i directly, i.e. ∂ini ≡ {j ∈ V |cji = 1}.
We also use: ∂outi ≡ {j ∈ V |cij = 1}, ∂i ≡ ∂ini ∪ ∂outi and ∂symi ≡ ∂ini ∩ ∂outi . The
probability to have the path
{
σt0..ti
}
i=1..N
, with σt0..ti = (σi(t0), · · · , σi(t)), from
time step t0 to time step t, is given by
Pt0..t
({
σt0..ti
}
i=1..N
|{θt0+1..ti }i=1..N)
=
(
t∏
s=t0+1
W [{σi(s)}i=1..N | {σi(s− 1)}i=1..N ; {θi(s)}i=1..N ]
)
×Pt0 ({σi(t0)}i=1..N ) , (4.5)
with Pt0 ({σi(t0)}i=1..N ) the probability distribution of the spins at time step t0.
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4.2.2 Dynamical version of the cavity equations
We use the cavity method, see section 2.3, to solve the parallel dynamics on
graphs. We derive the dynamical version of the cavity equation using a Bayesian
approach analogous to the one followed in subsection 2.3.1. We write the following
relationship between a path probability P0..t on the graph G and the probability
P
(i)
0..t on its related cavity graph G
(i)
P0..t
({
σ0..tj
}
j=1..N
|{θ1..tj }j=1..N)
= P
(i)
0..t
({
σ0..tj
}
j=1..N
|{θ1..tj }j=1..N + {ζ(i),1..tj }j=1..N
)
×
(
t∏
s=1
W
[
σi(s)| {σj(s− 1)}j=1..N ; θi(s)
])
p0(σi(0)). (4.6)
In equation (4.6) we have introduced an extra ﬁeld ζ
(i)
j (s), representing the
inﬂuence of the i-th spin on its neighbours j ∈ ∂outi :
ζ
(i)
j (s) = hi→j(σi(s− 1)). (4.7)
We have taken a factorized initial distribution P0:
P0({σi(0)}i=1..N ) =
N∏
i=1
p0(σi(0)). (4.8)
The single site marginal Pi,0..t has been obtained by summing P0..t in (4.6) over
all paths σ0..tj with j 6= i . We use the notations
σS = (σi1 , σi2 , · · · , σi|S|), (4.9)
PS
(
σ0..tS |
{
θ1..ti
}
i=1..N
)
=
∑
σ0..t
i
, i6=S
P
({
σ0..ti
}
i=1..N
|{θ1..ti }i=1..N) , (4.10)
with S a set of indices: S =
{
i1, · · · , i|S|
}
, where |S| denotes the size of the set S.
Within this notation P∂i,0..t is the joint probability of the paths on the neighbours
of i. When we sum over all paths σ0..tj , with j 6= i, on the left and right hand side
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of (4.6), we get
Pi,0..t
(
σ0..ti | {θj}j=1..N
)
=
∑
τ0..t
∂i
P∂i∪i,0..t−1
(
τ0..t∂i , σ
0..t
i
∣∣ {θ1..t}
j=1..N
)
=
∑
τ0..t
∂i
P
(i)
∂i,0..t
(
τ0..t−1∂i
∣∣ {θ1..t−1j + ζ(i),1..t−1j }
j=1..N
)
×
t∏
s=1
W [σi(s)|hi(s)] p0(σi(0)). (4.11)
In the sequel we drop the subscript i in the argument of Pi,0..t. We make the
Bethe-Peierls approximation: i.e. we assume that the spins in the neighborhood
∂i of i become independent when we remove the i-th spin:
P
(i)
∂i,t
(
τ0..tj1 , · · · , τ0..tj|∂i| |
{
θ1..tj + ζ
(i),1..t
j
}
j=1..N
)
=
∏
j∈∂i
P
(i)
j,0..t
(
τ0..tj |θ1..tj + ζ(i),1..tj
)
,
(4.12)
with ∂i =
{
j1, · · · , j|∂i|
}
. The “dynamic Bethe-Peierls condition” Equation (4.12)
is valid when the equilibration time is smaller then the loop length. In (4.12) we
have taken θj = 0 when j /∈ ∂i ∪ i. We substitute (4.12) in (4.11) to get the
following set of recursive equations for the path probability P
(ℓ)
i,0..t on the graph
G(ℓ)
P
(ℓ)
i,0..t
(
σ0..t|θ1..t) = ∑
σ0..t−1
∂in
i
\ℓ

 ∏
j∈∂in
i
\ℓ
P
(i)
j,0..t−1
(
σ0..t−1j |ǫijζ(i),1..t−1j
)
×
(
t∏
s=1
W
[
σ(s)|h(ℓ)i (s)
]
p0(σ(0))
)
, (4.13)
with ℓ ∈ ∂i. Analogously to (4.4) we have deﬁned
h
(ℓ)
i (s) ≡
∑
j∈∂in
i
\ℓ
hj→i(σj(s− 1)) + θ(s). (4.14)
To derive (4.13) we have used P
(i,ℓ)
j,0..t = P
(i)
j,0..t. For clarity we have introduced the
prefactor ǫij = cijcji. This factor determines whether or not the edge is symmetric:
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ǫij = 1 for undirected edges and ǫij = 0 for directed edges. The set of |E|-equations
(4.13) determine the |E|-probability distributions P (ℓ)i,0..t
(
σ0..t|θ1..ti
)
at time step t
as a function of the |E|-probability distributions P (ℓ)i,0..t−1(σ0..t−1|θ1..t−1i ) at the
previous time step t − 1. In equation (4.13) we only need to take the product
over j ∈ ∂ini because the ﬁelds h(ℓ)i (s) depend only on σ∂ini . We call the equations
(4.13) the dynamical cavity equations analogously to the static equations (2.88).
To ﬁnd the marginal distributions Pi,0..t on the original graph G from the cavity
distributions, we need to combine equations (4.11) and (4.12):
Pi,0..t(σ
0..t|θ1..t) =∑σ0..t−1
∂in
i
(∏
j∈∂in
i
P
(i)
j,0..t−1
(
σ0..t−1j |ǫijζ(i),1..t−1j
))
×
(∏t
s=1W [σ(s)|hi(s)] p0(σ(0))
)
. (4.15)
Equations (4.15) are the dynamical versions of the static equations (2.89).
The main diﬀerence between the BP equations (2.88) and the dynamic equations
(4.13) is that the latter are iterative equations. Both set of equations have a
linear complexity O(N) in the system size N . However, the iterative nature of
the dynamical MPA makes them hard to solve when t becomes large. Indeed,
the computational complexity scales O(2t) in the time t. The dynamics are only
solvable for a very small number of time steps.
The cavity equations simplify a lot when the graph is fully asymmetric. In this
case we can set ǫij = 0 in equation (4.13). Therefore the equations only have to
be solved for θ0..t = 00..t, where 00..t is the null vector. Moreover, because ǫij = 0
the self-coupling disappears in (4.13). We can thus sum on the left and right hand
side of (4.13) over (σi(0), σi(1), · · · , σi(t− 1)) to get
P
(ℓ)
i,t (σ) =
∑
{σj}j∈∂in
i

 ∏
j∈∂in
i
P
(i)
j,t−1 (σj)

W [σ|h] . (4.16)
We refer to the equations (4.16) as the asymmetric belief propagation algorithm
(ABP). The equations (4.15) concern the non-Markovian dynamics of a single
eﬀective spin, while the equations (4.16) form a Markovian dynamics of an eﬀective
spin. The consequence is that (4.16) is an eﬃcient MPA that determines the
marginals of the dynamics of spin models on fully asymmetric graphs with a linear
complexity in the time and the system size.
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4.3 The ensemble-averaged distribution of paths
We calculate the average of equation (4.13) over all links in the graph, i.e. all a ∈ E.
We look at ensembles where the typical graphs have a local tree structure and the
degrees on diﬀerent sites are uncorrelated. We consider graphs drawn from the
graph ensembles Gdeg
(
N, pd
(
kin, kout, ksym
))
of appendix B.2.5.
The joint degree distribution pd is deﬁned through a histogram as
pd(k
in, kout, ksym) ≡
∑N
i=1 δ
(
kin; kini
)
δ (kout; kouti ) δ (k
sym; ksymi )
N
. (4.17)
In equation (4.17) we have used the following notations: the indegree kini = |∂ini |,
the outdegree kouti = |∂outi | and the symmetric degree ksymi = |∂ini ∩ ∂outi |. From
the deﬁnitions in subsection 4.2.1 we have
∑
kin,kout,ksym
kinp(kin, kout, ksym) =
∑
kin,kout,ksym
koutp(kin, kout, ksym), (4.18)
which means that the total number of directed edges in the graph leaving a vertex
equals the total number of directed edges entering a vertex.
We deﬁne P
d
as the average of the path probabilities P
(ℓ)
i,t over all directed edges
(i, ℓ) of E:
P
d
(σ0..t) ≡
∑
(i,ℓ)∈Ed P
(ℓ)
i,0..t(σ
0..t|01..t)
|Ed|
=
∑N
i=1
∑
ℓ∈∂out
i
\∂sym
i
P
(ℓ)
i,0..t(σ
0..t|01..t)
|Ed| . (4.19)
The average probability mass function P
sym
is deﬁned as the average of P
(ℓ)
i,t over
all links belonging to a undirected edge
P
sym (
σ0..t|θ1..t) ≡ ∑(i,ℓ)∈Esym P (ℓ)i,0..t
(
σ0..t|θ1..t)
|Esym|
=
∑N
i=1
∑
ℓ∈∂sym
i
P
(ℓ)
i,0..t(σ
0..t|01..t)
|Esym| . (4.20)
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When we use the property that the spins in the neighborhood of i are uncorrelated,
we can write
∏
j∈∂i\ℓ
P
(i)
j,0..t−1
(
σ0..t−1j |ζ(i),1..t−1j
)
=
∏
j∈∂i\ℓ
P
(
σ0..t−1j |ζ(i),1..t−1j
)
. (4.21)
It is useful to focus on a speciﬁc example. We consider ﬁelds of the type
hj→i(s− 1) = Jjiσi(s− 1), (4.22)
where the interactions strengths Jij are i.i.d.r.v. drawn from an arbitrary
distribution PI(J). When we take the average of the update equations (4.13)
according to the deﬁnitions (4.19) and (4.20) and use (4.21), we ﬁnd the recursive
equations for the averaged probability mass function of paths. These recursive
equations are given by:
P
d (
σ0..t
)
=
∞∑
kout≥0
∞∑
kin≥0
min(kout,kin)∑
ksym=0
pd(k
in, kout, ksym)(kout − ksym)
cout − csym
×
kin∏
ℓ=ksym+1
∫
dJℓPI(Jℓ)
∑
σ0..t−1
ℓ
P
d (
σ0..t−1ℓ
)
×
ksym∏
ℓ=1
∫
dJℓPI(Jℓ)
∑
σ0..t−1
ℓ
P
sym (
σ0..t−1ℓ |Jℓσ0..t−2
)
×p0(σ(0))
t−1∏
s≥0
W

σ(s+ 1)|θ(s) + ∑
0<ℓ′≤kin
Jℓ′σℓ′(s)

 , (4.23)
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and
P
sym (
σ0..t|θ1..t) = ∞∑
kin≥0
kin∑
ksym=0
pd(k
in, ksym)ksym
csym
×
kin−1∏
ℓ=ksym
∫
dJℓPI(Jℓ)
∑
σ0..t−1
ℓ
P
d (
σ0..t−1ℓ
)
×
ksym−1∏
ℓ=1
∫
dJℓPI(Jℓ)
∑
σ0..t−1
ℓ
P
sym (
σ0..t−1ℓ |Jℓσ0..t−2
)
×p0(σ(0))
t−1∏
s≥0
W

σ(s + 1)|θ(s+ 1) + ∑
0<ℓ′≤kin−1
Jℓ′σℓ′(s)

 . (4.24)
We have introduced the average connectivities
csym ≡
∑
kin,kout,ksym
pd(k
in, kout, ksym)ksym, (4.25)
cout ≡
∑
kin,kout,ksym
pd(k
in, kout, ksym)kout. (4.26)
We remark that the factor kout−ksym in (4.23) and the factor ksym in (4.24) follow
from the sums over the neighborhoods ∂outi \ ∂symi and ∂symi in, respectively, (4.19)
and (4.20).
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The averaged probability mass function P
real
(σ0..t) over the marginals Pi(σ
0..t),
deﬁned through P
real
(σ0..t) ≡∑i Pi(σ0..t)/N , can be calculated from (4.15):
P
real (
σ0..t|θ1..t) = ∞∑
kin≥0
kin∑
ksym=0
pd(k
in, ksym)
×
kin∏
ℓ=ksym+1
∫
dJℓPI(Jℓ)
∑
σ0..t−1
ℓ
P
d (
σ0..t−1ℓ
)
×
ksym∏
ℓ=1
∫
dJℓPI(Jℓ)
∑
σ0..t−1
ℓ
P
sym (
σ0..t−1ℓ |Jℓσ0..t−2
)
×p0(σ(0))
t−1∏
s≥0
W

σ(s + 1)|θ(s+ 1) + ∑
0<ℓ′≤kin
Jℓ′σℓ′(s)

 . (4.27)
The Markovian dynamics of N spins deﬁned in (4.3) is reduced to an eﬀective
non-Markovian dynamics of one single spin given by the recursion formulas (4.23),
(4.24) and (4.27). Equations analogous to (4.23) and (4.24) have been derived
in [110] in the context of LDGM channel coding using the generating functional
analysis.
For fully asymmetric graphs, see (4.16), we have that P
(ℓ)
i,t (σ) = Pi,t(σ), but the
averages, P
d
t (σ) ≡ P (ℓ)i,t (σ) and P
real
t (σ) ≡ Pi,t(σ), over respectively the links and
the sites are diﬀerent. Indeed:
P
d
t (σ) =
∑
kin
pd(k
in)
c(kin)
cout
∏
0<ℓ≤kin
∫
dJℓPI(Jℓ)
×
∑
σℓ
P
d
t−1(σℓ)W

σ| kin∑
ℓ=1
Jℓσℓ

 , (4.28)
P
real
t (σ) =
∑
kin
pd(k
in)
∏
0<ℓ≤kin
∫
dJℓPI(Jℓ)
×
∑
σℓ
P
d
t−1(σℓ)W

σ| kin∑
ℓ=1
Jℓσℓ

 , (4.29)
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with c(kin) =
∑
kout p(k
out|kin)kout and cout =
∑
kout p(k
out)kout. We have used
p(kout|kin) =
{
p(kout,kin)
pd(kin)
0
when
pd(k
in) 6= 0
pd(k
in) = 0
. (4.30)
4.4 Examples of dynamics
In this section we deﬁne the type of dynamics that we study by specifying the
form of the transition probabilities W [σ|h] used in equation (4.3).
4.4.1 Glauber dynamics
Under Glauber dynamics every spin σi(t) ∈ {−1, 1} evolves under the inﬂuence of
the ﬁeld hi(t− 1) with a transition probability Wg(σi(t)|hi(t)) deﬁned through:
Wg[σ|h] ≡ exp (βσh)
2 cosh (βh)
. (4.31)
The parameter β is the inverse of the temperature T . It is possible to implement
the dynamics deﬁned by (4.31) and (4.3) with the heat-bath algorithm [15]. When
the graph is fully symmetric, detailed balance is satisﬁed with a 2-spin Hamiltonian
[126].
As an example we take a look at the recursive equations (4.23), (4.24) and (4.27) on
the Poissonian ensemble Gp (N, c, ǫ) deﬁned in B.2.4. For N → ∞, this ensemble
becomes equivalent to the ensemble Gdeg
(
N, pp
(
kin, kout, ksym
))
with
pp(k
in, kout, ksym) =
(
exp [−cǫ] (cǫ)k
sym
ksym!
)(
exp [− (1− ǫ) c] (c(1−ǫ))k
in−ksym
(kin−ksym)!
)
×
(
exp [− (1− ǫ) c] (c(1−ǫ))k
out−ksym
(kout−ksym)!
)
. (4.32)
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Substitution of (4.32) in (4.24) and (4.27) leads to,
P
real
(σ0..t|θ1..t) = P sym(σ0..t|θ1..t) =
∑
k≥0
e−cck
k!
∫ ( k∏
ℓ=1
dJℓPI(Jℓ)
)
×
k∏
ℓ=1
∑
σ0..t−1
ℓ
[
ǫP
sym (
σ0..t−1ℓ |Jℓσ0..t−2
)
+ (1− ǫ)P sym(σ0..t−1ℓ |00..t−1)
]
×p(σ(0))
t−1∏
s≥0
exp
[
βσ(s+ 1)
(
θ(s+ 1) +
∑
0<ℓ′≤k Jℓ′σℓ′(s)
)]
2 cosh
[
β
(
θ(s+ 1) +
∑
0<ℓ′≤k Jℓ′σℓ′(s)
)] . (4.33)
For the Poissonian ensemble equation (B.18) (see appendix B) is valid such that
P
d
(σ0..t) = P
sym
(σ0..t|01..t−1) = P real(σ0..t). The equations (4.23), (4.24) and
(4.27) reduce to the ensemble-average over the Poissonian ensemble given by the
result equation (4.33) of [74].
4.4.2 Coupled dynamics
We deﬁne a dynamics of two sets of N spins under the inﬂuence of the same
thermal noise. The dynamic variables are (σi(t), τi(t)) ∈ {−1, 1} × {−1, 1}. The
spins (σi(t), τi(t)) only feel the inﬂuence of their neighbouring spins (σi, τi), with
i ∈ ∂ini , through, respectively, the ﬁelds hi(t) and gi(t). The ﬁelds hi(t) and gi(t)
depend, respectively, only on the sets {σi(t− 1)}i=1..N and {τi(t− 1)}i=1..N . The
spins (σi(t), τi(t)) evolve according to Wc [(σi(t), τi(t));hi(t), gi(t)] :
Wc [(σ, τ)|h, g] ≡
δ (σ;−τ) |rh − rg| [Θ (rh − rg) δ (σ; 1) δ (τ ;−1) + Θ (rg − rh) δ (σ;−1) δ (τ ; 1)]
+δ (σ; τ) (1− |rh − rg|)Θ(rh − rg)
[
δ(σ; 1)
rg
1 + rg − rh + δ(σ;−1)
1− rh
1 + rg − rh
]
+δ (σ; τ) (1− |rh − rg|)Θ(rg − rh)
[
δ(σ; 1)
rh
1 + rh − rg + δ(σ;−1)
1− rg
1 + rh − rg
]
.
(4.34)
Θ is the Heaviside step function and the weights rh and rg are given by
rh =
exp (βh)
2 cosh (βh)
, rg =
exp (βg)
2 cosh (βg)
. (4.35)
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Equation (4.34) can be simulated using a heat-bath algorithm where at each time
step we choose the same random numbers, i.e. the same noise, for both set of spins
{σ}i=1..N and {τ}i=1..N . A more compact form of Wc is:
Wc [(σ, τ)|h, g] =
δ (σ;−τ) |rh − rg| [Θ (rh − rg) δ (σ; 1) δ (τ ;−1) + Θ (rg − rh) δ (σ;−1) δ (τ ; 1)]
+δ (σ; τ) Θ(rh − rg) [δ(σ; 1)rg + δ(σ;−1) (1− rh)]
+δ (σ; τ) Θ(rg − rh) [δ(σ; 1)rh + δ(σ;−1) (1− rg)] . (4.36)
We use the transition probabilityWc to determine the phase transitions to a chaotic
phase. When the thermal average of the distance between the paths {σ(t)}i=1..N
and {τi(t)}i=1..N does not converge to zero for t → ∞, even when the initial
distance between {σi(0)}i=1..N and {τi(0)}i=1..N is very small, the system is said
to be in a chaotic phase. This chaotic behaviour has been studied in [39] for spin
glasses and in [40] for neural networks. The coupled dynamics (4.36) does not
satisfy detailed balance.
4.5 The path entropy
The ﬂuctuations of the path probabilities P
(ℓ)
i,0..t over all links are given by the
distribution of the probabilities of the paths which we will call P . They determine
quantities like the average entropy rate S(t). With the recursive equations for the
distributions P , we discuss in section 4.10 the stationary solutions of the dynamics.
The stationary entropy rate of a Markov process is deﬁned as [32]
lim
t→∞
S(t)
t
≡ − lim
t→∞
t−1
∑
σ0..t
P0..t(σ0..t) log (P0..t(σ0..t)), (4.37)
where the bar denotes the average over the quenched variables. With the cavity
method we can derive, analogously as done in subsection 2.3.1
SG(t) =
N∑
i=1
∆Ssitei (t)−
1
2
∑
a∈Esym
∆S linka (t)−
∑
a∈Ed
∆S linka (t). (4.38)
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The quantity ∆Ssitei (t) is the increment in the entropy S when the i-th site is
added to the graph G(i):
∆Ssitei (t) = −
∑
σ0..t
∑
σ0..t
∂i
P∂i,0..t(σ
0..t
∂i )
t∏
s=1
W [σ(s)|h(s)] p0(σ(0))
× log
(
P∂i,0..t(σ
0..t
∂i )
t∏
s=1
W [σ(s)|h(s)] p0(σ(0))
)
, (4.39)
with
P∂i,0..t(σ
0..t
∂i ) =
∏
(j,i)∈Ed
P
(i)
j,0..t(σ
0..t
j )
∏
(j,i)∈Esym
P
(i)
j,0..t(σ
0..t
j |Jijσ0..t−1). (4.40)
The quantity ∆S linka (t) is minus the entropy diﬀerence when one removes the link
a from the graph G
∆S link(i,j)(t) = −
∑
σ0..t,τ0..t
P
(j)
i,0..t(σ
0..t|Jjiτ0..t−1)P (i)j,0..t(τ0..t|Jijσ0..t−1)
× log
(
P
(j)
i,0..t(σ
0..t|Jjiτ0..t−1)P (i)j,0..t(τ0..t|Jijσ0..t−1)
)
. (4.41)
The summation over the sites in equation (4.38) can be made when we know the
distributions of the probabilities of paths P on the graph.
4.6 The distribution of the probability distributions of
paths
We deﬁne the following distributions
Pd (P ) ≡
∑
(i,ℓ)∈Ed
∏
σ0..t δ
(
P (σ0..t)− P (ℓ)i,0..t(σ0..t)
)
|Ed| , (4.42)
Psym (P ) ≡
∑
(i,ℓ)∈Esym
∏
σ0..t,θ1..t δ
(
P (σ0..t|θ1..t)− P (ℓ)i,0..t(σ0..t|θ1..t)
)
|Esym| ,
Preal (P ) ≡
∑N
i=1
∏
σ0..t δ
(
P (σ0..t)− Pi(σ0..t)
)
N
. (4.43)
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When the variables Jij are i.i.d.r.v. and the transition probabilities are governed
by Glauber dynamics, Pd satisﬁes the recursive equation:
Pd (P ) =
∞∑
kout≥0
∞∑
kin≥0
min(kout,kin)∑
ksym=0
pd(k
in, kout, ksym)(kout − ksym)
cout − csym
×
ksym∏
ℓ=1
∫
dJℓPI(Jℓ)
∫
dPℓPsym (Pℓ)
kin∏
ℓ=ksym+1
∫
dJℓPI(Jℓ)
∫
dPℓPout (Pℓ)
×
∏
σ0..t
δ
(
P (σ0..t)−Fd (σ0..t; {Pℓ′ , Jℓ′}ℓ′=1..kin)
)
, (4.44)
with
Fd (σ0..t; {Pℓ, Jℓ}ℓ=1..kin) = ∑
σ0..t−11 ,··· ,σ0..t−1kin
ksym∏
ℓ=1
Pℓ(σ
0..t−1
ℓ |Jℓσ0..t−2)
×
kin∏
ℓ=ksym+1
Pℓ(σ
0..t−1
ℓ )

p0(σ(0)) t−1∏
s≥0
exp
[
βσ(s+ 1)
∑
0<ℓ′≤kin Jℓ′σℓ′(s)
]
2 cosh
[
β
∑
0<ℓ′≤kin Jℓ′σℓ′(s)
]

 .
(4.45)
The distribution along symmetric links is given by Psym
Psym (P ) =
∞∑
kin≥0
kin∑
ksym=0
pd(k
in, ksym)ksym
csym
×
ksym−1∏
ℓ=1
∫
dJℓPI(Jℓ)
∫
dPℓPsym (Pℓ)
kin−1∏
ℓ=ksym
∫
dJℓPI(Jℓ)
∫
dPℓPout (Pℓ)
×
∏
σ0..t,θ1..t
δ
(
P
(
σ0..t|θ1..t)−F sym (σ0..t|θ1..t; {Pℓ′ , Jℓ′}ℓ′=1..kin−1)
)
,
(4.46)
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with
F sym (σ0..t|θ1..t; {Pℓ, Jℓ}ℓ=1..kin−1)
=
∑
σ0..t−11 ,··· ,σ0..t−1kin−1
ksym−1∏
ℓ=1
Pℓ(σ
0..t−1
ℓ |Jℓσ0..t−2ℓ )
kin−1∏
ℓ=ksym
Pℓ(σ
0..t−1
ℓ )
×

p0(σ(0)) t−1∏
s≥0
exp
[
βσ(s+ 1)
(
θ(s+ 1) +
∑
0<ℓ′≤kin−1 Jℓ′σℓ′(s)
)]
2 cosh
[
βθ(s + 1) + β
∑
0<ℓ′≤kin−1 Jℓ′σℓ′(s)
]

 .
(4.47)
The distribution of the single site marginals Pi on the original graph is given by
P (P ) =
∞∑
kin≥0
kin∑
ksym=0
pd(k
in, ksym)
×
∫ ksym∏
ℓ=1
dJℓPI(Jℓ)
∫
dPℓPsym (Pℓ)
kin∏
ℓ=ksym+1
∫
dJℓPI(Jℓ)
∫
dPℓPd (Pℓ)
×
∏
σ0..t
δ
(
P (σ0..t)−F real (σ0..t; {Pℓ′ , Jℓ′}ℓ′=1..kin)
)
, (4.48)
with
F real (σ0..t; {Pℓ, Jℓ}ℓ=1..kin) = ∑
σ0..t−11 ,··· ,σ0..t−1kin
ksym∏
ℓ=1
Pℓ(σ
0..t−1
ℓ |Jℓσ0..t−2ℓ )
×
kin∏
ℓ=ksym+1
Pℓ(σ
0..t−1
ℓ )

p0(σ(0)) t−1∏
s≥0
exp
[
βσ(s+ 1)
∑
0<ℓ′≤kin Jℓ′σℓ′(s)
]
2 cosh
[
β
∑
0<ℓ′≤kin Jℓ′σℓ′(s)
]

 .
(4.49)
When we compare the equations (4.44) and (4.46) with the density evolution
equations (2.35) for the statics, we see a couple of diﬀerences. Since the graph is
directed we have now two distributions: one for the probabilities propagating along
symmetric edges and one for the probabilities propagating along directed edges.
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Since the equations (4.44) and (4.46) describe the dynamics of the model they
are recursive equations and their computational complexity scales exponentially
in time. Equation (4.48) for the marginals of the path probability is the dynamical
equivalent of (2.37) for the marginals of the stationary distribution.
4.7 Comparison with simulations
In this section we compare the value of the magnetisation m(t)
m(t) =
∑
σ0..t
σ(t)P
real (
σ0..t|01..t) , (4.50)
predicted by equations (4.23), (4.24) and (4.27), with simulation results. It is
diﬃcult to develop an eﬃcient Eisfeller-Opper scheme [47] for these equations
because the probability distributions of the paths P
sym
depend on the ﬁelds θ1..t.
It is necessary to solve (4.24) for all 2t possible values of θ1..t. We calculate the ﬁrst
time steps through an exact enumeration of the summations over the spin values
in equations (4.23), (4.24) and (4.27). The random graphs are drawn according to
the algorithm described in subsection B.2.5 of appendix B.
In ﬁgures 4.1 and 4.2 we compare the magnetisation in the ﬁrst time steps,
calculated through an exact enumeration, with the results obtained through Monte
Carlo simulations. In ﬁgure 4.1 we present the results for a bond disordered Ising
model on a symmetric Bethe lattice. The interactions J are drawn from the
bimodal distribution PI :
PI(J) =
(
1 + ρ
2
)
δ(J − J0) +
(
1− ρ
2
)
δ(J + J0), (4.51)
with ρ the bias in the couplings. In ﬁgure 4.2 we show results for the Ising model
on a Bethe lattice without bond disorder for a diﬀerent degree of asymmetry.
Both methods are in agreement conﬁrming our claim that the equations (4.23),
(4.24) and (4.27) describe exactly the parallel dynamics of spin systems on random
graphs.
4.8 The Ising model on a fully asymmetric Bethe
lattice
The dynamical cavity equations (4.13) simplify to (4.16) for fully asymmetric
graphs. We illustrate the usefulness of these equations for the Ising model on
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Figure 4.1: The magnetisation m as a function of the discrete time for
an Ising model on a symmetric Bethe lattice with connectivity C = 3.
The interactions are drawn from the bimodal distribution (4.51) with ρ =
0.25. The exact enumeration of the recursive equations (4.24) and (4.27)
(lines connecting markers) are compared with Monte Carlo simulations
(markers).
a graph with a degree distribution pd(k
in, kout, ksym) = δ(kin−C)pd(kout)δ(ksym).
We call the graphs drawn from this ensemble asymmetric Bethe lattices. The
distribution of the outdegrees pd(k
out) will have no inﬂuence on the dynamics, as
explicitly seen in equations (4.28) and (4.29). We can therefore chose any arbitrary
normalized distribution with
∑
kout k
outpd(k
out) = C. Because c(kin) = cout in
equation (4.28), P
real
t (σ) = P
d
t (σ) and we only need to solve the recursive equation
(4.28). We discuss this model for Glauber dynamics and coupled dynamics as
deﬁned in section 4.4.
4.8.1 Glauber dynamics
In this subsection we let the spins evolve according to Glauber dynamics deﬁned
in subsection 4.4.1. The transition probability is given by equation (4.31) with a
ﬁeld hi(s) =
∑
j∈∂in
i
Jjiσj(s− 1) .
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Figure 4.2: The time evolution of the magnetisation m at T = (1.8J0) for
an Ising model on a Bethe lattice without bond disorder for different levels
of asymmetry. Results are shown for graphs with fixed indegree kin = 3 and
a given fixed outdegree kout = C. The exact enumeration of the recursive
equations (4.23), (4.24) and (4.27) (lines connecting markers) are compared
with Monte Carlo simulations (markers).
Iterative equations
We derive the equations that give the evolution in time of the following
macroscopic observables: the average magnetisation, the correlation function and
the distribution of magnetisations.
We deﬁne the magnetisation m(t) through the relation P t(σ) = (m(t)σ + 1)/2.
From equation (4.28) we get for the evolution of the magnetisation under Glauber
dynamics
m(t+ 1) =
∏
0<ℓ≤C
[∑
σℓ
(
1 + σℓm(t)
2
)]〈
tanh

β

θ(t) + ∑
0<ℓ≤C
Jℓσℓ



〉
J1,··· ,JC
(4.52)
To ﬁnd an expression for the correlation function C(t, t′) between spins at time
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step t and t′, we sum equation (4.23) over all spins, except σ(t) and σ(t′). We get
the recursive equation for the two time marginal Pt,t′(σ(t), σ(t
′)). When we deﬁne
C(t, t′) through
Pt,t′(σ, τ) =
1
4
[1 +m(t)σ + τm(t′) + C(t, t′)στ ] , (4.53)
we get the recursive equation for the correlation function:
C(t+ 1, t′ + 1) =
∏
0<ℓ≤C
(∑
σℓτℓ
[1 + σℓm(t) + τℓm(t
′) + σℓτℓC(t, t′]
4
)
〈
tanh

β ∑
0<ℓ≤C
Jℓσℓ

 tanh

β ∑
0<ℓ≤C
Jℓτℓ

〉
J1,J2,··· ,JC
. (4.54)
For the distribution of the marginals P
(ℓ)
i,t in equation (4.16), or equivalently the
distribution Wt(m) of the corresponding magnetisations, we get the recursive
equation
Wt(m) =
∫ C∏
ℓ=1
(dJℓPI(Jℓ))
∫ C∏
ℓ=1
(dmℓWt−1(mℓ))
δ

m− ∏
0<ℓ≤C
∑
σℓ
(
1 + σℓmℓ
2
)
tanh

β ∑
0<ℓ′≤C
Jℓ′σℓ′



 . (4.55)
The time evolutions determined by the equations (4.52), (4.54) and (4.55) are
conﬁrmed by numerical simulations.
A stationary solution
Using the equations (4.52), (4.54) and (4.55) we can ﬁnd the stationary solutions.
We consider the stationary solution m(t + 1) = m(t) = m. This is a stationary
solution without cycles. Substitution of this ansatz in (4.52) shows that m is a
solution of
m =
∏
0<ℓ≤C
[∑
σℓ
(
1 + σℓm
2
)]〈
tanh

β

 ∑
0<ℓ′≤C
Jℓ′σℓ



〉
J1,J2,··· ,JC
(4.56)
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The model has a phase transition between a F-phase with m > 0 at low
temperatures and a P-phase with m = 0 at high temperatures. Since the phase
transition is continuous it is possible to determine the P to F phase transition line
with an expansion of the right hand side of (4.56) around m = 0. The critical
inverse temperature βF between the P phase and F phase is the solution of
1 = ρ2−C
C∑
r=0
(
k
r
)
|2r − k| tanh (β∗J |2r − k|) . (4.57)
Equation (4.57) holds for the bimodal distributions PI(J) of the form (4.51). Using
the stationary ansatz q = C(t, t′) = C(t − n, t′ − n) in (4.54) we try ﬁnd a phase
transition between a P phase with q = 0 and a SG phase with q > 0. We ﬁnd that
q = 0 for all temperatures and biases ρ, analogously to [74]. In ﬁgure 4.3 we show
the P to F transitions (solid lines) for diﬀerent values of the connectivity C as a
function of the temperature T and the bias ρ in the couplings .
0 0.5 1ρ
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0.2
0.4
0.6
0.8
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T/
(JC
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C = inf
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F
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0
Figure 4.3: The P to F transition lines (solid) for the Ising model on
an asymmetric Bethe graph are presented as a function of the rescaled
temperature T/(J0C) and the bias ρ in the couplings (see equation (4.51)).
Phase transition lines for different connectivities C are shown. The dashed
lines enclose the regions where the model behaves chaotically (CH).
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4.8.2 The chaotic phase
Although the spin model studied in this section has no SG phase, it has a chaotic
phase (CH phase). The spins do not freeze into a certain conﬁguration but evolve
chaotically in the conﬁguration space. In order to ﬁnd this phase it is necessary to
consider the dynamics of two set of spins {σi}i=1..N and {τi}i=1..N that interact
on the same graph with the same thermal noise and with a slightly diﬀerent initial
conﬁguration. The transition probability of the spins (σi, τi) is given by (4.36)
with hi(s) =
∑
j∈∂in
i
Jjiσj(s− 1) and gi(s) =
∑
j∈∂in
i
Jjiτj(s− 1).
As done in section 4.8 it is possible to derive the recursive equations for the single
time marginals P
d
t (σ, τ). We deﬁne the magnetisationmt and the thermal average
of the Hamming distance dt between the sets {σi}i=1..N and {τ}i=1..N through
P
d
t (σ, τ) =
1
4
(1 +mtσ +mtτ + (1− 2dt)στ) . (4.58)
In the case of a bimodal distribution PI(J) we get for dt the recursive equation
dt =
C−1∑
n=0
(
kin
n
)
(dt−1)
kin−n
(1− dt−1)n
×
∫
dxdy
∣∣∣∣ exp (β(x + |y|))2 cosh (β(x + |y|)) − exp (β(x− |y|))2 cosh (β(x − |y|))
∣∣∣∣
×
n∑
v=0
(
n
v
)(
1 + ρmt−1/(1− dt−1)
2
)v
×
(
1− ρmt−1/(1− dt−1)
2
)n−v
δ (x− 2v + n)
×
kin−n∑
w=0
(
kin − n
w
)
2n−k
in
δ
(
y − 2w + kin − n) . (4.59)
The time evolution of the magnetisation mt is given by equation (4.52). In the
case of a Gaussian distribution of the couplings we ﬁnd for dt the same result as
the one derived in [39]. The system is chaotic when the initial conﬁguration has
d0 ≈ 0 but for large times t→∞ the Hamming distance satisﬁes dt > 0.
We substitute the stationary ansatz dt = d and mt = m in equation (4.59). When
d > 0 the system is chaotic. Since the transitions are continuous we can study
the bifurcations around the d = 0 solution. We ﬁnd the following equation for the
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inverse transition temperature βCH to the CH phase
1 =
∞∑
kout≥0
∞∑
kin≥0
kin
min(kout,kin)∑
u=0
p(kin, kout, u)(kout − ksym)
cout − csym
×
∫
dxdy
∣∣∣∣ exp (β∗(x+ 1))2 cosh (β∗(x+ 1)) − exp (β
∗(x − 1))
2 cosh (β∗(x− 1))
∣∣∣∣
×
kin−1∑
v=0
(
kin − 1
v
)(
1 + ρm
2
)v (
1− ρm
2
)kin−1−v
δ
(
x− 2v + kin − 1) .
(4.60)
For C → ∞ equation (4.60) reduces to T = 4e−2β∗ρm (1 + e−2β∗ρm)−2. In ﬁgure
4.3 the diﬀerent phase transitions are shown. For the bias in the couplings ρ large
enough and decreasing the temperature starting from a large value, we obtain
subsequently the following phases: P phase, CH phase, chaotic F phase and non-
chaotic F phase.
4.9 Neural network on a scale-free graph
The interactions between neurons in organisms are mostly asymmetric [175].
Introducing asymmetric couplings in models for neural networks increases the
biological realism of the models under study. That is why in [35, 40] the Hopﬁeld
model was generalized to include asymmetric couplings.
We add some more realism to the model by deﬁning the neural network on a
graph with a given degree distribution. Many real-world networks have a degree
distribution of the form p(k) = ak−γ , with a a normalisation constant [5, 80, 130].
These are called scale-free graphs. One example is the network of brain activity
which has scale-free features [46]. In [25] neural networks on scale-free graphs with
only symmetric couplings have been studied.
We consider a neural network on a fully asymmetric graph with the following
distribution of indegrees and outdegrees [153]:
p(kin, kout) = Aak−λoutδ
(
kin, kout
)
+ (1 −A)a2k−λin k−λout. (4.61)
The correlation factor A in (4.61) denotes the fraction of sites where the number
of connections entering and leaving the site are equal. This correlation between
the degrees, which is found in many real-world networks [153], will turn out to
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have much inﬂuence on the performance of a scale-free neural network. For ﬁxed
λ we will change the average number of interactions by increasing the lower bound
b: p(kin, kout) = 0 for kin < b and kout < b.
We take the strengths of the interactions Jij according to the Hebb rule:
Jij =
1
p
p∑
µ=1
ξµi ξ
µ
j , (4.62)
with the ξµi ∈ {−1, 1} uncorrelated patterns drawn from the probability
distribution
q(ξµi ) =
1
2
(δ(ξµi ; 1) + δ(ξ
µ
i ;−1)) . (4.63)
The network has p patterns ξi =
(
ξ1i , ξ
2
i , · · · , ξpi
)
on each site. The Jij are not
i.i.d.r.v. variables, therefore, we can not use the equations (4.23) and (4.24).
4.9.1 Glauber dynamics
We ﬁrst derive the recursive equations for the marginal distributions when the
variables evolve according to a Glauber dynamics. From these equations we
determine the phase transition from a P phase to a retrieval phase (R phase).
In the R phase the network can recover a stored pattern while in the P phase the
noise is too large to retrieve a stored pattern from a distorted signal.
To calculate the mean of the cavity equations (4.13) over the quenched variables,
it is necessary to deﬁne the sublattices Iξ: Iξ ≡ {i ∈ V |ξi = ξ}. The averaged
path probabilities P
d
ξ(σ
(t)) and P
real
ξ (σ
(t)), on the sublattices Iξ are deﬁned as
P
d
ξ
(
σ0..t
) ≡
∑
i∈I
ξ
∑
(i,ℓ)∈Ed P
(ℓ)
i
(
σ0..t|01..t)∑
i∈I
ξ
∑
(i,ℓ)∈Ed
, (4.64)
P
real
ξ (σ
0..t) ≡
∑
i∈I
ξ
Pi(σ
0..t|01..t)∑
i∈I
ξ
. (4.65)
When the graph is drawn from an ensemble deﬁned by a degree distribution of
the form p(kin, kout, ksym) = p(kin, kout)δ(ksym), such that there are no symmetric
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couplings, we get the following recursive equation for P
d
ξ
P
d
ξ
(
σ0..t
)
=
∞∑
kin=b
pd(k
in)
cout
(
kin
)
cout
∏
0<ℓ≤kin
∑
σ0..t−1
ℓ
∑
ξℓ
P
d
ξ
ℓ
(σ0..t−1ℓ )
2p
×p0(σ(0))
∏
s≥0
exp
[
βσ(s+ 1)
∑
0<ℓ′≤kin
ξ·ξℓ′
p σℓ′(s)
]
2 cosh
[
β
∑
0<ℓ′≤kin
ξ·ξℓ′
p σℓ′(s)
] , (4.66)
with cout(k
in) the average number of directed edges leaving a site, given the
indegree kin: cout(k
in) =
∑
kout p(k
out|kin)kout. For the averaged path probability
on the original graph we get analogously
P
real
ξ
(
σ0..t
)
=
∞∑
kin=b
pd(k
in)
∏
0<ℓ≤kin
∑
σ0..t−1
ℓ
∑
ξ
ℓ
P
d
ξℓ
(σ0..t−1ℓ )
2p
×p0(σ(0))
∏
s≥0
exp
[
βσ(s + 1)
∑
0<ℓ′≤kin
ξ·ξℓ′
p σℓ′(s)
]
2 cosh
[
β
∑
0<ℓ′≤kin
ξ·ξℓ′
p σℓ′(s)
] . (4.67)
We use the notation P a
ξ
(σ(t)) = 12
(
1 +ma
ξ
(t)σ(t)
)
with superscript a = d or
a = real. The magnetisations md
ξ
and mreal
ξ
evolve in time according to
maξ(t) =
∞∑
kin=b
pd(k
in)
ca
(
kin
)
cout
2−pk
in ∏
0<ℓ≤kin
∑
σℓ
∑
ξ
ℓ
(
1 + σℓm
a
ξℓ
(t− 1)
2
)
× tanh
(
β
∑
0<ℓ′≤kin ξ · ξℓ′σℓ′
p
)
, (4.68)
with for the average connectivities
cd(k
in) = cout(k
in) = (1− A)cout +Akin, (4.69)
creal(k
in) = cout. (4.70)
We simplify the equations (4.68) with the condensed ansatzma
ξ
(t) = ξ1ma(t). The
ansatz assumes that the spins (= neurons) only have a ﬁnite overlap with the ﬁrst
118 PARALLEL DYNAMICS OF SPIN MODELS ON GRAPHS
pattern. The overlap ma(t) evolves according to
ma(t) =
∞∑
kin=b
pd(k
in)
ca(k
in)
cout
M(kin), (4.71)
with
M(kin) = 2−(p−1)k
in
kin(p−1)∑
r=0
kin∑
s=0
(
kin(p− 1)
r
)(
kin
s
)
×
[
1 +md(t− 1)
2
]s [
1−md(t− 1)
2
]kin−s
tanh
(
β(2s+ 2r − kinp)
p
)
.
(4.72)
When calculating numerically the sum in the degrees kin in equation (4.71) we
have to introduce a cutoﬀ K (see also the discussion at the end of subsection
2.2.3). We bound ma by two values, mal < m
a and mau > m
a, with mal and m
a
u
deﬁned through
mal (t) ≡
K∑
kin=b
pd(k
in)
ca(k
in)
cout
M(kin), (4.73)
mau(t) ≡
K∑
kin=b
pd(k
in)
ca(k
in)
cout
M(kin)
+sign
(
mdu(t − 1)
) ∞∑
kin=K+1
pd(k
in)
ca(k
in)
cout
. (4.74)
In equation (4.74) we have used that M(∞) = sign (md(t − 1)). Since we have
a power-law decay of the degree distribution (and not an exponential decay) it is
important to take the cutoﬀ K into consideration when we want to know the
asymptotic behaviour of the neural network for K → ∞. When the degree
distribution is power law the macroscopic observables will converge much slower
to its asymptotic value K =∞ in contrast to the case of a Poissonian distribution.
For ﬁnite K the time evolution of equation (4.73) is conﬁrmed by Monte Carlo
simulations.
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4.9.2 The retrieval state
When we consider a stationary state without cycles of the form, m(t) = m(t−1) =
m, we get the following equation for the critical inverse temperature βR of the P
to R transition
1 =
∑
kin
pd(k
in)
c
(
kin
)
cout
A(βR, kin), (4.75)
with
A(βR, kin) = 2−pkin
kin(p−1)∑
r=0
kin∑
s=0
(
kin(p− 1)
r
)(
kin
s
)
×(2s− kin) tanh
(
βR(2s+ 2r − kinp)
p
)
. (4.76)
We have performed a bifurcation analysis on the equations (4.73) and (4.74) to
derive equations (4.75) and (4.76). Below the critical temperature TR = 1/β
R,
mreal > 0 such that the neural network can retrieve a stored pattern from a
distorted initial conﬁguration. To solve numerically equation (4.75) we take a
distribution pd(k
in) = ak−γin with k
in ∈ [b, · · · ,K] and zero for other values of kin.
We introduce the lower critical value βRl , and the upper value β
R
u through
1 =
K∑
kin=b
pd(k
in)
c
(
kin
)
cout
A(βRl , kin),
1 =
K∑
kin=b
pd(k
in)
c
(
kin
)
cout
A(βRu , kin)
+
√
2
πp
( ∞∑
kin=K+1
pd(k
in)
√
kin
c
(
kin
)
cout
)
. (4.77)
To derive equation (4.77) we have used that A(β,C) has the following asymptotic
behaviour for C →∞
A(β,C)→
√
2
πp
√
C. (4.78)
The asymptotic value of the Riemann sum in the second term of (4.77) can be
calculated using a series that converges exponentially in K [19]. In ﬁgure 4.4 we
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compare how βRl and β
R
u converge to their asymptotic value for K → ∞. The
upper bound βRu clearly converges fast to the asymptotic value. The lower bound
βRl on the other hand converges very slow to its asymptotic value. When we would
estimate the critical value βR with βRl , which we usually do for Poissonian graphs,
we would ﬁnd a bad value for the critical temperature βR. Therefore we take TRu
as an approximation to the critical temperature in ﬁgures 4.5 and 4.6. In these
ﬁgures we have plotted TR as a function of, respectively, the exponent λ and the
correlation factor A. The retrieval phase increases with λ, which is expected since
the mean connectivity of the graph also increases with λ. Increasing the correlation
A between the indegrees and the outdegrees on scale-free graphs ameliorates the
performance of the network. The neural network becomes much more tolerant to
noise and can retrieve considerably more patterns when A increases.
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Figure 4.4: Neural network on a scale-free graph: The bounds βRu , β
ch
u
(upper lines) and βRl , β
ch
l (lower lines) on the inverse critical temperatures
βR, βch as a function of the cutoff K. The bounds on βR are calculated
for the model parameters λ = 2, p = 3, b = 4. The bounds on βch are
calculated for λ = 2.2, p = 3, b = 4. We see that the upper bounds
saturate much faster than the lower bounds.
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Figure 4.5: Neural network on a scale-free graph: The critical
temperatures TR (solid lines) T ch (upper dashed lines) and Tm (lower
dashed lines) as a function of the exponent λ (see equation (4.61)) for
a different number of patterns p. The minimal indegree is b = 4 and the
correlation factor A = 0. The R phase and CH phase become smaller when
p increases and the non chaotic part of the R phase dissapears when γ
increases. The CH phase is larger for odd values of p than for even values
of p.
4.9.3 The chaotic phase
In this subsection we determine the CH phase of the neural network. In [40] this
was done on a Poissonian graph using annealed methods where the interactions
are drawn at every time step independently.
We consider two systems on the same graph undergoing the same thermal noise
through the coupled dynamics described in subsection 4.4.2. We ﬁnd the following
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Figure 4.6: The critical temperatures of the retrieval state TR of the
neural network as a function of the correlation factor A of the scale-free
graph for a different number of patterns p. The ensemble of scale-free
graphs has the parameters λ = 2.8, b = 4. The critical temperatures are
estimated with TRu for K = 2000. The R phase increases considerably with
the correlation factor A.
Markovian process for the single time marginals P
d
t,ξ:
P
d
t,ξ (σ, τ) =
∑
kin
pd(k
in)
c(kin)
cout
∏
0<ℓ≤kin
∑
σℓ,τℓ
∑
ξℓ
P
d
t−1,ξ
ℓ
(σℓ, τℓ)
2p
Wc

σ, τ | ∑
0<ℓ′≤kin
ξ · ξℓ′
p
σℓ′ ,
∑
0<ℓ′≤kin
ξ · ξℓ′
p
τℓ′

 , (4.79)
whereWc is the transition probability deﬁned in (4.36). We parameterize the single
time marginals P
d
t,ξ with the magnetisations mξ,1(t), mξ,2(t) and the Hamming
distance dξ(t) at time step t:
P
d
t,ξ (σ, τ) =
1
4
[
1 + σmξ,1(t) + τmξ,2(t) + στ
(
1− 2dξ(t)
)]
. (4.80)
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The Hamming distance evolves according to
dξ(t) =
∞∑
kin=b
pd(k
in)
×
∏
0<ℓ≤kin
∑
σℓ,τℓ
∑
ξℓ

1 + σℓmξℓ,1(t− 1) + τℓmξℓ,2(t− 1) +
(
1− 2dξℓ(t− 1)
)
σℓτℓ
2p+2


×
∣∣∣∣∣∣∣
exp
[
β
∑
ℓ′
(
ξ·ξ
ℓ′
p
)
σℓ′
]
2 cosh
[
β
∑
ℓ′
(
ξ·ξℓ′
p
)
σℓ′
] − exp
[
β
∑
ℓ′
(
ξ·ξ
ℓ′
p
)
τℓ′
]
2 cosh
]
β
∑
ℓ′
(
ξ·ξℓ′
p τℓ′
)]
∣∣∣∣∣∣∣ . (4.81)
The magnetisations mξ,1(t) and mξ,2(t) evolve according to equation (4.68).
We use the condensed initial conditions, mξ,1(0) = ξ
1m(0), mξ,2(0) = ξ
1m(0) and
dξ(0) = d(0). These initial conditions imply that the initial conﬁgurations have a
ﬁnite overlap with only the ﬁrst pattern. From the time evolution (4.79) we ﬁnd
that for the condensed initial conditions mξ,1(t) = ξ
1m(t), mξ,2(t) = ξ
1m(t) and
dξ(t) = d(t). The evolution of the overlap m(t) is given by equation (4.71). For
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d(t) we get
d(t) =
∞∑
kin=b
pd(k
in)
kin∑
n=0
(
kin
n
)
(d(t− 1))kin−n (1− d(t− 1))n
×
(kin−n)(p−1)∑
R1=0
n(p−1)∑
R2=0
f
(
R1, (p− 1)(kin − n)
)
f (R2, (p− 1)n)
×
∫
dxdy exp
[
β
p
(−n(p− 1) + 2R2 + x)
]
×
∣∣∣∣∣∣
exp
[
β
p
(|y|+ 2R1 − (kin − n)(p− 1))]
2 cosh
[
β
p (x+ |y| − kin(p− 1) + 2R1 + 2R2)
]
× −
exp
[
β
p
(−|y| − 2R1 + (kin − n)(p− 1))]
2 cosh
[
β
p (x− |y|+ (kin − 2n)(p− 1)− 2R1 + 2R2)
]
∣∣∣∣∣∣
×
n∑
v=0
(
n
v
)(
1 +m(t− 1)/(1− d(t− 1))
2
)v
×
(
1−m(t− 1)/(1− d(t− 1))
2
)n−v
δ (x− 2v + n)
×
kin−n∑
w=0
(
kin − n
w
)
2−n+k
in
δ
(
y − 2w + kin − n) . (4.82)
In equation (4.82) we have summed subsequently over the following variables: the
indegrees kin, the number of neighbouring spins n with σ 6= τ , the number of
neighbouring spins v with σ = τ and σ = 1 and the number of neighbouring
spins w with σ 6= τ and σ = 1. The summation variables R1 and R2 are the
number of non-condensed patterns ξµℓ on the neighbouring spins that are equal to
the corresponding pattern ξµ on the original site with, respectively, σ 6= τ and
σ = τ . The complex function f(R;x) used in equation (4.82) equals
f(R;x) =
1
2π
∫ 2π
0
dω exp [iωR]
∣∣∣cos(ω
2
)∣∣∣x exp[−ixatan( sinω
1 + cosω
)]
(4.83)
It is possible to ﬁnd an equation for the inverse transition temperature βch to a
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CH phase with the stationary value d > 0 of d(t) by expanding the left side of
(4.82) around d(t− 1) = 0:
1 =
∑
kin
pd(k
in)kin
c(kin)
cout
B(β, kin,m), (4.84)
with
B(β, kin,m) =
∫
dx
kin−1∑
v=0
δ
(
x− 2v + kin − 1)
×
(
kin − 1
v
)(
1 +m
2
)v (
1−m
2
)kin−1−v
×
p−1∑
R1=0
(kin−1)(p−1)∑
R2=0
f (R1, p− 1) f
(
R2, (p− 1)(kin − 1)
)
× exp
[
β
p
(−(kin − 1)(p− 1) + 2R2 + x)]
×
∣∣∣∣∣∣
exp
[
β
p (1 + 2R1 − (p− 1))
]
2 cosh
[
β
p ((x+ 1)− kin(p− 1) + 2R1 + 2R2)
]
−
exp
[
β
p (−1− 2R1 + (p− 1))
]
2 cosh
[
β
p ((x− 1) + (−kin + 2)(p− 1)− 2R1 + 2R2)
]
∣∣∣∣∣∣ . (4.85)
The asymptotic behaviour of B for C →∞ is given by:
B(β,C,m) ∼ exp (CΨ(m)) , (4.86)
with
Ψ(m) = log

(1−m) + (1 +m) exp
(
2x
p
)
2

+ (p− 1) log

1 + exp
(
2x
p
)
2

− x,
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and
x =
p
2
log

−
2m
p +m+
√(
−m+ 2mp
)2
− (m− 1)(1 +m)
1 +m

 . (4.87)
When |m| > 0 we have that Ψ < 0, hence, the series converges exponentially for
large C. When m = 0 we have that Ψ = 0. The asymptotic behaviour of B is
then:
B(β,C,m) ∼ 1√
C
(√
2
pπ
)
2−p+1
p−1∑
r=0
(
p− 1
r
)
|1 + 2r − (p− 1)| = ζ√
C
.
(4.88)
We deﬁne the upper bounds βchu and β
ch
l on the inverse critical temperature β
ch
to the CH phase for m = 0 as:
1 =
K∑
kin=b
pd(k
in)kin
c(kin)
cout
B(βchl , kin, 0), (4.89)
1 =
K∑
kin=b
pd(k
in)kin
c(kin)
cout
B(βchu , kin, 0)
+ζ
∞∑
kin=K+1
pd(k
in)
√
kin
c(kin)
cout
. (4.90)
The convergence of βchu and β
ch
l to their asymptotic value β
ch in function of K
has been plotted in ﬁgure 4.4. Since βchu saturates much faster we have used this
value in ﬁgure 4.5 to estimate βch. The R phase contains a part with d > 0
which is chaotic. The bounds βmu and β
m
l on the inverse critical temperature β
m
of the transition from the chaotic to the non-chaotic R phase are calculated by
substituting respectively mal and m
a
u into equation (4.84). In ﬁgure 4.5 the value
of βml is approximated by β
m. In this ﬁgure the complete phase diagram of the
neural network with the P phase, the R phase and the CH phase is presented. The
chaotic region of the neural network is enclosed by the dashed lines. This region
is larger for odd values of p.
THE STATIONARY SOLUTION WITHOUT CYCLES 127
4.10 The stationary solution without cycles
In this section we develop an algorithm to calculate the marginals of the stationary
solution. This algorithm would be the equivalent of the BP equations (2.88).
When we use equations (4.13) we have an algorithm with a linear computational
complexity O(N). Because the algorithm scales as O(2t) in time t we can
only follow the dynamics for a small number of time steps. We are interested
in calculating the marginals of the stationary state when t → ∞. To solve
this problem we introduce some assumptions on the distribution P (σ0..t). The
calculation is restricted to stationary states without cycles.
4.10.1 The one-time approximation
We neglect the correlations in time in the probability distributions P
(ℓ)
i,0..t equations
(4.13)
P
(ℓ)
i,0..t(σ
0..t|θ0..t) =
t∏
s=1
P
(ℓ),∗
i (σ(s)|θ(s)) =
t∏
s=1
exp
[
βu
(ℓ)
i (θ(s))σ(s)
]
2 cosh
[
βu
(ℓ)
i (θ(s))
] . (4.91)
We close the equations (4.13) using the ansatz (4.91) in the left hand side and
P
(ℓ),∗
i (σ(t)|θ) = lims→−∞
∑
σs..t−1
P
(ℓ)
i (σ
s..t|θs+1..t), (4.92)
with θs..t the constant vector with components θ, i.e. θs..t = (θ, θ, . . . , θ). We have
closed the equations in a way that we recover the exact stationary solution for
both fully symmetric and fully asymmetric graphs. The approximation given by
(4.91) does not take into account the appearance of cycles. Since we neglected
correlations in time we can not expect a good description of the spin glass phase.
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4.10.2 Cavity equations in the one-time approximation
Inserting (4.91) and (4.92) in (4.13) we obtain the following MPA
uj→i(θ) =
1
2β
∑
σ
σ log


∑
τ1,··· ,τkin
j
−1
∑
τ
exp
[
βσ(
∑
ℓ∈∂in
j
\i Jℓjτℓ + θ)
]
2 cosh
[
β
(∑
ℓ∈∂in
j
\i Jℓjτℓ + θ
)]
exp
[
β
∑
ℓ∈∂sym
j
\i τℓuℓ→j (Jℓjτ) + β
∑
ℓ∈(∂in
j
\∂sym
j
)\i τℓuℓ→j
]
∏
ℓ∈∂sym
j
\i cosh [βuℓ→j(Jℓjτ)]
exp [βτuj→i(θ)]

 .
(4.93)
Equation (4.93) is an implicit equation in the message uj→i(θ). Using the one-time
approximation on equations (4.15) we ﬁnd an equivalent expression for the real
marginals.
For fully asymmetric graphs we ﬁnd
uj→i =
1
2β
∑
σ
σ log


∑
τ1,··· ,τkin
j
∏
ℓ∈∂in
j
exp [βσJℓjτℓ]
2 cosh [β (
∑
ℓ Jℓjτℓ)]
exp

β k
in
j∑
ℓ=1
τℓuℓ→j



 .
(4.94)
These are the ABP equations (4.16).
For fully symmetric graphs the equations (4.93) admit the solution
uj→i(θ) = θ + β−1
∑
ℓ∈∂sym
j
\i
atanh [tanh (βJℓj) tanh (βuℓ→j)] , (4.95)
where we used uℓ→j (Jℓjτ) = Jℓjτ + uℓ→j. We ﬁnd again the BP algorithm for
symmetric graphs (2.87).
Since we ﬁnd the known BP algorithms for both fully asymmetric and fully
symmetric graphs, we wonder whether equations (4.93) also makes a good
prediction of the marginals on partially asymmetric graphs. We determine the
performance of the algorithm (4.94) through their DE equations.
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4.10.3 Density evolution equations in the one-time approxima-
tion
We derive a selfconsistent expression for the distribution of the ﬁelds uj→i(θ) on a
graph drawn from the ensemble Gdeg(N, pd) from appendix B.2.5. In the sequel we
use bimodal distributions of the form (4.51). We have then two types of messages
propagating along symmetric links: u(θ) = u(J0σ) = u
σ.
The function u = Ukin,ksym ({uℓ, Jℓ} ; θ) is deﬁned through the explicit solution u
of the following implicit equation:
u =
1
2β
∑
σ
σ log

∑
τ ,τ
exp
[
βσ(
∑kin
ℓ=1 Jℓτℓ + θ)
]
2 cosh
[
β
(∑kin
ℓ=1 Jℓτℓ + θ
)]
exp
[
β
∑ksym
ℓ=1 τℓuℓ (Jℓτ) + β
∑kin
ℓ=ksym+1 τℓuℓ
]
∏ksym
ℓ=1 cosh [βuℓ(Jℓτ)]
exp [βτu]

 . (4.96)
The density of the ﬁelds propagating along directed edges within the one-time
approximation is given by
W d(u) =
∞∑
kout≥0
∞∑
kin≥0
min(kout,kin)∑
ksym=0
pd(k
in, kout, ksym)(kout − ksym)
cout − csym
×
ksym∏
ℓ=1
∫
dJℓPI(Jℓ)
∫
du+ℓ du
−
ℓ W
sym(u+ℓ , u
−
ℓ )
×
kin∏
ℓ=ksym+1
∫
dJℓPI(Jℓ)
∫
duℓW
d (uℓ)
×δ [u− Ukin,ksym ({uℓ′ , Jℓ′}ℓ′=1..kin ; 0)] . (4.97)
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The density of the ﬁelds propagating along the symmetric edges is
W sym(u+, u−) =
∞∑
kin≥0
kin∑
ksym=0
pd(k
in, ksym)ksym
csym
×
ksym−1∏
ℓ=1
∫
dJℓPI(Jℓ)
∫
du+ℓ du
−
ℓ W
sym(u+ℓ , u
−
ℓ )
×
kin−1∏
ℓ=ksym
∫
dJℓPI(Jℓ)
∫
duℓW
d (uℓ)
×δ [u− − Ukin−1,ksym−1 ({uℓ′, Jℓ′}ℓ′=1..kin−1 ;−1)]
×δ [u+ − Ukin−1,ksym−1 ({uℓ′ , Jℓ′}ℓ′=1..kin−1 ; 1)] . (4.98)
The ﬁelds of the real marginals have a density W real given by
W real(u) =
∞∑
kin≥0
kin∑
u=0
pd(k
in, ksym)
ksym∏
ℓ=1
×
∫
dJℓPI(Jℓ)
∫
du+ℓ du
−
ℓ W
sym(u+ℓ , u
−
ℓ )
×
kin∏
ℓ=ksym+1
∫
dJℓPI(Jℓ)
∫
duℓW
d (uℓ)
×δ [u− Ukin,ksym ({uℓ′ , Jℓ′}ℓ′=1..kin ; 0)] . (4.99)
Using the analogy with the equations (2.35) we call the equations (4.97) and
(4.98) the density evolution equations in the one-time approximation. We have
now two densities instead of one: the density for the ﬁelds propagating along
symmetric edges and the density for the ﬁelds propagating along directed edges.
The equation for the marginals on the original graph (4.99) is the equivalent of
(2.37) for the symmetric model. Another important diﬀerence is that the update
function Ukin,ksym , for partially asymmetric graphs, is not explicitly known. Instead
we have to solve the implicit equation (4.96). The equations (4.97), (4.98) and
(4.99) constitute an algorithm that generalizes BP to graphs with asymmetric
bonds.
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Figure 4.7: The magnetisation m as a function of the rescaled
temperature T/(DJ0) for a ferromagnet (i.e. ρ = 1) defined on a Bethe
lattice. The indegree D of the graph equals 3 and each site is incident to C
symmetric bonds. The simulations (markers) are mean values of 20 runs on
graphs of sizes O(104). The theory (lines) follow from solving recursively
the density evolution equations in the one-time approximation .
4.10.4 Results and comparison with simulations
We numerically solve the equations (4.97), (4.98) and (4.99) with the population
dynamics algorithm as described in subsection 2.2.3. In ﬁgure 4.7 the magnetisa-
tion is plotted as a function of the temperature for an Ising model without bond
disorder on a Bethe lattice. Theory is compared with simulations. The degree
distribution is then:
pd(k
in, kout, ksym) = δ(ksym − C)δ(kin −D)p(kout). (4.100)
Since there is no disorder the distributions W d(u) and W sym(u+, u−) are delta
functions. Figure 4.7 shows that the theory and the simulations are in good
agreement. For C = 0, 3 the results coincide while for C = 1, 2 there is a small
deviation. Figure 4.8 shows the comparison between theory and simulations on
graphs with ﬂuctuating connectivities. We simulated an Ising model without bond
disorder on Poissonian graphs drawn from the Poissonian ensemble deﬁned in B.2.4.
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Figure 4.8: The magnetisationm as a function of the temperature T/(cJ0)
for an Ising model without bond disorder on a Poissonian graph with mean
connectivity c = 3 and different fractions of symmetric edges ǫ. The lines
are obtained by population dynamics from the density evolution equations
in the one-time approximation for populations of sizes O(105). The markers
are the average results from 20 runs with the heat-bath algorithm on a
graph instance of size O(105).
Despite the ﬂuctuations in the degrees we ﬁnd a good agreement between theory
and simulations. This conﬁrms that the one-time approximation works very well
for models without bond disorder. In ﬁgure 4.9 we plot the magnetisation on a
Bethe lattice with bond disorder. The diﬀerence between theory and simulations
increases with the bias ρ in the bonds. From this ﬁgure we can already conclude
that for partially asymmetric graphs the one-time approximation typically over
estimates the value of the magnetization.
4.10.5 Bifurcation analysis
We calculate the P to F and the P to SG transition lines for Ising models with
bimodal distributions using a bifurcation analysis around the P solution. First,
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Figure 4.9: The magnetisation m as a function of the bias ρ in the
couplings (see equation (4.51)) at a temperature T/(DJ0) = 0.5. The Ising
model is defined on a Bethe lattice with the degree distribution defined in
(4.100). The indegree D equals 3 and results are shown for various values
of the symmetric degree C. The simulations (markers) are the mean values
of 20 runs on graphs of sizes O(105). The theory (lines) are results from the
density evolution equations in the one-time approximation using a Monte
Carlo calculation with populations of O(105) fields.
we note that the equations (4.98) and (4.97) admit the solution:
W d(u) = δ(u), (4.101)
W s(u+, u−) =
∫
dAWP (A)δ(u+ −A)δ(u− +A). (4.102)
Indeed, when we insert (4.101) and (4.102) in (4.98) we get for WP (A):
WP (A) =
∞∑
kin≥0
kin∑
ksym=0
pd(k
in, ksym)ksym
csym
∏
0<ℓ≤ksym−1
∫
dAℓW
P (Aℓ)
×δ [A−Aksym−1,kin−1 ({Aℓ′}ℓ′=1..ksym−1)] , (4.103)
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with Aksym−1,kin−1 the explicit solution of
A =
1
2β
∑
θ=±1
θ log

∑
τ
exp
[
θβJ0(
∑kin−1
ℓ=1 τℓ + 1)
]
cosh
[
βJ0
(∑kin−1
ℓ=1 τℓ + 1
)] cosh
[
β
ksym−1∑
ℓ=1
τℓAℓ + βA
]
 .
(4.104)
The solution (4.101) and (4.102) represents the P phase. For a symmetric lattice
with kin = ksym we have Aksym−1,kin−1 = J0. For ksym = 0 we have
Aksym−1,kin−1 = 1
2β
∑
θ=±1
θ log

∑
τ
exp
[
θβJ0(
∑kin−1
ℓ=1 τℓ + 1)
]
cosh
[
βJ0
(∑kin−1
ℓ=1 τℓ + 1
)]

 . (4.105)
For partially asymmetric graphs WP (A) will have a more complicated form.
To determine the P to F and P to SG transitions, we expand the equations (4.97),
(4.98) and (4.99) around the solution given by (4.101) and (4.102). We refer to
[126] for more details. For fully symmetric lattices we get the bifurcation conditions
(2.46) and (2.47) back, while for fully asymmetric lattice we ﬁnd the bifurcation
condition (4.57).
4.10.6 Phase diagrams
We determine the phase diagrams of two Ising models on asymmetric graphs within
the one-time approximation for a bimodal distribution PI(J) (4.51). The P-F and
P-SG transitions are determined as the solution to the bifurcation conditions found
in subsection 4.10.5. The F-SG transitions are determined through a version of the
population dynamics algorithm , see subsection 2.2.3, adapted to ﬁnd the solution
to the equations (4.97), (4.98) and (4.99).
• Bond-disordered Ising model on a Bethe lattice: In ﬁgure 4.9 the (T/(J0D), ρ)-
phase diagram of the Ising model on a graph drawn from the ensemble GBethe
is shown. We see how within the one-time approximation the SG phase
gradually disappears with decreasing connectivity in favor of the P and F
phase. One should be careful when interpreting this phase diagram. The
one-time approximation overestimates the SG phase when there is partial
asymmetry.
• Bond-disordered Ising model on a Poissonian lattice: In ﬁgure 4.10 we
present the P to F transition line for a ferromagnet (ρ = 1) and the P
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Figure 4.10: Critical temperatures computed from a bifurcation analysis
(lines) within the one-time approximation are compared with simulations
(markers) as a function of the fraction of symmetric edges ǫ. The results
shown for the P to F transition are for an Ising model on a Poissonian
graph without bond disorder. The results shown for the P to SG transition
concern an Ising model on a Poissonian graph for ρ = 0.
to SG transition line for a Poissonian graph as a function of the fraction of
symmetric edges ǫ. Both lines are computed with the bifurcation analysis.
The markers show the P to F transitions (circles) and the P to SG transitions
(squares) both obtained through simulations. The P to F transition is in good
agreement with simulations but the P to SG transition does not agree with
simulations. The size of the SG phase is overestimated. But qualitatively
the one-time approximation does show a SG phase gradually disappearing
with the asymmetry in the system. The critical temperatures are obtained
through the method of Binder cumulants [15].
4.11 Conclusion
In this chapter we have applied the cavity method to study the dynamics of spin
models on a given graph instance. We have derived a set of eﬀective equations
which describe the dynamics. Solving these recursive equations can be seen as the
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equivalent of the belief propagation algorithm known from inference problems or
decoding algorithms. Just like the latter, we expect these equations to be exact
on a tree. The main diﬀerence with statics is that now path probabilities, instead
of stationary probabilities of single spins, are propagated along the edges of the
graph. We took the average over an ensemble of graphs to ﬁnd the recursive
equations describing the dynamics of Ising models on typical graphs drawn from
this ensemble. These equations generalize the result of [74] to graphs with arbitrary
degree distributions. The macroscopic evolution of the system is given as a function
of three mean values of path probabilities: one of the probabilities propagating
along directed edges, one of the probabilities propagating along symmetric edges
and one of the marginal path probabilities of the spins on the original graph. On a
Poissonian graph the three recursive equations for these path probabilities reduce
to one and we ﬁnd back the result derived in [74].
We have solved the following problems with these equations:
The evolution of macroscopic observables like the magnetisation is calculated
for a small number of time steps because the computational complexity of the
ﬁnal equations scales exponentially in time. These results are compared with
simulations and both are in good agreement. This conﬁrms that our approach
determines the dynamics of spin models on graphs.
The eﬀective equations simplify on fully asymmetric graphs. The single spin
eﬀective dynamics becomes Markovian and the stationary distribution is derived.
We have calculated the phase diagrams of an Ising model on a Bethe lattice showing
the existence of a paramagnetic, ferromagnetic and a chaotic phase. We also have
studied a neural network with Hebbian couplings on a scale-free graph and we have
found that correlations between indegrees and outdegrees increase the retrieval
properties of the neural network tremendously.
We have introduced an heuristic method to derive the stationary distribution
of Ising like models on partially asymmetric graphs by assuming that the path
probabilities factorize in time. Hence we do not consider cyclic behaviour. The
equations are closed such that we recover the correct stationary distribution
for models on fully symmetric and fully asymmetric graphs. This method is
approximative. We found a set of equations that generalize belief propagation
to an algorithm that computes the marginals of the stationary distribution of
Ising models on graphs with asymmetric couplings. The evolution of macroscopic
observables and the phase transitions are obtained with this method and compared
with simulations. Without bond disorder the theory and simulations give almost
similar results. When introducing bond disorder the theoretical predictions start
to fail and a more reﬁned approximation is necessary.
FUTURE PROSPECTS 137
4.12 Future prospects
We mention some possible future developments
• Sequential dynamics: In [116] the Langevin dynamics of spin models on a
Poissonian lattice has been studied using a GFA approach. The resultant
order parameter equations concern a distribution of superﬁelds:
c [Ψ] =
1
N
N∑
i=1
δ (Ψ− Φi) (4.106)
with Φi(t, θ, θ) some superﬁeld appearing in the generating functional, i.e. :
Φi(t, θ, θ) = si(t) + θψi(t) + ψi(t)θ + isˆi(t)θθ. (4.107)
with θ and θ Grasmann variables. Is it possible to recover the saddle point
equations for c [Ψ] in a probabilistic way using the cavity method? Can one
give a probabilistic interpretation for the variable Φi(t, θ, θ) as the ﬁeld of
a single site marginal on the cavity graph or a message on a given graph
instance?
• Loop corrections: The BP algorithm (2.88) has been generalized to an
algorithm containing loop corrections. How can one include loop corrections
to the dynamical equations (4.13)? How do these loop corrections apply to
the dynamics on a directed graph (4.16) which are Markovian for graphs
without loops? This research direction is in particular interesting as many
loops will induce directed “currents” in the graph. How can one describe the
appearance of these currents in the model?
• A functional approach: is it possible to extend the one-time approximation,
see subsection (4.10.1), and the MPA (4.93) to an algorithm that determines
the marginals, also in the presence of frustration in the lattice? We are
adressing this problem through the variational approach as explained, for
instance in [176]. Is it possible to generalize the equations (4.93) in a
systematic way to including time correlations?
Chapter 5
Low-density parity-check codes
Low-density parity-check (LDPC) codes are an active research area in information
theory. These codes are efficient and reach the Shannon limit for symmetric
memoryless channels. Reaching the Shannon limit was the fundamental problem
of coding theory since their existence.
For asymmetric channels and channels with memory in the noise it is unclear
whether the LDPC codes reach the Shannon limit. Asymmetric channels are
important in communication through optical fibers while memory effects are
important in wireless communication. We determine the typical performance of
LDPC codes on these channels by mapping them on spin models on graphs. We
derive the density evolution equations for the binary asymmetric channel and
the Gilbert-Elliot channel through the replica method. Such a calculation was
previously only known for symmetric channels. The Gilbert-Elliot channel is
commonly used to model memory effects. For unbiased sources we recover in
particular the results of Wang et. al for asymmetric channels and of Eckford et. al
for the Gilbert-Elliot channel [172, 44].
We determine the threshold values of the noise for decoding using the belief-
propagation algorithm and decoding employing thermodynamic averages. For noise
values above these thresholds the corresponding decoding algorithm fails while it
is successful below these values. Using methods of FiC-systems we determine
the performance of the decoding algorithm when the true noise of the channel
is not known. The temperature characterizes this lack of knowledge. We identify
phases in the temperature versus noise phase diagram corresponding to spin models
on graphs: ferromagnetic, suboptimal ferromagnetic, paramagnetic and spin-glass
phases are identified. Only in the ferromagnetic phase reliable communication is
possible. In particular we discuss the influence of asymmetry and memory effects
on the phase diagram.
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5.1 Processes in reliable communication through a
noisy medium
We consider the problem of reliable communication between a person A and
another person B. Person A sends a message through a noisy channel which
corrupts the message. Person B has to infer the message sent from the corrupted
message received. We describe very shortly the basic concepts from information
and coding theory. For more details we refer to [32, 96].
5.1.1 Source of the information
The source of messages, which we want to communicate reliably, is modelled as a
memoryless random number generator that draws strings of bits
{
s0i
}
i=1..N
from
a probability distribution ps:
ps
({
s0i
}
i=1..N
)
=
N∏
i=1
ps(s
0
i |b) =
N∏
i=1
[
bδ
(
s0i ; 0
)
+ (1− b)δ (s0i ; 1)] . (5.1)
The parameter b is the bias of the source. The index i can be interpreted as a
time index. A string of bits
{
s0i
}
i=1..N
= (s01, s
0
2, · · · , s0N) is usually called a word.
An important property of the source is the number of information bits contained
in each bit sent, given by the binary entropy h(ps):
h(ps) = lim
N→∞
−N−1
∑
{s0i}i=1..N
ps
({
s0i
}
i=1..N
)
log2
(
ps
({
s0i
}
i=1..N
))
. (5.2)
We also write H = Nh(ps). We deﬁne the rate of the source R0 ≡ h−1 (ps). The
rate of the source is an important quantity in data compression [32]:
• Equipartition theorem: For N →∞ there is a typical set of words of size
2Nh containing a probability almost equal to one and all the words in this
typical sets are equiprobable: 2−Nh. This results follows directly from the
CLT.
• Data compression: the average length of codewords in successful data
compression is lower bounded by the entropy
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5.1.2 Encoding process
Because of the noise present in the channel, we add redundancy to the original
word we want to communicate reliably. The encoding process is deﬁned by a map
G from ZN2 to ZM2 with N < M . The rate of this encoding process is given by
R = R0 (N/M). The image C ⊂ ZM2 of G is called the codebook. The elements of
the codebook C are called the codewords.
An important class of codes are the linear codes for which G is a linear map. These
codes are deﬁned through the M ×N generator matrix G:
G(s0) = GTs0 = s, (5.3)
with s0 and s respectively an N -dimensional and M -dimensional column vector.
We call the normal form, G˜ of a generator matrix G, the matrix of the following
form,
G˜ = (IN |P) , (5.4)
equivalent to G. The quantity IN is the unity matrix of dimension N and P the
matrix of parity checks. Two generator matrices are equivalent when they generate
the same codebooks. It is possible to ﬁnd the normal form of a generator matrix
through a Gauss-Jordan elimination [142]. In practice one performs a series of n
column operations:
G
TC1C2 · · ·Cn−1CnC−1n C−1n−1 · · ·C−12 C−11 s0 = s, (5.5)
with Ci a N×N matrix that performs a column operation, permutes two columns
or performs a linear combination of two columns.
It is possible to deﬁne linear codes through a parity-check matrix H, which is a
(M − N) ×M -matrix whose rows are all linearly independent. The codebook of
parity-check generated matrices is given by
C = {s ∈ ZM |Hs = 01,M} , (5.6)
with 0M the M -dimensional null vector. We remark that the linear space spanned
by the set of C is N -dimensional when the rows are linearly independent. The
generator matrix is found through the relation GHT = 0N,M−N , with 0N,M−N an
N × (M −N) dimensional matrix.
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5.1.3 Modelling of the channel
The channel will corrupt the message sent s. The channel is deﬁned through a
probability distribution pchan(r|s) which gives the chance to receive the message
r when the message s has been sent. In memoryless channels the bits get
ﬂipped independently: pchan(r|s) =
∏M
i=1 pchan(ri|si). Three diﬀerent types of
memoryless channels are frequently studied in the literature:
• The binary erasure channel (BEC): In this case the channel outputs three
symbols: 0, 1 and the erasure ∗:
pchan(ri|si) = (1 − ǫ)δ (ri; si) + ǫδ (ri; ∗) , (5.7)
with ǫ the chance for an erasure. The erasure channel is probably the most
simple example of a noisy channel and thus a good playground for developing
error-correcting codes (ECC).
• The binary symmetric channel (BSC): in this binary channel every bit has
a chance p to ﬂip
pchan(ri|si) = (1 − p)δ (ri; si) + pδ (ri; si ⊕ 1) . (5.8)
• The binary-input additive white Gaussian noise channel (BIAWGNC): the
output is given by r = s+n, with n the additive noise drawn from N (0, σ2):
pchan (ri|si) = 1√
2πσ
exp
(
− (ri − si)
2
2σ2
)
. (5.9)
5.1.4 The decoding process
At last one should deﬁne the precise protocol used in the decoding process: the
person B has to infer the message sent from the probability distribution P (s|G, r).
The decoding process gives an estimate sˆ = (sˆ1, sˆ2, · · · , sˆM ) of the original message.
Some possible decoding algorithms are:
• When decoding through the maximum a posteriori probability, also called
MAP-decoding, one chooses sˆ as follows
P (sˆ|G, r) = max
s
P (s|G, r) (5.10)
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• the maximizer through posterior marginals (MPM) is the following decoding
process:
sˆi = sign

∑
si
si
∑
s\si
P(s|G, r)

 . (5.11)
In general it is very hard to calculate the sum (5.11) since it contains 2N−1-
terms.
• Minimum distance decoding: in this case one chooses the codeword that
minimizes the Hamming distance dH to the received word
dH (r, sˆ) = min
s∈C
dH (r, s) . (5.12)
5.1.5 An example: repetition codes
For a r-repetition code the linear map is deﬁned on Z2 through:
G = (11 . . . 1)︸ ︷︷ ︸
r−times
. (5.13)
The codebook consists of:
C =

(11 . . . 1)︸ ︷︷ ︸
r−times
, (00 . . . 0)︸ ︷︷ ︸
r−times

 . (5.14)
If person A wants to send the message (110) he/she encodes it into (111111000).
Person B decodes the message using a majority rule in every triplet. This is a
minimum distance decoding algorithm: person B chooses the codeword in the
codebook C which minimizes the Hamming distance to the received word. For
example, the message (110) becomes (111111000). When the noise inﬂuences one
bit to (101111000) we can still recover the correct message.
For a BSC the probability of error is equal to:
pe =
r∑
n=(r+1)/2
(
n
r
)
pn(1− p)r−n. (5.15)
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For r →∞ we use Stirlings approximation:
pe =
∫
dρ exp
[
r
(
ρ log(
p
ρ
) + (1− ρ) log(1− p)− log (1− ρ) + ρ log (1− ρ)
)]
.
(5.16)
We see that pe → 0 for r → ∞. There is a trade-oﬀ between the probability of
error and the rate of communication r.
5.2 The Shannon limit
In the previous section we have seen an example of an error-correcting code. For
most practical codes, reliable communication through forward error-correction is
only possible when the rate becomes zero. A landmark result in information theory
is Shannon’s channel coding theorem which says that one can decode reliable as
long as the rate R is smaller then some number Cs.
5.2.1 Some definitions
• The channel capacity C is deﬁned as the maximal achievable rate at which
reliable communication is possible over a noisy channel. More speciﬁc, C is
the maximal rate R such that the probability of error pe → 0 for N → ∞.
The channel capacity is a quantity which depends only on the properties of
the channel, and not on the speciﬁc encoding and decoding procedures.
• Random coding: random coding is an encoding procedure where the 2N
codewords are drawn randomly from the space of codewords ZM2 .
• The conditional entropy of a joint distribution p(x, y), Hc(p(x, y), p(y)), is
given as
Hc(p(x, y), p(y)) ≡ −
∑
x;y
p(x, y) 2 log (p(x|y)) . (5.17)
• The mutual information I is
I (pI, pchan, pO) ≡ H (pI)−Hc (pIpchan, pO) , (5.18)
with pI(x) the input distribution to the channel, pI(x)pchan(y|x) the joint
distribution and pO(y) the output distribution.
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5.2.2 Channel coding theorem
The channel-coding theorem gives the value of the channel capacity [159]:
Cs = lim
N→∞
N−1max
pI(x)
I(pI, pchan, pO). (5.19)
A proof of this theorem is given in [32].
We show that the channel capacity is reached by random coding. Important in
this proof is the equipartition theorem for random variables:
• The codewords are drawn randomly. When N → ∞, one can say with
probability one that the codewords are drawn from a set of size 2MH(pI).
As the number of codewords equals 2N , there is a chance 2
N
2MH(pI)
=
2−M(H(pI)−R) that a randomly drawn word is codeword. The chance that it
is not a codeword is thus 1− 2−M(H(pI)−R)
• There are 2MHc(pIpchan,pO) inputs to the channel that correspond with a given
output. The chance that one can decode correctly is equal to the chance that
2MHc(pIpchan,pO) − 1 of these words are not codewords:
pcorrect =
[
1− 2−M [H(pI)−R]
]2MH(pIpchan,pO)−1
≈ 1− 2−M [H(pI)−R−H(pIpchan,pO)]. (5.20)
The chance pcorrect = 1 as long as R < Cs.
5.2.3 Examples
The capacities of the channels deﬁned in subjection 5.1.3 are:
• The capacity of the BEC:
CBEC(ǫ) = 1− ǫ. (5.21)
• The capacity of the BSC:
CBSC(p) = 1− h(p), (5.22)
with Hb(p) = −p log2(p)− (1− p) log2(1− p).
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• The capacity of the BIAWGNC:
CBIAWGN(σ) = −
∫
dxφσ(x) log2 φσ(x) −
1
2
log2
(
2πeσ2
)
, (5.23)
with
φσ(x) =
1√
8πσ2
[
exp
(
− (x+ 1)
2
2σ2
)
+ exp
(
− (x− 1)
2
2σ2
)]
. (5.24)
5.3 Low-density parity-check codes
Using random codes one can reach the maximum admissible information rate Cs.
However, random codes are unpractical. One needs a memory of the size 2N to
store all the codewords. Moreover, there is no fast decoding process for random
codes [13] (i.e. a decoding process with a computational complexity that scales
polynomial in N). The problem of the existence and construction of practical
codes reaching the Shannon limit remains. This fundamental problem of coding
theory has been solved by the invention of low-density parity-check codes (LDPC).
For erasure channels it has been shown that LDPC codes reach the Shannon limit
[93] while for BSC and AWGNC it has been shown that they approach closely the
Shannon limit [146].
The decoding algorithm of LDPC codes has a linear complexity and the encoding
algorithm has a quadratic complexity in the codeword size. It is possible to achieve
a linear encoding complexity [148]. As LDPC are linear codes the codewords are
stored through the knowledge of a parity-check matrix.
LDPC codes are used in a protocol for digital video broadcasting through satellite
transmission [3] and the 802.16e WiMax standard for wireless transmission of data.
In these applications high rates are important.
5.3.1 The encoding process
The codewords of linear codes form a linear space and are therefore easy to store.
Most practical codes (Hamming codes, repetition codes, Reed-Solomon codes) have
a zero rate under reliable communication. To make linear codes that reach the
Shannon limit and have a fast decoding algorithm, Gallager suggested linear codes
where the parity-check matrix H is drawn as follows:
• The matrices are random
• The matrices are sparse, i.e. they contain a ﬁnite number of ones in each row
and column
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The randomness of the codes makes them good candidates to reach the Shannon
limit. The sparseness makes sure that the decoding algorithm will be eﬃcient.
We have the following type of codes:
• (C,K)-regular LDPC codes: the parity-check matrix is a random matrix
which has in each column exactly K ones and in each row exactly C ones
• irregular LDPC codes: the parity-check matrix is a random matrix for which
the number of ones in each row is drawn from a degree distribution cl and
the number of ones in each column is drawn from a degree distribution vk.
The degree distributions are speciﬁed by their generating functions:
c(x) =
∞∑
l=2
clx
l, (5.25)
v(x) =
∞∑
k=0
vkx
k. (5.26)
One obtains regular codes setting vk = δ (k;C) and cl = δ (l;K).
These LDPC codes are slight variations on the ones introduced by Gallager.
Regular codes outperform the usual coding schemes used in most protocols, see
[94, 95] or [96]. To obtain codes that reach or approach the Shannon limit (i.e. the
rate of the code equals the capacity of the channel), one has to optimize the
performance the rate of the code to the degree distributions vk and cl.
5.3.2 The posterior probability distribution
To map error-correcting codes on Ising models on graphs we make the trans-
formation σ = (−1)s, going from a ({0, 1} ,⊕)-representation to a ({−1, 1} , .)-
representation. Addition in modulo 2 becomes a multiplication. We will denote
the bits in antipodal signalling using the equivalent Greek letters. We give an
example: the parity-check s1⊕ s2⊕ s3 = 0 becomes σ1σ2σ3 = 1. The link between
Ising models developed in spin glass theory and error-correcting codes was pointed
out by Sourlas [163]. The probability distribution in the antipodal presentation
becomes:
PC ({σi}i=1..M | {ρi}i=1..M ) ∼ δC [σ ∈ C] exp (gi(ρi)σi + fiσi) , (5.27)
with the posterior marginals
ppost (σi|ρi) ∼ exp (g(ρi)σi + fiσi) . (5.28)
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5.3.3 The decoding process: belief propagation
Using the sparseness of the parity-check matrix Gallager constructed a decoding
algorithm which is a MPA of complexity O(M). This MPA is best presented
on the Tanner graph corresponding with the parity-check matrix H [166]. The
Tanner graph is a bipartite graph of parity-check nodes and variable nodes. Every
parity-check node corresponds with a column of the parity-check matrix while
every variable node corresponds with a row of the parity-check matrix. A variable
node i = 1..M is connected with a parity-check node a = 1..M − N when the
corresponding matrix element Hai = 1. When Hai = 0 there is no link between
the corresponding nodes. A MPA on the Tanner graph consists of two functions
Ψc and Ψv that determine how the messages u
(t)
a→i from a parity-check node a to
a variable node i and the messages h
(t)
i→a from a variable node i to a parity-check
node a are updated as a function of messages coming from neighbouring nodes.
Given a parity-check function Ψc and a variable node function Ψv the MPA is
deﬁned through the following update schemes
u
(t)
a→i = Ψc
({
h
(t−1)
j→a
}
j∈∂a\i
)
, (5.29)
h
(t)
i→a = Ψv
({
u
(t)
b→i
}
b∈∂i\a
|ρi
)
, (5.30)
and for t = 0:
u
(0)
a→i = 0, (5.31)
h
(0)
i→a = Ψv (0, 0, · · · , 0|ρi) . (5.32)
The update process (5.29) and (5.30) are shown in, respectively, ﬁgures 5.2 and
5.3 for a speciﬁc check node and variable node. The total MPA is shown in ﬁgure
5.1. The marginals Pi(σi) are found by:
Pi(σi) =
exp (hiσi)
2 cosh (hi)
, (5.33)
with
hi = Ψv
({
u
(t)
b→i
}
b∈∂i
|g(ρi)
)
. (5.34)
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According to the MPM-algorithm deﬁned in subsection 5.1.4, the values of the
spins are estimated as
σˆi = sign
(∑
σ
σPi(σ)
)
= sign (hi) . (5.35)
The performance of the algorithm is quantiﬁed by the order parameter ρ
ρ =M−1
M∑
i=1
τisign (hi) , (5.36)
with τi the original bits sent . The decoding algorithm given by equations (5.29)-
(5.35), has a computational complexity of the order O(M), which is practically
feasible. One can easily decode words of length O(1e+ 6) with a present desktop
computer. The original problem of taking the sum in (5.11) has a computational
complexity O(exp(M)). The BP algorithm, also called the sum-product algorithm,
is given by,
Ψc
({
h
(t−1)
j→a
}
j∈∂a\i
)
= atanh

 ∏
j∈∂a\i
tanh
(
h
(t−1)
j→a
) , (5.37)
Ψv
({
u
(t)
b→i
}
b∈∂i\a
|ρi
)
= g(ρi) +
∑
b∈∂i\a
u
(t)
b→i. (5.38)
The equations (5.29)-(5.34) are obtained from a cavity calculation on the
probability distribution (5.27), see section 2.3.
The message passing algorithm (5.29)-(5.34) is presented graphically in 5.1 on
a Tanner graph with 4 check nodes and 6 variable nodes. The message ua→i
propagates from a check node a to a variable node i. The message hi→a propagates
from a variable node i to a check node a. In ﬁgures 5.2 and 5.3 we show how,
respectively, a message uc→j and a message hi→c are updated at time step t.
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Figure 5.1: We show the message passing algorithm on a Tanner graph
corresponding with a (2, 3)-regular code. The squares denote check nodes
while the circles denote variable nodes.
Figure 5.2: We show how the message u
(t)
c→j from the check node c to the
variable node j is updated with input messages h
(t−1)
i→c and h
(t−1)
m→c .
Figure 5.3: We show how the message h
(t)
i→c from the variable node i to
the check node c is updated with input messages u
(t)
a→i and gi.
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5.3.4 Density evolution equations
The DE equations give the ensemble averaged densities W and Z of the messages
propagated during the sum-product algorithm:
W (t)c (h) =
∞∑
k=0
vkk
k
∫ (k−1∏
r=1
durZ
(t−1)
c (ur)
)
×
∑
ρ
p(ρ) δ
[
h− g(ρ)−
k−1∑
r=1
ur
]
, (5.39)
Z(t)c (u) =
∞∑
l=2
cll
l
∫ (l−1∏
r=1
dhrW
(t−1)
c (hr)
)
×δ
[
u− atanh
l−1∏
r=1
tanh(hr)
]
. (5.40)
The order parameter ρ equation (5.36) is given by
ρ =
∫
dhW (h)sign (h) , (5.41)
with
W (h) =
∞∑
k=0
vk
∫ ( k∏
r=1
durZ
(∞)
c (ur)
)
×
∑
ρ
p(ρ) δ
[
h− g(ρ)−
k∑
r=1
ur
]
. (5.42)
The DE equations can be derived from the BP algorithm when the following two
conditions are met [147]:
• The graph has a local tree structure
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• The system is symmetric, i.e.:
pchan(ρ|σ) = pchan(−ρ| − σ), (5.43)
Ψc
(
σj1h
(t−1)
j1→a, σj2h
(t−1)
j2→a, · · · , σj|∂a|−1h
(t−1)
j|∂a|−1→a
)
=

|∂a|−1∏
i=1
σji

Ψc (h(t−1)j1→a, h(t−1)j2→a, · · · , h(t−1)j|∂a|−1→a) , (5.44)
Ψv
(
−u(t)b1→i,−u
(t)
b2→i, · · · ,−u
(t)
b|∂i|→i
| − ρi
)
= −Ψv
(
u
(t)
b1→i, u
(t)
b2→i, · · · , u
(t)
b|∂i|→i
|ρi
)
. (5.45)
When the system is symmetric the error probability is independent of the sent
codeword {σi}i=1..M . Therefore, one can assume that the all-zero codeword
is sent.
One can prove the following concentration theorem [92, 147] on the quantity ρ:
For any ǫ > 0 we have
P (ρ− E [ρ] > MCǫ/2) ≤ 2 exp (−δǫ2M) , (5.46)
with δ a constant dependend on C, K and the number of iterations t.
5.4 Interplay between physics and error-correcting
codes
We use the techniques of FiC systems and spin glasses from chapter 2 to study
the posterior probability distribution (5.27).
5.4.1 Mapping of error-correction on Ising models
The posterior probability distribution (5.27) of the codewords is:
PH,β ({σi}i=1..M | {ρi}i=1..M ) ∼ δH [{σi}i=1..M ] exp
[
β
M∑
i=1
(g(ρi) + fi) σi
]
,
(5.47)
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with H the parity-check matrix and g(ρi) a quenched ﬁeld. The probability
distribution (5.47) contains two factors, one corresponding with the parity checks
and another one with the channel noise:
• The parity-check constraint: The hard constraint δH [{σi}i=1..N ], which
makes sure that {σi}i=1..N is a codeword, can be written as:
δH [{σi}i=1..M ]
= lim
γ→∞
exp

γ ∑
〈j1,j2,··· ,jK〉
T〈j1,j2,··· ,jK〉 (Jj1j2···jKσj1σj2 · · ·σjK − 1)

 ,
(5.48)
where we used the tensor T deﬁned by
T〈j1,j2,··· ,jK〉 ≡
{
1 if
∏K
l=1 Hijl = 1 for some i ∈ {1, . . . ,M −N}
0 if otherwise
.
(5.49)
For regular LDPC codes this tensor is drawn from the ensemble:
P (T ) = 1M
∏
〈j1,j2,··· ,jK〉
[
C
(K − 1)!
MK−1
δ
(T〈j1,j2,··· ,jK〉 − 1)
+
(
1− C (K − 1)!
MK−1
)
δ(T〈j1,j2,··· ,jK〉)
]
×
M∏
l=1
δ

 ∑
〈j1,j2,··· ,jK ;l〉
T〈j1,j2,··· ,jK〉 − C

 . (5.50)
The quantity M is the normalization constant M = e−MC(CCC! )M . We
have used the notation 〈j1, j2, · · · , jK〉 to denote the ordered set j1 <
j2 < · · · < jK and the notation 〈j1, j2, · · · , jK ; l〉 to denote an ordered set
〈j1, j2, · · · , jK〉 with one of the indices equal to l. For irregular codes the
tensor is drawn from the ensemble:
P (T ) =
∞∏
k=3
P (T (k)), (5.51)
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with
P (T (k)) = 1M(k)
∏
〈j1,j2,··· ,jk〉
[
Ck
(k − 1)!
Mk−1
δ
(
T (k)〈j1,j2,··· ,jk〉 − 1
)
+
(
1− Ck (k − 1)!
Mk−1
)
δ(T (k)〈j1,j2,··· ,jk〉)
]
×
Mk∏
l=1
δ

 ∑
j2,··· ,jk;j1=l
T (k)〈j1,j2,··· ,jk〉 − c
(k)
l

 . (5.52)
The numbers c
(k)
l give the number of hyperedges of degree k that are
connected to the l-th site. The distributions cl and vk in (5.25) and (5.26)
as a function of the numbers c
(k)
l are
vk =M
−1
M∑
j=1
δ
( ∞∑
n=2
c
(n)
j ; k
)
, (5.53)
and
cl = ℓ
−1
∑M
j=1 c
(ℓ)
j∑M
j=1
∑∞
n=2
c
(n)
j
n
. (5.54)
• The channel noise: the ﬁelds g(ρi) and fi in (5.47) are deﬁned through
equation (5.28). When β = 1 we get the true posterior marginals.
The ﬁelds g(ρi), for the channels in subsection 5.1.3, are
– BEC:
g(ρi) = δ(g − ρi∞)δ(ρi;±1). (5.55)
– BSC:
g(ρi) = ρi atanh(1 − 2p). (5.56)
– BIAWGNC:
g(ρi) =
ρi
σ2
. (5.57)
The ﬁelds fi are given by:
fi =
{
1
2 log
(
b
1−b
)
, for i = 1..N
0, for i = N + 1..M
. (5.58)
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We have used that the encoding, see subsection 5.3.1, makes the parity-check
bits unbiased since the generator matrix G is dense.
In the language of spin models we would say that the problem of LDPC is a
random ﬁeld Ising model on a hypergraph with inﬁnitely strong hyperinteractions.
We expect phase transitions that are qualitatively similar to the phase transitions
appearing in p-spin models, see subsection 2.4.2. However, this is not completely
true. The hard constraints equation (5.48) will change the phase diagram
qualitatively. The phase diagram of LDPC contains features of the REM and of the
p-spin model: the phase diagram of LDPC contains an entropy crisis analogous
to the one in the REM, see subsection 2.4.4. The phase diagram contains also
metastable states which are found in p-spin models [16, 58].
5.4.2 Decoding algorithms from statistical physics
Finite temperatures appear naturally when we map the posterior probability
distribution on Ising models (5.47). The temperature is a parameter that quantiﬁes
the incorrect knowledge of the noise p or σ in the channel. As an example we
consider the BSC. We denote the estimated noise by p∗ and the true noise by p:
β =
atanh(1− 2p∗)
atanh(1− 2p) . (5.59)
When β is small the estimation of p∗ is larger than p and when β is large the
estimation of p∗ is smaller than p.
Using statistical physics one can extend the decoding processes 5.1.4. We deﬁne
two new decoding processes:
• The ﬁrst decoding process is a straightforward extension of the BP algorithm
(5.29)-(5.34) and (5.37)-(5.38) to ﬁnite temperatures
• We deﬁne the thermodynamic decoding process through:
σˆi = sign
∑
σi
∑
{σj}j=1..M\σi
PH,β
(
{σj}i=1..M | {ρj}j=1..M
)
. (5.60)
When β = 1 thermodynamic decoding corresponds with MPM and when
β = ∞ it corresponds with MAP. Thermodynamic decoding is therefore a
“natural” extension of the decoding processes as deﬁned in subsection 5.1.4.
In the information theoretic literature ﬁnite temperature decoding is in general
not considered.
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5.4.3 The zero-codeword ansatz
To study ﬁnite temperature decoding, we calculate the disorder-averaged free
energy f for unbiased sources
−βf =
∑
H
P (H)
∑
{τi}i=1..M
δH [{τi}i=1..M ]
∑
{ρi}i=1..M
M∏
i=1
pchan (ρi|τi)
× log

 ∑{σi}i=1..M δH [{σi}i=1..M ] exp
[
β
M∑
i=1
g(ρi)σi
]
 , (5.61)
with {τi}i=1..M the transmitted code words. For symmetric channels where
pchan (ρiσi|τiσi) = pchdynamicsan (ρi|τi), we can write
−βf =
∑
H
P (H)
∑
{ρi}i=1..M
M∏
i=1
pchan (ρi|1)
× log

 ∑{σi}i=1..M δH [{σi}i=1..M ] exp
[
β
M∑
i=1
g(ρi)σi
]
 . (5.62)
Equation (5.62) gives the value of the free energy when we have sent the all-zero
codeword. Therefore, we call this the zero-codeword ansatz. As we will see later,
the zero-codeword ansatz is not valid anymore for asymmetric channels. This will
be the main diﬃculty in dealing with asymmetric channels.
5.4.4 Summary of results for symmetric channels
A statistical mechanics calculation of the disorder-averaged free energy f (5.62)
using the replica method/cavity method, leads to the following results [170, 124,
171, 114, 56, 165]
• One recovers the DE equations (5.39) and (5.40) using a RS approximation.
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• One recovers the MAP threshold through a calculation of the entropy [115].
The result reads
s = − lim
N→∞
N−1
∑
{σi}i=1..N
Ppost ({σi}i=1..N | {ρi}i=1..N )P ({ρi}i=1..N )
× log (Ppost ({σi}i=1..N | {ρi}i=1..N )) .
(5.63)
When s > 0 MAP decoding is impossible. When s = 0 MAP decoding is
possible.
• One determines the ﬁnite-temperature phase diagram containing a region
where reliable communication is possible, the F region, and a region where
the corruption of the signal by the channel is too much to decode errorless.
The main picture is presented in ﬁgure 5.4. For noise levels p < pd
the F-phase is the only phase. When p > pd a suboptimal (S) phase
appears to which the initial state P converges. This state will corrupt the
reliable communication through the BP algorithm. However, since fF < fS
thermodynamic decoding is still possible. At a even higher noise level
p > pc > pd errors appear also in thermodynamic decoding since fF is not
anymore the minimal value of the free energy. All noise levels are smaller
than the Shannon limit which is consistent with Shannons’ channel-coding
theorem.
• We call β = 1 the Nishimori temperature analogous to the corresponding
temperature in spin glasses [77]. At this temperature one can prove
rigorously a series of (in)equalities [114] in the energy, free energy, speciﬁc
heat and other thermodynamic quantities [134]. Moreover, one can prove
that the thermodynamic behaviour of the model contains no RSB-eﬀects at
the Nishimori temperature.
A 1RSB calculation on symmetric channels has been done in [108] and the error-
exponents have been calculated in [162, 121]. In this thesis we extend the statistical
physics calculations to channels with memory and asymmetry. These results
extend on the known results in information theory.
158 LOW-DENSITY PARITY-CHECK CODES
Figure 5.4: The free energy landscape for three different values of the
noise p. The initial state of error-correcting algorithms is given by the
paramagnetic state P . For p < pd only a F phase is present corresponding
with successful decoding. The P state converges to the F-state under
iteration of the algorithm. For pd < p < ps a suboptimal ferromagnetic
state (S) appears. The P-state lies in the basis of attraction of the S-phase.
The S state disrupts the decoding process with the sum-product algorithm.
The free energy of the F state is lower than the free energy of any other state
in the free energy landscape. An extensive search, through MAP decoding
allows us therefore to decode successfully. Above the critical noise level ps
MAP decoding fails also.
5.5 LDPC on binary asymmetric channels
5.5.1 Binary asymmetric channels
Definitions
Binary asymmetric memoryless channels (BAC) are simple models for channels
with asymmetry where the noise in the channel depends on the value of the bit
sent. The BAC is deﬁned through the following single bit transition probability
pchan(ρ|σ) = δ (σ; 1) [(1− q)δ (ρ;σ) + qδ (ρ;−σ)]
+δ (σ;−1) [(1 − p)δ (ρ;σ) + pδ (ρ;−σ)] . (5.64)
The transition probability (5.64) is presented graphically in ﬁgure 5.5. We choose
in the sequel p < q and write p = κq with 0 ≤ κ ≤ 1. When κ = 0 the
BAC becomes a Z-channel. The Z-channel is a very simpliﬁed model for optical
communication; light bits transmitted through an optical ﬁber can be erased but
not created.
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Figure 5.5: A graphical representation of the binary asymmetric channel:
noise corrupts the different bits with a different probability.
Mutual information
Introduction of a bias b in the message sent, see (5.1), can increase the mutual
information I when communicating the message through an asymmetric channel.
The value of the capacity CBAC(p, q) of an asymmetric channel with noises p and
q is given by:
CBAC(p, q) = I(p, q; b⋆) = h (b⋆(1− q) + (1− b⋆)p)− (b⋆h(q) + (1− b⋆)h(p)) ,
(5.65)
with the bias b⋆ maximizing the mutual information I(p, q; b) of a biased source
sending messages through a BAC with noises p and q:
b⋆(p, q) =
p (exp [F (p, q)] + 1)− 1
(q + p− 1) (1 + exp [F (p, q)]) ,with F (p, q) = [
h(p)− h(q)
q + p− 1 ] log 2.
(5.66)
As the parity check bits are unbiased the mutual information IG for regular LDPC
codes
IG
(
κ q, q; b,
C
K
)
=
(
1− C
K
)
I(κ q, q; b) +
C
K
I(κ q, q; 1/2). (5.67)
The critical noise levels qs following from IG and C are given by
IG
(
κ qs, qs; b,
C
K
)
= R, (5.68)
C(κqs, qs) = R. (5.69)
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Figure 5.6: The critical noise level q of a BSC (bottom) or Z-channel (top).
Using the analogy with LDPC codes we considered a source producing
messages at a rate R = (1 − C/K)h(b), with C/K = 1/2. The solid
lines show the Shannon limit for this rate. The dashed lines show the limit
following from the information rate IG of a non-uniform source. This means
a source where the first (1− C/K)M bits are biased with bias b, and the
last (C/K)M bits are unbiased.
for a given value of the rate R and the bias b. In ﬁgure 5.6 we show these values for
qs for a BSC and a Z channel. In ﬁgure (5.7) we show the value of the bias which
maximizes the mutual information of a Gallager code at a given rate. From ﬁgures
5.6-5.7 we conclude that bias in the source is important in asymmetric channels.
One reaches the Shannon limit at a b 6= 0.5 for asymmetric channels. Regular
Gallager codes can, however, not reach this limit since the parity check bits are
unbiased.
DE equations
A straightforward generalization of the DE equations (5.40) to asymmetric
channels is not possible. For asymmetric channels the symmetry condition, see
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Figure 5.7: The bias b, that maximizes the noise level q following from the
mutual information rate of an asymmetric channel coupled with a biased
source and a Gallager encoding scheme, as a function of the rate R is shown
for several values of the degree of symmetry κ.
subsection 5.3.4, is not fulﬁlled. The probability distribution is:
PH,β ({σi}i=1..N | {ρi}i=1..N ) ∼ δH [{σi}i=1..N ] exp
[
β
M∑
i=1
(gρi + fi)σi
]
(5.70)
with in this case
g (ρi) =
1
4
log
(
(1− p)(1 − q)
pq
)
ρi +
1
4
log
(
(1− q)q
(1 − p)p
)
, (5.71)
and fi still given by (5.58). For b = 0.5 we can not assume the zero-codeword
ansatz when p 6= q. As a consequence the densities of the messages sent in the
BP equations will depend on the codeword sent. In [172] the DE equations for
asymmetric channels and unbiased sources have been found using the dependence
of the densities on the codewords sent.
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5.5.2 The Nishimori temperature for asymmetric channels
The disorder-averaged free energy can be written as
f = lim
M→∞
〈 ∑
{τi}i=1..M
P˜ ({τi}i=1..M ) f ({τi}i=1..M )
〉
H
, (5.72)
with
− βf ({τi}) = log

 ∑
{σi}i=1..M
δH [{σi}i=1..M ] exp
[
β
M∑
i=1
(g(ρi) + fi) σi
]
 ,
and
P˜ ({τi}i=1..M ) =
δH [{τi}i=1..M ]
∏N
i=1 pb (τi)
∏M
i=N+1 p 12 (τi)∑
{τ ′i}i=1..M δH
[{τ ′i}i=1..M ]∏Ni=1 pb (τ ′i)∏Mi=N+1 p 12 (τ ′i).
(5.73)
One can show, using the speciﬁc form of (5.72), that the following properties hold
at β = 1 [114, 129]:
• The energy e = ∂ββf becomes:
e(β = 1) = −
∑
{τi}i=1..M
P˜ ({τi}i=1..M )
×
[(
1− C
K
)〈
g(ρ) + f(b)
〉
ρ|τ1
+
C
K
〈
g(ρ) + f
(
1
2
)〉
ρ|τN+1
]
.
(5.74)
• The system is replica symmetric, i.e. P (2) = P (1), with
P (1)(m) = 〈δ(m−N−1
∑
i
σi)〉β , (5.75)
and
P (2)(q) = 〈δ(q −N−1
∑
i
σiσ′i)〉β . (5.76)
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• One can prove ρβ=1 ≥ ρβ for the order parameter (5.36) [133]. This means
that thermodynamic decoding performs best when the true noise value is
known.
5.5.3 Replica method
Replica trick
We use the replica method as presented in subsection 2.2. The free energy is of
the form
f = lim
M→∞
〈 ∑
{ρi}i=1..M
∑
{τi}i=1..M
M∏
i=1
pchan (ρi|τi) P˜ ({τi}i=1..M ) f ({τi}i=1..M )
〉
H
(5.77)
with
− βf ({ρi}i=1..M ) = log

 ∑{σi}i=1..M δH [{σi}i=1..M ] exp
[
β
M∑
i=1
(g(ρi) + fi) σi
]
 .
(5.78)
The expression (5.77), describing an average over parity-check matrices and input
codewords, can be dealt with using the replica method [107]. We replicate the
τ -variables g times obtaining τ =
(
τ1, · · · , τg) and the σ variables n times getting
σ =
(
σ1, · · · , σn). The τ variables are replicated such that the denominator of P˜
gets in the denominator. This is done using the trick
∑
τ
p(τ)f(τ)∑
τ p(τ)
= lim
g→0
∑
τ
p(τ)f(τ)
(∑
τ
p(τ)
)g−1
(5.79)
We replicated the summation an integer times and make an analytic continuation
to zero. The free energy per bit (5.77) is then given by an extremization problem:
− βf = lim
g→0
lim
n→0
1
n
extrP,PˆΨ
{
P (σ, τ ), Pˆ (σ, τ )
}
. (5.80)
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The function Ψ equals
Ψ
{
P (σ, τ ), Pˆ (σ, τ )
}
= −C
∑
σ,τ
Pˆ (σ, τ )P (σ, τ ) + C − C
K
+
C
K
∑
(σ1,τ 1),··· ,(σK ,τK)
K∏
l=1
P (σl, τ l)
n∏
α=1
δ
(
K∏
l=1
σαl ; 1
)
g∏
ζ=1
δ
(
K∏
l=1
τζl ; 1
)
+
∫
daqb(a) log

∑
σ,τ
g∏
ζ=1
pa(τ
ζ)
〈
PˆC(σ, τ ) exp
[
β (g(ρ) + f(a))
∑
α
σα
]〉
ρ|τ1

 ,
(5.81)
with
qb(a) =
(
1− C
K
)
δ(a− b) + C
K
δ(a− 1
2
), (5.82)
f(a) =
1
2
log
(
a
1− a
)
, (5.83)
and 〈·〉ρ|τ1 an average over pchan (ρ|τ). The order parameters P (σ, τ ) and Pˆ (σ, τ )
are solutions to the self-consistent equations
Pˆ (σ, τ ) =
∑
(σ1,τ 1),··· ,(σK−1,τK−1)
K−1∏
l=1
P (σl, τ l)
×
n∏
α=1
δ
(
σα
K−1∏
l=1
σαl ; 1
)
g∏
ζ=1
δ
(
τζ
K−1∏
l=1
τζl ; 1
)
, (5.84)
P (σ, τ ) ∼
∫
da qb(a)
g∏
ζ
pa(τ
ζ)
〈
PˆC−1(σ, τ ) exp
[
β (g(ρ) + f(a))
∑
α
σα
]〉
ρ|τ1
.
(5.85)
Inserting (5.84) into (5.85) produces a single self-consistent equation in terms of
P (σ, τ ).
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Density evolution for asymmetric channels
We write the joint distribution of the replicated spin variables P (σ, τ ) as:
P (σ, τ ) =
∫
da qb(a) P (τ |a) P (σ|τ , a). (5.86)
In order to take the limit n → 0 in (5.80), one has to make an assumption about
the form of the distribution P (σ|τ , a). The simplest such ansatz corresponds to
RS, i.e. assuming that the α-replica indices with respect to the noise variables are
interchangeable. More concretely we write
P (σ|τ , a) =
∫
dhWc(h|τ , a)
n∏
α=1
Q(σα|h),
Q(σ|h) = exp (βhσ)
2 cosh(βh)
, (5.87)
for some Wc(h|τ , a) with
∫
dhWc(h|τ , a) = 1. Using this ansatz we can convert
the self-consistent equation of P (σ, τ ) into one for the density Wc(h|τ , a) and one
for P (τ |a). The result reads
P (τ |a) ∼
∏
ζ
pa(τ
ζ)
×

∫ ∏
l
dalqb(al)
∑
τ 1,··· ,τK−1
δ
(
τ
∏
l
τ l; 1
)
K−1∏
l=1
P (τ l|al)

C−1(5.88)
Wc(h|τ , a) =
∑
ρ
pchan
(
ρ|τ1)
×
∫ C−1∏
r=1
dur
C−1∏
r=1
Zc (ur|τ ) δ
(
h−Ψv
({ur}r=1..C−1 |g(ρ) + f(a))) ,
Zc (u|τ ) =
∫ ∏
l dalqb(al)
∑
τ 1,τ 2,··· ,τK−1 δ (τ
∏
l τ l; 1)
∏
l P (τ l|al)∫ ∏
l dalqb(al)
(∑
τ ′1,τ
′
2,··· ,τ ′K−1 δ (τ
′∏
l τ
′
l; 1)
∏
l P (τ
′
l|al)
)
×
∫ K−1∏
l=1
dhlWc(hl)δ
(
u−Ψc
({h}l=1..K−1)) , (5.89)
with Ψc and Ψv given by the BP algorithm (5.37) and (5.38). In order to take the
limit g → 0 in (5.80) we make the following replica symmetric assumptions on the
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τ -dependencies
P (τ |a) =
∫
dm Xc(m|a)
g∏
ζ=1
Q (τζ |m) , (5.90)
Wc(h|τ , a) =
∫
dz P (z|τ , a) Wc(x|τ1, z, a)
=
1
P (τ |a)
∫
dz θ(z|a) P (τ |z, a) Wc(h|τ1, z, a)
=

∫ dm Xc(m|a) g∏
ζ=1
Q (τζ |m)

−1
×
∫
dz θ(z|a) Wc(h|τ1, z, a)
g∏
ζ=1
Q (τζ |z) , (5.91)
with
∫
dz θ(z|a) = 1 and ∫ dh Wc(h|σ, a, z) = 1. The distribution Xc(m|a) fulﬁlls
the self-consistent equation
Xc(m|a) =
∫ C−1∏
r=1
dvrYc (vr) δ
(
m−Ψv
({vr}r=1..C−1 |f(a))) , (5.92)
Yc(v) =
∫ K−1∏
l=1
dal qb(al)
∫ K−1∏
l=1
dmlXc(ml|al)δ
(
v −Ψc
({m}l=1..K−1)) ,
(5.93)
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The distribution θ(z|a) turns out to be also a solution of equations (5.92-5.93).
The distributions Wc(h|τ, z, a) are given through the equations
Wc(h|τ,m, a)Xc(m|a) =
∫ ∏
r
dvrYc(vr)
∫ ∏
r
durZc(ur|τ, vr)
∑
ρ
pchan(ρ|τ)
×δ (m−Ψv ({vr}r=1..C−1 |f(a))) δ (h−Ψc ({v}l=1..K−1)) , (5.94)
Zc(u|τ, v)Yc(v) =
∫ ∏
l
dal qb(al)
∫ ∏
l
dmlXc (ml|al)
×
∑
τ1,··· ,τK−1
P
({τl}l=1..K−1 |τ, {ml}l=1..K−1)
∫ ∏
l
Wc (hl|τl,ml, al)
×δ (u−Ψc ({h}l=1..K−1)) δ (v −Ψc ({m}l=1..K−1)) , (5.95)
with
P ({τl} |τ, {zl}) = δ (τ
∏
l τl; 1)
∏
lQ(τl|zl)∑
τ1,··· ,τK−1 δ (τ
∏
l τl; 1)
∏
lQ(τl|zl)
. (5.96)
Equations (5.93) and (5.94) are the density evolution equations for a biased
source connected with an asymmetric channel. The distributions Wc(h|τ,m, a)
and Zc(u|τ, v) denote respectively the density of cavity ﬁelds on the edges of the
Tanner graph given by the BP-algorithm (5.37) and (5.38). The order parameter
(5.36) becomes
ρ =
∫
daqb(a)
∫
dmX(m|a)
∑
τ
ps (τ |a)
∫
dhW (h|τ,m, a)sign(h), (5.97)
with W and X the real distributions found by substitutions C − 1 → C and
K − 1 → K. The density evolution equations simplify considerably when we
consider unbiased sources b = 0.5: we have the stable solution Xc(m|a) = δ(m),
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Yc(v) = δ(v), Wc(h|τ, z, a) =Wc(h|τ) and Zc(u|τ, v) = Zc(u|τ) with
Wc(h|τ) =
∑
ρ
pchan (ρ|τ)
×
C−1∏
r=1
∫
durZc (ur|τ) δ
(
h−Ψv
({hr}r=1..C−1 |g(ρ))) , (5.98)
Zc(u|τ) =
∑
τ1,··· ,τK−1
δ (τ1 · · · τK−1τ ; 1)
2K−2
×
∫ K−1∏
ℓ=1
dhℓWc(hℓ|τℓ) δ
[
u−Ψc
({hℓ}ℓ=1..K−1)] . (5.99)
The equations (5.98-5.99) are the density evolution equations found in [172]. We
take the limit κ → 0 by rescaling the ﬁelds h → λh and u → λu, with λ =
− 14 log(κ). We decompose the ﬁelds through h = λ(h0 + λ−1h1 and u = λ(u0 +
λ−1u1. The distributions of (h0, u0) are given by
W0(h0|τ) =
∫ (C−1∏
r=1
durZ0(ur|τ)
)∑
ρ
Pchan(ρ|τ)
×δ
(
h− δ(ρ; 1)−
C−1∑
r=1
ur
)
, (5.100)
Z0(u|τ) =
∑
τ1,··· ,τK−1
δ (τ1 · · · τK−1τ ; 1)
2K−2
∫ (K−1∏
ℓ=1
dhℓW0(hℓ|τℓ)
)
×δ
(
u−
K−1∏
ℓ=1
sign(hℓ)min {|h1|, |h2|, · · · , |hK−1|}
)
. (5.101)
The equations (5.100) and (5.101) are the DE equations of a BEC with erasure
noise ǫ = (1 + q)/2. This decoding process corresponds to:
• if ρi = 1, set σi = 1
• if ρi = −1 we have no information on the value of σi
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The joint distributions of (h0, h1) and (u0, u1) are given by
Wc(h
(0), h(1)|τ) =
∫ (C−1∏
r=1
du(0)r du
(1)
r Zc(u
(0)
r , u
(1)
r |τ)
)∑
ρ
Pchan(ρ|τ)
×δ
(
h(0) − δ(ρ; 1)−
C−1∑
r=1
u(0)r
)
×δ
(
h(1) − δ(ρ;−1)g(ρ)
−δ(ρ; 1)
∑
σ
στ log
(
(1 − q)(σ+1)/2q(1−σ)/2
)
−
C−1∑
r=1
u(1)r
)
,
(5.102)
Zc(u
(0), u(1)|τ) =
∑
τ1,··· ,τK−1
δ (τ1 · · · τK−1τ ; 1)
2K−2
∫ (K−1∏
ℓ=1
dhℓWc(h
(0)
ℓ , h
(0)
1 |τℓ)
)
×δ
[
u(0) −
(
K−1∏
ℓ=1
sign(h
(0)
ℓ )
)
min
{
|h(0)1 |, |h(0)2 |, · · · , |h(0)K−1|
}]
×δ

u(1) − K−1∏
ℓ=1;ℓ/∈K
sign
(
h
(0)
ℓ
)
atanh
(∏
ℓ∈K
tanh
(
h
(1)
ℓ
)) ,
(5.103)
with K the set of indices with hℓ = min
{
|h(0)1 |, |h(0)2 |, · · · , |h(0)K−1|
}
.
The free energy
Substitution of the ansa¨tze (5.86), (5.87), (5.90) and (5.91) in the expression (5.81)
of the free energy leads to, after taking the limits n→ 0 and g → 0,
− fRS =
(
C
K
(K − 1)
)
E
(K)
b
[
∆F
(K)
RS ({hl})
]
−E(1)b
[
∆F
(1)
RS ({hrl } ; g (ρ) + f (a))
]
, (5.104)
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with
E
(K)
b [g ({hl})] =
∫ K∏
l=1
daldmldhlWc (hl,ml, al)
×
∑
τ1,··· ,τK
P ({τl} | {ml}) g ({hl})
E
(1)
b [f({hrl } ; g(ρ) + f(a))] =
∫
da qb(a)
×
∫ C∏
r=1
K−1∏
l=1
darl dm
r
l dh
r
lWc (h
r
l ,m
r
l , a
r
l )
×
∑
τ
pa(τ)
C∏
r=1
∑
τr1 ···τrK−1
P ({τrl } |τ, {zrl })
×
∑
ρ
pchan(ρ|τ, a)f({xrl } ; g(ρ) + f(a)), (5.105)
and where we used the abbreviations
P ({τl} | {zl}) = δ (
∏
l τl; 1)
∏
lQ (zrl |τl)∑
τ1,··· ,τK δ (
∏
l τl; 1)
∏
lQ (zrl |τl)
, (5.106)
∆F
(K)
RS = −
1
β
log
(
1 +
K∏
l=1
tanhβhl
)
+
1
β
log(2), (5.107)
∆F
(1)
RS = −
1
β
log
(∑
τ
eβ(g(ρ)+f(a))τ
C∏
r=1
1
2
(
1 + τ
K−1∏
l=1
tanh βhrl
))
,
(5.108)
and
Wc(h,m, a|τ) ≡ Wc(h|τ,m, a)Xc(m|a)qb(a), (5.109)
Zc(u, v, a) ≡ Zc(u|v, a)Yc(v)qb(a). (5.110)
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The free energy reads in the unbiased case of b = 0.5:
− fRS =
(
C
K
(K − 1)
)
E
(K)
RS
[
∆F
(K)
RS ({hl})
]
− E(1)RS
[
∆F
(1)
RS ({hrl } ; g(ρ))
]
,
(5.111)
with
E
(K)
RS [g ({xl})] =
( ∑
τ1,··· ,τK
δ (
∏
l τl; 1)
2K−1
∫ K∏
l=1
dhl Wc(hl|τl)
)
g ({hl}) , (5.112)
E
(1)
RS [g({xrl } ;h)] =
∑
τ

 C∏
r=1
∑
τr1 ···τrK−1
δ (τ
∏
l τ
r
l ; 1)
2K−2


×
∫ ∏
r,l
dhrlWc(h
r
l |τrl )
∫
dh p(h|τ, 1
2
) g ({hrl } ; g(ρ)) . (5.113)
The expression of the free energy in the unbiased case is clearly much simpler.
Generalization of these formulas to irregular graphs is straightforward and
important for the design of codes [147]. We note that ∆F
(K)
RS and ∆F
(1)
RS
correspond, in the framework of the cavity method [105], respectively, to the free-
energy shifts due to link- and site-addition.
5.5.4 Random codeword model
We consider the limit of regular LDPC codes for K,C → ∞ with the rate R =
1− CK ﬁxed. This limit, implying for each bit an inﬁnite number of parity checks,
is of little practical importance. Nevertheless, it already contains a wealth of
information about the code’s performance. It will give us a ﬁrst ﬂavor about the
eﬀects of asymmetry in Gallager codes. We consider only the case of unbiased
sources b = 0.5.
Definitions
When K,C → ∞ the codewords {τi}i=1..M ∈ C, for an unbiased source, are
sampled with a uniform probability [114]. In this limit we obtain the random
codeword model (RCM), equivalent to random coding discussed in subsection 5.2.
The RCM contains a set of 2N codewords
{
τ
(c)
i
}
i=1..M
, with c = 0..(2N − 1).
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Figure 5.8: The zero entropy lines, s(m1,m−1) = 0, for different rates R
at q = 0 and p = 0.4 in the unbiased case of b = 1
2
. The entropy is positive
within the encircled regions. For rates R > I(κq, q; 1/2) the entropy is
positive and decoding is not possible. Left: BSC with Cs = I (q, q; 1/2).
Right: Z-channel with Is = I (0, q; 1/2).
These codewords are quenched variables drawn from a uniform distribution. The
codeword c = 0 is the sent codeword. The Hamiltonian of the RCM is
H (c| {ρi}i=1..M ) = −
M∑
i=1
g(ρi)τ
(c)
i , (5.114)
with c = 1..2N indicating the codeword. The quenched variables ρi are dependent
on τ
(0)
i through pchan equation (5.64). We call the state
{
τ
(0)
i
}
i=1..M
the F state.
The Shannon limit
We calculate the number of codewords with a given energy e. If there is only one
codeword with e = eF, the energy of the F state, we know that errorless decoding
by calculation of the energy. We write down
H(γ) = −
∑
i=1
|g(ρi)|τ (0)i τ˜ (γ)i , (5.115)
with τ˜
(γ)
i = τ
(γ)
i sign (g(ρi)) τ
(0)
i . We forget about the tilde in τ
(γ)
i in the sequel.
We have made two transformations:
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• We make a gauge transformation from codewords to the overlap of the
codewords with the original codeword sent
τ
(γ)
i → τ (0)i τ (γ)i , (5.116)
such that the ferromagnetic codeword corresponds with{
τ
(0)
i
}
i=1..M
= (1, 1, . . . , 1). (5.117)
• We make the transformation
τ
(γ)
i → sign (g(ρi)) τ (γ)i . (5.118)
After these transformations the energy of a codeword
{
τ
(γ)
i
}
becomes
H(γ)
N
=
∑
l=±1
ǫl(γ) = −
∑
l=±1
|Hl|ml(γ), (5.119)
with ml(γ) =
1
Nl
∑M
i=1 δ(|hi|, |Hl|)σ(γ)i , Nl =
∑M
i=1 δ(|hi|, |Hl|) and Hl = g(l).
Since the codewords are random, the entropy for a given m1 and m−1 is given by
s (m1,m−1) = (R− 1) log 2 +
(
1− q + p
2
)
Q(m1) +
(
1 + q − p
2
)
Q(m−1),
(5.120)
with Q(m) = −∑λ=±1 12 (1+λm) log[12 (1+λm)]. The threshold for MAP decoding
is given by the noise levels (p∗, q∗) where s(mF1 ,m
F
−1) = 0, with (m
F
1 ,m
F
−1) the
magnetizations of the F state:
mF1 = sign(H1)
1− q − p
1− q + p , m
F
−1 = sign(H−1)
1− q − p
1 + q − p. (5.121)
This zero entropy condition corresponds to R = I(p∗, q∗; 1/2), with I the mutual
information for an asymmetric channel, see equation (5.65). As expected, we ﬁnd
back the Shannon limit, see ﬁgure 5.8.
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The phase diagram
In ﬁnite temperature decoding we restrict the energies ǫ1 and ǫ−1 by introducing
the Lagrange parameters β1 and β−1. The free energy f(β1, β−1) is deﬁned through
the Legendre transformation
−
(
β1 + β−1
2
)
f(β1, β−1) = maxǫ1,ǫ−1 (s(ǫ1, ǫ−1)− β1ǫ1 − β−1ǫ−1) .
The system contains three states:
• the P state: This state corresponds with the “sea” of random codewords.
The state has a positive entropy s. It is the solution W (h|τ) = δ(h) to the
DE equations (5.98-5.99) for C →∞. Since this solution is always stable no
decoding through the BP algorithm possible. The paramagnetic free energy
fP is given by
− βfP (β1, β−1) = R log(2) +
(
1− q + p
2
)
log coshβ1H1
+
(
1− p+ q
2
)
log coshβ−1H−1. (5.122)
• the SG state: This states has a zero entropy. It consists of a subexponential
amount of codewords in the system size M . The condensation of the system
into the SG state is signalized by the entropy. The entropy becomes negative
since the partition sum is dominated by atypical states. The number of these
states becomes zero when M →∞. This corresponds with an entropy crisis
as found in the REM, see subsection 2.4.4. Analogously to the P-SG phase
transition in the REM the system condensates on the codewords having
the ground state energy. This can be checked through a calculation of the
participation ratio equation 2.151. The SG state has a free energy fSG given
by
fSG(β1, β−1) = fP (β
f
1 , β
f
−1), (5.123)
with s(βf1 , β
f
−1) = 0.
• the F state: this state contains one codeword, i.e.
{
τ
(0)
i
}
i=1..M
. In this state
thermodynamic decoding is successful. The free energy of the F state is
− βfF = βH1
(
1− q − p
1− q + p
)
+ βH−1
(
1− q − p
1 + q − p
)
. (5.124)
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The P-SG transition takes place at a temperature (β1, β−1) = (β
f
1 , β
f
−1), with
1− q∗ + p∗
2
H
[
1− q∗ − p∗
1− q∗ + p∗
]
+
1 + q∗ − p∗
2
H
[
1− p∗ − q∗
1 + p∗ − q∗
]
=
1− q + p
2
H
[
(1 − q)βf1 − pβf1
(1 − q)βf1 + pβf1
]
+
1 + q − p
2
H
[
(1− p)βf−1 − qβf−1
(1− p)βf−1 + qβf−1
]
.
(5.125)
The F-SG phase transition is given by R = I(p, q; 0.5). The triple point lies at
(β1, β−1) = (1, 1). Comparing the free energies of the F, P and SG state we ﬁnd
for β1 = β−1 the phase diagram presented in ﬁgure 5.9. From the phase diagram
of the RCM we conclude that increasing the degree of asymmetry in the channel
noise increases the robustness of the system to noise. In asymmetric channels one
can decode errorless for much higher noise values.
5.5.5 Dynamic and thermodynamic decoding in regular LDPC
codes
There are some crucial diﬀerences between the phase diagrams of FiC codes and
the phase diagram of the RCM. Decoding through the BP algorithm is possible
for FiC codes since the P phase is not always stable, see ﬁgure 5.4.
The different phases
LDPC contain four diﬀerent phases: the ferromagnetic (F) phase, the sub-optimal
(S) phase, a spin-glass (SG) phase stable to RSB and a SG phase unstable to RSB.
The F phase and the SG phase stable to RSB are similar to the corresponding
phases found in the RCM. The S phase is similar to the P phase in the RCM. The
SG phase which is unstable to RSB only exists in FiC systems. This has been
checked through a high connectivity expansion [114, 129].
• F-phase: The DE equations (5.94) and (5.95) admit the solutionW (h|τ,m, a) =
δ(h−∞) and Z(u) = δ (u−∞) corresponding with the codeword sent. The
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Figure 5.9: The (T,(p+q)/2)-phase diagram for the random codeword
model with a rate R = 1/2 for different degrees of the channel asymmetry
κ = p/q. Solid lines indicate the thermodynamic transitions to the
paramagnetic (P), spin glass (SG) or ferromagnetic (F) phases.
entropy in the F phase is zero. The energy and the free energy equal
fF = eF = −
∫
da qb(a)
∫ ∏
r,l
darl qb(a
r
l )
∫ ∏
r,l
dmrl Xc(m
r
l |arl )
×
∑
τ
pa(τ)
C∏
r=1
∑
τr1 ···τrK−1
P ({τrl } |σ, {mrl })
∑
ρ
pchan (ρ|τ) g(ρ).
(5.126)
The F-phase corresponds to errorless decoding and thus reliable communica-
tion.
• S-phase: In this phase the order parameter (5.36) has a value 0 < ρ < 1. This
phase contains a positive entropy and is thus determined by an exponential
amount of codewords. This phase corrupts BP at low values of β < βSG.
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Figure 5.10: The RS entropy sRS of the stationary solution of the order-
parameter equations (5.98)-(5.99), as a function of (p + q)/2, from the
initial state W (h|τ ) = δ(h) for a BAC at various degrees of asymmetry
κ. The lines are calculated at the Nishimori temperature for a regular
(3,6) code. The SG solution emerges at a certain noise level when the RS
entropy becomes negative (square markers). This solution corrupts the BP
algorithm. The F solution dominates the thermodynamic averages. The
S state appears when the entropy becomes positive (circle markers). This
phase dominates the thermodynamic average.
• SG-phase stable to local RSB: In this phase the free energy is dominated by a
subexponential amount of codewords. The BP equations converge. Thi2.2.3s
phase is responsible for corrupting BP for values 1 ≤ β < βSG.
• SG-phase unstable to local RSB: The free energy is dominated by a
subexponential amount of codewords and the BP-equations do not converge.
This phase will corrupt BP for values β < 1
Threshold values
We consider two types of threshold values, dynamic and thermodynamic ones.
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• The dynamic threshold value, also called the spinodal threshold value, is
deﬁned as the maximal noise value that allows successful decoding with the
BP equations. The value qd(β) is the largest value of the noise such that
the F phase is the only stable solution. Since the decoding algorithm starts
in the paramagnetic state W (h|τ,m, a) = δ(h) and Z(u|v, a) = δ(u), the
presence of any other stable solution to the BP equations will distort the
decoding process. In ﬁgure 5.4 the dynamic threshold is shown graphically
as the appearance of a S phase which distorts the decoding process.
• The thermodynamic threshold value is deﬁned as the maximal noise value
such that the order parameter ρ is one. The order parameter ρ is given by
ρ =M−1
M∑
i=1
(
τisign〈σi〉β,H,{ρj}j=1..M
)
, (5.127)
where the average 〈·〉β,H,{ρj}j=1..M is taken with respect to the distribution
PH,β equation (5.47) and the overline is an average over the quenched
variables {ρj}j=1..M , H and {τj}j=1..M . For β = 1 the thermodynamic
threshold value corresponds with the threshold for MAP decoding. Indeed,
as e(β = 1) = eF = fF the free energy fS = fF when sS = 0. In ﬁgure 5.10
we show the entropy at β = 1 as a function of the noise value for diﬀerent
degrees of the asymmetry κ. We see that the entropy becomes negative at
the dynamic threshold value (square markers). The MAP threshold is given
by the value of (q + p)/2 where the entropy s becomes again zero (circle
markers). In ﬁgure (5.4) the thermodynamic threshold value is visualized as
the point where the free energy value fS < fF.
We calculate the threshold values with the population dynamics algorithm, see
subsection 2.2.3. In table 5.1 we compare the diﬀerent threshold values qc(β = 1)
and qd(β = 1) for diﬀerent degrees of asymmetry in the channel and diﬀerent
regular Gallager codes. In ﬁgure 5.11 we present the values of the dynamic
and thermodynamic threshold values in the (q, p)-phase and compare them with
the Shannon limit for β = 1 and for R = 1/2. The thermodynamic thresholds
approach the limit following from the information rate when C →∞. The dynamic
thresholds go to zero when C → ∞. There is a trade-oﬀ between dynamic and
thermodynamic decoding. For biased sources we show in ﬁgure 5.12 the threshold
values calculated with a modiﬁed version of the population dynamics algorithm
subsection 2.2.3 which allows to solve the equations (5.92- 5.95), see [129]. One
approaches closer to the Shannon limit with biased sources. The dynamic threshold
values are presented in ﬁgure 5.13 for unbiased sources as a function of T (β−1) and
(p+q)/2. Asymmetry in the channel increases the range of reliable communication.
As expected the BP equations perform best when the true noise value is known,
i.e. β = 1. Below β = 1 the decoding threshold decreases corresponding with
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κ = 1 κ = 0 κ = 0.1
C K qd qc qd qc qd qc
5 6 0.13739(5) 0.26436(3) 0.35546(2) 0.70400(5) 0.28709(2) 0.54800(1)
3 4 0.16703(1) 0.20959(1) 0.45580(2) 0.57591(4) 0.35426(1) 0.44167(1)
4 6 0.11692(1) 0.17245(1) 0.30802(2) 0.47132(5) 0.24615(1) 0.36373(2)
3 6 0.08406(1) 0.09972(1) 0.23146(2) 0.27880(1) 0.17977(2) 0.21329(2)
4 8 0.07681(1) 0.10717(1) 0.20056(2) 0.2905(1) 0.16137(2) 0.22635(2)
Table 5.1: The spinodal (qd) and thermodynamic (qc) critical noise levels
of regular LDPC codes for the BAC calculated within the RS-ansatz at
T = 1 and with an unbiased source. The variable κ = p/q controls the
amount of symmetry in the channel noise. The thresholds for the Z-channel
are calculated with κ ∼ O(10−8).
a reentrance eﬀect. For C > 2 and K > 2 the dynamic and thermodynamic
transitions are discontinuous in the order parameter ρ. For C = 2 the transitions
are continuous and thus qd = qc.
5.5.6 The spin-glass phase
In this subsection we elaborate on the spin-glass phase. This phase distorts the
dynamic decoding process when T is small. The SG phase contains two important
features: condensation and clustering.
Condensation
In general p-spin models, see subsection 2.4.2, a temperature Td a transition occurs
from a P phase to a 1RSB-phase and at a temperature Tc < Td there is an entropy
crisis corresponding with the vanishing of the conﬁgurational entropy σ. In the
present work, because of the inﬁnitely strong interactions, the ﬁrst phase transition
will not take place [98]. There is an entropy crisis as in the RCM and in the REM.
At such an entropy crisis the RS value of the entropy sRS becomes negative. The
thermodynamic average f is dominated by atypical states that disappear forM →
∞. The typical value of the free energy f is given by
f(β) =
{
fRS(β)
fRS(βf )
when
sRS ≥ 0
sRS < 0
, (5.128)
with βf the inverse temperature at which the system freezes in the lowest energy
non-ferromagnetic conﬁguration, i.e. sRS(βf ) = 0.
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Figure 5.11: Two Gallager codes for BAC’s of rate R = 1/2 are compared.
Critical noise level lines in the (p, q)-parameter space for β = 1 and an
unbiased source are shown. The thresholds obtained through the channel
capacity, and for dense codes ((C,K) = (∞,∞)) through the symmetric
information rate, are almost indistinguishable.
Because of the hard constraints, i.e. the delta functionq in equations (5.48) and
(5.84), we have indeed that the following frozen ansatz, see [114],
P (σ|τ , a) =
∑
{nγ}

∫ dhWm(h|τ , a) n/m∏
γ=1
Q(nγ |h)



n/m∏
γ=1
m∏
α=1
δ [σγ,α;n
γ ]

 ,
(5.129)
with m ∈ [0, 1], fulﬁls the selfconsistent equations (5.84) and (5.85). Using this
ansatz in the self-consistent equations (5.85) and the free-energy expression (5.81),
we ﬁnd back the RS-equations (5.94) and (5.104) with β → βm. The extremization
condition ∂fRS∂m = 0 corresponds to the zero-entropy condition, which for m ∈ [0, 1[
can only be fulﬁlled when β ≥ βf . When β < βf the entropy does not have a
zero value for m ∈ [0, 1]. We take m = 1, because there the free energy is indeed
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Figure 5.12: Thresholds of the noise level q as a function of the bias
for Z-channels with an encoding strategy (C,K) = (3, 6) and β = 1. The
thermodynamic and spinodal lines obtained through population dynamics
are compared with thresholds determined through the information rate, the
Shannon limit and the results obtained by BP. The dashed and solid lines
are the same as the upper dashed and solid lines in figure 5.6.
maximal. This corresponds with the frozen scenario of (5.128). One can recover
the results of the frozen ansatz (5.129) within a full 1RSB calculation as done in
subsection 2.2.4. One has the solution
W 1RSBc [P |σ] =
∫
dwW (w|σ) δF
(
P (h)− wδ (h−∞)− (1− w)δ (h+∞)
)
,
(5.130)
to the full 1RSB equations, see [129]. The interpretation is clear: all the codewords
are solutions to the cavity equations as a set of inﬁnitely large ﬁelds and are
therefore the pure states of our system. The variable w denotes the fraction of
codewords with a positive spin on a certain site.
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Figure 5.13: The (T, (p+ q)/2)-phase diagram for the spinodal transition
lines within the RS-approximation for a (C,K) = (3, 6) regular Gallager
code on a BAC with an unbiased source. The variable κ = p/q controls
the amount of asymmetry in the channel noise. The Nishimori line, T = 1,
is shown.
In ﬁgure 5.14 we plot the full thermodynamic phase diagram of a regular (3, 6)-
Gallager code for a BAC with an unbiased source in the space of (T, 12 (p + q))-
variables and for three diﬀerent levels of asymmetry in the channel noise. At
the Nishimori temperature one obtains a maximal performance as was already
observed in subsection 5.5.2. The re-entrance eﬀects below the Nishimori
temperature have disappeared because of the frozen ansatz. One observes again a
large improvement in reliable communication over asymmetric channels.
Clustering
From a two replica approach along the lines of subsection 2.2.4 we ﬁnd that the
BP equations stop converging at low temperatures. This indicates local symmetry
breaking eﬀects at low temperatures. In [129] we have done a full 1RSB study
of the order-parameter equations (5.87). We have used O(1e+ 3) distributions of
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Figure 5.14: The thermodynamic (T, (p + q)/2)-phase diagram in the
frozen ansatz for a regular (3, 6)-regular Gallager code on a BAC for
different degrees of the asymmetry κ and an unbiased source. A F, S
and SG phase occur.
each O(1e + 3) ﬁelds. We interpret the complexity as a function of the entropy
for a (3, 6)-code on a BSC at q = 0.09, κ = 1 and T = 1/2 presented in ﬁgure
5.15. The complexity is calculated at the marked point (•) in ﬁgure 5.17. From the
thermodynamical relation betweenm = µβ and σ equation (2.110), we know that σ
must decrease as a function of m. Eliminating the branches where the complexity
increases as a function of µ we ﬁnd the results in ﬁgure 5.15. We ﬁnd a regime
with a positive complexity and a negative entropy. This means that there are an
exponential number of solutions to the BP equations and thus the BP algorithm
does no longer converge. We also remark that these solution have a negative
entropy consistent with the freezing/condensation transition. The complexity is
zero at the cross (×) in ﬁgure 5.17.
It would be interesting to look for the change of the dynamic thresholds between
the replica symmetric and 1RSB algorithms. In order to exclude ﬁnite size
eﬀects, we would need larger system sizes to determine accurately these thresholds.
A valuable addition to our results would be the complexity as a function of
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Figure 5.15: The complexity σ (blue markers) and the entropy s (black
markers) as a function of the replica symmetry breaking parameter m =
µ/β for a (3, 6)-regular Gallager code on a BSC with an unbiased source
at p = 0.09 and T = 1
2
, which corresponds to the marked point (•) in the
phase diagram of figure 5.17. Error bars of the different data points are
shown.
the participation ration (2.152) since this order parameter quantiﬁes the low-
temperature phase.
5.5.7 Full phase diagrams
We conclude this section with a full overview of all the phases in LDPC error-
correcting codes in ﬁgures 5.16-5.17 for, respectively, the Z channel and the BSC
channel. The solid lines denote the thermodynamic phase transitions between the
F, S and SG state. In the F state the thermodynamic value of the order parameter
ρ (5.36) is one and error-less decoding through thermodynamic averages is possible.
The dotted lines mark the dynamic phase transitions. The F-SG and F-S transition
are determined by points where the SG and S solutions appear and distort the
decoding process through the BP algorithm. The transitions between the S and
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Figure 5.16: Full (T, (p+q)/2)-phase diagram for a (3,6)-encoding scheme
over a Z-channel. The solid lines indicate thermodynamic phase transitions
and the dotted lines represent spinodal transitions. The dashed-dotted line
bounds the region of the SG phase which is unstable to RSB. In this region
the BP equations do not converge.
SG state are determined by the condensation of the S state in a subexponential
number of codewords. The entropy becomes zero at the transition line between
the S and SG state. At last the ﬁgures show the region where the BP equations do
not converge. This region is enclosed by the dotted-striped line and is located at
low temperatures. For these parameters there are exponential many solutions to
the BP equations. At the Nishimori temperature β = 1 there are no RSB eﬀects.
The BP equations converge always to one solution at the Nishimori temperature.
The RSB line reaches the Nishimori temperature at qd(β = 1).
5.6 LDPC on channels with memory
A common problem in modern mobile telecommunication systems is that the
strength of the signal varies over time as a result of e.g. the motion of the receiver
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Figure 5.17: The same lines as presented in figure 5.16 for a BSC and a
(3,6)-encoding scheme. Two additional points are added where a full 1RSB-
calculation is performed. At the cross we have found no 1RSB solution with
a positive complexity. At the marked bullet we have found the solution
presented in figure 5.15.
with respect to the source and the varying number of obstacles that shadow the
signal over time. Channels describing communication of attenuated signals are
termed ‘fading channels’. Fading channels are modeled by ﬁnite-state Markov
channels (FSMC) [173]. These channels have fueled signiﬁcant research activity
(for a recent review on the subject see [152]). In FSMCs there exist a number
of diﬀerent channel states that correspond to the various possible attenuation
factors. Each of the states describes a memoryless channel characterized by an
error probability, while the transition from one state to another occurs according
to a stationary Markov process. Since there are diﬀerent states in the FMSC the
error-probabilities between subsequent uses of the channel are correlated, i.e. there
is memory in the channel.
Since channels with memory have a higher capacity [125, 67] one would like to
introduce memory in the decoding process. Important therefore are the extensions
of turbo codes and LDPC codes to FSMCs [62, 44]. The derivation of the density
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evolution equations to determine the decoding thresholds [147, 146] is a ﬁrst step
in the design of capacity reaching codes over channels with memory.
Our work is based on techniques that were developed to analyze macroscopic
properties of ‘small-world’ networks. These systems, due to their close relation
with real-world networks, have been the subject of intense study from a variety
of scientiﬁc disciplines [174, 41, 4]. Small-world lattices have a particular
architecture that allows both a high clustering coeﬃcient and a small shortest
path-length (unlike the random Erdo¨s-Renyi graphs). They are constructed by
superimposing random and sparse graphs with a ﬁnite average connectivity onto a
one-dimensional ring. An exact analysis of the thermodynamic properties of such
systems can be found in [132]. As it is, FSMCs can be mapped to small-world
lattices, whereby messages between parity checks and codeword-nodes propagate
along the sparse graph while messages between channel-state nodes propagate
along the one-dimensional chain.
In this section, we present a general method to derive the density evolution
equations for symmetric or asymmetric FSMCs. This includes an exact analysis of
the Gilbert-Elliot channel (GEC) [65, 48]. We compute the decoding thresholds for
the diﬀerent channels. For symmetric FSMCs we compare the results to [44] while
for memoryless channels to the DE equations (5.98-5.99). Apart from the work
of [8], channels with memory, or any other FSMC models, have to our knowledge
never been analyzed within statistical physics.
5.6.1 Definitions
The memory in the channel noise is modelled through the dependence of the output
of the channel {ρi}i=1..M on the input through the state variable {si}i=1..M ∈ SM :
P ({ρi}i=1..M | {si}i=1..M , {τi}i=1..M )
=
M∏
i=1
(
Pchan(ρi|σi, si)
)
Pstate ({si}i=1..M ) . (5.131)
The probability of the states Pstate ({si}i=1..M ) is governed by a Markov process
Pstate ({si}i=1..M ) = Pstate(s1)
M∏
i=1
W(si+1|si). (5.132)
We will denote by {τi}i=1..M , {ti}i=1..M , respectively, the true codeword and
true channel state vectors that were realized during the signal communication.
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Figure 5.18: A graphical representation of the 2-state FSMC where in
each state the channel is a binary asymmetric channel. The bad state B
has a higher noise level than the good state G.
Depending on the deﬁnition of the Markov process and the channel noise one has
diﬀerent FSMCs. The derivation of the DE equations stays mainly the same. We
consider two-state Markov-modulated binary channels. For these channels the
noise is a random variable drawn from the distribution
Pchan(ρi = −σi|si, σi) =


qB, si = B, σi = 1
pB, si = B, σi = −1
qG, si = G, σi = 1
pG, si = G, σi = −1
. (5.133)
The channel has two states: S = {G,B}. Since we take (pB + qB) > (pG + qG),
B is called the bad state and G is called the good state. The Markov process is
determined by the transition probability W given by
W ≡
[
1− b b
g 1− g
]
, (5.134)
with g the transition probability from state B to G and b the transition probability
from state G to B (ﬁgure 5.18). We deﬁne the memory µℓ at time step ℓ of the
Markov process as
µℓ ≡ W [sℓ = s|s0 = s]−W [sℓ = s|s0 6= s] . (5.135)
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From (5.134) we ﬁnd µℓ = (1− g − b)ℓ ≡ µℓ with the time index ℓ = 1, 2, . . .
and µ ∈ [−1, 1]. For µ > 0 we have persistent memory: the probability of
remaining in a given state is higher than the steady-state probability of being
in that state. For µ < 0 we have an oscillatory memory. We also deﬁne
the good-to-bad ratio ρ = gb . The FSMCs we consider are determined by
the 6-tuple T = (µ, ρ, pB, qB, pG, qG). The GEC [48, 65] corresponds to the
subset of channels TGEC = (µ, ρ, pB, pB, pG, pG). We will also consider channels
TAS = (µ, ρ, κqB, qB, κqG, qG) with κ ∈ [0, 1] and TZ = (µ, ρ, 0, q, q, 0).
5.6.2 Density evolution equations
The starting point for the derivation of the DE equations is the calculation of
the generating function f of the posterior probability distribution of the codeword
{σi}i=1..M given the channel’s output {ρi}i=1..M and the parity-check matrix H:
f ({ρi}i=1..M ,H) ≡ − limM→∞M
−1 log
∑
{σi}i=1..M
P ({σi}i=1..M | {ρi}i=1..M ,H) .
Using Bayes’ law and (5.131) we obtain
P ({σi}i=1..M | {ρi}i=1..M ,H)
=
P ({ρi}i=1..M | {σi}i=1..M )P ({σi}i=1..M |H)
P ({ρi}i=1..M |H)
= Z−1pinit({σi}i=1..M )δH [{σi}i=1..M ]
×
∑
{si}i=1..M
Pstate({si}i=1..M )Pchan({ρi}i=1..M | {si}i=1..M , {σi}i=1..M ),
with P ({σi}i=1..M |H) the initial probability distribution of the codewords and Z
a normalisation constant. We will consider unbiased sources of i.i.d.r.v:
pinit ({σi}i=1..M ) = 2−M . (5.136)
Pchan ({ρi}i=1..M | {si}i=1..M , {σi}i=1..M ) gives the a priori probability distribu-
tion of the output {ρi}i=1..M given the state vector {si}i=1..M and the codeword
{σi}i=1..M (5.133). The Kronecker delta restricts the summation only to those
codewords that obey the parity-check equation.
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Averaging the generating function over the ensemble of parity-check matrices, true-
states, true-codewords and outputs gives
−f = lim
M→∞
1
M
∑
H,{ti,τi,ρi}i=1..M
P (H)Pstate ({ti}i=1..M )
×Pchan ({ρi}i=1..M | {ti, τi}i=1..M ) δH [{τi}i=1..M ]
× log
( ∑
{σi,si}i=1..M
Pstate ({si}i=1..M )
×δH [{σ}i=1..M ]Pchan ({ρi}i=1..M | {si, σi}i=1..M )
)
, (5.137)
plus irrelevant constant terms. We take for the probability distribution of the
parity-check matrices P (H) the distribution of (C,K)-regular codes given by (5.48)
and (5.50). The free energy f can then be calculated using the replica trick. This
results, forM →∞, in a saddle point integral. The free energy at the saddle point
is given by
−f = lim
n→0
1
n
extrP,PˆΨ
(
P (σ, τ), Pˆ (σ, τ)
)
, (5.138)
with Ψ the exponent of the saddle point integral. The extremization is taken over
the order-parameter functions P (σ, τ) and Pˆ (σ, τ). These represent the usual
order-parameter functions describing ﬁnite connectivity systems, see equation
(2.24), with σ = (σ1, . . . , σn) ∈ {−1, 1}n originating from the replication of the
dynamic codeword-variables and τ ∈ {−1, 1} stemming from the inclusion of the
quenched true codeword in the order function.
The exponent Ψ reaches a minimum at the values
(
P (σ, σ), Pˆ (σ, σ)
)
that satisfy
the saddle point equations:
Pˆ (σ, τ) =
∑
(σ1,τ1),··· ,(σK−1,τK−1)
K−1∏
r=1
P (σr, τr)
×δ (τ1τ2 · · · τK−1τ, 1)
n∏
α=1
δ
(
σα1 σ
α
2 · · ·σαK−1σα, 1
)
, (5.139)
P (σ, τ) =
Tr
[
V N−1
(
Pˆ
)
Q
(
σ, τ ; Pˆ
)]
Tr
[
V N
(
Pˆ
)] , (5.140)
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where Q is a matrix with elements:
〈s, t|Q(σ, τ ; Pˆ )|s′, t′〉 =(
Pˆ (σ, τ)
)C−1
W [t′|t]
∏
α
W [(s′)α |sα]∏
α
Pchan (ρ|sα, σα)〉ρ|t,τ , (5.141)
where we used the “Bra-ket” notation. We have introduced the average 〈·〉ρ|t,τ
over Pchan(ρ|t, τ). Note that while the summations over the replicated codeword
variables {σi}i=1...M have been performed by reducing the graph into a single-site
problem, the summations over the replicated channel-state variables {si}i=1...M
are written as a trace over matrix products in (5.140). This constitutes the key
diﬃculty in our problem as we are dealing with the (2n + 1)× (2n + 1) replicated
transfer matrix:
〈s, t|V (Pˆ )|s′, t′〉 =
∑
σ,τ
W [t′|t]
∏
α
W [(s′)α |sα]
×
(
Pˆ (σ, τ)
)C
〈
∏
α
Pchan(ρ|sα, σα)〉ρ|t,τ . (5.142)
To proceed further we have to make an assumption with regard to the structure
of the replica space. The simplest, a replica symmetric ansatz, assumes that
P (σ, τ) = 2−
1
K
∫
dhWc(h|τ)
∏
α
ehσ
α
2 cosh (h)
, (5.143)
Pˆ (σ, τ) = 2−
K−1
K
∫
duZc (u|τ)
∏
α
euσ
α
2 cosh (u)
, (5.144)
for some densities W,Z. For the left- and right-eigenvectors L(s, t), R(s, t) of V
we now assume
〈s′, t′|R〉 = PR(t′)
∫
dxΦR(x|t′)ex
∑
α
(s′)
α
, (5.145)
〈L|s, s〉 = PL(s)
∫
dyΦL(y|s)ey
∑
α
sα . (5.146)
The form of these equations follows the RS assumption of [132, 131]. It allows
us to take the remaining trace in (5.140). All distributions above are normalized
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at n → 0. The densities PR and PL represent respectively the right- and left-
eigenvectors of W :
PR(t) =
∑
t′
W [t′|t]PR(t′), (5.147)
PL(t′) =
∑
t
W [t′|t]PL(t). (5.148)
Following similar computations as in [16, 17, 132], we derive in the limit n→ 0 the
following self-consistent equations in the densities of messages propagating along
the Tanner graph [128]:
Wc(h|τ) =
∫ (C−1∏
r=1
durZc(ur|τ)
)∫
dζM(ζ|τ) δ
[
h− ζ −
C−1∑
r=1
ur
]
,(5.149)
Zc(u|τ) =
∑
τ1,··· ,τK−1
δ (τ1 · · · τK−1τ ; 1)
2K−2
×
∫ K−1∏
ℓ=1
dhℓWc(hℓ|τℓ) δ
[
u− atanh
K−1∏
ℓ=1
tanh(hℓ)
]
, (5.150)
The densities of messages propagating between the Tanner graph and the channel
are given by
F (ξ|τ) =
∫ ( C∏
r=1
durZc(ur|τ)
)
δ
[
ξ −
C∑
r=1
ur
]
, (5.151)
M(ζ|τ) = 2
∑
t,t′
PR (t′)W [t′|t]PL(t)
×
∫
dxdyΦL(y|t)ΦR(x|t′)
∑
ρ
Pchan(ρ|τ, t)
×δ
[
ζ − 1
2
∑
τ
τσ log
(∑
ss′
e(s
′x+sy)W [s′|s]Pchan (ρ|τ, s)
)]
.(5.152)
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At last, we have the densities of messages propagating along the channel:
ΦR(x|t) =
∑
t′
W [t′|t]
∑
τ
1
2
∫
dξF (ξ|τ)
∫
dx′ΦR(x′|t′)
∑
ρ
Pchan(ρ|τ, t)
×δ
[
x− 1
2
∑
s
s log
(∑
s′
W [s′|s] e
x′s′
2 cosh (x′)
)
−1
2
∑
s
s log
(∑
σ
∏
r
eξστ
2 cosh ξ
Pchan (ρ|σ, s)
)]
, (5.153)
ΦL(x|t′) =
∑
t
W [t′|t]PL(t)
PL (t′)
×
∑
τ
1
2
∫
dξF (ξ|τ)
∫
dx′ΦL(x′|t)
∑
ρ
Pchan(ρ|τ, t)
×δ
[
x− 1
2
∑
s′
s′ log
(∑
s
W [s′|s] e
x′s
2 cosh (x′)
×
(∑
σ
eξστ
2 cosh ξ
Pchan (ρ|σ, s)
))]
.
(5.154)
Equations (5.149-5.154) are the DE equations for the binary asymmetric two-
state Markov channel. They describe the evolution of the densities of messages
propagating along a tripartite graph ﬁgure 5.19. The graph consists of a chain
of channel-state nodes connected to codeword nodes and these in turn to parity-
check ones. This graphical representation of the decoding process corresponds
to an eﬃcient algorithm [43], equivalent to the sum-product algorithm used in
channels without memory, see subsection 5.3.3. The tripartite graph has three
diﬀerent sets of vertices: the set Vcode of codeword nodes, the set Vpc of parity-
check nodes and the set Vchan of channel-state nodes, see ﬁgure 5.19. Due to the
presence of memory there are 6 types of messages propagating according to:
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Message From To
hi→a i ∈ Vcode a ∈ Vpc
ua→i a ∈ Vpc i ∈ Vcode
ζc→i c ∈ Vchan i ∈ Vcode
ξi→c i ∈ Vcode c ∈ Vchan
xR;c+1→c c ∈ Vchan
xL;c−1→c c ∈ Vchan
The update equations for single-graph instances for these messages (the so-
called ‘message-passing’ equations) [43] correspond to the functions given by the
arguments of the delta functions in the DE equations (5.149-5.154). When we
compare the equations (5.149-5.154) with the memoryless equations (5.98-5.99)
for pB = qB and pG = qG we notice the following diﬀerences:
• The DE equations (5.149) and (5.150) are the same.
• The distribution M(ζ|τ) becomes
M(ζ|τ) = δ
[
ζ − 1
2
∑
τ
τσ log (Pchan (ρ|))
]
. (5.155)
The ﬁelds ζ are not coupled anymore trough the “chain” of states. The chain
of states gets decoupled from the Tanner graph.
Figure 5.19: The tripartite graph and the messages propagating along
the graph for a LDPC code on channels with memory.
5.6.3 Results
We are interested in deriving the critical noise levels beyond which decoding is
not possible. This information can be obtained through the observable ρσ ≡
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Figure 5.20: Decoding thresholds (markers) of a (3, 4)-regular LDPC code
on a TAS-channel presented in the space of
(
1
2
(pB + qB),
1
2
(pG + qG)
)
for
different values of the asymmetry κ ∈ [0, 1]. For all symbols the memory
equals µ = 0.90 while the good-to-bad ratio is ρ = 1. The dotted line
represents the memoryless threshold µ = 0. The stars at the end of the
markes denote the critical value for memoryless channels where pB = pG
and qB = qG.
1
|Iσ |
∑
i∈Iσ σi =
∫
dhW (h|σ)sign(h) where Iσ describes the sublattice Iσ = {i ∈
Vcode|σ0i = σ} and W˜ the distribution of the marginals of the decoding variables
W (h|σ) =
∫ ( C∏
r=1
durZc(ur|σ)
)
×
∫
dζM(ζ|σ) δ
[
h− ζ −
C∑
r=1
ur
]
(5.156)
The value ρσ = 1 corresponds to perfect decoding (F phase) while ρσ < 1 describes
decoding failure (P phase). We detect the transition by numerically solving the
DE equations (e.g. through population dynamics [104]).
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Figure 5.21: Decoding thresholds in the (µ, q) space of (C,K)-regular
LDPC codes on a TZ-channel for a good-to-bad ratio ρ = 1. The
upper dashed lines represent the decoding thresholds for the corresponding
memoryless binary asymmetric channel. The lower one corresponds to a
value that is twice that of the decoding threshold of a memoryless binary
symmetric channel.
The decoding thresholds in the parameter space
(
1
2 (pG + qG),
1
2 (pB + qB)
)
for a
Gallager (C,K) = (3, 4) code on a TAS-channel are shown in ﬁgure 5.20. Dotted
lines separate ferro- from paramagnetic solutions for memoryless channels with
µ = 0, while symbols correspond to channels with memory for µ = 0.9. We show
four degrees of channel asymmetry characterized by the variable κ = pB/qB =
pG/qG. Note that to simplify the presentation of our results the two channel
states have here the same κ. The decoding thresholds for κ = 0 are computed
from the DE equations for κ → 0, which can be derived when rescaling the ﬁelds
h → βh, u → βu, ζ → βζ and ξ → βξ with β = − 14 log(κ). The points marked
by the star-symbols at the end of the markers correspond to the points where
the two channel states have the same error probability, pB = pG and are taken
from table 5.1. Beyond the star-symbol (lower-right part of the ﬁgure) the roles
of the ‘good’ versus the ‘bad’ channel are interchanged. In this ﬁgure we also see
that implementing the memory and the asymmetry of the channel in the decoding
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κ = 1 κ = 0.1 κ = 0.01 κ = 0
(pG + qG)/2 (pB + qB)/2
0.20 / 0.190(2) 0.242(2) 0.256(2)
0.08 0.262(2) 0.331(2) 0.401(2) 0.420(2)
0.05 0.308(2) 0.396(2) 0.484(2) /
Table 5.2: Critical noise levels for the (3,4)-regular LDPC code on a TAS-
channel with memory µ = 0.9, good-to-bad ratio ρ = 1 and for four degrees
of channel asymmetry.
process enhances the threshold values of the decoding process. In the limiting
cases of κ = 1 our results agree very well with those of [44]. In table 5.2 we give
the decoding thresholds corresponding to ﬁgure 5.20.
In ﬁgure 5.21 we present results from the channel TZ in which there exist two
Z-type states: (pB, qB) = (0, q) and (pG, qG) = (q, 0) (hence the terms ‘good’ vs
‘bad’ are not very meaningful here). This type of conﬁguration can model ‘burst-
error’ channels where a very large number of consecutive bits appear corrupted
while the corruption is selective with regards to the input symbol. We show
results in the (µ, q) space for Gallager (C,K) = (3, 4) and (3, 6) codes. The lower
dashed line corresponds to the noise level 2qBSC where qBSC is the critical level
of the memoryless binary-symmetric channel. The fact that the marker at µ = 0
coincides with the dashed line is not a coincidence since in this limit the channel
has two complementary Z-type states without memory, and therefore, with an
equal transition probability between them. The upper dashed line corresponds to
the critical noise level of a memoryless Z-channel [129]. At µ = −1 the transition
probabilities become b = g = 1 and thus the channel oscillates between the two
states. We note that this ﬁgure is symmetric with respect to the µ = 0 axis; a
property that also follows from the DE equations.
5.7 Conclusion
The density evolution equations determine the performance of LDPC codes when
the size of the codewords becomes inﬁnitely large. We have derived the density
evolution equations of asymmetric channels and of channels with memory by
mapping them on spin models on ﬁnitely-connected hypergraphs.
The density evolution equations for asymmetric channels have, in contrast with
symmetric channels, a very complicated dependency on the codeword sent,
but simplify a lot when the source is unbiased. For unbiased sources we
recover the density evolution equations derived through a cavity like approach
in [172]. The information rate increases when the asymmetry of the channel
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is incorporated in the decoding algorithm. We have studied ﬁnite temperature
decoding with the belief propagation algorithm and ﬁnite temperature decoding
through thermodynamic averaging. When the temperature is high the noise is
overestimated while for low temperature the noise is underestimated. When the
temperature is one the true noise values of the channel is known. We have
determined the temperature-noise phase diagram of the model for various degrees
of asymmetry and identiﬁed the regions where errorless decoding is possible. This
region of errorless decoding increases with the degree of asymmetry. At higher
noise values the decoding algorithm fails due to a suboptimal phase or a spin-glass
phase. The suboptimal phase corresponds with an entropic amount of codewords
and appears at high temperatures. The spin glass phase is a condensated phase
which appears at low temperatures. The spin-glass phase is very similar to the
spin glass phase in the random energy model. At even lower temperatures the
message passing algorithm stops converging and clustering phenomena appear.
In the second part of this chapter we have studied LDPC codes for channels
with memory. Error-correcting codes on channels with memory are known to
outperform the traditional ones on memoryless channels. They can be used in
modern mobile communication systems or to model burst-error channels. We
have presented a technique for deriving the density evolution equations for multi-
state channels. This method originally developed to study ‘small-world’ systems
is based on the diagonalisation of replicated transfer matrices. It turns out
that the representation of the LDPC multi-state decoding problem on graphs
shares a common architecture with ‘small-world’ systems: In memoryless channels,
decoding occurs with message-passing between symbol variables (the ‘spins’) which
are connected to parity-check variables (the ‘couplings’). Channels with memory
introduce a new element to this hypergraph which can be seen and treated as a
chain of channel-state variables with nearest-neighbor interactions.
We have presented results for the Gilbert-Elliott channel and its generalization
to asymmetric two-state channels with memory. The density evolution equations
that follow from the analysis reproduce very well the special limiting cases of the
Gilbert-Elliott or the memoryless binary-asymmetric channel. The method can
be applied to a variety of multi-state error-correcting codes, such as multi-symbol,
gaussian-, non-Markovian or intersymbol-interference channels.
5.8 Future prospects: design of codes
Our studies have shown that one can analyze LDPC codes on “complicated”
channels involving memory and asymmetry. The design of codes is one of the most
interesting aspects of LDPC codes. Optimizing the threshold values qd(β = 1) of
LDPC codes to the degree distributions vk and cl, equations (5.53) and (5.54), one
can reach the Shannon limit qd = qs. This is proven for erasure channels [93]. For
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general symmetric channels one can approach closely the Shannon limit [146] and
probably reach it although we are unaware of a proof.
Is it possible to design codes using statistical mechanics methods? To do this
one should ﬁnd a cost function that is optimized at the dynamical transiion qd or
behaves monotonously as a function of qd. In ﬁgure (5.22) we show the dynamical
and static thresholds for two sets of irregular codes on a BEC as a function of the
degree distribution. Both sets of irregular codes have generating functions c(x)
and v(x), equations (5.25) and (5.26), of the form:
c(x) = (1 − γ − δ)x3 + δx8 + γx30, (5.157)
v(x) = αx3 + (1− α)x10. (5.158)
We keep the rate R and the number of links k = 3α+10(1−α) in the Tanner graph
ﬁxed. This corresponds, respectively, with a ﬁxed information transfer and a ﬁxed
computational eﬃciency of the decoding algorithm. In the ﬁrst set of codes k = 5
while in the second set k = 10. The rate R = 0.2. In ﬁgure 5.22 the thresholds qd
and qc are plotted as a function of the remaining parameter δ.
The dynamical threshold increases considerably when we consider irregular codes.
However, the thermodynamic transition qc is maximal for regular codes. As the
thermodynamic transition is linked with minimization of the free energy we do not
know which cost function can be used to optimize the dynamical threshold.
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Figure 5.22: The dynamic critical noise level (solid and dashed-dotted
lines) and the thermodynamic threshold levels (dashed and dotted lines)
for two different irregular Gallager codes on a BEC are shown. The degree
distributions are given by the following generating functions: c(x) = (1 −
γ− δ)x3 + δx8 + γx30; v(x) = αx3 +(1−α)x10, with a rate R = 0.2, k = 5
for the first code “deg1” and k = 10 for the second code “deg2”. We see
that the dynamic threshold is not monotonous in δ and reaches its optimum
value for irregular codes. The static transition behaves monotonously in δ
and reaches its largest value for regular codes.
Chapter 6
Conclusions
Statistical mechanics is the theory that describes the collective behavior of a large
number of interacting molecules, moments, electrons, etc. It is a challenge to
extend the underlying concepts and methods to the study of emergent phenomena
in complex systems, for instance error-correcting codes, optimization problems on
graphs, proteins in a cell or agents trading on the market. A popular approach to
address these problems is simplifying them to units interacting via some underlying
graph structure. Some examples of these graph structures are metabolic networks
or transportation networks. To study processes on these graphs one has to
associate a probability distribution on the conﬁguration space of the units, based
upon the knowledge one has of the speciﬁc underlying biological, transportation
or other processes. From an abstract point of view the analysis of these models
consists of the study of a probability distribution of spins on a certain graph
structure.
When the underling structure is local tree like one can analyze spin models on
graphs with the replica method, the cavity method or Monte Carlo methods.
Spin models on graphs or ﬁnite connectivity systems are studied by message-
passing algorithms, such as belief propagation. The belief propagation equations
are a central result of the cavity method. These are a set of equations in the
marginals of the probability distribution of spins on the given graph structure.
From the marginals one can determine relevant thermodynamic quantities such as
the energy, the entropy, the magnetization, etc. The density evolution equations
are the average over the graph ensemble of the density of messages propagated
during the belief-propagation algorithm. They describe the typical behavior of
this algorithm.
In this thesis we have studied three open problems within the ﬁeld of ﬁnite
connectivity systems:
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• Le´vy spin glasses: The Sherrington-Kirkpatrick model is a fully-connected
model for spin glasses. The spin-glass phase consists of a complicated phase
space containing inﬁnitely many pure states. The solution of the SK-model
has been important in various scientiﬁc disciplines where a spin-glass phase
is found. The SK-model is universal in the sense that all fully-connected
models where the couplings are drawn as i.i.d.r.v. with a ﬁnite variance lead
to the same phase diagram.
We have solved a generalization of the SK-model to i.i.d.r.v. with a divergent
variance, i.e. a Le´vy spin glass. The distribution contains three important
parameters: the tail exponent, the skewness and the shift.
This Le´vy spin glass can be solved by decomposing it into a ﬁnitely-connected
backbone of strong bonds and a background of weak bonds.
The spin glass phase consists of an exponential number of pure states, similar
to the spin glass phase in the SK-model. This is in contrast to the conjectures
made in [28]. We ﬁnd that the SG phase is always unstable with respect
to replica symmetry breaking. The ferromagnetic phase contains a mixed
state where replica symmetry is unstable. The replica symmetry breaking
decreases when the tail exponent increases, i.e. when the system contains
more strong bonds and thus less frustration.
• Parallel dynamics of spin models on graphs: The low complexity
and the accuracy of the belief propagation equations make them a perfect
tool to study emergent phenomena of spin models on graphs, given the
probability distribution of the spins. In practice one does not always know
the distribution of spins. Examples are non-equilibrium models deﬁned
through a dynamics which does not fulﬁll detailed balance. Such problems
appear for instance in the activity of neural networks of biological organisms
or congestion problems in transportation networks.
To develop a message-passing algorithm we have considered a simple model:
Ising spins evolving through parallel Glauber dynamics on graphs with
symmetric and asymmetric links. Evolution of Ising spins on graphs with
asymmetric links does not fulﬁll detailed balance. We have generalized
the belief propagation equations to a set of equations in the marginals of
the distribution of paths which determines the dynamical evolution of the
system. We have taken the stationary limit assuming there are no cycles and
neglecting some correlations in time. The limiting cases of fully asymmetric
and fully symmetric graphs are exactly solvable. In these cases our algorithm
reduces to the known belief propagation equations. For partially asymmetric
graphs the algorithm is approximative.
We have determined the phase diagram for spins interacting through bimodal
couplings on a Bethe lattice and a Poissonian lattice. For models containing
disorder without frustration, such as ﬂuctuating degrees, we have found
a good agreement between the theoretical and simulation results. When
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the disorder contains frustration the algorithm needs to be improved.
Theoretical results show how the spin glass phase gradually decreases with
the degree of asymmetry in the bonds and eventually disappears.
As a second model, we have investigated a neural network for associative
memory containing both asymmetry in the couplings and a scale-free degree
distribution. These two assumptions make existing models for neural
networks more realistic. We ﬁnd that the correlations between in and out
degrees increase the retrieval performance of the neural network considerably.
• Statistical mechanics of low-density parity-check codes: Low-density
parity-check codes are a family of eﬃcient codes reaching the Shannon
limit, i.e. reaching the maximal rate of information to which reliable
communication over a noisy channel is possible. The decoding process
of low-density parity-check codes can be described through the average
over the probability distribution of spins of a relevant order parameter
of a ﬁnite connectivity system. The mapping of low-density parity-check
codes on spin models allows to extend the existing decoding algorithms
through the introduction of a temperature. The temperature quantiﬁes the
lack of knowledge of the value of the true noise of the channel. A high
temperature corresponds with an overestimation of the channel noise while
a low temperature corresponds with an underestimation. Low-density parity-
check codes on symmetric channels, where the noise is independent of the
bits sent, have been thoroughly studied in the literature.
In this thesis we have made a study of the extension of low-density parity-
check codes to asymmetric channels and channels with memory eﬀects in
the noise. Asymmetric channels are important in communication through
optical ﬁbers while memory eﬀects are important in wireless communication.
We show that by taking into consideration the memory and asymmetry of the
noise in the decoding process, the decoding thresholds of the corresponding
algorithms increase considerably. Therefore, reliable communication at
higher rates is possible.
The statistical mechanics approach leads to two possible decoding algorithms:
the ﬁrst algorithm corresponds with solving the belief-propagation equations
on a bipartite Tanner graph and the second algorithm consists of taking
a thermodynamic average over the corresponding probability distribution
of spins. The temperature-noise phase diagrams of error-correcting codes
contain three phases: a ferromagnetic phase corresponding with error free
communication, a suboptimal ferromagnetic phase and a spin-glass phase,
both corresponding with failure of reliable communication. In the spin-glass
phase the system is condensed on a sub-exponential number of erroneous
codewords while in the suboptimal phase error correction gets corrupted by
an exponential number of erroneous codewords in the codeword length.
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When we compare the density evolution equations in the asymmetric
case with the density evolution equations of symmetric channels the main
diﬀerence is the dependence of the densities on the codeword sent.
The belief propagation algorithm on channels with memory is deﬁned on
a tripartite graph. Thereby, it is necessary to include a set of messages
propagating along the channel. The density evolution equations of this
algorithm are found by mapping the corresponding spin model on a small-
world hypergraph and by calculating the disorder-averaged free energy of
the posterior probability distribution using the method of replicated transfer
matrices. Although technically involved, the method is straightforward and
can be generalized easily to any channel with memory.
Appendix A
Useful identities
A.1 Gaussian integrals
The multivariate Gaussian integral equals
I(H, b) =
∫ ( m∏
i=1
dxi
)
exp

−1
2
m∑
i,j=1
xiHijxj +
m∑
i=1
bixi


=
(2π)
m/2
√
detH exp

1
2
m∑
i,j=1
biH−1ij bj

 , (A.1)
with H a symmetric matrix with Re (λi) ≥ 0 and λi 6= 0, for all eigenvalues λi of
H.
A.2 The saddle-point method
We want to calculate the following integral:
Im = lim
N→∞
∫
dx exp (Nf(x)) , (A.2)
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with x = (x1, x2, · · · , xm). We consider the Taylor expansion:
f(x) = f(x(0)) +
1
2
(
x− x(0)
)T
H(x(0))
(
x− x(0)
)
+O
((
x− x(0)
)3)
,
(A.3)
around a point x(0) with ∂∂xj f(x)
∣∣∣
x=x(0)
= 0 for all j. The Hessian H(x) is
deﬁned through:
Hij(x) = ∂
2
∂xj∂xi
f(x). (A.4)
We make the transformation: x → √N−1x+ x(0) and use the Gaussian integral
(A.1) to obtain
Im = (2π)
m/2
Nm/2
√
detH exp
(
Nf(x(0))
)(
1 +O
(
N−1/2
))
, (A.5)
if the eigenvalues of H have a positive real part.
Appendix B
Graphs and Hypergraphs
For an introduction on graph theory we refer to [18, 72]. In this appendix we
introduce/summarize all the notations, deﬁnitions and graph results used in the
thesis.
B.1 Definitions
B.1.1 Undirected graphs
A undirected graph is a couple (V,E) with V the set of vertices and E the set of
edges. The number of elements |V | in V is the size of the graph. The elements of
E are unordered pairs (i, j) ∈ V × V where (i, j) and (j, i) denote the same edge.
An edge (i, j) is incident to the two vertices i and j. Two vertices i, j are adjacent
when (i, j) ∈ E. We deﬁne simple undirected graphs through a symmetric traceless
|V | × |V |-dimensional connectivity matrix C, with cij = [C]ij ∈ {0, 1}, such that
(i, j) ∈ E ⇔ cij = 1.
A graph can be presented graphically by |V | labelled points. The points with
label i and j are connected by a line segment when cij = 1, otherwise they are
not connected. The neighbourhood of a vertex ∂i is the set of all vertices adjacent
to i. The degree of a vertex is deﬁned through ki ≡ |∂i|. We deﬁne the “closed”
neighbourhood of a vertex ∂i ≡ ∂i∪{i}. In a k-regular graph all vertices have the
same degree k = ki. A perfect matching is a graph where every vertex has degree
one.
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B.1.2 Directed graphs
A directed graph is a couple (V,E) with E now the set of directed edges, i.e.
ordered pairs (i, j) ∈ V × V . We say that two vertices i, j are adjacent when
(i, j) ∈ E or (j, i) ∈ E. We deﬁne simple directed graphs through a traceless
|V | × |V |-dimensional connectivity matrix C, with cij = [C]ij ∈ {0, 1}. When
cij = 1, cji = 0 there is a directed edge going from i to j; when cij = cji = 1
there is a undirected edge between i and j and when cij = cji = 0 there is no
edge between i and j. The set Ed ⊂ E contains all the directed edges and the
set Esym contains all the symmetric edges. Directed graphs are presented through
|V | labelled points. A undirected edge is denoted by a line segment while directed
edges are presented by arrows. Since the graphs are directed we have four types
of neighborhoods and degrees:
• The in-neighbourhood ∂ini ≡ {j ∈ V |(j, i) ∈ E} of the vertex i and its in-
degree kini ≡ |∂ini |
• The out-neighbourhood ∂outi ≡ {j ∈ V |(i, j) ∈ E} of the vertex i and its
out-degree kouti ≡ |∂outi |
• The symmetric neighbourhood ∂symi = ∂
in
i ∩ ∂outi of the vertex i and its
symmetric degree ksymi ≡ |∂symi |
• The neighbourhood ∂i = ∂
in
i ∪ ∂outi of the vertex i and its degree ki ≡ |∂i|
B.1.3 Hypergraphs
A p-uniform hypergraph is deﬁned as a couple G = (V,E) with E ⊂ V p, a set of
p-tuples. A p-uniform hypergraph is uniquely determined by a connectivity tensor
C(p) with elements[
C(p)
]
i1i2···ip
= ci1i2···ip =
{
1
0
when
(i1, i2, · · · , ip) ∈ E
(i1, i2, · · · , ip) /∈ E . (B.1)
A non-uniform hypergraph is deﬁned as a couple G = (V,E) with
E ⊂ V × V ∪ V × V × V ∪ · · · . (B.2)
In this case one can partition E = E(2) ∪ E(3) ∪ E(4) · · ·E(pmax), with pmax
the maximum size of the edges E(n) = E ∩ V n. A non-uniform hypergraph is
determined by (pmax − 1) connectivity tensors C(n). The degree of a vertex is
deﬁned through
ki ≡
∑
j
cij +
∑
j<k
cijk + · · · (B.3)
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Figure B.1: From left to right we have: a 3-regular simple undirected
graph, a simple directed graph and a 4-uniform 2-regular hypergraph.
A hypergraph is k-regular when all vertices have the same degree k.
B.1.4 Bipartite graphs
A bipartite graph is a graph G = (V,E) with V = V1 ∪ V2 and E ⊂ V1 × V2. A
bipartite graph is a perfect matching when the degree of every vertex is one.
B.2 Graph ensembles
A graph ensemble is a couple G = (P,S), with S a set of graphs and P a probability
distribution deﬁned on the set S.
B.2.1 Erdo˝s-Re´nyi random graphs
The ensemble Ge(N,M) was studied by Erdo˝s and Re´nyi in [49]. The set S consists
of all graphs with N vertices and M edges which are present in the ensemble with
an equal probability:
Pe(G;N,M) ≡ 1
Z
δK

M,∑
i<j
cij

 . (B.4)
The normalisation constant Z in (B.4) is given by
Z =
(
N(N − 1)/2
M
)
. (B.5)
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B.2.2 The Poissonian ensemble
The Poissonian ensemble Gp(N, c) consists of graphs drawn with a probability:
PGp(G;N, c) ≡
∏
i<j
((
1− c
N
)
δK(cij ; 0) +
c
N
δK(cij ; 1)
)
. (B.6)
For N → ∞ the Poissonian ensemble becomes equivalent to the Erdo˝s-Re´nyi
ensemble. One draws a graph from this ensemble by drawing every edge (i, j)
with a probability p = cN .
The two ensembles Pe(G;N,M) and Pp(G;N, p) are equivalent for N → ∞.
Indeed, the probability distribution P (M) is given by
P (M) = exp
(−M)MM
M !
, (B.7)
with M = c(N − 1)/2. The ﬂuctuations σ(M)/M = 1√
M
for N → ∞. The
relative ﬂuctuations of the edges get very small for N → ∞ and Gp (N, p) =
Ge
(
N, p2 (N − 1)
)
. Therefore, in practice one draws a graph from the ensemble
Gp(N, c) through the following process: drawM edges uniformly random from the
set V × V .
The degree distribution pd of the Poissonian ensemble equals:
pd =
(
N − 1
d
)[ c
N
]c [
1− c
N
]N−d−1
. (B.8)
For N →∞ one has:
pd(k) =
ck exp (−c)
k!
, (B.9)
which explains the name of this ensemble. The Poissonian degree has the useful
property
∞∑
k=0
pd(k)k
c
A(k − 1) =
∞∑
k=0
pd(k)A(k). (B.10)
B.2.3 Graphs with a fixed degree sequence
We consider the ensemble Gdeg (N, pd(k)) with N the size of the graph and pd (k)
the asymptotical degree distribution. The probability distribution of these graphs
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is deﬁned in two steps:
Pdeg(G|N, pd(k)) =
(
N∏
i=1
pd(ki)
)
Pdeg(C| {ki}i=1..N ), (B.11)
with
Pdeg(C| {ki}i=1..N ) ∼

∏
i<j
c
N
δ(cij ; 1) +
(
1− c
N
)
δ (cij ; 0)


×
N∏
i=1
δ

ki;∑
j
cij

 . (B.12)
The constant of proportionality M = ∑C Pdeg(C| {ki}i=1..N ), is, for N → ∞,
given by:
M = exp

N

− c
2
+ c log(c)−
∑
k≥0
pd(k) log(k!)



 . (B.13)
We draw graphs from this ensemble using the following process:
• Generate N random numbers {ki}i=1..N from pd(k)
• Form a set T containing ki copies of each vertex
• Generate a random matching of the elements in T
A similar ensemble was studied in [112], hence, they are sometimes called Molloy-
Reed random graphs. For N →∞ the following conditions are met, see [112]
• The degree sequence of all the graphs is the same up to order O(N−1)
• All graphs with a given degree sequence are drawn with the same probability
Some popular ensembles appear repeatedly in the literature:
• The Poissonian ensemble: pd(k) = exp (−c) ckk!
• The Bethe ensemble: pd(k) = δ(k; c). The graphs drawn from the Bethe
ensemble are called Bethe lattices
• Scale-free graphs: in this case the degree distribution is given by a power
law pd(k) = ak
−γ , with a a normalization constant
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B.2.4 The directed Poissonian ensemble
The directed Poissonian ensemble Gp(N, c, ǫ) is deﬁned through the following
probability function
Pp(C; c, ǫ) ≡
∏
i<j
( c
N
δ(cij ; 1) +
(
1− c
N
)
δ(cij ; 0)
)
∏
i>j
(
ǫδ(cij ; cji) + (1− ǫ)
( c
N
δ(cij ; 1) +
(
1− c
N
)
δ(cij ; 0)
))
.
(B.14)
The mean connectivity is given by c while ǫ is the fraction of symmetric edges.
For ǫ = 1 the ensemble Gp(N, c, ǫ) reduces to the ensemble Gp(N, c). In the
recursive equations (4.23), (4.24) and (4.27) for dynamics we need to know the
degree distribution. The degree distribution pp, deﬁned through
pp(k
in, kout, ksym)
≡
∑
i
∑
C P (C)δ(k
in;
∑
j cij)δ(k
out;
∑
j cji)δ
(
ksym;
∑
j cijcji
)
N
, (B.15)
is equal to [126]
pp(k
in, kout, ksym) =
(
exp [−cǫ] (cǫ)k
sym
ksym!
)(
exp [− (1− ǫ) c] (c(1−ǫ))k
in−ksym
(kin−ksym)!
)
(
exp [− (1− ǫ) c] (c(1−ǫ))k
out−ksym
(kout−ksym)!
)
. (B.16)
When we sum out the outdegrees we get
pp(k
in, ksym) =
e−cck
in
kin!
(
kin
ksym
)
ǫk
sym
(1− ǫ)kin−ksym . (B.17)
The degree distribution (B.17) has the useful property
∑
kin,ksym
pp(k
in, ksym)
ksym
csym
A
(
ksym, kin
)
=
∑
kin,ksym
pp(k
in, ksym)A
(
ksym + 1, kin + 1
)
. (B.18)
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B.2.5 Directed ensemble with a fixed degree sequence
We consider the ensemble Gdeg
(
N, pd(k
in, kout, ksym)
)
with N the size of the
graph and pdeg
(
kin, kout, ksym
)
the asymptotical joint degree distribution. The
probability distribution of these graphs is deﬁned in two steps:
Pdeg
(
G|N, pd
(
kin, kout, ksym
))
=
(
N∏
i=1
pd
(
kini , k
out
i , k
sym
i
))
× Pdeg
(
C|{kini , kouti , ksymi }i=1..N) (B.19)
with
Pdeg
(
C|{kini , kouti , ksymi }i=1..N)
∼
∏
i<j
( c
N
δ(cij ; 1) +
(
1− c
N
)
δ(cij ; 0)
)
×
∏
i>j
(
ǫδ(cij ; cji) + (1− ǫ)
( c
N
δ(cij ; 1) +
(
1− c
N
)
δ(cij ; 0)
))
×
N∏
i=1
δ

kini ;∑
j
cji

 N∏
i=1
δ

kouti ;∑
j
cij

 N∏
i=1
δ

ksymi ;∑
j
cijcij

(B.20)
with c = limN→∞N−1
∑
i,j cij and ǫ =
∑
i,j
cijcji
cN . It is possible to generate a
graph from the ensemble Gdeg with the following algorithm:
1. Draw for every vertex i ∈ V a triple (kini , kouti , ksymi ) from the distribution
pd
2. Create ksym sockets on each graph. Draw a random perfect matching on the
graph of sockets.
3. Create a bipartite graph which is a perfect matching containing kini sockets
for each vertex on one side and kouti sockets for each vertex on the other side.
B.2.6 Local tree structure
It is Important that the graphs have a local tree structure. It is rather easy to
show that for N → ∞ there are a ﬁnite number O(N0) of loops of ﬁnite length
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O(N0). Indeed, for a Poissonian graph the number of k-cycles is:
N(N − 1)...(N − k + 1)
[ c
N
]k
= ck +O(N−1), (B.21)
which is O(1). There are many loops of order O (log(N)). For a rigorous proof we
refer to [18]. But, it is possible to make an easy heuristic argument. Because the
graph is looplike we have cℓ vertices on a distance ℓ from a root node. Because a
graph has N vertices this number is bounded from above by N .
B.2.7 Percolation
Random graphs contain a percolation transition. Below the percolation transition
the largest component is of size O (log(N)) while above the transition there is one
giant component with O(N) vertices. As shown by Erdo˝s-Re´nyi this transition
takes place at M = 12N [50]. For graphs with a given degree sequence this
transition takes place at
∑
k k(k − 2)pd(k) = 0.
Appendix C
Stable distributions
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Figure C.1: The Le´vy distributions P J1,γ,J0α (J) for J1 = 1, J0 = 0 and
different values of α and γ. The distributions with α = 1.5 approach a
Gaussian while the ones for α = 0.5 have larger tails. For γ > 0, the center
of the distribution goes to +∞ or −∞ for α ↑ 1 or α ↓ 1, respectively. The
coupling distribution fulfills P J1,γ,J0α (J) = P
J1,−γ,J0
α (−J).
The purpose of this appendix is to give some intuition on the role of the parameters
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α and γ present in stable distributions, deﬁned through eqs. (3.7) and (3.8). Both
α and γ are responsible for the shape of the distribution. The main role of the
exponent α is to control the decay of the tails. Figure C.1 shows that, for a ﬁxed
γ, a decrease in α gives rise to a distribution P J1,γ,J0α (J) with larger tails and
more sharply peaked around its most probable value J . The center of P J1,γ,J0α (J)
is also shifted from the negative to the positive x-axis as α decreases from α > 1
to α < 1. A change of α has no eﬀect on the position of the center when γ = 0.
The skewness parameter γ controls the relative weight between the positive and
negative tails. For γ > 0, the positive tail of P J1,γ,J0α (J) is larger than the negative
one; for γ < 0 vica versa. The distribution is symmetric around J0 when γ = 0.
For increasing positive values of γ, see ﬁgure C.1, the center of P J1,γ,J0α (J) shifts
to the right or left provided α < 1 or α > 1, respectively.
C.1 Solution of integrals
The following two expressions are true for any function f(J) for which the integrals
on the right hand side exist. A proof of these expressions can be found in the paper
[127]. The quantities Cα and Φ are deﬁned in the subsection 3.2.
Expression I
∫ ∞
−∞
dJdJˆ
2π
|Jˆ |αeiJˆJf(J) = −
(√
2
J1
)α
Cα
∫ ∞
−∞
dJ
|J |α+1
[
f(J)− f(0)
]
, (C.1)
for α ∈ (0, 1) ∪ (1, 2].
Expression II
∫ ∞
−∞
dJdJˆ
2π
|Jˆ |αsign(Jˆ)eiJˆJf(J)
=

 i
(√
2
J1
)α
Cα
Φ
∫∞
−∞
dJ
|J|α+1 sign(J)f(J) if 0 < α < 1
i
(√
2
J1
)α
Cα
Φ
∫∞
−∞
dJ
|J|α+1 sign(J)
[
f(J)− f ′(0)J
]
if 1 < α ≤ 2
.
(C.2)
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