Supervised Learning in Multi-Layered Neural Networks (MLNs) has been recently proposed through the well-known Backpropagation algorithm. This is a gradient method which can get stuck in local minima, as simple examples can show. In this paper, some conditions on the network architecture and the learning environment are proposed which ensure the convergence of the Backpropagation algorithm. It is proven in particular that the convergence holds if the classes are linearly-separable. In this case, the experience gained in several experiments shows that MLNs exceed perceptrons in generalization to new examples.
I. Introduction
Supervised learning in Multi-Layered Networks can be accomplished thanks to Backpropagation (BP) ( 19, 25, 31] ). Its application to several di erent subjects 25] , and, particularly, to pattern recognition ( 3, 6, 8, 20, 27, 29] ), has been showing the power of this algorithm. A signi cant contribution to the understanding of these successful results has been given in 7, 15, 16, 22] . In particular, in 7, 15, 16] it has been proved that two-layered MLNs (i.e. only one hidden layer) can produce surfaces for discriminating any nonlinearly-separable classes. Although BP is only valid for feedforward networks, it has also been representing a basic result for learning in synchronous and asynchronous recurrent networks ( 10, 26] ).
In spite of these important properties, two major criticisms are commonly moved against Backpropagation. The rst is that it is computationally expensive. For example, a problem of speech recognition such as learning the plosive set can take some days on ordinary workstations. Several researchers are currently involved in making neural network implementations e cient by using both V LSI silicon and optical technologies 13, 32] . Some signi cant results have already been obtained and there are likely to be further improvements in the near future. The second criticism refers to some theoretical considerations. BP is actually a gradient method and, therefore, there is no guarantee at all that the absolute minimum can be reached. In spite of this theoretical remark, researchers involved with BP-applications know that this is not a very serious problem. BP often leads to the global minimum, or it at least makes it possible to meet practical stopping criteria.
To the best of our knowledge, the only general analysis concerning the problem of local minima in MLNs has been recently published in 1] . Under the hypothesis that the neurons are linear, it has been proved that only one minimum exists, the other points where the gradient is null being saddle points. Although this analysis is interesting, it does not seem easy to generalize it to actual architectures based on nonlinear neurons.
This paper proposes a new theoretical framework of BP in order to identify some of its limitations as a general learning procedure and the reasons of its success in several experiments of pattern recognition. The rst important conclusion is that, in spite of what is sometimes claimed, examples can be found in which Backpropagation gets stuck in local minima. We propose a simple example in which BP can get stuck during gradient descent without having learned the entire training set, while we guarantee the existence of a solution with null cost. Other researchers (e.g. 2, 4, 28] ) have proposed di erent kind of examples. From a theoretical point of view, these results could lead us to believe that Backpropagation is not a very reliable learning procedure. There is no clear evidence for a rming that the gradient descent would be successful ( 23] pp. 257-261). However, both our experience with the algorithm in di erent applications, especially in speech recognition 10] , and the experience of several other researchers ( 3, 6, 8, 20, 27, 29] ), suggests that there must be some speci c reasons for the algorithm's successful application in various problems of pattern recognition.
The main result of this paper is that some conditions on the network architecture and the learning environment have been found, which allows us to reach the optimal solution. Our conditions are only related to the shape of the error surface and not to any particular learning algorithm. They rely upon the concept of delta-error 25] and make it possible to establish that, as long as they hold, Backpropagation converges to the absolute minimum. Our analyses are summarized by two theorems. The rst one establishes general conditions on full connected networks and represents a basilar result for more particular analyses. Unfortunately, the theorem's conditions appear to be di cult to apply in practice. The second theorem is based on more restrictive hypotheses, but it proposes a very straightforward and practical result. Basically, it states that when applied to linearly-separable patterns, Backpropagation does not get stuck in local minima. This is a classical condition which was also adopted by Rosenblatt 24] to prove the convergence of the perceptron learning algorithm. Although in this case a perceptron would separate all the training set, the generalization on new patterns obtained with feedforward nets is signi cantly better 11, 20] . Moreover, problems which involve linearly-separable patterns are also of practical interest and feedforward nets have often been applied in this case. This paper is organized as follows. In the next section, we propose a brief review of Backpropagation whose main purpose is to de ne the concepts and symbols involved in our theoretical framework. In section III, we illustrate the basic results of our paper which are proved in appendix, while in section IV, we analyze some examples of local minima. We discuss our results in section V, and draw some nal conclusions in section VI.
II. Learning in Multi-Layered Networks with Backpropagation.
In this section, we de ne the formalism adopted throughout the paper and give a brief review of Backpropagation. Some details on the derivation of the algorithm and other general considerations can be found in several publications 15, 19, 25, 31] . Here, we propose a vectorial formulation of the basic equations which is particularly useful for our analysis of the convergence of BP.
Basically, the problem of learning in MLNs is to nd a set of weights which minimizes the mismatching between network outputs and target values. This strategy is referred to as supervised learning. More formally, there is a network N, a learning environment L e (set of data used for learning), and a cost index E T ( 25] ).
Network N.
It has a Multi-Layered architecture (see Fig. 1 ). This means that all neurons are grouped in sets called layers 1 . With reference to index l, we distinguish among the input layer (l = 0), the output layer (l = L), and hidden layers (0 < l < L). The number of neurons per layer is denoted by n(l). Each neuron of layer l is referred to by its index i(l); i(l) = 1; : : : ; n(l).
When pattern \t" is presented at the input, for each neuron, we consider a i(l) (t) :
The activation is computed by propagating forward the outputs of the neurons of the previous level as follows
where w i(l);j(l?1) denotes the weight of the link between the neurons i(l); j(l?1) and w i(l) is the threshold (see Fig. 1 ). The output of neuron i(l) is related to the activation by a \squash-like" function x i(l) = f(a i(l) ); 
where k 1 ; k 1 ; k 2 ; k 2 are real positive constants, and f 0 ( ); f 00 ( ) denote the rst and second derivatives, respectively. For example, a squash function 25] satis es these hypotheses.
1 Backpropagation can also be derived for networks in which only an order relationship among neurons is assumed 9]. However, this more general class of nets does not seem to be of any practical interest. 2 In the sequel, both layer and pattern indices may be omitted for simplicity's sake.
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For a given L e , the input-output data tting is measured by means of the cost function E T : (6) where "r" denotes the index of the iteration process. Numerous variants have recently been proposed in the literature. Weight updating has been suggested after each pattern instead of accumulating the gradient for the whole learning environment 25]. This updating scheme is referred to as pattern mode, whereas the classical gradient descent scheme (6) is de ned as batch mode. Some researchers have also investigated weight updating done after a subset of the whole learning environment has been presented. Normally, these subsets contain at least one pattern per class. Throughout this paper, we refer to this weight updating scheme as block mode. Much attention has been paid to the adaptive selection of the coe cient (learning rate) 18]. Another commonly used variant is that of adding a term in (6) Here, we brie y review the algorithm for gradient computation by proposing a vectorial formulation which turns out to be very useful in our analysis on local minima. The following is a de nition of the concepts and symbols involved. It is kept in the matrix
where :
= 1 1] 0 2 R T is used to deal with biases. 3. w i(l);j(l?1) is the weight which connects neuron j(l ? 1) to neuron i(l) (see Fig. 1 ).
The associated matrix W l?1 2 R n(l);n(l?1) is referred to as weight layer matrix. The symbol denotes the weight space. 7. We assume that there is no connection which jumps a layer. Therefore, for weights connecting layers l and l ? 1 the gradient can be represented by a matrix G l?1 2 R n(l?1)+1;n(l) , whose generic element g((j(l ? 1); i(l)) is given by @E T =@w i(l);j(l?1) if j(l ? 1) n(l ? 1) and @E T =@w i(l) if j(l ? 1) = n(l ? 1) + 1 (bias term gradient contribution). With these de nitions the gradient matrix can be computed as follows
Each row t of matrix X l?1 can be computed by feeding the network with pattern t and by propagating forward activations and outputs (eqs. (2); (3) 
where the generic element ofỸ l isỹ i(l) (t) : . Finite order predicates (e.g.: symmetry) can also create practical problems because of the exponential explosion of the weights. However, the most signi cant criticism is that Backpropagation is a hill-climbing method that cannot be considered to be reliable in practice because the gradient can get stuck in local minima.
The authors of BP do not provide any theoretical answer to this but they claim that it is reliable in practice ( 25] p. 361).
In the following section, we propose a formal analysis of the problem of local minima which supports PDP's claims, under certain conditions (PR hypotheses) inspired by pattern recognition problems. In section IV we discuss some examples of sub-optimal learning which show the limits of BP for general mapping problems.
III. Conditions ensuring optimal learning
In this section, we begin by analyzing the problem of minima of the cost function (5) . As already mentioned in the introduction, we are mainly interested in analyzing the surface attached to E T . Knowledge on this surface, particularly on stationary points, gives straightforward information on the behavior of gradient algorithms like batch mode BP. Moreover, this knowledge is useful for whatever learning algorithm is used. For example, it also gives signi cant insights to pattern and block weight updating modes.
Our considerations all rely upon the hypothesis that the entire training set can be learned exactly. We also assume that d and d are the target values. This hypothesis implies the existence of only asymptotic optimal solutions. Using the formalism introduced in 5., we concisely state these assumptions as follows
There exists at least a set of weights for which E T ! 0.
This condition has been implicitly assumed in many pattern recognition applications, since it is quite normal to use \0% error rate" as a stopping criterion (see e.g. 6, 20] (10) Proof: see appendix. 2
In the hypotheses of this theorem batch mode BP cannot get stuck in local minima.
Once the gradient method converges, it does reach the absolute minimum with \null cost". At this point it is worth making a few remarks concerning the hypotheses of the theorem. First, we notice that the pyramidal assumption does not involve the input layer (l = 0). This hypothesis appears as a natural consequence of the task accomplished by the neurons in the network, since the more a hidden layer gets close to the output, the more the information is compressed. Moreover, this structure is often adopted in many experiments 3, 6, 8, 10, 20, 27, 29] . Second, the hypothesis concerning the rank of the weight layer matrices W l is quite reasonable, as also when the patterns are linearly-independent the number of input neurons n(0) cannot be greater than T. This is a very serious practical restriction because the number of input neurons limits the cardinality of the learning environment. In order to discover meaningful conditions with a straightforward, practical interpretation, we propose modelling the data to be learned. A classical data model which also ts practical situations in pattern recognition assumes that the patterns are linearlyseparable. With a few more assumptions concerning network architecture, we can prove that the result stated in theorem 1 still holds, by assuming this data model. This is formally stated by the following theorem. 
IV. Some examples of local minima
In recent research, it has been proved that the convergence of Backpropagation can sometimes be very critical. Theoretically, this can depend on the atness of the cost surface where the algorithm is obviously slow. Moreover, it has been proved that Backpropagation can get stuck in local minima. When using batch weight updating this means that a sub-optimal solution can be found. Blum 2] has shown that sigmoidal networks for XOR boolean function present a manifold of local minima. These local minima are obtained when the weights between the input layer and the hidden layer all are null. We propose a new kind of example where, although a nonlinearly-separable set of patterns could be learned exactly by the network chosen, BP can get stuck in local minima. In this example all theorem 2's hypotheses are satis ed except the condition of linearly-separable patterns.
Example 1.
We consider the learning environment and the network reported in Fig. 3 .a. Compared to the XOR predicate, we only need to learn the additional point \E". Depending on the initial weights, the gradient can get stuck in points where the cost is far from being null. Experimental evidence of this fact is given in Fig. 4 , where both the cost and the gradient are reported as a function of the variable r that parameterizes the line which connects, in the weight space, the absolute minimum (r = 0) to a local minimum (r=5). We ran this experiment several times with di erent initial weights. We found that both these minima are likely to occur no matter which gradient descent algorithm is used.
From a geometrical point of view, these minima are related to the position of the separation lines depicted in Fig. 3 :b. The global minimum is related to con gurations C g de ned by parallel lines 2 g , 3 g , whose directions are identi ed by vector (1; 1) (w 20 = ?w 21 ; w 30 = ?w 31 ). The local minimum is related to con gurations C l de ned by parallel lines 2 l , 3 l , whose directions are identi ed by vector (1; ?1) (w 20 = w 21 ; w 30 = w 31 ).
In 9], it is proven that a particular con guration C l is a local minimum. Here, we only show that as long as we start from any con guration C l , the absolute minimum cannot be reach. With reference to the simpli ed notations of Fig. 3 :a, the global contribution of the patterns to @C=@w 20 1; 1) . Hence, the weight updating can only produce parallel translations of line 2 l . The same analysis can also be driven for the separation line 3 l . Therefore, we can conclude that, if we start from any con guration C l , then the gradient descent only produces parallel translations of separation lines 2 l , 3 l , and that the local minimum (con guration C g ) can never be reached.
We can also predict the actual value of the cost associated with the local minimum.
The patterns A and C are in fact learned exactly, whereas the network is unable to recognize the patterns D, E and B, which belong to the region identi ed by the two separation lines. Because of the con guration's particular geometry, for these patterns the output of the net is exactly the same (x 4 (B) = X 4 (D) = X 4 (E)). According to Backpropagation rule, it follows that the gradient components @C=@w 42 and @C=@w 43 are null if
The conclusion is that the output for these three patterns is (2d + d)=3, and the cost is We are con dent that theorem 2 explains the reasons of the Backpropagation's success in several pattern recognition experiments. Many successful experiments reported in literature probably deal with quasi linearly-separable patterns. We have experimental evidence to state that the presence of a slight class overlapping, typical of many experiments of pattern recognition, does not a ect signi cantly the convergence of Backpropagation 11] . A quite common practice is that of using many more inputs than are strictly necessary for discriminating the patterns. This results from the habit of assuming many more inputs than hidden units, since these units extract features which are themselves su cient to discriminate all the patterns. Table 1 shows a list of papers recently published which reports di erent kinds of pattern recognition applications using BP. It is worth mentioning that the number of inputs used largely exceeds the number of hidden units. Moreover, a straightforward con rmation of our belief can be found in 20], where it is explicitely stated that, in experiments of handwritten digit recognition with a 16x16 input grid, the patterns are linearly-separable. In these experiments the entire training set was succesfully learned just by using a single-layered network. In order to understand this point better, we investigated the problem of handwritten character recognition in the attempt to establish the role of the input pre-processing. We found that the dimensions of the input grid play a signi cant role, since the pre-processed patterns turn out to be linearly-separable when \high" resolution is used. For example, 600 handwritten characters, equally distribuited in classes A, B, C, were found to be linearly-separable by using a resolution as low as 6x8 pixels. Although single-layered nets also separated the training set, we found that MLNs perform signi cantly better in generalization to new examples.
In the above mentioned experiment, we found that adding a hidden layer of 6 neurons to a net having 48 (6x8) inputs and 3 outputs (A, B, C with exclusive coding) allows us to increase the recognition rate from 3:21% (no hidden layer) to 2:53% (with hidden layer) 11]. The same conclusions are reported for handwritten digit recognition in 20] by le Cun, who also noticed a signi cant reduction of the over-training phenomen in presence of hidden layers. Unfortunately, in other practical cases the patterns are not linearly-separable. In these situations, one can apply theorem 1, even if PR1:3 hypothesis is quite di cult to verify.
In order to tackle these cases, starting the algorithm from particular initial weights could be convenient. For this reason the investigation of local attraction to optimal solutions is a very important issue. In the light of our results, it comes out that many recent variations to Backpropagation scheme may turn out to be particularly useful for di cult nonlinearly-separable patterns. For example, many researchers have found it useful to learn huge learning environments block by block. For example, in experiments of speaker independent speech recognition it is common practice to begin learning a few speakers and then increasing the training set when a stop criterion has been met (see e.g. 29] ). This procedure is repeated until the whole set of speakers is learned. We have found examples where learning nonlinearly-separable patterns with batch mode BP was very di cult because of the presence of local minima, while more successful results were obtained with the technique of gradually increasing the training set. As a nal remark, we point out that our analysis is independent of the learning algorithm used. As a particular case, our results gives a straightforward implication on the convergence of batch mode BP. On the other hand, a weight updating modality, such as pattern or block mode, departs to some extent from a pure gradient descent. This departure depends on both the learning rate and the number of patterns of the learning environment. As pointed out in 25], with a \small enough" learning rate, these weight updating modalities lead to the same result as a true gradient descent. In some cases, this departure cannot be ignored and the analysis proposed in this paper does no longer hold.
VI. Conclusions
In this paper, we analyze the problem of learning in MLNs and develop some conditions which guarantee the convergence of BP to optimal solutions. The main result is that, for linearly-separable patterns, the convergence to optimal solutions is ensured by using batch mode BP. Moreover, in these cases, Backpropagation exceeds Perceptron in generalization to new examples. This result explains the success of BP in several problems of speech and image recognition.
When the patterns are not linearly-separable, the situation is more complicated because of the possible presence of local minima, as shown by a simple example. Although the proposed analysis cannot be easily applied to nonlinearly-separable problems, we are con dent that it opens the door for more detailed investigations on this argument.
Appendix.
Some preliminary lemmas are useful in order to prove theorem 1 and theorem 2.
On the hypothesis that on the input layer (l = 0), Ker X 0 o ] is disjont from the space S Y 1 , in the rst lemma it is proved that if the gradient for this layer is arbitrarily close to zero (\zero") on a certain region of the weight space, then the delta layer matrix Y 1 ! 0.
When the PR1 hypotheses hold, in the second lemma it is proved that if the gradient for the rst layer is \zero" on a compact region of the weight space, then the same is true for Y L . Moreover, it is shown that this property still holds even if the compactness hypothesis of the set is removed. Said another way, it turns out that the \zero" of Y L implies the \zero" of the gradient on each layer, i.e. the gradient descent only gets stuck at the points for which Y L is \zero". This condition holds for perfect matching (E T ! 0) as well as for mismatching con gurations in which there are outputs that saturate to the wrong target for some patterns. In lemma 3., it is shown that among all the points for which Y L is \zero", only those whose cost is also \zero" correspond to attractive points for the gradient descent. Said another way, the points for which Y L is \zero" and the cost E T is nite do not represent local minima. As a result, theorem 1 is a straightforward consequence of lemmas 2 and 3.
In order to prove theorem 2, we begin by exploiting PR2 hypotheses concerning network architecture and output coding. In lemma 4, we study Y 1 's sign. Consequently, in lemma 5, we prove that for any stationary point it is Y 1 ! 0 under the assumption of linearly-separable patterns. In lemma 6, we prove that the stationary points, for which the weights connecting the neurons of at least a hidden sub-layer with the corresponding output all are null, are not local minima. As a result, theorem 2 follows directly from lemma 6 and theorem 1. 
From condition Ker X 0 o ] \ S Y 1 = f;g it follows that Y 1 = 0 is the unique solution of (18) when G o = 0. Hence, the proof of the lemma is a direct consequence of condition (19) and of the continuity of linear system's solutions. 2 Lemma 2.
Let us assume that the PR1 hypotheses hold and let > 0 be an arbitrary positive real number. Then, for a compact region of the weight space, there exists = ( ) > 0, such that 8i(1); j(0) j @E T @w i(1);j(0) j < ! kY L k 1 < : (20) Proof:
The compactness hypothesis implies that there exists d 2 R such that 0 < d f 0 (a i(l) (t)) in . According to the Backpropagation backward step, we havẽ
whereỸ l 2 R T;n(l) andỹ t;i(l) : e with reference to a suitable compact set (n) . Because of the cost and gradient regularity, it can be shown 9] that lemma 2 is also true for L e .
Lemma 3. Let us consider a con guration for which Y L ! 0 and the cost E T 6 = 0. In particular, let us assume that there is input-output matching for all the patterns except patternt, for which there is a mismatch between the target d i (t) and the output f(a i(L) (t)) for the output neuron i(L), which has no bias (i.e. w i(L) = 0).
Consequently at least a neuron j(L ? 1) exists such that (26) states that for patternt, Y L ! 0 implies that f 0 (a i(L) (t)) ! 0.
The contribution of patternt to (25) can be written as follows
8j(L ? 1); (27) where the term
can be computed directly, as follows
From (4) it is easy to verify that the following relation holds (29) Moreover, a similar analysis can be carried out for the other patterns
It can be easily checked that we cannot have f(a j(l?1) (t)) = 0; 8j(l ? 1) because the activations of all the output units would be null and this is not possible since Y L ! 0. As a result, at least a neuron j(l ? 1) exists such that has order higher than
and, therefore, the conclusion of the lemma easily follows. 2 Remark 2. Remark 3. Lemma 3 implies that Y L = 0 mismatching con gurations cannot represent local minima. It is quite obvious that the result of the previous lemma can be readily extended to di erent and more complicated mismatch con gurations. Apart from its use in theorem 1's and theorem 2's proof, lemma 3 itself gives an interesting explanation of the fact that Backpropagation is able to escape when the output neurons are saturated to erroneous values. For example, this happens when the initial weights of the algorithm are too high. Even though the algorithm gets very slow, it is still able to escape from these con gurations. 
Proof:
The analysis on the surface of E T (w ij ) does not limit the ordering of patterns in L e .
Hence, w.l.o.g. we assume that the patterns of the same class are contiguous in the learning environment. For the output layer the following relationship holds y i(2) (t) = f 0 (a i(2) (t))(x i(2) (t) ? d i(2) (t)); 8i(2) = 1; : : : ; c; : : :; C: 
According to the backward relationship of Backpropagation, y ic(1) (t) = f 0 (a ic(1) (t))w c;ic(1) y c (t);
it follows that y ic(1) (t) gets the same sign for all the patterns of a given class. As a result, the thesis follows from (36) and (37). 2 Lemma 5. Remark 4.
We notice that the stationary points assumed in lemma 6 can actually exist. For example, let us consider a linearly-separable set and an one-output network with symmetric squash functions that satis es PR2 hypotheses. In this case, the weight con guration having null all the weights and biases is a stationary point.
Theorem 2 : proof.
From lemma 6 it follows that, if the PR2 hypotheses hold, the stationary points, having all null the weights connecting the neurons of any hidden sub-layer to the corresponding output, are not local minima. Therefore, only the case in which the weights connecting each hidden sub-layer with the corresponding output are not all null remains to be considered. In this case, theorem 2 easily follows from a direct application of theorem 1 because PR2 network conditions satisfy PR1:1 and PR1:2 hypotheses, and PR2 learning environment and output coding conditions satisfy PR1:3 hypothesis. 2
