Bag-of-Visual-Words representation has recently become popular for scene classification. However, learning the visual words in an unsupervised manner suffers from the problem when faced these patches with similar appearances corresponding to distinct semantic concepts. This paper proposes a novel supervised learning framework, which aims at taking full advantage of label information to address the problem. Specifically, the Gaussian Mixture Modeling (GMM) is firstly applied to obtain "semantic interpretation" of patches using scene labels. Each scene induces a probability density on the low-level visual features space, and patches are represented as vectors of posterior scene semantic concepts probabilities. And then the Information Bottleneck (IB) algorithm is introduce to cluster the patches into "visual words" via a supervised manner, from the perspective of semantic interpretations. Such operation can maximize the semantic information of the visual words. Once obtained the visual words, the appearing frequency of the corresponding visual words in a given image forms a histogram, which can be subsequently used in the scene categorization task via the Support Vector Machine (SVM) classifier. Experiments on a challenging dataset show that the proposed visual words better perform scene classification task than most existing methods.
Introduction
Scene classification is a very active and still a challenging problem in computer vision. Generally, this issue is composed of two critical parts: the first defines the image representation, while the second delineates the classifier used for decision making. Since most existing methods [13] - [20] concentrated on the first issue, we do not duel on the choice of classifier, simply using a Support Vector Machine (SVM). This is the standard choice in the scene classification literature [14] - [18] .
Early efforts at scene classification targeted binary problems, such as distinguishing indoor from outdoor scenes [22] , etc. Subsequent researches mainly paid much attention to modeling a scene using the global statistical information of an image, which was inspired by the literature on human perception. Oliva et al. [1] proposed a low dimensional global features (e.g. "naturalness", "openness", etc) to represent scenes. More recently, there have been some efforts to solve the problem in greater generality. One particular successful representation method was "Bag-of-VisualWords" (BOVW) [13] - [16] method, which relied on local interest-points/regions descriptors and represented an image as an orderless collection of discrete visual words. The "visual words" were commonly obtained by one of the following two approaches: an annotation approach [2] , [8] , [10] or a data-driven approach [13] - [21] , [25] . The annotation approach obtained visual words by assigning meaningful labels (such as: sky, water, or vegetation) to image patches. In contrast, a data-driven approach applied some unsupervised mechanisms (e.g., k-means clustering algorithm) to cluster the appearance features. After obtaining the visual words, each local descriptor in an image is further quantized into one of the visual words according to a nearest neighbor rule. One drawback of the traditional visual words approach is overlooking any high-level semantic information. This may be appropriate for text but not for sensory data with large variety in appearance. Therefore, in contrast to concentrate on the patches' low-level features only, the "ideal" discriminative visual words design also focus on their high-level semantic information. To this end, this paper first defines the high-level semantic information of patches by the "semantic interpretations", and then introduces the Information Bottleneck (IB) algorithm [24] , [26] to supervised learning visual words, which aims to minimize the loss of information about the semantic interpretations that is incurred by the operation (in general, clustering is compression, and some information will inevitably be lost). The semantic interpretation of each patch is a high-level guidance cue to construct the visual words. Not much attention has been paid to using highlevel cue in this field. One effort in this direction is proposed by [23] . The high-level cue of [23] was to assign each training patch the class label of the image that it belongs. However, patches in one scene class may exhibit different semantic information. As an alterative, this paper defines semantic interpretations by taking the scene class labels as a bridge. To obtain the semantic interpretations, Gaussian Mixture Modeling (GMM) is firstly applied to model each scene as several semantic concepts and then the low-level features of patch are mapped to the space of scene semantic concepts using feature-mapping strategy. The appearing frequency of the visual words in an image forms a histogram which is subsequently used in the scene categorization task via SVM classifier. Experiments on a challenging dataset show that the proposed visual words better perform scene classification task than most existing methods.
The rest of the paper is organized as follows: The next Section gives an overview of related literature on bag-ofCopyright c 2010 The Institute of Electronics, Information and Communication Engineers visual-words scene categorization. Section 3 gives the proposed framework in detail. We show the performance of the proposed method on the challenging dataset in Sect. 4. Finally, Sect. 5 concludes the paper.
Related Work
The traditional visual words [3] , [25] were constructed by using an unsupervised method to cluster the low-level descriptor vectors. One extension of traditional visual words approach aims to capture co-occurrence between visual words in the image collection. Typical, this co-occurrence is captured with a generative probabilistic model [13] - [15] . To this end, Fei-fei LI and Perona [13] introduced a Bayesian hierarchical model extended from Latent Dirichlet Allocation (LDA) [26] to capture this co-occurrence for improve scene categorization results. Moreover, Bosch [14] achieved good performance in scene classification by combining probabilistic Latent Semantic Analysis (pLSA) and a KNN classifier. Another kind of approach to capture the co-occurrence by Liu et al. [15] utilized Maximization of Mutual Information (MMI) co-clustering approach.
Besides co-occurrence modeling, other improvements on the Bag-of-Visual-Words approach focused on the visual words. Oliva et al. [1] and Vogel et al. [2] constructed visual words by labeling image patches with semantic labels (such as sky, water or vegetation). The effectiveness of these visual words is shown in a scene categorization task. Furthermore, Winn et al. [5] concentrated on the universal visual words, whereas Perronin et al. [18] focused on classspecific vocabularies. In contrast to annotating a vocabulary, Jurie and Triggs [19] compared clustering techniques to obtain a data-driven vocabulary. Specifically, they showed that radius-based clustering outperformed the popular k-means clustering algorithm. In addition, the tradition codebook approach was the hard assignment of visual words in the vocabulary to image feature vectors. Jan et al. [16] introduced an uncertainty method of modeling ambiguity in popular Bag-of-Visual-Words approach for scene categorization. It showed that allowing a degree of ambiguity in assigning visual words improved categorization performance. Since the Bag-of-Visual-Words approach treated an image as a bag of orderless visual words, the spatial structure between words was lost. Spatial structure was incorporated by Lazebnik et al. [20] who extended the work of Grauman and Darrell [21] with a spatial pyramid matching scheme.
Proposed Approach
Since the performance of Bag-of-Visual-Words methods depends in a fundamental way on the visual words, the problem of effective design of these visual words has been gaining increasing attention in recent literature [6] - [14] . The traditional approaches learnt the visual words in an unsupervised manner, such that the patches in the same cluster may be in some sense "different" from one another. To address the problem, this paper first associates the semantic interpretations to patches and then learns "visual words" via a supervised manner, from the perspective of semantic interpretations. Figure 1 shows graphically the basic architecture of the proposal. The inputs are natural scene images. The Scale Invariant Feature Transform (SIFT) [29] features are then extracted from each regular segmentation patch. The first stage is to find a way to define the semantic interpretations of patches. Scene categories {y 1 , y 2 , . . . , y k } served as a proxy for the semantic interpretations. This is a practical approach to patch definition where the patches are devoid of other annotations. The second stage is to find optimal compact representation of patches that maximal preserves their semantic interpretations by exploiting an efficient IB method. Once obtained visual words, the frequency of these visual words in an image forms a histogram which is subsequently used in a scene categorization task via SVM classifier.
Semantic Interpretations of Patches
We propose a two-phase procedure to recognize the semantic interpretations of patches (as shown in Fig. 2 ). The first Phase, scene semantic concepts modeling, is a clustering step implemented with the classical EM (Expectation Maximization) algorithm. The clustering centers are the main scene semantic concepts of each category. The second Phase, semantic interpretations representation, is a classification step implemented by computing the posterior probabilities that each patch belongs to scene semantic concepts. Take the case of patch X 1 , the appearance feature is SIFT features, which is the input of this learning procedure. The Phase 1 of this learning procedure is to approximate the semantic concepts of each scene category y i by Gaussian mixture model based on all training images annotated with the y i . The results of Phase 1 are all scene semantic concepts in the image dataset. There may contain some information redundancy, but some redundancy in this step is not serious, as the optimization of scene semantic concepts do not need for acquiring the posterior probabilistic. The SIFT features of patch X 1 are then used to respectively calculate the posterior probabilities of each scene semantic concepts, such as: the probability P(S 1|X 1 ) indicates how likely the patch X 1 belongs to scene semantic concept 1. The semantic interpretation of patch X 1 is a vector which is formed by concatenating all of its posterior probabilities.
The underlying assumption of Phase 1 is that all images in the same scene category should share one or more semantic concepts, which are supposed to represent the main content of the scene class. Therefore, each scene class is learned separately in our framework. Suppose that we are learning scene class y i and using the SIFT features extracted from all of patches which belong to the training images containing scene class y i . The EM algorithm finds the clustering centers in the appearance feature vector space that are most likely to appear in images containing in scene class y i .
After computing the scene semantic concepts, each patch with raw appearance feature vector x is projected into the semantic interpretations vector π = [π 
Here the posterior probability p(y t i /x) can be calculated as:
where N(x; μ, Σ) is a multivariate Gaussian distribution over feature vector set X with mean μ and covariance matrix μ , T is the total number of Gaussian components for each scene category and ω t y i is the weight of Gaussian component y t i
. The Minimum Description Length (MDL) principle [32] serves to select among values of T . We choose T equals to 6 in our experiment.
Discriminating Semantic Visual Words Design
In this section, we introduce Information Bottleneck (IB) algorithm to supervised produce discriminative visual words by simultaneously considering two cues (i.e. the SIFT and semantic interpretation cue), which aims to find the compact representation of patches approximates a sufficient statistic for their semantic interpretations. For sake of completeness, we provide a short overview of IB principle.
Information Bottleneck Principle
The Information Bottleneck (IB) principle is a general theoretical framework where the goal is to find a compressed representation W from the data X under the constrain of the relevant information about Y and W. The compressed representation W is found by minimizing an objective function of the form:
This objective function seeks to trade off between the number of bits describe X via W and the number of bits of W information contains about Y. For discrete-valued random variables X and Y, the definition of I(X; Y) is
where p(x, y) is the joint distribution of X and Y, p(x) and p(y) are the probability distributions of X and Y respectively. The I(X; Y) measures the dependence between variables, which means how much information of variable X is contained in variable Y. According to the IB principle, this paper adopts the sequential IB (sIB) clustering algorithm [22] , [23] to cluster patches. It is observed that sIB converges faster and is less sensitive to local optima comparing with other IB clustering approaches. The algorithm starts from an initial partition W of the objects in X. The cluster cardinality |W| and the joint probability p(x, y) are required in advance. At each step of the algorithm, one object is drawn out of its current cluster into a new singleton cluster. Using a greedy merging criterion, is assigned or merged into w * so that w * = arg min w d F ({x}, w).The merging cost, the information loss due to merging of the two clusters, represented as d F (w i , w j ), is defined as :
where D JS is actually Jensen-Shannon (JS) divergence [30] and p(w i ) and p(w j ) are cluster prior probabilities. The sIB algorithm stops as ε ,the ratio of new assignments among all objects to new clusters, is less than a threshold, which means that the clustering results are "stable" and no further reassignments are needed. Multiple random initializations are used to run sIB multiple times and select the result that has the highest cluster MI I(W; Y), namely the least information loss I(X; Y) − I(W; Y).
The Clustering Process in the Visual Words Design
Visual words are usually constructed by using the unsupervised method to cluster the appearance descriptor vectors of patches. Generally speaking, the "ideal" visual words clustering approach is to maximize semantic information of the visual words. Therefore, we introduce the IB principle to cluster appearance feature space and take the scene semantic concepts as another variable to discover discriminative semantic visual words. The process is shown in Fig. 3 . Suppose that X represents appearance feature vectors of patches; Y denotes the scene semantic concepts. Figure 3 schematically represents the clustering processing in our method, by which we group the original appearance feature vectors into their compressed representations. Producing Semantic Visual Words is to find a compact representation W which not only minimizes the compactness I(patches; clusters) but also maximizes the relevant information I(clusters; scene semantic concepts). Formally, some information is bound to be lost in going from the original appearance features space to the finite space of clustering centers, and the objective function is to minimize the loss of information that is incurred by this operation (in Eq. 6): (6) where the data x d,p is SIFT appearance feature extracted from patch p of image d in a training subset. The joint probability p(x d,p , y i ) can be calculated by semantic interpretations vector π d,p (assuming a uniform prior distribution p(x d,p ) , conditioned on the fact that all x d,p are sampled independently) as follows: Fig. 3 The process of producing discriminating visual words.
The input to IB clustering algorithm is the joint distribution p(x, y), which records the occurrence probability of appearance features x in the scene semantic concepts y. We aim to discover clustering centers w with distribution p(w, y) as close as possible to p(x, y). The output of IB algorithm are the compressed representations of patches which are defined as semantic visual words. In fact, all visual words should relate to the semantic interpretation and such visual words indicated the same semantic interpretation should be clustered together. Since this clustering process learned discriminatively, the compactness representation preserves the relevant information for predicting some high-level category. In the experimental section, we will demonstrate that their effectiveness in the scene classification task.
The Quantizing Process in the Visual Words Design
The visual words design task also involves quantizing the high-dimensional appearance feature vectors describing the images into a series of discrete "visual words". When a finite vocabulary has been formed in the feature space, Nearest-Neighbor quantization approach encodes each patch into the index of its nearest visual words in the appearance feature space [13] - [20] . By default, the typical objective is to minimize the Euclidean distance between the original feature vectors and the corresponding visual words [13] - [20] . The "ideal" quantization is performed not for its own sake, but for the sake of facilitating the subsequent step of learning a statistical model for classification or inference. In order to work well for this goal, the proposed quantization design is the one that minimize the loss of information about scene labels that is incurred by this operation. Since the labels of test data are unknown, the scene semantic concepts are considered to be a replacement, such that the resulting quantization functions extended to the whole feature space. Now the visual words assignment problem can be phrased as follows: we seek visual word w in the vocabulary W ∈ {w 1 , . . . , w c } to the data X d,p according to:
where Y is the collection of scene semantic concepts, the mutual information I(w; Y) and I(X d,p ; Y) respectively denote a set of associated posterior scene semantic concepts probabilities Π = {π 1 , . . . , π c } and π d,p which can be calculated according to Eq. 4. Note that this rule does not involve the (possibly unknown) scene label of X d,p , and thus is suitable for encoding unlabeled data. After encoding a new unlabeled feature to its nearest visual word, we can then describe an image d as a vector of frequency counts N w (d) of each index visual words .
Scene Classification
Bag-of-Visual-Words model for scene classification work by assigning high-dimensional descriptors of local image patches into discrete visual words, representing images by frequency counts of the visual word indices contained in them, and then learning classifiers based on these frequency histograms. Having the image representation, we simply use a Support Vector Machine (SVM) classifier, which is the standard choice in the scene classification literature [13] - [21] . SVM has shown to be a powerful technique for scene classifying [27] . It focuses on structural risk minimization by maximizing the decision margin. We apply SVM using the Radial Basis Function (RBF) as the kernel, which is K(x i , x j ) = exp(−γ x i − x j 2 ) ,γ > 0 . In the training process, it is crucial to find the right parameters (tradeoff on non-separable samples) and in RBF. We apply ten fold cross validation with a grid search by varying (S , γ) on the training set to find the best parameters to achieve the highest accuracy. Within the optimal parameters, it then assigns to the testing image the category label which is mostly represented.
Experimental Results
We experimentally compare the proposed visual words against the traditional visual words in the challenge dataset: fifteen natural scene categories from Lazebnik et al. [20] , which are compiled by several researchers [16] , [17] , [21] . And then assess the benefits of using the proposed visual words to represent the images in the dataset. Finally a study of classification performance as a function of the various parameters (the number of visual words, clustering approaches and classifiers) is presented.
Database and Experimental Setup
In our experiment we use the 15-scene categories dataset in [20] , which is the union of the 13 scenes reported in [13] and two additional scene categories added by Lazebnik et al [20] . The Scene-15 dataset consists of 4485 images spread over 15 categories. The fifteen scene categories contain 200 to 400 images each and range from natural scenes like mountains and forests to man-made environments like kitchens and offices. Some examples of the scene dataset are shown in Fig. 4 . Each scene category is randomly divided into two separate image sets, i.e. 50 images for training and rest ones for testing, respectively. For classification, we use a SVM with Radial Basis Function (RBF). Specifically, we use a lib-SVM [27] , and use the built in one-versus-one approach for multi-class classification. We use 10-fold cross-validation on the train set to tune parameters of the SVM. For image feature, we first partition the image into K × K patches ( K =4 in our experiment), and then compute SIFT descriptors extracted from each patch. Figure 5 shows the confusion table which is used to illustrate the classification performance of this approach. In the confusion table, the x-axis represents the result of the proposed approach for each scene category. The y-axis represents the ground truth categories of scenes. The orders of the scene categories are the same in both axes. Hence in the ideal case one should expect diagonal lines to include all the testing data which shows perfect discrimination power of the category models over all scene categories.
Scene Classification Results
The average classification accuracy of our approach, over all categories is 77.4%. Look close at the confusion table for 15-scene categories, we can find that the best performance is achieved in the industrial scene and the highest error occurs in the coast scene. In the case of coast scene, there are a majority of visual similar patches (such as "sky" and "sea") which are also difficult to distinguish according to their semantic interpretations. The patches in the same scene class which share the similar visual features might be represented as the same semantic interpretations. This decreases the discrimination of semantic interpretations. We could introduce other cues (e.g., shapes, color, etc.) to create much powerful representations for these difficult categories in our future work. Nonetheless, there is indeed much improvement in discriminating the images which are visual similar but from two different scene categories, e.g. the scenes such as "Street" and "Highway" which are difficult to distinguish by the traditional approach.
There are some other reasons to induce the classification errors. In Fig. 6 (a) , even though semantic interpretations such as trees, street and building are learned correctly, the image is still misclassified from street scene to forest scene. The reason is that the basic Bag-of-Visual-Words model ignores some other valuable information such as spatial relationship which could be useful for scene classification. Table 1 compares classification accuracy of the proposed method on 15-scene categories with existing results in the literature [15] , [20] , [23] . It is evident that when compared to the MMI clustering approach of Liu et al. [15] , which achieved a rate of 73.1% using a 100 dimensional space, this method achieves a rate of 77.4% based on 90 visual words. In addition, the performance is much better than that of Lazebnik et al. [20] , which represented images as the basic "Bag-of-Visual-Words" model using 200 visual words. The classification performance of Lazebnik et al. [23] was 74.4%, where 256 visual words were learned by information loss minimization. Comparison with it, the proposed method performs the scene classification task substantially better, achieving a rate of 77.4% on an even lower dimensional space of 90 visual words.
Comparison with Existing Work
Due to the difference in the classifier adopted by the Lazebink et al. [23] , we also implement the classification task via the SVM classifier with histogram intersection kernel in accordance with the Lazebink et al. [23] . It can be clearly seen that since the visual words of our method exhibit much more semantic information than [23] , the classification results are apparently improved. The superior performance compared to [23] could be due to the use of better high-level semantic information and the clustering method. In the case of Lazebnik et al. [23] , each patch was given the class label of the image that it belonged to. It ignored the fact that a given scene is represented by the composition of objects such as cars, buildings and persons. However, in the absence of "semantic information" in the patches, the set of scene categories can serve as a proxy for the definition. In this paper, we represent each patch as the vectors of posterior scene semantic concepts probabilities, where the scene semantic concepts are modeled by Gaussian Mixture Modeling (GMM) on the appearance features space. In addition, since these two different clustering methods are based on the information bottleneck framework, the main contrast is to estimate p(y|x) which is the conditional distribution of highlevel semantics y given particular patch X = x. Since this distribution is unknown for the testing set, [23] has to use a finite training sequence to approximate this distribution by empirical versionwhereas we estimate the distribution of all patches by GMM. This enable decrease the transition of errors from training set to testing set. Furthermore, though IB may result in high complexity since it does not make any specific assumption the structure on data, our method adopts the sequential IB (sIB) clustering algorithm [30] which converges faster and is less sensitive to local optima comparing with other IB clustering approaches.
Informative Semantic Visual Words
In all the experiments conducted above, scene categories served as a proxy for the semantic interpretations. This is a practical approach to visual words construction where patches are devoid of other annotations. The effects of depicting the patch using the semantic interpretation are shown in Fig. 7 .
An example of the "Street" image and "Highway" image are displayed in Fig. 7 (a) . For easier comparison, we set each scene category modeled as one semantic concept. The means of fifteen Gaussian Components for the SIFT feature are shown in Fig. 7 (b) , where the color demonstrates the values of Gaussian components. Figure 7 (c) shows the semantic interpretations of two patches which extracted from the images of Fig. 7 (a) , respectively. It can be seen that the patch 1 and patch 2 are difficult distinguished based on their appearance features. However, according to the semantic interpretations, such patches can be discriminated easily.
Then Fig. 8 shows a more detailed visualization of the visual words produced by k-means and IB for vocabulary size 90. This figure shows the top fifteen patches for a certain visual word, i.e., the patches closest to a given visual word. We can observe the improved quality of the IB vi- sual words by examining the semantic interpretations of individual patches. It can be seen that the patches for the IB visual words tend to be more "pure" than those for the kmeans visual words. This said, there does exist a perceptual difference in the two types of visual words. Since the discrimination of a given visual word depends primarily not on its appearance, but on the semantic interpretations, the proposed visual words possess more information about the scene labels such that make up the standard k-means visual words.
Parameter Analysis
We first investigate how classification performance is affected by the number of visual words. The vocabulary sizes we consider are 25, 50, 75, 90, 100, 125, 150, 200 and 300. Figure 9 show this performance variation for the nine differently sized vocabularies. It can be seen that the perfor- mance increases progressively until vocabulary size is 90, and then drops off slightly. It shows that if the vocabulary size is too small, several different image patches will be represented by the same visual words. This determines the expressiveness and the discriminatory power of the bag-ofvisual-words method. If the size is too large, each patch of the image will match to a single, unique visual word, which defies its purpose. All the results above are computed with the semantic visual words. Now we investigate classification performance when using general visual words. Table 2 shows classification results based on the two types of visual words. We use four different classifiers, Naive Bayes (NB), SVM with Histogram intersection kernel (SVM (H)), SVM with Radial Basis Function as kernel (SVM (R)) and K-nearest neighbor (KNN). Optimized parameter for vocabulary size is used. Naive Bayes takes maximum posterior probability score as the prediction [4] . The posterior probability of image d given scene category c j is defined by: P(c j |d) ∝ P(c j )P(d|c j ) = P(c j ) |W| w=1 P(w|c j ) N w (d) (9) where N w (d) as a vector of frequency counts of each visual words w to describe an image d . In addition, it is evident in this formula that Naive Bayes requires estimates of the classification conditional probabilities of visual words w given category c j . In order to avoid probabilities of zero, these estimates are computed with Laplace smoothing:
As seen from Table 2 , the visual words produced by our method yield an improvement over the K-means, regardless of classifiers. In particular, the improvement is higher for KNN and Naive Bayes, which are weaker classification method that relies more directly on the discriminative ability of the visual words. Note that the KNN obtains the highest improvement, though they do not work well for high dimensional features. This is probably that the proposed low dimensional features provide much better computational efficiency, which is very important for learning/ classification on a large dataset. The classification performance by SVM(R) is quite similar to the one by SVM (H), it demonstrate that separability of the proposed visual words is relative strong.
Conclusion
This paper presented a novel supervised learning frame-work on the visual words for scene classification. We have observed that the unsupervised clustering method can not well solve the situation when the patches with similar appearances corresponding to distinct semantic concepts, yet much more useful label information is ignored in the traditional approach. In view of this, we try to address the problem by taking full advantage of label information. The novelty of the proposed approach lies in that, each patch is first represented as the "semantic interpretation", such descriptors are combined with several high-level semantic information. And then Information Bottleneck (IB) algorithm is introduced to cluster descriptors of local image patches into "visual words", which aims at making better use of the available label information. Finally the descriptors of local image patches are quantized into the "visual words" according to the information-theoretic criterion. A study on the effect of the proposed visual words with application to the classification performance was presented, and indicated that they are compact and discriminative over the traditional visual words. Although this method achieves successful for the limited datasets in current use, the task of scene classification still leaves room for improvement. In future work, we plan to incorporate other cues (e.g., shapes, color, etc.)into consideration to improve the classification performance.
