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Abstract
The equivalence transformation algebra LE for the class of equa-
tions ut − uxx = f(u, ux) is obtained. After getting the differential
invariants with respect to LE , some results which allow to linearize a
subclass of equations are showed. Equations like the standard deter-
ministic KPZ equation fall in this subclass.
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21. Introduction
In some previous papers [1], [2], [3] the differential invariants for the family
of equations utt−uxx = f(u, ut, ux) have been obtained and applied in order
to characterize some linearizable subclasses of that equations.
Here, we consider the following diffusion equations:
ut − uxx = f(u, ux), (1.1)
which arise in several problems of mathematical physics.
By using the invariance Lie infinitesimal criterion [4], we construct the
algebra LE of the equivalence transformations. These transformations have
the property to change any element of a family of PDEs to a PDE which
belongs to the same family. An equivalence transformation maps solutions
of an equation of the family to solutions of the transformed equation.
Following the method proposed by N.H. Ibragimov in [5], [6] and succes-
sively applied in [7], we calculate the differential invariants with respect to
the equivalence transformations of the family (1.1).
Starting from these results, we characterize a subclass of equations (1.1)
which can be linearized through an equivalence transformation. In this sub-
class falls the standard deterministic Kardar-Parisi-Zhang (KPZ) equation
[8], [9] which models the relaxation of an initially rough surface to a flat
surface.
The outline of the paper is the following. In Section 2, we obtain the
infinitesimal equivalence generator of equations (1.1). In Section 3, we look
for differential invariants and, by following the infinitesimal method [5], [6],
we show that the family of equations (1.1) does not admit differential in-
variants of order zero and one, while second order differential invariants are
found. Finally, in Section 4, these last ones are used in order to characterize
a subclass of the family (1.1) which can be mapped, by an equivalence trans-
formation, in the Fourier’s equation. The conclusions are given in Section
5.
2. Algebra LE
We recall that a transformation of the type
t = t(τ, σ, v), x = x(τ, σ, v), u = u(τ, σ, v), (2.1)
3which is locally a C∞-diffeomorphism and changes the original equation into
a new equation having the same differential structure but a different form of
the function f , is an equivalence transformation [4] (hereafter ET) for the
equations (1.1). An invariance transformation can be regarded as particular
ET such that the transformed function f has the same form. In the following
we consider only continuous groups of equivalence transformations.
The direct search for the equivalence transformations through the finite
form of the transformation is connected with considerable computational dif-
ficulties. The use of the Lie infinitesimal criterion, suggested by Ovsiannikov
[4], gives an algorithm to find the infinitesimal generators of the ETs that
overcame these problems.
In order to obtain a continuous group of ETs of equations (1.1), we con-
sider, by following [4], the arbitrary function f as a dependent variable and
apply the Lie infinitesimal invariance criterion to the following system:
ut − uxx = f,
ft = fx = fut = 0, (2.2)
where the last three equations of (2.2) are usually called auxiliary equations
and give the independence of f on t, x and ut.
The infinitesimal equivalence generator Y has the following form:
Y = ξ1
∂
∂t
+ ξ2
∂
∂x
+ η
∂
∂u
+ ζ1
∂
∂ut
+ ζ2
∂
∂ux
+ µ
∂
∂f
, (2.3)
where ξ1, ξ2 and η are sought depending on t, x and u, while µ depends on
t, x, u, ut, ux and f, the components ζ1 and ζ2, as known, are given by
ζ1 = Dt(η)− utDt(ξ1)− uxDt(ξ2), ζ2 = Dx(η)− utDx(ξ1)− uxDx(ξ2).(2.4)
The operators Dt and Dx denote the total derivatives with respect to t and
x:
Dt =
∂
∂t
+ ut
∂
∂u
+ utt
∂
∂ut
+ utx
∂
∂ux
+ ..., (2.5)
Dx =
∂
∂x
+ ux
∂
∂u
+ utx
∂
∂ut
+ uxx
∂
∂ux
+ .... (2.6)
4The prolongation of operator (2.3), which we need in order to require the
invariance of (2.2), is
Y˜ = Y + ζ22
∂
∂uxx
+ ωt
∂
∂ft
+ ωx
∂
∂fx
+ ωut
∂
∂fut
, (2.7)
where (see e.g. [7], [10])
ζ22 = Dx(ζ2)− uttDx(ξ1)− uxxDx(ξ2), (2.8)
ωt = D˜t(µ)− fuD˜t(η)− fuxD˜t(ζ2), (2.9)
ωx = D˜x(µ)− fuD˜x(η)− fuxD˜x(ζ2), (2.10)
ωut = D˜ut(µ)− fuD˜ut(η)− fuxD˜ut(ζ2), (2.11)
while D˜t, D˜x and D˜ut are defined by:
D˜t =
∂
∂t
+ ft
∂
∂f
+ ftt
∂
∂ft
+ ftx
∂
∂fx
+ ..., (2.12)
D˜x =
∂
∂x
+ fx
∂
∂f
+ ftx
∂
∂ft
+ fxx
∂
∂fx
+ ...., (2.13)
D˜ut =
∂
∂ut
+ fut
∂
∂f
+ ftut
∂
∂ft
+ fxut
∂
∂fx
+ .... (2.14)
Applying the operator (2.7) to the system (2.2) and following the well known
algorithm (see e. g. [10], [11]) we obtain
Y = (c0 + c1t)
∂
∂t
+
(
1
2
c1x+ c2t + c3
)
∂
∂x
+ ϕ(u)
∂
∂u
+
+ (−c1ut − c2ux + ϕ′ut) ∂
∂ut
+
(
−1
2
c1ux + ϕ
′ux
)
∂
∂ux
+
+
(
−c1f − c2ux + ϕ′f − ϕ′′u2x
) ∂
∂f
, (2.15)
where c0, c1, c2 and c3 are arbitrary constants, ϕ is an arbitrary function
of u and the prime denotes the differentiation with respect to u. So, we
have found that the Lie algebra LE for the class of equations (1.1) is infinite-
dimensional and generates an infinite continuous group GE of equivalence
transformations spanned by the following operators:
5Y0 =
∂
∂t
, Y1 = t
∂
∂t
+
1
2
x
∂
∂x
− f ∂
∂f
− ut ∂
∂ut
− 1
2
ux
∂
∂ux
,
Y2 = t
∂
∂x
− ux ∂
∂f
− ux ∂
∂ut
, Y3 =
∂
∂x
,
Yϕ = ϕ
∂
∂u
+
(
ϕ′f − ϕ′′u2x
) ∂
∂f
+ ϕ′ut
∂
∂ut
+ ϕ′ux
∂
∂ux
.
3. Search for differential invariants
Following [5]-[7], we recall that, for the family of equations (1.1), a differential
invariant of order s is a function J , of the independent variables t, x, the
dependent variable u and its derivatives ut, ux, as well as of the function f an
its derivatives of maximal order s, invariant with respect to the equivalence
group GE .
3. 1 Differential invariants of order zero.
Here we search for functions
J = J(t, x, u, ut, ux, f) (3.1)
satisfying the invariant condition Y (J) = 0.
¿From the invariant tests Y0(J) = 0 and Y3(J) = 0, easily follows that J
must depend only on u, ut, ux and f .
¿From invariance test Yϕ(J) = 0, after observing that, being ϕ an arbi-
trary function, Yϕ can be splitted in the following three operators
Yˆϕ =
∂
∂u
, Yˆϕ′ = f
∂
∂f
+ ut
∂
∂ut
+ ux
∂
∂ux
, Yˆϕ′′ = −u2x
∂
∂f
,
it is a simple matter to get
J = J(q), (3.2)
with
q =
ut
ux
. (3.3)
¿From Y2(J) = 0 we get Jq = 0, hence the equations (1.1) do not possess
differential invariants of zero order.
63. 2 Differential invariants of first order.
The differential invariants of first order involve fu and fux also, so we need
the following first prolongation of operator Y :
Y (1) = Y + ωu
∂
∂fu
+ ωux
∂
∂fux
, (3.4)
which, after computing ωu and ωux likewise (2.9)- (2.14), can be written as:
Y (1) = Y +
(
−c1fu + ϕ′′f − ϕ′′uxfux − ϕ′′′u2x
) ∂
∂fu
+
−
(
1
2
c1fux + c2 + 2ϕ
′′ux
)
∂
∂fux
. (3.5)
By observing that:
Y
(1)
0 = Y0, Y
(1)
3 = Y3 Yˆ
(1)
ϕ = Yˆϕ
it is a simple matter to ascertain that at this step the search is reduced to
look for invariant functions of the form
J = J(ut, ux, f, fu, fux) (3.6)
with respect to the following operators
Y
(1)
1 = t
∂
∂t
+
1
2
x
∂
∂x
− f ∂
∂f
− ut ∂
∂ut
− 1
2
ux
∂
∂ux
− fu ∂
∂fu
+
−1
2
fux
∂
∂fux
, (3.7)
Y
(1)
2 = t
∂
∂x
− ux ∂
∂f
− ux ∂
∂ut
− ∂
∂fux
, (3.8)
Yˆ
(1)
ϕ′ = f
∂
∂f
+ ut
∂
∂ut
+ ux
∂
∂ux
, (3.9)
Yˆ
(1)
ϕ′′ = −u2x
∂
∂f
+ (f − uxfux)
∂
∂fu
− 2ux ∂
∂fux
, (3.10)
Yˆ
(1)
ϕ′′′ = −u2x
∂
∂fu
. (3.11)
7By requiring the invariance of J with respect to the operator Yˆ
(1)
ϕ′′′ it follows
J = J(ut, ux, f, fux), (3.12)
while the invariant test, applied to (3.12)
Yˆ
(1)
ϕ′′ (J) ≡ ux
∂J
∂f
+ 2
∂J
∂fux
= 0, (3.13)
yields that
J = J (ut, ux, p1) , (3.14)
where
p1 =
f
ux
− fux
2
. (3.15)
Acting by operator Yˆ
(1)
ϕ′ on the invariant (3.14), one obtains that
Yˆ
(1)
ϕ′ (J) ≡ ut
∂J
∂ut
+ ux
∂J
∂ux
= 0 (3.16)
and hence
J = J (p1, p2) , (3.17)
with
p2 =
ut
ux
. (3.18)
Finally, from the invariant test Y
(1)
2 (J) = 0 we get
J = J(p), (3.19)
where
p = p1 − 2p2 = f − ux fux
2ux
− 2 ut
ux
, (3.20)
and from Y
(1)
1 (J) = 0 it follows
Y
(1)
1 (J) ≡
(
−1
2
f
ux
+
ut
ux
+
1
4
fux
)
∂J
∂p
= 0. (3.21)
Provided that −1
2
f
ux
+
ut
ux
+
1
4
fux 6= 0, we get ∂J∂p = 0. Hence the equations
(1.1) do not admit differential invariants of first order.
83. 3 Differential invariants of second order.
In the search for second order differential invariants, because of the function
J is sought as depending from fuu, fuux and fuxux also, we need the following
second prolongation of operator Y :
Y (2) = Y (1) + ωuu
∂
∂fuu
+ ωuux
∂
∂fuux
+ ωuxux
∂
∂fuxux
(3.22)
where [7], [10]:
ωuu = D˜u(ωu)− fuuD˜u(η)− fuuxD˜u(ζ2), (3.23)
ωuux = D˜ux(ωu)− fuuD˜ux(η)− fuuxD˜ux(ζ2), (3.24)
ωuxux = D˜ux(ωux)− fuuxD˜ux(η)− fuxuxD˜ux(ζ2). (3.25)
After some calculations we get
Y (2) = Y (1) − (ϕ′fuxux + 2ϕ′′)
∂
∂fuxux
+
−
(
1
2
c1fuux + ϕ
′fuux + ϕ
′′uxfuxux − 2ϕ′′′ux
)
∂
∂fuux
+ (3.26)
+
[
−c1fuu − ϕ′fuu + ϕ′′ (fu − 2uxfuux) + ϕ′′′(f − uxfux)− ϕIV u2x
] ∂
∂fuu
.
By observing that:
Y
(2)
0 = Y0, Y
(2)
3 = Y3 Yˆ
(2)
ϕ = Yˆϕ
we ascertain that we must look for invariant functions of the form
J = J(ut, ux, f, fu, fux , fuu, fuux , fuxux) (3.27)
which are invariant with respect to the following operators:
Y
(2)
1 = Y
(1)
1 − fuu
∂
∂fuu
− 1
2
fuux
∂
∂fuux
, (3.28)
Y
(2)
2 = Y
(1)
2 , (3.29)
Yˆ
(2)
ϕ′ = Y
(1)
ϕ′ − fuu
∂
∂fuu
− fuux
∂
∂fuux
− fuxux
∂
∂fuxux
, (3.30)
9Yˆ
(2)
ϕ′′ = Y
(1)
ϕ′′ + (fu − 2uxfuux)
∂
∂fuu
− uxfuxux
∂
∂fuux
− 2 ∂
∂fuxux
,(3.31)
Yˆ
(2)
ϕ′′′ = Y
(1)
ϕ′′′ + (f − uxfux)
∂
∂fuu
− 2ux ∂
∂fuux
, (3.32)
Yˆ
(2)
ϕIV
= −u2x
∂
∂fuu
. (3.33)
The invariance condition Yˆ
(2)
ϕIV
(J) = 0 implies
J = J(ut, ux, f, fu, fux , fuux, fuxux) (3.34)
while Yˆ
(2)
ϕ′′′ (J) = 0 yields
J = J(ut, ux, f, fux , fuxux , p1), (3.35)
where
p1 =
fu
ux
− fuux
2
. (3.36)
Likewise, from Y
(2)
2 (J) = 0 we obtain
J = J(ux, fuxux , p1, p2, p3), (3.37)
where
p2 = f − ut, p3 = f
ux
− fux , (3.38)
and from Yˆ
(2)
ϕ′ (J) = 0 ,
J = J(q1, q2, q3, q4), (3.39)
where
q1 = fuxux(f − ut), q2 =
(
fu
ux
− fuux
2
)
(f − ut) , (3.40)
q3 = p3 =
f
ux
− fux , q4 = uxfuxux . (3.41)
By applying the operator Yˆ
(2)
ϕ′′ to the differential invariant given by (3.39),
taking into account (3.40-3.41), we get(
−2q1
q4
− q4
)
∂J
∂q1
+
(
1
2
q1 − q2q4
q1
+
q1q3
q4
)
∂J
∂q2
+
∂J
∂q3
− 2 ∂J
∂q4
= 0. (3.42)
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The corresponding characteristic equations give
J = J(r1, r2, r3), (3.43)
where
r1 =
f
ux
− fux +
1
2
uxfuxux , (3.44)
r2 = fu − 1
2
uxfuux +
1
2
ffuxux −
1
2
uxfuxfuxux +
1
4
u2xf
2
uxux
, (3.45)
r3 =
f − ut
ux
− 1
2
uxfuxux . (3.46)
Finally, the invariant test
Y
(2)
1 (J) = 0, (3.47)
after some calculations, yields
r1
∂J
∂r1
+ 2r2
∂J
∂r2
+ r3
∂J
∂r3
= 0. (3.48)
¿From the corresponding characteristic equations, provided that
2f − 2ut − u2xfuxux 6= 0, (3.49)
we get that the general form of second order differential invariants of equation
(1.1) is
J = J(λ1, λ2), (3.50)
with λ1 and λ2 given by
λ1 =
2f − 2uxfux + u2xfuxux
2f − 2ut − u2xfuxux
, (3.51)
λ2 =
(
4fu − 2uxfuux + 2ffuxux − 2uxfuxfuxux + u2xf 2uxux
)
u2x
(2f − 2ut − u2xfuxux)2
. (3.52)
4. Some Applications
Here we wish use the second order invariants λ1 and λ2 in order to bring
nonlinear equations of the class (1.1) in linear form by using the equivalence
transformations of the admitted group GE .
11
The search for transformations mapping a non linear differential equation
in a linear differential equation has interested several authors. In particular S.
Kumei and G. W. Bluman in their pionering paper [12] gave some necessary
and sufficient conditions that, by examining the invariance algebra, allow to
affirm whether a nonlinear equation is trasformable in linear form.
It is worthwhile noticing that the Kumei-Bluman algorithm (see also [13])
constructing the linearizing map, based on the existence of an admitted infi-
nite parameter Lie group transformations, does not require the knowledge, a
priori, of a specific linear target equation. The target come out in a natural
way during the developments of the algorithm. Here, instead, we search the
nonlinear equations of the class (1.1) that can be mapped by an equivalence
transformation in a linear equation of the subclass
vτ − vσσ = k0vσ, (4.1)
with k0 = const.
That is, once fixed a priori the target (4.1) we characterize the whole set
of equations (1.1) which can be mapped in (4.1).
For the subclass (4.1) the differential invariants λ1 and λ2 are zero. So,
taking into account (3.51- 3.52), we search the functional forms of f(u, ux)
for which {
λ1 = 0
λ2 = 0.
(4.2)
Then, solving
2f − 2uxfux + u2xfuxux = 0, (4.3)
we get
f = u2x h(u) + h1(u)ux (4.4)
where h and h1 are arbitrary functions of u.
By requiring that
λ2 |f=u2x h(u)+h1(u)ux = 0, (4.5)
we get
h1(u) = h0 (4.6)
where h0 is a constant.
We are able, now, to affirm:
12
Theorem 1 An equation belonging to the class (1.1) can be transformed in
a linear equation of the form (4.1) by an ET generated by (2.15) if and only
if the function f is given by
f = u2x h(u) + h0ux. (4.7)
Proof. From the eqns. (4.3) and (4.5) it follows that the condition (4.7) is
necessary.
In order to demonstrate that it is sufficient, we must show that it exists
at least a ET transforming the equations
ut − uxx = u2x h(u) + h0ux (4.8)
in (4.1).
The finite form of the ETs generated by (2.15) is:
t = τ e−ε1 − ε0, x = (σ − τε2 − ε3)e− 12ε1 , u = ψ(v), (4.9)
where ψ is an arbitrary function, with ψ′(v) 6= 0, and εi are arbitrary pa-
rameters.
By applying the trasformation (4.9) to the equations (4.8), we get
vτ − vσσ = v2σ
ψ′
2
h(ψ(v)) + ψ′′
ψ′
+
(
h0e
−
1
2
ε1 − ε2
)
vσ. (4.10)
By choosing as ψ(v) a solution of ODE
ψ′
2
h(ψ(v)) + ψ′′
ψ′
= 0, (4.11)
the transformed equation (4.10) takes the linear form (4.1) where k0 =
h0e
−
1
2
ε1 − ε2. ✷
It is a simple matter to show that it is possible to choose the arbitrary
parameters εi in order to make k0 = 0. So we can affirm, by assuming, for
sake of simplicity, ε1 = 0 and ε2 = h0:
13
Corallary 1 The group of ETs
t = τ − ε0, x = σ − τh0 − ε3, u = H−1(c0v + c1), (4.12)
with H−1 denoting the inverse function of H(ψ) =
∫ ψ e∫ w h(z)dzdw and with
c0 6= 0, c1 arbitrary constants, maps the equations of the form (4.8) in the
equation
vτ − vσσ = 0.
Example 1 We consider the equation
ut − uxx = −u2x tg u+ ux. (4.13)
In this case is h(u) = −tg u and h0 = 1, so H(ψ) = sinψ and the transfor-
mations (4.12) become
t = τ − ε0, x = σ − τ − ε3, u = arcsin(c0v + c1). (4.14)
It is simple matter to verify that the transformation (4.14) maps equation
(4.13) in
vτ − vσσ = 0.
Remark The standard deterministic KPZ equation has the form
ht −Dhzz = λh2z (4.15)
where h(t, z) is the height of the surface at time t above the point z in the
reference plane. Dhzz describes diffusional relaxation within the surface. D
is the diffusion coefficient. The strength of the nonlinearity λ is proportional
to the growth speed.
The above equation, after a trivial change of independent variables t = t
and z =
√
Dx, reads
ht − hxx = λ
D
h2x. (4.16)
A special case of this equation is the Burger’s equation in potential form
ut − uxx = u2x. (4.17)
One can ascertain that the transformation (4.12.III) for (4.16) and (4.17)
becomes the well known transformation wich maps the considered equations
in the well studied linear Fourier’s equation
wt − wxx = 0. (4.18)
14
5. Conclusions
In this paper we considered a family of semilinear diffusion equations and
following [5], [6] we have obtained the differential invariants of second order
under the equivalence transformations for this family by the infinitesimal
method.
As an application, we have proved that a family of generalized diffusion
equations can be reduced to the heat equation
vτ − vσσ = 0 (5.1)
via appropriate equivalence transformations.
Finally, for special equations as standard deterministic KPZ (Burger’s
equation in potential form), from the transformation (4.12) we recovery the
well known transformation which brings them to the heat equation.
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