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Načrtovano povečanje deleža obnovljivih virov energije prinaša v elektroenergetske sisteme 
(EES) nove izzive, kjer je potrebno preučiti prispevek vetrne in sončne proizvodnje k splošni 
zanesljivosti sistema in zagotavljanju zadostnih zmogljivosti. Za konvencionalne tehnologije 
proizvodnje električne energije so specifični faktorji razpoložljivosti znani, medtem ko so 
dejavniki razpoložljivosti obnovljivih virov energije, kot sta vetrna in sončna energija, odvisni 
od hitrosti vetra in sončnega obsevanja na posameznih lokacijah. Zaradi volatilne narave 
vetrne in sončne energije je zelo težko natančno določiti nivo dodatnih operativnih rezerv 
moči za zagotavljanje zanesljivega delovanja elektroenergetskega sistema in neprekinjenega 
napajanja odjemalcev. Glavni cilj magistrskega dela je razvoj ustreznega modela za analizo 
zanesljivosti oskrbe z električno energijo z vključenimi obnovljivimi viri energije. 
 Za ocenjevanje zanesljivosti so uporabljene sekvenčne Monte Carlo simulacije, njihova glavna 
prednosti je v tem, da upoštevajo kronološko zaporedje dogodkov in stohastično naravo 
sistema, kar je bistveno pri ocenjevanju zanesljivosti elektroenergetskih sistemov, ki 
vključujejo obnovljive vire energije, kot sta vetrna in sončna energija, ki so časovno odvisni in 
korelirani. Modeliranje vetrne in sončne energije za potrebe ocenjevanja zanesljivosti zahteva 
veliko zgodovinskih meritev hitrosti oz. moči vetrne ali sončne energije, da bi uspešno zajeli 
stohastično naravo in nestanovitno vedenje vetra in sončnega obsevanja na določeni lokaciji. 
Ker pa so v večini primerov takšni podatki nedostopni, lahko uporabimo simulacijske tehnike, 
s pomočjo katerih lahko ohranimo glavne značilnosti izhodiščnih meritev. Prikazana je tehnika 
simuliranja sintetičnih časovnih vrst vetrne in sončne energije z markovskimi verigami, s 
pomočjo katerih ohranjamo glavne lastnosti izhodiščnih meritev, kot sta sledenje mesečnim 
vzorcem sončne in vetrne energije in avtokorelacija. 
Prikazana metoda omogoča razvoj različnih scenarijev elektroenergetskih sistemov, kjer lahko 
spreminjamo deleže integriranja tako sončne, vetrne kot tudi konvencionalne energije v 
skupno zmogljivost sistema ter omogoča računanje indeksov zanesljivosti tako predstavlja 
uporabno orodje pri načrtovanju elektroenergetskih sistemov.  
Ključne besede: Analiza zanesljivosti, Monte Carlo simulacije, stohastični model simuliranja 





The planned increase of the share of renewable energy brings new challenges in power 
systems. For instance, the contribution of wind and solar energy generation to the overall 
reliability of systems and to the provision of sufficient capacity needs to be examined. While 
the specific factors of availability for conventional power generation technologies are known, 
the availability factors of renewable sources such as wind and solar energy depend on wind 
speed and solar radiation at specific locations. Due to the volatile nature of wind and solar 
energy it is very difficult to accurately determine the level of additional operational reserves 
to ensure reliable operation of the electricity system and the continuity of supply to 
customers. Hence the main objective of this work is to develop an appropriate model for the 
analysis of the reliability of power supply with incorporated renewable energy sources.  
 
For reliability assessment the sequential Monte Carlo simulations are used. Their main 
advantage is that they take into account the chronological sequence of events and the 
stochastic nature of the systems, which is essential in assessing the reliability of electric power 
systems with incorporated time-dependent and correlated renewable energy sources. 
Modelling wind and solar energy requires a lot of historical wind and solar energy 
measurements in order to successfully capture the stochastic nature and random behavior of 
solar and wind energy at specific locations. In most cases, such data are inaccessible, so we 
can use simulation techniques which preserve the main features of the initial measurements. 
The Markov chain technique is presented to simulate time series of wind and solar energy.  It 
preserves the main features of initial measurements such as tracking the monthly patterns of 
solar and wind energy and autocorrelation.  The presented method allows to develop different 
scenarios with changing proportions of integrated solar, wind and conventional energy 
sources in the total installed capacity of systems. It also allows to calculate different reliability 
indices, which makes it a useful tool for the design of power systems.  
Keywords: reliability assessment, Monte Carlo simulations, stochastic modeling of wind and 







































Zaradi skrbi v zvezi s podnebnimi spremembami in globalnim segrevanjem je v  zadnjih 
desetletjih prišlo v vseh državah Evropske unije do dramatičnega porasta uporabe obnovljivih 
virov energije. EU se je zavezala, da bo do leta 2050 zmanjšala emisije toplogrednih plinov na 
80 do 95 % ravni iz leta 1990 in pričakuje, da bo delež obnovljivih virov energije (OVE) dosegel 
55% v končni bruto porabi energije v vseh njenih bodočih scenarijih [1]. Pomembno vlogo v 
strateških načrtih doseganja zastavljenih ciljev dekarbonizacije energetskega sektorja v 
proizvodnji električne energije bodo imeli obnovljivi viri energije. 
Doseganje ambicioznih ciljev zmanjševanja toplogrednih plinov prinaša številne izzive za 
elektroenergetske sisteme. Da bi bila integracija velikega porasta obnovljivih virov energije 
uspešna, je neizbežna strukturna sprememba značilnosti elektroenergetskega sistema. 
Tradicionalna struktura elektroenergetskega sistema (EES) se razvija z uvajanjem generatorjev 
električne energije na nižjih ravneh napetosti, ki so krajevno razpršeni in v bližini porabnikov. 
Ob hidroenergiji sta vetrna in sončna energija dva najpomembnejša obnovljiva vira električne 
energije. Glavni izzivi, ki izhajajo iz pričakovanega velikega prodora obnovljivih virov energije, 
so kako obvladovati spremenljivo in nepredvidljivo naravo hitrosti vetra in sončnega sevanja.  
Za tradicionalne tehnologije proizvodnje električne energije so značilni specifični faktorji 
razpoložljivosti, ki temeljijo na različnih dejavnikih, kot so čas za vzdrževanje in obnovo, 
rezerve in morebitne nenačrtovane prekinitve, medtem ko so za obnovljive vire energije 
dejavniki razpoložljivost odvisni od hitrosti vetrna in sončnih virov obsevanja na posameznih 
geografskih lokacijah ter lastnostih vetrnih turbin in sončnih celic. 
Volatilna narava obnovljivih virov energije postavlja različne izzive za načrtovanje in delovanje 
elektroenergetskih sistemov. Eden izmed problemov naraščajoče proizvodnje energije iz 
obnovljiv virov energije vsekakor predstavlja ocenjevanje zanesljivosti oskrbe z električno 
energijo, kjer je potrebno preučiti prispevek vetrne in sončne proizvodnje k splošni 
zanesljivosti sistema in zagotavljanju zadostnih zmogljivosti. 
Zaradi negotove proizvodnje iz OVE je zelo težko natančno določiti zanesljivost proizvodnje 
energije, kar ima posledično velik vpliv na določanje ustrezne ravni dodatne rezerve moči ali 
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viška razpoložljive moči za zagotavljanje zanesljivega delovanja elektroenergetskega sistema 
vnaprej. 
Vetrna in sončna energija sta postali pomemben del virov za proizvodnjo električne energije 
kar pa uvaja številne izzive za delovanje in načrtovanje EES. Eden od izzivov vključevanja vetrne 
in sončne energije v elektroenergetske sisteme je ocenjevanje zanesljivosti ter izbira pravilne 
metode, s pomočjo katere se lahko vključi ocena proizvodne zmogljivosti OVE v skupno oceno 
konvencionalnih zmogljivosti. 
Verjetnostne metode za oceno zanesljivosti konvencionalnega generiranja električne energije 
so široko uveljavljene in v uporabi v številnih elektroenergetskih službah po svetu [2].  Analize 
ocen zanesljivosti elektroenergetskih sistemov z vključenimi obnovljivimi viri energije so bile 
predstavljene v številnih publikacijah v zadnjih dveh desetletjih [3], [4], kjer so prikazane 
različne tehnike in načini ocenjevanja zanesljivosti, vendar pa je še vedno potrebno razvijati 
ustrezne modele, ki bi ustrezno ovrednotili prispevek OVE k splošni oceni zanesljivosti EES. 
Takšni modeli bi morali upoštevati glavne težave, ki nastajajo pri implementaciji vetrne in 
sončne energije, v analizo primernosti proizvodnih kapacitet. Težave, ki se pojavljajo, so 
sledeče: 
 variabilnost in negotovost vetrne in sončne energije na določeni lokaciji, 
 specifične lastnosti vetrnih turbin in solarnih panelov, ki določajo razmerje med 
izhodno močjo in značilnostjo posameznih geografskih lokacij, 
 distribucijske zmogljivosti vetrnih turbin in solarnih panelov na posamezni lokaciji,  
 stopnje nerazpoložljivosti vetrnih turbin in solarnih panelov,  
 nihanje napetosti v omrežju zaradi nestanovitnosti obnovljivih virov energije. 
V praksi je tako priznana potreba po reševanju omenjenih težav in zagotovitvi ustreznosti 
proizvodnje električne energije ter ocenjevati zanesljivost elektroenergetskih sistemov z 
vključeno vetrno in sončno energijo. Splošni cilj magistrskega dela je razviti zanesljiv in 
ustrezen model,  s pomočjo katerega si lahko načrtovalci pomagajo pri analizi vključevanja 
obnovljivih virov energije v celotne proizvodne zmogljivosti.   
Glavni cilj študije, predstavljene v magistrskem delu, je razviti zanesljiv in primeren model za 
analizo primernosti oskrbe z električno energijo z vključenimi obnovljivimi viri energije. 
Specifični cilji magistrske naloge so sledeči: 
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 prikaz verjetnostnih metod za ocenjevanje zanesljivosti oskrbe z električno energijo s 
pomočjo analitične in Monte Carlo simulacije, 
 razvoj sintetičnih časovnih vrst  vetrne in sončne energije s markovskimi verigami, 
 ocenitev zanesljivosti oskrbe z električno energijo z združevanjem konvencionalnih 
proizvodnih zmogljivosti s pomočjo sekvenčnih Monte Carlo analiz ter z dodano vetrno 
in sončno energijo, dobljeno s markovskimi verigami. 
2.0 ZANESLJIVOST 
 
Zanesljivost je pomembna lastnost EES in v splošnem pomeni verjetnost, da bo opazovani 
sistem v določenem časovnem intervalu pravilno opravljal svojo funkcijo [5]. Splošno sprejeta 
definicija zanesljivosti definira zanesljivost kot verjetnost, da bo dani element sistema deloval 
pod določenimi pogoji v določenem časovnem okvirju [6]. 
Eden od glavnih ciljev sodobnega elektroenergetskega sistema je, da svojim odjemalcem 
zagotavlja neprekinjeno in zanesljivo električno energijo s konstantno frekvenco in z določeno 
napetostjo v omrežju, katerega velikost, odstopanja, upadi in hitre spremembe morajo biti 
znotraj predpisanih meja. Doseganje tega cilja je pomembna skrb za vse, ki so  povezani z 
sodobnimi elektroenergetskimi sistemi: proizvajalci, upravljavci prenosnega omrežja, 
distribucijska podjetja in končni uporabniki. V skladu z zahtevami, ki jih določa ENTSO-E 
(European Network of Transmission System Operators for Electricity), mora obratovanje EES 
ustrezati vnaprej določenim standardom zanesljivosti, kot je zagotavljanje neprekinjenega 
napajanja odjemalcev [7]. 
V Sloveniji je kakovost električne energije opredeljena v Energetskem zakonu (EZ-1) [8].   
Kakovost storitev pri napajanju z električno energijo lahko razvrstimo v tri glavne skupine: 
komercialno kakovost, ki pomeni povezavo med dobaviteljem in uporabnikom, 
neprekinjenost napajanja, ki se izraža z številom in časom prekinitev napajanja in kakovost 
napetosti, ki se nanaša na frekvenco, nihanje napetosti in harmonske popačitve [9]. 
Kakovost je natančneje opredeljena v podzakonskih aktih.  Nadzor nad kakovostjo oskrbe v 
Sloveniji opravlja Agencija za energijo, distribucijski operater pa mora vsako leto objaviti 
poročilo o neprekinjenosti napajanja, komercialni kakovosti in kakovosti napetosti za prejšnje 
leto [8].  
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 Namen analiz zanesljivosti je iskanje in določitev kvantitativnih povezav med vlaganji in 
posledicami izpadov električne energije [10]. Optimizacija med ekonomskimi omejitvami in 
zanesljivostjo EES je ena od glavnih skrbi, ki je omogočila razvoj načrtovanja in operativnih 
strategij za nemoteno dobavo energije po sprejemljivih cenah [2].  
Zanesljivost lahko torej opredelimo kot verjetnost, da bo sestavni del ali sistem opravljal svojo 
zahtevano funkcijo v določenem časovnem obdobju in v stabilnem stanju [11]. V povezavi z 
EES je zanesljivost pokazatelj splošne sposobnosti dobave EES za zadovoljitev potreb končnih 
uporabnikov. Glede na definicijo, ki jo je uvedel NERC (North American Realiability 
Corporation) se zanesljivost EES lahko opredeli kot » sposobnost za izpolnjevanje potrebe po 
električni energiji končnih uporabnikov tudi v primeru, kadar nepričakovane odpovedi 
komponent ali drugi vzroki zmanjšajo količino razpoložljive električne energije« [12]. V okvirju 
zanesljivosti lahko EES ločimo na : zadostnost sistema in sigurnost sistema [13] [14], kot je 
prikazano na sliki 1. 
 
 




Zadostnost sistema lahko opredelimo kot obstoj zadostnih proizvodnih in prenosnih 
zmogljivosti znotraj EES, da izpolnjuje zahteve glede obremenitev porabe brez kršenja stanja 
dinamičnega ravnovesja med porabo in proizvodnjo [16].  Zadostnost sistema se bolj kot na 
dinamične in prehodne motnje nanaša na statične pogoje in je običajno povezan z oceno 
zanesljivosti dolgoročnega načrtovanja sistema od 1 do več let.  
Sigurnost sistema pa se nanaša na sposobnost sistema, da vzdrži različne nenadne motnje v 
sistemu, kot so nihanje napetosti, nestabilnost razmer ali nepričakovani nenadni izpadi 
določenega elementa v sistemu [15]. Sigurnost sistema  je tako povezana s kratkoročnimi 
dinamičnimi ali operativnimi ukrepi, za uravnavanje porabe in proizvodnje električne energije, 
trajanja od nekaj minut do ene ure (rezerva moči). 
Sodobni EES so izredno velika, visoko integrirana kompleksna omrežja, zaradi česar je izredno 
težko ali celo nemogoče oceniti zanesljivost celotnega EES [2]. Tako se analize zanesljivosti 
izvajajo na različnih nivojih sistema in ne za EES kot celoto [17]. Na področju ocenjevanja 
zanesljivosti  lahko ESS razdelimo na tri funkcionalne enote (proizvodnja, prenos in 
distribucija) in tako se lahko bolj podrobno usmerimo na enoto, ki jo želimo analizirati. Tako 
se ocena zanesljivosti lahko izvede na nivoju proizvodnih enot, kjer ocenjujemo zanesljivost 
proizvodnje, na nivoju prenosnega omrežja, kjer ocenjujemo zanesljivost prenosnega omrežja 
ter na nivoju distribucijskega omrežja, kjer ocenjujemo zanesljivost s stališča porabnikov 
električne energije [18]. 





Slika 2 Hierarhične ravni elektroenergetskih sistemov [13] 
 
Na hierarhičnem nivoju I je ocena zanesljivosti navadno opredeljena kot ustreznost 
proizvodne zmogljivosti, pri čemer se upošteva le pregled sposobnosti sistema, da izpolnjuje 
zbirne obremenitve sistema. Na tej ravni se zmogljivosti za prenos in distribucijo ne 
upoštevajo.  
Analiza ustreznosti na hierarhični ravni II vsebuje tako proizvodne enote kot prenosno omrežje 
in se običajno navede kot zanesljivost sestavljenega sistema. Na tej ravni se vrednotenje in 
ocenjevanje ustreznosti presojajo kot integrirana sposobnost proizvodnih enot in prenosnega 
omrežja za dostavo energije do obremenitvenih točk.  
Zadnja stopnja pokaže skupno oceno, ki vključuje upoštevanje vseh treh funkcionalnih 
segmentov in je opredeljena na III hierarhični ravni. Ocenjevanje ustreznosti na III ravni , ki 
vključuje vse tri funkcionalne enote hkrati, je zaradi računske zahtevnosti in velikega obsega 
modeliranja izredno težko izvajati. Tako se analiza zanesljivosti na tej stopnji (III) običajno 
izvaja ločeno na distribucijsko funkcionalni ravni, kjer se rezultati iz II ravni uporabijo kot 
vložek.  
Na hierarhični ravni (HRI) je glavna skrb merjenje zmogljivosti nameščenih proizvodnih enot, 
da lahko izpolnijo obremenitve. Model proizvodnje in model obremenitve predstavljata dva 
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glavna sestavna dela električnega sistema, ki ju je potrebno preučiti, da lahko ocenimo 
ustreznost proizvodnih zmogljivosti. Osnovno predstavitev sistema, ki ga analiziramo v 
magistrski nalogi, lahko predstavimo kot eno samo stičišče, kjer sta model proizvodnje in 
obremenitev povezani, kot je prikazano na sliki 3. Analiza zanesljivosti na hierarhični ravni I 
predpostavlja, da je sposobnost prenosnega in distribucijskega omrežja po dostavi 
proizvedene energije do zadnje točke-kupca popolnoma zanesljiva.  
 
Slika 3 Prikaz sistema za ocenjevanje zanesljivosti 
Kar zadeva ocenjevanje zanesljivosti EES, so bile razvite različne tehnike in metode, ki jih javna 
elektrogospodarska podjetja uporabljajo že desetletja [13], [19], [2]. Od teh metod in tehnik 
so verjetnostne in deterministične metode najpogosteje uporabljene za vrednotenje 
ustreznosti proizvodnih zmogljivosti. Deterministične metode so bile na široko uporabljene v 
zgodnjih obdobjih ocenjevanja proizvodnih zmogljivosti, vendar pa so še vedno v uporabi v 
številnih EES družbah [15]. Deterministične tehnike temeljijo na preteklih izkušnjah in 
ocenjujejo rezervne zmogljivosti nad točko maksimalnega povpraševanja (angl. peak demand)  
in poskušajo zagotoviti, da je proizvodnja ustrezna glede na povpraševanje. Najpogosteje 
uporabljene deterministične tehnike so sledeče: 
1. Odstotek rezerv moči (angl. Percent Margin): Zahtevana stopnja rezerve moči bi 
morala biti enaka določenemu odstotku vrednosti bodisi skupne instalirane moči 
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proizvodnje ali napovedanega povpraševanja. Torej, ustrezen odstotek vrednosti 
določimo na podlagi preteklih izkušenj. 
 
2.  Izguba največje enote (angl. Loss of largest unit): Zahtevana stopnja rezerve moči  
mora biti enaka zmogljivosti največje proizvodne enote, ki je povezana s sistemom 
deljeno z obremenitvijo plus konstantno vrednostjo rezerve moči.  
 
3.  Izguba največje proizvodne enote in odstotek rezerv moči (angl. Percent margin and 
loss of largest unit): Zahtevani odstotek rezerv moči mora biti enak proizvodni 
zmogljivosti največje proizvodne enote in fiksnega odstotka skupne proizvodne 
zmogljivosti ali napovedanega povpraševanja.  
Ena izmed glavnih pomanjkljivosti determinističnih metod je, da ne upoštevajo stohastične 
narave sistema, kot so odpovedi ali povečano povpraševanje. Z uporabo determinističnih 
metod so ocene zanesljivosti sistema ali podcenjene ali precenjene, čeprav je precenjevanje 
zanesljivosti sistema v splošnem zaželeno, le to zahteva visoke investicijske stroške [15].  V 
preteklosti so bile deterministične metode na široko uporabljane predvsem zaradi dejavnikov, 
kot so pomanjkanje podatkov o zanesljivosti elementov sistema in omejene računske 
zmogljivosti računalnikov. Danes dostopnost podatkov in visoke računske zmogljivosti 
računalnikov omogočajo uporabo verjetnostnih tehnik, ki vključujejo stohastično naravo EES 
sistemov, kar je ključno za realno oceno zanesljivosti [2], [19].  Tabela 1 prikazuje primerjavo 










Deterministične metode Verjetnostne metode 
 Temeljijo na preteklih izkušnjah 
 Najpogostejši pristopi (Odstotek 
rezerv, Zmogljivost največje enote 
ali oboje) 
 Preproste za razumevanje in 
implementacijo 
 Negotovosti, povezane z odpovedjo 
komponent ali povečanega 
povpraševanja, niso vključene 
 Vodijo do precenjevanja ali 
podcenjevanja zanesljivosti.  
 Vključujejo verjetnostni pristop pri 
odpovedi komponent in variacij pri 
povpraševanju 
 Vodijo do natančnih ocen 
zanesljivosti 
 Model proizvodnje in povpraševanja 
sta združena in tvorita model 
tveganja 
 Kategorizirani kot analitične in 
simulacijske metode.  
 
Tabela 1 Primerjava determinističnih in verjetnostnih metod 
 
3.0 OCENJEVANJE ZANESLJIVOSTI 
 
Kot je bilo že omenjeno, deterministične metode slonijo predvsem na preteklih izkušnjah in 
osebni presoji pri ocenjevanju rezerve, potrebne za ohranjanje sprejemljive ravni zanesljivosti 
sistema, tako ne upoštevajo stohastične narave vedenja elektroenergetskega sistema pri 
odpovedi komponent ali spremembi povpraševanja. Verjetnostne metode  po drugi strani 
upoštevajo stohastično naravo odpovedi komponent in spremenljivega  povpraševanja in 
podajo natančno oceno zanesljivosti sistema. Od leta 1930 pa do danes je izšlo veliko 
publikacij, ki se izrecno ukvarjajo z razvojem in uporabo verjetnostnih metod pri oceni 
zanesljivosti sistema [2], [19], [20], [21], [22], [23], [24]. Večino verjetnostnih metod lahko 
kategoriziramo kot analitične in Monte Carlo simulacije [24]. Analitične metode slonijo na 
osnovnih matematičnih modelih, kjer s pomočjo neposrednih numeričnih rešitev ocenjujejo 
zanesljivost sistema. Metode Monte Carlo, po drugi strani, ocenjujejo indekse zanesljivosti z 
uporabo simulacij realnega procesa in naključnega vedenja sistema. Ločimo dve vrsti metod 
Monte Carlo:  nesekvenčne in sekvenčne.  Pri nesekvenčnih Monte Carlo simulacijah (MCS) 
vzorčimo stanja sistema za vse komponente in vsako časovna točko obravnavamo neodvisno, 
brez upoštevanja kronološkega zaporedja. Nasprotno, sekvenčne MCS metode upoštevajo 
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časovno zaporedje celotnega sistema, tako da simulirajo operativne cikle posameznih 
komponent, ki jih nato združimo. 
Vsaka od navedenih metod ima svoje prednosti in pomanjkljivosti, tako je izbira metode 
odvisna od narave problema in želenega načina ocene.  Analitične metode so enostavne za 
razumevanje in uporabo ter omogočajo izračun osnovnih indeksov zanesljivosti, kot so (LOLP, 
LOLE, LOEE), prav tako so zelo učinkovite pri analizi zanesljivosti konvencionalnih proizvodnih 
enot v primerih, kadar je obravnavani sistem relativno majhen [15]. V primeru, kadar je sistem 
relativno zapleten in velik ter vključuje nestanovitne vire energije, kot so veter in sončna 
energija, analitične metode zaradi kompleksnosti sistema niso primerne. Za ocenjevanje 
takšnih sistemov so v zadnjih letih vse bolj uveljavljene MCS metode, predvsem zaradi 
integriranja OVE. Glavne pomanjkljivosti MCS metod so predvsem, da so časovno potratne in 
računsko zahtevne, vendar je hiter razvoj na področju računalniške tehnologije vseeno 
omogočil učinkovito uporabo MCS metod. Tabela 2 prikazuje prednosti in pomanjkljivosti 

















Ne-sekvenčne MCS metode Sekvenčne MCS metode 
 hitra izvedba 
 izredno učinkovite za 
majhne sisteme in 
enote, ki imajo dve 
možni stanji 
 zelo dobra metoda za 
indekse LOLE in LOEE 
 relativno zapletene za 
velike sisteme in enote z 
mnogoterimi stanji 
 kronološka narava 
proizvodnje in potrošnje 
ni upoštevana 
 nezmožnost izračuna 
časovnih indeksov 
 praktične za velike 
sisteme, ki vsebujejo 
veliko število 
elementov 
 preprosto vključevanje 
novih komponent ter 
hiter čas izvedbe 
 zahtevajo manj časa in 
truda kot sekvenčne 
MCS metode 




 časovni indeksi se ne 
morejo natančno in 
preprosto izračunati 




 zelo učinkovite za 
sisteme, ki vsebujejo 
variabilne izvore 
energije (veter in 
sončna energija) 




časovni indeksi in 
indeksi verjetnostne 
porazdelitve) 
 bolj računsko 
zahtevne in bolj 
kompleksni postopki 
Tabela 2 Primerjava verjetnostnih metod 
 
Nesekvenčne MCS metode so primerne za sisteme, ki so zapleteni ali vsebujejo večje število 
komponent in lahko enostavno integrirajo komponente z več stanji, brez da bi povečali 
zahtevnost in čas računanja. Kot že omenjeno, pri nesekvenčnih MCS metodah simulacijski 
proces ne teče kronološko in se vsaka časovna točka obravnava kot neodvisna. Glavna 
prednost sekvenčnih MCS simulacij je, da upošteva kronološko zaporedje dogodkov in 
stohastično naravo elementov sistema, kar je bistvena lastnost za ocenjevanje zanesljivosti 
sistemov, ki vsebujejo nekonvencionalne vire energije, kot sta veter in sončna energija, ki so 
časovno odvisni in korelirani.  
Med omenjenimi metodami so za celovito oceno zanesljivosti EES najprimernejše sekvenčne 
MCS metode katere nam omogočajo izračun številnih indeksov zanesljivosti.  
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3.1 Modeliranje sistema z verjetnostnim pristopom 
 
Modela proizvodnje in porabe predstavljata dve bistveni komponenti EES sistema, ki jih 
moramo preučiti, da bi lahko podali oceno zanesljivosti in ustreznosti proizvodnih zmogljivosti. 
Pri verjetnostnih metodah sta model proizvodnje in porabe združena in skupaj tvorita model 
tveganja kot je prikazano na sliki 4. 
 
Slika 4 Elementi modeliranja sistema z verjetnostnim pristopom 
 
3.1.1 Model proizvodnje 
 
Delovanje komponent lahko na splošno opišemo z dvema osnovnima stanjema: stanje 
delovanja in stanje odpovedi. Posledično lahko definiramo razpoložljivost  in nerazpoložljivost 
vsake komponente. Model dveh stanj se uporablja za modeliranje zgodovine delovanja 
posamezne komponente sistema (slika 5). Stopnja odpovedi posamezne komponente se 
določi glede na povprečni čas do okvare (angl. MTTF, mean time to failure) , stopnja popravila 
pa glede na povprečni čas za popravilo (angl. MTTR, mean time to repair). Prav tako moramo 
upoštevati načrtovane izpade proizvodnih enot zaradi vzdrževalnih del.  
 
 
Slika 5 Diagram dveh obratovalnih stanj komponente [20] 
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Obratovalna stanja komponent lahko prav tako predstavimo z modelom 4  stanj, kjer 




Slika 6 Diagram štirih obratovalnih stanj komponente [5] 
 
Z λ smo označili pogostost odpovedi komponente, μ je pogostost popravila komponente, T je 
povprečni čas pripravljenosti, Ps je verjetnost, da komponenta ob zahtevi ne prične z 
obratovanjem, in D je povprečni čas delovanja komponente [16]. V magistrski nalogi se bomo 
omejili na dve obratovalni stanji obravnavanih komponent, kot prikazuje slika 5. V analizah 
zanesljivosti navadno privzamemo konstantne vrednosti pogostosti odpovedi in pogostosti 
popravila komponent, saj s tem poenostavimo izračune zanesljivosti [25] prav tako so metode 
vzdrževanja takšne, da se stanje elementov ohranja. 









𝐴 = 1 − 𝑈 
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kjer U predstavlja razpoložljivost proizvodne enote in A predstavlja nerazpoložljivost enote, 
MTTF (angl. Mean Time to Failure) je srednji čas delovanja, MTTR (angl. Mean Time to Repair) 
je srednji čas popravila komponente. 





















kjer je 𝑡𝑖𝑛 čas delovanja komponente, 𝑡𝑜𝑢𝑡 je čas odpovedi komponente in 𝑛𝑖𝑛 ali 𝑛𝑜𝑢𝑡 je število 
vseh intervalov, kadar komponenta deluje ali ne deluje. V splošnem se lahko λ in μ spreminjata 
s časom zaradi vplivov staranja in iztrošenosti proti koncu življenjske dobe komponente ter 
zaradi proizvodnih napak na začetku življenjske dobe komponente. Komponenta lahko odpove 
na več različnih načinov, pri čemer lahko način odpovedi komponente znotraj opazovanega 
sistema opišemo z osnovnim dogodkom, ki ima predpisano verjetnost nastopa dogodka oz. 
verjetnost odpovedi komponente. Za ovrednotenje verjetnosti odpovedi posamezne 
komponente je potrebno izbrati ustrezen verjetnostni model glede na način delovanja in 
odpovedi komponente. Najpogosteje uporabljeni verjetnostni modeli so nerazpoložljivost, 
nezmožnost spremembe stanja in nezmožnost vzdrževanja stanja [38]. 
3.1.2 Model porabe 
 
Model porabe predstavlja povpraševanje po energiji v določenem časovnem obdobju. V 
preučevanju evolucije zanesljivosti proizvodnih kapacitet so bili uporabljeni različni modeli 
porabe. Modele porabe delimo v dve kategoriji: urejeni letni diagram porabe (angl. LCD, Load 
duration curve) in kronološki modeli porabe (slika 7).  Urejeni letni diagram porabe je pogosto 
uporabljen in ga naredimo tako, da uredimo urne vrednosti porabe v padajočem vrstnem 
redu, podobno lahko uporabimo dnevno krivuljo maksimalnih vrednosti, če imamo podatke o 





Slika 7 Urejen letni diagram porabe in letna poraba (Z modro barvo je označena poraba z rdečo barvo pa urejen letni 
diagram porabe) 
Z namenom poenostavitve in prihranka časa sta urejeni diagram porabe in kronološki model 
porabe po navadi razdeljena na končne korake obremenitve. Urejeni urni letni diagram porabe 
(8760 ur, če ni prestopno leto) se smatra kot dovolj natančna in izčrpna predstavitev modela 
obremenitve. Število ravni obremenitev mora biti dobro definirano, saj v primeru zmanjšanja 
števila ravni obremenitev lahko vodi do nenatančnih ocen. Urejeni letni diagram porabe in 
dnevno krivuljo maksimalnih vrednosti lahko uporabimo pri analitičnih in nesekvenčnih MCS 
metodah. Kronološki model obremenitve ali časovne vrste obremenitve sta najpogostejša 
modela, ki se uporabljata pri sekvenčnih MCS simulacijah, oba modela se oblikujeta na podlagi 
razpoložljivih podatkov o urnih obremenitvah v določenem časovnem obdobju, ki po navadi 
znaša eno leto.  
3.1.3 Model tveganja 
 
Zanesljivost elektroenergetskega sistema se običajno izraža v kazalnikih, ki merijo ustreznost 
in zanesljivost sistema. Splošno sprejeti indeksi za ocenjevanje zanesljivosti in ustreznosti 
proizvodnih zmogljivosti so sledeči: 
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 LOLP (angl. Loss of Load Probability),ki izraža pričakovano verjetnost izpada pokrivanja 
porabe (%/leto). Indeks je opredeljen kot pričakovana letna verjetnost, da bo poraba 
presegla razpoložljivo proizvodnjo.  
 
 LOLE (angl. Loss of Load Expectation), ki izraža pričakovano tveganje izpada napajanja 
(ur na leto) tj. pričakovano povprečno število ur ali dni, v katerih obstoječe proizvodne 
zmogljivosti ne uspejo pokrivati porabe v sistemu. 
 
  LOEE (angl. Loss of Load Expectation), ki izraža pričakovano izgubo energije 
(MWh/leto). Indeks predstavlja pričakovano letno količino energije, ki ni dostavljena 
zaradi pomanjkanja proizvodnih zmogljivosti.  
 
Obstaja tudi niz kazalnikov, ki vsebujejo dodatne lastnosti in zagotavljajo sistemskim 
načrtovalcem koristne informacije. Čeprav so ti kazalniki uveljavljeni in dokumentirani v 
literaturi, se ne uporabljajo pogosto, kar je predvsem zaradi kompleksnosti in dodatnih 
podatkov potrebnih za njihov izračun [19], [13]. 
Nekateri od teh indeksov so naslednji: 
 LOLF1 (angl. Loss of load frequancy), ki izraža frekvenco izgube napajanja 
(pojavov/leto): Predstavlja letno pogostost kjer obstoječe proizvodne zmogljivosti ne 
uspejo pokrivati porabe. 
 
 EDPI (angl. Expected duration per interruption), ki izraža trajanje prekinitev 
(ur/prekinitev): Pomeni povprečno trajanje izpada vsakokrat, kadar je obremenitev 
večja od razpoložljivih virov generiranja. 
 
 ENSPI (angl, Energy not supplied per interruption), ki izraža količino nedobavljene 
energije po prekinitvi (MWh/prekinitev): Pomeni povprečno količino energije, ki ni 
dobavljena v primerih, kadar je obremenitev večja od razpoložljivih virov generiranja.  
                                                          




3.2 Stohastični modeli vetrne in sončne energije 
 
Pred tremi desetletji količina dobavljene energije iz vetrnih in sončnih elektrarn ni imela 
bistvenega vpliva na ustreznost in zanesljivost proizvodnje, predvsem zaradi dejstva, da je bila 
nameščena zmogljivost vetra in sončne energije relativno majhna. V zadnjih letih je prišlo do 
dramatičnega povečanja uporabe OVE v številnih elektroenergetskih službah. Ker so obnovljivi 
viri energije postali pomembni viri oskrbe z električno energijo, je pomembno, da se razvijejo 
ustrezni modeli za ovrednotenje zanesljivosti konvencionalnih EES z vključenimi OVE.  
Kot že omenjeno, so verjetnostne metode ocenjevanja zanesljivosti za konvencionalne vire 
energije relativno dobro razvite in dokumentirane. Za razliko od konvencionalnih proizvodnih 
enot, kjer je stopnja energetske proizvodnje obvladljiva, integracija OVE sproža nove 
pomisleke v analizi zanesljivosti EES. Izhodna moč vetrne in sončne energije je spremenljiva, 
negotova in je ni mogoče nadzorovati, zato je zelo odvisna od variabilnih značilnosti hitrosti 
vetra in sončnega obsevanja na določeni lokaciji. V zvezi z oceno zanesljivosti EES, ki vsebujejo 
vetrno in sončno energijo, so bili v zadnjih letih razvite različne tehnike in metode, vendar pa 
so ustrezni modeli še vedno  v razvoju.  
Modeliranje vetrne energije v namene ocenjevanja zanesljivosti EES zahteva veliko 
zgodovinskih časovnih vrst meritev hitrosti vetra in količine sončnega obsevanja oziroma 
vetrne sončne energije, da bi ustrezno zajeli stohastične lastnosti vetra oziroma sončnega 
obsevanja na določeni lokaciji. Zaradi nerazpoložljivost ustreznih podatkov se kaže potreba po 
zanesljivih stohastičnih simulacijah, ki bi bile sposobne ohraniti glavne lastnosti vetra in 
sončnega obsevanja.  
Za integriranje vetrne energije v EES sisteme dosti modelov uporablja Weibullovo porazdelitev 
hitrosti vetra [4]. Ti modeli temeljijo na zaključkih študij , ki so pokazale, da variacije v hitrosti 
vetra  približno sledijo Weibullovi porazdelitvi.  
Vendar pa imajo z vidika ocenjevanja zanesljivosti, metode, ki uporabljajo Weibullovo 
porazdelitev, nekatere pomanjkljivosti. Prvič, nedavne raziskave o hitrosti vetra so potrdile, 
da lahko hitrosti vetra na različnih lokacijah sledijo različne porazdelitve, ki temeljijo na 
nestanovitnem vedenju hitrosti vetra na vsaki posamezni lokaciji [26]. Tako ni realistično, da 
se uporaba Weibullove porazdelitve posploši na vse vetrne elektrarne na različnih lokacijah, 
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saj posplošitev lahko privede do napačnih indeksov zanesljivosti. Drugič, najbolj očitna 
pomanjkljivost teh modelov je, da lahko upoštevajo le stohastično naravo hitrosti vetra na 
geografski lokaciji brez upoštevanja kronoloških značilnosti hitrosti vetra [27]. Tretjič, 
zgodovinski urni podatki o hitrosti vetra na posamezni lokaciji morajo biti dostopni, da bi lahko 
natančno določili parametre porazdelitve (parametri oblike in skale) 
V zadnjih letih se je obsežno raziskovalo v smeri simuliranja časovnih vrst hitrosti/energije 
vetra in sončnega obsevanja/energije, kjer bi časovne vrste ohranile kronološko in stohastično 
naravo vetra/sončne energije [28]. Modeli stohastičnih simulacij vetra so običajno razdeljeni 
na dve kategoriji: stohastični modeli hitrosti vetra in stohastični modeli vetrne energije [29]. 
Modeli iz prve kategorije temeljijo na merjenih hitrostih vetra, medtem ko pa modeli iz druge 
kategorije temeljijo na meritvah vetrne energije. Nadaljnje raziskave temeljijo predvsem na 
podlagi modelov hitrosti vetra, kot so modeli avtoregresivnih drsečih sredin (angl. 
autoregressive moving average, ARMA) [27], [30] ter Monte Carlo markovskih verig (angl. 
Monte Carlo Markov Chain, MCMC) [31], [25].  
Študije, ki uporabljajo modele ARIMA za simuliranje časovnih vrst vetrne energije, so precej 
pogoste [27], [30]. ARMA modeli časovnih vrst so osnovni linearni modeli časovnih vrst, kateri 
so bili razviti na podlagi lastnosti avtoregresivnih modelov in modelov drsečih sredin. Modeli 
ARMA so odvisni predvsem od zgodovinskih meritev vetra, napovednih napak ter slučajnih 
spremenljivk [25].  ARMA modeli so običajno povezani z določenimi kriteriji, ki so navedeni 
kot ARMA (p,q), kjer p predstavlja red modela AR in q vrstni red modela MA, ki kaže na 
ustreznosti časovnega zamika, ki mora biti upoštevan pri zagotavljanju najboljšega prilagajanja 
simuliranih časovnih vrst hitrosti vetra s podatki o meritvah vetra. Osnovna prednosti ARMA 
modelov v primerjavi z MCMC modeli je da lahko nadzorujemo želeno avtokorelacijo 
simulirane časovne vrste.  Vendar ARMA modeli ne morajo zagotavljati najboljšega prileganja 
glede na verjetnostno porazdelitev simuliranih časovnih vrst [32]. Raziskave so prav tako 
pokazale [32], da ARMA modeli za simuliranje sintetičnih časovnih vrst niso izvedljivi, saj je 
narava vetrne energije slučajni proces, ki ni stacionaren in ni normalno porazdeljen.  
Veliko raziskav se je usmerilo na uporabo MCMC modelov za razvoj stohastičnih časovnih vrst 
bodisi za hitrost vetra ali vetrne energije [31], [25], [32]. Z markovskimi verigami lahko 
verjetnost nekega stanja v danem trenutku določimo iz informacije o prejšnjem stanju [25]. 
Markovske verige predstavljajo sistem elementov, ki prehajajo iz enega stanja v drugo v 
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daljšem časovnem obdobju. Prehodna matrika markovskih verig se uporablja ,da posnema 
vzorce urnih sprememb zgodovinskih vzorcev.  
V zgodnji fazi razvoja MCMC modelov so bile glavne pomanjkljivosti predvsem težave pri 
ohranitvi avtokorelacije in netočnosti in zapletenosti, povezane s procesom diskretizacije 
vrednosti. Vendar pa obstajajo številne študije, ki so odpravile omenjene nepravilnosti in 
pomanjkljivosti ter izboljšale natančnost MCMC modelov. Študija [25] je primerjala simulirano 
hitrost vetra s pomočjo markovskih verig prvega reda in drugega reda in prišla do zaključka da 
lahko povišanje reda markovskih verig nekoliko izboljša sintetične podatke.   
Učinek izbire različnega števila stanj v procesu diskretizacije je bila preučena v študiji [32], kjer 
rezultati kažejo, da povečanje števila stanj modela zagotavlja bolj natančne rezultate. Rezultati 
študije kažejo, da je razvoj sintetične vetrne energije iz podatkov, izmerjenih direktno na viru 
generiranja, bolj natančen in zagotavlja boljše prileganje, tako za verjetnostno porazdelitev 
kot za kronološke korelacije [33]. Za nadaljnje izboljšave avtor predlaga, da se prehodne 
matrike za vsak posamezen mesec ocenijo ločeno, da bi bolje zajeli lastnosti vetrne energije 
glede na letni čas. 
4.0 VERJETNOSTNE METODE  
 
Z verjetnostnim pristopom se ocenjuje verjetnost pomanjkanja oskrbe z električno energijo 
glede na potrebe po električni energiji, kjer se upošteva variabilnost in negotovost energetskih 
resursov in potreb. Pristop se lahko še dodatno razčleni na analitične metode in Monte Carlo 
simulacije. Kot že omenjeno v prejšnjem poglavju, ima vsak od pristopov svoje prednosti in 
pomanjkljivosti.  
 
4.1  Analitične metode 
 
Analitični pristop temelji na gradnji modelov, kjer predpostavljamo določeno verjetnostno 
porazdelitev za različne elemente v sistemu, kjer nato kombiniramo verjetnosti in frekvence 
sistemskih stanj, da dobimo določene pokazatelje zanesljivosti. Prednost takšnega pristopa je 
predvsem kratek čas izračunov, glavna pomanjkljivost pa je, da potrebujemo številne 
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predpostavke (o razpoložljivosti enot, rezervni moči), da pridemo do natančnega analitičnega 
modela celotnega sistema. 
Primer poenostavljenega analitičnega izračuna LOLE, pričakovanega tveganja izpada 
napajanja (angl. Loss of load expectation) prikazuje tabela 3 in 4. Indeks LOLE opisuje 
pričakovani izpad pokrivanja porabe E(t) , ko poraba ob predvidenih razpoložljivih proizvodnih 
enotah in ob upoštevanju verjetnosti njihovega izpada ne bo pokrita. 




Kjer 𝑝𝑖 pomeni verjetnosti i-te kombinacije proizvodnih enot, 𝑡𝑖 je čas, ko poraba zaradi izpada 
proizvodnih enot ne bo pokrita (izraženo v urah) in n je število vseh možnih kombinacij izpadov 
proizvodnih enot. 
Tabela 3 vsebuje podatke o zmogljivosti posameznih enot in verjetnosti razpoložljivosti in 
nerazpoložljivosti posameznih enot. Slika 8 prikazuje urejen letni diagram porabe za 
obravnavan sistem. 




Enota A 10 0.05 0.95 
Enota B 20 0.08 0.92 
Enota C 50 0.10 0.90 
Skupaj 80   





Slika 8 Urejen letni diagram porabe 
Če predpostavljamo, da je v določeni uri predvidena poraba 55MW izračun izpeljemo v 
naslednjih korakih: 
1. določimo število vseh možnih kombinacij v katerih je lahko sistem. Lahko izpade vsaka 
proizvodna enota posamično (A, B in C), lahko izpadeta dve enoti hkrati (A in B, A in C, 
B in C), lahko izpadejo vse enote hkrati (A, B, C). V primeru n agregatov imamo 2𝑛 
kombinacij. 
2. določimo skupno količino moči za vsa stanja 
3. določimo verjetnosti posameznih kombinacij 
4. glede na vsako kombinacijo izpada proizvodnih enot iz urejenega letnega diagrama 
porabe odčitamo čas (slika 8), ko zaradi izpadle moči poraba ne bi bila pokrita  
Sistem omogoča kritje porabe v določeni uri, če je razpoložljiva zmogljivost vsaj 55 MW. 
Postopek prikazuje tabela 4, ki vsebuje vse možne kombinacije izpadov proizvodnih enot, 
verjetnosti posameznih izpadov in ocenjen čas nepokrivanja porabe za vsak izpad. Kritje 
porabe omogočajo stanja 1,2 in 3. Seštevek verjetnosti ostalih 5 ih stanj znaša 0.1036. 
Torej je v določeni uri verjetnost približno 10% da sistem ne bo zmožen pokrivati porabo, 
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kar prispeva približno 6 minut (10% ure) k letni vrednosti LOLE (ur/leto). Postopek se 






Verjetnosti (A×B×C) Verjetnost Zmožnost 
kritja porabe 
LOLE 
1 A,B,C 80 0.95*0.92*0.90= 0.7866 Ja 0 
2 B,C 70 0.05*0.92*0.90= 0.0414 Ja 0 
3 A,C 60 0.095*0.08*0.90= 0.684 Ja 0 
4 C 50 0.05*0.08*0.90= 0.0036 Ne 0.0036 
5 A,B 30 0.95*0.92*0.10= 0.0874 Ne 0.0874 
6 B 20 0.05*0.92*0.10= 0.0046 Ne 0.0046 
7 A 10 0.95*0.08*0.10= 0.0076 Ne 0.0076 
8 0 0 0.05*0.08*0.10= 0.0004 Ne 0.0004 
Skupaj      0.1036 
Tabela 4 Primer analitičnega izračuna 
 
4.2 Sekvenčne Monte Carlo simulacije 
 
Sekvenčni Monte Carlo pristop simulira intervale v sekvenčnem vrstnem redu tako, da 
upošteva korelacije med predhodnim trenutnim in bodočim stanjem konvencionalnih 
proizvodnih enot.  Za potrebe simulacij določimo povprečni čas do izpada (angl. Medium Time 
to Fail, MTTF) in povprečni čas popravila (angl. Medium Time to Repair, MTTR) določenega 
generatorja, ki ga dobimo iz zgodovinskih časovnih vrst obratovanja vsakega posameznega 
generatorja. Povprečni čas do izpada posamezne enote je porazdeljen po eksponentni 
porazdelitvi.  
 Sekvenčne Monte Carlo lahko povzamemo v sledečih korakih. 




2. Obratovalne cikle posameznih enot generiramo v skladu z enakomerno porazdelitvijo. 
Trajanje posameznega obratovalnega cikla določimo s spodnjima enačbama: 
 Čas do izpada (angl. Time to Fail, TTF): 
𝑇𝑇𝐹𝑖 = −𝑀𝑇𝑇𝐹 × 𝐿𝑛𝑅𝑁𝑖 
 Čas popravila (angl. Time to Repair, TTR): 
𝑇𝑇𝑅𝑖 = −𝑀𝑇𝑇𝑅 × 𝐿𝑛𝑅𝑁𝑖 
Kjer 𝑇𝑇𝐹𝑖 predstavlja čas do izpada (angl. Time to Fail), 𝑇𝑇𝑅𝑖 je čas do popravila (angl. Time to 
Repair), 𝐿𝑛 je naravni logaritem, 𝑅𝑁𝑖 pa generator naključnih števil iz enakomerne 
porazdelitve med 0 in 1.  
3. Obratovalne cikle posameznih komponent kronološko združimo, da dobimo zbirno 
vrednost zmogljivosti sistema. Prikazano na sliki 9. 
 




4. Dobljeno razpoložljivo zmogljivost celotnega sistema primerjamo glede na kronološki 
model porabe, kot prikazuje slika 10. 
 
 
Slika 10 Razpoložljiva zmogljivost primerjava z urno kronološko obremenitvijo (z rdečo barvo je označena proizvodnja z 
modro barvo pa urna kronološka obremenitev) 
 
5.  Izračunamo lahko več različnih indeksov zanesljivosti, kot so:  
1.  Pričakovano tveganje izpada napajanja (LOLE) (ure/leto), tj.  povprečno število ur ali 







2.  Frekvenca izgube napajanja (LOLF) (pojavov/leto), tj.  število pojavov na leto, kjer 







3. Tveganje izgube energije (LOEE) (MWh/leto), tj.  letna količina energije, ki ni 










V zgornjih formulah je N število vzorčnih let, ℎ𝑖 je število ur v katerih obremenitev presega 
proizvodnjo v i-tem vzorčnem letu, 𝐸𝑁𝑆𝑖  je količina nedobavljene energije v i-tem vzorčnem 
letu, 𝑓𝑖  je frekvenca izpadov izgube obremenitve v i-tem vzorčnem letu. 
 
4.3 Kriterij ustavitve Monte Carlo simulacij 
 
Monte Carlo simulacije ocenjujejo indekse zanesljivosti s pomočjo simulacij dejanskega 
procesa, kjer je natančnost ocene odvisna predvsem od števila simuliranih vzorcev, majhno 
število vzorcev tako ne more zagotavljati natančnih ocen, nasprotno, povečanje števila 
vzorcev poveča natančnost ocen, vendar hkrati poveča potreben čas za izračun. Pri metodah 
MCS navadno uporabljamo konvergenčna merila s pomočjo katerih identificiramo ustrezno 
število simulacij, ki zagotavljajo visoko stopnjo natančnosti dobljenih rezultatov [23]. 
Temeljni parameter pri ocenjevanju zanesljivosti je pričakovana vrednosti določenega indeksa 
zanesljivosti X. Pri sekvenčnih Monte Carlo simulacijah je število vzorcev enako številu 








kjer je 𝑥𝑖  vrednost indeksa X v letu i, N  pa je število let oziroma simulacij.  















standardna napaka cenilke pa je definirana kot 











kjer X predstavlja ocenjeno vrednost indeksa (LOLE, LOEE, itd.), E(X) je pričakovana vrednost 
izbranega indeksa zanesljivosti in α je standardni odklon ocenjene vrednosti indeksa 
zanesljivosti. Simulacija se ustavi, ko koeficient variacije β doseže vnaprej nastavljene 
vrednosti tolerance napake, ki je v našem primeru nastavljena na 0.05 oz. 5%. Študije analize 
občutljivosti [23] so pokazale, da lahko ustavitev postopka simulacije sledi koeficientu variacije 
indeksa LOEE, saj ima najnižjo stopnjo konvergence in zagotavlja zadostno točnost ocen drugih 
indeksov.  
 
4.4 Analiziran sistem 
 
IEEE-RTS je relativno velik preizkusni sistem razvit s strani projektne skupine IEEE in pogosto 
uporabljen na različnih področjih EES (Slika 11). Model proizvodnje v IEEE-RTS modelu skupno 
obsega 32 konvencionalnih generatorjev v razponu zmogljivosti od 12 MW do 400 MW, s 
skupno nameščeno zmogljivostjo 3405 MW in največjo obremenitvijo v višini 2850 MW. 





Slika 11 IEEE-RTS [34] 
Uporabljen model obremenitve v IEEE-RTS je na urni osnovi. Urna obremenitev je podana 
glede na enoto oziroma kot odstotek maksimuma letne obremenitve. Ko določimo 
maksimalno letno obremenitev, ki v primeru IEEE-RTS znaša 2805 MW, lahko razvijemo letno 
časovno vrsto urnih obremenitev (8760 ur). Relevantni podatki o modelu obremenitve se 
nahajajo v prilogi. Slika 12 kaže kronološke urne obremenitve z maksimalno letno 
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obremenitvijo 2850 MW. Prikazana metoda je ista tudi v primeru kadar vključimo obnovljive 
vire energije v model porabe.  
 
Slika 12 Urna kronološka obremenitev IEEE-RTS 
 
5.0 METODOLOGIJA STOHASTIČNEGA SIMULIRANJA VETRNE IN 
SONČNE ENERGIJE 
 
Modeliranje vetrne in sončne energije za potrebe ocenjevanja zanesljivosti  zahteva veliko 
zgodovinskih meritev hitrosti oziroma moči vetrne/sončne energije, da bi uspešno zajeli 
stohastično naravo in naključno vedenje vetra in sončnega obsevanja na določeni lokaciji ker 
pa so v večini primerov taki podatki nedostopni lahko uporabimo simulacijske tehnike s 
pomočjo katerih lahko ohranimo glavne značilnosti izhodiščnih meritev. 
Stohastično simuliranje vetrne in sončne energije lahko povzamemo v naslednjih korakih. 
1. Vnos urnih vrednosti vetrne in sončne energije za eno leto. 
2. Pretvorba urnih vrednosti vetra in sončnega obsevanja v diskretna stanja. 
3. Združitev vetrne in sončne energije na mesečni osnovi. 
4. Izračun prehodne matrike markovskih verig za vsak mesec posebej. 
5. Simuliranje časovnih vrst vetrne in sončne energije za želeno število let. 
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Razlika med simuliranjem vetrne energije in sončne energije je predvsem v tem, da vetrna 
energija ni v toliki meri odvisna od dnevnih in nočnih variacij hitrosti vetra, kot je sončna 
energija od količine sončnega obsevanja. Glede na naravo sončne energije je pred postopkom 
razvrščanja v skupine potrebno odstraniti ničle iz časovnih vrst,(nočne vrednosti) predvsem 
zaradi bolj natančnega postopka razvrščanja in ohranitve avtokorelacije med vrednostmi. Prav 
tako s postopkom odstranitve ničel ohranimo dnevne in nočne značilnosti časovnih vrst. 
Vrednosti, ki so enake nič, na koncu dodamo nazaj v izvirne časovne točke časovnih vrst, tako 
da ohranimo izvirno strukturo podatkov.  
 
5.1 Zgodovinski podatki merjenja vetrne in sončne energije 
 
Urne zgodovinske vrednosti vetrne in sončne energije v obdobju enega leta (2014) so bili 
pridobljeni na lokaciji Skupnega raziskovalnega centra Evropske komisije (JRC-EC) v Pettnu, na 
Nizozemskem. Solarni paneli z skupno nameščeno zmogljivostjo 30 MW ter vetrne elektrarne 
z skupno nameščeno zmogljivostjo 20 MW, se nahajajo v bližnji okolici omenjenega 
raziskovalnega centra. Prav tako bi za potrebe ocenjevanja zanesljivosti sistema lahko 
uporabili izmerjene vrednosti hitrosti vetra in količine sončnega obsevanja z določeno 
prostorsko ločljivostjo (na določeni lokaciji), ki bi jo nato s pomočjo ustreznih matematičnih 
transformacij pretvorili v energijo. Kot že omenjeno v [32], so za razvoj stohastičnih modelov 
vetrne in sončne energije bolj primerne časovne vrste energije, saj te zagotavljajo določene 
prednosti pred uporabo modelov, ki temeljijo na hitrosti vetra in količini sončnega sevanja.  
Pred oblikovanjem prehodnih matrik je potrebno merjene podatke vetrne in sončne energije 
razvrstiti v dokončno število stanj. To bomo naredili z metodo razvrščanja, K-means (metoda 
voditeljev), predvsem zaradi svoje preprostosti in relativne natančnosti. Metoda je podrobno 
prikazana v [35] , kjer so glavni postopki metode strnjeni na sledeč način: 
1. Izberemo začetno število k skupin. Te skupine določimo z izbiro k centroidov, 𝑀𝑖(𝑖 =
1, . . , 𝑘) tako da izhodno moč vetrne in sončne energije razdelimo na k intervalov. V 
magistrski nalogi bomo uporabili k=11 centroidov, ker literatura navaja to število kot 
optimalno [3].  
2. Izračunamo razdaljo 𝐷𝑖  izmerjenih vrednosti energije 𝑊𝑖 do vsakega naključno 
določenega centroida 𝑀𝑖  
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𝐷𝑖 = |𝑀𝑘 − 𝑊𝑖| 
3.  Vse vrednosti sončne in vetrne energije pripišemo najbližjemu centroidu 
4. Nove vrednosti sredin skupin oz. centroidov, izračunamo kot  povprečje vrednosti 
sončne in vetrne energije v skupini.  
5. Korake 2-4 ponavljamo dokler se centroidi skupin spreminjajo.  
V tabeli 5. so predstavljeni centroidi skupin vetrne in sončne energije, ki jih dobimo s 
pomočjo metode voditeljev za mesec januar pri maksimalnem številu iteracij 100.  
Centroidi vetrne energije Centroidi sončne energije 
Skupina MW Skupina MW 
1 1.100313 1 1.801902 
2 2.422926 2 4.452389 
3 3.618604 3 8.052885 
4 4.842546 4 10.468750 
5 6.012402 5 12.325000 
6 7.234987 6 14.173076 
7 8.463746 7 16.040000 
8 9.757391 8 19.363636 
9 11.224232 9 22.006085 
10 12.983138 10 24.401840 
11 15.440302 11 26.031746 
Tabela 5 Centroidi skupin vetrne in sončne energije (k=11) 
 
Sliki 13 in 14 prikazujeta primerjavi izhodiščnih podatkov s tistimi razvrščenimi po metodi 
voditeljev v 11 skupin za obdobje enega tedna (168 ur). Vidimo lahko, da se razvrščeni in 
izhodiščni podatki sončne in vetrne energije dobro ujemajo in sledijo kronološkim 
spremembam. Zgodovinski podatki so razvrščeni v 12 skupin, kjer vsaka skupina predstavlja 






Slika 13 Primerjava izhodiščnih in razvrščenih podatkov vetrne energije (z rdečo bravo so označene izhodiščne vrednosti, z 
modro pa razvrščene vrednosti) 
 
 
Slika 14 Primerjava izhodiščnih in razvrščenih podatkov sončne energije (z rdečo barvo so označene izhodiščne vrednosti z 
modro pa razvrščene vrednosti) 
 
5.2 Prehodne matrike markovskih verig 
 
S pomočjo markovskih verig lahko verjetnosti trenutnega stanja  določimo s pomočjo 
verjetnosti predhodnih stanj. Osnovni markovski proces je markovska veriga, zaporedje 
𝑥1, 𝑥2, 𝑥3, …diskretnih slučajnih spremenljivk, kjer je prva naslednja spremenljivka 𝑥𝑛odvisna 
le od tega, kakšno vrednost ima spremenljivka 𝑥𝑛−1 pri 𝑛 = 2,3,4, … [36].  V markovskem 
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procesu je pogojna porazdelitev spremenljivke 𝑥𝑚 odvisna le od zadnjega stanja (po navadi 
trenutno stanje) in je neodvisna od prejšnjih stanj. Pravimo, da imajo stohastični procesi, ki so 
brez spomina, markovsko lastnost. To je, proces ima markovsko lastnost v diskretnem času, 
če je naslednje stanje odvisno le od trenutnega stanja procesa in ne od zaporedja predhodnih 
stanj.    
Markovske verige predstavljajo sistem elementov, ki se premikajo iz enega stanja v drugo. S 
prehodnimi matrikami markovskih verig posnemamo vzorce prehoda urnih sprememb vetrne 
in sončne energije, da bi lahko s pomočjo simulacij generirali podatke, ki upoštevajo vzorce 
izhodiščnih podatkov. Prikazan postopek velja za markovske verige prvega reda, kjer se za 
generiranje naslednjih stanj upošteva samo sedanje stanje. Pri markovskih verigah drugega 
reda je naslednje stanje v verigi odvisno od dveh prejšnjih stanj v verigi. Problem pri 
markovskih verigah višjega reda je povečanje kompleksnosti, za markovsko verigo reda K 
potrebujemo 𝑛𝐾+1 prehodnih matrik [37].  
Predpostavimo, da je x(t) stohastični proces z diskretnim številom k stanj. Pogojne verjetnosti 
𝑃𝑖𝑗 = 𝑃[𝑥(𝑡) = 𝑗 | 𝑥(𝑡 − 1) = 𝑖] 
imenujemo prehodne verjetnosti iz stanja i v stanje j, kjer je i=1,…,k in j=1,…,k. Za k stanj 
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z velikostjo 𝑘 × 𝑘, kjer vsaki vrstici pripada naslednje stanje in vsakemu stolpcu pripada 
trenutno stanje. Verjetnost določenega stanja v času t lahko ocenimo iz relativnih frekvenc k-
stanj. Če je 𝑛𝑖𝑗 število prehoda iz stanja i v stanje j v  sekvenci vetrnih oziroma sončnih 










Ko zgradimo individualno prehodno matriko 𝑃𝑖𝑛𝑑 glede na posamezne vrednosti, lahko 
zgradimo kumulativno prehodno matriko 𝑃𝑐𝑢𝑚 tako, da se i-ta vrstica v kumulativni prehodni 
matriki končna z 1.  
Tabele 6, 7, 8 in 9 prikazujejo posamične in kumulativne prehodne matrike vetrne in sončne 
energije za mesec januar. Markovske prehodne matrike so tako zgrajene za vsak posamezni 
mesec v letu x , da bi bolje zajeli mesečne variacije v vetrni in sončni energiji in izboljšali 
vrednosti kronološke korelacije.   
 
 
Stanje 1 2 3 4 5 6 7 8 9 10 11 
1 0.0270 0.1216 0.1216 0.0135 0.0405 0.0135 0.2027 0.1622 0.0946 0.1216 0.0811 
2 0.0694 0.0556 0.0833 0.0833 0.0833 0.0556 0.1528 0.0972 0.0694 0.1250 0.1250 
3 0.0921 0.0789 0.0921 0.0132 0.1053 0.0658 0.1053 0.0789 0.1184 0.0921 0.1579 
4 0.0233 0.1860 0.1860 0.0930 0.0000 0.0698 0.1395 0.0698 0.0233 0.0930 0.1163 
5 0.1148 0.0492 0.1475 0.1311 0.1475 0.0164 0.0656 0.0820 0.0656 0.0820 0.0984 
6 0.0278 0.1944 0.0556 0.0278 0.1667 0.0000 0.1944 0.0833 0.0556 0.1389 0.0556 
7 0.1667 0.1000 0.0778 0.0333 0.0556 0.0333 0.1444 0.1222 0.0778 0.0778 0.1111 
8 0.0759 0.1013 0.1266 0.0886 0.0633 0.0886 0.0633 0.1266 0.0380 0.1013 0.1266 
9 0.1091 0.0545 0.0545 0.0545 0.1091 0.0909 0.0000 0.1636 0.1091 0.1455 0.1091 
10 0.1974 0.0921 0.0789 0.0658 0.1316 0.0395 0.1053 0.0658 0.1053 0.0526 0.0658 
11 0.1111 0.0988 0.1111 0.0494 0.0370 0.0494 0.1605 0.0988 0.0370 0.1235 0.1235 
Tabela 6 Individualna prehodna matrika vetrne energije za mesec januar 
Stanje 1 2 3 4 5 6 7 8 9 10 11 
1 0.0270 0.1486 0.2703 0.2838 0.3243 0.3378 0.5405 0.7027 0.7973 0.9189 1 
2 0.0694 0.1250 0.2083 0.2917 0.3750 0.4306 0.5833 0.6806 0.7500 0.8750 1 
3 0.0921 0.1711 0.2632 0.2763 0.3816 0.4474 0.5526 0.6316 0.7500 0.8421 1 
4 0.0233 0.2093 0.3953 0.4884 0.4884 0.5581 0.6977 0.7674 0.7907 0.8837 1 
5 0.1148 0.1639 0.3115 0.4426 0.5902 0.6066 0.6721 0.7541 0.8197 0.9016 1 
6 0.0278 0.2222 0.2778 0.3056 0.4722 0.4722 0.6667 0.7500 0.8056 0.9444 1 
7 0.1667 0.2667 0.3444 0.3778 0.4333 0.4667 0.6111 0.7333 0.8111 0.8889 1 
8 0.0759 0.1772 0.3038 0.3924 0.4557 0.5443 0.6076 0.7342 0.7722 0.8734 1 
9 0.1091 0.1636 0.2182 0.2727 0.3818 0.4727 0.4727 0.6364 0.7455 0.8909 1 
10 0.1974 0.2895 0.3684 0.4324 0.5658 0.6053 0.7105 0.7763 0.8816 0.9342 1 
11 0.1111 0.2099 0.3210 0.3704 0.4074 0.4568 0.6173 0.7160 0.7531 0.8765 1 
Tabela 7 Kumulativna prehodna matrika vetrne energije za mesec januar 
Stanje 1 2 3 4 5 6 7 8 9 10 11 
1 0.9347 0.0000 0.0084 0.0063 0.0336 0.0000 0.0084 0.0000 0.0000 0.0000 0.0084 
2 0.0000 0.2400 0.0400 0.0000 0.0000 0.1600 0.0000 0.0400 0.3200 0.2000 0.0000 
3 0.0769 0.0000 0.2692 0.0384 0.0769 0.2307 0.1538 0.0000 0.0000 0.0384 0.1153 
4 0.2857 0.0000 0.1428 0.0000 0.1428 0.0714 0.1428 0.0000 0.0000 0.0000 0.2142 
5 0.3157 0.0000 0.0526 0.0789 0.2368 0.1315 0.0263 0.0000 0.0000 0.0000 0.1578 
6 0.0000 0.1904 0.0476 0.0000 0.0476 0.2619 0.0476 0.0238 0.0000 0.2142 0.1666 
7 0.4800 0.0000 0.0400 0.1200 0.1200 0.0800 0.1200 0.0000 0.0000 0.0000 0.0400 
8 0.1111 0.0000 0.1111 0.0000 0.1111 0.1111 0.1111 0.2222 0.0000 0.1111 0.1111 
9 0.0000 0.1578 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.4736 0.3684 0.0000 
10 0.0000 0.1315 0.0263 0.0263 0.0000 0.1842 0.1052 0.0789 0.0526 0.2894 0.1052 
11 0.0000 0.0937 0.1562 0.0937 0.0937 0.1562 0.1250 0.0625 0.0000 0.1250 0.0937 




Stanje 1 2 3 4 5 6 7 8 9 10 11 
1 0.9347 0.9347 0.9431 0.9494 0.9831 0.9831 0.9915 0.9915 0.9915 0.9915 1 
2 0.0000 0.2400 0.2800 0.2800 0.2800 0.4400 0.4400 0.4800 0.8000 1.0000 1 
3 0.0769 0.0769 0.3461 0.3846 0.4615 0.6923 0.8461 0.8461 0.8461 0.8846 1 
4 0.2857 0.2857 0.4285 0.4285 0.5714 0.6428 0.7857 0.7857 0.7857 0.7857 1 
5 0.3157 0.3157 0.3684 0.4473 0.6842 0.8157 0.8421 0.8421 0.8421 0.8421 1 
6 0.0000 0.1904 0.2380 0.2380 0.2857 0.5476 0.5952 0.6190 0.6190 0.8333 1 
7 0.4800 0.4800 0.5200 0.6400 0.7600 0.8400 0.9600 0.9600 0.9600 0.9600 1 
8 0.1111 0.1111 0.2222 0.2222 0.3333 0.4444 0.5555 0.7777 0.7777 0.8888 1 
9 0.0000 0.1578 0.1578 0.1578 0.1578 0.1578 0.1578 0.1578 0.6315 1.0000 1 
10 0.0000 0.1315 0.1578 0.1842 0.1842 0.3684 0.4736 0.5526 0.6052 0.8947 1 
11 0.0000 0.0937 0.2500 0.3437 0.4375 0.5937 0.7187 0.7812 0.7812 0.9062 1 
Tabela 9 Kumulativna prehodna matrika sončne energije za mesec januar 
Markovsko lastnost procesa lahko preverjamo s statističnim testom odvisnosti/neodvisnosti 
zaporednih stanj. Markovsko lastnost ovržemo, če so zaporedna stanja neodvisna. 
Neodvisnost zaporednih stanj testiramo  s statistiko 






ki je porazdeljena v skladu s 𝜒2 porazdelitvijo s (𝑘 − 1)2 stopnjami prostosti, kjer je k skupno 










kjer je 𝑛𝑖𝑗frekvenca v stanju i, ki mu sledi stanje j.   
Število stanj, ki smo jih uporabili za vetrno energijo, je 𝑘𝑣 = 11, za sončno energijo pa smo 
število stanj zmanjšali na 𝑘𝑠 = 8, da bi se izognili vrednostim, ki so enake nič.  
Vrednost statistike 𝛼 pri prehodnih matrikah vetrne energije znaša 4389 in je večja od 𝜒2 
vrednosti 124.342 s (𝑘𝑣 − 1)
2 = 100 stopnjami prostosti. Vrednost statistike 𝛼 pri prehodnih 
matrikah sončne energije pa znaša 3367 in je večja od 𝜒2 vrednosti 66.339 s (𝑘𝑠 − 1)
2 = 49 
stopnjami prostosti. Tako lahko ničelno domnevo, da so zaporedni prehodi neodvisni, 
zavržemo in obdržimo alternativno domnevo, da urne vrednosti vetrne in sončne energije 





5.3 Model simuliranja časovnih vrst vetrne in sončne energije 
 
Z uporabo prehodne matrike markovskih verig simuliramo vetrno in fotovoltaično energijo za 
vsak mesec posebej s sledečim algoritmom. 
1. Začetno stanje v kumulativni prehodni matriki določimo naključno. 
2. Z generatorjem naključnih števil iz enakomerne porazdelitve generiramo število med 
0 in 1. 
3. Dobljeno naključno število primerjamo z i-to vrstico kumulativne prehodne matrike. 
Če je vrednost naključnega števila večja od kumulativne verjetnosti prehodnega stanja, 
vendar manjša ali enaka naslednjemu stanju, izberemo naslednje stanje. 
4. Točke 1-3 ponovimo za vsak mesec izbranega leta posebej, da dobimo urne časovne 






Slika 15 Diagram poteka razvoja programske kode 
 
5.4 Preverjanje modela 
 
Simulirane časovne vrste vetrne in sončne energije bomo primerjali glede na različne 
parametre, kot so mesečne karakteristike in avtokorelacija. Za potrebe preverjanja modela 
smo simulirali 1000 let vetrne in sončne energije in jih primerjali z izhodiščnimi podatki (tabela 
10, 11).  Glede na aritmetične sredine vetrne in sončne energije lahko vidimo, da vrednosti 
sledijo določenim mesečnim vzorcem, tako lahko pričakujemo višje vrednosti sončne energije 
v poletnih mesecih. Glede na primerjavo vrednosti aritmetičnih sredin lahko vidimo, da 
obstaja dobro ujemanje med simuliranimi in izhodiščnimi podatki vetrne in sončne energije. 
Razlike med aritmetičnimi sredinami varirajo, vendar so vrednosti simuliranih podatkov 
primerljive z izhodiščnimi. Standardne napake so precej višje v primeru sončne energije, kar je 
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pričakovano zaradi dnevnih in nočnih vrednosti. Mesečni vzorci so pričakovano bolj očitni v 




Aritmetična sredina (MW) Standardni odklon 
Izhodiščni podatki Simulirani podatki Izhodiščni podatki Simulirani podatki 
januar 5.852109 5.877907 3.254204 3.180843 
februar 6.722348 7.013564 3.346694 3.556784 
marec 6.323532 6.185674 3.140747 3.368330 
april 6.073456 5.538658 3.219624 2.940549 
maj 6.631345 6.149470 3.362925 3.044593 
junij 5.998211 5.940675 3.367728 2.742935 
Julij 6.113327 6.248790 3.078179 3.250905 
avgust 5.551978 6.424626 3.147489 3.400570 
september 6.182032 5.593100 3.098316 2.774028 
oktober 5.773318 5.676603 2.918692 3.240703 
november 5.884526 6.295177 3.161782 3.171832 
december 6.605367 5.642661 3.567875 2.958697 




Aritmetična sredina (MW) Standardni odklon 
Izhodiščni podatki Simulirani podatki Izhodiščni podatki Simulirani podatki 
januar 2.860215 2.919118 4.794774 4.644292 
februar 4.379464 4.417009 6.534357 6.66165 
marec 5.621803 5.829298 7.880742 7.829529 
april 7.251389 7.125818 9.139127 9.263095 
maj 8.262097 9.194781 9.346615 9.550059 
junij 9.706944 9.312989 10.147806 10.35126 
Julij 9.731183 10.54905 10.122948 10.10632 
avgust 8.248656 8.567894 9.328245 9.317568 
september 6.536111 7.240415 8.322520 8.518534 
oktober 5.142282 7.949622 7.057456 7.67264 
november 3.629167 3.991513 5.642821 5.739454 
december 3.148611 3.447114 5.102986 4.986499 
Tabela 11 Primerjava mesečnih vrednosti aritmetičnih sredin in standardnih napak sončne energije 
 
Obstaja določena stopnja odvisnosti pri časovnih vrstah vetrne in sončne energije v sosednjih 
časovnih točkah. Avtokorelacijska funkcija  
𝐴𝐶𝐹 =
𝐸[(𝑌𝑡 − μ𝑌)(𝑌𝑡+𝐾 − 𝜇𝑌)]
√𝐸[(𝑌𝑡 − 𝜇𝑌)2𝐸[(𝑌𝑡+𝐾 − 𝜇𝑌)2]
 
se navadno uporablja kot diagnostično orodje validacije kronološke persistence procesov v 
različnih časovnih točkah.  V izračunu ACF predstavlja  K predstavlja časovni zamik 𝜇𝑌 pa je 
aritmetična sredina časovnih vrst sončne in vetrne energije 𝑌𝑡, 𝑡 = 1,2,3, …N. ACF smo 
izračunali tako za simulirane kot tudi izmerjene časovne vrste s časovnih zamikom 100 ur. 
Primerjava časovnih vrst pokaže visoko stopnjo podobnosti med podatki, vendar je 
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avtokorelacija simuliranih podatkov nekoliko nižja (slika 16, 17) . Višji red markovskih verig in 
tedenske prehodne matrike bi lahko nekoliko izboljšale rezultate, kar predstavlja področja 
nadaljnjih raziskav. 
 
Slika 16 Avtokorelacija simuliranih in izhodiščnih podatkov vetrne energije ( z rdečo barvo so označeni izmerjeni podatki, z 
modro pa simulirani podatki) 
 
Slika 17 Avtokorelacija simuliranih in izhodiščnih podatkov sončne energije ( z rdečo barvo so označeni izmerjeni podatki, z 






Namen poglavja je prikazati ocene zanesljivosti obravnavanega sistema, kjer se bomo 
osredotočili na indekse LOLE, LOLF ter LOEE. Pri proizvodnih enotah se bomo omejili na dve 
obratovalni stanji ter na urni kronološki IEEE-RTS model obremenitve. 
Vse simulacije so bile izvedene v programskem jeziku R na osebnem računalniku s  
procesorjem i5 2.6 GHz ter 8 GB RAM spomina. 
6.1 Analiza zanesljivosti konvencionalnih proizvodih enot  
 
Glede na analizo zanesljivosti konvencionalnih proizvodnih enot lahko vidimo, da se indeksi 
zanesljivosti ustalijo s povečanjem števila simulacij. Koeficient variacije doseže vrednosti pod 
0.05 približno pri 2300 izvedenih simulacij, kjer kot kriterij ustavitve upoštevamo indeks LOEE, 
ki ima, kot že omenjeno, najnižjo stopnjo konvergence in zagotavlja zadostno točnost ocen 
drugih indeksov. Sekvenčne Monte Carlo simulacije upoštevajo kronološko zaporedje 
dogodkov in stohastično naravo elementov sistema in tako zagotavljajo dodatne informacije 
o pogostosti in trajanju indeksov zanesljivosti.  
Tabela 12 prikazuje indekse zanesljivosti LOLE, LOEE in LOLF glede na število vzorčnih 
let/simulacij. Slike 18-20, prikazujejo indekse zanesljivosti LOLE, LOEE in LOLF dobljenih z 
sekvenčnimi Monte Carlo simulacijami, in vnaprej določenim številom let. Vrednosti indeksov 
LOLE, LOEE in LOLF se stabilizirajo pri povečanju števila simulacij.  
 
 Število vzorčnih 
let 
500 1000 1.500 2000 2500 
 LOLE (ur/leto) 8.058 9.565 8.568 9.865 9.4056 
IEEE-RTS LOEE 
(MWh/leto) 
1134.328 1243.1433 1372.283 1201.967 1125.297 
 LOLF 
(pojavov/leto) 
1.978 1.956 1.931 1.891 1.897 
 Koeficient 
variacije 
0.261 0.097 0.082 0.064 0.048 













Slika 20 Indeks LOLF glede na število simulacij 
 
6.2 Ocenjevanje zanesljivosti sistema z vključeno vetrno in sončno energijo 
 
Modeliranje vetrne in sončne energije za potrebe ocenjevanja zanesljivosti  zahteva veliko 
zgodovinskih meritev hitrosti oziroma moči vetrne/sončne energije, da bi uspešno zajeli 
stohastično naravo in nestanovitno vedenje vetra in sončnega obsevanja na določeni lokaciji. 
Ker pa so v večini primerov taki podatki nedostopni, lahko uporabimo simulacijske tehnike, s 
pomočjo katerih lahko ohranimo glavne značilnosti izhodiščnih meritev. Uporaba sintetičnih 
podatkov o vetrni in sončni energiji tako omogoča razvoj različnih scenarijev razvoja EES 
sistemov in predstavlja uporabno orodje sistemskim operaterjem, saj združuje vpliv 
spremenljive in negotove proizvodnje iz OVE na nivo dodatne rezerve moči v sistemu, ki je 
potreben za doseganje želene zanesljivosti v EES. 
6.2.1 Scenarij 1 
 
V prvem scenariju v  skupne konvencionalne proizvodne zmogljivosti dodamo  210 MW sončne 
in 200 MW vetrne energije. Primerjava indeksov zanesljivosti (tabela 13) pokaže, da se 
zanesljivost sistema na ta način izboljša. Ko torej konvencionalnim proizvodnim enotam 
dodamo skupaj 410 MW sončne in vetrne energije je indeks LOLE enak 4.4115 ur na leto, kar 
je izboljšanje za več kot 50%. Tudi indeksi LOEE in LOLF se zmanjšajo (slike 21-23). 
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Slike 21-22 prikazujejo primerjavo indeksov zanesljivosti konvencionalnih proizvodnih enot s 
tistimi, kjer je v konvencionalne enote dodano 410 MW simulirane sončne in vetrne energije.   
 
Indeksi zanesljivosti Konvencionalne enote Konvencionalne enote z 
dodanimi 410 MW sončne in 
vetrne energije 
LOLE (ur/leto) 9.4056 4.4115 
LOEE (MWh/leto) 1125.297 500.4393 
LOLF (pojav/leto) 1.969132 0.91385 
Tabela 13 Indeksi zanesljivosti z dodanimi OVE 
 
Slika 21 LOLE z dodanimi OVE  ( z modro barvo so označene konvencionalne proizvodne enote z rdečo pa konvencionalne 
enote z dodanimi 410 MW OVE) 
 
 
Slika 22 LOEE z dodanimi OVE ( z modro barvo so označene konvencionalne proizvodne enote z rdečo pa konvencionalne 




Slika 23 LOLF z dodanimi OVE ( z modro barvo so označene konvencionalne proizvodne enote z rdečo pa konvencionalne 
enote z dodanimi 410 MW OVE) 
 
6.2.2 Scenarij 2 
 
V drugem scenariju namesto 440 MW konvencionalnih proizvodnih enot dodamo 420 MW 
vetrne in 420 MW sončne energije. Povprečni letni izkoristek nameščenih proizvodnih 
kapacitet vetrne energije znaša med 20% in 25%, odvisno od nameščene lokacije, zato je 
dodajanje 420 MW vetrne energije ekvivalentno 84-105 MW konvencionalnih proizvodnih 
enot. Povprečen letni izkoristek v primeru sončne energije znaša med 10% in 25%, kar je 
ekvivalentno od 42-105 MW konvencionalnih enot.  
 Glede na rezultate simulacij lahko vidimo, da so se indeksi zanesljivosti poslabšali (tabela 14). 
V primeru scenarija 2, indeks LOLE znaša več kot 43 ur/leto, indeks LOEE 6489.101 MWh/leto, 
indeks LOLF pa več kot 8 pojavov/leto. Pričakujemo lahko torej, da proizvodne zmogljivosti ne 
bodo zadoščale povpraševanju. Slike 24-26 prikazujejo indekse zanesljivosti glede na število 
vzorčnih let/simulacij.  
Indeksi zanesljivosti Konvencionalne enote Konvencionalne enote z 
dodanimi 840 MW sončne in 
vetrne energije 
LOLE (ur/leto) 9.4056 43.562 
LOEE (MWh/leto) 1125.297 6489.101 
LOLF (pojavov/leto) 1.969132 8.2509 





Slika 24 LOLE scenarij 2 (z modro barvo so označene konvencionalne enote, z rdečo pa konvencionalne enote brez 440 MW 
in z dodanimi 840 MW OVE) 
 
 
Slika 25 LOEE scenarij 2 (z modro barvo so označene konvencionalne enote, z rdečo pa konvencionalne enote brez 440 MW 





Slika 26 LOLF scenarij 2 (z modro barvo so označene konvencionalne enote, z rdečo pa konvencionalne enote brez 440 MW in 
z dodanimi 840 MW OVE) 
 
 
Rezultati simulacij ocenjevanja zanesljivosti oskrbe z električno energijo kažejo, da z dodajanje 
410 MW vetrne in sončne energije konvencionalnim proizvodnim enotam izboljšamo indekse 
zanesljivosti. Indeksi LOLE, LOEE in LOLF se tako glede na prvi scenarij zmanjšajo za približno 
50 %, nasprotno se glede na drugi scenarij, kjer 440 MW konvencionalnih proizvodnih 
zmogljivosti nadomestimo z 840 MW sončne in vetrne energije, indeksi poslabšajo za več kot 
4-krat. S prikazanim pristopom lahko razvijamo različne scenarije integriranja obnovljivih virov 
energije, kot sta vetrna in sončna, v skupno zmogljivost sistema oziroma nadomeščamo deleže 
konvencionalnih proizvodnih enot z sončno in vetrno energijo. Izračunamo lahko indekse 
zanesljivosti oskrbe z električno energijo za različne scenarije. Ohranjanje ravnotežja med 
porabo in potrošnjo je tako bistveno za zanesljivo oskrbo z električno energijo, kar lahko 
dosežemo z ustrezno rezervno močjo oziroma s pravilnim razmerjem vetrnih/sončnih in 











Načrtovani porast uporabe obnovljivih virov energije predstavlja velik izziv, tako za 
načrtovanje kot za delovanje elektroenergetskih sistemov. To je predvsem posledica dejstva, 
da sta vetrna in sončna energija v svoji naravi spremenljivi in negotovi, kar ima posledično 
velik vpliv na zanesljivosti in ustreznost oskrbe z električno energijo. Večji kot je delež 
nameščene zmogljivosti OVE, večji vpliv ima negotovost njihove proizvodnje na zanesljivost. 
Vpliv negotovosti OVE kaže na težave pri integriranju OVE v elektroenergetske sisteme z vidika 
zanesljivosti proizvodnje. Zaradi negotove proizvodnje OVE je težko natančno določiti 
zanesljivost proizvodnje opazovanega sistema, kar vpliva na določanje ustreznega nivoja 
dodatne rezerve moči v sistemu za zagotavljanje zanesljivega obratovanja sistema. Razvoj 
ustreznih modelov, ki bi ustrezno vključili vetrno in sončno energijo v skupno oceno 
zanesljivosti in zmogljivosti, je tako eno od ključnih vprašanj pri načrtovanju 
elektroenergetskih sistemov v prihodnosti. Magistrska naloga tako prikazuje razvoj modela za 
oceno zanesljivosti sistemov z velikim deležem obnovljivih virov energije in predstavitev 
metodologije ocenjevanja zanesljivosti konvencionalnih proizvodnih enot ter vključevanje 
vetrne in sončne energije v oceno skupne zmogljivosti sistema.   Prikazan pristop omogoča 
razvoj različnih scenarijev EES, kjer lahko spreminjamo deleže integriranja tako sončne kot 
vetrne energije v skupno zmogljivost sistema ter posledično indekse zanesljivosti.  
Glavna prednost sekvenčnih Monte Carlo simulacij je v tem, da upoštevajo kronološko 
zaporedje dogodkov in stohastično naravo elementov sistema, kar je bistveno pri ocenjevanju 
zanesljivosti in ustreznosti elektroenergetskih sistemov, ki vključujejo obnovljive vire energije, 
kot sta vetrna in sončna energija, ki sta časovno odvisni in korelirani. Predstavljena metoda 
simuliranja sintetičnih časovnih vrst vetrne in sončne energije s pomočjo markovskih verig 
lahko predstavlja sistemskim operaterjem uporabno orodje, saj združuje vpliv spremenljive in 
negotove narave proizvodnje iz OVE s karakteristikami konvencionalnih proizvodnih enot na 
nivo dodatne rezerve električne energije, ki je potrebna za doseganje želene stopnje 
zanesljivosti proizvodnje v sodobnih EES.  Sistemski operater evropskega prenosnega omrežja 
(ENTSO-E) je predlagal revidiranje metodologije ocenjevanja zanesljivosti EES in prehod iz 
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determinističnega pristopa v sekvenčni Monte Carlo verjetnostni pristop  predvsem zaradi 
načrtovanega porasta energije iz OVE in zahtevane fleksibilnosti EES [7]. 
V prikazanem pristopu analize zanesljivosti EES so odpovedi konvencionalnih komponent 
upoštevane kot neodvisne druga od druge, kar pa v splošnem ne drži, saj lahko en dogodek ali 
napaka v sistemu povzroči odpoved več komponent hkrati in s tem ogrozi zanesljivo 
obratovanje sistema  [18]. Odvisne odpovedi komponent lahko opišemo z odpovedmi s 
skupnim vzrokom, kjer komponente odpovedo hkrati zaradi izvornega vzroka, npr. napaka 
istega proizvajalca, ali pa zaradi povezovalnega mehanizma, ki opisuje okoliščine ali pogoje, 
pod katerimi pride do odpovedi več komponent hkrati, npr. neustrezne vremenske razmere 
[38]. Odpovedi s skupnim vzrokom imajo velik vpliv na zanesljivost obravnavanega sistema, 
zato je lahko njihovo upoštevanje v okviru analiz zanesljivosti proizvodnje v EES ključnega 
pomena. Vključitev odvisnih odpovedi komponent v prikazano analizo ocenjevanja 
zanesljivosti bi tako lahko dodatno izboljšalo pristop. Določene omejitve prikazanega pristopa 
so tudi v privzetih konstantnih vrednostih pogostosti odpovedi in popravila komponent ter v 
omejitvi na dve obratovalni stanji obravnavanih komponent. Pristop bi tako lahko razširili z 
uvedbo štirih obratovalnih stanj komponent, kjer za vsako stanje predpostavljamo 
razpoložljivost komponente glede na potrebe in njeno pripravljenost oziroma različna 
obratovalna stanja glede na zmogljivost posamezne komponente.  
Dodatno izboljšanje modela stohastičnega simuliranja vetrne in sončne energije bi lahko 
dosegli z povečanjem obdobja merjenih vrednosti sončne in vetrne energije iz enega na več 
let, kot tudi uporabo markovskih verig višjega reda.  
Obravnavan sistem smo analizirali kot samostojen in neodvisen od uvozov energije brez 
možnosti shranjevanja energije za dodatno rezervo moči v sistemu in brez upoštevanja 
možnosti upravljanja odjema (angl. DSM Demand side management), kar je prav tako lahko 
tema nadaljnjih raziskav.    
V magistrski nalogi smo se osredotočili na ocenjevanje zanesljivosti, pri čemer nismo 
upoštevali stroškov nedobavljene energije. V prihodnje bi bilo smiselno določiti ekonomsko 
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9.1 IEEE-RTS [34] 
 
Št. Enot Zmogljivost 
(MW) 














5 12 Olje 0.02 2940 60 2 
4 20 Olje 0.10 450 50 2 
6 50 Hidro 0.01 1980 20 2 
4 76 Premog 0.02 1960 40 3 
3 100 Olje 0.04 1200 50 3 
4 155 Premog 0.04 960 40 4 
3 197 Olje 0.05 950 50 4 
1 350 Premog 0.08 1150 100 5 
2 400 Nuklearna 0.12 1100 150 6 
Tabela 15 Podatki o proizvodnih enotah 
Teden Vrhunec povpraševanja Teden Vrhunec povpraševanja 
1 86.2 27 75.5 
2 90.0 28 81.6 
3 87.8 29 80.1 
4 83.4 30 88.0 
5 88.0 31 72.2 
6 84.1 32 77.6 
7 83.2 33 80.0 
8 80.6 34 72.9 
9 74.0 35 72.6 
10 73.7 36 70.5 
11 71.5 37 78.0 
12 72.7 38 69.5 
13 70.4 39 72.4 
14 75.0 40 72.4 
15 72.1 41 74.4 
16 80.0 42 74.4 
17 75.4 43 80.0 
18 83.7 44 88.1 
19 87.0 45 88.5 
20 88.0 46 90.9 
21 85.6 47 94.0 
22 81.1 48 89.0 
23 90.0 49 94.2 
24 88.7 50 97.0 
25 89.6 51 100.00 
26 86.1 52 95.2 





 Tedni pozimi Tedni poleti Tedni spomladi/jeseni 













12-1 67 78 64 74 63 75 
1-2 63 72 60 70 62 73 
2-3 60 68 58 66 60 69 
3-4 59 66 56 65 58 66 
4-5 59 64 56 64 59 65 
5-6 60 65 58 62 65 65 
6-7 74 66 64 62 72 68 
7-8 86 70 76 66 85 74 
8-9 95 80 87 81 95 83 
9-10 96 88 95 86 99 89 
10-11 96 90 99 91 100 92 
11-12 95 91 100 93 99 94 
12-13 95 90 99 93 93 91 
13-14 95 88 100 92 92 90 
14-15 93 87 100 91 90 90 
15-16 94 87 97 91 88 86 
16-17 99 91 96 92 90 85 
17-18 100 100 96 94 92 88 
18-19 100 99 93 95 96 92 
19-20 96 97 92 95 98 100 
20-21 91 94 92 100 96 97 
21-22 83 92 93 93 90 95 
22-23 73 87 87 88 80 90 
23-24 63 81 72 80 70 85 











Tabela 18 Dnevni vrhunec povpraševanja glede na tedenski vrhunec povpraševanja v odstotkih 
