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Abstract
Error correcting codes such as linear binary block codes (LBBCs) play an important
role, for example, in the transmission of messages over telecommunication networks, or in
reading information from digital data media such as DVDs or CDs. The design of LBBCs
can be stated as an NP -hard combinatorial optimization problem. Due to its hardness
several metaheuristic approaches have been proposed in the literature for its solution. In
this paper we present different algorithms based on solution construction and on iterated
local search. The experimental evaluation shows that a simple multi-start constructive
heuristic is often between 2 and 3 orders of magnitude faster than the current state-of-the-
art metaheuristics when applied to rather small problem instances. When bigger problem
instances are concerned, the proposed iterated local search algorithm has advantages over
both the multi-start constructive heuristic and state-of-the-art metaheuristics.
Keywords: Error correcting code design; linear binary block codes; (multi-start) constructive
heuristics; iterated local search
1 Introduction
Error correcting code (ECC) design is a hard optimization problem arising, for example, in
telecommunication applications [13, 14]. In the electronic transmission of messages it fre-
quently happens—due to noisy channels—that the arriving message is corrupted. A possible
solution to this problem consists in transmitting the message several times in order to increase
the probability of its safe arrival. However, this is often too costly. Instead, it is nowadays
standard to use ECCs such as Reed-Solomon codes, BCH codes, Golay codes, or linear binary
block codes (LBBCs) [14] to encode messages in a way such that errors can be corrected. In
this paper we focus on the design of LBBCs, which have also applications in retrieving infor-
mation from CDs and DVDs [11].
∗This work was supported by the “Juan de la Cierva” program of the Spanish Ministry of Science and
Technology of which Christian Blum is a post-doctoral research fellow, and by the Spanish CICYT projects
TRACER (grant TIC-2002-04498-C05-03) and OPLINK (grant TIN-2005-08818-C04-01).
†A preliminar version of this paper was presented at MIC 2005 [3].
1
sender encoder
original
message
channel
encoded
message
Noise
decoder
received
encoded
message
receiver
received
decoded
corrected
message
Figure 1: Sending encoded messages over noisy channels
As an example let us consider the transmission of messages over telecommunication net-
works (see Figure 1). Let us assume that messages are expressed as strings of characters
from an alphabet Σ with cardinality M (i.e., |Σ| = M). Given Σ, a linear binary block code
consists of a binary string (i.e., a code-word) ca ∈ {0, 1}
n of given length n for each character
a ∈ Σ. The transmission of a message works as follows. First, the original message is encoded
by replacing each letter with its corresponding code-word. Then, the encoded message is sent.
On the side of the receiver, each of the (possibly corrupted) code-words that is received, is
replaced by the code-word with minimal Hamming distance.
For example, assume that we are given alphabet Σ = {a, b}, code-word length n = 3, and
the code that consists of code-word 000 for letter a, and 111 for letter b. Now let us assume
that the message aba is sent to the receiver in its encoded form 000111000. Let us further as-
sume that the message suffers a corruption and that the receiver side recieves 000111001. The
first two code-words are perfect and can directly be replaced by their corresponding letters.
However, the last code-word, namely 001, is corrupted. The Hamming distance between 001
and the code-word 000 is 1, whereas the Hamming distance between 001 and the code-word
111 is 2. Therefore, 001 is replaced with code-word 000, and the error is corrected. Observe
that with code {000, 111} we can correct errors of size 1, that is, errors that concern exactly
one bit. However, errors that concern 2 or 3 bits cannot be recovered. Imagine, for example,
the corrupted message 000111011. In this case the last code-word would be replaced by 111,
which would be a mistake.
In general, when the Hamming distance between each pair of code-words of a given code is
at least d bits, any modification (i.e., corruption) of at most b(d−1)/2c bits can be recovered.
Therefore, codes with a large minimum Hamming distance d between the code-words are
sought. This shows that in the design of LBBCs of the form (M, n) (where M is the number
of code-words, and n is the length of the code-words) we have a conflicting goal: the bigger n,
the higher the separating distance d of an optimal code, and the more errors can be corrected.
However, with increasing n the transmission time of messages increases, because more data
has to be transmitted. This also results in higher network loads and more congestion. On the
contrary, the smaller n, the faster is the transmission time and the smaller is the separating
distance d of an optimal code.
In this work we consider to find the best possible linear binary block code for a given num-
ber of code-words M and a given length of the code-words n. That is, we aim to find a code
where the minimum Hamming distance between any pair of code-words is as big as possible.
We henceforth refer to this particular version of the problem as LBBC design. In [6], LBBC
design was shown to be an NP -hard combinatorial optimization (CO) problem. The problem
2
has been tackled before in several works. The most successful of the existing applications are
metaheuristics, which are approximate methods for solving hard CO problems.1 In particu-
lar, the problem was tackled with simulated annealing (SA) and evolutionary computation
(EC) based approaches [9, 8, 6, 2], and with scatter search (SS) [7]. Concerning theoretical
results, the relevant literature mainly focuses on a slightly different problem. Given n and d,
the problem is to find the maximum cardinality of such a code, i.e., a code with M as big as
possible. Most of the theoretical works deal with finding lower and upper bounds for M (see,
for example, [16, 5, 1]).
Our contribution. First, we develop two constructive heuristics for LBBC design. One of
these two heuristics exhibits a random component and can thus be used as the basis of a multi-
start constructive heuristic. Then, we propose a rather simple iterated local search (ILS) for
LBBC design.2 Our work is organized as follows. In Section 2 we first present the way in
which we model solutions to the problem, and second, we outline the fitness function for the
evaluation of solutions. Then, we present two different constructive heuristics in Section 3.
In the same section we also present a local search algorithm that is a slight adaptation of
the one proposed in [7]. This local search is used to enhance the constructive heuristics. It
is also a vital part of our ILS algorithm that is presented in Section 4. Finally, in Section 5
we outline the computational evaluation of all the methods proposed in the paper, and in
Section 6 we offer conclusions and an outlook to future work.
2 Solution representation and evaluation
Given a problem instance (M, n), a solution is a set of M binary code-words of length n. In
the following we assume that a solution is represented as a binary matrix C with M rows and
n columns. Each row i of C corresponds to a code-word ci ∈ {0, 1}
n. We henceforth use the
notifier ci to refer to the i-th row of C. Furthermore, the position (i, j) of C—corresponding
to the j-th bit of the i-th code-word—is henceforth denoted by Ci,j . Note that each code-word
can be seen as a corner of the n-dimensional hyper-cube.
The quality d(C) of a solution C is the minimum Hamming distance between all possible
pairs (ci, cj), i 6= j, of code-words of the code. More formally
d(C) = min{dH(ci, cj) | i 6= j, 1 ≤ i, j ≤M} , (1)
where dH(ci, cj) denotes the Hamming distance between code-words ci and cj . However, as
already pointed out in [2], this measure is too coarse for using it as the objective function
for metaheuristics, because it is characterized by having large plateaus. Therefore, we use a
second measure in order to distinguish solutions with the same minimum Hamming distance:
d′(C) =
1∑M
i=1
∑M
j=1,j 6=i
1
dH(ci,cj)2
(2)
This function, which was introduced in [8], measures how well the M code-words are dis-
tributed over the corners of an n-dimensional hyper-cube by considering the minimal energy
1For an overview on metaheuristics see [10, 4]
2ILS is one of the principal metaheuristic methods; see, for example, [15, 12].
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configuration of M particles, as it is done in Physics. Given two solutions C and Cˆ the
objective function f(·) can then be indirectly stated as follows:
f(C) > f(Cˆ)⇔ d(C) > d(Cˆ) OR d(C) = d(Cˆ) and d′(C) > d′(Cˆ) (3)
3 Constructive Heuristics
So far, research on heuristic algorithms for the design of LBBCs was mostly focused on
the development of metaheuristics. However, the best available metaheuristics still need a
relatively high number of solution evaluations for solving relatively small problem instances.
This was our motivation for investing some effort into the development of simple constructive
heuristics. In this section we present the result of these research efforts by means of two new
constructive heuristics for LBBC design.
3.1 Heuristic 1
The first of our two heuristics (henceforth denoted by Heuristic1) is based on the following
idea. Given a problem instance (M, n), a solution construction starts by first considering the
optimal solution for problem instance (4, 2), henceforth denoted by C1:
C1 =


1 1
1 0
0 1
0 0

 (4)
The minimum Hamming distance between any two code-words of C1 is 1, i.e., d(C1) = 1.
Starting from C1 we can produce an optimal solution Ck with d(Ck) = 2
k−1 for any problem
instance (M ′ = 2k+1, n′ = 2k), where k > 1. This is done by iterating the following recursive
scheme:
Cj+1 =
(
Cj Cj
Cj C
I
j
)
, (5)
where CIj is obtained by inverting matrix Cj , that is, by flipping each of its positions. In
order to produce a solution for a given problem instance (M, n), this scheme can be iterated
(starting from C1) until for some k > 1 both the number of columns of Ck is greater or equal
to n, and the number of rows of Ck is greater or equal to M . A solution for (M, n) is then
obtained by removing the last M ′ −M rows, and the last n′ − n columns of Ck.
In the following we outline why this scheme produces optimal solutions for problem in-
stances of the form (M ′ = 2k+1, n′ = 2k): First, note that for each j > 1 the matrix CIj
contains the same rows as Cj , just that they are permuted. Therefore, the minimum Ham-
ming distance between any two rows of CIj is also 2
j−1. Then, the minimum Hamming
distance between any pair of code-words of Cj+1 is 2
j , because
1. when comparing two code-words from the top half of the matrix, they have at least
Hamming distance 2j , because the minimum Hamming distance in the left half of the
columns is 2j−1, and the same holds for the right half of the columns;
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

1 1 1 0
0 1 1 1
1 1 0 1
1 0 1 1




0 0 0 0
1 0 0 1
0 0 1 1
0 1 0 1

7→
Figure 2: The matrix on the left is an optimal solution for the problem instance (4, 4). The
matrix on the right is an optimal solution for (4, 4) that contains the code-word with only
0-entries. This solution is obtained from the one shown on the left hand side by flipping the
entries of the first 3 columns, that is, the columns in which this solution has a 1 in the first
row.
2. when comparing two code-words from the bottom half of the matrix, they have—with
the same argument—at least Hamming distance 2j ;
3. when comparing a code-word from the top half of the matrix, with a code-word from
the bottom half of the matrix, we have two possible cases: (1) If the two code-words
differ in the first half, they also differ in the second half, and the Hamming distance
is at least 2j−1 in each half. (2) If they do not differ in the first half, the Hamming
distance is maximal (i.e., 2j) in the second half.
3.2 Heuristic2
The second heuristic (henceforth denoted by Heuristic2) is conceptually quite different to
Heuristic1. It produces one code-word after the other by determining each bit one after the
other. Hence, the heuristic performs M ·n construction steps, and in each of these construction
steps the value of exactly one bit is determined. The central idea is hereby to balance the
occurrence of 1’s and 0’s in a solution. Before we start describing the heuristic, let us state
the following property of solutions.
Lemma 1 Each solution C can be transformed into a solution C ′ that (1) contains a code-
word with only 0-entries, and (2) that has the same objective function value as solution C. For
example, the first code-word of C can be transformed into a code-word with only 0-entries by
flipping the entries of those columns of C in which this code-word has a 1. Note that flipping
all the entries of a column does not change the Hamming distances between the code-words.
For an example see Figure 2.
Given this solution property, Heuristic2 starts by selecting 0 for each position of the first
code-word. Then, the remaining M − 1 code-words are determined one after the other by
constructing them from left to right. Let us assume to be given a partial solution C with
i − 1 completed code-words, and with the first j − 1 bits of the i-th code-word already
determined. Hence, Ci,j is the next position to be determined. The choice between 0 and 1
for this position depends on two different value pairs, namely (N 0j ,N
1
j ) and (d
0
i , d
1
i ), which
are defined as follows:
1. N 0j is the number of 0-entries in the j-th column of the partially filled matrix C. The
number of 1-entries in the j-th column—denoted by N 1j —can be expressed as (i− 1)−
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

0 0 0 0
1 1 1 1
0 . . .
. . . .


Figure 3: A partial solution created by Heuristic2. The next position to be filled is C3,2.
N 0j . For example, in Figure 3 is shown a partially filled matrix with C3,2 being the next
position to be determined. In this case we have N 02 = 1 and N
1
2 = 1.
2. The term d0i is defined as follows:
d0i ←
∑
{ck|k<i,Ck,j=0}
dH(c
p
i , ck) , (6)
and, respectively, d1i is defined as
d1i ←
∑
{ck|k<i,Ck,j=1}
dH(c
p
i , ck) . (7)
In both cases, cpi denotes the partially completed i-th row (i.e., code-word) of C, and ck
denotes the k-th row (i.e., code-word) of C. The Hamming distance between a partial
row and a complete row only regards the positions of the partial row that are already
determined. Furthermore we define the Hamming distance between an empty row and
a completed row to be zero. Expressed in words, d0i measures the contribution of the
Hamming distances between cpi and the already completed rows that have a 0-entry in
column j. Considering again the example that is shown in Figure 3, it holds that d0i = 0
and d1i = 1.
The way in which Heuristic2 uses the value pairs (N 0j ,N
1
j ) and (d
0
i , d
1
i ) to determine each
position of matrix C is shown in Algorithm 1. At each construction step, first the value pair
(N 0j ,N
1
j ) is considered to make a decision, that is, first we try to balance the number of 0’s
and 1’s in the respective column. If the number of 0’s is equal to the number of 1’s in the
respective column, the value pair (d0i , d
1
i ) is consulted to make a decision, that is, we try to
make the choice that most separates the code-word under construction from the already built
code-words. If this is not possible neither, a random choice is made.
3.3 Local Search
Local search (LS) is a technique that tries to improve solutions by successive small changes
from a set of allowed changes. In this paper we use LS for two different purposes: (1) for
improving solutions that are generated by our constructive heuristics, and (2) for improving
solutions that are generated by our ILS (to be outlined in Section 4).
The particular LS that we implemented is based on the so-called 1-flip neighborhood. A
move in this neighborhood consists in flipping exactly one position Ci,j of a solution C. In
6
Algorithm 1 Heuristic2 for LBBC design
input: A problem instance (M, n)
forall j ∈ {1, . . . , n} do C1,j ← 0
for i = 2, . . . , M do
for j = 1, . . . , n do
if N 0j > N
1
j then
Ci,j ← 1
else if N 0j < N
1
j then
Ci,j ← 0
else
if d0i > d
1
i then
Ci,j ← 0
else if d0i < d
1
i then
Ci,j ← 1
else
Choose randomly between 0 and 1 for Ci,j
end if
end if
end for
end for
output: C
general, allowed are only flips in code-words that are not labelled forbidden. This is indicated
by a boolean variable forbidden[i] for each code-word ci. A code-word is labelled forbidden,
if no possible flip of its positions is able to improve the objective function value. At each
iteration, the algorithm first determines among all non-forbidden code-words the one that
has—in terms of the Hamming distance—the closest neighbor in the set of current code-
words. Let this code-word be denoted by ci. Then, the algorithm tries to flip each position
of code-word ci, one after the other. In case a flip results in a better objective function
value, the flip is accepted. If at least one of these flips is accepted, the algorithm labels all
code-words as non-forbidden. The algorithm stops when all code-words are labelled forbidden.
Note that the action of checking if a flip should be executed does not necessarily require a
full objective function evaluation. In order to explain that, let us consider a flip that concerns
a position in code-word ci. Let di be the minimum Hamming distance between code-word ci
and the other M − 1 code-words of C. If di > d(C), or if the flip does not change di, after
the flip we only have to re-compute
∑M
j=1,j 6=i 1/dH(ci, cj)
2. The Hamming distances do not
have to be recomputed from scratch neither. They can be adapted by keeping appropriate
data structures.
Even though our LS is similar to the one used in [7], it differs in aspects such as the set
of positions that are considered for flipping, and the stopping criterion. Our LS is shown in
Algorithm 2.
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Algorithm 2 Local search for LBBC design
input: A solution C
forall k ∈ {1, . . . , M} do forbidden[k]← false
while ∃ at least one code-word ck such that forbidden[k]← false do
ci ← argmin {min{dH(cl, ck) | ck ∈ C, k 6= l} | cl ∈ C}
improved ← false
for j = 1, . . . , n do
C ′ ← C
Flip position C ′i,j of C
′
if f(C ′) > f(C) then
C ← C ′
improved ← true
end if
end for
if improved = true then
forall k ∈ {1, . . . , M} do forbidden[k]← false
else forbidden[i]← true
end while
output: The (improved) solution C
3.4 Performance evaluation
In the following we conduct an experimental evaluation of the constructive heuristics presented
in this section. We implemented the heuristics and the LS algorithm in C++ and conducted
the experiments on a Linux machine with 3 GHz processor and 1 Gb of memory. For the
performance comparison we use the three problem instances that were used by Cotta [7]
for the evaluation of his scatter search (SS) algorithm, which is currently state-of-the-art for
LBBC design. These three instances are (24, 12), (32, 16), and (40, 20). The optimal solutions
for these three instances have a minimal Hamming distance of 6, 8, and 10, respectively. At
first sight, the number of “three” problem instances may appear to be rather small. However,
note that until the publication of [7] researchers nearly exclusively focused on solving instance
(24, 12), which was known to be notoriously difficult to solve.3 We compare the following
versions of our two heuristics:
1. Heuristic1 and Heuristic1(LS), where the latter corresponds to a version of Heuristic1
that is enhanced by the application of local search (see Section 3.3) to the constructed
solution.
2. Heuristic2 and Heuristic2(LS), where again the latter one is Heuristic2 enhanced by the
application of local search.
The results of Heuristic1, respectively Heuristic1(LS), are shown in Table 1. Note that in
contrast to Heuristic1, Heuristic2 may perform probabilistic construction steps. Therefore, we
3Citation from [2]: ”In this paper we solve the problem for a 24-word code, with 12-bit length code-words
(M = 24,n = 12) as in [6]. This instance of the problem has been largely addressed in the literature because
of its difficulty.”
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Table 1: Results of Heuristic1 and Heuristic1(LS). While the first table column indicates the
problem instance, the second column provides the algorithm that is applied. The third column
(headed by “d”) shows the minimum Hamming distance among the code-words of the con-
structed solution, while the remaining table columns provide information on the time needed
(in seconds) to construct the solution, and the number of solution evaluations performed,
respectively.
Instance Algorithm d time evaluations
(24, 12) Heuristic1 4 0.001 1
Heuristic1(LS) 4 0.014 25
(32, 16) Heuristic1 8 0.003 1
Heuristic1(LS) 8 0.036 33
(40, 20) Heuristic1 4 0.007 1
Heuristic1(LS) 8 0.083 81
Table 2: Results of Heuristic2 and Heuristic2(LS). While the first table column indicates the
problem instance, the second column provides the algorithm that is applied. The column
headed by “best” shows the minimum Hamming distance among the code-words of the best
solution constructed in 100 trials, whereas columns “avg.(std.)” and “worst” provide infor-
mation about the average minimum Hamming distance (including the standard deviation),
and the minimum Hamming distance among the code-words of the worst solution constructed
in 100 trials. Columns “avg. time” and “avg. evaluations” provide information about the
average time needed (in seconds) for one application of the respective algorithm, respectively
the average solution evaluations performed.
Instance Algorithm best avg.(std.) worst avg. time avg. evaluations
(24, 12) Heuristic2 6 3.58(0.66) 2 0.0023 1
Heuristic2(LS) 6 4.51(0.77) 4 0.0340 110.37
(32, 16) Heuristic2 8 5.34(0.80) 3 0.0058 1
Heuristic2(LS) 8 6.42(0.77) 6 0.1200 191.79
(40, 20) Heuristic2 7 6.29(0.59) 5 0.0110 1
Heuristic2(LS) 8 8.00(0.00) 8 0.4200 410.03
applied Heuristic2 and Heuristic2(LS) each 100 times to each of the three problem instances.
In Table 2 we provide the results of Heuristic2, respectively Heuristic2(LS).
Concerning Heuristic1 we can observe that it solves instance (32, 16) to optimality (even
without the application of local search). This is because Heuristic1—as mentioned in Sec-
tion 3.1—solves all instances of type (M = 2k+2, n = 2k+1) to optimality. In contrast, the
scatter search algorithm proposed in [7] needs on average 62826 solution evaluations to solve
this instance. However, neither Heuristic1 nor its local search enhanced version Heuristic1(LS)
find the optimal solutions for the other two problem instances.
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The results of Heuristic2 concerning the two smaller problem instances are exceedingly
good when compared to the results of state-of-the-art algorithms. Within 100 trials it is
able to solve the notoriously difficult instance (24, 12), as well as instance (32, 16). This is in
contrast to recent metaheuristics such as the scatter search proposed in [7] which needs on
average 11313.62 solution evaluations to solve instance (24, 12), respectively 62826.32 solution
evaluations to solve instance (32, 16). Another example is the evolutionary algorithm proposed
in [2], which needs on average 268485 solution evaluations to solve instance (24, 12) in 96%
of the trials. This means that Heuristic2 can solve problem instances (24, 12) and (32, 16)
several orders of magnitude faster than current state-of-the-art techniques. The results
of Heuristic2 therefore constitute a significant improvement of the current state-of-the-art
concerning these two problem instances.
The local search enhanced version Heuristic2(LS) basically results in an improved average
of the constructed solutions. Only concerning the biggest problem instance (40, 20) it improves
on the best solution found by Heuristic2. However, neither Heuristic2 nor its enhanced version
Heuristic2(LS) are—within 100 trials—able to solve problem instance (40, 20). This suggests
that for bigger problem instances, additional mechanisms are required.
4 Iterated Local Search
Due to the fact that our constructive heuristics were not able to solve problem instance
(40, 20)—i.e., the biggest of the three instances selected for testing—we decided to investigate
the use of the metaheuristic iterated local search (ILS) for the application to LBBC design.
ILS was first formulated as a metaheuristic framework by Stu¨tzle et al. in [15, 12]. A basic
ILS method repeats at each iteration the following three steps: (1) A perturbation mechanism
perturbs the current solution, (2) a local search method is used to improve this perturbed
solution, and (3) criteria for the acceptance of the improved perturbed solution as new current
solution are applied.
The framework of our ILS algorithm is shown in Algorithm 3. In the following we outline
in more detail how we implemented the different ILS components.
GenerateInitialSolution(): In this function we use one of the following three options. First, we
consider the generation of a random solution (i.e., matrix C is generated by randomly choos-
ing for each position either 0 or 1). Hereby care is taken that all code-words are different.
We will henceforth refer to this version of ILS as ILS(R). Second, we consider Heuristic1 (see
Section 3.1) for constructing the initial solution. This particular version of ILS is henceforth
called ILS(H1). Finally, we consider Heuristic2 (see Section 3.2) for the initial solution con-
struction. The corresponding ILS-version is henceforth denoted by ILS(H2).
LocalSearch(·): This function uses the local search procedure outlined in Section 3.3.
Perturbation(Cˆ,nic): This function takes as input the current solution Cˆ, and the counter
nic that counts the number of successive iterations without improving the current solution.
It generates a perturbation of the current solution Cˆ. After tuning by hand, we decided
for a mechanism that is based on the working of “basic perturbation operations”. One such
operation, applied to the current solution Cˆ, consists of the following steps:
1. Find a code-word ci that has the minimum average distance to all the other M − 1
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Algorithm 3 Iterated Local Search (ILS) for LBBC design
input: A problem instance (M, n)
C ← GenerateInitialSolution()
nic ← 0
Cˆ ← LocalSearch(C)
while termination conditions are not met do
C ′ ← Perturbation(Cˆ,nic)
Cˆ ′ ← LocalSearch(C ′)
if nic = (M · n/3) then
Cˆ ← Cˆ ′
nic ← 0
else
if f(Cˆ ′) > f(Cˆ) then
Cˆ ← Cˆ ′
else
nic ← nic + 1
end if
end if
end while
output: The best solution found.
code-words (in case of ties the first one found is chosen);
2. Choose a second code-word ck, k 6= i, uniformly at random;
3. Maximize the Hamming distance between the two code-words by considering each of the
n positions in the two code-words: In case Cˆi,j = Cˆk,j , one of the two positions—chosen
uniformly at random—is flipped.
If nic is smaller than the limit (M ·n)/3,4 the method Perturbation(Cˆ,nic) chooses uniformly
at random whether to perform one basic perturbation operation, or two basic perturba-
tion operations, as explained above. In case nic has reached the limit (M · n)/3, method
Perturbation(Cˆ, nic) performs three basic perturbation operations. In case of the application
of more than one basic perturbation operation, note that each code-word can only be consid-
ered for exactly one of these operations.
The decision whether to accept solution Cˆ ′ as new current solution is performed follow-
ing a quite simple mechanism (starting from line 3 in the while-loop of Algorithm 3). If
nic = (M · n)/3, solution Cˆ ′ is accepted and nic is set back to 0. The motivation for this
action is to escape from the current area of the search space. This is enforced by accepting
solution Cˆ ′ independent of its quality. If, on the other side, counter nic has not yet reached
its limit we do the following: In case f(Cˆ ′) > f(Cˆ), solution Cˆ ′ is accepted and nic is incre-
mented; otherwise not.
4Note that this problem dependent limit was chosen after initial computational tests.
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This completes the description of our ILS algorithm.
5 Experimental evaluation
We implemented our ILS method in C++ and conducted the experiments on a Linux machine
with 3 GHz processor and 1 Gb of memory. Altogether we compare five different algorithms.
This set of algorithms is composed of three versions of the ILS, namely ILS(R), ILS(H1), and
ILS(H2). These three ILS versions differ in the way in which the initial solution is generated
(consult the previous section for further details). The remaining two algorithms are multi-
start versions of Heuristic2:
1. MS Heuristic2: This algorithm consists of the iterative application of Heuristic2 until a
time limit is reached. The best solution found is provided as output.
2. MS Heuristic2(LS): This version corresponds to MS Heuristic2 enhanced by the applica-
tion of local search to each of the constructed solutions.
For the first series of experiments we chose again the three problem instances (M = 24, n =
12), (32, 16), and (40, 20) with known optimal solution values 6, 8, and 10, respectively. We
compare our results to the results obtained by Cotta’s scatter search method (denoted by
SS) [7], which is—as already mentioned before—a current state-of-the-art metaheuristic. The
results are presented in Table 3. They allow the following observations:
1. Our three ILS versions outperform the state-of-the-art metaheuristic SS for
all three problem instances. Concerning instances (24, 12) and (32, 16), all tested
algorithms obtain a success rate of 100%. However, our three ILS versions are more
efficient than SS (consult the column that provides the average number of solution
evaluations in Table 3). Concerning instance (40, 20), our three ILS versions achieve a
higher success rate than SS, and, at the same time, are more efficient. In fact, the results
show that for this problem instance our ILS version ILS (H2) is currently state-of-the-art.
2. Among our three ILS versions, version ILS (H2) is in general best, followed by ILS (H1),
which in turn is better than version ILS (R). An exception in this ranking are the results
for instance (32, 16) for which the starting solution of ILS (H1) is already optimal (due
to the application of Heuristic1). In general, the results suggest that the starting
solution is an important component of our ILS algorithm.
3. The multi-start heuristic MS Heuristic2, respectively MS Heuristic2(LS), performs very
well on problem instances (24, 12) and (32, 16). In fact, while providing the same success
rate as the state-of-the-art metaheuristic SS, MS Heuristic2 is about 250, respectively
875, times faster than SS. These results suggest that for rather small problem
instances (other than instances of the form (M = 2k+1, n = 2k), which are solved
optimally by Heuristic1) this multi-start heuristic is currently state-of-the-art.
However, the results for instance (40, 20) show that for bigger problem instances a more
sophisticated metaheuristic such as our ILS algorithm is more successful.
The fact that the three problem instances chosen for testing are regular—in the sense that
M = 2n—might be regarded as a limitation of this first set of experiments. Therefore we
applied our algorithms also to a range of problem instances with fixed code-word length n and
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Table 3: The column headed by “% opt.” gives the success rate (i.e., how many times the
optimal solution was found in 50 runs), and the last 4 columns give information about the
times (i.e., column “time”) the best solutions were found (with standard deviation in column
“std.”), and the number of solution evaluations that were performed until the best solutions
were found (columns “eval.” and “std.”). As time limits we chose 5 seconds for the (24, 12)
instance, 100 seconds for the (32, 16) instance, and 2000 seconds for the (40, 20) instance.
Note that “n.p.” in columns “t” and “std.” means: not provided. For each problem instance
the best results are indicated in bold.
Instance Algorithm % opt. time std. eval. std.
(24, 12) ILS (R) 100% 0.79 0.48 2223.76 1223.99
ILS (H1) 100% 0.83 0.61 1768.4 1285.57
ILS (H2) 100% 0.57 0.59 1254.04 1259.78
MS Heuristic2 100% 0.14 0.15 45.48 48.06
MS Heuristic2(LS) 100% 0.32 0.25 722.02 555.24
SS [7] 100% n.p. n.p. 11313.62 3388.94
(32, 16) ILS (R) 100% 34.28 22.004 38575.68 24922.94
ILS (H1) 100% 0.037 0.001 33 0.0
ILS (H2) 100% 22.73 23.84 25587.4 26777.78
MS Heuristic2 100% 0.55 0.49 71.84 64.81
MS Heuristic2(LS) 100% 1.45 1.19 1652.1 1368.16
SS [7] 100% n.p. n.p. 62826.32 45930.51
(40, 20) ILS (R) 70% 1263.87 497.41 895486.02 380037.13
ILS (H1) 76% 1152.36 533.46 775162.44 350083.59
ILS (H2) 94% 849.58 520.73 859499.72 543628.76
MS Heuristic2 0% 893.23 544.49 58199.86 35457.22
MS Heuristic2(LS) 6% 987.76 580.74 676094.04 398192.18
SS [7] 58% n.p. n.p. 1018434.31 675830.06
varying code size M : (26, 20), (33, 20), (47, 20), and (54, 20). This test series aims at studying
the problem difficulty over the range of different relations between M and n. The results are
shown in Table 4. They indicate an interesting tendency. While for rather regular instances
our ILS method seems to outperform the multi-start heuristic, the opposite is the case when
rather non-regular problem instances are concerned. The multi-start heuristic clearly outper-
forms all three ILS versions for problem instance (26, 20). Furthermore, MS Heuristic2(LS) is
the only method that finds a solution of minimum Hamming distance 8 for instance (54, 20).
The results shown in Tables 3 and 4 provide us with another indication for the difficulties
that non-regular problem instances pose for our ILS methods. Concerning problem instance
(40, 20), all three ILS versions find solutions with optimal solution value 10 in at least 70% of
the trials. Knowing that 10 is the optimal solution value for this problem instance, we also
know that the optimal solution value for instances (33, 20) and (26, 20)—as used for testing in
Table 4—is at least 10. In other words, 10 is a lower bound for the optimal values of solutions
to instances (33, 20) and (26, 20). However, the best of our ILS algorithms only finds in 4 out
of 50 trials (i.e., in 8%) a solution with value 10 for problem instance (26, 20), and it finds in
22 out of 50 trials (i.e., in 44%) a solution with value 10 for problem instance (33, 20).
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Table 4: The column headed by “best” provides the minimum Hamming distance between the
code-words of the best solution found in 50 trials. Furthermore, column “# best” provides
the number of trials (among 50 trials) in which this best solution was found. The last two
columns (i.e., “avg.” and “std.”) give the average of the 50 best solutions of the 50 trials,
and the standard deviation. For each problem instance the best results are indicated in bold.
Instance Algorithm best # best avg. std.
(26, 20) ILS (R) 9 6 8.12 0.33
ILS (H1) 9 7 8.14 0.35
ILS (H2) 9 19 8.38 0.49
MS Heuristic2 9 50 9 0.0
MS Heuristic2(LS) 10 4 9.08 0.27
(33, 20) ILS (R) 10 17 9.2 0.67
ILS (H1) 10 13 9.04 0.7
ILS (H2) 10 22 9.34 0.66
MS Heuristic2 8 50 8 0.0
MS Heuristic2(LS) 9 5 8.1 0.3
(47, 20) ILS (R) 8 43 7.86 0.35
ILS (H1) 8 44 7.88 0.33
ILS (H2) 8 45 7.9 0.3
MS Heuristic2 8 22 7.44 0.5
MS Heuristic2(LS) 8 44 7.88 0.33
(54, 20) ILS (R) 7 50 7 0.0
ILS (H1) 7 50 7 0.0
ILS (H2) 7 50 7 0.0
MS Heuristic2 7 50 7 0.0
MS Heuristic2(LS) 8 1 7.02 0.14
6 Summary and outlook
In this work we have proposed constructive (multi-start) heuristics and an ILS method for
the application to LBBC design. The contribution of our work is in two lines.
First, while finding optimal solutions in all trials, the multi-start version of Heuristic2 is
shown to be several orders of magnitude faster than the current state-of-the-art scatter search
metaheuristic when applied to the smaller problem instances among the ones used for testing.
Furthermore, all three versions of our ILS method are shown to outperform the state-of-the-
art scatter search metaheuristic for all tested problem instances. When rather small problem
instances are concerned, our three ILS versions need much less solution evaluations to reach
the same solution qualities as the scatter search algorithm. For bigger problem instances, the
solutions provided by our ILS versions are on average of higher quality.
Second, in addition to the problem instances already tackled in the literature, our work
also considers non-regular problem instances in order to study the relative performance of the
proposed methods. The results show that our ILS methods are better than the multi-start
heuristic when problem instances are concerned that are rather regular, that is, instances for
which M ∼ 2n. On the other side, the multi-start heuristic has advantages over the ILS
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methods when M is either much smaller or much greater than n.
Among several lines for possible future work we plan to pursue in particular the following
ones. First, the considerable success of our simple constructive heuristics suggests that con-
structive algorithms have a high potential for this problem. This potential can probably be
further exploited. Second, we plan to improve our ILS algorithm for the application to non-
symmetric problem instances by considering different algorithmic components (e.g., different
perturbation and acceptance schemes).
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