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The features for the unsteady process of thermal equilibration (“the fast motions”) in a one-
dimensional harmonic crystal lying in a viscous environment (e.g., a gas) are under investigation.
It is assumed that initially the displacements of all the particles are zero and the particle velocities
are random quantities with zero mean and a constant variance, thus, the system is far away from
the thermal equilibrium. It is known that in the framework of the corresponding conservative
problem the kinetic and potential energies oscillate and approach the equilibrium value that equals
a half of the initial value of the kinetic energy. We show that the presence of the external damping
qualitatively changes the features of this process. The unsteady process generally has two stages. At
the first stage oscillations of kinetic and potential energies with decreasing amplitude, subjected to
exponential decay, can be observed (this stage exists only in the underdamped case). At the second
stage (which always exists), the oscillations vanish, and the energies are subjected to a power decay.
The large-time asymptotics for the energy is proportional to t−3/2 in the case of the potential energy
and to t−5/2 in the case the kinetic energy. Hence, at large values of time the total energy of the
crystal is mostly the potential energy. The obtained analytic results are verified by independent
numerical calculations.
I. INTRODUCTION
In this paper, we study the influence of an external
viscous environment (e.g., a gas) on the unsteady process
of thermal equilibration in an infinite one-dimensional
harmonic crystal with nearest-neighbor interactions. The
model of a damped harmonic crystal was used in our
recent papers [1, 2], where we discuss the ballistic heat
propagation in such a structure (“the slow motions”). As
opposed to [1, 2] now we consider the fast motions, i.e.
the fast vanishing oscillations of the kinetic and potential
energy. This oscillations are well known for those who
deal with molecular dynamics simulation (see, e.g., [3],
Fig. 5.11).
We assume that initially the displacements of the crys-
tal particles are zero and the particle velocities are ran-
dom quantities with zero mean and a constant variance.
The kinetic energy per particle (as well as the correspond-
ing kinetic temperature) is distributed spatially uniform,
whereas the potential energy is zero. Thus, the thermo-
dynamic system is far away from thermal equilibrium. It
is well known that in the framework of the corresponding
conservative problem (in the absence of external damp-
ing) the kinetic and potential energies oscillate and ap-
proach the equilibrium value that equals a half of the
initial value of the total energy (equipartition of kinetic
and potential energy). For a harmonic crystal the pro-
cess of thermal equilibration was first time investigated
by Klein & Prigogine in [4]. Thermal equilibration in har-
monic crystals in the conservative case was considered in
many studies, e.g., [5–19]. The more complete bibliogra-
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phy can be found in recent paper by Kuzkin [20], where
the analytic solution in the integral form is obtained for
an infinite harmonic crystal with an arbitrary Bravais
lattice and a polyatomic cell with an arbitrary structure.
The time evolution the kinetic temperature during the
thermal equilibration in a harmonic crystal was consid-
ered in Refs. [4, 6, 14–20], the entropy was under con-
sideration in Refs. [7–9, 21]. Thermal equilibration for a
system of quantum oscillators is considered in [22].
In the paper, we show that the process of thermal
equilibration in the presence of a viscous external en-
vironment is more complicated than in the conservative
case and has two stages in the underdamped case [23],
which is generally assumed in the paper. In the pres-
ence of damping, the limiting values for the kinetic and
potential energies, clearly, are zero. At the first stage,
the qualitative description of the process is as follows:
the kinetic and potential energies oscillate approaching
an exponentially-decaying curvilinear asymptote. Unex-
pectedly, for any positive value of the specific viscosity
for environment, there is the second stage, which can
observed in the underdamped case only for very large
values of time. The kinetic and the potential energies at
the second stage are subjected to a power decay. Another
one unexpected result is as follows: the principal term of
the large-time asymptotics is proportional to t−3/2 in the
case of potential energy and to t−5/2 in the case of the ki-
netic energy. Hence, at very large times the total energy
of the harmonic crystal is mostly the potential energy.
The paper is organized as follows. In Section II, we
consider the formulation of the problem. In Section II A,
some general notation is introduced. In Section II B, we
state the basic equations for the crystal particles in the
form of a system of ordinary differential equations with
random initial conditions. In Section II C, we introduce
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2and deal with infinite set of covariance variables. These
are the mutual covariances of the particle velocities and
the displacements for all pairs of particles. We obtain
two infinite systems of differential-difference equations
involving only the covariances for the particle velocities,
and only the covariances for the displacements, respec-
tively. The similar approach was used in previous papers
[1, 2, 14–16, 18, 19, 21, 24–28]. In Section III we simplify
the obtained equations using the assumptions of unifor-
mity for the variance of the initial values of the particle
velocities. Finally, we obtain four infinite systems of or-
dinary differential equations for the energetic quantities,
which we call the generalized kinetic energy, the gener-
alized potential energy, the generalized total energy, the
generalized Lagrangian. The kinetic energy, the poten-
tial energy, the total energy, and the Lagrangian, are
particular cases of those quantities. It is sufficient to
solve the equations for any two of these four energetic
quantities to calculate all of them. We choose the gen-
eralized Lagrangian and the generalized potential energy
as basic variables, since the corresponding equations have
a simpler structure. In Section IV we use discrete-time
Fourier transform to get the analytical solutions for the
Lagrangian and the potential energy in the integral form.
In Section V all the energetic quantities are evaluated for
the large values of time. To do this we use the method of
stationary phase and the Laplace method [29]. The cor-
responding calculations are given in Appendices A–D. In
Section VI, we present the results of the numerical solu-
tion of the initial value problem for the system of ordinary
differential equations with random initial conditions and
compare them with the obtained analytical solution in
the integral and the asymptotic forms. In Section VII
we discuss the large-time behavior of energetic quanti-
ties in the underdamped case. Finally, in Section VIII,
we discuss the basic results of the paper.
II. MATHEMATICAL FORMULATION
A. Notation
In the paper, we use the following general notation:
t: the time;
H(·): the Heaviside function;
δ(·): the Dirac delta function;
〈·〉: the expected value for a random quantity;
δpq: the Kronecker delta (δpq = 1 if p = q, and δpq = 0
otherwise);
δn: δn
def
= δn0;
J0(·): the Bessel function of the first kind of zero order
[30];
Γ(·): the Euler integral of the second kind (the Gamma
function) [30];
C∞: the set of all infinitely differentiable functions;
Z: the set of all integers.
B. Dynamic equations for a crystal and random
initial conditions
Consider the following system of ordinary differential
equations:
∂tvi = Fi, ∂tui = vi, (1)
where
Fi = ω
2
0Liui − ηvi, (2)
ω0
def
=
√
C/m. (3)
Here i is an arbitrary integer which describes the posi-
tion of a particle in the chain; ui(t) and vi(t) are the
displacement and the particle velocity, respectively; Fi
is the specific force on the particle; η is the specific vis-
cosity for the environment; C is the bond stiffness; m is
the mass of a particle; ∂t is the operator of differentia-
tion with respect to time; Li is the linear finite difference
operator:
Liui = ui+1 − 2ui + ui−1. (4)
System of ODE (1) describes the motions of one-
dimensional harmonic crystal (an ordered chain of iden-
tical interacting material particles, see Fig. 1).
Figure 1. A one-dimensional harmonic crystal
The initial conditions are as follows: for all i,
ui(0) = 0, vi(0) = ρi, (5)
where the normal random variables ρi are such that
〈ρi(0)〉 = 0, 〈ρi(0)ρj(0)〉 = κi(0)δij , (6)
where κi(0) is a given function of i ∈ Z. Later, in Sec-
tion III, it will be assumed that κi(0) do not depend
on i. It is useful to proceed with the derivation of ba-
sic equations in Section II C not taking into account this
supposition. Note that in the latter more general case,
the boundary conditions at the infinity may be needed.
These boundary conditions should guarantee that there
are no sources at the infinity, or give a mathematical
description for such a source. In the case under consider-
ation in the paper, these special boundary conditions are
3not necessary, we will use the requirement of spatial uni-
formity for all physical quantities instead. At the same
time, in numerical calculations (see Section VI), where we
deal with a model for a finite harmonic crystal, we use
periodic boundary conditions (90) to provide the spatial
uniformity.
C. The dynamics of covariances
According to (2), Fi are linear functions of ui, vi. Tak-
ing this fact into account together with Eqs. (5), (6), we
see that for all t
〈ui〉 = 0, 〈vi〉 = 0. (7)
Following [31], consider the infinite sets of covariance
variables
ξp,q
def
= 〈upuq〉, νp,q def= 〈upvq〉, κp,q def= 〈vpvq〉.
(8)
Thus, the variables ξp,q, νp,q, κp,q are defined for any
pair of crystal particles.
We call the quantity
Kp,q =
mκp,q
2
(9)
the generalized kinetic energy. It is clear that quantities
mκp,p equal the estimated value for doubled kinetic en-
ergy 2Kp,p for particle with number p. Accordingly, we
identify the following quantities
Tp
def
= k−1B Kp,p = mk
−1
B κp,p (10)
as the kinetic temperature. Here kB is the Boltzmann
constant.
For simplicity, in what follows, we drop the subscripts
p and q, i.e., ξ
def
= ξp,q etc. By definition, we also put
ξ> def= ξq,p etc. Now we differentiate variables (8) with
respect to time taking into account equations of motion
(1). This yields the following closed system of differential
equations for covariances:
∂tξ = ν + ν
>, (11)
∂tν + ην = ω
2
0Lqξ + κ, (12)
∂tκ+ 2ηκ = ω
2
0Lpν + ω20Lqν>, (13)
where Lp and Lq are the linear difference operators de-
fined by Eq. (4) that act on ξp,q, νp,q, κp,q, βp,q with
respect to the first index subscript p and the second one
q, respectively. The initial conditions that correspond to
Eqs. (5), (6) are
ξpq(0) = 0, νpq(0) = 0, κpq(0) = κp(0)δpq. (14)
Taking into account these initial conditions, it is useful
to rewrite Eq. (13) in the following form
∂tκ+ 2ηκ = ω
2
0Lpν + ω20Lqν> + β, (15)
where singular term β is
β = κp(0)δpqδ(t). (16)
Equations (11), (12), (15) should be supplemented with
initial conditions in the following form, which is conven-
tional for distributions (or generalized functions) [32]:
ξ
∣∣
t<0
≡ 0, ν∣∣
t<0
≡ 0, κ∣∣
t<0
≡ 0. (17)
Now we introduce the symmetric and antisymmetric
difference operators
2LS def= Lp + Lq, 2LA def= Lp − Lq, (18)
and the symmetric and antisymmetric parts of the vari-
able ν:
2νS
def
= ν + ν>, 2νA def= ν − ν>. (19)
Note that ξ and κ are symmetric variables. Now
Eqs. (11), (11), (15) can be rewritten as follows:
∂tξ = 2ν
S, (∂t + 2η)κ = 2ω
2
0LSνS + 2ω20LAνA + β,
(20)
(∂t + η)ν
A = −ω20LAξ, (∂t + η)νS = ω20LSξ + κ.
(21)
This system of equations can be reduced (see [1]) to one
equation of the fourth order in time for covariances of the
particle velocities κ(
(∂t + η)
2(∂2t + 2η∂t − 4ω20LS) + 4(ω20LA)2
)
κ
= (∂t + η)(∂
2
t + η∂t − 2ω20LS)β, (22)
or, alternatively, to one equation of the fourth order in
time for covariances of the displacements ξ:(
(∂t+η)
2(∂2t +2η∂t−4ω20LS)+4(ω20LA)2
)
ξ = 2(∂t+η)β.
(23)
III. THE CASE OF A UNIFORM INITIAL
KINETIC TEMPERATURE DISTRIBUTION
Following [24, 31], we introduce the discrete spatial
variable
k
def
= p+ q (24)
and the discrete correlational variable
n
def
= q − p (25)
instead of discrete variables p and q. We have
q =
k
2
+
n
2
, p =
k
2
− n
2
. (26)
In what follows, we consider the case when the initial
values κp(0)δpq of the covariance variables κpq do not
4depend on the spatial variable k, and depend only on n,
i.e.
κp(0) = κ¯0, (27)
where κ¯0 is a given constant. From the physical point of
view this means that we have a uniform distribution of
the initial value for the kinetic temperature
Tp
∣∣
t=0
= T¯0 ≡ k−1B E¯0, (28)
where
E¯0 ≡ mκ¯0
2
(29)
is the initial value for both the total and the kinetic en-
ergy. In the case of a uniform initial conditions it is
natural to assume that for t > 0 we also have
κpq = κˆn, ξpq = ξˆn. (30)
In the case (27) of the uniform initial kinetic tempera-
ture distribution, in order to measure the estimated value
of the (doubled) potential energy, we introduce the fol-
lowing quantity
2Πp,p = mω
2
0
〈
(up−1 − up)2
〉
+
〈
(up+1 − up)2
〉
. (31)
Provided that (30) are true, one has
2Πp,p ≡ 2Πˆ0
= mω20
(
2ξp,p + ξp−1,p−1 − 2ξp,p−1 + ξp+1,p+1 − 2ξp,p+1
)
= −2mω20Lnξˆn
∣∣
n=0
. (32)
We call quantities Πp,q ≡ Πˆn the generalized potential
energy. The following identities are true for any quantity
ζp,q such that ζp,q = ζq,p = ζˆn :
2LSζp,q = ζp+1,q + ζp−1,q − 4ζp,q + ζp,q+1 + ζp,q−1
= 2ζp+1,q − 4ζp,q + 2ζp−1,q = 2Lnζˆn,
(33)
2LAζp,q = ζp+1,q + ζp−1,q − ζp,q+1 − ζp,q−1 = 0. (34)
Now, taking into account Eqs. (17), (16), Eqs. (22), (23),
can be rewritten as
(∂t + η)(∂
2
t + 2η∂t − 4ω20Ln)Kˆn
= E¯0(∂
2
t + η∂t − 2ω20Ln)δ(t)δn,
(35)
(∂t + η)(∂
2
t + 2η∂t − 4ω20Ln)Πˆn = −2E¯0ω20δ(t)Lnδn,
(36)
respectively.
It is useful to consider also the following quantities
Λˆn ≡ Kˆn − Πˆn (37)
and
Eˆn ≡ Kˆn + Πˆn. (38)
We call these quantities the generalized Lagrangian and
the generalized total energy, respectively. The corre-
sponding equations for these quantities can be obtained
by means of applying of the operator Ln to (36) and cal-
culating the sum or difference of both parts of Eqs. (35),
(36). Taking into account initial condition in the form of
(17), this yields
(∂2t + 2η∂t − 4ω20Ln)Λˆn = E¯0∂tδ(t)δn, (39)
(∂t + η)(∂
2
t + 2η∂t − 4ω20Ln)Eˆn
= E¯0(∂
2
t + η∂t − 4ω20Ln)δ(t)δn,
(40)
respectively. The corresponding initial conditions are
Λˆn
∣∣
t<0
≡ 0, Eˆn
∣∣
t<0
≡ 0. (41)
To calculate every energetic quantity from the set Kˆ0,
Πˆ0, Λˆ0, Eˆ0 it is enough to solve any two equations from
the set (35), (36), (39), (40). In what follows, we deal
with Eqs. (39), (36) which have a simpler structure. The
generalized kinetic energy and the generalized total en-
ergy in this case can be calculated as follows:
Kˆn = Λˆn + Πˆn, (42)
Eˆn = Λˆn + 2Πˆn. (43)
IV. SOLUTION OF THE EQUATIONS FOR
ENERGETIC QUANTITIES
A. The Lagrangian Λˆ0
We apply the discrete-time Fourier transform [33, 34]
with respect to the variable n to Eq. (39). This yields
∂2t ΛF + 2η∂tΛF +A
2ΛF = E¯0∂tδ(t), (44)
A = 4ω0
∣∣∣ sin q
2
∣∣∣, (45)
where
ΛF (q, t) =
∞∑
n=−∞
Λˆn exp(−inq). (46)
Here and in what follows, q is the wavenumber, i is the
imaginary unit. In order to obtain Eqs. (44), (45) we
used the shift property [33] of the discrete-time Fourier
transform:
∞∑
n=−∞
Λˆn±1 exp(−inq) = exp(±iq) ΛF (q, t). (47)
Equation (44) together with initial conditions in the
form of Eq. (41) is equivalent [32] to initial value prob-
lem for the corresponding homogeneous equation with
the following classical initial conditions:
ΛF
∣∣
t=0
= E¯0,
∂tΛF
∣∣
t=0
= −2ηE¯0.
(48)
5The corresponding solution is
ΛF (q, t) =
{
Λ
(2)
F , q¯ < |q| ≤ pi;
Λ
(1)
F , |q| < q¯,
,
Λ
(2)
F (q, t) = E¯0e
−η t
(
−η sin
(√
A2 − η2 t)√
A2 − η2
+ cos
(√
A2 − η2 t)) ,
Λ
(1)
F (q, t) = E¯0e
−η t
×
∑
(±)
(
A2 ± η
√
η2 −A2 − η2)e(±√η2−A2)t
2(A2 − η2)
 .
(49)
where
q¯ = 2 arcsin
η
4ω0
. (50)
In what follows, we generally assume that the under-
damped case
η < 4ω0 ⇐⇒ q¯ < pi (51)
is under consideration. The critically damped and the
overdamped cases are briefly discussed in Section V F (see
also Figures 4, 5). Now we apply the inverse transform
Λˆn =
1
2pi
∫ pi
−pi
ΛF exp(inq) dq (52)
and get the solution in the integral form for Λˆn. The
Lagrangian Λˆ0 equals
Λˆ0 =
1
2pi
∫ pi
−pi
ΛF dq. (53)
B. The potential energy Πˆ0
Applying the discrete-time Fourier transform to
Eq. (36) yields
∂3t ΠF + 2η∂
2
t ΠF +A
2∂tΠF = 8E¯0ω
2
0 sin
2 q
2
δ(t). (54)
Equation (54) together with initial conditions in the form
of Eq. (41) is equivalent [32] to the initial value problem
for the corresponding homogeneous equation with the fol-
lowing classical initial conditions:
ΠF
∣∣
t=0
= 0,
∂tΠF
∣∣
t=0
= 0,
∂2t ΠF
∣∣
t=0
= 8E¯0ω
2
0 sin
2 q
2
.
(55)
The corresponding solution can be written as follows:
ΠF (q, t) =
{
Π
(0)
F + Π
(2)
F , q¯ < |q| ≤ pi;
Π
(0)
F + Π
(1)
F , |q| < q¯,
, (56)
Π
(0)
F =
E¯0A
2 e−η t
2(A2 − η2) , (57)
Π
(1)
F = −
E¯0A
2 e−η t
2(A2 − η2)cosh
(√
η2 −A2 t), (58)
Π
(2)
F = −
E¯0A
2 e−η t
2(A2 − η2) cos
(√
A2 − η2 t). (59)
Now we apply the inverse transform
Πˆn =
1
2pi
∫ pi
−pi
ΠF exp(inq) dq (60)
and get the solution in the integral form for Πˆn. The
potential energy Πˆ0 equals
Πˆ0 =
1
2pi
∫ pi
−pi
ΠF dq. (61)
C. The conservative case η = 0
In the conservative case integral (52) can be calculated
in the closed form:
Λˆn =
E¯0
pi
∫ pi
0
cosAt cosnqdq
=
2E¯0
pi
∫ pi/2
0
cos(4ω0t sinQ) cos(2nQ) dQ, (62)
This yields [35]
Λˆn = E¯0J2n(4ω0t). (63)
For large time t the asymptotics of the Bessel function
J2n is well known [30], thus (63) can be written in the
asymptotic form
Λˆn =
E¯0(−1)n√
2piω0t
cos
(
4ω0t− pi
4
)
+O
(
t−3/2
)
. (64)
In the conservative case it is useful to take Eˆn as the
second energetic variable (instead of Πˆn) since Eq. (40)
simplifies to
∂tEˆn = E¯0δ(t)δn. (65)
The corresponding solution is
Eˆn = E¯0δn, (66)
i.e. the total energy Eˆ0 conserves, keeping the initial value
for the total (or kinetic) energy.
6According to Eqs. (37), (38), the generalized kinetic
Kˆn and potential Πˆn energies equal
Kˆn =
E¯0
2
(
δn + J2n(4ω0t)
)
=
E¯0
2
(
δn +
(−1)n√
2piω0t
cos
(
4ω0t− pi
4
))
+O
(
t−3/2
)
,
(67)
Πˆn =
E¯0
2
(
δn − J2n(4ω0t)
)
=
E¯0
2
(
δn − (−1)
n
√
2piω0t
cos
(
4ω0t− pi
4
))
+O
(
t−3/2
)
.
(68)
These results are in agreement with ones previously ob-
tained in [4, 14].
V. ASYMPTOTICS FOR THE ENERGETIC
QUANTITIES AS t→∞
Unlike the conservative case the inverse Fourier trans-
forms of quantities (49) and (56) cannot be evaluated
in closed forms. Instead of this for large time we can
proceed with asymptotic estimation of the correspond-
ing integrals.
In this section we use the following notation
ω
def
=
1
4
√
16ω20 − η2. (69)
A. The Lagrangian Λˆ0
Due to (49) the integral in the right-hand side of (52)
can be represented as follows:
Λˆn =
1
2pi
∫ q¯
−q¯
ΛF cosnqdq +
1
pi
∫ pi
q¯
ΛF cosnqdq
≡ Λˆ(1)n + Λˆ(2)n . (70)
It is easy to see that integral Λˆ
(1)
n defined by Eqs. (70),
(49) is a sum of two Laplace type integrals and, therefore,
it can be estimated by the Laplace method [29]. On
the other hand, integral Λˆ
(2)
n (also defined by Eqs. (70),
(49)) is a Fourier type integral and therefore it can be
estimated by the method of stationary phase [29].
Calculation of the asymptotics for quantities Λˆ
(2)
n , Λˆ
(1)
n
is presented in Appendices A–B, respectively. In the most
interesting particular case n = 0, the result is [36]:
Λˆ
(1)
0 = E¯0
(
− t
−3/2
8
√
2piη ω0
− t
−5/2(3η2 + 12ω20)√2
512
√
pi η3/2ω30
)
+O(t−7/2),
(71)
Λˆ
(2)
0 =
E¯0e
−ηt
2ω0
√
2pit
(
2
√
ω cos
(
4ωt− pi
4
)
− η
2
√
ω
sin
(
4ωt− pi
4
))
+O
(
e−ηt
t
)
.
(72)
B. The potential energy Πˆ0
Calculation of the asymptotics for generalized poten-
tial energy Πˆn is presented in Appendices C–D, respec-
tively. We have
Πˆn = Πˆ
(0)
n + Πˆ
(1)
n + Πˆ
(2)
n , (73)
where Πˆ
(1)
n is a Laplace type integral, and Πˆ
(2)
n is a
Fourier type integral. For n = 0 one gets
Πˆ
(0)
0 =
1
pi
PV
∫ pi
0
Π
(0)
F dq =
E¯0 e
−η t
2
, (74)
Πˆ
(1)
0 = E¯0
(
t−3/2
8
√
2piη ω0
+
t−5/2
(
3η2 + 36ω20
)√
2
512
√
pi η3/2ω30
)
+O(t−7/2) +O
(
e−ηt
t
)
,
(75)
Π
(2)
0 = −
4E¯0ω0e
−ηt
√
2pit8ω3/4
cos
(
4ωt− pi
4
)
+O
(
e−ηt
t
)
. (76)
Here symbol PV means the Cauchy principal value for
the corresponding improper integral.
C. The total energy Eˆ0
Calculating the asymptotics by formulas Calculating
the asymptotics by Eqs. (37), (38), (70), (73) results in:
Eˆn = 2Πˆ
(0)
n + Eˆ
(1)
n + Eˆ
(2)
n , (77)
Eˆ(1)n = Λˆ
(1)
n + 2Πˆ
(1)
n , (78)
Eˆ(2)n = Λˆ
(2)
n + 2Πˆ
(2)
n . (79)
For the non-oscillating term Eˆ
(1)
0 due to Eqs. (71), (75)
one has
Eˆ
(1)
0 = E¯0
 t−3/2
8
√
2piη ω0
+
t−5/2
(
η2 + 20ω20
)
3
√
2
512
√
pi η3/2ω30

+O(t−7/2) +O
(
e−ηt
t
)
. (80)
7For the oscillating term Eˆ
(2)
0 due to (72), (76) one gets
Eˆ
(2)
0 =
E¯0e
−ηt
2ω0
√
2pit
(
−η2
8ω3/4
cos
(
4ωt− pi
4
)
− η
2
√
ω
sin
(
4ωt− pi
4
))
+O
(
e−ηt
t
)
. (81)
The latter term becomes zero as η → +0.
D. The kinetic energy Kˆ0
Calculating the asymptotics by Eqs. (37), (70), (73)
results in:
Kˆn = Πˆ
(0)
n + Kˆ
(1)
n + Kˆ
(2)
n , (82)
Kˆ(1)n = Λˆ
(1)
n + Πˆ
(1)
n , (83)
Kˆ(2)n = Λˆ
(2)
n + Πˆ
(2)
n . (84)
For the non-oscillating term Kˆ
(1)
n due to Eqs. (71), (75)
one has
Kˆ(1)n = E¯0
3
√
2
64
√
pi ω0η3/2
t−5/2 +O(t−7/2) +O
(
e−ηt
t
)
(85)
for any integer n. Note that the principal term of expan-
sion for Kˆ
(1)
n is of order t−5/2 and does not depend on
n, whereas expansions for Πˆ
(1)
n , Λˆ
(1)
n , Eˆ
(1)
n have principal
terms of order t−3/2.
For the oscillating term Kˆ
(2)
0 due to (72), (76) one gets
Kˆ
(2)
0 =
E¯0e
−ηt
2ω0
√
2pit
(
8ω20 − η2
8ω3/4
cos
(
4ωt− pi
4
)
− η
2
√
ω
sin
(
4ωt− pi
4
))
+O
(
e−ηt
t
)
. (86)
E. The conservative case (η = 0)
In the particular case η = 0 the terms of asymptotic
expansions for energetic quantities with superscript “(1)”
equal zero since the integration is carried out over the
interval of zero length. The corresponding asymptotic
formulas for these terms are not valid. At the same time,
according to Eqs. (D1), (D2)
Πˆ
(0)
0 =
E¯0
2
. (87)
This yields the same results as ones obtained in Sec-
tion IV C by a different approach.
F. The critically damped and the overdamped
cases
In the critically damped (η = 4ω0) and the over-
damped cases (η > 4ω0) the terms of asymptotic ex-
pansions for energetic quantities with superscript “(2)”
equal zero since the integration is carried out over the
interval of zero length. All other formulas remain valid.
VI. NUMERICS
In this section, we present the results of the numerical
solution of the system of ordinary differential equations
(1) with random initial conditions (5), (6). It is useful to
rewrite Eqs. (1) in the dimensionless form
∂tv˜i = Liu˜i − ηv˜i, ∂tu˜i = v˜i, (88)
where
u˜
def
=
u
a
, v˜
def
=
v
ω0a
, t˜
def
= ω0t, η˜
def
=
η
ω0
. (89)
Here a is a constant with dimension of length, e.g., the
lattice constant (the distance between neighboring par-
ticles) [1, 2]. We consider the chain of 2N + 1 particles
and the periodic boundary conditions
u−N = uN , v−N = vN . (90)
The initial conditions that correspond to (5) are
u˜i(0) = 0, v˜i(0) = ρi, (91)
where ρi are generated normal random numbers that sat-
isfy (6), where, without loss of generality, we can take
κi(0) = 1. We use SciPy software [37]: the numerical
solutions of system of ODE (88) are found using the stan-
dard Python routine scipy.integrate.odeint. We
perform a series of r = 1 . . . R realizations of these calcu-
lations (with various independent ρ(r)i) and get the cor-
responding displacements and particle velocities as func-
tions of discrete time tj : u˜(r)i(t
j) and v˜(r)i(t
j), respec-
tively, where t = t˜j
def
= j∆t˜.
According to Eqs. (8), (9), (32), and (29) the ratios
K˜0 i and Π˜0 i of the dimensionless kinetic and potential
energies to the initial value of the total energy can be
calculated as the following averages:
K˜0 i =
1
R
R∑
r=1
(v(r)i)
2, (92)
Π˜0 i = − 1
R
R∑
r=1
(
u(r)iu(r)i−1 + u(r)iu(r)i+1 − 2(u(r)i)2
)
,
(93)
respectively. The ratios Λ˜0 i and E˜0 i of the dimensionless
Lagrangian and the total energy to the initial value of the
8dimensionless total energy are
Λ˜0 ≡ K˜0 − Π˜0, (94)
E˜0 ≡ K˜0 + Π˜0. (95)
All calculations were performed for the following values of
the problem parameters: N = 20, R = 10000. We verify
that the numerical results for K˜0 i and Π˜0 i actually do
not depend on i, and use quantities K˜0 ≡ K˜0 0 and Π˜0 ≡
Π˜0 0 to compare the numerical and analytical results.
Numerical results for E˜0, K˜0, Π˜0, Λ˜0 can be compared
with the analytical solutions in the integral form given by
Eqs. (43), (42), (61), (53), respectively, and correspond-
ing asymptotics (see formulas in Section V). The ana-
lytical solutions in the integral form are calculated using
the standard Python routine scipy.integrate.quad.
A comparison in the case η˜ = 0.5 (the underdamped
case) is presented in Figures 2–3. Figure 3 corresponds
to the case of large values of time, when exponentially-
decaying terms of the asymptotics almost vanish. One
can see that the numerical and analytical solutions in
the integral form are in a very good agreement. Also,
the same graphs confirm the accuracy of formulas for the
asymptotic solution for large values of time presented in
Section V. The analogous comparisons for the critically
damped and overdamped cases are given in Figures 4,5,
respectively.
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Figure 2. The ratios of the total energy E˜0, the kinetic en-
ergy K˜0, the potential energy Π˜0, and the Lagrangian Λ˜0 to
the initial value of the total energy versus the time t˜ in the
underdamped case (η˜ = 0.5). Comparing the analytical so-
lutions in the integral form given by Eqs. (43), (42), (61),
(53), respectively (the solid lines); the corresponding numeri-
cal solutions (the crosses); and the corresponding asymptotic
solutions (the dotted lines)
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Figure 3. The same quantities as in Figure 2 versus the time
t˜ for large values of time (the underdamped case η˜ = 0.5)
0 1 2 3 4
t˜
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
Total energy
Kinetic energy
Potential energy
Lagrangian
Figure 4. The same quantities as in Figure 2 versus the time
t˜ in the critically damped case (η˜ = 4)
VII. DISCUSSION
In this section we discuss the large-time behavior of
energetic quantities in the underdamped case.
From the formal point of view, the exponentially de-
caying terms of the asymptotic expansions (the ones with
superscripts “(0)” and “(2)”) are much less than the
power-decaying terms (the ones with superscript “(1)”).
It seems, therefore, that the exponentially decaying terms
can be dropped out. However, the calculations show that
actually the terms with different decay approximate the
solution at different timescales.
In Figures 2, 3 one can see that in the underdamped
case the unsteady process of thermal equilibration has
two stages. At the first stage (“the large times”), when
the quantity e−η t is not yet very small, the qualitative
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Figure 5. The same quantities as in Figure 2 versus the time
t˜ in the overdamped case (η˜ = 8.0)
description of the process is as follows: the kinetic and
potential energies oscillate approaching the curvilinear
asymptote. The asymptote corresponds to the term Πˆ
(0)
0
described by formula (74), which is equal to E¯0 e
−η t
2 .
The total energy also oscillates (with a smaller ampli-
tude than the kinetic and potential energy) approaching
the asymptotic level E¯0 e
−η t. The Lagrangian oscillates
around zero and approaches zero. The oscillatory mo-
tions are described by the terms E˜
(2)
0 , K˜
(2)
0 , Π˜
(2)
0 , Λ˜
(2)
0
expressed by formulas (81), (86), (76), (72), respectively.
The amplitudes of oscillations for all energetic quantities
are of order O
(
t−1/2e−η t
)
. In the limiting case of zero
dissipation the first stage transforms into the solution de-
scribing the thermal equilibration in the corresponding
conservative system.
Unexpectedly, there is the second stage (see Figure 3),
that can be observed only when the quantity e−η t be-
comes very small [38] (“the very large times”). The ex-
pressions for all energetic quantities at the second stage
are subjected to a power decay, i.e. from the formal point
of view the corresponding terms E˜
(1)
0 , K˜
(1)
0 , Π˜
(1)
0 , Λ˜
(1)
0 are
principal terms of the corresponding asymptotic expan-
sions. The formulas for these terms are (80), (85), (75),
(71), respectively. Another one unexpected result is as
follows: the principal term of the asymptotic expansion
for K˜0 is proportional to t
−5/2 in the case of the kinetic
energy and to t−3/2 for all other energetic quantities. In
the limiting case of zero dissipation the second stage dis-
appears.
The calculations show that in the case η˜  1 the
asymptotic formulas for the power-decaying terms can
give wrong results at a timescale that corresponds to the
large, but not very large times. Thus, to approximate
the solution at such a timescale, it can be preferable to
drop out the power-decaying terms and use only the ex-
ponentially decaying terms of asymptotics (the ones with
superscripts “(0)” and “(2)”). This fact is illustrated in
Figure 6.
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Figure 6. The ratios of the total energy E˜0, the kinetic energy
K˜0, the potential energy Π˜0, and the Lagrangian Λ˜0 to the
initial value of the total energy versus the time t˜ in the case of
very small dissipation (η˜ = 0.02). Comparing the analytical
solutions in the integral form given by Eqs. (43), (42), (61),
(53), respectively (the solid lines); the corresponding asymp-
totic solutions (the dotted lines), and approximate asymp-
totic solution, wherein the terms with superscripts “(1)” are
dropped out (the dashed lines)
VIII. CONCLUSION
It the paper, we have obtained the analytical solutions
in the integral form describing the thermal equilibration
in a one-dimensional damped harmonic crystal (see Sec-
tion IV). These solutions describe the time behavior of
the energetic quantities (the total energy, the kinetic en-
ergy, the potential energy, and the Lagrangian). The
analytical solutions are in an excellent agreement with
independent numerical calculations (see Section VI).
The most important result of the paper is large-time
asymptotic formulas for energetic quantities presented in
Section V (see the derivation in the Appendices A–D).
The main conclusions of the paper can be formulated
as follows:
• In presence of small viscous external damping (i.e.,
in the underdamped case) the process of thermal
equilibration is more complicated than in the cor-
responding conservative system and has two stages
that correspond to large and very large times (see
Figures 2, 3).
• In the critically damped (see Figure 4) and the
overdamped (see Figure 5) cases the process of ther-
mal equilibration has only one stage, which is sim-
ilar to the second stage in the underdamped case.
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• At very large times (i.e., during the second stage)
the total energy of an underdamped harmonic crys-
tal is mostly the potential energy. The same con-
clusion is true for large time behavior of a critically
damped and an overdamped harmonic crystal.
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Appendix A: Calculation of the asymptotics for Λˆ
(2)
n
Following to the general procedure of the method of
stationary phase [29], according to the localization prin-
ciple, we claim that for t → ∞ the integral Λˆ(2)n defined
by Eqs. (70), (49) equals the sum
Λˆ(2)n =
∑
i
Λ˜(2)n (qi) +O(t
−∞) (A1)
of contributions Λ˜
(2)
n (qi) from the critical points q = qi in
the interval of integration [q¯;pi]. In the case under con-
sideration, there are two critical points: the stationary
point q1 = pi of the phase function
φ(q) =
√
|A2(q)− η2|, (A2)
and the boundary of integration interval q2 = q¯. The
contribution from the stationary point q1 = pi can be
calculated as
Λ˜(2)n (q1) =
E¯0e
−η t
pi
∫ pi
q¯
χ(q− pi)
(
cos
(√
A2 − η2 t)
−η sin
(√
A2 − η2 t)√
A2 − η2
)
cosnqdq. (A3)
Here and in what follows, χ(q) ∈ C∞ is a non-negative
even function such that
χ(q) ≡ 1 for |q| < ¯
3
,
χ(q) ≡ 0 for |q| > 2¯
3
;
(A4)
¯ > 0 is a small enough number to get the integrand with
a unique isolated critical point. The expression for the
principal term of the asymptotics for the contribution
from an isolated boundary stationary point q = q∗ is [29]∫ q∗
−∞
χ(q− q∗)f(q) exp(iφ(q)t) dq
=
(
1
2
√
2pi
|φ′′(q∗)|t f(q∗) +O(t
−1)
)
× exp
(
iφ(q∗)t+
ipi
4
signφ′′(q∗)
)
. (A5)
One has
φ(pi) =
√
16ω20 − η2, (A6)
φ′′(pi) = − 4ω
2
0√
16ω20 − η2
. (A7)
Taking the real part of formula (A5), wherein f(q) =
λ(q),
λ(q) ≡ E¯0e
−η t
pi
(
1 +
iη√
A2(q)− η2
)
cosnq (A8)
to calculate the integral in the right-hand side of Eq. (A3)
results in
Λ˜(2)n (pi) = E¯0(−1)n
4
√
16ω20 − η2
2ω0
√
2pit
e−ηt
×
(
cos
(√
16ω20 − η2 t−
pi
4
)
− η√
16ω20 − η2
sin
(√
16ω20 − η2 t−
pi
4
))
+O
(
e−ηt
t
)
.
(A9)
To finalize the calculation of asymptotics for Λˆ
(2)
n we
need to estimate the contribution from the critical point
q2 = q¯. One has
φ(q) ∼ φ1/2|q− q¯|1/2 + φ3/2|q− q¯|3/2 + . . . , (A10)
Imλ(q) ∼ E¯0η e
−η t
φ1/2pi
|q− q¯|−1/2 + . . . , (A11)
as q→ q¯ + 0. Here φ1/2 is a positive constant. It follows
from the Erdeliy lemma [29] that∫ ∞
0
qβ−1χ(q) exp(itqα) dq ∼ At− βα , (A12)
where A is a non-zero constant. Applying Eq. (A12) in
the cases β = 1, α = 1/2 and β = 1/2, α = 1/2 yields
Λ˜(2)n (q¯) = O
(
e−ηt
t
)
+O
(
e−ηt
t2
)
= O
(
e−ηt
t
)
. (A13)
Thus, the asymptotics of Λˆ
(2)
n equals to the right-hand
side of Eq. (A9).
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Appendix B: Calculation of the asymptotics for Λˆ
(1)
n
One has
Λˆ(1)n =
1
2pi
∫ q¯
−q¯
ΛF cosnqdq ≡ Λˆ(1)(+)n + Λˆ(1)(−)n , (B1)
where
Λˆ(1)(±)n ≡
E¯0e
−η t
2pi
×
∫ q¯
−q¯
(
A2 ± η
√
η2 −A2 − η2)e±√η2−A2 t
2(A2 − η2) cosnqdq.
(B2)
Following to the general procedure of the Laplace
method [29], we claim that for t → ∞ the each integral
Λˆ
(1)(±)
n can be asymptotically approximated by contribu-
tion
Λˆ(2)(±)n ∼ Λ(2)(±)n (q±) (B3)
from the global maximum point q± for the functions
±φ(q) (defined by (A2)) lying in the interval of integra-
tion [−q¯; q¯].
At first, consider the integral Λ
(1)(+)
n . The maximum
point for φ(q) is the internal point q = 0, and φ(0) = η.
The expression for the corresponding contribution in the
case of an internal isolated maximum point q = q? is (see
[29], formula (1.25) [39]):∫ ∞
−∞
χ(q− q?)f(q) exp
(
φ(q)t
)
dq
∼
∞∑
k=0
ckt
−k−1/2 exp
(
φ(q?)t
)
, (B4)
where
ck =
Γ
(
k + 12
)
(2k)!
×
( d
dq
)2k(
f(q)
(
φ(q?)− φ(q)
(q− q?)2
)−k− 12)∣∣∣∣∣
q=q?
. (B5)
Now we take f(q) = L+(q), where
L±(q) ≡ E¯0e
−η t
2pi
A2 ± η
√
η2 −A2 − η2
A2 − η2 cosnq, (B6)
to calculate the coefficients ck. To do this we use Maple
symbolic calculation software. In this way, we find
c0 = 0, (B7)
i.e. we deal with a degenerate case, and
c1 = − E¯0
8
√
2piη ω0
, (B8)
c2 =
E¯0
(
(12n2 − 3)η2 − 12ω20
)√
2
512
√
pi η3/2ω30
. (B9)
Thus,
Λ˜(1)(+)n = E¯0
(
− t
−3/2
8
√
2piη ω0
+
t−5/2
(
(12n2 − 3)η2 − 12ω20
)√
2
512
√
pi η3/2ω30
)
+O(t−7/2). (B10)
To finalize the calculation of asymptotics for Λˆ
(1)
n we
need to estimate the integral Λ˜
(1)(−)
n . The maximum
points for −φ(q) are boundary points ±q¯, and −φ(q¯) = 0.
Due to the symmetry, these two points bring equal con-
tributions, therefore we can estimate only one of them at
q = q¯. One has
L−(q) ∼ L1/2e−η t(q¯− q)−1/2, (B11)
as q→ q¯−0. Here L1/2 is a non-zero constant. It follows
from the Watson lemma [29] that∫ ∞
0
qβ−1χ(q) exp(−tqα) dq ∼ Bt− βα , (B12)
where B is a non-zero constant. Taking into account
(A10) and using (B12) in the case β = 1/2, α = 1/2 one
gets
Λ˜(1)(−)n = O
(
e−ηt
t
)
. (B13)
Thus, the asymptotics of Λˆ
(1)
n equals to the right-hand
side of Eq. (B10).
Appendix C: Calculation of the asymptotics for Πˆn
The integral in the right-hand side of Eq. (60) can be
represented as follows:
Πˆn = Πˆ
(0)
n + Πˆ
(1)
n + Πˆ
(2)
n +R, (C1)
Πˆ(0)n =
1
pi
(∫ q¯−
0
+
∫ pi
q¯+
)
Π
(0)
F cosnqdq, (C2)
Πˆ(1)n =
1
2pi
(∫ q¯−
−q¯+
Π
(1)
F cosnq dq
)
, (C3)
Πˆ(2)n =
1
pi
(∫ −q¯−
−pi
+
∫ pi
q¯+
)
Π
(2)
F cosnqdq, (C4)
R =
1
pi
(∫ q¯
q¯−
(
Π
(0)
F + Π
(1)
F
)
cosnqdq
+
∫ q¯+
q¯
(
Π
(0)
F + Π
(2)
F
)
cosnqdq
)
,
(C5)
where  > 0 is a small enough number. Again, the inte-
gral Πˆ
(1)
n is a Laplace type integral, whereas the integral
Πˆ
(2)
n is a Fourier type integral.
The asymptotic expansion for large time of the inte-
gral Π
(2)
n is the sum of the doubled contribution from
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the boundary stationary point q = q∗ = pi (where
φ′(q∗) = 0):
Πˆ(2)n (pi) =
− E¯0e
−η t
pi
∫ pi
q¯
χ(q− pi) A
2 cos
(√
A2 − η2 t)
A2 − η2 cosnq dq
+O
(
e−ηt
t
)
, (C6)
and the doubled contribution from the boundary point
q = q¯ + . The latter term is discussed at the end of this
Appendix (after formula (C18)), where we deal with the
estimation of the reminder R. Applying formula (A5),
wherein f(q) = P (q),
P (q) ≡ − E¯0e
−η t cosnq
pi
A2
A2 − η2 , (C7)
to calculate the integral in the right-hand side of
Eq. (C6), and taking into account Eqs. (A6), (A7), re-
sults in
Π(2)n (pi)
= − 4(−1)
nE¯0ω0e
−ηt
√
2pit(16ω20 − η2)3/4
cos
(√
16ω20 − η2 t−
pi
4
)
+O
(
e−ηt
t
)
. (C8)
We represent integral Πˆ
(1)
n as follows:
Πˆ(1)n =
1
2pi
∫ q¯
−q¯
ΠF cosnqdq ≡ Πˆ(1)(+)n + Πˆ(1)(−)n , (C9)
where
Πˆ(1)(±)n ≡ −
E¯0e
−η t
2pi
∫ q¯
q¯
A2e±
√
η2−A2 t
4(A2 − η2) cosnq dq. (C10)
At first, consider the integral Π
(1)(+)
n . Again (see Ap-
pendix B), the maximum point for φ(q) defined by
Eq. (A2) is q = 0, and φ(0) = η. Applying formulas
(B4), (B5) (wherein f(q) = P (q), and P (q) is defined by
(C7)), to calculate the corresponding contribution, one
can get
c0 = 0, (C11)
i.e. we deal with a degenerate case, and
c1 =
E¯0
8
√
2piη ω0
, (C12)
c2 =
E¯0
(
(−12n2 + 3)η2 + 36ω20
)√
2
512
√
pi η3/2ω30
. (C13)
Here, to calculate coefficients ck, we again used Maple
symbolic calculation software. In this way we find
Πˆ(1)(+)n = E¯0
(
t−3/2
8
√
2piη ω0
+
t−5/2
(
(−12n2 + 3)η2 + 36ω20
)√
2
512
√
pi η3/2ω30
)
+O(t−7/2).
(C14)
Now we need to consider the integral Π
(1)(−)
n . The
maximum points for −φ(q) defined by Eq. (A2) are
boundary points q = ±(q¯∓ ):
Πˆ(1)n =
1
pi
(∫ q¯−
0
Π
(1)
F cosnqdq
)
. (C15)
The corresponding contribution is discussed in what fol-
lows (after formula (C18)), where we deal with the esti-
mation of the reminder term R.
Now consider the reminder term R defined by Eq. (C5).
We need to estimate the contribution to integral (C1)
from a neighbourhood of the point q = q¯. We asymp-
totically approximate integrand in the neighbourhood of
q = q¯ using Eq. (A10), and
P (q) = e−η t
(
P−1(q− q¯)−1 + P0 + . . .
)
. (C16)
Accordingly, one has
R ∼ R−1 +R0 + . . . , (C17)
where
R−1 ∝ e−η t
(∫ q¯
q¯−
1− cosh (φ1/2|q¯− q|1/2 t)
q− q¯ dq
+
∫ q¯+
q¯
1− cos (φ1/2|q− q¯|1/2 t)
q− q¯ dq
)
= e−η t
(∫ 0
−
1− cosh (φ1/2|q|1/2 t)
q
dq
+
∫ 
0
1− cos (φ1/2|q|1/2 t)
q
dq
)
= 2e−η t
(
Chi(
√
φ1/2t)− Ci(
√
φ1/2t)
)
. (C18)
Here φ1/2 is defined by (A10), Ci(·) is the integral co-
sine, Chi(·) is the integral hyperbolic cosine [30]. Thus,
for large t the reminder R is the sum of contributions
from the boundary points q¯ ± , which must be totally
compensated in the sum with the corresponding contri-
butions from the boundary points for integrals Πˆ
(1)(±)
n
and Πˆ
(2)(±)
n . Hence, to estimate the contribution to in-
tegral (C1) from a neighbourhood of the point q = q¯ we
need to take into account the correction terms in expan-
sions (A10), (C16).
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We introduce the substitution
φ(q) =
√
Q, (C19)
where φ(q) is defined by Eq. (A2) (and expansion (A11)).
One has
dq = dQ
(
1 +O(Q)
)
. (C20)
Analogously, the next term R0 in (C17) is the sum of con-
tribution of the boundary points (which again are totally
compensated) and a contribution from q = q¯. Taking
into account (C16) and (C20), one can estimate the lat-
ter term as follows:
R0(q¯) ∝ e−η t
(∫ 0
−
χ(Q) cosh
(
C1|Q|1/2 t
)
dQ
)
+
(∫ 
0
χ(Q) cos
(
C1|Q|1/2 t
)
dQ
)
= O
(
e−ηt
t2
)
. (C21)
The last formula is obtained using the Erdeliy lemma and
Watson lemma in the case β = 1, α = 1/2 and taking
¯ <  in Eq. (A4).
Thus, the asymptotics of Πˆn equals the sum of the
right-hand side of Eq. (C8), the right-hand side of
Eq. (C14), and the term Πˆ
(0)
n calculated in Appendix D
in the particular case n = 0.
Appendix D: Calculation of the integral Πˆ
(0)
0
Since ¯ introduced by Eqs. (C1)–(C5) is an arbitrary
positive number, the integral Πˆ
(0)
0 can be calculated as
Πˆ(0)n =
1
pi
PV
∫ pi
0
Π
(0)
F cosnq dq, (D1)
where symbol PV means the Cauchy principal value for
the corresponding improper integral.
In what follows, we consider only the case n = 0. Ac-
cording to Eqs. (57), (45) one gets:
Πˆ
(0)
F =
E¯0e
−η t
2pi
(4ω0 sin q/2)
2
(4ω0 sin q/2)2 − η2
=
E¯0e
−η t
2pi
(
1 +
η2
8ω20 − η2 − 8ω20 cos q
)
. (D2)
Thus,
Πˆ
(0)
0 =
E¯0e
−η t
2
(
1 + pi−1P
)
, (D3)
P = PV
∫ pi
0
η2 dq
8− η2 − 8 cos q = η
2
(
J(pi)− J(0)
+ lim
→+0
(
J(q¯− )− J(q¯ + )))∣∣∣
a=8−η2, b=−8
,
(D4)
where J(q) is the following integral that can be calculated
in the closed form [35]
J(q) =
∫
dq
a+ b cos q
=
1√
b2 − a2 ln
∣∣Z(q)∣∣, |a| < |b|;
(D5)
Z(q) =
√
b2 − a2 tan q2 + a+ b√
b2 − a2 tan q2 − a− b
. (D6)
One can see that
J(0) = 0, J(pi) = 0, (D7)
whereas at q = q¯ the argument
∣∣Z(q)∣∣ of logarithmic func-
tion has indeterminate form 0/0. One can obtain the
following expansions (→ +0):
Z(q¯ + ) = − 4ω
2
0
η
√
16ω20 − η2
+O(2),
Z(q¯− ) = 4ω
2
0
η
√
16ω20 − η2
+O(2).
(D8)
Now it follows from Eqs. (D8), (D5) that
lim
→+0
(
J(q¯− )− J(q¯ + )) = 0, (D9)
and
Πˆ
(0)
0 =
E¯0e
−η t
2
. (D10)
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