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Abstract
Software engineers designing recursive fork-join programs
destined to run on massively parallel computing systems must
be cognizant of how their program’s memory requirements
scale in a many-processor execution. Although tools exist for
measuring memory usage during one particular execution of
a parallel program, such tools cannot bound the worst-case
memory usage over all possible parallel executions.
This paper introduces Cilkmem, a tool that analyzes
the execution of a deterministic Cilk program to determine
its p-processor memory high-water mark (MHWM), which is
the worst-case memory usage of the program over all possible
p-processor executions. Cilkmem employs two new algorithms
for computing the p-processor MHWM. The first algorithm
calculates the exact p-processor MHWM in O(T1 ·p) time, where
T1 is the total work of the program. The second algorithm
solves, in O(T1) time, the approximate threshold problem,
which asks, for a given memory threshold M, whether the
p-processor MHWM exceeds M/2 or whether it is guaranteed to
be less than M. Both algorithms are memory efficient, requiring
O(p·D) and O(D) space, respectively, where D is the maximum
call-stack depth of the program’s execution on a single thread.
Our empirical studies show that Cilkmem generally exhibits
low overheads. Across ten application benchmarks from the Cilk-
bench suite, the exact algorithm incurs a geometric-mean multi-
plicative overhead of 1.54 for p=128, whereas the approximation-
threshold algorithm incurs an overhead of 1.36 independent of p.
In addition, we use Cilkmem to reveal and diagnose a previously
unknown issue in a large image-alignment program contributing
to unexpectedly high memory usage under parallel executions.
1 Introduction
To design a recursive fork-join parallel program1, such as
a Cilk program, to run on massively parallel computing
systems, software engineers must assess how their program’s
memory requirements scale in a many-processor execution.
Many tools have been developed to observe a program
execution and report its maximum memory consumption
(e.g., [19,27,30,31,38]). But these tools can only ascertain
the memory requirements of the one particular execution
of the program that they observe. For parallel programs,
whose memory requirements can depend on scheduling deci-
sions that vary from run to run, existing tools are unable to
provide bounds on the maximum amount of memory that
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1When we talk about fork-join parallelism throughout this paper,
we mean recursive fork-join parallelism.
might be used during future program executions2. This
paper studies the problem of computing the p-processor
memory high-water mark (MHWM) of a parallel pro-
gram, which measures the worst-case memory consumption
of any p-processor execution. We introduce Cilkmem, an
efficient dynamic-analysis tool that measures the MHWM
of a Cilk program for an arbitrary number of processors p.
Computing the MHWM of an arbitrary parallel
program is a theoretically difficult problem. In the special
case where a program’s allocated memory is freed imme-
diately, without any intervening parallel control structure,
computing the MHWM corresponds to finding a solution
to the poset chain optimization problem [10, 39, 40].
The poset chain optimization problem is well understood
theoretically, and the fastest known algorithms run in
(substantial) polynomial time using techniques from linear
programming [40]. A direct application of these algorithms
to compute the MHWM of a parallel program would
require computation that is polynomially large in the
execution time of the original program.
Many dynamic-analysis tools (e.g., [15,17,36,41,44])
have been developed that exploit structural properties
of fork-join programs to analyze a program efficiently.
Specifically, these tools often leverage the fact that the
execution of a fork-join program can be modeled as
a series-parallel computation DAG (directed acyclic
graph) [7,15], where the edges model executed instructions,
and the vertices model parallel-control dependencies.
But even when restricted to series-parallel DAGs, com-
puting the p-processor MHWM efficiently is far from triv-
ial. Identifying the worst-case memory requirement of a
p-processor execution involves solving an optimization prob-
lem that sparsely assigns a finite number of processors to
edges in the program’s computation DAG. Such a com-
putation DAG can be quite large, because of the liberal
nature in which fork-join programs expose logically parallel
operations. Moreover, whereas the poset chain optimization
problem assumes that memory is freed immediately after
being allocated, fork-join programs can free memory at any
2In this paper, when we consider executions of a program, we
shall assume a fixed input to the program, including fixed seeds to
any pseudorandom number generators the program might use.
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point that serially follows the allocation. Efficient solutions
for this optimization problem are not obvious, and seemingly
require a global view of the program’s entire computation
DAG. To obtain such a view, a tool would need to store
a complete trace of the computation for offline processing
and incur the consequent time and space overheads.
This work shows, however, that it is possible not
only to compute the p-processor MHWM efficiently for
a fork-join program, but also to do so in an online fashion,
without needing to store the entire computation DAG.
Specifically, we provide an online algorithm for computing
the exact p-processor MHWM in O(T1 · p) time, where
T1 is the total work of the program. We also examine the
approximate threshold problem, which asks, for a given
memory threshold M, whether the p-processor MHWM
exceeds M/2 or whether it is guaranteed to be less than M .
We show how to solve the approximate threshold problem
in O(T1) time using an online algorithm. Both of these
algorithms are space efficient, requiring O(p·D) and O(D)
space, respectively, where D is the maximum call-stack
depth of the program’s execution on a single thread.
1.1 Memory Consumption of Fork-Join Programs
Let us review the fork-join parallel programming model
and see how scheduling can cause a fork-join program’s
memory consumption to vary dramatically.
Recursive fork-join parallelism, as supported by parallel
programming languages including dialects of Cilk [16,18,23],
Fortress [1], Kokkos [14], Habanero [4], Habanero-Java [11],
Hood [8], HotSLAW [26], Java Fork/Join Framework [21],
OpenMP [3, 29], Task Parallel Library [22], Threading
Building Blocks (TBB) [34], and X10 [12], has emerged
as a popular parallel-programming model. In this model,
subroutines can be spawned in parallel, generating a
series-parallel computation DAG of fine-grained tasks. The
synchronization of tasks is managed “under the covers”
by the runtime system, which typically implements a
randomized work-stealing scheduler [2,6,7,16]. Constructs
such as parallel_for can be implemented as syntactic
sugar on top of the fork-join model. As long as the parallel
program contains no determinacy races [15] (also called
general races [28]), the program is deterministic, meaning
that every program execution on a given input performs
the same set of operations, regardless of scheduling.
Even a simple fork-join program can exhibit dramatic
and unintuitive changes in memory consumption,3
based on how the program is scheduled on p processors.
Consider, for example, the Cilk subroutine MemoryEx-
plosion in Figure 1,4 which supports parallel execution
3This work focuses on heap-memory consumption. In contrast, the
Cilk runtime system is guaranteed to use stack space efficiently [7].
4Similar examples can be devised for other task-parallel
programming frameworks.
MemoryExplosion(n)
1 if n>1
2 cilk_spawn MemoryExplosion(n−1)
3 b=malloc(1)
4 cilk_sync
5 free(b)
6 return
Figure 1: Example Cilk program whose heap-memory
usage can increase dramatically depending on how the
program is scheduled.
using the keywords cilk_spawn and cilk_sync. The
cilk_spawn keyword on line 2 allows the recursive call
to MemoryExplosion(n−1) to execute in parallel with
the call to malloc(1) on line 3, which allocates 1 byte
of heap memory. The cilk_sync on line 4 waits on the
spawned recursive call to MemoryExplosion to return
before proceeding; if a thread reaches the cilk_sync, and
the recursive call to MemoryExplosion has not yet
completed, then the thread can be rescheduled to make
progress elsewhere in the program.
Cilk’s randomized work-stealing scheduler [7] schedules
the parallel execution of MemoryExplosion as follows.
When a Cilk worker thread encounters the cilk_spawn
statement on line 2, it immediately executes the recursive
call to MemoryExplosion(n − 1). If another worker
thread in the system has no work to do, it becomes a thief
and can steal the continuation of this parallel recursive
call, on line 3.
Because of Cilk’s scheduler, the memory consumption
of MemoryExplosion can vary dramatically and
nondeterministically from run to run, even though Mem-
oryExplosion is deterministic. When run on a single
processor, the cilk_spawn and cilk_sync statements
effectively act as no-ops. Therefore, MemoryExplosion
uses at most 1 byte of heap memory at any point in time,
because each call to malloc is followed by a call to free
almost immediately thereafter. When run on 2 processors,
however, the memory consumption of MemoryExplosion
can increase dramatically, depending on scheduling. While
one worker is executing line 2, a thief can steal the
execution of line 3 and allocate 1 byte of memory before
encountering the cilk_sync on line 4. The thief might
then return to work stealing, only to find another execution
of line 3 to steal, repeating the process. As a result, the
heap-memory consumption of MemoryExplosion(n) on
two or more Cilk workers can vary from run to run between
1 byte and n bytes, depending on scheduling happenstance.
We remark that the sequence of scheduling events that
result in MemoryExplosion(n) using a large amount
of heap-memory is not pathological. In particular, if one
models each of the two workers as being able to perform one
operation every O(1) cycles, then MemoryExplosion(n)
is guaranteed to use heap-memory Θ(n) on two processors.
1.2 Algorithms for Memory High-Water Mark
This paper presents algorithms for computing the
p-processor MHWM of a program with a series-parallel
computation DAG, and in particular, of a deterministic
parallel Cilk program P. Let G=(V,E) be the computation
DAG for P, and suppose each edge of G is annotated with
the allocations and frees within that edge.
Section 3 presents a simple offline algorithm for comput-
ing the exact p-processor MHWM of the parallel program P,
given the DAGG. A straightforward analysis of the exact al-
gorithm would suggest that it runs in time O(T1·p2), where
T1 is the 1-processor running time of the program P. By
performing an amortized analysis over the parallel strands
of the program, we show that a slightly modified version of
the algorithm actually achieves a running time of O(T1·p).
Explicitly storing the DAG G can be impractical for
large programs P. Section 4 presents a combinatorial
restructuring of the exact algorithm that computes the
MHWM in an online fashion, meaning that the algorithm
runs as instrumentation on (a single-threaded execution of)
the program P. The online exact algorithm introduces at
most O(p) time and memory overheads when compared to a
standard single-threaded execution of P. In particular, the
algorithm runs in time O(T1·p) and uses at most O(p·D)
memory, where T1 is the 1-processor running time of the
program, and D is the maximum call-stack depth of the pro-
gram’s execution on a single thread. The simple amortiza-
tion argument used for the offline algorithm does not apply
to the more subtle structure of the online algorithm. Instead,
we employ a more sophisticated amortized analysis, in which
subportions of the graph are assigned sets of leader vertices,
and the algorithm’s work is charged to the leader vertices in
such a way that no vertex receives more than O(p) charge.
The two exact algorithms for computing the p-
processor MHWM have the additional advantage that they
actually compute each of the i-processor MHWM’s for
i=1,...,p. Thus a user can determine the largest i≤p for
which the i-processor MHWM is below some threshold M .
We also consider the approximate-threshold version of
the p-processor MHWM problem. Here, one is given a num-
ber of processors p and a memory threshold M , and wishes
to determine whether p processors are at risk of coming
close to running out of memory while executing on a system
with memory M. Formally, an approximate-threshold
algorithm returns a value of 1 or 0, where 1 indicates that
the p-processor MHWM is at least M/2, and 0 indicates
that the p-processor MHWM is bounded above by M .
Section 5 presents a strictly-linear time online
algorithm for the approximate-threshold problem, running
in time O(T1). The independence of the running time
from p means that the algorithm can be used for an
arbitrarily large number of processors p while still having
a linear running time. This property can be useful for
either understanding the limit properties of a program (i.e.,
behavior for very large p), or the behavior that a program
will exhibit on a very large machine. The algorithm is also
memory efficient. In particular, the memory usage of the
algorithm never exceeds O(D), where D is the maximum
call-stack depth of the program’s serial execution.
A key technical idea in the approximate-threshold
algorithm is a lemma that relates the p-processor high-water
mark to the infinite-processor MHWM taken over a
restricted set of parallel execution states known as “robust
antichains”. The infinite-processor MHWM over robust
antichains can then be computed in strictly linear time
via a natural recursion. To obtain an online algorithm,
we introduce the notion of a “stripped robust antichain”
whose combinatorial properties can be exploited to remove
dependencies between non-adjacent subproblems in the
recursive algorithm.
1.3 The Cilkmem Tool We introduce the Cilkmem
dynamic-analysis tool, which implements the online
algorithms to measure the p-processor memory high-water
mark of a deterministic parallel Cilk program.
Both of Cilkmem’s algorithms run efficiently in practice.
We implemented Cilkmem using the CSI framework for
compiler instrumentation [35] embedded in the Tapir/L-
LVM compiler [37]. In Section 6, we measure the efficiency
of Cilkmem on a suite of ten Cilk application benchmarks.
Cilkmem introduces only a small overhead for most of the
benchmarks. For example, the geometric-mean multiplica-
tive overhead across the ten benchmarks is 1.54, to compute
the MHWM exactly for p = 128, and 1.36, to run the
approximate-threshold algorithm. For certain benchmarks
with very fine-grained parallelism, however, the overhead
can be substantially larger (although still bounded by the
theoretical guarantees of the algorithms). We find that for
these applications, the strictly-linear running time of the
approximate-threshold algorithm provides substantial per-
formance benefits, allowing computations to use arbitrarily
large values of p with only small constant-factor overhead.
In addition to measuring Cilkmem’s performance
overhead, we use Cilkmem to analyze a big-data application,
specifically, an image-alignment program [20] used for
brain connectomics [25]. Section 6 describes how, for this
application, Cilkmem reveals a previously unknown issue
contributing to unexpectedly high memory usage under
parallel executions.
1.4 Outline The remainder of the paper is structured as
follows. Section 2 formalizes the problem of computing the
p-processor MHWM in terms of antichains in series-parallel
DAGs. Section 3 presents the O(T1 ·p)-time exact algo-
rithm, and Section 4 extends this to an online algorithm.
Section 5 presents an online linear-time algorithm for the
approximate-threshold problem. The design and analysis
of the online approximate-threshold algorithm is the most
technically sophisticated part of the paper. Section 6
discusses the implementation Cilkmem, and evaluates
its performance. Section 7 discusses related work, and
Section 8 concludes with directions for future work.
2 Problem Formalization
This section formalizes the problem of computing the
p-processor memory high-water mark of a parallel program.
The DAG model of multithreading. Cilk programs
express logical recursive fork-join parallelism through
spawns and syncs. A spawn breaks a single thread into
two threads of execution, one of which is logically a new
child thread, while the other is logically the continuation
of the original thread. A sync by a thread t, meanwhile,
joins thread t with the completion of all threads spawned
by t, meaning the next continuation of t occurs only after
all of its current child threads have completed.
An execution of a Cilk program can be modeled
as a computation DAG G= (V,E). Each directed edge
represents a strand, that is, a sequence of executed
instructions with no spawns or syncs. Each vertex
represents a spawn or a sync.
The DAG G is a series-parallel DAG [15], which
means that G has two distinguished vertices — a source
vertex, from which one can reach every other vertex in G,
and a sink vertex, which is reachable from every other
vertex in G — and can be constructed by recursively
combining pairs of series-parallel DAGs using series and
parallel combinations. A series combination combines
two DAGs G1 and G2 by identifying the sink vertex of G1
with the source vertex of G2. A parallel combination
combines two DAGs G1 and G2 by identifying their source
vertices with each other and their sink vertices with each
other. We shall refer to any DAG used in a series or
parallel combination during the recursive construction of G
as a component of G. Although the recursive structure of
series-parallel DAGs suggests a natural recursive framework
for algorithms analyzing the DAG, Section 4 describes
how a more complicated framework is needed to analyze
series-parallel DAGs in an online fashion.
The structure of G = (V,E) induces a poset on the
edges E, in which e1<e2 if there is a directed path from
e1 to e2. A collection of distinct edges (e1,e2,...,eq) form
an antichain if there is no pair ei,ej such that ei < ej.
Note that edges form an antichain if and only if there is an
execution of the corresponding parallel program in which
those edges at some point run in parallel.
The p-processor memory high-water mark. To an-
alyze potential memory usage, we model the computation’s
memory allocations and frees (deallocations) in the DAG
G using two weights, m(e) and t(e), on each edge e. The
weight m(e), called the edge maximum, denotes the
high-water mark of memory usage at any point during the
execution of e when only the allocations and frees within
e are considered. The edge maximum m(e) is always
non-negative since, at the start of the execution of an edge
e, no allocations or frees have been performed, and thus
the (local) memory usage is zero. The weight t(e), called
the edge total, denotes the sum of allocations minus frees
over the entire execution of the edge. In contrast to m(e),
an edge total t(e) can be negative when memory allocated
previously in the program is freed within e.
The p-processor memory high-water mark is deter-
mined by the memory requirements of all antichains of
length p or less in the computation DAG G. We define the
water mark W(A) of an antichain A= (e1,...,eq) to be
the maximum amount of memory that could be in use on
a q-processor system that is executing the edges e1,...,eq
concurrently. The p-processor high-water markHp(G)
is the maximum water mark over antichains of length p
or smaller5:
(2.1) Hp(G)= max
(e1,...,eq)∈A,
q≤p
W(e1,...,eq),
where A is the set of antichains in G.
Memory water mark of an antichain. The water
mark W(A) of an antichain A= (e1,...,eq) is the sum of
two quantities W(A)=W1(A)+W2(A).
The quantity W1(A) consists of the contribution to
the water mark from the edges e1,...,eq and from all the
edges e∈G satisfying e<ei for some i:
(2.2) W1(A)=
∑
ei∈A
m(ei)+
∑
e∈E,e<ei for some ei∈A
t(e).
The quantity W2(A) counts the contribution to the
water mark of what we call suspended parallel compo-
nents. If the series-parallel construction of G combines two
subgraphs G1 and G2 in parallel, we call them partnering
parallel components of G. Consider two partnering par-
allel components G1 and G2, and suppose that G2 contains
at least one edge from the antichain A, while G1 does not.
Then there are two options for a parallel execution in which
5This definition of water mark makes no assumption about the
underlying scheduling algorithm. In particular, when a thread spawns,
we make no assumptions as to which subsequent strand the scheduler
will execute first.
processors are active in the edges ofA: either (1) the parallel
component G1 has not been executed at all, or (2) the par-
allel component G1 has been executed to completion and is
suspended until its partner parallel component completes.
In the latter case, G1 will contribute
∑
e∈G1t(e) to the water
mark of A. If this sum, which is known as G1’s edge sum,
is positive, then we call G1 a companion component to
the antichain A. The quantity W2(A) counts the contribu-
tion to the water mark of edges in companion components.
That is, if G is the set of companion components to A, then
(2.3) W2(A)=
∑
H∈G
∑
e∈H
t(e).
Note that the companion components of A are
guaranteed to be disjoint, meaning that each edge total
t(e) in (2.3) is counted at most once.
The downset non-negativity property. Several of
our algorithms, specifically for the approximate-threshold
problem, take advantage of a natural combinatorial property
satisfied by edge totals t(e). Although t(e) can be negative
for a particular edge e, the sum
∑
e∈Et(e) is presumed to be
non-negative, since the parallel program should not, in total,
free more memory than it allocates. We can generalize this
property to subsets of edges, called downsets, where a subset
S⊆E is a downset if, for each edge e∈S, every edge e′<e
is also in S. The downset-non-negativity property
requires that, for every downset S ⊆ E, ∑e∈S t(e) ≥ 0.
This property corresponds to the real-world requirement
that at no point during the execution of a parallel program
can the total memory allocated be net negative.
3 An Exact Algorithm with O(p) Overhead
This section presents ExactOff, an O(|E| · p)-time
offline algorithm for exactly computing the high-water
marks H1(G), ... ,Hp(G) of a computation DAG G for
all numbers of processors 1,...,p. We first give a simple
dynamic-programming algorithm which runs in time
O(|E| ·p2). We describe how ExactOff optimizes this
simple algorithm. We then perform an amortization
argument to prove that ExactOff achieves a running
time of O(|E| ·p). Section 4 discusses how to adapt the
algorithm in order to run in an online fashion, executing
along with the parallel program being analyzed, and
introducing only O(p) additional memory overhead.
The algorithm exploits the fact that G can be
recursively constructed via series and parallel combinations,
as Section 2 describes. The algorithm builds on top of this
recursive structure. Note that one can construct a recursive
decomposition of a series-parallel DAG G in linear time [42].
Given a parallel program represented by a series-
parallel DAG G, and a number of processors p, we define
the (p+1)-element array RG=(RG[0],RG[1],...,RG[p]) so
that, for i>0, RG[i] is the memory high-water mark for
G over all antichains of size exactly i. We define RG[0]
to be max(0,t(G)), where t(G) :=
∑
e∈Gt(e). For i>0, if
the graph G contains no i-edge antichains, then RG[i] is
defined to take the special value null, treated as −∞.
One can compute Hp(G) from the array RG using
the identity Hp(G)= max
p
i=1RG[i]. Our goal is therefore
to recursively compute RG for the given DAG G.
An O(|E| · p2)-time algorithm. We begin with a
simple algorithm that computes RG using the recursive
series-parallel decomposition of G. When G consists of a
single edge e, we have RG[0]=max(0,t(e)), RG[1]=m(e),
and RG(2),...,RG[p]=null.
Suppose that G is the parallel combination of two
graphs G1 and G2. Then,
RG[i]=
{
max(0,t(G)) if i=0,
maxij=0RG1[j]+RG2[i−j] otherwise.
In the second case, if either of RG1[j] or RG1[i−j] are null,
then their sum is also defined to be null. Moreover, note
that the definitions of RG1[0] and RG2[0] ensure that sus-
pended components are treated correctly in the recursion.
Suppose, on the other hand, that G is the series combi-
nation of two graphsG1 andG2. ThenRG can be expressed
in terms of RG1, RG2, t(G1), t(G) using the equation,
RG[i]=
{
max(0,t(G)) if i=0,
max(RG1[i],t(G1)+RG2[i]) otherwise.
Combining the above cases yields an O(|E|·p2)-time
algorithm for computing RG.
Achieving a running time of O(|E|·p). To optimize
the simple algorithm, we define, for a DAG G, the value
s(G) to be the size of the largest antichain of edges inG, or p
if G contains an antichain of size p or larger. The value s(G)
is easy to compute recursively using the recursion s(G)=
min(s(G1)+s(G2),p), when G is the parallel combination
of components G1 and G2, and s(G)=max(s(G1),s(G2)),
when G is the series combination of G1 and G2.
ExactOff optimizes the simple dynamic program as
follows. Suppose that G is a parallel combination of com-
ponents G1 and G2. Notice that RG1[i]=null whenever i>
s(G1) and RG2[i]=null whenever i>s(G2). It follows that,
(3.4) RG[i]=

max(0,t(G)) if i=0,
max
0≤j≤i,
j≤s(G1),
(i−j)≤s(G2)
RG1[j]+RG2[i−j] o.w.,
where the max for the second case is defined to evaluate
to null if it has zero terms.
Theorem 3.1. For a series-parallel DAG G = (V, E),
ExactOff recursively computes RG in time O(|E|·p).
To prove Theorem 3.1, let us consider the time needed
to compute RG when G is obtained by combining two
subgraphs G1 and G2 in parallel. For each value of
i≤s(G1) and of i−j≤s(G2), the term RG1[i]+RG2[i−j]
will appear in (3.4) for exactly one index i. It follows that
the total time to compute RG from RG1 and RG2 is at
most O(p+s(G1)·s(G2)).
Since parallel combinations cost O(p+s(G1) ·s(G2))
and series combinations cost O(p), Theorem 3.1 reduces to,∑
(G1,G2)∈C
s(G1)·s(G2)≤O(|E|·p),
where the set C consists of all parallel combinations in the
recursive construction of G.
Lemma 3.1. Let G = (V,E) be the series-parallel DAG
modeling some parallel program’s execution. Then,∑
(G1,G2)∈C
s(G1)·s(G2)≤O(|E|·p),
where the set C consists of all parallel combinations in the
recursive construction of G.
Proof. Call a parallel combination between two components
G1 and G2 fully-formed if s(G1)=s(G2)=p. We claim
that there are at most O(|E|/p) fully-formed parallel com-
binations in the recursive construction of G. Consider the
recursive construction ofG from edges via series and parallel
combinations. Each fully-formed parallel combination re-
duces the total number of componentsH satisfying s(H)=p
by one. On the other hand, the number of components satis-
fying s(H)=p can only be increased when two components
H1,H2 satisfying s(H1),s(H2)<p are combined to form a
new component H satisfying s(H)=p. The total number
of such combinations is at most |E|/p, since each such H
absorbs at least p edges. Since the number of components
satisfying s(H)=p is incremented at most |E|/p times, it
can also be decremented at most |E|/p times, which limits
the number of fully-formed parallel combinations to |E|/p.
Using the bound on the number of fully-formed
parallel combinations, we have that∑
(G1,G2)∈F
s(G1)·s(G2)≤O
( |E|
p
·p2
)
≤O(|E|·p),
where F is the set of fully-formed parallel combinations.
To complete the proof of the lemma, it suffices to show
(3.5)
∑
(G1,G2)∈F
s(G1)·s(G2)≤O(|E|·p),
where F is the set of non-fully formed parallel combinations.
We prove (3.5) with an amortization argument. Con-
sider the recursive construction of G from edges via series
and parallel combinations. Before beginning the combina-
tions, we assign 2p−1 credits to each edge e∈E. Every time
two components G1 and G2 are combined in parallel and G1
satisfies s(G1)<p, we deduct s(G2) credits from each edge
in G1. Similarly, if s(G2)<p, we deduct s(G1) credits from
each edge in G2. Note that if both s(G1)<p and s(G2)<p,
then we deduct credits from the edges in both components.
The number of credits charged for each non-fully-
formed parallel combination is at least s(G1)·s(G2). Thus
the total number of credits deducted from all edges over
the course of the construction of G is at least the left side
of (3.5). In order to prove (3.5), it suffices to show that
every edge still has a non-negative number of credits after
the construction of G.
Consider an edge e∈E as G is recursively constructed.
Define Ht to be the component containing e after t steps
in the construction, ct to be the total amount of credit
deducted from e in the first t steps, and at to be the size of
the largest antichain in Ht. We claim as an invariant that
ct≤at. Indeed, whenever r=ct−ct−1 credits are deducted
from e during some step t, the parallel combination during
that step also increases at to be at least r larger than at−1.
Since s(Ht) = min(at,p), the invariant tells us that
whenever e is in a component Ht with s(Ht)<p, the total
amount ct deducted from e so far must satisfy ct<p. Prior
to the step t in which s(Ht) finally becomes p, the total
amount deducted from e is at most p−1. During the step t
when s(Ht) becomes p, at most p credits can be deducted
from e. And after the step t when s(Ht) becomes p, no
more credits will ever be deducted from e. Thus the total
deductions from e sum to at most 2p−1, as desired.
4 An Online (Memory-Efficient) Algorithm
The ExactOff algorithm in Section 3 computes Hp(G) by
considering the construction of a computation DAGG using
only series and parallel combinations. Although in principle
any series-parallel DAG can be constructed using only these
combinations, doing so in an online fashion (as the parallel
program executes) can require substantial memory overhead.
In particular, parallel programs implemented in Cilk implic-
itly contain a third primitive way of combining components:
multi-spawn combinations (see Figure 2). A multi-spawn
combination corresponds with all of the child spawns (i.e.,
cilk_spawn statements) of a thread that rejoin at a single
synchronization point (i.e., at a cilk_sync).
When a multi-spawn combination is executed on a
single processor, the execution traverses the components
in the order a0,b1,a1,b2,a2,...,bk,ak. If one wishes to use
the recursions from Section 3 in order to compute RG
for a multi-spawn combination, then one must store the
a0 a1 a2 a3 ak
b1
b2
b3
bk
· · ·
· · ·
Figure 2: A multi-spawn combination. The components
a0,...,ak and b1,...,bk are combined into a single component.
If executed on a single processor in Cilk, the order of
execution would be a0,b1,a1,b2,a2,...,bk,ak.
recursively computed values for each of a0, b1, a1, ... , ak
before any series or parallel combinations can be performed.
After computing the values, one can then combine ak and
bk in parallel, combine this with ak−1 in series, combine
this with bk−1 in parallel, and so on.
When k is large, storing Θ(k) recursive values at a
time can be impractical (though in total the multiplicative
memory overhead of ExactOff will still be bounded
by O(p) times the span of the parallel program). If one
could instead design a recursion in which each multi-spawn
combination could be performed using O(p) space, then
the recursive algorithm would be guaranteed to use no
more than O(p·D) space, where D is the maximum stack
depth of the parallel program in Cilk.
Appendix A presents the ExactOn algorithm, which
implements this alternative recursion. The amortized analy-
sis in Section 3 fails to carry over to ExactOn, because the
work in the new algorithm can no longer be directly charged
to the growth of components. Instead, we employ a more
sophisticated amortized analysis in which components of
the graph are assigned sets of leader vertices, and the work
by the algorithm is charged to the leader vertices in such a
way so that no vertex receives a charge of more than O(p).
5 Online Approximation in Linear Time
This section considers the approximate threshold version
of the p-processor memory high-water mark problem.
In particular, we give a linear-time online algorithm
ApproxOn that processes a computation DAG G=(V,E)
and returns a boolean with the following guarantee: a
return value of 0 guarantees that Hp(G) ≤ M, while a
return value of 1 guarantees that Hp(G)>M/2.
ApproxOn will compute the high-water mark over
a special class of antichains that satisfy a certain property
that we call stripped robustness. Intuitively, the stripped
robustness property requires that every edge e in the
antichain contributes a substantial amount (at least M/2p)
to the antichain’s water mark. The algorithm solves the
approximate threshold problem by computing the infinite-
processor water mark over all stripped robust antichains,
and then inferring from this information about Hp(G).
Section 5.1 defines what it means for an antichain
to be stripped robust and proves the correctness of the
ApproxOn algorithm. Section 5.2 describes an online
recursive procedure for computing the quantity h needed
by the algorithm in linear time O(|E|). The ApproxOn
algorithm uses space at most O(D) where D is the
maximum stack depth during an execution of the parallel
program being analyzed. A simpler offline algorithm is
also given in Appendix B.
5.1 Stripped Robust Antichains This section defines
a special class of antichains that we call stripped robust.
We prove that, by analyzing stripped robust antichains with
arbitrarily many processors, we can deduce information
about Hp(G).
An antichain A is stripped robust if it satisfies two
requirements:
• Large Local Contributions of Edges: We define the
local contribution L•A(xi) of each edge xi ∈A to the
water mark W(A) to be the value W(A)−W(A\{xi}).
In order for A to be a stripped robust antichain, each
xi must satisfy L
•
A(xi)>
M
2p .
• Large Edge Contributions of Non-Critical
Components: For each multi-spawn combination
a0, b1, a1, ... , ak in G, if the component bi contains
at least one xi, and if ai ∪ bi+1 ∪ ··· ∪ ak contains at
least one other xj, then we call bi a non-critical
component. Define the local contribution of bi to be
L•A(bi)=W(A)−W(A\bi), the reduction in water mark
obtained by removing from A the edges also contained
in bi. In order for A to be a stripped robust antichain,
each non-critical component bi must satisfy L
•
A(bi)>
M
2p .
The p-processor robust memory high-water
markH•p(G) is defined to be
H•p(G)= max
A∈S, |A|≤p
W(x1,...,xq),
where S is the set of stripped robust antichains in E.
The first step in our approximate-threshold algorithm
ApproxOn will be to compute the infinite-processor robust
memory high-water mark H•∞(G). Then, if H
•
∞(G)≤M/2,
our algorithm returns 0, and if H•∞(G) > M/2, our
algorithm returns 1.
Computing H•∞(G) can be done online with constant
overhead using a recursive algorithm described in Section
5.2. The computation is made significantly easier, in
particular, by the fact that it is permitted to consider
the infinite-processor case rather than restricting to p
processors or fewer.
On the other hand, the fact that H•∞(G) should tell
us anything useful about Hp(G) is non-obvious. In the rest
of this section, we will prove the following theorem, which
implies the correctness of the ApproxOn algorithm:
Theorem 5.1. If H•∞(G)≤M/2, then Hp(G)≤M, and
if H•∞(G)>M/2, then Hp(G)>M/2.
It turns out that Theorem 5.1 remains true even if
the second requirement for stripped robust antichains is
removed (i.e. that non-critical components make large
contributions). In fact, removing the second requirement
(essentially) gives the notion of a robust antichain
used in Appendix B in designing an offline algorithm for
the same problem. As we shall see in Section 5.2, the
second requirement results in several important structural
properties of stripped robust antichains, making an online
algorithm possible. The structural properties enable a
recursive computation of H•∞ to handle multi-spawn
combinations in a memory efficient fashion.
Our analysis begins by comparing H•p(G) to Hp(G):
Lemma 5.1. H•p(G)≥Hp(G)−M2 .
Proof. Consider an antichain A1 = (x1,...,xq), with q≤ p,
that is not stripped-robust. We wish to construct a stripped
robust antichain B satisfying W(B)≥W(A)−M/2.
Then there must either be an edge xi∈A1 satisfying
L•A1(xi) ≤ M2p or a non-critical component bi satisfying
L•A1(bi)≤M2p . Define an antichain A2 obtained by removing
either the single edge xi from A1 (in the case where such
an xi exists) or all of the edges in A1∩bi from A1 (in the
case where such a bi exists). The antichain A2 contains
at least one fewer edges than does A1, and satisfies
W(A2)≥W(A1)−M2p .
If A2 is still not stripped-robust, then we repeat the
process to obtain an antichain A3, and so on, until we
obtain a stripped-robust antichain Ak. Because the empty
antichain is stripped-robust, this process must succeed.
Since each antichain Ai in the sequence is smaller than
the antichain Ai−1, the total number k of antichains in the
sequence can be at most p+1. On the other hand, since
W(Ai)≥W(Ai−1)−M2p for each i≥2, we also have that
W(Ak)≥W(A1)−(k−1)·M
2p
≥W(A1)−M
2
,
as desired.
Corollary 5.1 proves the first part of Theorem 5.1:
Corollary 5.1. If H•∞(G)≤M/2, then Hp(G)≤M.
The second half of Theorem 5.1 is given by Lemma 5.2:
Lemma 5.2. If H•∞(G)>M/2, then Hp(G)>M/2.
Proof. Since H•∞(G)>M/2, there are two cases:
Case 1: There is a stripped robust antichain
A= (x1,...,xq) with q≤ p such that W(A)>M/2. In
this case, we trivially get that Hp(G)>M/2.
Case 2: There is a stripped robust antichain
A=(x1,...,xq) with q>p such that W(A)>M/2. This
case is somewhat more subtle, since the large number of
edges in the antichain A could cause W(A) to be much
larger thanHp(G). We will use the stripped robustness ofA
in order to prove that the potentially much smaller antichain
B=(x1,...,xp) still has a large water mark W(B)>
M
2 .
Note that we cannot simply argue that L•B(xi)≥L•A(xi)
for each i∈{1,...,p}. In particular, the removal of edges from
A may significantly change the local contributions of the
remaining edges. Nonetheless, by exploiting the downset-
non-negativity property we will still prove that W(B)>M2 .
For a given edge xi ∈ A, define Ti to be the set of
companion components T to the antichain A such that T is
not a companion component to A\{xi}. Define Pi to be the
set of edges e such that e<xi but e 6<xj for any other xj∈A.
Then the local contribution L•A(xi) of xi to A satisfies,
(5.6) L•A(xi)≤m(xi)+
∑
T∈Ti
∑
e∈T
t(e)+
∑
e∈Pi
t(e).
(This would be an exact equality if not for the fact that
removing xi from A can also introduce new companion
components, which in turn reduces L•A(xi).)
Let Si denote the quantity on the right side of (5.6).
Since A is a stripped robust antichain, Si≥M/2p for each i.
Now let us consider the water mark W(B). For
each i∈{1,...,p}, each component T ∈Ti is a companion
component to B, just as it was to A. Moreover, each edge
e∈Pi continues to contribute t(e) to the water mark of B.
Define T to be the set of companion components to B that
are not in any of T1,...,Tp, and P to be the set of edges
e satisfying e<xi for some i∈{1,...,p} but e 6∈P1∪···∪Pp.
Then the water mark W(B) can be written as
W(B)=
p∑
i=1
Si+
∑
T∈T
∑
e∈T
t(e)+
∑
e∈P
t(e)
≥M/2+
∑
T∈T
∑
e∈T
t(e)+
∑
e∈P
t(e).
Since each T ∈ T satisfies ∑e∈T t(e) > 0 (or else T
would not be a companion component to B),
W(B)≥M/2+
∑
e∈P
t(e).
In order to complete the proof that W(B)>M/2, it
suffices by the downset-non-negativity property to show
that P is a downset. Notice that P can be rewritten as
P ={e∈E |e<xi for some i=1,...,p}
∩{e∈E |e<xi and e<xj for some xi 6=xj∈A}
=
(
p⋃
i=1
{e<xi}
)
∩
 ⋃
xi 6=xj∈A
{e<xi}∩{e<xj}
.
Since the downset property is closed under unions and
intersections, it follows that P is a downset.
5.2 Recursively Computing H•∞(G) This section
discusses a recursive algorithm for computing H•∞(G) in
linear time and in an online fashion. This algorithm can
then be used within ApproxOn to obtain a linear-time
online algorithm for the approximate threshold problem.
The algorithm treats G as being recursively constructed via
series and multi-spawn combinations. For each multi-spawn
combination, we assume we are recursively given the com-
puted values for a0,b1,a1,...,ak, one after the other. Because
k may be large, the recursion is not permitted to store these
values. Instead it stores a constant amount of metadata that
is updated over the course of the multi-spawn combination.
Finding a water-mark-maximizing stripped robust
antichain A in a multi-spawn combination C=(a0,b1,...,ak)
is complicated by the following subtlety: if we choose to
include an edge in one of the bj’s, then this may reduce the
local contribution of any edges included in later aj’s and
bj’s, resulting in those edges being unable to be included
in the antichain. Therefore, greedily adding edges to the
antichain A as we recursively execute a0,b1,...,ak may not
result in an optimal stripped robust antichain.
The second requirement for stripped robust antichains
(that non-critical components must make large edge contri-
butions) is carefully designed to eliminate this problem. It
allows us to prove the following lemma, which characterizes
how non-critical components behave in water-mark-
maximizing antichains A that contain multiple edges.6
Lemma 5.3. Consider a multi-spawn combination C with
components a0,b1,a1,...,ak. Consider i∈{1,...,k}, and sup-
pose A is a stripped robust antichain in C that (1) contains
multiple edges; (2) contains at least one edge in ai,bi+1,...,ak;
and (3) achieves the maximum water mark over all stripped
robust antichains in C that contain multiple edges.
Let t(bi)=
∑
e∈bit(e), and let m(bi) denote the water
mark of the best stripped robust antichain in bi. (Note that
m(bi) considers only the subgraph bi.)
• If t(bi)>0 and m(bi)≤t(bi)+M2p , then bi is a companion
component of A.
6In fact, the same lemma would be true if we removed the
restriction that A contain multiple edges. The restriction is necessary
for our applications of the lemma, however.
• If t(bi)≤0 and m(bi)≤ M2p , then bi is not a companion
component of A and does not contribute any edges to A.
• If m(bi)>max(0,t(bi))+ M2p , then A restricted to bi is
a stripped robust antichain with water mark m(bi).
Proof. Any edges that bi contributes to A must form a
stripped robust antichain in bi. The water mark s of that
antichain within bi can be at most m(bi). It follows that
L•A(bi)≤m(bi)−max(0,t(bi)),
since the removal of the edges in bi from A will have
the effect of (a) reducing the water mark by s and (b)
introducing bi as a companion component to A if t(bi)>0.
Since m(bi)−max(0,t(bi))≤ M2p in the first two cases
of the lemma, bi cannot contribute any edges to A in these
cases. This ensures that in the first case bi will be a compan-
ion component of A, and in the second case bi will neither
be a companion component nor contribute any edges.
The third case of the lemma is somewhat more subtle.
Suppose that m(bi)>max(0,t(bi))+
M
2p . We wish to show
that A restricted to bi is a stripped robust antichain with
water mark m(bi). If A contains at least one edge in bi, then
since A has maximum water mark over multi-edge stripped
robust antichains in C, it must be that A restricted to bi
is stripped robust and has water mark m(bi), as desired.
Suppose, on the other hand that A contains no edges
in bi. We will show that A does not achieve the maximum
water mark over all stripped robust antichains in C that
contain multiple edges. Define A′ to be A with the addition
of edges in bi so that A
′ restricted to bi is stripped robust
and has water mark m(bi). Since m(bi)≥max(0,t(bi))+M2p ,
the water mark of A′ must be more than M2p greater than
that of A.
Since A has maximum water mark, and A′ has a
larger water mark, A′ must no longer be stripped robust.
Notice, however, that the local contribution of bi in A
′
is greater than M2p , and the local contributions of the
other non-critical components of C in A′ are the same
as in A. Thus the only way that A′ can no longer be
stripped robust is if there is a single edge xj ∈ A′ with
local contribution at most M2p to W(A
′). Note that xj 6∈bi,
and thus in order so that xj’s local contribution to W(A)
can differ from its local contribution to W(A′), xj must
be the only edge from A that is contained in any of the
components ai,bi+1,...,ak. Define A
′′ to be A′ with the
edge xj removed. Note that A
′′ has at least as many edges
as did A initially, and is thus still a multi-edge antichain.
Since the local contribution L•A′(xj) of xj to A
′ was
at most M2p , the water mark of A
′′ still exceeds that of A.
We claim, however, that A′′ is a stripped robust antichain,
contradicting that fact that A has maximum water mark
out of all multi-edge stripped robust antichains. If bi
contains multiple edges in A′′, then the fact that those
edges form a stripped robust antichain when restricted to
bi, and that the other noncritical components and edges
in A′′ have the same local contributions to A′′ as they did
to A, ensure that A′′ is a stripped robust antichain. If, on
the other hand, bi contains a single edge in A
′′, then the
removal of that edge would reduce W(A′′) by at least as
much as would have the removal of the edge xj from the
original antichain A (since both removals result in the same
antichain). Thus L•A′′(xi) ≥ L•A(xj) > M2p , ensuring that
A′′ is a stripped robust antichain. Since A′′ has a larger
water mark than does A, we have reached a contradiction,
completing the proof of the third case of the lemma.
Our algorithm for computing H•∞(G) recursively com-
putes three quantities for each component C of the graph.
• The total allocation and freeing work done in C,
MemTotal=
∑
e∈C
t(e).
• The memory high-water mark with one processor,
MaxSingle=H1(C).
• The infinite-processor high-water mark restricted to
stripped robust antichains containing more than one
edge:
MultiRobust= max
A∈S, |A|>1
W(A),
where S is the set of stripped robust antichains in
C. If C contains no such multi-edge antichains, then
MultiRobust=null, which is treated as −∞.
The special handling in the recursion of antichains with
only one edge (i.e., by MaxSingle) is necessary because
the local contribution of that edge x is not yet completely
determined until at least one other edge is added to the
antichain. On the other hand, once a stripped robust
antichain contains multiple edges, the local contribution
of each edge is now fixed, even if we combine this antichain
with other antichains as we recursively construct the graph.
This allows for all multi-edge stripped robust antichains
to be grouped together in the variable MultiRobust.
As a base case, for a component C consisting of a single
edge e, we initialize the variables as follows: MemTotal=
t(e), MaxSingle=m(e), and MultiRobust=null.
When we combine two components C1 and C2 in
series to build a new component C, we have,
C.MemTotal=C1.MemTotal+C2.MemTotal,
C.MaxSingle=
max(C1.MaxSingle,C1.MemTotalC1+C2.MaxSingle),
C.MultiRobust=
max(C1.MultiRobust,C1.MemTotal+C2.MultiRobust).
In the computations of C. MaxSingle and
C. MultiRobust we implicitly use the fact that every
antichain in C must either be in C1 or in C2. Moreover,
the antichains in C2 have water mark C1.MemTotal greater
in C than they did in C2.
Note that the computation ofC.MultiRobust would not
be correct if MultiRobust were also considering single-edge
antichains. In particular, the local contribution of an edge
in a single-edge antichain A in C2 will differ from the local
contribution of the same edge in the same antichain in C1∪
C2, allowing it to possibly form a stripped robust antichain
in one but not the other. Because MultiRobust considers
only multi-edge antichains, however, this is not a problem.
The recursion for combining components in a multi-
spawn combination is more sophisticated. Consider a
multi-spawn combination C as in Figure 2 with components
C1 =a0,C2 = b1,C3 =a1,...,C2k+1 =ak. As our algorithm
receives information on each of C1,C2,C3,..., it must gradu-
ally construct the best multi-edge stripped robust antichain
in the multi-spawn component. Lemma 5.3 ensures that
this is possible, because the role that each bi plays in such
an antichain depends only on whether any additional edges
will be included from later components ai,bi+1,..., and not
on the specific properties of the components.
Nonetheless, the bookkeeping for the recursion is made
subtle by the handling of suspended components and other
casework. We defer the full recursion to Appendix C.
6 Empirical evaluation
This section discusses the implementation and evaluation of
Cilkmem on a suite of benchmark programs as well as on a
large image processing pipeline performing image alignment.
6.1 Implementation We implemented Cilkmem as a
CSI tool [35] written in C++ for the Tapir compiler [37].
The following discussion describes how these facilities are
used to implement Cilkmem’s algorithms for MHWM
analysis.
The Cilkmem CSI tool tracks the evolution of
a program’s series-parallel DAG by inserting shadow
computation before and after the instructions used by
the Tapir compiler to represent fork-join parallelism. The
language constructs used by the program-under-test to
represent fork-join parallelism (e.g., Cilk’s cilk_spawn and
cilk_sync keywords) are lowered to Tapir’s detach and
sync instructions during compilation. The CSI framework
provides instrumentation hooks that enable a tool to insert
shadow computation before and after instructions in the
compiler’s intermediate representation of the program.
Memory allocations and frees are tracked by Cilkmem
Texact/T1
Benchmark Input size p=32 p=64 p=128 p=256 p=512 p=1024 p=2048 p=4096 Tapprox/T1
strassen 4096 x 4096 matrix 1.00 1.00 1.00 0.98 1.02 0.98 0.98 1.00 0.99
nBody 1,000,000 points 1.00 1.00 1.00 0.99 0.99 0.99 1.00 1.00 1.00
lu 4096 x 4096 matrix 1.01 1.02 1.03 1.02 1.06 1.61 3.02 5.77 1.01
remDups 100,000,000 integers 1.03 1.03 1.03 1.01 1.02 1.04 1.58 3.05 1.02
dict 100,000,000 integers 1.11 1.10 1.12 1.11 1.10 1.12 1.66 3.17 1.10
ray small 1.11 1.11 1.11 1.09 1.11 1.21 1.38 2.74 1.10
delaunay 5,000,000 points 1.16 1.16 1.17 1.13 1.13 1.15 1.16 1.19 1.16
nqueens 13 x 13 board 1.44 1.46 1.54 1.66 4.67 7.80 14.82 28.53 1.23
qsort 50,000,000 elements 3.63 3.73 4.07 5.18 12.75 28.60 53.89 103.63 2.61
cholesky 2000 x 2000 matrix 6.62 6.86 7.51 10.08 34.68 59.23 113.79 219.18 4.68
Table 1: Application benchmarks from the Cilkbench suite showing the overhead of Cilkmem over a single-threaded
execution. The overhead is computed as the geometric-mean ratio of at least 5 runs with Cilkmem enabled and at
least 5 runs of the un-instrumented program for each benchmark in the table.
using process-wide hooks that intercept calls to the
major allocation facilities provided by glibc via library
interpositioning [9, Ch. 7.13]. These allocation facilities
include malloc, aligned_alloc, realloc and free.
While Cilkmem could use CSI’s instrumentation hooks
to track memory allocations, the use of interpositioning
allows Cilkmem to capture calls to allocation functions
performed in shared dynamic libraries that may not have
been compiled with instrumentation enabled. Furthermore,
interpositioning makes it possible for Cilkmem to track the
requested sizes of allocations without the maintenance of an
additional auxillary data structure by prepending to each al-
location a small payload containing the size of the allocated
block of memory. This payload is retrieved at deallocation
time to determine how much memory has been freed. As an
alternative to the payload-based technique, Cilkmem can
also be instructed to retrieve the size of allocations using
the Linux-specific function malloc_usable_size. The
difference between the two methods comes down to whether
the allocation size seen by Cilkmem is the requested size or
the usable size determined by the memory allocator, which
is allowed to reserve more memory than requested by the
user. Special care is taken to ensure that the memory activ-
ity of Cilkmem’s instrumentation is properly distinguished
from activity originating from the program-under-test.
Cilkmem separates its instrumentation and analysis
logic into two separate threads that communicate in a
producer–consumer pattern. The producer thread executes
the program-under-test and generates records that keep
track of the allocation or deallocation of memory as well as
the evolution of the series-parallel structure of the program
execution. These records are sent to the consumer thread
which executes either the exact or approximate MHWM
algorithm in a manner that is fidelitous with the descriptions
of the online MHWM algorithms in Section 4 and Section 5.
In order to maintain the theoretical space-bounds of the
online MHWM algorithms, the Cilkmem tool’s producer
thread blocks in the rare case there is a backlog of
unconsumed records. Although it would be possible to
implement the online MHWM algorithms without the use
of this producer–consumer pattern, such an approach can
result in increased instrumentation overhead due to, among
other things, an increase in instruction cache misses.
In addition to computing the memory high-water mark,
Cilkmem supports a verbose mode which provides the user
with actionable information for identifying the root cause of
the memory high-water mark. In verbose mode, Cilkmem
constructs the full computation DAG, annotates each edge
(strand) with information about how much memory is
allocated within that strand, and outputs the resulting
graph in a graphical format. Furthermore, Cilkmem
identifies the lines of code responsible for allocations that
contribute to the memory high-water mark for a given p,
and reports them to the user along with how many bytes
each line is responsible for.
Figure 3 shows the output genenerated by Cilkmem’s
verbose mode when run on the strassen benchmark from
the Cilkbench suite with a 4096 × 4096 matrix as the
input. The program’s memory high-water mark increases
by about 122MB for each additional processor, and
Cilkmem identifies line 517 of source file strassen.c as
the responsible for such increase. Cilkmem also reveals
that the allocations performed by two other lines of code
do not increase in size as p increases.
6.2 Benchmarks We tested the runtime overhead of
Cilkmem on ten Cilk programs from the Cilkbench suite7.
The Cilkbench suite contains a variety of programs that
implement different kind of algorithms such as Cholesky
7The Cilkbench suite is at https://github.com/neboat/
cilkbench
Memory high-water mark for p = 1 : 894727307 bytes
Source map for p = 1:
[strassen.c:517]: 492013632 bytes
[strassen.c:776]: 402653184 bytes
[strassen.c:459]: 60491 bytes
Memory high-water mark for p = 2 : 1017641835 bytes
Source map for p = 2:
[strassen.c:517]: 614928160 bytes
[strassen.c:776]: 402653184 bytes
[strassen.c:459]: 60491 bytes
Memory high-water mark for p = 3 : 1140556363 bytes
Source map for p = 3:
[strassen.c:517]: 737842688 bytes
[strassen.c:776]: 402653184 bytes
[strassen.c:459]: 60491 bytes
Figure 3: An example of Cilkmem’s verbose-mode output
for the strassen benchmark. This excerpt shows the
reported high-water mark in bytes for p from 1 to 3 and
which lines of code contribute to it.
Differential MHWM for p = 3 -> p = 4
[sift.cpp:355]: 63.79 MB
[sift.cpp:259]: 21.26 MB
[sift.cpp:319]: 7.08 MB
[tile.cpp:2039]: 5.31 MB
[sift.cpp:327]: 226.76 MB
Figure 4: Differential MHWM report on image alignment
application. Illustrates the output of Cilkmem’s differential
MHWM report showing the relative increase in the MHWM
when increasing the number of processors from p=3 to p=4.
decomposition, matrix multiplication, integer sorting, and
Delaunay triangulation.
Table 1 shows the geometric-mean overhead as the ratio
between an execution of the benchmark program through
Cilkmem and a serial execution of the uninstrumented
program (T1). The performance of Cilkmem was tested for
both the exact algorithm and for the approximate-threshold
algorithm. When the exact algorithm was used, Cilkmem
was run with p set to all powers of 2 from 32 to 4096
inclusive and its runtime is reported in the table as Texact.
The approximate-threshold algorithms’s runtime (Tapprox)
is independent of p.
As can be evinced from the results, Cilkmem’s
overheads are generally low and typically result in less than
a 20% overhead relative to an uninstrumented execution.
Cilkmem’s overheads are especially low for benchmarks
that do not exhibit substantial fine-grained parallelism.
For programs that do (e.g., qsort or cholesky), however,
the exact MHWM algorithm can incur a significant
performance degradation for large values of p. In these
cases, the approximate-threshold algorithm is substantially
faster than the exact algorithm.
6.3 Optimizations The Cilkmem tool implements
two critical optimizations to achieve low instrumentation
overheads.
Many Cilk programs do not exhibit memory activity in
every strand. The MHWM algorithms were optimized to
avoid performing unecessary work whenever a component
is guaranteed not to contribute to the water mark. This
often allows Cilkmem to quickly skip over large sections
of the series-parallel structure.
As outlined in section 6.1, Cilkmem utilizes two
threads which act as a producer and as a consumer.
Since the data produced (allocated) by the first thread
is consumed (freed) by the second in FIFO order, the
memory management of Cilkmem’s internal data structures
can be greatly simplified to avoid a large number of small
allocations and deallocations. Memory is managed in a
memory pool that takes advantage of the FIFO nature of
the producer-consumer relation.
6.4 Case Study: Multicore Image Processing
Pipeline We conducted a case study on an existing image
processing pipeline [20] that performs alignment and recon-
struction of high-resolution images produced via electron
microscopy8. The alignment code processes thousands of
8.5 MB image tiles in order to stitch them together to
form a 2D mosaic. The pipeline was designed to carefully
manage memory resources so as to be able to 2D align very
large mosaics on a single multicore. The memory usage of
the application scaled predictably as a function of the size
of the mosaic, but there was an unexplained increase in the
memory usage when adding additional processors. Given
the size of the individual images being aligned, a natural
expectation would be for the MHWM to increase by
approximately 8.5 MB per processor. Empirically, however,
the application’s 18-core execution used several gigabytes
more memory than the 1-core execution, and the precise
amount of extra memory used varied from run-to-run.
We used Cilkmem to analyze the pipeline’s p-processor
MHWM. Cilkmem revealed that the MHWM increased
by approximately 350 MB per processor. To identify the
source of this per-processor memory requirement, we used
Cilkmem to generate a differential MHWM report9 that
attributes an increase in the MHWM between p and p+1
processors to particular source-code locations.
Figure 4 shows the differential MHWM report gener-
ated by Cilkmem for the alignment code, which reveals
that lines 259, 327, and 355 of sift.cpp are responsible
for increasing the MHWM of the application by a total
of approximately 311 MB per processor. These lines per-
8For the purposes of this study, we ran the pipeline of [20] on
full-resolution images without using FSJ.
9Cilkmem generates differential MHWM reports via a lightweight
script that parses Cilkmem’s verbose-mode output.
form allocations to store a difference-of-gaussian pyramid
of images as a part of the scale-invariant feature transform
employed by the alignment code. This procedure doubles
the resolution of the images (to allow for subpixel localiza-
tion of features), performs 6 GaussianBlurs on the images,
downsamples the blurred image by a factor of 2 in each
dimension, and repeats until the image size falls below a
threshold. This routine is called on overlapping regions of
image tiles. Although these overlapping regions are typically
small, the largest 1% are as large as 2 MB in size. Whereas
the original input images represent each pixel with a single
byte, this procedure generates intermediate results that use
4-byte floating-point values for each pixel. A back-of-the-
envelope calculation revealed that this procedure can require
200–400MB of space for tile pairs with large overlapping
regions, which conforms with Cilkmem’s analysis.
This study illustrates a case in which Cilkmem allowed
application developers to make precise their memory-use
projections for their pipeline, and illuminated a source of
memory blow-up when running the pipeline on very-large
multicores. Cilkmem’s low instrumentation overhead made
it practical to perform frequent and iterative tests on
multiple versions of the pipeline. In fact, both the exact
and approximate Cilkmem MHWM algorithms had less
than 5% overhead on the alignment application for p=128.
These low overheads, coupled with the illuminating insights
provided by Cilkmem, led to the incorporation of Cilkmem
into the regression testing process for the alignment pipeline.
7 Related Work
This section overviews related work in analysis of parallel
programs, focusing on analysis of memory consumption
and parallel-program analyses that do not depend on the
particulars of the task-parallel program’s scheduling.
Related theoretical work. From a theoretical per-
spective, the memory high-water mark problem (MHWM)
is closely related to the poset chain optimization
problem (PCOP) [10, 24, 39, 40]. In an instance of
PCOP, one is given a parameter p and an arbitrary
DAG G = (V,E) in which each edge has been assigned
a non-negative weight, and one wishes to determine the
weight of the heaviest antichain containing p or fewer
edges (where the weight of each antichain is the sum of
the weights of its edges). Shum and Trotter [40] showed
that PCOP can be solved in (substantial) polynomial
time in the size of G using a linear-programming based
algorithm; for the special case of p = ∞, an algorithm
based on maximum-flows is also known [10,24,39].
The relationship between PCOP and MHWM was
previously made explicit by Marchal et al. [24], who applied
algorithms for PCOP in order to design polynomial-time
algorithms for computing the memory high-water mark of
parallel algorithms. Because none of the known algorithms
for PCOP run in (even close) to linear time, however,
the memory high-water mark algorithms of [24] are too
inefficient to be used in practice. Additionally, in order
to apply PCOP algorithms to the computation of memory
high-water marks, [24] were forced to make a number of
simplifying assumptions about the parallel programs being
analyzed, and their algorithms require that the parallel
programs be in what they call the simple-data-flow model.
The difficulty of solving PCOP efficiently on arbitrary
DAGs motivates the focus in this paper on the important
special case in which the DAG G is series-parallel.
Moreover, by modeling memory with arbitrary allocations
and frees (rather than using the simple-data-flow model)
we ensure that our algorithms have theoretical guarantees
when applied to analyzing arbitrary task-parallel programs.
In addition to considering the high-water mark prob-
lem, Marchal et al. [24] considered the problem of adding
new dependencies to a parallel program’s DAG in order to
reduce the high-water mark. They prove that this problem
is NP-complete, and empirically evaluate several heuristics.
These techniques would be difficult to apply to most real-
world parallel programs, however, since they require the
offline analysis of the parallel program’s computation DAG.
Related tools. In practice, many tools exist to mea-
sure and report on the maximum memory consumption
of a running program. For example, the Linux kernel
tracks memory-usage information for every running process
and publishes that information through the proc pseudo-
filesystem [31], including the virtual memory and resident
set size (RSS), which is the portion of the process’s memory
stored in main memory and, therefore, is upper-bounded
by the memory high-water mark. Performance-analysis
toolkits including Intel VTune Amplifier [19], the Sun Per-
formance Analyzer [30], the Massif tool [43] in the Valgrind
tool suite [27], and Linux’s memusage tool [38] measure the
memory consumption of an execution of a specified program
and reports its peak stack- and heap-memory consumption.
Like Cilkmem, these tools use intercept system calls to
dynamic memory-allocation functions, such as malloc and
free. Unlike Cilkmem, however, all of these memory-
analysis tools gather information that is specific to how the
program was scheduled for a particular run. These analyses
do not analyze the worst-case memory consumption of any
parallel execution of the program on a given processor count.
Several other dynamic-analysis tools for task-parallel
programs have been developed whose analyses do not de-
pend on the scheduling of the program. Tools such as
Cilkview [17] and Cilkprof [36] analyze the execution of a
Cilk program and report on the program’s parallel scala-
bility, which reflects how much speedup the program might
achieve using different numbers of parallel processors. Sev-
eral other tools analyze parallel memory accesses in a task-
parallel program that might exhibit nondeterministic behav-
ior between runs of the program [5,13,15,32,33,41]. Like
Cilkmem, the analyses performed by these tools do not de-
pend on how the program was scheduled for a particular run,
and instead provide insight into the behavior or performance
of all parallel executions of the program. Unlike Cilkmem,
however, these tools do not analyze memory consumption.
8 Conclusion
This paper introduces Cilkmem, a tool that analyzes the
p-processor memory high-water mark of fork-join programs.
Cilkmem is built on top of novel algorithms which provide
Cilkmem with both accuracy and running-time guarantees.
We conclude with several directions of future work.
Although Cilkmem analyzes the behavior of parallel
programs, currently Cilkmem is forced to run these pro-
grams in serial while performing the analysis. Extending
Cilkmem to run in parallel is an important direction of
future work.
Theoretically, all of our algorithms could be imple-
mented in parallel at the cost of requiring additional
memory. In particular, both online algorithms adapt
to this setting using total space O(p ·T∞) for the exact
algorithm and O(T∞) for the approximate-threshold
algorithm, where T∞ is the span of the parallel program
being analyzed. This can be significant, especially for
parallel programs with large multi-spawn combinations.
Furthermore, there are technical challenges in parallelizing
Cilkmem. The current instrumentation approach is not
easily amenable to parallelization since thread scheduling
is hidden by the Cilk runtime system. Finally, capturing
memory allocations in a multi-threaded program is made
more difficult by the fact that each allocation needs to be
properly attributed to the correct thread and strand.
A theoretically interesting direction of work would be
to extend our work on approximation algorithms to consider
the memory-high water mark on parallel programs with
arbitrary DAGs. Whereas computing the exact memory-
high water mark of an arbitrary DAG is known to be difficult
to do with low overhead, much less theoretical work has been
done on the approximation version of the same question.
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A Online Exact Computation of Hp(G)
This section describes ExactOn, an online algorithm to
compute the exact memory high-water mark for processor
counts 1,...,p. ExactOn adapts the O(|E|·p)-time exact
algorithm, ExactOff, from Section 3 to space-efficiently
handle multi-spawn combinations.
Formally, ExactOn recursively computes three quan-
tities for each component C: (1) the (p+1)-element array
RC; (2) the total memory allocated t(C) over the edges in
C; and (3) the value of s(C). Since s(C) can be recovered
in time O(p) from RC, the final of these quantities can be
computed non-recursively for each component.
Now consider a multi-spawn combination
C = (a0,b1,a1,...,bk,ak), and let x1,x2,...,x2k+1 be a con-
secutive labeling of a0,b1,a2,...,bk (i.e., x1 =a0,x2 = b1,...).
During a multi-spawn combination, we are given the values
of Rxi,t(xi),s(xi) for each i=1,...,2k+1, one after another,
and we wish to compute RC and t(C) (after which we can
obtain s(C) from RC in time O(p)).
The quantity t(C) is easy to recursively compute,
since t(C) =
∑
it(xi). What’s more difficult is to obtain
the array RC. To do this, as we receive Rxl,t(xl),s(xl) for
each l, we maintain three intermediate variables.
In order to define our intermediate variables, we must
first introduce the notions of suspended-end and ignored-end
water marks of antichains in a multi-spawn component C. If
an antichain A in C contains only edges in b1,...,bk, and bt is
the largest t such that bt contains an edge in A, then we say
A has a suspended end if the components at+1,bt+2,...,ak
form a companion component of A (which occurs if the
sum of their edge costs is net positive). We cannot know
whether A will have a suspended end until we have seen
all of at+1,bt+2,...,ak (i.e., until we have completed the
entire multi-spawn component). Thus, for each antichain
A in C that contains only edges in b1,...,bk, we maintain
both a “suspended-end” version of its water mark and a
“ignored-end” version of its water mark. The suspended-
end water mark of A is W(A) if A has a suspended end,
and is W(A)+
∑
e∈at+1,bt+2,...,ak t(e) if A does not have a
suspended end (i.e., it is the water mark A would have if it
had a suspended end). Similarly, the ignored-end water
mark ofA isW(A) ifA does not have a suspended end, and
is W(A)−∑e∈at+1,bt+2,...,akt(e) if A does have a suspended
end. Additionally, for any antichain A that contains an
edge in some at, we define the ignored-end water mark
of A to be the water mark of A; thus the ignored-end water
mark is defined for all antichains in A of C.
As we receive Rxl,t(xl),s(xl) for each l, we maintain
three intermediate variables, each of which is an O(p)-
element array indexed either by i = 0,...,p or i = 1,...,p.
Two of the three arrays, SuspendEndl and IgnoreEndl are
devoted to keeping track of the largest suspended-end and
ignored-end costs of antichains seen so far. The third array,
Partiall, keeps track of the costs of “partially complete”
antichains, assuming that additional edges will be added
to these antichains from later xl’s.
Define l1 to be the index of the largest-indexed ai
before or at xl, and l2 to be the index of the largest-indexed
bi before or at xl. After receiving Rxl, t(xl), s(xl), the
l-th entry of each of our three intermediate variables are
updated to be defined as follows:
• SuspendEndl[i] for i = 1, ... ,p: This is the maximum
suspended-end cost of any antichain A in x1 ∪ ··· ∪xl
such that (1) A contains exactly i edges; (2) all of
A’s edges are in b1,...,bl2. Note that here x1 ∪ ··· ∪xl
is treated as a multi-spawn component and the costs
of the antichains are considered just within the graph
containing x1, ... , xl (which matters because we are
considering the suspended-end cost of the antichain).
• IgnoreEndl[i] for i = 1, ... , p: This is the maximum
ignored-end cost of any antichain A in x1∪···∪xl that
contains exactly i edges. If no such A exists, this is null,
and is treated as −∞.
• Partiall[i] for i= 0,...,p: Consider antichains A1,...,Al2
in b1,...,bl2, respectively, such that the total number of
edges in the antichains is i. Then Partiall[i] is the sum of
two quantities: (1) the sum of the edge-totals in the ai’s
seen so far, given by
∑l1
i=0t(ai); and (2) the maximum
possible value of the sum
∑l2
j=1W(Ai), where the water
mark of each Ai is considered within only the graph bi,
and the water mark of an antichain Ai containing no
edges is set to max(0,t(bi)). (If no such A1,...,Al2 exist
then Partiall[i]=null.)
One can express Partiall[i] as
(A.1) Partiall[i]=
l1∑
i=0
t(ai)+ max
t1+t2+···+tl2=i
l2∑
j=1
Rbj [tj].
We now describe how to compute the intermediate
variables recursively within a multi-spawn combination.
In particular, given the intermediate variables for l− 1,
and given Rxl and t(xl), we show how to recover the
intermediate variables for l.
When l=0, before starting the computation, we initial-
ize each entry of each of the intermediate variables to null;
the exception to this is Partial0[0] which we initialize to zero.
Upon receiving a given xl for an odd l (meaning
xl=al1), we can compute the new intermediate variables
as follows:
• SuspendEndl[i] for i = 1, ... , p: This equals
SuspendEndl−1[i]+t(xl).
• IgnoreEndl[i] for i=1,...,p: This equals
max
(
IgnoreEndl−1[i],
i
max
j=1
Partiall−1[i−j]+Rxl[j]
)
.
In particular, the right side of the maximum considers
as an option for IgnoreEndl[i] the possibility that our
antichain A has some non-zero number j of edges in al1,
and then i−j edges spread across b1,...,bl2.
• Partiall[i] for i=0,...,p: This is Partiall−1[i]+t(xl).
Upon receiving a given xl for an even l (meaning
xl=bl2), we can compute the new intermediate variables
as follows:
• SuspendEndl[i] for i=1,...,p: This equals
max
(
SuspendEndl−1[i]+t(bl2),
i
max
j=1
Partiall−1[i−j]+Rxl[j]
)
.
In particular, the right side of the maximum considers
as an option for SuspendEndl[i] the possibility that our
antichain A has some non-zero number j of edges in bl2,
and then i−j edges spread across b1,...,bl2−1. Note that
the suspended-end cost and ignored-end cost of such an
antichain in x1∪···∪xl will be equal (since there is no
end to be suspended); consequently, we will use a similar
maximum to compute the new value of IgnoreEndl[i].
• IgnoreEndl[i] for i=1,...,p: This equals
max
(
IgnoreEndl−1[i],
i
max
j=1
Partiall−1[i−j]+Rxl[j]
)
.
As before, the right side of the maximum considers
as an option for IgnoreEndl[i] the possibility that our
antichain A has some non-zero number j of edges in bl2,
and then i−j edges spread across b1,...,bl2−1.
• Partiall[i] for i=0,...,p: This equals
max
(
Partiall−1[i]+Rxl[0],
i
max
j=1
Partiall−1[i−j]+Rxl[j]
)
,
where the right side of the maximum is null for i=0.
Once again, the right side of the maximum considers
as an option for IgnoreEndl[i] the possibility that our
antichain A has some non-zero number j of edges in bl2,
and then i−j edges spread across b1,...,bl2−1. The left
side, on the other hand, represents the case where no
antichain edges appear in bl2.
Using the recursions above, we can compute the
intermediate values for each l in time O(p2). We can then
compute RC for the full multi-spawn combination C using
the identity
RC[i]=max(SuspendEnd2k+1[i],IgnoreEnd2k+1[i]),
for i>0 and RC[0]=max(0,t(C)).
For a series-parallel graph G, we now have a online
(space-efficient) algorithm for computing RG in time O(|E|·
p2). Using a similar optimization as in the previous section,
we can improve this running time to O(|E|·p). In particular,
for each Partiall, we keep track of the largest index contain-
ing a non-null entry; when computing each of the maximums
in our updates, we can then ignore any terms involving a
null entry of either Partiall−1 or of Rxl. This ensures that
computing the intermediate variables for a given value of
l takes time at most O(p+s1s2), where s1 is the maximum
size ≤p of any antichain in b1∪···∪bb(l−1)/2c and s2 is s(xl).
In particular, this means that the time for each l is,
(A.2) O
p+min
b(l−1)/2c∑
j=1
s(bj),p
·s(xl)
.
We define ExactOn to be the online algorithm for
computing RG and t(G) for a graph G, using the same
recursion as ExactOff when combining components in
series, and using the recursion described above within each
multi-spawn combination. Using an amortized analysis we
will prove that the algorithm has running time O(|E|·p).
Theorem A.1. For a graph G = (V, E) recursively
constructed with series and multi-spawn combinations,
ExactOn recursively computes RG in time O(|E|·p) and
using space O(p) for each combination.
The fact that the product in (A.2) involves a summa-
tion
∑b(l−1)/2c
j=1 s(bj) means that the simple credit-charging
argument used to prove Theorem 3.1 no longer suffices
for proving Theorem A.1. Nonetheless, by splitting the
problem into two separate amortization arguments we are
able to complete the analysis. This is done in Lemma A.1.
Lemma A.1. Consider a series-parallel graph G= (V,E)
recursively built from series and multi-spawn parallel
combinations. Denote each multi-spawn combination by
its tuple (x1,x2,x3,x3,...,xt), where the odd-indexed xi’s
represent the ai components and the even-indexed xi’s
represent the bi components. Then
(A.3) ∑
(x1,...,xt)∈M
t−1∑
i=1
min
bi/2c∑
j=1
s(x2j),p
·s(xi)≤O(|E|·p),
where the setM contains all multi-spawn combinations in
the recursive construction of G.
Proof. We think of each multi-spawn combination (x1,...,xt)
as consisting of t − 1 sub-combinations, in which after
i sub-combinations we have combined x1, ... ,xi+1. One
should think of the cost of the (i−1)-th sub-combination is
min
bi/2c∑
j=1
s(x2j),p
·s(xi).
We say the sub-combination is heavy if s(xi) = p and is
light if s(xi)<p.
The light sub-combinations can be handled using a
similar argument as for the non-fully-formed case in Lemma
3.1. At the beginning of the recursive construction of
G, assign to each edge 2p − 1 credits. For each light
sub-combination, combining some x1,...,xi−1 with some
xi, we deduct min
(∑bi/2c
j=1 s(x2j),p
)
credits from each
edge in xi. Since the number of edges in xi is at least
s(xi), the sub-combination deducts a total of at least
min
(∑bi/2c
j=1 s(x2j),p
)
·s(xi) credits. In order to bound the
contribution of light sub-combinations to (A.3), it suffices
to prove that each edge e∈E has a total of at most 2p−1
credits deducted from it. This follows by the exact same
invariant-based argument as used in the proof of Lemma 3.1.
In order to analyze the contribution of the heavy sub-
combinations to (A.3), we introduce a second amortization
argument. Again we assign credits to edges, this time
giving p credits to each edge e. As we recursively construct
G through series and multi-spawn combinations, we assign
to each component C a set of up to p representative
edges, which includes all of C’s edges when C contains p
or fewer edges, and p edges otherwise. When a component
C is constructed by combining two components C1 and
C2 in series, C’s representative edges are the union of
C1’s and C2’s (truncated to at most p edges). When a
component C is constructed by a multi-spawn combination
(x1,...,xt) such that at least one of the xi’s contains p or
more edges, C’s representative edges are inherited from the
first such xi; if none of the xi’s contain p or more edges,
C’s representative edges are the union of the representative
edges for each of xi’s (truncated to at most p edges).
Now consider a heavy sub-combination between
sub-components x1,...,xi−1 and xi (recall that since the
subcombination is heavy, we have that s(xi)=p). If each
of x1,...,xi−1 contains fewer than p edges, then we deduct p
credits from each representative edge in each of x1,...,xi−1.
(Note that this is actually all of the edges in x1,...,xi−1.)
If at least one of x1,...,xi−1 contains p or more edges, then
we deduct p credits from each representative edge of xi. In
both cases, we deduct at least min
(∑bi/2c
j=1 s(x2j),p
)
·s(xi)
credits in total, corresponding with the work done during
the sub-combination.
The deductions of credits are designed so that two
important properties hold: (1) whenever an edge e has
credits deducted during a multi-spawn combination, the
edge e will no longer be a representative edge in the new
component C constructed by the multi-spawn combination;
and (2) within a multi-spawn combination each edge e will
have credits deducted from it at most once. Combined,
these properties ensure that each edge has credits deducted
at most once during the full construction of G. This, in
turn, ensures that the total number of credits deducted by
the algorithm is at most |E|·p, and that the contribution
of heavy sub-combinations to (A.3) is also at most |E|·p.
B An Offline Approximate-Threshold Algorithm
In this section we present our algorithm for the approximate
threshold problem in the simpler offline setting, in which
rather than supporting multi-spawn combinations, our
recursive algorithm needs only support series and parallel
combinations.
Our offline algorithm for the approximate threshold
problem, which we call ApproxOff, will compute the high-
water mark h over a special class of antichains that satisfy
a certain property that we call robustness. (This is similar
to the notion of stripped robustness from Section 5, except
without any requirements about non-critical components;
there are also several other minor differences designed to
yield the simplest possible final algorithm.) The return
value of the algorithm will then be determined by whether
the computed value h is greater than M/2. In this section,
we define what it means for an antichain to be robust and
prove the correctness of our algorithm. Then, in Section
B.1, we describe a recursive procedure for computing the
quantity h needed by the algorithm in linear time O(|E|).
When considering an antichain A=(x1,...,xq), we parti-
tion the predecessors of the antichain, {e |e<xi for some i},
into two categories. The core predecessors C(A) of the
antichain A is the set of edges that are predecessors to
more than one member of the antichain,
CP(A)={e |e<xi,e<xj for some i 6=j}.
If an edge e is a predecessor of A but not a core predecessor,
then e is a local predecessor of some xi. We denote the
set of local predecessors of xi by
LPA(xi)={e |e<xi and e 6<xj∀j 6=i}.
We define the core companions CC(A) of the
antichain A to be the set of edges e contained in a
parallel component T1 with positive edge sum and whose
partnering parallel component T2 contains multiple edges
from the antichain A. For each xi, we define the local
companions LCA(xi) of xi to be the set of edges e in a
parallel component T1 with positive edge sum and whose
partnering parallel component T2 contains the edge xi but
not any other edge xj∈A.
The core water mark C(A) is the sum of the
edge totals over all edges in the core predecessors and
companions of A,
C(A)=
∑
e∈CP(A)∪CC(A)
t(e).
Similarly, the local water mark L◦A(xi) of each edge
xi∈A is given by
L◦A(xi)=m(xi)+
∑
e∈LPA(xi)∪LCA(xi)
t(e).
The total water mark of the antichain can be rewritten
as
W(A)=C(A)+
q∑
i=1
L◦A(xi).
The ApproxOff algorithm for the approximate
threshold problem will compute the infinite-processor
high-water mark, except restricted only to antichains
A whose local water marks all exceed M2p . We call an
antichain A= (x1,...,xq) robust if L
◦
A(xi)>
M
2p for each
edge xi. The p-processor robust memory high-water
markH◦p(G) is defined to be
H◦p(G)= max
A∈R, |A|≤p
W(x1,...,xq),
where R is the set of robust antichains in E.
The first step in our algorithm will be to compute the
infinite-processor robust memory high-water mark H◦∞(G).
Then, if H◦∞(G)≤M/2, our algorithm will return 0, and
if H◦∞(G)>M/2, our algorithm will return 1.
Computing H◦∞(G) can be done in linear time O(|E|)
using a recursive algorithm described in Section B.1. The
computation is made significantly easier, in particular, by
the fact that it is permitted to consider the infinite-processor
case rather than restricting to p processors or fewer.
On the other hand, the fact that H◦∞(G) should tell
us anything useful about Hp(G) is non-obvious. In the rest
of this section, we will prove the following theorem, which
implies the correctness of the algorithm:
Theorem B.1.
• If H◦∞(G)≤M/2, then Hp(G)≤M.
• If H◦∞(G)>M/2, then Hp(G)>M/2.
To prove Theorem B.1, we begin by comparing H◦p(G)
and Hp(G):
Lemma B.1.
H◦p(G)≥Hp(G)−
M
2
.
Proof. Consider an antichainA=(x1,...,xq), with q≤p, that
is not robust. One might try to construct a robust antichain
B by removing each xi∈A that satisfies L◦A(xi)≤M2p . The
removal of these xi’s, however, would change the sets of local
predecessors and companions for the remaining xj’s, making
it so that the new antichain B may still not be robust.
One can instead obtain a robust antichain through a
more iterative approach. Begin with the antichain A1=A
that is not robust. Since A1 is not robust, some xi ∈A
satisfies L◦A(xi)≤M2p . Define A2 to be the same antichain
with xi removed. If the antichain A2 is also not robust, then
pick some edge xj∈A2 such that L◦A2(xj)≤M2p , and define
A3 to be A2 with xj removed. Continue like this until we
reach someAr that is robust. (Note that one legal option for
Ar is the empty antichain, which is considered to be robust.)
For any two consecutive antichains Ai and Ai+1 in
the sequence, that differ by the removal of an edge xj, the
water marks satisfy
(B.4) W(Ai+1)≥W(Ai)−L◦Ai(xj).
(Note that the reason that (B.4) is not true with equality
is simply that the removal of xj may allow for the addition
of a new companion component to the antichain Ai+1,
thereby making W(Ai+1) greater than W(Ai)−L◦Ai(xj).)
Since we only remove edges xj satisfying L
◦
Ai
(xj)≤M2p ,
it follows that
W(Ai+1)≥W(Ai)−M
2p
.
Moreover, in the processes of constructing the robust
antichain Ar, we can remove a total of at most q edges
from the original antichain A=(x1,...,xq). Thus
W(Ar)≥W(A)−q·M
2p
≥W(A)−M
2
.
This, in turn, implies that H◦p(G)≥Hp(G)−M2 , as desired.
The following corollary proves the first part of Theorem
B.1
Corollary B.1. If H◦∞(G)≤M/2, then Hp(G)≤M.
Proof. If H◦∞(G)≤M/2, then H◦p(G)≤M/2, and thus by
Lemma B.1, Hp(G)≤M .
The second half of Theorem B.1 is given by Lemma B.2:
Lemma B.2. If H◦∞(G)>M/2, then Hp(G)>M/2.
Proof. Since H◦∞(G)>M/2, one of the following must be
true:
• There is a robust antichain A = (x1, ... ,xq) with
q≤p such that W(A)>M/2: In this case, we trivially
get that Hp(G)>M/2.
• There is a robust antichain A = (x1, ... ,xq) with
q>p such that W(A)>M/2: This case is somewhat
more subtle, since the large number of edges in the
antichain A could cause W(A) to be much larger than
Hp(G). We will use the robustness of A in order to
prove that the potentially much smaller antichain
B=(x1,...,xp) still has a large water mark W(B)>
M
2 .
Let T denote the set of edges e∈E such that either e≤xi
for some i∈ [p], or e is contained in a companion parallel
component of B. The quantity W(B) can be written as
W(B)=
p∑
i=1
m(xi)+
∑
e∈T
t(e)
=
p∑
i=1
L◦A(xi)+
∑
e∈T ∩(CP(A)∪CC(A))
t(e).
By the robustness of A, each local water mark L◦A(xi)
is greater than M2p . Thus
W(B)>
M
2
+
∑
e∈T ∩(CP(A)∪CC(A))
t(e).
Recall the downset-non-negativity property, which re-
quires that every downset S⊆E (meaning that the prede-
cessors of the edges in S are all in S) satisfy
∑
e∈St(e)≥0.
To see that the T is a downset, observe that it consists of
two parts, the set T1 of predecessors of B, and the set T2
of edges contained in companion parallel components to
B; since the set T1 is a downset, and because the predeces-
sors of edges in T2 are all either in T2 or in T1, the full set
T =T1∪T2 is a downset. Similarly we claim that CP(A)∪
CC(A) is a downset; in particular, CP(A) is a downset by
its definition, and the predecessors of edges in CC(A) are
all either contained in CC(A) or in CP(A). Since we have
shown that T and CP(A)∪CC(A) are downsets, and be-
cause the intersection of two downsets is necessarily also a
downset, it follows that T ∩(CP(A)∪CC(A)) is a downset.
Applying the downset-non-negativity property, we get
that ∑
e∈T ∩(CP(A)∪CC(A))
t(e)≥0,
implying that W(B)>M2 , and completing the proof.
B.1 Computing H◦∞(G) in linear time In this
section, we present a recursive algorithm for computing
the infinite-processor robust high-water mark H◦∞(G) in
linear time O(|E|). This, in turn, can be used within the
ApproxOff algorithm to solve the approximate-threshold
problem in linear time O(|E|). We assume that we are
given the series-parallel DAG G, along with the labels t(e)
and m(e) for each e∈G.
Suppose we recursively build G from series and parallel
combinations. Whenever we create a new component C
(by combining two old ones) we will maintain the following
information on the component:
• The total allocation and freeing work done in C,
MemTotal=
∑
e∈C
t(e).
• The memory high-water mark with one processor,
MaxSingle=H1(C).
• The infinite-processor memory high-water mark restricted
only to robust antichains containing more than one edge:
MultiRobust= max
A∈R, |A|>1
W(A),
where R is the set of robust antichains in G. If
C contains no multi-edge robust antichains, then
MultiRobust=null, and is treated as −∞.
The special handling in the recursion of antichains with
only one edge (i.e., by MaxSingle) is necessary because
the local contribution of that edge x is not yet completely
determined until at least one other edge is added to the
antichain. On the other hand, once a robust antichain
contains multiple edges, the local contribution of each edge
is now fixed, even if we combine this antichain with other
antichains as we recursively construct the graph. This
allows for all multi-edge robust antichains to be grouped
together in the variable MultiRobust.
As a base case, for a component C consisting of a single
edge e, we initialize the variables as follows: MemTotal=
t(e), MaxSingle=m(e), and MultiRobust=null.
When we combine two components C1 and C2 in
series to build a new component C, the three variables can
be updated as follows:
• We update C.MemTotal as
C1.MemTotal+C2.MemTotal.
In particular,
∑
e∈Ct(e)=
∑
e∈C1t(e)+
∑
e∈C2t(e).
• We update C.MaxSingle as
max(C1.MaxSingle,C1.MemTotal+C2.MaxSingle).
In particular, every single-edge antichain in C1 has
the same water mark in C as it did in C1, and every
single-edge antichain in C2 has cost in C an additional
C1.MemTotal greater than it did in C2.
• We update C.MultiRobust as
max(C1.MultiRobust,C1.MemTotal+C2.MultiRobust).
In particular, the set of multi-edge robust antichains
in the new component C is the union of the set of
multi-edge antichains in C1 with the set of multi-edge
antichains in C2. Whereas each of the multi-edge
antichains in C1 have the same water mark in C as they
did in C1, the multi-edge antichains in C2 each have
their water marks increased by C1.MemTotal.
When we combine two components C1 and C2 in
parallel to build a new component C, the three variables
can be updated as follows:
• We update C.MemTotal as
C1.MemTotal+C2.MemTotal.
In particular, just as before,
∑
e∈C t(e) =∑
e∈C1t(e)+
∑
e∈C2t(e).
• We update C.MaxSingle as
max(C1.MaxSingle+max(0,C2.MemTotal),
C2.MaxSingle+max(0,C1.MemTotal)).
In particular, the set of single-edge antichains in C is the
union of the set of single-edge antichains in C1 with the
set of single-edge antichains in C2. Since the water marks
of the antichains are the same in C1 and C2 as they are
in C, except with the addition of max(0,C2.MemTotal)
and max(0, C1. MemTotal) respectively (due to the
possibility of C2 and C1 being suspended companion
parallel components), C.MaxSingle can be updated by
taking a simple maximum of the two options.
• The update of C.MultiRobust is slightly more subtle.
Define C1.MaxSingle and C2.MaxSingle to be the
highest water marks achieved by robust single-edge
antichains in C1 and C2, respectively. That is,
C1.MaxSingle=
{
C1.MaxSingle if C1.MaxSingle>
M
2p
null otherwise,
and
C2.MaxSingle=
{
C2.MaxSingle if C2.MaxSingle>
M
2p
null otherwise.
Define R(C), R(C1), and R(C2) to be the sets of robust
antichains in C, C1, and C2, respectively. Then, because
C is obtained by combining C1 and C2 in parallel,
R(C)={x∪y |x∈R(C1),y∈R(C2)}.
When computing C. MultiRobust, we are interested
exclusively in the antichains A satisfying |A| > 1. If
x=A∩C1 and y=A∩C2, then the requirement that
|A|> 1 translates into the requirement that (at least)
one of the following three requirements holds:
1. |x|= |y|=1: The maximum water mark for robust
antichains a such that |x|= |y|=1 is given by
C1.MaxSingle+C2.MaxSingle.
2. |y| > 1: The maximum water mark for robust
antichains a such that |y|>1 is given by
max(C1.MaxSingle,
C1.MultiRobust,C1.MemTotal,0)
+C2.MultiRobust,
where entries in the maximum correspond with
the cases where |x|> 1; |x|= 1; |x|= 0 and C1 is
included as a suspended companion component;
and |x|=0 and C1 is not included as a suspended
companion component.
3. |x| > 1: The maximum water mark for robust
antichains a such that |x|>1 is given by
max(C2.MaxSingle,
C2.MultiRobust,C2.MemTotal,0)
+C1.MultiRobust,
where entries in the maximum correspond with
the cases where |y|> 1; |y|= 1; |y|= 0 and C2 is
included as a suspended companion component;
and |y|=0 and C2 is not included as a suspended
companion component.
Combining the cases, we can update C.MultiRobust as
max
(
C1.MaxSingle+C2.MaxSingle,
max(C1.MaxSingle,C1.MultiRobust,
C1.MemTotal,0)+C2.MultiRobust,
max(C2.MaxSingle,C2.MultiRobust,
C2.MemTotal,0)+C1.MultiRobust
)
.
Using the recursive construction described above, we
can compute the variables MemTotal, MaxSingle, and
MultiRobust for our graphG in linear timeO(|E|). In order
to then compute H◦∞(G), the infinite-processor high-water
mark considering only robust antichains, we simply compute
H◦∞(G)=max
({ MaxSingle if MaxSingle>M2p
null otherwise
}
,
MultiRobust,0
)
.
C Recursing on Multi-Spawn Components
In this section, we complete the recursion for H•∞(G)
discussed in Section 5.2 by handling the case of multi-spawn
combinations.
Consider a multi-spawn combination C as in Figure
2 with components C1=a0,C2=b1,C3=a1,...,C2k+1=ak.
Throughout the section, we will use the notation
m(bi) and t(bi) introduced in Lemma 5.3. When bi is
the first case of the lemma, we say that bi is a natural
companionand that bi’s natural contribution is t(bi);
when bi is in the second case, we say that bi is naturally
dormantand that bi’s natural contribution is 0; when
bi is in the third case, we say that bi is naturally active
and that bi’s natural contribution is m(bi).
Recall that the execution of the parallel program on
one thread computes the recursive values for each Ci with
i iterating through the range i= 1,...,2k+1. We wish to
use these in order to compute the recursive values for C.
To do this, we maintain a collection of intermediate
values during the execution of the components C1,...,C2k+1.
Before introducing these intermediate values, we define a
few terms.
We call a stripped robust antichain A in C a candi-
date antichain if for each bi in C such that A contains an
edge in one of ai,bi+1,ai+1,..., the three properties stated
in Lemma 5.3 hold. (In particular, bi’s local contribution
L•A(bi) should be precisely bi’s natural contribution.) By
Lemma 5.3, when computing computing C.MultiRobust,
it suffices to consider only multi-edge candidate antichains.
In order to describe the intermediate values that we
maintain during the execution of the components, we will
also need the notion of a suspendend-end and ignored-end
water mark. (These are the same definitions as used in
Appendix A.) If an antichain A in C contains only edges in
b1,...,bk, and bt is the largest t such that bt contains a edge in
A, then we say A has a suspended end if the components
at+1,bt+2,...,ak form a companion component of A (which
occurs if the sum of their edge costs is net positive). We
cannot know whether A will have a suspended end until we
have seen all of at+1,bt+2,...,ak (i.e., until we have completed
the entire multi-spawn component). Thus, for each
antichain A that contains only edges in b1,...,bk, we consider
both a “suspended-end” version of its water mark and a
“ignored-end” version of its water mark. The suspended-
end water mark of A is W(A) if A has a suspended end,
and is W(A)+
∑
e∈at+1,bt+2,...,ak t(e) if A does not have a
suspended end (i.e., it is the water mark A would have
if it had a suspended end). Similarly, the ignored-end
water mark of A is W(A) if A does not have a suspended
end, and is W(A)−∑e∈at+1,bt+2,...,ak t(e) if A does have
a suspended end. These definitions will prove useful
when defining the intermediate values maintained by our
algorithm. Additionally, for any antichain A that contains
an edge in some at, we define the ignored-end water
mark of A to be the water mark of A; thus the ignored-end
water mark is defined for all antichains in A of C.
After having executed each of C1,...,Cl, let l1 be the
index of the largest-indexed ai executed and l2 be the
index of the largest-indexed bi executed. We maintain the
following intermediate values:
• MultiRobustSuspendEndl: This is the maximum
suspended-end cost of any multi-edge candidate
antichain A in C1 ∪ ··· ∪ Cl containing only edges in
b1,...,bl2. If no such A exists, this is null. Note that here
C1∪···∪Cl is treated as a multi-spawn component and
the costs of the antichains are considered just within the
graph C1∪···∪Cl, rather than the full graph C (which
matters because we are considering the suspended-end
cost of the antichain).
• MultiRobustIgnoreEndl: This is the maximum ignored-
end cost of any multi-edge candidate antichain A in
C1∪···∪Cl. If no such A exists, this is null.
• SingleSuspendEndl: This is the maximum suspended-
end cost of any single-edge antichain A in C1∪···∪Cl
such that A contains only edges in b1,...,bl2. (Again, we
consider the suspended-end cost just within the graph
C1∪···∪···∪Cl.)
• SingleIgnoreEndl: This is the maximum ignored-end
cost of any single-edge antichain A in C1∪···∪Cl.
• RobustUnfinishedl: Let t be the largest t ≤ l2 such
that bt is naturally active. Then RobustUnfinishedl is
the sum of the natural contributions of b1,...,bt, along
with t(a0),t(a1)+···+t(at−1). If no such t exists, then
RobustUnfinishedl is null.
One should think of this as the contribution of b1,...,bt and
a0,...,at−1 to any candidate antichain in C that contains
at least one edge in bl2+1, ... ,bk or al1+1, ... ,ak. (We
separate this from the contribution of the edges bt+1,...,bl2
and at,...,al1 which are considered by the next quantity.)
• RobustUnfinishedTaill: Let t be the largest t≤ l such
that bt is naturally active, or 0 if no such t exists. Then
RobustUnfinishedTaill is the sum of the natural contribu-
tions of bt+1,...,bl2, along with t(at)+t(at+1)+···+t(al1).
One should think of this as the contribution of bt+1,...,bl2
and at, ... , al1 to any candidate antichain in C that
contains at least one edge in bl2+1,...,bk or al1+1,...,ak.
The quantity RobustUnfinishedTaill is handled sepa-
rately from RobustUnfinishedl because if the candidate
antichain contains only a single edge in bl2+1,...,bk or
al1+1,...,ak, then RobustUnfinishedTaill can affect the
local contribution of that edge.
• RunningMemTotall: This is
∑l1
i=0 t(ai) +
∑l2
i=1 t(bi),
the total sum of the edge totals over all edges in the
components a0,...,al1, b1,...,bl2.
• EmptyTaill: This is
∑l1
i=0t(ai)+
∑l2
i=1max(0,t(bi)). One
should think of this as the contribution of a0, ... , al1,
b1,...,bl2 to any single-edge antichain in C whose edge
lies in one of al1+1,al1+2,... or bl2+1,bl2+2,....
Given the above variables for l = 2k + 1, one can
compute
C.MemTotal=RunningMemTotal2k+1,
C.MultiRobust=max(MultiRobustSuspendEnd2k+1,
MultiRobustIgnoreEnd2k+1),
and
C.MaxSingle=max(SingleSuspendEnd2k+1,
SingleIgnoreEnd2k+1).
Prior to beginning, we have l =
0, and MultiRobustSuspendEnd0 = null,
MultiRobustIgnoreEnd0 =null, SingleSuspendEnd0 =null,
SingleIgnoreEnd0 = null, RobustUnfinished0 = null,
RobustUnfinishedTail0 = 0, RunningMemTotal0 = 0, and
EmptyTail0=0.
To complete the algorithm, we present the protocol for
advancing l by one, and updating each of the intermediate
values.
Suppose for some odd l>0 we are given the values of
the above quantities for l−1, and given the recursive values
for a(l+1)/2. We obtain the new values for l as follows:
• Step 1: Simple Updates. We compute
MultiRobustSuspendEndl as,
MultiRobustSuspendEndl−1+a(l+1)/2.MemTotal,
and SingleSuspendEndl as,
SingleSuspendEndl−1+a(l+1)/2.MemTotal.
We compute SingleIgnoreEndl as
max(SingleIgnoreEndl−1,
a(l+1)/2.MaxSingle+EmptyTaill−1),
where the second entry in the maximum is the largest
water mark of any single-edge antichain in C with an
edge in a(l+1)/2.
We set RobustUnfinishedl = RobustUnfinishedl−1.
Finally we increase each of RobustUnfinishedTaill,
RunningMemTotall, and EmptyTaill by
a(l+1)/2.MemTotal over their values for l−1 (where the
outcome is null if they were previously null).
• Step 2: Computing MultiRobustIgnoreEndl.We
update MultiRobustIgnoreEndl with Algorithm 1. The
only antichains A that MultiRobustIgnoreEndl needs to
consider but that MultiRobustIgnoreEndl−1 did not are
the candidate stripped robust antichains A containing
at least one edge in a(l+1)/2.
The first if-statement checks whether any multi-
edge candidate antichains exist in which a(l+1)/2
contributes only a single edge; this requires that
RobustUnfinishedTaill−1 +a(l+1)/2.MaxSingle > M2p in
order for the local contribution of the edge in a(l+1)/2 to
exceed M2p ; and that RobustUnfinished 6= null that way
the resulting antichain contains multiple edges.
The second if-statement considers candidate an-
tichains in which a(l+1)/2 contributes multiple edges.
If RobustUnfinishedl−1 6= null, then the maximum
water mark in C obtainable by such an antichain
is RobustUnfinishedl−1 + RobustUnfinishedTaill−1
+a(l+1)/2.MultiRobust. If RobustUnfinishedl−1 = null,
then the maximum water mark in C ob-
tainable by such an antichain is simply
RobustUnfinishedTaill−1+a(l+1)/2.MultiRobust.
Suppose for some even l > 0 we are given the values
of the intermediate values for l−1, and given the recursive
values for bl/2. We obtain the new values for l as follows:
• Step 1: Simple Updates: We compute
SingleSuspendEndl as
max(SingleSuspendEndl−1+bl/2.MemTotal,
bl/2.MaxSingle+EmptyTaill−1),
and SingleIgnoreEndl as,
max(SingleIgnoreEndl−1,bl/2.MaxSingle+EmptyTaill−1).
We compute RunningMemTotall as,
RunningMemTotall−1+bl/2.MemTotal.
Finally, we compute EmptyTaill as,
EmptyTaill=EmptyTaill−1+max(0,bl/2.MemTotal).
• Step 2: Computing MultiRobustSuspendEndl
and MultiRobustIgnoreEndl. We update
MultiRobustSuspendEndl and MultiRobustIgnoreEndl
with Algorithm 2. We begin by computing X, the largest
ignored-end cost of any candidate stripped robust an-
tichain in C that (1) contains multiple edges; (2) contains
at least one edge in bl/2; and (3) contains no edges in
al/2,bl/2+1,...,ak. The first if-statement considers the case
where the antichain has one edge in bl/2; and the second
considers the case where there are multiple such edges.
After computing X, we update
MultiRobustSuspendEndl and MultiRobustIgnoreEndl
based on X’s value.
• Step 3: Computing RobustUnfinishedl and
RobustUnfinishedTaill. We compute RobustUnfinishedl
and RobustUnfinishedTaill with Algorithm 3. We
define m and t to be m(bl/2) and t(bl/2), as defined in
Lemma 5.3. We then update RobustUnfinishedl and
RobustUnfinishedTaill appropriately based on the three
cases in the lemma. (In the final case, we take the
maximum of 0 and RobustUnfinishedl−1 because if the
latter is null, we wish to treat it as zero.)
This completes the recursion described in Section 5.2,
allowing one to compute H•∞(G) in an online manner (i.e.,
while executing the parallel program on a single thread)
with constant multiplicative time and space overhead.
Algorithm 1: Updating MultiRobustIgnoreEnd for a(l+1)/2
MultiRobustIgnoreEndl=MultiRobustIgnoreEndl−1;
if RobustUnfinishedTaill−1+a(l+1)/2.MaxSingle>M2p and RobustUnfinishedl−1 6=null then
MultiRobustIgnoreEndl=max(self,RobustUnfinishedl−1 +RobustUnfinishedTaill−1+a(l+1)/2.MaxSingle);
if a(l+1)/2.MultiRobust 6=null then
if RobustUnfinishedl−1 6=null then
MultiRobustIgnoreEndl=max(self,RobustUnfinishedl−1
+RobustUnfinishedTaill−1+a(l+1)/2.MultiRobust);
if RobustUnfinishedl−1=null then
MultiRobustIgnoreEndl=max(self,RobustUnfinishedTaill−1 +a(l+1)/2.MultiRobust);
Algorithm 2: Updating MultiRobustSuspendEnd and MultiRobustIgnoreEnd for bl/2
X=null;
if bl/2.MaxSingle+RobustUnfinishedTaill−1>M2p and RobustUnfinishedl−1 6=null then
X=bl/2.MaxSingle+RobustUnfinishedTaill−1 +RobustUnfinishedl−1;
if bl/2.MultiRobust 6=null then
if RobustUnfinishedl−1 6=null then
X=max(X,RobustUnfinishedl−1 +RobustUnfinishedTaill−1+bl/2.MultiRobust)
if RobustUnfinishedl−1=null then
X=max(X,RobustUnfinishedTaill−1+bl/2.MultiRobust)
MultiRobustSuspendEndl=max(X,MultiRobustSuspendEndl−1);
MultiRobustIgnoreEndl=max(X,MultiRobustIgnoreEndl−1);
Algorithm 3: Updating RobustUnfinished and RobustUnfinishedTail for bl/2
m=bl/2.MultiRobust;
if bl/2.MaxSingle>
M
2p then
m=max(m,bl/2.MaxSingle);
if m=null then
m=0;
t=bl/2.MemTotal;
if t>0 and m≤t+M2p then
RobustUnfinishedl=RobustUnfinishedl−1;
RobustUnfinishedTaill=RobustUnfinishedTaill−1+t;
if t≤0 and m≤M2p then
RobustUnfinishedl=RobustUnfinishedl−1;
RobustUnfinishedTaill=RobustUnfinishedTaill−1;
if m≥max(0,t)+M2p then
RobustUnfinishedl=max(0,RobustUnfinishedl−1)+RobustUnfinishedTaill−1+m;
RobustUnfinishedTaill=0;
