Tree ensembles such as Random Forests have achieved impressive empirical success across a wide variety of applications. To understand how these models make predictions, people routinely turn to feature importance measures calculated from tree ensembles. It has long been known that Mean Decrease Impurity (MDI), one of the most widely used measures of feature importance, incorrectly assigns high importance to noisy features, leading to systematic bias in feature selection. In this paper, we address the feature selection bias of MDI from both theoretical and methodological perspectives. Based on the original definition of MDI by Breiman et al. [3] for a single tree, we derive a tight non-asymptotic bound on the expected bias of MDI importance of noisy features, showing that deep trees have higher (expected) feature selection bias than shallow ones. However, it is not clear how to reduce the bias of MDI using its existing analytical expression. We derive a new analytical expression for MDI, and based on this new expression, we are able to propose a debiased MDI feature importance measure using out-of-bag samples, called MDI-oob. For both the simulated data and a genomic ChIP dataset, MDI-oob achieves state-of-the-art performance in feature selection from Random Forests for both deep and shallow trees.
Introduction
Understanding how a machine learning (ML) model makes predictions is important in many scientific and industrial problems [18] . Appropriate interpretations can help increase the predictive performance of a model and provide new domain insights. While a line of study focuses on interpreting any generic ML model [29, 21] , there is a growing interest in developing specialized methods to understand specific models. In particular, interpreting Random Forests (RFs) [2] and its variants [14, 27, 26, 28, 1, 12] has become an important area of research due to the wide ranging applications of RFs in various scientific areas, such as genome-wide association studies (GWAS) [7] , gene expression microarray [13, 22] , and gene regulatory networks [9] .
A key question in understanding RFs is how to assign feature importance. That is, which features does a RF rely on for prediction? One of the most widely used feature importance measures for RFs is mean decrease impurity (MDI) [3] . MDI computes the total reduction in loss or impurity contributed by all splits for a given feature. This method is computationally very efficient and has been widely used in a variety of applications [24, 9] . However, theoretical analysis of MDI has remained sparse in the literature [11] . Assuming there are an infinite number of samples, Louppe et al. [15] characterized MDI for totally randomized trees using mutual information between features and the response. They showed that noisy features, i.e., features independent of the outcome, have zero MDI importance. However, empirical studies have shown that MDI systematically assigns higher feature importance values to numerical features or categorical features with many categories [28] . In other words, high MDI values do not always correspond to the predictive associations between features and the outcome. We call this phenomenon MDI feature selection bias.
In this paper, using the original definition of MDI, we analyze the non-asymptotic behavior of MDI and bridge the gap between the population case and the finite sample case. We find that under mild conditions, if the samples used for each tree are i.i.d, then the expected MDI feature importance of noisy features derived from any tree ensemble constructed on n samples with p features is upper bounded by d n log(np)/m n , where m n is the minimum leaf size and d n is the maximum tree depth in the ensemble. In other words, deep trees with small leaves suffer more from feature selection bias. Our findings are particularly relevant for practical applications involving RFs, in which scenario deep trees are recommended [2] and used more often. To reduce the feature selection bias for RFs, especially when the trees are deep, we derive a new analytical expression for MDI and then use this new expression to propose a debiased feature importance measure that evaluates MDI using out-of-bag samples. We call this debiased importance measure MDI-oob. For both regression and classification problems, we use simulated data and a genomic dataset to demonstrate that MDI-oob often achieves 5%-10% higher AUC scores compared to other feature importance measures used in several publicly available packages including party [4] , ranger [31] , and scikit-learn [20] .
Related works
In addition to MDI [30, 16] , some other feature importance measures have been studied in the literature and used in practice:
• Split count, namely, the number of times a feature is used to split [28] , can be used as a feature importance measure. This method has been studied in [27, 1] and is available in XGBoost [6] .
• Mean decrease in accuracy (MDA) measures a feature's importance by the reduction in the model's accuracy after randomly permuting the values of a feature. The motivation of MDA is that permuting an important feature would result in a large decrease in the accuracy while permuting an unimportant feature would have a negligible effect. Different permutation choices have been studied in [27, 10] .
Recently, Lundberg et al. [16] show that for feature importance measures such as MDI and split counts, the importance of a feature does not always increase as the outcome becomes more dependent on that feature. To remedy this issue, they propose the tree SHAP feature importance, which focuses on giving consistent feature attributions to each sample. When individual feature importance is obtained, overall feature importance is straightforward to obtain by just averaging the individual feature importances across samples.
While our paper focuses on interpreting trees learned via the classic RF procedure, there is another line of work that focuses on modifying the tree construction procedure to obtain better feature importance measures. Hothorn et al. [8] introduced cforest in the R package party that grows classification trees based on a conditional inference framework. Strobl et al. [28] showed that cforest suffers less from the feature selection bias. Sandri and Zuccolotto [24] proposed to create a set of uninformative pseudo-covariates to evaluate the bias in Gini importance. Nembrini et al. [19] gave a modified algorithm that is faster than the original method proposed by Sandri and Zuccolotto [24] with almost no overhead over the creation of the original RFs and available in the R package ranger.
In Section 4, we will compare MDI-oob with all the aforementioned methods except the split count, for which we did not find a package that implements it for RFs.
Organization
The rest of this paper is organized as follows. In Section 2, we provide a non-asymptotic analysis to quantify the bias in the MDI importance when noisy features are independent of relevant features. In Section 3, we give a new characterization of MDI and propose a debiased MDI feature importance using out-of-bag samples, which we call MDI-oob. In Section 4, we compare our MDI-oob with other commonly used feature importance measures in terms of feature selection accuracy using the simulated data and a genomic ChIP dataset. We conclude our work and discuss possible future directions in Section 5.
Understanding the feature selection bias of MDI
In this section, we focus on understanding the finite sample properties of MDI importance and why it may have a significant bias in feature selection. We first briefly review the construction of RFs and introduce some important notations. Then, using the original definition of MDI, we give a tight upper bound to quantify the expected bias of MDI importance for a noisy feature. This upper bound is tight up to a log n factor where n is the number of i.i.d. samples.
Background and notations
Suppose that the data set D contains n i.i.d samples from a random vector (X 1 , . . . , X p , Y ), where X = (X 1 , . . . , X p ) ∈ R p are p input features and Y ∈ R is the response. The i th sample is denoted by (x i , y i ), where x i = (x i1 , . . . , x ip ). We say that a feature X k is a noisy feature if X k and Y are independent, and a relevant feature otherwise. Note that this definition of noisy features has also been used in many previous papers such as [15, 25] . We denote S ⊂ [p] as the set of indexes of relevant features. We are particularly interested in the case where the number of relevant features is small, namely, |S| is much smaller than p. For any number m ∈ N, [m] denotes the set of integers {1, . . . , m}. For any hyper-rectangle R ⊂ R p , let 1(X ∈ R) be the indicator function taking value one when X ∈ R and zero otherwise.
RFs are an ensemble of classification and regression trees, where each tree T defines a mapping from the feature space to the response. Trees are constructed independently of one another on a bootstrapped or subsampled data set D (T ) of the original data D. Any node t in a tree T represents a subset (usually a hyper-rectangle) R t of the feature space. A split of the node t is a pair (k, z) which divides the hyper-rectangle R t into two hyper-rectangles R t ∩ 1(X k ≤ z) and R t ∩ 1(X k > z), corresponding to the left child t left and right child t right of node t, respectively. For a node t in a tree T , N n (t) = |{i ∈ D (T ) : x i ∈ R t }| denotes the number of samples falling into R t and
denotes their average response.
Each tree T is grown using a recursive procedure which proceeds in two steps for each node t. First, a subset M ⊂ [p] of features is chosen uniformly at random. Then the optimal split v(t) ∈ M, z(t) ∈ R is determined by maximizing:
for some impurity measure Impurity(t). The procedure terminates at a node t if two children contain too few samples, i.e., min{N n (t left ), N n (t right )} ≤ m n , or if all responses are identical. The threshold m n is called the minimum leaf size. If a node t does not have any children, it is called a leaf node; otherwise, it is called an inner node. We define the set of inner nodes of a tree T as I(T ). We say that T is a sub-tree of T if T can be obtained by pruning some nodes in T .
Some popular choices of the impurity measure Impurity(t) include variance, Gini index, or entropy. For simplicity, we focus on the variance of the responses, i.e.,
throughout the paper unless stated otherwise. Later we show that this definition of impurity is equivalent to the Gini index of categorical variables with one hot encoding (see Remark in Section 3)
The Mean Decrease Impurity (MDI) feature importance of X k , with respect to a single tree T (first proposed by Breiman et al. in [3] ) and an ensemble of n tree trees T 1 , . . . , T ntree , can be written as (4) respectively. This expression is the best known formula for MDI and was analyzed in many papers such as Louppe et al. [15] .
Finite sample bias of MDI importance for Random Forests
Given the set S of relevant features and a tree T , we denote
as the sum of MDI importance of all noisy features. Ideally, G 0 (T ) should be close to zero with high probability, to ensure that no noisy features get selected when using MDI importance for feature selection. In fact, Louppe et al. [15] show that G 0 (T ) is indeed zero almost surely if we grow totally randomized trees with infinite samples. However, G 0 (T ) is typically non-negligible in real data, and finite sample properties of G 0 (T ) are not well understood. In order to bridge this gap, we conduct a non-asymptotic analysis of the expected value of G 0 (T ). Our main result characterizes how the expected value of G 0 (T ) depends on m n , the minimum leaf size of T , and p, the dimension of the feature space. We start with the following simple but important fact.
This fact naturally follows from the observation that by definition, ∆ I (t) ≥ 0 for any node t. Since the impurity decrease at each node is guaranteed to be non-negative, G 0 (T ) will never decrease as T grows deeper, in which case the minimum leaf size m n will be smaller. Indeed, if T is grown to purity (m n = 1), and all features are noisy (S = ∅), then G 0 (T ) would simply be equal to the sample variance of the responses in the data D (T ) . How fast does G 0 (T ) increase as the minimum leaf size m n becomes smaller? To quantify the relation between G 0 (T ) and m n , we need a few mild conditions which we now describe. Let
for some unknown function f : R |S| → R, where i are i.i.d zero-mean Gaussian noise. We make the following assumptions.
. In addition, the noisy features {X k , k ∈ [p]\S} are mutually independent, and independent of all relevant features. Here S denotes the set of relevant features.
The Assumptions (A1) and (A2) are weaker than the assumptions usually made when studying the statistical properties of RF. The marginal uniform distribution condition in (A1) is common in the RF literature [25] . Since we are interested in characterizing the MDI of noisy features, we do not require the relevant features to be independent of each other. For the same reason, we make no assumptions on the form of f , except that it is uniformly bounded on [0, 1] |S| , which is weaker than continuity of
|S| , an assumption typically made in this line of work.
We now state our first main result which provides a non-asymptotic upper and lower bound for the expected value of the maximum of G 0 (T ) over all tree T with minimum leaf size m n . Theorem 1. Let T n (m n ) denote the set of decision trees whose minimum leaf size is lower bounded by m n , and T n (m n , d n ) ⊂ T n (m n ) denote the subset of T n (m n ) whose depth is upper bounded by d n . Under Assumptions (A1) and (A2), there exists a positive constant C such that,
In addition, when f = 0 and m n ≥ 36 log p + 18 log n,
We give the proof in the Appendix. To the best of our knowledge, Theorem 1 is the first nonasymptotic result on the expected MDI importance of tree ensembles. In particular, the upper bound can be directly applied to any tree ensembles with a minimum leaf size m n and a maximum tree depth d n , including Breiman's original RF procedure, if subsampling is used instead of bootstrapping.
Proof Sketch. Every node t in a tree T ∈ T n (m n , d n ) corresponds to an axis-aligned hyper-rectangle in [0, 1] p which contains at least m n samples and is formed by splitting on at most d n dimensions consecutively. Therefore, bounding the supremum of impurity reduction for any potential node in T n (m n , d n ) boils down to controlling the complexity of all such hyper-rectangles. Two hyperrectangles are considered equivalent if they contain the same subset of samples, since the impurity reductions of these two hyper-rectangles are always the same. Up to this equivalence, it can be proved that the number of unique hyper-rectangles of interest is upper bounded by (np) dn , which corresponds to the d n log(np) term in the upper bound. The final result is obtained via union bound.
In the upper bound, each node t is obtained by splitting on at most d n features. In practice, d n is typically at most of order log n. Indeed, if the decision tree is a balanced binary tree, then d n ≤ log 2 n. Therefore, for balanced trees, the upper bound can be written as
and the theorem shows that the sum of MDI importance of noisy features is of order log p mn , i.e.,
up to a log n term correction, which is typically small in the high dimensional p n setting. If all features X j are categorical with a bounded number of categories, then the upper bound can be improved to
which shows that the MDI importance of noisy features can be better controlled if the noisy features are categorical rather than numerical. That is consistent with the previous empirical studies because the number of candidate split points for a numerical feature is larger than that for a categorical feature.
Theorem 1 shows that the supremum of MDI importance of noisy features over all trees with minimum leaf size m n is, in expectation, roughly inversely proportional to m n . Therefore, to control the finite sample bias of MDI importance, one should either grow shallow trees, or use only the shallow nodes in a deep tree when computing the feature importance. In fact, since G 0 (T ) depends on the dimension p only through a log factor log p, we expect G 0 (T ) to be very small even in a high-dimensional setting if m n is larger than, say, √ n. For a balanced binary tree grown to purity with depth d n = log 2 n, this corresponds to computing MDI only from the first d n /2 = (log 2 n)/2 levels of the tree, as the node size on the dth level of a balanced tree is n/2 d .
Fact 1 implies that the MDI importance of relevant features might also decrease as m n increases, but we will show in simulation studies that they will decrease at a much slower rate, especially when the underlying model is sparse.
MDI using out-of-bag samples (MDI-oob)
As shown in the previous section, for balanced trees, the sum of MDI feature importance of all noisy features is of order
mn if we ignore the log(n) terms. This means that the MDI feature selection bias becomes severe for trees with smaller leaf size m n , which usually corresponds to a deeper tree. Fortunately, this bias can be corrected by evaluating MDI using out-of-bag samples. In this section, we first introduce a new analytical expression of MDI as the motivation of our new method, then we propose the MDI-oob as a new feature importance measure. For simplicity, in this section, we only focus on one tree T . However, all the results are directly applicable to the forest case.
A new characterization of MDI
Recall that the original definition of the MDI importance of any feature k is provided in Equation (4) , that is, the sum of impurity decreases among all the inner nodes t such that v(t) = k. Although we can use this definition to analyze the feature selection bias of MDI in Theorem 1, this expression (4) gives us few intuitions on how we can get a new feature importance measure that reduces the MDI bias. Next, we derive a novel analytical expression of MDI, which shows that the MDI of any feature k can be viewed as the sample covariance between the response y i and the function f T,k (x i ) defined in Proposition 1. This new expression will allow us to get a debiased MDI feature importance measure by using the out-of-bag samples. Proposition 1. Define the function f T,k (·) to be
Then the MDI of the feature k in a tree T can be written as:
We give the proof in the Appendix. The proof is just a few lines but it requires a good understanding of MDI. Although we have not seen this analytical expression in the prior works, we found that the functions f T,k (·) have been studied from a quite different perspective. Those functions were first proposed in Saabas [23] to interpret the RF predictions for each individual sample. According to this paper, f T,k can be viewed as the "contribution" made by the feature k in the tree T . For any tree, those functions f T,k can be easily computed using the python package treeinterpreter.
It can be shown that i∈D Remark: So far we have only considered regression trees, and have defined the impurity at a node t using the sample variance of responses. For classification trees, one may use Gini index as the measure of impurity. We point out that these two definitions of impurity are actually equivalent when we use a one-hot vector to represent the categorical response. Therefore, our results are directly applicable to the classification case. Suppose that Y is a categorical variable which can take D values
thereby showing that Gini index and variance are equivalent.
Evaluating MDI using out-of-bag samples
Proposition 1 suggests that we can calculate the covariance between y i and f T,k (x i ) in Equation (12) using the out-of-bag samples D\D (T ) :
Although out-of-bag samples have been used for other feature importance measures such as MDA, to the best of the authors' knowledge, our method is the first to adopt the out-of-bag samples to MDI feature importance. The idea of MDI-oob depends heavily on the new analytical MDI expression. Without the new expression, it is not clear how one can use out-of-bag samples to get a better estimate of MDI. One highlight of the MDI-oob is its low computation cost. The time complexity of evaluating MDI-oob for RFs is roughly the same as computing the RF predictions for |D\D (T ) | number of samples. 
Simulation experiments
Simulated study on the effect of minimum leaf size and the tree depth
In this simulation, we investigate the empirical relationship between MDI importance and the minimum leaf size. To mimic the major experiment setting in the paper [28] , we generate the data as follows. We sample n = 200 observations, each containing 5 features. The first feature is generated from standard Gaussian distribution. The second feature is generated from a Bernoulli distribution with p = 0.5. The third/fourth/fifth features have 4/10/20 categories respectively with equal probability of taking any states. The response label y is generated from a Bernoulli distribution such that P (y i = 1) = (1 + x i2 )/3. We vary the minimum leaf size of RF from 1 to 50 and record the MDI of every feature. The results are shown in Fig. 1 . We can see from this figure that the MDI of noisy features, namely X1, X3, X4 and X5, drops significantly when the minimum leaf size increases from 1 to 50. This observation supports our theoretical result in Proposition 1. Besides the minimum leaf size, we also investigate the relationship between MDI and the tree depth. As tree depth increases, the minimum leaf size generally decreases exponentially. Therefore, we expect the MDI of noisy features to become larger for increasing tree depth. We vary the maximum depth from 1 to 20 and record the MDI of every feature. The results shown in Fig. 2 are consistent with our expectation. MDI importance of noisy features increase when the tree depth increases from 1 to 20.
Noisy feature identification using the simulated data
In this experiment, we evaluate different feature importance measures in terms of their abilities to identify noisy features in a simulated data set. We compare our method with the following widely used methods: MDA, cforest in the R package party, SHAP [16] , default feature importance (MDI) in scikit-learn, and the impurity corrected Gini importance in the R package ranger. To evaluate feature importance measures, we generate the following simulated data. Inspired by the experiment settings in Strobl et al. [28] , our setting involves discrete features with different number of distinct values, which poses a critical challenge for MDI. The data has 1000 samples with 50 features. All features are discrete, with the j th feature containing j + 1 distinct values 0, 1, . . . , j. We randomly select a set S of 5 features from the first ten as relevant features. The remaining features are noisy features. Choosing active features with fewer categories represents the most challenging case for MDI. All samples are i.i.d. and all features are independent. We generate the outcomes using the following rules:
j∈S X j /j − 1).
• Regression: Y = j∈S X j /j)).
Treating the noisy features as label 0 and the relevant features as label 1, we can evaluate a feature importance measure in terms of its area under the receiver operating characteristic curve (AUC). Note that when a feature importance measure gives low importance to relevant features, its AUC score measure can be smaller than 0.5 or even 0. We grow 100 trees with the minimum leaf size set to either 100 (shallow tree case) or 1 (deep tree case). The number of candidate features m try is set to be 10. We repeat the whole process 40 times and report the average AUC scores for each method in Table 1 . For this simulated setting, MDI-oob achieves the best AUC score under all cases.
Noisy feature identification using a genomic ChIP dataset
To evaluate our method MDI-oob in a more realistic setting, we consider a ChIP-chip and ChIP-seq dataset measuring the enrichment of 80 biomolecules at 3912 regions of the Drosophila genome [5, 17] . These data have previously been used in conjunction with RF-based methods, namely iterative random forests (iRF) [1] , to predict functional labels associated with genomic regions. They provide a realistic representation of many issues encountered in practice, such as heterogeneity and dependencies among features, which make it especially challenging for feature selection problems. To evaluate feature selection in the ChIP data, we scale each feature X j to be between 0 and 1. Second, we randomly select a set S of 5 features as relevant features and include the rest as noisy features. We randomly permute values of any noisy features to break their dependencies with relevant features. By this means, we avoid the cases where RFs "think" some features are important not because they themselves are important but because they are highly correlated with other relevant features. Then we generate responses using the following rules:
• Classification:P (Y = 1|X) = Logistic( All the other settings remain the same as the previous simulations. We report the average AUC scores for each method in Table 1 . The standard errors of all the methods are included in the Appendix. MDI-oob achieves the best AUC score in three out of four cases, except for shallow regression trees, when all methods appear to be equally good with AUC scores close to 1. We also note that increasing the minimum leaf size consistently improves the AUC scores of all methods.
The computation time of different methods is hard to compare. Because the packages including scikit-learn and ranger compute feature importance when constructing the tree, it is hard to disentangle the time taken to construct the trees and the time taken to get the feature importance. Furthermore, different packages are implemented in different programming languages so it is not clear if the time difference is because of the algorithm or because of the language. We implement MDI-oob in Python and for our first simulated classification setting, MDI-oob takes ∼ 3.8 seconds for each run. To compare, scikit-learn which uses Cython (A C extension for Python) takes ∼ 1.4 seconds to construct the RFs for each run. Thus, MDI-oob runs in a reasonable time frame and we expect it to be faster if it is implemented in C or C++. 
Conclusion and future directions
Mean Decrease Impurity (MDI) is widely used to assess feature importance and its bias in feature selection is well known. Based on the original definition of MDI, we show that its expected bias is upper bounded by an expression that is inversely proportional to the minimum leaf size under mild conditions, which means deep trees generally have a higher feature selection bias than shallow trees.
To reduce the bias, we derive a new analytical expression for MDI and use the new expression to obtain MDI-oob. We note that without the new expression, it is not clear how to use the existing definition (4) to correct the finite sample bias of MDI. For the simulated data and a genomic ChIP dataset, MDI-oob has exhibited the state-of-the-art feature selection performance in terms of AUC scores.
Although the MDI-oob shows promising results for selecting relevant features, it also raises many interesting questions to be considered in the future. First of all, how can MDI-oob be extended to better accommodate correlated features? Going beyond feature selection, can importance measures also rank the relevant features in a reasonable order? Finally, can we use the new analytical expression of MDI to give a tighter theoretical bound for MDI's feature selection bias? We are exploring these interesting questions in our ongoing work.
Appendix: Proofs
Proof of Theorem 1. To state the proof of the theorem, we need to define more notations. For a generic set A ⊂ [0, 1] p , with slight abuse of notations, let N n (A) = i 1(x i ∈ A) be the number of samples with input features in A, and
be the average response of those samples. For any feature X k and z ∈ (0, 1), let ∆ I (A, (k, z)) be the impurity decrease when splitting A into A ∩ {X k ≤ z} and A ∩ {z < X k }, and ∆ I (A, k) = sup 0≤z≤1 ∆ I (A, (k, z) ).
The proof of the theorem proceeds in three parts. First, we prove a lemma which gives a tail bound for ∆ I (A, k) . Second, we use the lemma and union bound to derive the upper bound for the expectation of G 0 (T ). Finally, we use a separate argument based on Gaussian comparison inequalities to obtain the lower bound.
Lemma 1. For any axis-aligned hyper-rectangle
Proof of Lemma 1. We suppose without loss of generality that
and introduce the shorthands
. Now suppose without loss of generality that x 1k < x 2k < · · · < x nk (otherwise we can reorder the samples by X k ). Since k / ∈ S, X k is independent of X S and therefore independent of Y . Thus the distribution of (y 1 , . . . , y n ) does not change after the reordering, i.e.,
Note that Y is sub-Gaussian with parameter M + 1. Therefore, for each 1 ≤ m ≤ N n (A), by Hoeffding bound,
By symmetry, the same bound holds for p right (µ right − µ) 2 . Therefore
and the lemma is proved.
Proof of the upper bound in Theorem 1
Without loss of generality, assume that when we split on feature k, the cut is always performed along the direction of k at some data point (and that data point falls into the right sub-tree). Suppose that i has unit variance for all i. Let C = 2 max{256, 16(M + 1) 2 }. We also assume, without loss of generality, that m n ≥ 8d n . Otherwise, since G 0 (T ) is, by definition, upper bounded by the sample variance of y, we have
To simplify notation, we define x n+1 = (0, . . . , 0) and
be the random axis-aligned hyper-rectangle obtained by splitting on features in V , where the left and right endpoints of the ith feature V i are determined by x Li,Vi and x Ri,Vi . Note that in this definition, we treat x i as random variables rather than fixed, and A(V, L, R) can be the empty set with non-zero probability. Let mn . We will first show that
Note that for any two events C 1 and C 2 , the inequality P(C 1 ∩ C 2 ) ≤ P(C 1 |C 2 ) always holds. Therefore, for any hyper-rectangle A, we have
To simplify notation, we will drop the conditional event N n (A) ≥ m n in the remainder of the proof of the upper bound, unless stated otherwise.
|V | , and k / ∈ S. Conditional on samples in L and R, we would like to apply Lemma 1 to A(V, L, R) and k. The only problem is that there are now samples on the boundary of A(V, L, R), namely those in L and R. Let x L = {x i } i∈L and x R = {x i } i∈R . Conditional on x L , x R and N n (A(V, L, R)), and on the random variable X ∈ A(V, L, R), X is uniformly distributed in A(V, L, R). For a set A, we let A
• be the interior of A and letĀ be the boundary of A. Since m n ≥ 8d n ,
By Lemma 1, we have
for large n. Since the right hand side does not depend on x L , x R , N n (A(V, L, R)), we can take expectation with respect to them, and obtain
On the other hand, we have the inequality
We have
for large n, where the fourth inequality holds because δ ≥ 96M 2 d n /m n , and the last inequality follows from the well-known tail bound 
for large n. Integrating over δ, we have
This completes the proof of the upper bound.
Proof of the lower bound in Theorem 1
For the lower bound, let
and consider a balanced, binary decision tree T constructed in the following way:
1. At each node on the first d n − 1 levels of the tree, we split on feature X 1 , at the mid-point of X 1 's side of the rectangle corresponding to the node.
2. At each node on the d n th level, we look at the remaining p − 1 features, and split on the feature that maximizes the decrease in impurity.
In the following proof, we will lower bound G 0 (T ) by the sum of impurity reduction on the d n th level alone. For t = 1, . . . , 2 dn−1 , let
be the hyper-rectangle corresponding to the tth node on the d n th level. Applying Chernoff's inequality, we have
be the event that each node on the d n th level contains at least 2 3 n 2 dn−1 , but no more than 4 3 n 2 dn−1 samples. Then
and conditional on B 1 ,
We define
and use R l t , R r t as shorthand when k is fixed. For each t = 0, 1, . . . , 2 d − 1, by Equation
and N n (R r t ), η = (η 2 , . . . , η p ) are jointly Gaussian with zero mean. To lower bound the impurity decrease at the tth node on the d n th level, we use a Gaussian comparison argument to obtain a lower bound for sup k |η k |, which requires us to calculate the covariance matrix of η. For any 2 ≤ k 1 , k 2 ≤ p, let us further define
As before, we write R ll t , R lr t , R rl t and R rr t as shorthand when k 1 , k 2 are fixed. Conditional on N n (R t ), the samples falling into the hyper-rectangle R t are uniformly distributed in R t . Therefore we know from Chernoff's inequality that
for any k 1 and k 2 , and that the same results hold for R 
and
for n large enough (under the condition that m n ≥ 36 log p + 18 log n). Conditional on the event B 2 ,
for any 1 ≤ t ≤ 2 dn−1 and 2 ≤ k ≤ p, and the same holds for N n (R r t ). Therefore,
Considerη 2 , . . . ,η p with
.
Then conditional on B 1 ∩ B 2 , by Sudakov-Fernique lemma, we have
and the lower bound
for any k, t. where the last inequality follows from Equation (27) . Therefore, conditional on B 1 ∩ B 2 the minimum leaf size is lower bounded by m n . Finally
3 log p 32m n P(B 1 ∩ B 2 )
when n is large enough, and the lower bound is proved. This concludes the whole proof.
Proof of Proposition 1. For simplicity, here we only present the proof for a single tree T . The case of multiple trees is straightforward. Recall that t left and t right are the left and right children of the node t. Based on (4), MDI at the node t is N n (t) |D (T ) | ∆ I (t) = 1 |D (T ) | i∈D (T ) [y i − µ n (t)] 2 1(x i ∈ R t )
Because 1(x i ∈ R t ) = 1(x i ∈ R t right ) + 1(x i ∈ R t left ), the above term becomes
(µ n (t left ) − µ n (t))(2y i − µ n (t) − µ n (t left ))1(x i ∈ R t left ) + (µ n (t right ) − µ n (t))(2y i − µ n (t) − µ n (t right ))1(x i ∈ R t right ).
Since i∈D (T ) y i 1(x i ∈ t left ) = N n (t left )µ n (t left ), we know i∈D (T ) (y i − µ n (t left ))1(x i ∈ R t left ) = 0. Similar equations hold for the right child t right , too. Then (34) reduces to 1 |D (T ) | i∈D (T ) (µ n (t left ) − µ n (t))(y i − µ n (t))1(x i ∈ R t left )
+ (µ n (t right ) − µ n (t))(y i − µ n (t))1(x i ∈ R t right )
Because of the definitions of µ n (t left ), µ n (t right ), and µ n (t), we know N n (t left )µ n (t left ) + N n (t right )µ n (t right ) = N n (t)µ n (t).
That implies i∈D (T ) (µ n (t left ) − µ n (t))1(x i ∈ R t left ) + (µ n (t right ) − µ n (t))1(x i ∈ R t right ) = 0. Using this equation, (36) can be written as
(µ n (t left ) − µ n (t))y i 1(x i ∈ R t left ) + (µ n (t right ) − µ n (t))y i 1(x i ∈ R t right ). (38)
In summary, we have shown that:
(µ n (t left ) − µ n (t))y i 1(x i ∈ R t left ) + (µ n (t right ) − µ n (t))y i 1(x i ∈ R t right ).
Since the MDI of the feature k is the sum of (µ n (t left ) − µ n (t))y i 1(x i ∈ R t left ) + (µ n (t right ) − µ n (t))y i 1(x i ∈ R t right ) = 1 |D (T ) | i∈D (T ) t∈I(T ):v(t)=k (µ n (t left ) − µ n (t))1(x i ∈ R t left ) + (µ n (t right ) − µ n (t))1(x i ∈ R t right ) y i
That completes the proof. "C" stands for classification, "R" stands for regression.
