Groundwater monitoring plays a significant role in groundwater management. This study presents an optimization method for designing groundwater-level monitoring networks. The proposed design method was used in the Eshtehard aquifer, in central Iran. Three scenarios were considered to optimize the locations of the observation wells: (1) designing new monitoring networks, (2) redesigning existing monitoring networks, and (3) expanding existing monitoring networks. The kriging method was utilized to determine groundwater levels at non-monitoring locations for preparing the design data base. The optimization of the groundwater monitoring network had the objectives of (1) minimizing the root mean square error and (2) minimizing the number of wells. The non-dominated sorting genetic algorithm (NSGA-II) was applied to optimize the network. Inverse distance weighting interpolation was used in NSGA-II to estimate the groundwater levels while optimizing network design. Results of the study indicate that the proposed method successfully optimizes the design of groundwater monitoring networks that achieve accuracy and costeffectiveness.
INTRODUCTION
Groundwater monitoring plays an important role in collecting data to assess changes in environmental processes in groundwater resources contamination. Loáiciga et al. The non-dominated sorting genetic algorithm (NSGA-II) was used to solve a design model. Results of the study showed the applicability of the proposed methodology for network design under epistemic uncertainty.
In recent decades, several groundwater monitoring studies have turned to machine learning approaches to add or remove monitoring stations. Data mining is an analytic process to explore data by consistent patterns and/or sys- for groundwater monitoring network design. Their RVM method employed a MC simulation process to capture the uncertainties in recharge, hydraulic conductivity, and nitrate reaction processes. This paper presents an optimization method to design reliable and efficient groundwater monitoring networks. The method has as objectives reducing costs and increasing the groundwater-level monitoring accuracy.
GROUNDWATER-LEVEL ESTIMATION
Interpolation methods are used to determine the values of a variable at any point when values of the variable are available at a set of sampling points in a region. Some form of weighted average of the values of a variable (or variables) at surrounding points is applied to calculate the value at the point where the values are unknown. Therefore, the estimation at a location where a spatial variable is unknown is usually given by the weighted average of the nearest neighbors (see e.g., Tobler ):
whereẐ t (x 0 ) ¼ unknown value of x 0 at time t, Z t (x j ) ¼ available measurements of a spatial variable x j at location j and time t, and λ j ¼ weight applied to x j , which differs according to the interpolation method used. Spatial interpolation methods belong to two main categories: (1) deterministic (e.g., inverse distance weighting (IDW), splines, radial basis functions, etc.) and (2) 
where w(x j ) ¼ weights applied to the distance between x 0 and x j . The weights usually are chosen as a power function of the Euclidean distance between two spatial points, or
Kriging is a common method of geostatistics used for spatial interpolation. There are several types of kriging, such as simple, ordinary, universal, block, regression, and cokriging (see Cressie ) . A brief description of kriging is defined here. Variogram is variance of the difference between values of variable at two locations which is used for spatial interpolation by kriging. The first step of kriging is estimating the empirical semivariogram: In the second step of kriging, the weights λ j in the general interpolation (Equation (1)) are estimated from the following system of equations:
where μ ¼ Lagrange multiplier and γ(x i , x j ) ¼ semivariogram between x i and x j .
The minimum squared error of estimation (kriging variance) is a measure for the accuracy of the estimates, given by:
where σ 2 k (x 0 ) ¼ kriging variance at point x 0 . Details about kriging can be found, among others, in Cressie ().
THE NSGA-II
Multi-objective evolutionary algorithms (MOEAs) were The NSGA-II is one of the most common and effective algorithms for solving multi-objective problems. It is a random-based search algorithm and a variant of the GA.
The NSGA-II applies selection, crossover, and mutation operators. The crossover operator recombines the members of a population to make a new population. The mutation operator is applied to manipulate the population's members.
The NSGA-II begins with the random generation of a population, which is subsequently sorted based on nondomination into several Pareto fronts. The first Pareto front is a completely non-dominated set whose members are not dominated by the members of other fronts. The members of the second front dominate those from subsequent fronts, but are dominated by the members of the first front, and so on and so forth.
Each member of a front is assigned a fitness value or rank (Deb et al. ) . For example, individuals from the first front have rank 1, and those from the members of the next front have a rank equal to 2, etc. The crowding distance is a parameter of the NSGA-II that measures the distance of a member to its neighbors and ensures diversity in a population.
As soon as the rank and the crowding distance for all of the members of all fronts are determined, then parents are selected from the population by using binary tournament selection based on the rank and the crowding distance. An individual having smaller value of rank or greater crowding distance is selected (Figure 1) . The selected population uses crossover and mutation operators to generate offspring. The current population and current offspring are sorted again and the best individuals are selected according to their rank and crowding distances. Figure 2 shows a flowchart of the NSGA-II.
CASE STUDY
The study area is the aquifer of the Eshtehard plain, which covers an area equal to 235 km 2 in north central Iran (see a map in Figure 3 ). The plain is surrounded by the Qazvin plain and the Tehran-Karaj plain to the west and east, respectively. The study area features an arid climate, thus groundwater is the main resource of water for residents.
The uncontrolled exploitation of groundwater in the plain has produced a declining groundwater table. There is a need for an optimal monitoring network to characterize aquifer conditions as groundwater is mined to meet several water-supply functions. The existing groundwater monitoring network in the region has 18 wells. A four-year period (2009) (2010) (2011) (2012) (2013) of recorded data (historical) of existing observation wells was chosen for the study. 
METHODOLOGY
First, a groundwater data base was prepared prior to designing a monitoring network and choosing optimal locations of its observation wells within the study area.
Next, an optimal groundwater monitoring network was designed.
Data base
Available records of groundwater level were used for estimating the groundwater level over the entire Eshtehard aquifer using kriging.
Optimizing model
The two objective functions of the groundwater monitoring network design method are:
1. minimizing the number of observation wells in the area; Figure 4 shows a flowchart of the methodology.
Optimization algorithm
The NSGA-II was selected for solving the multi-objective optimization of the groundwater-level monitoring network.
Three scenarios of monitoring network designing were considered: 
Third scenario
Adding extra wells to the observation wells of the network in the research area. This scenario expands an existing monitoring network considering the joint RMSE.
RESULTS AND DISCUSSION
A data base of groundwater level in the Eshtehard aquifer, central Iran, was established using kriging. Groundwaterlevel data from 18 observation wells for a four-year period measured monthly was used for interpolation purposes.
The NSGA-II algorithm was applied for solving the monitoring network optimization problem. The number of iterations, population size, cross-over, and mutation probabilities were set equal to 1,000, 50, 0.7, and 0.2, respectively, in the NSGA-II. A maximum of 30 wells was designated for the optimized monitoring network. The summary of results is as follows. 
A -Scenario 1
The NSGA-II found the optimal groundwater monitoring locations in the aquifer and in the corresponding results were represented as a Pareto front (see Figure 5 ). Due to the randomized nature of the algorithm's solution, three separate runs were performed to find representative results. The calculated Pareto fronts shown in Figure 5 imply very close results for the three runs, which, in turn, shows the reliable convergence of the NSGA-II over several runs. Figure 6 shows a sample of 15 optimized groundwater monitoring wells obtained in the first run of the first scenario. It is clear in Figure 6 that the wells have a suitable distribution so that they cover all areas of the aquifer.
B -Scenario 2
Under this scenario the monitoring network was redesigned from the existing observation wells in the Eshtehard area.
Results of this scenario are presented in Figure 7 in the form of three Pareto fronts obtained in three separate runs. Notice the closeness of the Pareto fronts, which means the NSGA-II algorithm converged to almost the same solution in all runs.
A sample of optimized groundwater monitoring locations is presented in Figure 8 .
C -Scenario 3
Under this scenario 18 available observation wells within the aquifer area were kept and the monitoring network was expanded with a few more wells. The results of the optimization are depicted as Pareto fronts in Figure 9 , in which the closeness of the three Pareto fronts is evident.
Given the randomized algorithmic search it is clear that the similarity of the results of the three runs imply adequate convergence to a near globally optimal solution.
A sample of the optimized groundwater monitoring network under Scenario 3 is portrayed in Figure 10 . The chosen monitoring wells are suitably distributed throughout the aquifer.
Results of the first runs of the three scenarios are presented in Figure 11 as Pareto fronts. The flexible nature of the first scenario, compared to the other two scenarios, is clear in Figure 11 . It is evident that optimizing the locations of the monitoring wells regardless of existing observation wells in the study region leads to efficient collection of accurate groundwater levels. Our results also show that taking into account the existing observation wells provides useful information for optimizing the entire monitoring network.
Under the second scenario, the main constraint is the fact that existing monitoring wells are used in the optimized network. This caused a rise of the RMSE in the network associated with Scenario 2 compared with the RMSE associated with Scenario 1. Choosing 10 wells, for instance, the RMSE values of the first and second scenarios were 1.180 and 1.489, respectively. Pareto fronts for the first and second scenarios are shown in Figure 11 , where it is evident that the fully optimized monitoring network under Scenario 1 (where all monitoring locations are optimized) exhibits a lower RMSE than the Pareto fronts for Scenario 2.
It is seen in Figure 11 that the RMSE values of the first and third scenarios for 25 wells equaled 0.972 and 1.070, respectively. This vicinity of the two fronts implies that when the number of wells in the monitoring network exceeds 18, the number of wells is sufficiently high that all areas of the aquifer are covered. This is affirmed by the closeness of the first and third fronts in Figure 10 for well numbers equal to 28, 29, and 30.
CONCLUDING REMARKS
Proper characterization of groundwater conditions relies on well-designed groundwater monitoring networks. This work This study relied on time series of groundwater levels to design groundwater monitoring networks. Previous studies on monitoring networks have not applied time series of groundwater levels because of complexities that arise in handling temporal variability within the spatial analysis.
The optimization algorithm employed in this paper considered the entire area of the aquifer in search of the best monitoring sites. In brief, this study presented a groundwater monitoring network design method that could search all the aquifer area to find the best monitoring sites employing long-term groundwater-level data. 
