Abstract. The convergence of the vanishing viscosity method for initialboundary value problems is analyzed for nonlinear hyperbolic conservation laws through several representative systems. Some techniques are developed to construct the global viscous solutions and establish the H −1 compactness of entropy dissipation measures for the convergence of the viscous solutions with general initial-boundary conditions. The representative examples considered include the systems of isentropic gas dynamics, nonlinear elasticity, and chromatography.
Introduction
We are concerned with the convergence of the vanishing viscosity method for initial-boundary value problems for nonlinear hyperbolic systems of conservation laws. Physical motivation is the vanishing viscosity limit from viscous compressible fluids to the inviscid ones with initial-boundary conditions, which is a natural way to determine entropy solutions for the inviscid equations in the interior of fluid domains under consideration. Our analysis focuses on several representative examples of nonlinear systems including the models for isentropic gas dynamics, nonlinear elasticity, and chromatography. The main objective in addressing the particular systems is to expose a general procedure of analysis for such a problem with general boundary conditions, especially nonhomogeneous ones. In order to make the main steps clearer and to avoid superfluous technicalities, we restrict our analysis here to the standard domains of form Q T = (0, T ) × (0, 1) or Q = (0, ∞) × (0, 1). Many other examples may be treated by following the same procedure.
We start with a general system of conservation laws in one space variable:
with u ∈ U ⊂ R m , f ∈ C 1 (U ; R m ), for some domain U ⊂ R m . We consider the following initial-boundary conditions for (1.1):
u| t=0 = u 0 (x), (1.2) u| x=0 = a 0 (t), u| x=1 = a 1 (t). (1. 3) We assume that the initial-boundary data satisfy
Since the boundary layers generally exist for arbitrarily given a i , i = 1, 2, our focus here is to expose a procedure to construct weak entropy solutions in the interior of Q such that the solutions obtained are natural for the case that there is no boundary layer (see [5] ). With this in mind, a definition of entropy solutions for the initial-boundary value problem was given in [5] for general multidimensional systems of conservation laws in more general (not necessarily cylindrical) domains, motivated from [1] for the scalar case. Some discussions about the initial-boundary problem in different contexts, related to [1] , have been made for hyperbolic systems of conservation laws (e.g. [ We say that F (u, v) = (α(u, v), β (u, v) ) is a generalized boundary entropy pair if it is the uniform limit of a sequence of boundary entropy pairs over compact sets.
, φ ≥ 0, and any convex entropy pair (η, q),
e., and any boundary entropy pair F = (α, β),
To illustrate some features of the above definition, we consider a simple example. Let (1.1) be strictly hyperbolic, which means that the Jacobian ∇f is diagonalizable and all eigenvalues are real and distinct. In (1.2)-(1.3), let a 0 , u 0 , and a 1 be constant states u l , u m , and u r , respectively, such that u l and u m are connected by a shock with a negative speed, while u m and u r are connected by a shock with a positive speed. To simplify, we assume that both shocks belong to genuinely nonlinear families, that is, the corresponding eigenvalues of ∇f are monotone along the integral curves of the associated right-eigenvectors (cf. [21] ). Then it is easy to prove that u(t, x) ≡ u m , (t, x) ∈ Q, is an entropy solution for the corresponding initial-boundary value problem, according to the above definition, provided that u l , u m , and u r are sufficiently close to each other.
Indeed, (1.7) and (1.8) are trivially satisfied. For (1.9), it suffices to check the inequality for the left boundary, x = 0, since the other is similar. Then this reduces to showing that β(u m , u l ) ≤ 0. Now, from the Lax shock condition, it follows that β(u m , u l ) ≤ sα(u m , u l ), for |u m − u l | sufficiently small (see [22] ). Now, from the properties of boundary entropies, one has α(u, v) ≥ 0, and hence the desired inequality follows since s < 0.
This solution is actually consistent with the natural physical solution in the interior of Q, with boundary layers on the boundaries, via the characteristic analysis. It would be interesting to analyze systematically the uniqueness of entropy solutions in the sense of (1.7)-(1.9) for such problems.
We next recall an important fact about the solutions of (1.1)-(1.3) according to (1.7)-(1.9), established in [5] , which holds even for the general multidimensional case in general (not necessarily cylindrical) domains. 
where
In the subsequent sections, we solve problem (1.1)-(1.3), in the sense of Definition 1.1, for the representative systems of nonlinear elasticity, chromatography, and isentropic gas dynamics, according to the following scheme. In Section 2, we establish some general results for the parabolic systems obtained from (1.1) with an additional viscosity term in its right-hand side. In particular, we obtain a useful uniform estimate (2.22) for the derivative of the viscous solutions, which is essential in order to establish the H −1 -compactness of entropy dissipation measures for nonhomogeneous boundary conditions addressed here (see §3.1). In Section 3, we apply the results of Sections 1-2 and the compensated compactness methods to obtain the existence of entropy solutions when (1.1) is either the 2 × 2 system of nonlinear elasticity, or the m × m system of chromatography in Langmuir coordinates, or some other systems mentioned therein. Finally, in Section 4, we analyze the convergence of the viscous approximate solutions of the initial-boundary value problem for the system of isentropic Euler equations for gas dynamics with the aid of the results in Sections 1-2, especially estimate (2.22).
Parabolic Systems
In this section we consider the initial-boundary value problem for the parabolic system obtained from (1.1) with an additional viscosity term. Namely, we are concerned with the following initial-boundary value problem:
To simplify the statements of the results, we assume that a 0,ε , a 1,ε are smooth and (2.5) and the compatibility conditions:
For the purposes of the applications given in this paper, it suffices to consider the situation in which f satisfies:
Denote by K ε (t, x) the fundamental solution of the heat equation
4εt .
We will make use of the fact that
is a smooth solution of the initial-boundary value problem:
Hence, we expect that u(t, x) satisfies
To see this fact, we denote the right-hand side of (2.10) by r(t, x) and approxi-
is the corresponding solution for the modified (2.10) with conditions (2.11)-(2.12), then we clearly have
From the properties of the heat kernel and the functionr(t, x), we deduce that w satisfies (2.10) in the sense of distributions in Q. Then w − (u − h ε ) satisfies the homogeneous heat equation. By the standard regularity theory, w is then smooth. Since (2.11) and (2.12) are easily verified from (2.13), the uniqueness of the solution of (2.10)-(2.12) implies that w = u−h ε . On the other hand, if u satisfies (2.13) and has continuous derivatives of first order in t and up to second order in x, throughout Q, then applying the heat operator ∂ t − ε∂ 2 xx to both sides of (2.13), for (t, x) ∈ Q, yields that u satisfies (2.1) in Q in the sense of distributions and, hence, in the classical sense. Conditions (2.2)-(2.3) are also immediately deduced from (2.13).
Then, for smooth solutions
where we have used the definition of the extension
(0, 1) to R according to (2.9) . Indeed, to pass the derivative from ∂ x f (u)(s) to the heat kernel to obtain (2.14) from (2.13), we write the convolution as a sum of integrals in (0, 1), using (2.9), then apply integration by parts, and observe that the sums like
resulting also from this process, vanish identically. Hence a possible strategy for solving (2.1)-(2.3) is to obtain first a solution of (2.14), and then to prove that it possesses the required regularity.
and so L is a contraction in G T as long as
By the Banach Fixed Point Theorem, there exists a unique u ∈ G T , which satisfies
with C 1 independent of ε. Furthermore, there exists a constant C 2 , depending on ε, such that
Proof. The proof of (2.17) reduces to proving the following assertion: there exists a constant
Hence, from the assertion, we have that
, for all k ∈ N. Therefore, the standard arguments yield that u must also satisfy these properties.
We now pass to the proof of the assertion. From the hypothesis on v, one has
and so
, (2.20) where C > 0 depends only on C 0 , independent of ε and v. Since T = α 0 ε for α 0 << 1 independent of ε, the fact that C 1 can be taken independent of ε is clearly seen from (2.20), because of (2.4) and (2.5).
The second part of the statement follows similarly. We only need to prove that there exists a constant
has also these properties. To this end, we observe that we may write
Hence
provided that
where C depends only on C 0 . This concludes the proof.
Let u be the unique fixed point of L in G T . By Lemma 2.1, ∂ x u is bounded in [0, T ] × (0, 1). Clearly, u is a weak solution of (2.1)-(2.3) in the sense that u belongs to the space 1) ) follows the observation that u is the limit in L ∞ of a sequence u n satisfying 1) ) and must converge weakly to ∂ t u(t, x). Applying the regularity theory for parabolic equations (see [17, 23, 28] 1)-(2.3) satisfying (2.17)-(2.18) .
If system (2.1) is endowed with a bounded invariant region (see [8] ), then the global smooth solution u is uniformly bounded. We now prove that this allows us to obtain a useful estimate for ∂ x u. 
The same result holds for the smooth solution of the Cauchy problem.
Exactly as above, we easily see that L is a contraction mapping in G T if (2.16) is satisfied. Also, identically as in the proof of Lemma 2.1, we prove the assertion that, for
then L(v) also satisfies these properties. Thus, using the fact that u is the unique fixed point of L, we deduce from the standard arguments that u must satisfy (2.24). Take T = 2εδ, for any δ > 0 such that (2.16) holds. Then, for any t > εδ, we take some t 0 = t − T /2 in (2.24) to obtain
On the other hand, for 0 < t ≤ εδ, we have that (2.17) holds. From Lemma 2.1, C 1 can be taken independent of ε. Therefore, taking M = C 1 / √ δ, we conclude the proof of (2.22).
The proof of estimate (2.22) for the smooth solution of the Cauchy problem is completely similar.
In order to prove (1.10) for hyperbolic systems, we need to get a corresponding inequality for the associated parabolic systems. To this end, we will make use of a construction as in [28, 30] . For δ > 0 sufficiently small, define
and, for some M > 0, set
For any ϕ ∈ C 0 (R), ϕ ≥ 0, the function ξ ε (x) satisfies
which immediately give (2.26). 
Theorem 2.2. Let u be the smooth solution of (2.1)-(2.3), and let (α(u, v), β(u, v)) be a boundary entropy pair for (1.1). Then there exists a constant
M > 0 such that, for all φ ∈ C ∞ 0 ((−∞, T ) × R), φ ≥ 0, and v ∈ R m , − T 0 1 0 {α(u, v)∂ t φ + β(u, v)∂ x φ + εα(u, v)∂ xx φ} ξ ε dx dt ≤ 1 0 α(u 0,ε , v)φ(x, 0)ξ ε dx + M Γ α(u b ε , v)φ dt +2ε T 0 1 0 α(u, v)ξ ε ∂ x φ dx dt,(2.
Proof. Denote η(u) = α(u, v), q(u) = β(u, v).
By the convexity of α with respect to u and (1.6), we easily see that there must exist a constant M > 0, independent of v, such that |q(u)| ≤ M η(u). Now, multiplying (2.1) by ∇η(u), one obtains
Then, multiplying (2.28) by ξ ε φ, integrating in Q T = (0, T ) × (0, 1), and using integration by parts, we obtain
where we have used |q(u)| ≤ M η(u). Applying (2.26) with η(u)φ replacing ϕ in the inequality displayed above, we then obtain (2.27).
Nonlinear Elasticity, Chromatography, and Other Systems
In this section we apply the results in Sections 1-2 to solving the initialboundary value problem for two specific systems: the one arising in one-dimensional nonlinear elasticity and the other appearing in chromatography with Langmuir coordinates. We also discuss other applications which follow in a similar fashion.
Nonlinear Elasticity.
Consider the one-dimensional nonlinear elasticity system:
where σ is a smooth function satisfying σ (τ ) > 0, and τσ (τ ) > 0 if τ = 0. Then, in this case, f (u) = (−σ(u 2 ), −u 1 ) . System (3.1) is endowed with the following strictly convex entropy:
with entropy-flux: q * (u) = u 1 σ(u 2 ). Given a convex entropy η(u), a boundary entropy pair (α(u, v), β(u, v)) can be defined by taking the quadratic part of η and its associated flux. That is,
Also, system (3.1) is endowed with a pair of independent Riemann invariants (i.e. the functions whose gradient are left-eigenvectors of ∇f ) given by
The regions given by
for any M > 0, are invariant under the flow of the parabolic system (2.1) corresponding to (3.1) (cf. [8, 11, 14] ). Given uniformly bounded initial-boundary data, we take a region R like the above with M large enough so that the initial-boundary data assume values in R. In order to have the flux function f of (3.1) satisfying condition (2.7), we first change from the coordinates u tō
where u * = (0, −A), A > 0, is any point of the axis u 1 = 0 which does not belong to R. Then we replace f bȳ
with ϕ ∈ C ∞ 0 (R 2 ) and ϕ(ū) = 1, ifū ∈ R − u * , and such that (0, −A) does not belong to the support of ϕ. The functionf satisfies (2.7) and coincides with f in the invariant region R. Now, by the invariant region arguments (cf. [8] ), any smooth solution of system (2.1) associated with (3.1), withf replacing f , takes its values in R, as long as the initial-boundary data take values in R. Hence, replacing f byf has no real effect, and the solution of the modified system is also a solution of the original one.
For given initial-boundary data (1.2)-(1.4), we can find smooth approximate functions a 0,ε , a 1,ε , and u 0,ε , which converge to a 0 , a 1 , and u 0 , respectively, in L 1 loc (0, ∞) and L 1 (0, 1) and satisfy (2.4)-(2.6), using the standard techniques of cutoff and mollification. We now consider the compactness of the smooth solution sequence u ε of the viscous systems (2.1) corresponding to (3.1). First, this sequence is uniformly bounded in L ∞ (Q; R 2 ), because all of the functions u ε assume values in R, which is a bounded region of R 2 . That is,
for some B 1 > 0 independent of ε. To apply DiPerna's compactness result in [11] , it suffices to verify the following:
for any smooth entropy-entropy flux pair (η, q).
With the aid of our estimate (2.22), property (3.5) can be seen as follows. We first multiply (2.1) by ∇η(u) to obtain
If η is strictly convex (e.g. η = η * given above), integrating (3.6) in Q T with any T > 0, we have
using estimate (2.22), where A i , i = 1, 2, 3, and B 2 are independent of ε. Thus, we have
for some constant B 3 > 0, depending on T , but independent of ε. Now, from (3.7), we obtain as usual that, for any smooth entropy η,
is uniformly bounded in M(Q T ), the space of signed Radon measures in Q T . Therefore, by Sobolev's embeddings, it is compact in W −1,p (Q T ), for 1 < p < 2. Also, from (3.7), we obtain that, for any smooth entropy η(u),
is compact in W −1,2 (Q T ) (in fact it converges to 0). Thus the right-hand side of (3.6) is compact in W −1,p (Q T ), using again Sobolev's embeddings. Now, because of (3.4), the left-hand side of (3.6) is uniformly bounded in W −1,∞ (Q T ). Then, an interpolation argument gives (3.5) (see [10, 29] ).
Once we have proved (3.5), we can use DiPerna's compactness result in [11] to conclude the compactness of the sequence u ε in L 1 loc (Q). Let u be the limit of a subsequence u ε k in L 1 loc (Q) with ε k → 0 as k → ∞. Hence, from (2.27) in Theorem 2.2, we obtain (1.10), using the fact that ξ ε and εξ ε are uniformly bounded and converge pointwise to 1 and 0, respectively.
Thus, Theorem 1.1 can be applied to conclude that u is an entropy solution of the initial-boundary value problem for (3.1).
Theorem 3. 1. Let a 0 , a 1 , and u 0 satisfy (1.4) . Then there exists a global entropy solution of the initial-boundary problem (3.1) and (1.2)-(1.3) in the sense of (1.7)-(1.9).
Chromatography:
The m × m chromatography system for Langmuir isotherms (cf. [31] ) is given by (3.8) where 0 < k 1 < k 2 < · · · < k m are given numbers. It is well known (cf. [18] ) that (3.8) is endowed with m linearly independent Riemann invariants w 1 , . . . , w m , which have the property that the level surfaces w i = const. are affine hyperplanes in R m (also see Temple [38] ). For these systems, using the maximum principle (see [33] ), it is easy to show that the regions
are invariant under the flow of the associated parabolic system (2.1), wherew = (w 1 , · · · ,w n ) is a constant state in R m and M i > 0 are arbitrary constants, as long as they are contained in the domain {u ∈ R m | u i ≥ 0, i = 1, · · · , m}. Then, the same procedures as the one for the system of nonlinear elasticity can yield the existence of entropy solutions of the initial-boundary value problem for (3.8), where we apply the compactness theorem of James-Peng-Perthame [18] , with the aid of Theorem 2.1 (i.e. (2.22) ). 
Other Systems:
The same techniques can be used to prove the corresponding results for other systems such as the quadratic systems with umbilic degeneracy studied in [6] , the class of conjugate type systems considered in [15] , and the systems addressed in [32] . All of these systems have bounded invariant regions over which the flux functions are smooth, say, at least C 3 in the interior of the invariant regions and C 2 up to the boundaries.
System of Isentropic Euler Equations
The system of isentropic Euler equations reads
where ρ represents the density, m is the momentum, and p(ρ) is the pressure. The behavior of the pressure function p(ρ) depends on the fluids under consideration. We assume at the onset that p(ρ) satisfies
away from the vacuum ρ = 0 and, when ρ → 0+,
for some γ > 1. This means that, when ρ → 0, the pressure law p(ρ) has the same principal singularity as the γ-law, but allows additional singularities in the derivatives.
System (4.1) is endowed with a pair of independent Riemann invariants given by
Then the region is invariant under smooth flows of the parabolic system (2.1) associated with (4.1) (cf. [8] ), provided that we can show
where δ ε (t) > 0 depends on ε and t. Thus, we assume that the initial-boundary data (2.2)-(2.3), for the viscous systems (2.1) associated with (4.1), take values in R, for large M i , i = 1, 2.
We notice that, in the region R, the flux function of (4.1) is only Lipschitz continuous because of the singularity in ρ = 0. In order to have the flux function f (ρ, m) = (m, m 2 /ρ + p(ρ)) partially satisfying (2.7), we artificially extend it to the half-plane {ρ < 0} as an even function. The resultant function is smooth only away from the vacuum line {ρ = 0}. Hence local (in time) smooth solutions of the problem (2.1)-(2.3), corresponding to (4.1), can be extended only while they stay in the region ρ > 0. This is the main difference between the analyses for system (4.1) and for the systems in Section 3.
For given initial-boundary data a 0 , a 1 , and u 0 satisfying (1.4) and
there exists sequences a 0,ε , a 1,ε , and u 0,ε that converge to a 0 , a 1 , and u 0 , respectively, in L 1 loc (0, ∞) and L 1 (0, 1) and that satisfy (2.4)-(2.6), and
where α ε → 0 as ε → 0. Under (4.7), there exists a unique global smooth solution of the Cauchy problem for the viscous system satisfying (4.5) (see [12, 4] ). Actually, the key point to construct such a solution is to show that any local smooth solution, assuming values in {ρ > 0}, defined up to a certain time T > 0 must satisfy,
for all x ∈ (0, 1) and some δ ε (T ) > 0 depending on both ε and T . The proof of (4.8) in [12, 4] can be easily adapted for the initial-boundary value problem with the help of an obvious version of Theorem 2.1 for local smooth solutions. Nevertheless, we will give an alternate proof here for (4.8) for our initial-boundary problem.
Consider the equation
Multiplying (4.9) by v (ρ) with v(ρ) = 1/ρ, we obtain
together with the conditions: If g is a smooth solution of (4.11)-(4.13) defined for 0 ≤ t < T , the maximum principle, applied to the difference v − g, gives v(t, x) ≤ g(t, x), for (t, x) ∈ Q T . Thus, to get (4.8), all we have to do is to prove that g(t, x) ≤ N ε (T ), for (t, x) ∈ Q T , (4.14)
for some positive number N ε (T ), depending on both ε and T . Now take any t 0 ∈ (0, T ) and consider the operator L in G τ = L ∞ ((t 0 , t 0 + τ ) × (0, 1)), with t 0 + τ ≤ T , given by
where ζ(t, x) = (1 − x)g(t, 1) + xg(t, 0), for 0 < x < 1, t > 0, and the˜has the same meaning as in Section 2. This operator is a contraction mapping in G τ if and τ = τ 0 . Define
We now show that there exists a constant N (T ) > N(t 0 ) such that, if h ∈ G τ satisfies h(t) L ∞ ≤ N (T ), 0 < t < T, (4.17) then L(h) also satisfies this inequality. We can seen this as follows.
L(h)(t) L
2 , MC 0 , 1}. Therefore, one deduces that the assertion is true, provided
Since L is a contraction mapping in G τ , bound (4.17) must also hold for g, which then proves (4.8).
Once we have proven (4.8), we can easily show the existence of a unique global smooth solution of problem (2.1)-(2.3), corresponding to (4.1). The remaining of the proof of the existence of a solution to problem (1.1)-(1.3) follows the same procedure as the one for the systems in Section 3. In the polytropic case p = κρ γ , after proving (3.5) with the help of Theorem 2.1, we may use the results in [12] (γ = 1 + 2/(2k + 1), k > 1), [3] (1 < γ ≤ 5/3), [24] (γ ≥ 3), and [25] (5/3 < γ < 3) for the reduction of the Young measures to Dirac measures. The same can be done for more general pressure law p(ρ) satisfying (4.2)-(4.3), by using the reduction procedure in the recent paper [7] . for some C > 0 independent of t.
