Recently, so-called full-history recursive multilevel Picard (MLP) approximation schemes have been introduced and shown to overcome the curse of dimensionality in the numerical approximation of semilinear parabolic partial differential equations (PDEs) with Lipschitz nonlinearities. The key contribution of this article is to introduce and analyze a new variant of MLP approximation schemes for certain semilinear elliptic PDEs with Lipschitz nonlinearities and to prove that the proposed approximation schemes overcome the curse of dimensionality in the numerical approximation of such semilinear elliptic PDEs.
Introduction
Partial differential equations (PDEs) are widely used as a modelling tool, e.g., in the natural sciences, in the engineering sciences, or in the financial industry. Usually the exact solutions to specific PDE problems in applications can hardly be found. Thus, there is a high demand for approximative solution techniques. In the scientific literature, there are several well-established approximation methods for PDEs like finite difference methods or finite element methods which work well in low dimensions. However, such classical deterministic approximation methods cannot be used in high dimensions as they suffer from the so-called curse of dimensionality in the sense that the computational effort for calculating an approximation grows at least exponentially in the PDE dimension d P N. Probabilistic approximation methods like Monte Carlo averaging, on the other hand, do not suffer from the curse of dimensionality in the numerical approximation of linear second-order parabolic PDEs as well as linear second-order elliptic PDEs.
Recently, several probabilistic approximation methods for high-dimensional nonlinear PDEs have been proposed in hopes of overcoming the curse of dimensionality in the numerical approximation of nonlinear PDEs. We refer, e.g., to [3, 4, 5, 8, 9, 14, 16, 20, 21, 24, 26, 29, 34, 35, 36, 38, 41, 50, 51, 52, 54, 57] for deep learning based approximation methods for possibly nonlinear PDEs, e.g., to [1, 10, 12, 13, 15, 37, 39, 40, 53, 55, 58, 59] for approximation methods for nonlinear secondorder parabolic PDEs based on branching diffusions, and, e.g., to [7, 22, 23, 27, 42, 44, 45, 46] for full-history recursive multilevel Picard (MLP) approximation methods for nonlinear secondorder parabolic PDEs. Numerical experiments raise hopes that deep learning based approximation methods are able to approximate solutions of high-dimensional nonlinear PDE problems, but at the moment there are only partial explanations for the good performance of deep learning based approximation methods in numerical experiments for high-dimensional PDEs available (cf., e.g., [11, 25, 28, 30, 31, 32, 43, 47, 49, 56] ). In contrast to this, there are, however, complete mathematical analyses in the scientific literature showing that branching diffusion approximation methods can efficiently solve high-dimensional semilinear parabolic PDE problems for sufficiently small time horizons. The branching diffusion approximation method, however, breaks down when the time horizon is not sufficiently small anymore. MLP approximation methods are, to the best of our knowledge, up to now the only approximation methods for high-dimensional semilinear parabolic PDEs which are guaranteed by rigorous mathematical proofs to overcome the curse of dimensionality for all time horizons (see [7, 27, 44, 45] ). The MLP approximation schemes proposed and studied so far in the scientific literature, however, exclusively deal with parabolic PDE problems and none of these schemes and their analyses can be applied to nonlinear elliptic PDEs. The key contribution of this article is to introduce and analyze MLP approximation schemes for certain semilinear elliptic PDEs and to prove for the first time that approximations of such semilinear elliptic PDEs can be obtained without suffering from the curse of dimensionality. In particular, the main result of this article, Theorem 3.16, proves that the computational effort to obtain an approximation of a desired accuracy ε P p0, 8q grows at most polynomially in the PDE dimension d P N as well as in the reciprocal of the desired accuracy. To illustrate the findings of this article in more detail, we present in the following result, Theorem 1.1 below, a special case of Theorem 3.16. Theorem 1.1. Let c, L P r0, 8q, λ P pL, 8q, M P NXpp ? λ`?Lq 2 p ? λ´?Lq´2, 8q, Θ " Y nPN Z n , let u d P C 2 pR d , Rq, d P N, and f d P CpR dˆR , Rq, d P N, satisfy for all d P N, x P R d that p∆u d qpxq " f d px, u d pxqq, (1) let pΩ, F , Pq be a probability space, let W d,θ : r0, 8qˆΩ Ñ R d , θ P Θ, d P N, be i.i.d. standard Brownian motions, let R θ : Ω Ñ r0, 8q, θ P Θ, be i.i.d. random variables, assume that pR θ q θPΘ and pW d,θ q pd,θqPNˆΘ are independent, assume for all d P N, x " px 1 , . . . , x d q P R d , v, w P R, ε P p0, 8q that |f d px, vq´f d px, wq´λpv´wq| ď L|v´w|, |f d px, 0q| ď cd c r1ř d j"1 |x j |s c , sup y"py 1 ,...,y d qPR d r|u d pyq| expp´ε ř d j"1 |y j |qs ă 8, and PpR 0 ě εq " e´λ ε , let U d,θ n " pU d,θ n pxqq xPR d : R dˆΩ Ñ R, θ P Θ, d, n P N 0 , satisfy for all d, n P N, θ P Θ, x P R d that U d,θ 0 pxq " 0 and
and let C d,n P R, d, n P N 0 , satisfy for all d, n P N 0 that C d,n ď pd`1qM n`ř n´1 k"1 M pn´kq pd`1C d,k`Cd,k´1 q. Then there exist κ P R and N : p0, 1sˆN Ñ N such that for all ε P p0, 1s, d P N it holds that C d,N ε,d ď κd κ ε´κ and sup xPr´c,cs d`E " |u d pxq´U d,0 N ε,d pxq| 2 ‰˘1 {2 ď ε.
Theorem 1.1 is an immediate consequence of Corollary 3.17. Corollary 3.17, in turn, follows from Theorem 3. 16 , the main result of this article. In the following we add comments on some of the mathematical objects appearing in Theorem 1.1. The functions u d : R d Ñ R, d P N, in Theorem 1.1 above describe the solutions of the elliptic PDEs which we intend to solve approximately; see (1) above. The functions f d : R dˆR Ñ R, d P N, represent the nonlinearities in the elliptic PDEs in (1) . The nonlinearities are assumed to satisfy certain Lipschitz conditions which are formulated with the help of the real numbers L P r0, 8q and λ P pL, 8q in Theorem 1.1 above. The random fields U d,θ n : R dˆΩ Ñ R, d P N, n P N 0 , θ P Θ, in (2) above describe the approximation algorithm which we employ in this work to approximately calculate the PDE solutions u d : R d Ñ R, d P N. The motivation for the specific form of the random fields U d,θ n : R dˆΩ Ñ R, d P N, n P N 0 , θ P Θ, in (2) stems from multilevel Monte Carlo approximations of Picard approximations of certain stochastic fixed point equations (SFPEs) which are satisfied by the solutions u d : R d Ñ R, d P N, of the elliptic PDEs in (1) . The different numbers of Monte Carlo samples in (2) are determined by the constant M P N which is restricted by the real numbers L P r0, 8q and λ P pL, 8q used to formulate the Lipschitz assumptions for the nonlinearities f d : R dˆR Ñ R, d P N, in the PDEs in (1) above. For every d, n P N, x P R d we think of the quantity C d,n P R in (3) in Theorem 1.1 as the computational cost to sample one realization of U d,0 n pxq P R (cf. Section 3.6 below). Theorem 1.1 thus, roughly speaking, proves that the random fields U d,0 n : R dˆΩ Ñ R, d P N, n P N 0 , (see (2) in Theorem 1.1) can achieve an approximation accuracy of size ε P p0, 8q with a computational cost which is bounded by a polynomial in the PDE dimension d P N and in the reciprocal of the desired approximation accuracy ε P p0, 8q (see (3) in Theorem 1.1). The real number c P r0, 8q is an arbitrarily large real constant which we use to express the growth assumption in Theorem 1.1 that for all d P N, x " px 1 , . . . , x d q P R d it holds that |f d px, 0q| ď cd c r1`ř d j"1 |x j |s c as well as to specify the regions r´c, cs d Ď R d , d P N, on which we measure the L 2 -error between the exact solutions u d : R d Ñ R, d P N, of the PDEs in (1) and the random approximations U d,0 N ε,d : R dˆΩ Ñ R, d P N, ε P p0, 1s, in (3) in Theorem 1.1 above.
The remainder of this article is organized as follows. Section 2 is devoted to the study of stochastic representations for suitable viscosity solutions of certain semilinear elliptic PDEs. In particular, we establish in Section 2 a one-to-one correspondence between suitable viscosity solutions of certain semilinear elliptic PDEs and solutions of SFPEs associated with such semilinear elliptic PDEs. Section 3 focusses on the introduction and the analysis of MLP schemes for the numerical approximation of solutions of certain SFPEs. Owing to the results in Section 2 these MLP schemes are thus apt to numerically approximate suitable viscosity solutions of certain semilinear elliptic PDEs. The main error estimates for the MLP approximation schemes can be found in Sections 3.4 and 3.5 and a computational cost analysis for the MLP approximation schemes is carried out in Section 3.6. An overall complexity analysis for the MLP approximation schemes is obtained in Section 3.7 by combining the error estimates from Sections 3.4 and 3.5 with the computational cost analysis in Section 3.6.
2 Stochastic representations for elliptic partial differential equations (PDEs) 
Proof of Lemma 2.1. First, observe that the hypothesis that h : O Ñ R is BpOq/BpRq-measurable and the hypothesis that X : r0, 8qˆΩ Ñ O is pBpr0, 8qq b F q/BpOq-measurable prove that r0, 8qˆΩ Q pt, ωq Þ Ñ e´λ t hpX t pωqq P R is pBpr0, 8qq b F q/BpRq-measurable. This, the hypothesis that for all x P O it holds that |hpxq| ď cV pxq, the hypothesis that for all t P r0, 8q it holds that Ere´ρ t V pX t qs ď γ, and Fubini's theorem ensure that
This establishes (4) . The proof of Lemma 2.1 is thus completed.
non-empty open set, let pΩ, F , Pq be a probability space, for every n P N 0 let X n " pX n,t q tPr0,8q : r0, 8qˆΩ Ñ O be pBpr0, 8qqbF q/BpOq-measurable, assume for all ε, t P p0, 8q that lim sup nÑ8 Pp}X n,t´X0,t } ě εq " 0, let h P CpO, Rq be bounded, let V : O Ñ p0, 8q be BpOq/Bpp0, 8qq-measurable, and assume for all n P N 0 , t P r0, 8q, x P O that |hpxq| ď cV pxq and Ere´ρ t V pX n,t qs ď γ. Then (i) it holds for all n P N 0 that E " ş 8 0 e´λ t |hpX n,t q| dt
Proof of Lemma 2.2. First, observe that Lemma 2.
for n P N 0 in the notation of Lemma 2.1) establishes Item (i). Next note that Kallenberg [48, Lemma 4.3] , the assumption that for all ε, t P p0, 8q it holds that lim sup nÑ8 Pp}X n,t´X0,t } ě εq " 0, and the assumption that h P CpO, Rq assure that for all ε, t P p0, 8q it holds that lim sup nÑ8 rPp|hpX n,t q´hpX 0,t q| ě εqs " 0.
Combining this with the assumption that h is bounded and Vitali's convergence theorem implies for all t P p0, 8q that lim sup nÑ8 Er|hpX n,t q´hpX 0,t q|s " 0.
Moreover, note that for all n P N 0 , t P p0, 8q it holds that e´λ t Er|hpX n,t q|s ď ce´λ t ErV pX n,t qs ď cγe´p λ´ρqt . 
(cf. Lemma 2.1). Note that the assumption that V is continuous implies that V is locally bounded.
lim sup kÑ8 }x k´x0 } " 0 in the notation of Lemma 2.2) hence ensures for all n P N, x k P O, k P N 0 , with lim sup kÑ8 }x k´x0 } " 0 that lim sup kÑ8 |u n px k q´u n px 0 q| " lim sup
Hence, we obtain for all n P N that u n is continuous. Next observe that for all n P N, x P O it holds that
This, (12) , the assumption that V P CpO, p0, 8qq, and the fact that pu n q nPN Ď CpO, Rq imply that u is continuous. This establishes Item (i). Next we prove Item (ii). For this we assume that sup rPp0,8q rinf xPOzOr V pxqs " 8.
The assumption that V P CpO, p0, 8qq hence assures that
The assumption that for all t P r0, 8q, x P O it holds that e´ρ t ErV pX x t qs ď V pxq therefore implies for all t P p0, 8q that 0 ă e´ρ t min yPO V pyq ď min yPO V pyq. Hence, we obtain that 0 ď ρ ă λ. This, the fact that for every n P N it holds that h n : O Ñ R is bounded, the assumption that sup rPp0,8q rinf xPOzOr V pxqs " 8, and (13) demonstrate for all n P N that
Combining this with (15) and (12) ensures that 
is continuous, and (iii) it holds in the case of sup rPp0,8q rinf xPOzOr V pxqs " 8 that 
The hypothesis that inf rPp0,8q rsup xPOzOr p |f px,0q|`|upxq| V pxq qs " 0 hence ensures that inf rPp0,8q
« sup
c Ð sup yPO p |f py,upyqq| V pyq q, γ Ð V pxq, ρ Ð ρ, λ Ð λ, O Ð O, pΩ, F , Pq Ð pΩ, F , Pq, X Ð X x , h Ð pO Q y Þ Ñ f py, upyqq P Rq for x P O in the notation of Lemma 2.1) therefore establishes Item (i). In addition, note that (21) and Lemma 2. 
Then it holds for all λ P pρ, 8q, x P O that
Proof of Lemma 2.5. First, note that the fact that f :
is pBpr0, 8qq b F q/BpRq-measurable. Next observe that the hypothesis that for all t P r0, 8q, x P O it holds that Ere´ρ t V pX x t qs ď V pxq, the hypothesis that for all x P O, a, b P R it holds that |f px, aq´f px, bq| ď L|a´b|, and Fubini's theorem ensure that for all λ P pρ, 8q, x P O it holds that
This establishes (23) . The proof of Lemma 2.5 is thus completed. and all x n P O, n P N 0 , with lim sup nÑ8 }x n´x0 } " 0 that lim sup nÑ8 Pp}X xn t´X x 0 t } ě εq " 0, let V P CpO, p0, 8qq, f P CpOˆR, Rq satisfy for all t P r0, 8q, x P O, v, w P R that Ere´ρ t V pX x t qs ď V pxq and |f px, vq´f px, wq| ď L|v´w|, and assume that inf rPp0,8q rsup xPOzOr p |f px,0q|
V pxq qs " 0 and sup rPp0,8q rinf xPOzOr V pxqs " 8. Then there exists a unique u P CpO, Rq such that 
Proof of Proposition 2.6. Throughout this proof let V be the set given by
and let }¨} V : V Ñ r0, 8q satisfy for all v P V that
Note that pV, }¨} V q is an R-Banach space. Moreover, observe that Corollary 2.
Moreover, note that Lemma 2.
This, the hypothesis that λ ą L`ρ, the fact that pV, }¨} V q is an R-Banach space, and Banach's fixed point theorem demonstrate that there exists a unique u P V which satisfies Φpuq " u. This establishes Items (i) and (ii). The proof of Proposition 2.6 is thus completed. 
On the Feynman-Kac connection between SFPEs and semilinear elliptic PDEs
assume that lim sup rÑ8 rsup }x}ąr p |f px,0q| V pxq qs " 0 and sup rPp0,8q rinf }x}ąr V pxqs " 8, let pΩ, F , Pq be a probability space, and let W : r0, 8qˆΩ Ñ R m be a standard Brownian motion. Then there exists a unique u P CpR d , Rq such that 
Moreover, note that for all ε, t P p0, 8q and all x n P R d , n P N 0 , with lim sup nÑ8 }x n´x0 } " 0 it holds that lim sup nÑ8 Pp}px n` 
This establishes Items (i) and (ii). The proof of Corollary 2.7 is thus completed.
Bx i Bx j ϕqpxq|qs ă 8, let pΩ, F , Pq be a probability space, let Z : Ω Ñ R m be a standard normal random variable, and let u : r0, T sˆR d Ñ R satisfy for all t P r0, T s,
Then (i) it holds that u P C 1,2 pr0, T sˆR d , Rq and (ii) it holds for all t P r0, T s,
Proof of Lemma 2.8. Throughout this proof let e 1 " p1, 0, . . . , 0q, e 2 " p0, 1, . . . , 0q, . . . , e m " p0, . . . , 0, 1q P R m , let x¨,¨y : pY kPN pR kˆRkÑ R satisfy for all k P N, x " px 1 , x 2 , . . . , x k q, y " py 1 , y 2 , . . . , y k q P R k that xx, yy " ř k i"1 x i y i , let }¨} : R m Ñ r0, 8q be the standard norm on R m , and let ψ t,x " pψ t,x pyqq yPR m : R m Ñ R, t P r0, T s, x P R d , satisfy for all t P r0, T s, x P R d , y P R m that ψ t,x pyq " ϕpx`?tByq. Note that the assumption that ϕ P C 2 pR d , Rq, the assumption that sup xPR d r ř d i,j"1 p|ϕpxq|`|p B Bx i ϕqpxq|`|p B 2 Bx i Bx j ϕqpxq|qs ă 8, the chain rule, and Lebesgue's dominated convergence theorem ensure that (I) for all x P R d it holds that p0, T s Q t Þ Ñ upt, xq P R is differentiable,
and (IV) for all t P r0, T s, x P R d it holds that
Observe that Items (III) and (IV), the assumption that ϕ P C 2 pR d , Rq, the assumption that
Bx i Bx j ϕqpxq|qs ă 8, the fact that Er}Z}s ă 8, and Lebesgue's dominated convergence theorem prove that p0, T sˆR d Q pt, xq Þ Ñ p Bu Bt qpt, xq P R and r0, T sˆR d Q pt, xq Þ Ñ pHess x uqpt, xq P R dˆd are continuous. Next note that Item (IV) and the fact that for all
The assumption that Z : Ω Ñ R m is a standard normal random variable and integration by parts hence ensure that for all t P p0, T s, x P R d it holds that
Item (III) therefore proves for all t P p0, T s,
The fundamental theorem of calculus hence implies that for all t, s P p0, T s, x P R d it holds that upt, xq´ups, xq " 
The fact that r0, T sˆR d Q pt, xq Þ Ñ pHess x uqpt, xq P R dˆd is continuous therefore ensures for all t P p0, T s,
This and again the fact that r0,
2 Trace´BB˚`pHess x uqps, xq´pHess x uqp0, xq˘¯ˇˇff " 0.
Combining this with (47) and (44) ensures that for all t P r0, T s, x P R d it holds that
This and the fact that r0, T sˆR d Q pt, xq Þ Ñ pHess x uqpt, xq P R dˆd is continuous establish Item (i).
In addition, note that (48) establishes Item (ii). The proof of Lemma 2.8 is thus completed.
Proof of Corollary 2.9. First, observe that the assumption that W : r0, T sˆΩ Ñ R m is a standard Brownian motion ensures for all t P r0, T s,
The fact that W T ? T : Ω Ñ R m is standard normally distributed and Lemma 2.8 hence establish Items (i) and (ii). The proof of Corollary 2.9 is thus completed.
assume that sup rPp0,8q rinf }x}ąr V pxqs " 8 and inf rPp0,8q rsup }x}ąr p |hpxq| V pxq qs " 0, let pΩ, F , Pq be a probability space, let W : r0, 8qˆΩ Ñ R m be a standard Brownian motion, and let u :
. Then it holds that u is a viscosity solution of
Proof of Lemma 2.10. Throughout this proof let h n P C 8 pR d , Rq, n P N, be compactly supported functions which satisfy
and let v n : r0, 8qˆR d Ñ R, n P N, satisfy for all n P N, t P r0, 8q, x P R d that v n pt, xq " Erh n px`BW t qs. Observe that Corollary 2.9 ensures for all n P N, t P r0, 8q, x P R d that v n P C 1,2 pr0, 8qˆR d , Rq and
This, (57) , the fact that for all n P N it holds that sup pt,xqPr0,8qˆR d r
Bx i Bx j v n qpt, xq|qs ă 8, integration by parts, and Lebesgue's dominated convergence theorem guarantee that for all n P N, x P R d it holds that
This shows for every n P N that u n is a viscosity solution of λu n pxq´1 2 TracepBB˚pHess u n qpxqq " h n pxq
13 for x P R d . Next note that (55) and (56) 
Moreover, note that (52), (53) , and (57) guarantee for all n P N,
This and (55) imply for every non-empty compact set
This, (61), the fact that for all n P N it holds that u n is a viscosity solution of F n px, u n pxq, p∇u n qpxq, pHess u n qpxqq " 0 (64) for x P R d (cf. (56) and (60) [2] ) imply that u is a viscosity solution of F 0 px, upxq, p∇uqpxq, pHess uqpxqq " 0 (65) for x P R d . This establishes (54) . The proof of Lemma 2.10 is thus completed.
, 8qq satisfy sup rPp0,8q rinf }x}ąr V pxqs " 8 and inf rPp0,8q rsup }x}ąr p |f px,0q|`|upxq| V pxq qs " 0, assume for all x P R d that
let pΩ, F , Pq be a probability space, let W : r0, 8qˆΩ Ñ R m be a standard Brownian motion, and assume for all
Proof of Corollary 2.11. Throughout this proof let h : R d Ñ R satisfy for all x P R d that hpxq " f px, upxqq. Observe that the assumptions that V P CpR d , p0, 8qq and sup rPp0,8q rinf }x}ąr V pxqs " 8 imply that tx P R d : V pxq " inf yPR d V pyqu ‰ H. This, the fact that for all x P ty P R d : V pyq " inf zPR d V pzqu it holds that pHess V qpxq ě 0, and (66) ensure that ρ ě 0. Hence, we obtain that λ P p0, 8q. Next note that (67) and Lemma 2.10 prove that u is a viscosity solution of
Moreover, note that (69) implies for all x P R d , ϕ P C 2 pR d , Rq with ϕ ď u and ϕpxq " upxq that
This and (70) demonstrate (68). The proof of Corollary 2.11 is thus completed.
On a comparison principle for viscosity solutions of semilinear elliptic PDEs
assume that lim sup rÑ8 rsup }x}ąr p |f px,0q|`|gpxq|`|hpxq|`|upxq|`|vpxq| V pxq qs " 0, assume that u is viscosity supersolution of λupxq´1 2 TracepBB˚pHess uqpxqq " f px, upxqq`gpxq (73) for x P R d , and assume that v is a viscosity subsolution of
Proof of Proposition 2.12. Throughout this proof let x¨,¨y : R dˆRd Ñ R be the standard scalar product on R d , let w 1 , w 2 P CpR d , Rq satisfy for all x P R d that w 1 pxq " upxq V pxq and w 2 pxq " vpxq V pxq , and let η α : R dˆRd Ñ R, α P p0, 8q, satisfy for all α P p0, 8q, x, y P R d that η α px, yq " w 2 pxq´w 1 pyqά
Combining this with the fact that w 1 , w 2 P CpR d , Rq and the fact that sup xPR d pmaxtw 2 pxqẃ 1 pxq, 0uq P p0, 8s implies that there exists x 0 P R d which satisfies that
In addition, note that (76) and the fact that w 1 , w 2 P CpR d , Rq ensure that sup xPR d p|w 1 pxq|| w 2 pxq|q ă 8. This and (77) imply for all α P p0, 8q, β P pα, 8q that
Next let r α P p0, 8q, α P p0, 8q, satisfy for all α P p0, 8q that r α " r 2 α prsup xPR d |w 1 pxq|sr sup xPR d |w 2 pxq|sqs 1 {2 and let R P p0, 8q satisfy that for all x P R d with }x} ą R it holds that |w 1 pxq|`|w 2 pxq| ă 1 4 sup yPR d pw 2 pyq´w 1 pyqq. Furthermore, observe that for all α P p0, 8q, x, y P R d with }x´y} ą r α it holds that w 2 pxq´w 1 pyq´α 2 }x´y} 2 ď 0. Hence, we obtain for all
Combining this with (78) demonstrates for all α P p0, 8q that
Hence, we obtain that for every α P p0, 8q there exist x α , y α P R d which satisfy that maxt}x α } , }y α }u ď R`r α and
x Ð px α , y α q for α P p0, 8q in the notation of [18, Theorem 3.2]) therefore guarantees that there exist X α , Y α P S d , α P p0, 8q, which satisfy for all α P p0, 8q that pαpx α´yα q, X α q P pĴ 2 w 2 qpx α q, pαpx α´yα q, Y α q P pĴ 2 w 1 qpy α q, and
(see Hairer et al. [33, Definition 4.3] for definitions ofĴ 2 w 2 andĴ 2 w 1 ). Next observe that (73) implies that w 1 is a viscosity supersolution of
Combining this and (82) assures for all α P p0, 8q that
In addition, note that (74) ensures that w 2 is a viscosity subsolution of
Combining this and (82) implies for all α P p0, 8q that
This and (84) assure for all α P p0, 8q that
Next note that (82) ensures for all α P p0, 8q that X α ď Y α . This and (87) imply for all α P p0, 8q that
Moreover, observe that (78) implies that lim αÑ8 rsup zPR dˆRd η α pzqs P R exists. Hairer et al. [33, Lemma 4.9] 
x Ð pp0, 8q Q α Þ Ñ px α , y α q P R dˆRd q in the notation of Hairer et al. [33, Lemma 4.9] ) and (81) therefore ensure that lim sup αÑ8 rα }x α´yα } 2 s " 0. This, the fact that lim sup αÑ8 r α " 0, the fact that ∇V V : R d Ñ R d is locally Lipschitz continuous, and (81) imply that
In addition, note that the fact that lim sup αÑ8 r α " 0 and (81) assure that there existx P R d and α n P p0, 8q, n P N, which satisfy that lim inf nÑ8 α n " 8 and lim sup nÑ8 }x αn´x } " 0. This, the fact that pHess V q P CpR d , S d q, the fact that f P CpR dˆR , Rq, the fact that V P CpR d , p0, 8qq, the fact that u, v, g, h P CpR d , Rq, and the fact that lim sup αÑ8 r α 2 }x α´yα } 2 s " 0 prove that (i) it holds that
(iii) and it holds that
Combining this with (88) and (89) shows that
Next note that the second part of the statement of Hairer et al. [33, Lemma 4.9] 
x 0 Ð px,xq in the notation of Hairer et al. [33, Lemma 4.9] ) demonstrates that w 2 pxq´w 1 pxq " sup xPR d pw 2 pxq´w 1 pxqq ą 0. This, (93), (72), and the assumption that for all
Hence, we obtain that
This establishes (75). The proof of Proposition 2.12 is thus completed. 
Existence and uniqueness results for viscosity solutions of semilinear elliptic PDEs
assume that inf rPp0,8q rsup }x}ąr p |f px,0q| V pxq qs " 0 and sup rPp0,8q rinf }x}ąr V pxqs " 8, let pΩ, F , Pq be a probability space, and let W : r0, 8qˆΩ Ñ R m be a standard Brownian motion. Then (i) there exists a unique u P tv P CpR d , Rq : inf rPp0,8q rsup }x}ąr p |vpxq| V pxq qs " 0u which satisfies that u is a viscosity solution of
Proof of Proposition 2.13. First, observe that Corollary 2.
Pq, W Ð W in the notation of Corollary 2.7) guarantees that there exists u P CpR d , Rq which satisfies for all x P R d that lim sup rÑ8 rsup }y}ąr p |upyq| V pyq qs " 0, E " ş 8 0 e´λ t |f px`BW t , upx`BW t qq| dt ‰ ă 8, and
Pq, W Ð W in the notation of Corollary 2.11) therefore implies that u is a viscosity solution of V pxq qs " 0 and sup rPp0,8q rinf }x}ąr V pxqs " 8, let pΩ, F , Pq be a probability space, and let W : r0, 8qˆΩ Ñ R m be a standard Brownian motion. Then (i) there exists a unique u P tv P CpR d , Rq : inf rPp0,8q rsup }x}ąr p |vpxq| V pxq qs " 0u which satisfies that u is a viscosity solution of 
Proof of Corollary 2.14. Throughout this proof let g : R dˆR Ñ R satisfy for all x P R d , v P R that gpx, vq " λv´f px, vq. Note that the assumption that for all x P R d , v, w P R it holds that |f px, vq´f px, wq´λpv´wq| ď L|v´w| ensures that for all x P R d , v, w P R it holds that |gpx, vqǵ px, wq| ď L|v´w|. Moreover, observe that the assumption that inf rPp0,8q rsup }x}ąr p |f px,0q| V pxq qs " 0 implies that inf rPp0,8q rsup }x}ąr p |gpx,0q|
V pxq qs " 0. In addition, note that for all u P CpR d , Rq it holds that¨u is a viscosity solution of V pxq and
Hence, we obtain for all x P R d that
This establishes Item (i). Moreover, note that (108) demonstrates for all x P R d that 
and let V ε : R d Ñ p0, 8q, ε P p0, 8q, satisfy for all ε P p0, 8q, x P R d that
Observe that Item (ii) in Lemma 2.15 (with d Ð d, m Ð m, B Ð B, ε Ð ε for ε P p0, 8q in the notation of Lemma 2.15) demonstrates for all ε P p0, 8q, x P R d that
In addition, note that for all ε P p0, 8q, x P R d it holds that
Moreover, note that for all ε P p0, 8q it holds that sup rPp0,8q rinf }x}ąr V ε pxqs " 8 and
This, (115), (116), and Corollary 2.
in the notation of Corollary 2.14) ensure for every ε P p0, 8q with pε 2`ε dqβ ă λ´L that there exists a unique u ε P tv P CpR d , Rq : inf rPp0,8q rsup }x}ąr p |vpxq| Vεpxq qs " 0u which satisfies that u ε is a viscosity solution of 1 2 TracepBB˚pHess u ε qpxq˘" f px, u ε pxqq (118) for x P R d . Corollary 2.14 hence assures for all ε P p0, 8q, x P R d with pε 2`ε dqβ ă λ´L that
Next note that the fact that for all ε P p0, 8q, η P p0, εq, x P R d it holds that V η pxq ď V ε pxq and (118) ensure that for all ε P p0, 8q, η P p0, εq, x P R d with pε 2`ε dqβ ă λ´L it holds that u ε pxq " u η pxq. Hence, we obtain that there exists u : R d Ñ R which satisfies for all ε P p0, 8q, x P R d with pε 2`ε dqβ ă λ´L that upxq " u ε pxq. This and (118) ensure that for every v P tw P CpR d , Rq : p@ ε P p0, 8q : sup xPR d rp |wpxq| Vεpxq qs ă 8qu which satisfies that v is a viscosity solution of 1 2 TracepBB˚pHess vqpxqq " f px, vpxqq (120) for x P R d it holds that v " u. This and (118) establish Item (i). Next note that (119) and the fact that there exist ε n P p0, 8q, n P N, with lim sup nÑ8 ε n " 0 such that u " u εn establish Item (ii). The proof of Corollary 2.16 is thus completed. 
A priori estimates for solutions of SFPEs
Then (i) it holds for all t P r0, 8q, x P R d that
(ii) it holds for all x P R d that
and (iii) it holds for all x P R d that |upxq| ď ? ε ?
ελ´L
Proof of Proposition 2.17. Throughout this proof let ν t,x : BpR d q Ñ r0, 1s, t P r0, 8q, x P R d , satisfy for all t P r0, 8q, x P R d , A P BpR d q that ν t,x pAq " Ppx`BW t P Aq. Observe that (121) and the Cauchy-Schwarz inequality ensure for all x P R d that
This, Fubini's theorem, and the fact that for all t, s P r0, 8q, 
Minkowski's inequality hence shows for all x P R d that
This implies for all x P R d that
This establishes Item (ii). Next observe that the triangle inequality, Fubini's theorem, the assumption that for all x P R d , a, b P R it holds that |f px, aq´f px, bq| ď L|a´b|, and (121) ensure for all x P R d that
The Cauchy-Schwarz inequality and Item (ii) hence prove for all x P R d that
This establishes Item (iii). The proof of Proposition 2.17 is thus completed.
Full-history recursive multilevel Picard (MLP) approximations
In this section we introduce and analyze MLP approximation schemes for SFPEs related to semilinear elliptic PDEs (see Setting 3.1 in Section 3.1 below). In Sections 3.2-3.3 we establish some rather technical results concerning measurability, distributional, and integrability properties of MLP approximations. Section 3.4 contains fundamental estimates for the biases and variances of MLP approximations (see Lemmas 3.6 and 3.7 below). These fundamental estimates for the biases and variances of MLP approximations are merged in Proposition 3.9 and Corollary 3.10 in Section 3.5 below to obtain a full error analysis for MLP approximations in Corollary 3.11 in Section 3.5 below. In Section 3.6 we provide an upper bound for the computational cost to sample realizations of MLP approximations. In Section 3.7 we finally relate the error analysis for MLP approximations established in Corollary 3.11 in Section 3.5 with the computational cost analysis for MLP approximations established in Section 3.6 to obtain in Theorem 3.16 in Section 3.7 an overall complexity analysis for the proposed MLP approximation schemes.
MLP approximations
standard Brownian motions, let R θ : Ω Ñ r0, 8q, θ P Θ, be i.i.d. random variables which satisfy for all t P r0, 8q that PpR 0 ě tq " e´λ t , assume that pR θ q θPΘ and pW θ q θPΘ are independent, and let U θ n " pU θ n pxqq xPR d : R dˆΩ Ñ R, θ P Θ, n P N 0 , satisfy for all θ P Θ, n P N, x P R d that U θ 0 pxq " 0 and U θ n pxq " (i) it holds for all n P N 0 , θ P Θ that U θ n : R dˆΩ Ñ R is a continuous random field, (ii) it holds for all n P N 0 , θ P Θ that σ Ω pU θ n q Ď σ Ω ppR pθ,ϑϑPΘ , pW pθ,ϑϑPΘ q, (iii) it holds that R dˆΩ Q px, ωq Þ Ñ x`BW θ R θ pωq pωq P R d , θ P Θ, are identically distributed random fields, and (iv) it holds for all n P N 0 that U θ n , θ P Θ, are identically distributed random fields. Proof of Lemma 3.2. First, we prove Item (i). For this let A and B be the sets given by
n P N 0 :ˆF or all θ P Θ it holds that U θ n : R dˆΩ Ñ R is a continuous random field˙*
and B " tn P N : t0, 1, . . . , n´1u Ď Au. Observe that the assumption that for all θ P Θ, x P R d it holds that U θ 0 pxq " 0 shows that 0 P A. Hence, we obtain that 1 P B. Next note that the assumption that W θ , θ P Θ, are Brownian motions, the assumption that f P CpR dˆR , Rq, and (132) demonstrate for all n P B, θ P Θ that U θ n : R dˆΩ Ñ R is a continuous random field. Hence, we obtain for every n P B that n P A. This shows for all n P N that pn P B ñ n`1 P Bq.
Combining this with the fact that 1 P B and induction demonstrates that N Ď B. Hence, we obtain that N 0 Ď A. This establishes Item (i). Next we prove Item (ii). For this let A and B be the sets given by
n P N 0 :ˆF or all θ P Θ it holds that σ Ω pU θ n q Ď σ Ω ppR pθ,ϑϑPΘ , pW pθ,ϑϑPΘ q˙*
and B " tn P N : t0, 1, . . . , n´1u Ď Au. Observe that the assumption that for all θ P Θ, x P R d it holds that U θ 0 pxq " 0 shows that 0 P A. This implies that 1 P B. Next note that Item (i) ensures for all n P N 0 , θ P Θ that U θ n : R dˆΩ Ñ R is pBpR d qbσ Ω pU θ n qq/BpRq-measurable. Combining this with the fact that for every θ P Θ it holds that W θ : r0, 8qˆΩ Ñ R d is pBpr0, 8qq b σ Ω pW θ qq/BpR d qmeasurable, the fact that for every θ P Θ it holds that R θ : Ω Ñ r0, 8q is σ Ω pR θ q/Bpr0, 8qqmeasurable, the assumption that f P CpR dˆR , Rq, and (132) demonstrates for all n P B, θ P Θ that U θ n : R dˆΩ Ñ R is pBpR d q b σ Ω ppR pθ,ϑϑPΘ , pW pθ,ϑϑPΘ qq/BpRq-measurable. This shows that for every n P B it holds that n P A. Hence, we obtain for all n P N that pn P B ñ n`1 P Bq. This, the fact that 1 P B, and induction demonstrate that N Ď B. Therefore, we obtain that N 0 Ď A. This establishes Item (ii). Next we prove Item (iii). For this note that Hutzenthaler et al. [44, Corollary 2.5] and B " tn P N : t0, 1, . . . , n´1u Ď Au. Observe that the assumption that for all θ P Θ, x P R d it holds that U θ 0 pxq " 0 shows that 0 P A. This implies that 1 P B. Next note that Item (i), 25
Item (ii), Item (iii), and Hutzenthaler et al. [44, Corollary 2.5 ] ensure for all n P B, θ P Θ that U θ n and U 0 n are identically distributed random fields. This demonstrates that for all n P B it holds that n P A. Hence, we obtain that for all n P N it holds that pn P B ñ n`1 P Bq. This, the fact that 1 P B, and induction establish Item (iv). The proof of Lemma 3.2 is thus completed.
Integrability properties of MLP approximations
Lemma 3.3. Assume Setting 3.1, let p P r1, 8q, k P N 0 , θ, ϑ P Θ, assume that θ R tpϑ, ηq : η P Θu, and let ν t,x : BpR d q Ñ r0, 8q, t P r0, 8q, x P R d , satisfy for all t P r0, 8q, x P R d , A P BpR d q that ν t,x pAq " Ppx`BW 0 t P Aq. Then 
This and the assumption that for all t P p0, 8q it holds that PpR θ ě tq " e´λ t establish Item (i " n P N :ˆ@ k P t0, 1, . . . , n´1u :
and let ν t,y : BpR d q Ñ r0, 8q, t P r0, 8q, y P R d , satisfy for all t P r0, 8q, y P R d , A P BpR d q that ν t,y pAq " Ppy`BW 0 t P Aq. Observe that the assumption that for all y P R d it holds that U 0 0 pyq " 0 ensures that 1 P A. Moreover, note that (132), the fact that for all a, b P R it holds that |a`b| p ď 2 p´1 |a| p`2p´1 |b| p , and the assumption that for all y P R d , v, w P R it holds that |f py, vq´f py, wq| ď L|v´w| ensure for all n P N, y P R d that
This and the fact that r0, 8q Q t Þ Ñ t p P r0, 8q is convex guarantee for all n P N, y P R d that 
Item (ii) in Lemma 3.3 (with k Ð n, p Ð p, θ Ð 0, ϑ Ð 0 for n P N in the notation of Lemma 3.3) therefore implies for all n P N, t P r0, 8q that
Fubini's theorem hence proves for all n P N, t P r0, 8q that
The fact that for all t, s P r0, 8q, A P BpR d q it holds that ν t`s,x pAq " ş R d ν s,y pAq ν t,x pdyq therefore ensures for all n P N, t P r0, 8q that
Combining this with Item (ii) in Lemma 3.3 (with k Ð k, p Ð p, θ Ð 0, ϑ Ð 0 for k P N in the notation of Lemma 3.3) demonstrates for all n P N, t P r0, 8q that
Hence, we obtain for all n P N that
This implies for all n P A that ş 8 0 e pε´λqs Er|U 0 n px`BW 0 s q| p s ds ă 8. Therefore, we obtain for all n P N that pn P A ñ n`1 P Aq. Combining this with the fact that 1 P A and induction demonstrates that N Ď A. This establishes (141). The proof of Lemma 3.4 is thus completed.
Bias and variance estimates for MLP approximations
Lemma 3.5 (Mean). Assume Setting 3.1, let L P R, ε P p0, 8q, and assume for all x P R d , v, w P R that |f px, vq´f px, wq| ď L|v´w| and ş 8 0 e pε´λqs Er|f px`BW 0 s , 0q|s ds ă 8. Then (i) it holds for all n P N, x P R d that ş 8 0 e pε´λqs Er|f px`BW 0 s , U 0 n´1 px`BW 0 s qq|s ds ă 8 and (ii) it holds for all n P N, θ P Θ, x P R d that
Proof of Lemma 3.5. First, observe that Lemma 3.4 (with ε Ð ε, p Ð 1, L Ð L in the notation of Lemma 3.4) assures for all n P N 0 , x P R d that
Combining this with the assumption that for all x P R d it holds that ş 8 0 e pε´λqs Er|f px`BW 0 s , 0q|s ds ă 8 and the assumption that for all x P R d , v, w P R it holds that |f px, vq´f px, wq| ď L|v´w| ensures for all n P N, x P R d that
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This establishes Item (i). Next note that Items (i)-(iv) in Lemma 3. Combining this with Item (i) shows for all θ P Θ, n P N,
The assumption that for all x P R d it holds that U 0 0 pxq " 0 hence proves for all θ P Θ, n P N,
This establishes Item (ii). The proof of Lemma 3.5 is thus completed.
Lemma 3.6 (Bias). Assume Setting 3.1, let L P R, ε P p0, 8q, p P r1, 8q, assume for all x P R d , v, w P R that |f px, vq´f px, wq| ď L|v´w| and ş 8 0 e pε´λqs Er|f px`BW 0 s , 0q|s ds ă 8, let u : R d Ñ R be BpR d q/BpRq-measurable, and assume for all x P R d that ş 8 0 e´λ s Er|upx`BW 0 s q|s ds ă 8 and
Then it holds for all n P N, θ P Θ,
Proof of Lemma 3.6. First, observe that Lemma 3.5 (with ε Ð ε, L Ð L in the notation of Lemma 3.5) and (160) guarantee for all n P N, θ P Θ, x P R d that
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The assumption that for all x P R d , v, w P R it holds that |f px, vq´f px, wq| ď L|v´w| therefore implies for all n P N, θ P Θ, x P R d thaťˇE
Jensen's inequality hence establishes (161). The proof of Lemma 3.6 is thus completed.
Lemma 3.7 (Variance). Assume Setting 3.1, let L P R, ε P p0, 8q, and assume for all x P R d , v, w P R that |f px, vq´f px, wq| ď L|v´w| and ş 8 0 e pε´λqs Er|f px`BW 0 s , 0q|s ds ă 8. Then it holds for all n P N, θ P Θ, x P R d that VarrU θ n pxqs 
Combining this with the fact that for every random variable Y : Ω Ñ R with Er|Y |s ă 8 it holds that Var " Y ‰ ď ErY 2 s P r0, 8s guarantees that for all n P N, θ P Θ, x P R d it holds that
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The assumption that for all x P R d , v, w P R it holds that |f px, vq´f px, wq| ď L|v´w| therefore ensures for all n P N, θ P Θ, x P R d that
This establishes (164). The proof of Lemma 3.7 is thus completed. 
Error analysis for MLP approximations
and let α, β : Bpr0, 8qq Ñ r0, 8q be measures which satisfy for all A P Bpr0, 8qq that βpAq ě ş A e´λ s p ş r0,ss e λt αpdtqq ds. Then it holds for all n P N, θ P Θ,
Proof of Lemma 3.8. Throughout this proof let ν t,x : BpR d q Ñ r0, 8q, t P r0, 8q, x P R d , satisfy for all t P r0, 8q, x P R d , A P BpR d q that ν t,x pAq " Ppx`BW 0 t P Aq.
Observe that the triangle inequality ensures for all n P N, θ P Θ,
Lemma 3.6 (with L Ð L, ε Ð ε, p Ð 2, u Ð u in the notation of Lemma 3.6) and Lemma 3.7 (with L Ð L, ε Ð ε in the notation of Lemma 3.7) hence prove for all n P N, θ P Θ, x P R d that
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Combining this with the fact that for all n P N, a 1 , a 2 , . . . , a n P r0, 8q it holds that a ř n k"1 a k ď ř n k"1 ? a k shows for all n P N, θ P Θ, x P R d that
The triangle inequality hence ensures for all n P N, θ P Θ, 
Hence, we obtain for all n P N, θ P Θ, x P R d that
Item (ii) in Lemma 3.2 and Hutzenthaler et al. [44, Lemma 2.2] hence ensure for all n P N, θ P Θ,
Moreover, note that Items (ii) and (iv) in Lemma 3.2, Hutzenthaler et al. [44, Lemma 2.2] (with pΩ, F , Pq Ð pΩ, F , Pq, G Ð σ Ω ppW pθ,ϑϑPΘ , pR pθ,ϑϑPΘ q, pS, Sq Ð pR d , BpR d qq, U Ð pR dˆΩ Q py, ωq Þ Ñ |U θ n py, ωq´upyq| 2 P r0, 8qq, Y Ð pΩ Q ω Þ Ñ x`BW θ t pωq P R d q for θ P Θ, t P r0, 8q, x P R d , n P N in the notation of Hutzenthaler et al. [44, Lemma 2.2] ), and (172) prove for all n P N, θ P Θ, t P r0, 8q, x P R d that
The triangle inequality and (179) hence show for all n P N, θ P Θ, t P r0, 8q,
Combining this with the fact that for all t, s P r0, 8q, x P R d , A P BpR d q it holds that ν t`s,x pAq " ş R d ν s,y pAq ν t,x pdyq and Fubini's theorem proves for all n P N, θ P Θ, t P r0, 8q, x P R d that
The triangle inequality hence ensures for all n P N, θ P Θ,
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Fubini's theorem therefore implies for all n P N, θ P Θ, x P R d that
The assumption that for all A P Bpr0, 8qq it holds that βpAq ě ş A e´λ s p ş r0,ss e λt αpdtqq ds hence ensures for all n P N, θ P Θ, 
Then it holds for all n P N 0 , θ P Θ, x P R d that
Proof of Proposition 3.9. Throughout this proof let δ 0 : Bpr0, 8qq Ñ r0, 8q satisfy for all A P Bpr0, 8qq that δ 0 pAq " ş A e pL´λqt dt P r0, 8qq in the notation of Lemma 3.8) ensure for all n P N, x P R d that
For the next step let η pxq n P r0, 8s, n P N 0 , x P R d , satisfy for all n P N 0 , x P R d that
and let a 
The discrete Gronwall inequality therefore proves for all n P N, 
This and (195) ensure for all n P N 0 , x P R d that η pxq n ď r1´a L {λs´1a pxq 1 p1`a pxq 2 q n . Hence, we obtain for all n P N 0 , x P R d that
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Next note that Item (i) and Lemma 3.8 (with ε Ð L, L Ð L, u Ð u, α Ð δ 0 , β Ð pBpr0, 8qq Q A Þ Ñ ş A e pL´λqs ds P r0, 8qq in the notation of Lemma 3.8) imply for all n P N, θ P Θ, x P R d that
This and (197) demonstrate for all n P N, θ P Θ, x P R d that
Hence, we obtain for all n P N, θ P Θ,
The fact that for all q P R, n P N it holds that pq´1q ř n´1 k"0 q k " q n´1 therefore implies for all n P N, θ P Θ, x P R d that
The fact that ? Lλ ?
Lλ´L ą 1 hence implies for all n P N, θ P Θ, x P R d that
Combining this with the fact that for all θ P Θ, x P R d it holds that U θ 0 pxq " 0 and Item (iii) in Proposition 2.17 establishes (187). The proof of Proposition 3.9 is thus completed. 
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(204)
Proof of Corollary 3.10. Throughout this proof let ν t,x : BpR d q Ñ r0, 8q, t P r0, 8q, x P R d , satisfy for all t P r0, 8q, x P R d , A P BpR d q that ν t,x pAq " Ppx`BW 0 t P Aq. Observe that the Cauchy-Schwarz inequality and (203) ensure for all y P R d that
Fubini's theorem therefore shows for all x P R d that
The fact that for all t, s P r0, 8q, x P R d , A P BpR d q it holds that ν t`s,x pAq " ş R d ν s,y pAq ν t,x pdyq and Fubini's theorem hence ensure that for all x P R d it holds that
Proposition 3.9 (with L Ð L, u Ð u for L P p0, mintε, λuq in the notation of Proposition 3.9) therefore proves for all L P p0, mintε, λuq, n P N 0 , θ P Θ, x P R d that
Lebesgue's dominated convergence theorem hence ensures for all n P N 0 , θ P Θ, x P R d that
This establishes (204). The proof of Corollary 3.10 is thus completed. 
Then it holds for all θ P Θ, n P N 0 , x P R d that
Proof of Corollary 3.11. First, observe that the assumption that for all x P R d it holds that ş 8 0 e pmaxtL,ηu´λqs Er|f px`BW 0 s , 0q| 2 s ds ă 8 guarantees for all x P R d that ş 8 0 e pL´λqs Er|f pxB W 0 s , 0q| 2 s ds ă 8 and ş 8 0 e pη´λqs Er|f px`BW 0 s , 0q| 2 s ds ă 8. Therefore, we obtain that Proposition 3.9 (with L Ð L, u Ð u in the notation of Proposition 3.9) establishes (211) in the case L P p0, λq and Corollary 3.10 (with ε Ð η, u Ð u in the notation of Corollary 3.10) establishes (211) in the case L " 0. The proof of Corollary 3.11 is thus completed.
Corollary 3.12. Assume Setting 3.1, let L, ρ P r0, 8q, assume that λ P pL`2ρ, 8q, let }¨} : R d Ñ r0, 8q be the standard norm on R d , let u P CpR d , Rq, V P C 2 pR d , p0, 8qq satisfy for all x P R d , v, w P R that |f px, vq´f px, wq| ď L|v´w| and Next note that [6, Lemmas 3.1 and 3.2] and Item (II) guarantee for all t P r0, 8q, x P R d that E " |V px`BW 0 t q| 2 ‰ ď e 2ρt rV pxqs 2 .
The fact that sup yPR d p |f py,0q| V pyă 8 hence implies for all x P R d , η P r0, 8q with L`2ρ`η ă λ that 
In addition, note that the fact that for all x P R d it holds that |upxq| ď cV pxq and (217) prove for all x P R d that 
This, (216), (218), and Corollary 3.11 assure for all θ P Θ, n P N 0 , x P R d that
This establishes (214). The proof of Corollary 3.12 is thus completed.
Corollary 3.13. Let d, M P N, B P R dˆd , L P R, λ P pL, 8q, Θ " Y nPN Z n , f P CpR dˆR , Rq satisfy for all x P R d , v, w P R that |f px, vq´f px, wq´λpv´wq| ď L|v´w|, assume that f is at most polynomially growing, let }¨} : R d Ñ r0, 8q be the standard norm on R d , let pΩ, F , Pq be a probability space, let W θ : r0, 8qˆΩ Ñ R d , θ P Θ, be i.i.d. standard Brownian motions, let R θ : Ω Ñ r0, 8q, θ P Θ, be i.i.d. random variables, assume for all t P r0, 8q that PpR 0 ě tq " e´λ t , assume that pR θ q θPΘ and pW θ q θPΘ are independent, let U θ n " pU θ n pxqq xPR d : R dˆΩ Ñ R, θ P Θ, n P N 0 , satisfy for all θ P Θ, n P N, x P R d that U θ 0 pxq " 0 and 
and let u P tv P CpR d , Rq : p@ ε P p0, 8q : rsup x"px 1 ,...,x d qPR d p|vpxq| expp´ε ř d i"1 |x i |qqs ă 8qu be a viscosity solution of 
Proof of Corollary 3.13. Throughout this proof let g : R dˆR Ñ R satisfy for all x P R d , v P R that gpx, vq " λv´f px, vq, let β P r0, 8q satisfy β " rsup yPR d zt0u p }By} }y} qs 2 , and let V ε : R d Ñ p0, 8q, ε P p0, 8q, satisfy for all ε P p0, 8q, x P R d that V ε pxq " exp`εp1`}x} 2 q 1 {2˘.
(224)
Observe that Lemma 2.15 implies for all ε P p0, 8q, x P R d that Trace`BB˚pHess V ε qpxq˘`} B˚p∇V ε qpxq} 2 V ε pxq ď 2pε 2`ε dqβV ε pxq.
In addition, note that the fact that for all x P R d , v P R it holds that gpx, vq " λv´f px, vq and (221) ensure for all θ P Θ, n P N, 
Moreover, observe that the fact that for all x P R d , v P R it holds that gpx, vq " λv´f px, vq and (222) ensure that u is a viscosity solution of λupxq´1 2 Trace`BB˚pHess uqpxq˘" gpx, upxqq
41 for x P R d . In addition, note that the fact that for all ε P p0, 8q it holds that sup xPR d p |gpx,0q|`|upxq| Vεpxă 8 guarantees for all ε P p0, 8q that inf rPp0,8q rsup }x}ąr p |gpx,0q|`|upxq| Vεpxq qs " 0. Corollary 3.12 (with d Ð d, M Ð M, λ Ð λ, Θ Ð Θ, B Ð B, f Ð g, pΩ, F , Pq Ð pΩ, F , Pq, pW θ q θPΘ Ð pW θ q θPΘ , pR θ q θPΘ Ð pR θ q θPΘ , L Ð L, ρ Ð pε 2`ε dqβ, u Ð u, V Ð V ε for ε P p0, 8q in the notation of Corollary 3.12), (225), (226), and (227) therefore demonstrate for all θ P Θ, n P N 0 , x P R d , ε P p0, 8q with 2pε 2`ε dqβ ă λ´L that 
This and the fact that for all y P R d it holds that´f py, 0q " gpy, 0q establish (223). The proof of Corollary 3.13 is thus completed.
Computational cost analysis for MLP approximations
Lemma 3.14. Let α, β P r0, 8q, M P r1, 8q, pC n q nPN 0 Ď r0, 8q satisfy for all n P N that
Then it holds for all n P N that
Next note that the fact that for all d P N, x " px 1 , . . . , x d q P R d it holds that }x} ď ř d i"1 |x i | and the assumption that for all d P N, ε P p0, 8q it holds that sup xPR d r|u d pxq| expp´ε }x}qs ă 8 prove that for all d P N, ε P p0, 8q it holds that sup 
The fact that for all x P p0, 8q it holds that x p ď pprpsq!q exppxq and the fact that for all d P N it holds that η d d q ď 1 hence imply that for all d P N, n P N 0 it holds that 
Moreover, observe that Lemma 3.14 (with α Ð d`1, β Ð d`1, M Ð M, pC n q nPN 0 Ð pmaxtC d,n , 0uq nPN 0 for d P N in the notation of Lemma 3.14) ensures for all d, n P N that C d,n ď 3dp3Mq n . Combining this with the fact that for all d P N it holds that C d,0 ď d`1 ď 3d implies that for all d P N, n P N 0 it holds that C d,n ď 3dp3Mq n . Next let N : p0, 1sˆN Ñ N 0 satisfy for all d P N, ε P p0, 1s that N ε,d " min " n P N 0 X rn, 8q : c 3 d s`p maxtq,2r`1u
Lemma 3.15 (with α Ð 1 ? M r1`p1`?M q a L {λs, β Ð 3M, κ 1 Ð c 3 d s`p maxtq,2r`1u , κ 2 Ð 3d, m Ð rns, pe n q nPZXrn,8q Ð psup xPR d ,}x}ďκd q pEr|U d,0 n pxq´u d pxq| 2 sq 1 {2 q nPZXrn,8q , pc n q nPZXrn,8q Ð pmaxtC d,n , 0uq nPZXrn,8q for d P N in the notation of Lemma 3.15), the fact that for all d P N, n P N 0 it holds that C d,n ď 3dp3Mq n , and (250) therefore imply that for all d P N, ε P p0, 1s it holds that sup xPR d ,}x}ďκd q pEr|U d,0 N ε,d pxq´u d pxq| 2 sq 1 {2 ď ε and 
This establishes (244). The proof of Theorem 3.16 is thus completed.
