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Abstract
This thesis studies the design and implementation of a linear minimum mean-square
error (LMMSE) receiver in asynchronous bandlimited direct-sequence code-division
multiple-access (DS-CDMA) systems that employ long-code pseudo-noise (PN) se-
quences and operate in multipath environments. The receiver is shown to be capable
of multiple-access interference (MAI) suppression and multipath diversity combin-
ing without the knowledge of other users’ signature sequences. It outperforms any
other linear receiver by maximizing output signal-to-noise ratio (SNR) with the aid
of a new chip filter which exploits the cyclostationarity of the received signal and
combines all paths of the desired user that fall within its supported time span.
This work is motivated by the shortcomings of existing LMMSE receivers which
are either incompatible with long-code CDMA or constrained by limitations in the
system model. The design methodology is based on the concept of linear/conjugate
linear (LCL) filtering and satisfying the orthogonality conditions to achieve the
LMMSE filter response. Moreover, the proposed LMMSE receiver addresses two
drawbacks of the coherent Rake receiver, the industry’s current solution for mul-
tipath reception. First, unlike the Rake receiver which uses the chip-matched fil-
ter (CMF) and treats interference as additive white Gaussian noise (AWGN), the
LMMSE receiver suppresses interference by replacing the CMF with a new chip
pulse filter. Second, in contrast to the Rake receiver which only processes a subset
of strongest paths of the desired user, the LMMSE receiver harnesses the energy
of all paths of the desired user that fall within its time support, at no additional
complexity.
iii
The performance of the proposed LMMSE receiver is analyzed and compared
with that of the coherent Rake receiver with probability of bit error, Pe, as the figure
of merit. The analysis is based on the accurate improved Gaussian approximation
(IGA) technique. Closed form conditional Pe expressions for both the LMMSE and
Rake receivers are derived. Furthermore, it is shown that if quadriphase random
spreading, moderate to large spreading factors, and pulses with small excess band-
width are used, the widely-used standard Gaussian Approximation (SGA) technique
becomes accurate even for low regions of Pe. Under the examined scenarios tai-
lored towards current narrowband system settings, the LMMSE receiver achieves
60% gain in capacity (1.8 dB in output SNR) over the selective Rake receiver. A
third of the gain is due to interference suppression capability of the receiver while
the rest is credited to its ability to collect the energy of the desired user diversified
to many paths. Future wideband systems will yield an ever larger gain.
Adaptive implementations of the LMMSE receiver are proposed to rid the re-
ceiver from dependence on the knowledge of multipath parameters. The adaptive
receiver is based on a fractionally-spaced equalizer (FSE) whose taps are updated
by an adaptive algorithm. Training-based, pilot-channel-aided (PCA), and blind
algorithms are developed to make the receiver applicable to both forward and re-
verse links, with or without the presence of pilot signals. The blind algorithms are
modified versions of the constant modulus algorithm (CMA) which has not been
previously studied for long-code CDMA systems. Extensive simulation results are
presented to illustrate the convergence behavior of the proposed algorithms and
quantify their performance loss under various levels of MAI. Computational com-
iv
plexities of the algorithms are also discussed. These three criteria (performance
loss, convergence rate, and computational complexity) determine the proper choice
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Wireless communications has experienced a tremendous evolution over the last few
decades. From analog voice services of first generation (1G) systems in early 1980s
to digital voice services of 2G in late 1980s to high speed packet data calls of 3G
currently in roll-out, the industry has witnessed a pace of roughly a generation
per decade [1]. Broadband next-generation systems are presently being developed
which offer always-on access to information anywhere whether moving or stationary.
Since its commercial introduction by the IS-95 system [2], direct-sequence code-
division multiple-access (DS-CDMA) has turned into a dominant wireless technol-
ogy among others. DS-CDMA is a spread spectrum technique where the transmit-
ted signal energy occupies a bandwidth often much larger than, and approximately
independent of, the information bit rate [3]. Bandwidth spreading is accomplished
by direct modulation of a data-modulated carrier via a wideband pseudo-noise (PN)
spreading code. Demodulation can be partly performed by correlating the received
signal with a replica of the PN code used to spread the information signal. Anti-
1
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interference, multiple user random access communications with selective addressing
capability [4], soft hand-off [5], higher capacity [6], lower power consumption, elec-
tromagnetic compatibility, and multipath rejection [7] are among the many benefits
that DS-CDMA offers. One of its drawbacks is poor spectrum efficiency (in terms of
bits per second/Hz) in isolated single cell scenarios or microwave point-to-point ap-
plications such as satellite-based systems [8]. Another disadvantage of DS-CDMA
is the hardware complexity of code synchronization and power control systems [3].
Nonetheless, the attractive features of DS-CDMA has resulted in contending stan-
dards (e.g., cdma2000 [9], WCDMA [10], and 1xEV-DO [11]) that follow the wireless
industry trends.
Like all real-world communication systems, those based on CDMA are prone to
adverse effects of many types of interference and signal distortion. Major sources
of performance degradation in CDMA systems are: i) multiple-access interference
(MAI), ii) multipath channel conditions, iii) inter-symbol interference (ISI), and
iv) inter-chip interference (ICI). Their strength are not necessarily in the above
order.
MAI occurs when a number of users share a common channel simultaneously. In
this context, signals from other users appear as interference from the perspective of
the desired user. Multipath channel conditions appear in environments where, due
to the reflection, refraction, and scattering of radio waves by buildings and other
man-made obstacles, the transmitted signal most often reaches the receiver via more
than one path [12]. ISI (or ICI) occurs since, in bandwidth-efficient systems, the
effect of each symbol (or chip) transmitted over a time-dispersive channel extends
CHAPTER 1. INTRODUCTION 3
beyond the time interval used to represent that symbol (or chip). The distortion
caused by the resulting overlap of received symbols (or chips) is called ISI (or
ICI) [13].
The performance of CDMA systems is well known to be limited by interference,
whether MAI, ISI, or ICI. Therefore, suppressing interference directly translates
into an increase in system capacity [6]. Interference suppression has been the focus
of many research efforts. The overwhelming complexity of the optimum multiuser
detector articulated in [14] has motivated the search for sub-optimum receivers
with less computational complexity. Sub-optimum receivers can be categorized in
two groups: linear and non-linear. Non-linear techniques are primarily based on
the principle of decision feedback. The common structure in this class belongs
to those which perform interference cancellation (IC). They estimate the dominant
interfering terms from the perspective of a desired user and subtract these estimates
from the statistics of the user of interest. The use of decision feedback method
necessitates the knowledge of at least the estimates of users’ parameters. An in-
depth treatment of these receivers along with an extensive list of references can be
found in [15]. Linear techniques, however, exploit the dimensional separation of
the users obtained by assigning the users unique PN spreading codes. They are
simpler to implement and can be made adaptive thus avoiding the need for the
knowledge of users’ parameters. The linear minimum mean-square error (LMMSE)
receiver is a widely-used example of this class and has been studied in the context
of suppressing MAI in CDMA systems (e.g., [16]-[18]), combating ISI in wired
communication systems (e.g., [13] and references therein), and countering ICI in
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high data rate CDMA systems (e.g., [19, 20]). The LMMSE technique has also
been effectively applied to perform multipath diversity combining [21, 22].
Hence, in mitigating the diverse deleterious effects of a typical CDMA system
noted above, the LMMSE technique recurs in mind as an efficient method. That is
why the topic of this dissertation has been chosen so. A LMMSE receiver is pro-
posed which is capable of performing both interference suppression and multipath
diversity combining. The thesis elaborates on the theory, design, and implementa-
tion of the proposed receiver. A distinguishing aspect of this work is its focus on
long-code DS-CDMA systems. Long-code CDMA refers to systems which use PN
sequences with very large periods (e.g., IS-95 and cdma2000) such that the spread-
ing sequence effectively changes with each bit [23, 24]. Such systems (also referred
to as Random-CDMA in [25]) are argued to have lower performance variability
among users ([25]-[27]). Yet, the majority of prior art on LMMSE receivers and
their adaptive implementations has been limited to CDMA systems in which each
bit of a user is spread by the same short pseudo-noise (PN) sequence assigned to
that user (e.g., [16, 17, 28, 29]). Although LMMSE receivers for short-code CDMA
demonstrate excellent near-far resistance and low computational complexity, they
cannot be directly applied to long-code CDMA [25]. Discussions on long-code vs.
short-code CDMA can be found in [25] and [27].
The next chapter identifies the specific problems that have motivated this work,
surveys the literature, and ends with the thesis statement.
Chapter 2
Problem Identification
This chapter elaborates on the motivation behind this work. The shortcomings of
the existing linear receivers are identified and supported by an extensive literature
survey. The thesis statement is presented in the end.
2.1 Motivation
Acknowledging their efficiency in suppressing MAI and simple implementations
through adaptive architectures, the author in [26] argues that LMMSE receivers
suffer from the disadvantage of requiring the use of short spreading sequences. This
is so since the statistics of MAI should be periodic (i.e., MAI must be cyclostation-
ary) in order for the adaptive algorithms to function. However, MAI in long-code
CDMA systems remains to be a wide-sense cyclostationary (WSCS) process with
its period reduced from one bit interval to one chip interval [18, 30]. The LMMSE
receiver and its adaptive implementations are, therefore, feasible even in long-code
5
CHAPTER 2. PROBLEM IDENTIFICATION 6
CDMA as evident in [18, 21] [31]-[33] although they do not demonstrate the excel-
lent near-far resistance and low computational complexity of their counterparts in
short-code systems.
The focus of all existing works on LMMSE receivers, except [21], is on MAI
suppression under the additive white Gaussian noise (AWGN) channel. Multipath
channel conditions are investigated in [21] but with chip waveforms time-limited to
one chip period. With bandwidth-efficient chip pulses in mind, the intent of this
thesis is to generalize the design of the LMMSE receiver for long-code CDMA to
multipath channels and examine its adaptive implementations. Emphasis will be
on performing interference suppression and multipath diversity combining simulta-
neously. In doing so, two major drawbacks of the standard coherent selective Rake
receiver1 are also addressed.
The coherent Rake [34], a linear receiver, is the current industry solution for
multipath reception [7]. The receiver processes a subset of the strongest resolvable
paths of the desired user by assigning a finger to each path in the subset. The
collective contribution of processed paths improves the signal-to-noise ratio (SNR).
The conventional Rake receiver employs a common chip-matched filter (CMF) for
all its fingers. The CMF is the optimum filter only in AWGN channels [35]. It not
only maximizes output SNR in such channels but also provides sufficient statistics,
i.e., the CMF output delivers all the necessary information required to detect the
transmitted signal waveforms. However, in CDMA systems, where the predominant
source of interference, often MAI, is neither white nor Gaussian [14], the CMF does
1For a brief overview of the coherent Rake receiver, refer to Appendix A.
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not maximize output SNR and is no longer guaranteed to provide sufficient statis-
tics. An alternative solution must be considered to improve performance. The
LMMSE filter is a viable alternative. The second shortcoming of the Rake receiver
arises from its selective nature and limited number of fingers. The number of fingers
in the Rake architecture is constrained by limits on power consumption and struc-
tural complexity [36]. In sparse multipath channels where multipath components
are low in number and apart by a few chip periods, the selective Rake receiver
performs well. Future wideband systems, however, bring along dense multipath
environments with a large number of resolvable multipath components which cause
substantial performance degradation in a Rake receiver with fixed complexity [37].
The LMMSE receiver will be shown to be capable of processing all the desired paths
that fall within its time support, no matter how many, at no additional complexity.
Applications of the proposed LMMSE receiver will be in future wideband CDMA
systems which not only require the existence of a receiver with ARake2 feature as
the authors in [38] have argued, but also demand an efficient solution to suppress
interference, specially ISI and ICI as they can become predominant in high data
rate services [19, 20].
The following lists the next logical steps in addressing the shortcomings of prior
art and sets the pathway of this thesis.
1. The design of the LMMSE receiver is generalized to multipath channel condi-
tions under a realistic system model. Bandlimited chip waveforms and quad-
riphase random spreading are two important features of such models often
2ARake is the terminology used in [36] for referring to a Rake receiver that has as many fingers
as the number of resolvable paths associated with the desired user. Refer to Appendix A.
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neglected in previous works.
2. An accurate performance analysis, with probability of bit error (Pe) as the
figure of merit, is conducted to quantify the performance improvement.
3. Adaptive and blind adaptive implementations of the LMMSE receiver, which
either rely on training through pilot symbols or have a self-organized learning
process, are developed to rid the receiver from dependence on the knowledge
of a majority of parameters associated with active users. The performance
and complexity of the adaptive implementations are also investigated to set
guidelines for the proper choice of algorithm with respect to different appli-
cations.
2.2 Literature Survey
This section surveys the literature according to the general road map outlined
previously. While acknowledging the contributions of existing works, the survey
identifies the specific areas in which the thesis makes original contributions.
2.2.1 Design of the LMMSE Receiver
Previous work on LMMSE receivers for one-shot bit symbol detection in asyn-
chronous Random-CDMA can be found in [18, 21, 31, 32]. The work in [21] in-
vestigates multipath channel conditions but with chip waveforms time-limited to
one chip period. In [18, 31, 32], on the other hand, focus is on bandlimited chip
waveforms under the AWGN channel. [18] presents a discrete-time correlator, which
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approximates the continuous-time correlator of the LMMSE receiver in [31, 32]. In
contrast, the work of [31, 32] derives accurate and explicit formulation of the fre-
quency response of the LMMSE receiver. The quartet of [18, 21, 31, 32] are the
most relevant papers to the first part of the thesis. Here, the intent is to generalize
the work of [31, 32], which originally considered the AWGN channel, to multipath
channels. It will be shown that the LMMSE receiver, a single-user detector, simul-
taneously performs multipath diversity combining and interference suppression.
Model-specific works on LMMSE receivers for long-code CDMA can also be
found in the literature. Examples include, but are not limited to, [39]-[42]. They
are aimed at the forward link where orthogonal short codes are scrambled again with
cell-specific long codes and transmitted synchronously to different users. The intent
is to restore the orthogonality of the codes, lost due to the presence of multipath
channels, at the receiver side by employing the MMSE technique. The work of this
thesis assumes a more general case. It is not limited to the forward or reverse link
and can be applied to both. The PN codes are not necessarily orthogonal and the
signals are asynchronous in general. In limiting conditions, however, this thesis
verifies some of the end results of [39]-[42].
It is acknowledged again that techniques other than LMMSE filtering have
been investigated for long-code CDMA systems. In [43], for instance, adaptive
procedures based on the least-squares and serial interference cancellation (SIC)
approaches are developed for multiuser detection and channel estimation. The re-
sulting receivers, however, are usually more complex than the LMMSE receiver [25].
As another example, [44] investigates the application of Kalman filters to linear re-
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ceivers for suppressing MAI. In order to make their proposed method applicable
to multipath channels, the authors use a pre-detection Rake receiver. Hence, the
problems of multipath diversity combining and interference suppression are treated
separately. Moreover, the proposed receiver of [44] is still prone to one of the short-
comings of the Rake receiver in dense multipath channels: insufficient number of
fingers. In contrast, this work does not separate the two tasks of diversity combin-
ing and interference suppression. The LMMSE receiver is explicitly solved for the
case when both MAI and multipath conditions are present.
The drawbacks of the coherent selective Rake receiver, described in the pre-
vious section, have also been addressed with a different approach. In [45, 46], a
generalized Rake receiver for the downlink is proposed. The work in [46] mod-
els interference as colored Gaussian noise and benefits from the orthogonality of
the spreading codes. It employs a maximum likelihood formulation for the finger
weights and delivers significant gains by increasing the number of fingers beyond
the number of multipath components. The extra fingers are responsible for sup-
pressing interference. The work in [45] is similar to that of [46] except that MAI is
modelled as a wide sense stationary process. In fact, both [45, 46] improve the Rake
receiver by optimizing the number of fingers, their delays and weights. However,
they restrict the solution to a finite impulse response (FIR) filter with a number of
taps comparable to the Rake receiver. The LMMSE receiver of this work, on the
other hand, is not restricted to the Rake structure. The presented solution is exact
and explicit.
Fig. 2.1 illustrates the roadmap of DS-CDMA receivers and shows the area

























Figure 2.1: Roadmap of DS-CDMA receivers. The area that this thesis covers is
shown with a dashed block.
where the thesis covers. It is emphasized that the intent of Fig. 2.1 is to visually
demonstrate where the thesis contributes, not to present a complete classification
of DS-CDMA receivers.
2.2.2 Performance Analysis of the LMMSE Receiver
The thesis analyzes the performance of the LMMSE receiver and compares it with
that of the coherent selective Rake receiver based on probability of bit error (Pe).
Although SNR is the most common figure of merit in performance analysis, the
contribution of the thesis is in the Pe analysis which plays a crucial role in many
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Figure 2.2: The normalized energy density spectrum of |Q(f)|2 (in dB) of several
pulse shaping filters: the square-root raised-cosine pulse with excess bandwidths
α = {0, 0.22, 1.0}, the rectangular pulse, and the IS-95 pulse.
areas of DS-CDMA systems such as capacity estimation and receiver design.
Two general focal points distinguish this part from existing analyses. The first is
its focus on chip pulse shaping as in the design of the LMMSE receiver. Regardless
of the receiver under study, most existing performance analyses neglect the effect
of pulse shaping and consider time-limited rectangular chip pulses (e.g., [48]-[51]
on the chip-matched filter receiver, [52] on the Rake receiver, and [21, 39] on the
LMMSE receiver). To highlight the different behaviors of pulse filters commonly
used in the literature, Fig. 2.2 plots the energy density spectrums of bandwidth-
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efficient pulse filters (the square-root raised-cosine pulse and the IS-95 pulse) and
compares it with that of the rectangular pulse.
The second point is the accuracy of Pe analysis for both the LMMSE and Rake
receivers. A vast majority of existing works invoke the standard Gaussian approxi-
mation (SGA) for Pe performance analysis without investigating its accuracy. The
SGA is known to return increasingly over-optimistic results as Pe decreases [50, 51].
This drawback is countered here. The presented Pe analysis is based on the im-
proved Gaussian approximation (IGA) and extends a recent result [53, 54] which
studies, in detail, the Pe performance of CDMA systems with random quadriphase
spreading in AWGN channels. The work in [53, 54] shows that the IGA reduces to
the SGA for pulse shapes of zero excess bandwidth (BW). Moreover, it is shown
that the SGA is an accurate approximation for spreading factors of moderate to
large values and chip pulses of small excess BW. The presented analysis has two
important distinctions from those of [53, 54]: i) it is extended to multipath chan-
nels in contrast to those in [53, 54] which are limited to AWGN channels, and ii)
it is extended to general filters in the receiver side in contrast to those in [53, 54]
which are limited to the CMF receiver. Monte Carlo simulations are also included
to verify the accuracy of the analysis.
It is acknowledged that, in an independent work parallel to this work, the
authors in [55] also present an accurate Pe analysis for bandlimited quadriphase
Random-CDMA systems. In [55], accurate average Pe expressions based on condi-
tional Gaussian approximation are derived that do not require numerical integra-
tion. However, the analysis in [55] is limited to AWGN channels. The intention
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of this work is to present a general Pe analysis for multipath channels that can be
applied to systems with identical or different transmit and receive filters (e.g., the
coherent Rake and LMMSE receivers, respectively).
Contributions on performance analysis of LMMSE receivers for long-code CDMA
systems include, but are not limited to, [18, 21, 31, 32, 39, 56, 57]. As noted earlier,
in [21, 39], pulse shaping is neglected and rectangular chip pulses are assumed.
However, in [18, 31, 32], pulse shaping is brought to attention but the receiver
design is limited to AWGN channels. Moreover, the figure of merit in the perfor-
mance analyses of [18, 21, 31, 32, 39] is not Pe. Also in [56], Pe performance of a
related adaptive chip equalizer is only evaluated via simulations and no analysis is
presented. In contrast, [57] investigates the Pe performance. However, a fundamen-
tal difference exists between the work of [57] and this work. The LMMSE receiver
considered in [57] was originally designed for short-code CDMA systems and is the
same as that of [16]. Long spreading codes are considered only in performance
analysis where output SNR is determined and the SGA is applied to derive the
bit error probability. Here, the performance of the LMMSE receiver specifically
designed for long-code CDMA is studied. The effect of chip pulse shaping, quad-
riphase spreading and the accuracy of the SGA, neglected in [57], are of special
interest in this work.
Performance analysis of the Rake receiver has also been the subject of many
papers (e.g., [36, 52][58]-[60]). In [58, 59], the effect of orthogonality of the spreading
sequences on the SNR performance of the Rake receiver is studied. In [36, 60],
the impact of spreading bandwidth and the number of Rake fingers on the SNR
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Figure 2.3: Roadmap of methods of Pe analysis. The area that this thesis covers is
shown with a dashed block.
performance is investigated. In [52], on the other hand, the Pe performance of the
Rake receiver is analyzed. However, rectangular chip pulses are again assumed in
the system model.
Fig. 2.3 illustrates the roadmap of methods of Pe analysis and shows the area
where the thesis covers. It is emphasized that the intent of Fig. 2.3 is to visually
demonstrate where the thesis contributes, not to present a complete classification
of methods of Pe analysis.
2.2.3 Adaptive Implementations of the LMMSE Receiver
The LMMSE receiver will be shown to be dependent on the knowledge of multipath
parameters of the desired and interfering users, which are normally not available in
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the receiver side. Whether such information is accessible or not, it is advantageous
to rid the receiver from depending on it in order to reduce complexity. Hence,
adaptive realizations appear as the practical way of implementation.
Adaptive algorithms are furnished by training sequences, known to the receiver,
to converge to a desired solution. Training sequences are provided to the receiver
prior to data transmission. When the adaptive receiver converges to the desired
solution (or when the output SNR is high enough to make the outputs of the decision
device reliable), training is ceased and data transmission starts. Pilot signals can
also be used as training sequences. Pilot signals can be present in current CDMA
systems in two forms: they are either time-multiplexed or code-multiplexed with
the information symbols. In the former, referred to as the pilot-symbol-aided (PSA)
method, pilot signals are inserted periodically in between the information symbols.
In the latter, however, the pilot sequence is constantly transmitted on a separate
code-multiplexed channel, usually orthogonal to the traffic channel. This method
is referred to as the pilot-channel-aided (PCA). Pilot channels, which already exist
in the forward link, has recently been incorporated in the reverse link of CDMA
systems to make coherent reception feasible [9, 10, 62].
Both training-based and PCA methods are investigated in this thesis. Pre-
vious works on training-based adaptive LMMSE receivers for long-code CDMA
include [18, 21, 33] which have already been reviewed in the previous sections. In
addition to the distinguishing features between [18, 21, 33] and this work noted
earlier, another important difference appears in the architecture of the proposed
receiver: despreading is performed after equalization in contrast to [18, 21, 33]
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which do it prior to equalization. One implication of such rearrangement is savings
in complexity which will be explained later in further detail.
PCA methods in Random-CDMA have been examined in [63]-[66]. In [63]-
[65], non-linear interference cancellation schemes, as opposed to the linear MMSE
method, are studied. In contrast, the figure of merit in [66] is MMSE. However,
the proposed receiver has still a Rake architecture. The focus is on moving aver-
ages based on adaptable integration times in each finger to equalize the mutlipath
channel. Moreover, [66] considers dynamic adjustment of the pilot channel power
to improve performance. In this thesis, however, pilot power optimization is not
investigated. The intent is to demonstrate how the proposed LMMSE receiver can
be realized, with or without the presence of pilot signals.
In the absence of pilot signals, blind adaptive algorithms become appealing for
their self-organized learning process. Among blind algorithms, the constant modu-
lus algorithm (CMA) [67, 68] has attracted much attention due to its practicality
and near-MMSE performance. In an effort to rid the adaptive receiver from de-
pendence on pilot signals, constant modulus (CM) approaches are examined to
develop blind receivers. The CMA has already been studied for short-code CDMA
systems in the AWGN channel [69, 70] and multipath environments [71]. The work
in [69, 70] is based on linear constraints that originate from short PN sequences
assigned to the desired user. In [71], the work of [69, 70] is extended to multi-
path channels with the additional condition of knowing the arrival delays of all the
desired paths, a condition rendered unnecessary in the proposed receiver of this
work. To the best of the author’s knowledge, the CMA has not been investigated

























Figure 2.4: Roadmap of single-user adaptive CDMA receivers. The areas that this
thesis covers are shown with a dashed block.
for long-code CDMA systems.
Finally, a novel set of algorithms are proposed to improve the power-efficiency of
PCA schemes in the reverse link. The accuracy of channel estimation in the reverse
link is strongly dependent on the pilot channel power, which often constitutes a
small portion of the mobile user signal power. Higher levels of pilot power improve
the performance in channel estimation but compromise the capacity of the traffic
channel. To address this tradeoff and inspired by the CM-based approaches of the
proposed blind algorithms, a new set of algorithms are examined that jointly utilize
the pilot and traffic channel statistics to improve the performance while maintaining
a low level of pilot power. This is in contrast to conventional PCA algorithms which
only rely on the pilot channel statistics. The idea of jointly utilizing the pilot and
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traffic channel statistics is not original and has appeared before in the literature
(e.g., [63]). However, the proposed algorithms of this work build on blind CM
algorithms noted earlier which have not been explored in CDMA systems with
random aperiodic spreading sequences.
All the discussed algorithms are compared and contrasted with each other based
on three criteria: i) their performance in terms of output SNR, ii) their rate of
convergence, and iii) their computational complexity. The complexity analysis is
straightforward. The number of summation, multiplication, division, and square
root operations required per each update interval are calculated and compared.
Analysis for SNR performance and convergence rate are based on extensive and
quantitative simulations rather than detailed analyses. They are compared with
the results of general analyses available in the literature. Studies on the perfor-
mance of adaptive algorithms based on general adaptive filter theory can be found
in [72, 73] and references therein. They are usually based on the assumptions of
independence theory [72] to make them mathematically tractable. However, the
independence theory, which assumes successive samples of the received signal are
independent, does not always hold true for the CDMA system model. This has
motivated model-specific works such as [74] for convergence rate analysis of short-
code CDMA. Similar work is essential for long-code CDMA models in order to
set guidelines for the selection of a suitable algorithm corresponding to a specific
application. This issue is a topic for future study.
Fig. 2.4 illustrates the roadmap of single-user adaptive CDMA receivers and
shows the areas where the thesis covers. It is emphasized that the intent of Fig. 2.4
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is to visually demonstrate where the thesis contributes, not to present a complete
classification of adaptive receivers.
2.3 Thesis Statement
Taking the preceding discussions and survey into consideration, the thesis statement
can be summarized as follows:
“The thesis studies the design and implementation of a LMMSE receiver
for bandlimited DS-CDMA systems that employ quadriphase random
spreading and operate in multipath environments. The receiver is shown
to be capable of interference suppression and multipath diversity com-
bining without the knowledge of other users’ signature sequences. It
maximizes output SNR and processes all paths of the desired user that
fall within its time support. The impulse response of the receiver is ex-
plicitly derived. Its performance is accurately evaluated and compared
with that of coherent selective Rake receiver. An adaptive architec-
ture is proposed for the implementation of the receiver. Training-based,
PCA, and blind algorithms are examined. Their performance loss and
convergence rate are quantified via extensive simulations. Accompanied
by a complexity analysis, these results set the guidelines for the proper
choice of algorithms suitable for specific applications.”
The remaining of the thesis is organized as follows. Chapter 3 discusses the
design of the LMMSE receiver. The system model is described first. Next, the
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impulse response of the LMMSE receiver is derived. Its structure is then discussed
and compared with that of the coherent selective Rake receiver. Chapter 4 is on the
performance analysis of the LMMSE receiver. Accurate Pe analysis is conducted.
The performance of the LMMSE receiver is compared with that of the selective
Rake receiver to quantify the achievable improvements. Chapter 5 proposes an
adaptive architecture for realizing the LMMSE receiver and examines several adap-
tive algorithms. Simulation results are presented that quantify the performance
of the proposed adaptive algorithms. A complexity analysis is also accompanied.
Chapter 6 outlines topics for future study.
Chapter 3
Theory & Design
In this chapter, the theory and design of the LMMSE receiver are discussed. The
contributions of this chapter are as follows:
• The LMMSE receiver for bandlimited CDMA with quadriphase spreading in
the presence of multipath channels are derived. The filter frequency response
is explicitly formulated and its shape is examined under limiting conditions
of interest.
• For the ideal Nyquist chip pulse, the LMMSE receiver is shown to reduce
to a maximal-ratio-combining (MRC) receiver that processes all paths of the
desired user that fall within the time support of the new chip filter.
• When the excess bandwidth of the chip pulse is nonzero, the LMMSE receiver
is shown to exploit the cyclostationarity of the received signal and suppress
interference.
22
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The system model is explained first. Based on the principle of LMMSE filtering,
the receiver is then derived and formulated. Its structure is investigated next. The
receiver is finally examined under some limiting conditions. The material of this
chapter can also be found in [75, 76].
3.1 System Model
The reverse link of a quadrature phase-shift keying (QPSK) DS-CDMA system
with K + 1 asynchronous users in a multipath environment is under review. This
section describes the modeling of the multipath channel and the received signal.
An arbitrary user is designated as the desired user and indexed as user 0.
3.1.1 Multipath Channel
The conventional multipath model as described in [77] is considered with simplifica-
tions in the modeling of the parameters to ease system analysis. User k encounters
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The transmitted signal from user k is received via L(k) paths. The lth path is
characterized by three variables: its attenuation factor α
(k)
l , its arrival delay τ
(k)
l ,
and its carrier phase shift θ
(k)
l . The forward link can also be accommodated in the
above model as a special case where c(0)(t) = c(1)(t) = . . . = c(K)(t) without any
loss of generality.
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The number of paths associated with user k, L(k), is considered to be a constant
number as opposed to a random variable (RV). Attenuation factors, α
(k)
l , are real
and the multipath channel is assumed to be lossless1 for all users in the sense that
L(k)∑
l=1





l are independent RVs assumed to be known to
the receiver. Their distributions can arbitrarily be any of those accepted in the






2 Phase shifts, θ
(k)
l ∈ [0, 2π), are modeled as uniformly
distributed RVs. Moreover, they are considered to be mutually independent across
all l and k. Each user experiences a stable (time-invariant) multipath channel.
Hence, the channel parameters are assumed to remain fixed during the course of
transmission. Coherent reception is considered. Therefore, the phase shifts of all
paths of the desired user, θ
(0)
l , are assumed to be known to the receiver and remain
constant.
Later on in Chapter 5, the above limiting assumptions will be relaxed to some
extent. Specifically, it will be shown that none of the multipath parameters (except
an estimate of τ
(0)
1 ) need to be known for adaptive implementations. Also, the
channel can vary as long as the variation rate is sufficiently below the convergence
rate of the employed adaptive algorithm.
1Lossy channels can be modeled in a similar fashion by an extra path with an attenuation
factor equal to the total channel loss.
2The distributions of α(k)l and τ
(k)
l do not affect the design of the receiver but they influence
its performance.
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3.1.2 Received Signal




s(k)(t) ⊗ c(k)(t) + η(t) (3.3)
using the complex baseband representation of passband signals. The second term
η(t) is a complex, circularly symmetric, zero-mean AWGN process with a two-
sided noise power spectral density (PSD) of N0 [79, pp. 311–316]. The first term
represents the sum of the received signals from each user where s(k)(t) is the trans-
mitted signal of user k and ⊗ represents the convolution operator. The baseband
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and B ∈ {I, Q}. The bits b(k)n ∈ {±1} of user k are transmitted at a rate of
1/T
(k)
b over both the I and Q branches. The bits of each user are assumed to
form an independent and identically distributed (i.i.d.) random sequence with
equal probabilities and with independence between the bits of different users. The
symbol Pk represents the signal power of user k. Code acquisition, carrier-phase
and bit symbol timing synchronization for the earliest path of the desired user are
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assumed such that τ
(0)
1 = 0 and θ
(0)
1 = 0.
The spreading waveforms a(I,k)n (t) and a
(Q,k)
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where a
(B,k)
i ∈ {±1} represents the ith chip of the PN sequence corresponding to
the B branch of user k generated at the rate of 1/Tc common to all users. The
PN sequences are assumed to be equally likely i.i.d. random sequences with equal
probabilities and with independence between the chips of different users. Mutual
independence is also assumed among the PN sequences of the I and Q branches.
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The ratio of the chip rate to the bit rate of each user, N (k), is referred to as the
spreading factor of user k.
The chip pulse q(t), assumed to be real, satisfies the following three constraints:
i) it satisfies the energy constraint:
∫ ∞
−∞
|q(t)|2 dt = Tc; ii) it can be approximated
as a time-limited pulse of duration (2M −1)Tc such that q(t) = 0 if t < (−M +1)Tc
or t > MTc for an integer, M . For example, for the IS-95 chip pulse, M = 12; and
iii) α represents the percentage of BW in excess of the minimum bandwidth 1/(2Tc)
required for symbol transmission at the chip rate of 1/Tc. Hence, the BW of the
chip waveform is (1+α)/(2Tc). For instance, for the Wideband CDMA (WCDMA)
chip pulse which is the square-root raised-cosine (Sqrt-RC) pulse, α = 22% [23].
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The processing gain (or BW expansion factor) of user k is PG(k) = N (k)(1 + α) [4].
The system model supports multi-rate CMDA since, in general, N (k) = N (k′) for
k = k′ leading to multiple bit rates for different users. Moreover, if the baseband
signal component defined in (3.5) experiences a delay of τ
(k)
l , corresponding to the
delay of the lth path of the kth user, it can alternatively be expressed as
x
(k)
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l , Tc) (3.11)
represent, respectively, the direct-sequence spread bits, the bit delay as an inte-
ger multiple of Tc and the bit delay modulo the chip period such that J
(k)
l ∈




l Tc + T
(k)
l . The floor function x
returns the integer portion of a real number x. The term T
(k)
l is referred to as the
chip delay of the lth path of the kth user. With this reformulation of (3.8), from the
perspective of the lth path of user 0, d(B,k,l
′)
n ∈ {±1} (with l′ = l when k = 0) can
be effectively modeled as equally likely i.i.d. random sequences. Thus, the effects
of the interferer bits and integer bit delays disappear under the random spreading
assumption.
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3.2 Design
This section addresses the design of the linear MMSE receiver for user 0. The
approach is similar to that of [31, 32] except for generalizing the AWGN channel to
the multipath channel. It differs from the method of [18, 21] which approximates
the continuous-time correlator of the LMMSE receiver based on observables that are
output samples from the despreader; the PN sequence of the desired user modulated
by the chip waveform. Here, the general frequency response of the LMMSE filter
is accurately and explicitly derived by solving a Fredholm integral equation of the
first kind [80, p. 224] based on an infinite observation interval.
Linear time-invariant filtering of a real signal is known to be equivalent to linear
time-invariant filtering of its analytical signal (or its complex envelope). However,
in general, linear time-variant filtering of a real signal is equivalent to distinct linear
time-variant filtering of each of the complex envelope and its complex conjugate.
Hence, if complex signals are to be used, as adopted in the system model, the
problems of optimum and adaptive time-variant filtering must be approached as
bivariate filtering problems, where a signal and its conjugate are jointly filtered
and then added together [81, 82]. This is referred to as linear/conjugate linear
(LCL) filtering. The receiver structure is depicted in Fig. 3.1 and consists of a pair
of LCL filters [83, p. 259], φn(t) and ψn(t), a complex conjugation operator, two
summers and a bit-rate sampler. Let N = N (0), Tb = T
(0)
b , and PG = PG
(0). The
index n is used to denote the filter response associated with the detection of b(0)n .
The estimate of b(0)n , sampled at t = (n + 1)Tb at the LCL filter output, determines
the error between the transmitted and estimated nth bit: ε(n) = b(0)n − b̂(0)n where
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r(u)φn(Tb − u) + r∗(u)ψn(Tb − u)du. (3.12)
r(t)









Figure 3.1: The linear/conjugate linear (LCL) filtering structure for user 0.
The two impulse responses, φn(t) and ψn(t), are designed to minimize the MSE
whose cost function can be written as:
JMSE,n = E[|ε(n)|2]. (3.13)





l (for 1 ≤ l ≤ L(k) and 0 ≤ k ≤ K), and carrier phase shifts of the
desired user θ
(0)
l for 1 ≤ l ≤ L(0). The phase shifts of the interfering paths play no
role in the integral equation as it will be clear shortly.
The filters φn(t) and ψn(t) are determined using the two orthogonality conditions
for complex envelopes [83]: E[ε(n)r(t)] = 0 and E[ε(n)r∗(t)] = 0. Substituting ε(n)
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and b̂(0)n into the first orthogonality condition yields the linear integral equation:
∫ ∞
−∞
Rrr(t, u)φn(Tb−u)+Rrr∗(t, u)ψn(Tb−u)du = E[b(0)n r(t)], −∞ < t < ∞ (3.14)
where
Rxx∗(t, u) = E[x(t)x
∗(u)] (3.15)
and
Rxx(t, u) = E[x(t)x(u)] (3.16)
denote, respectively, the autocorrelation function and complementary autocorrela-
tion function of a complex random process x(t) [79, p. 312]. The second orthogo-
nality condition reveals that the impulse response of ψn(t) satisfies ψn(t) = φ
∗
n(t).
The impulse response of φn(t) can be determined by replacing r(t) in (3.14) with
its equivalent from (3.3) and defining φn(t) as
φn(t) = βnhn(t). (3.17)
The solution for of hn(t) is presented next. The expression for the scalar βn can
be found in Appendix B.
















a(I,0)n (t − τ
(0)






for −∞ < t < ∞, where Rnn∗(t, u) represents the autocorrelation function of the





s(k)(t) + η(t). (3.19)
The right hand side of (3.18) is the received signal associated with b(0)n . It is
straightforward to show that Rnn(t, u) = 0 for quadriphase random spreading. It is
also noted that the phase shifts of the interfering paths disappear from the integral
equation of (3.18) in quadriphase CDMA systems regardless of their distributions
or conditioning in the expectation operations. The expression for Rnn∗(t, u) can















The noise taken into account in the design neglects ISI and ICI. This can be
justified when the duration of the transmitted symbol is large compared with the
duration of the multipath profile [77]. In DS-CDMA systems, this translates to large
values for N . Moreover, as the number of interferers increase, the effects of ISI and
ICI fade in significance substantially. On the other hand, they can turn to the
dominant source of interference in high-data-rate applications of next-generation
systems when the number of high-powered users is low and the spreading factor is
small. In either case, whether they are negligible or not, adaptive implementations
of the proposed receiver considers ISI and ICI and shapes its frequency response
accordingly. In contrast, the Rake receiver ignores them.
The noise defined by (3.19) and (3.20) can be shown to be a wide-sense cyclo-
stationary (WSCS) process [83] with a period of Tc [18, 30]. The method of solving
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for hn(t) from the integral equation in (3.18) follows that of [31, 32]. The harmonic
series representation (HSR) technique [83] is applied and the cyclostationarity of
noise is used to solve for hn(t) explicitly. The expression for hn(t) is presented
here in brief; details concerning its derivation can be found in [30]. The frequency
response of hn(t) can be expressed as
Hn(f) = G(f)
[











is the Z-transform of the desired user’s spreading sequence a(B,0)n . The filter G(f),
whose frequency response is summarized in Appendix C, represents a new chip pulse
filter replacing the CMF, Q∗(f), where Q(f) is the Fourier transform of q(t). The
proposed receiver minimizes MSE which is given by J minMSE,n = (1 + SNRmax,n)−1.
The expression for the SNRmax,n can be found in Appendix B.
3.3 Structure
The resulting LMMSE receiver structure is depicted in Fig. 3.2 in the form of a
coherent correlator. The new chip pulse filter G(f) replaces Q∗(f) and the factor
βn scales the bit-decision statistics. The remaining components are identical to
those of the CMF receiver.
The G(f) filter can be broken to L(0) branches, as shown in Fig. 3.3, where
each branch functions as a finger of the Rake receiver and processes one path of the

















Figure 3.2: Linear MMSE receiver structure for user 0.







where Gl(f) is the new chip filter corresponding to the lth path formulated in
Appendix C and C
(0)
l (f) is the Fourier transform of the lth path channel response.

















The structure of the G(f) filter can be compared and contrasted with that of
the coherent Rake receiver explained in Appendix A. In each branch, the Gl(f)
replaces the CMF, Q∗(f). As in the Rake receiver, the frequency response C∗(0)l
can be interpreted as a filter matched to the lth path of the desired user. The expo-
nential term in (3.25), ej2πfτ
(0)
l , aligns the lth finger to the lth path. The weighting






l , realizes the MRC scheme. The Gl(f) filter distinguishes itself
from CMF as α increases from zero and MAI dominates AWGN. The shape of its










Figure 3.3: The structure of the G(f) filter where L(0) = L.
Fig. 3.4 illustrates an example of the normalized frequency response of Gl(f) for
the Sqrt-RC chip pulse with α = 0.22 excess BW in the reverse link of a DS-CDMA
system with two active users. This example will be referred to again later in the
next chapter. The signal of each user is received via two paths L(0) = L(1) = 2
and both users are equally powered. The effect of AWGN is ignored by setting
N0 = 0. Also, Tc = 1. Attenuation factors, chip delays, and phase shifts of all
paths are indicated in A, T , and Θ matrices 3, respectively, where [A]k,l = α
(k−1)
l ,
[T ]k,l = T
(k−1)
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Figure 3.4: The normalized frequency responses of the Gl(f) filters for a system
with two active users equally powered, L(0) = L(1) = 2, N0 = 0, and Tc = 1.
The chip pulse is the Sqrt-RC pulse with α = 22%. The solid and dashed lines
represent, respectively, the frequency responses of G1(f) and G2(f) with the real
and imaginary parts illustrated in (a) and (b).
The new filter exploits the CS property of MAI through the excess BW of the
chip pulse shape. As the power of MAI increases, the frequency responses of the
Gl(f) filter converges to that of the noise-whitening matched-filter (NWMF) [47]
under uniform power conditions and in multipath environments. As seen in Fig. 3.4,
the two filters, G1(f) and G2(f), amplify the spectral components of the received
signal where the power of noise is negligible (i.e., 1/(2Tc) ≤ |f | ≤ (1 + α)/(2Tc) )
but suppress the spectral components corresponding to large noise PSD (i.e., |f | ≤
CHAPTER 3. THEORY & DESIGN 36
1/(2Tc) ). In contrast to the CMF that is designed to maximize SNR when AWGN
is the main source of interference, G(f) is balanced to suppress both interference
and AWGN.
3.4 Limiting Conditions
The impulse response of the G(f) filter is now examined in four limiting conditions:
i) chip pulses with zero excess BW, ii) AWGN-limited channels, iii) asynchronous
MAI-limited channels, and iv) synchronous CDMA.
3.4.1 Chip Pulses with Zero Excess BW



















where l′ = l.
It follows immediately that for the ideal Nyquist pulse, the frequency response
of Gl(f) becomes equal to Q















If the interpath interference (IPI), the last term, can be ignored with respect to the




















Thus, the G(f) filter in Fig. 3.3 reduces to the ARake receiver of Fig. 3.5 with L(0)
fingers that employ a common CMF.
3.4.2 AWGN-Limited Channels
When AWGN is the predominant source of noise, the cross spectral density (CSD)




Consequently, the LMMSE receiver reduces to the ARake receiver again as
shown in Fig. 3.5 with γ = N0
2
. This has also been reported in [21].
CHAPTER 3. THEORY & DESIGN 38
3.4.3 Asynchronous MAI-Limited Channels




and the LMMSE receiver converges to the NWMF [47] under uniform power condi-
tions. This can also be seen in the expression for G(f) filter in (3.26). Needless to
say, for the case of α = 0, the CMF and the NWMF are equivalent. As α increases
from zero, the LMMSE receiver distinguishes itself from the CMF by approaching
the NWMF solution as seen in Fig. 3.4.
3.4.4 Synchronous CDMA
The power matrix, defined by the expression (C.6) of Appendix C, indicates that the
chip delays of interfering users, T
(k)
l , play a vital role in shaping the impulse response
of the LMMSE receiver. In synchronous CDMA (T
(k)
l = 0), the Gl(f) filters reduce
to the CMF and will have no interference suppression ability [18]. However, the
LMMSE receiver still has an ARake structure and is capable of multipath diversity
combining [21].
3.5 Discussion
The LMMSE receiver maximizes output SNR. It is shown in [84, pp. 252–261]
and [30, Appendix A] that for linear time-invariant (LTI) filters, the LMMSE filter
is equivalent to the SNR maximizing filter. Hence, the derived receiver performs
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better than (or at least equal to) any other linear receiver (e.g., the coherent Rake
receiver) in terms of the output-SNR criterion and under the adopted system model.
Two sources of performance improvement will be discussed next. One is the
fact that the LMMSE receiver harnesses the energy of the received signal from
all paths of the desired user provided that the time-support of the filter G(f)
is large enough to span the desired user’s multipath profile. This is in contrast
to an L-finger Rake (where often L ≤ L(0)) which only considers the L strongest
resolvable paths. Two or more paths with arrival delays less than Tc apart cannot be
distinguished from one another in CDMA systems. In the Rake architecture, they
are perceived as one path and combined with a single imperfect weight. However,
the LMMSE receiver, as it will be shown in Chapter 5, can be implemented with a
fractionally-spaced equalizer (FSE). Hence, it can assign more than one tap weight
to a Tc-second interval yielding improved diversity combining. Moreover, in the
Rake receiver, the detection of signals in each path depends on the success of
the code acquisition system (also called searcher) [7]. Weak paths can remain
undetected or unused even if the Rake has a sufficient number of fingers. In dense
multipath environments where signals arrive from many distinct paths (e.g., future
wideband CDMA systems), the energy per path decreases and the channel estimate
in each finger of the Rake worsens. Consequently, the achieved SNR gain of the
LMMSE receiver over the Rake receiver grows substantially.
The other source of performance improvement is the MAI suppression capability
of the LMMSE receiver. The difference between the frequency response of G(f) and
that of the CMF becomes more apparent in multipath channels as α increases and
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MAI dominates AWGN. The new filter exploits the CS property of MAI through
the excess bandwidth of the chip pulse shape. As the power of MAI increases, the
frequency response of the G(f) filter converges to that of the chip delay locked
matched filter in AWGN channels and under uniform power conditions [32]. Under
multipath conditions and uniform power distributions, the frequency response of
the G(f) filter converges to that of NWMF. It amplifies the spectral components of
the received signal where the power of noise is negligible but suppresses the spectral
components corresponding to large noise PSD. Similarly, in the generalized Rake
receiver of [46], extra fingers are responsible for interference suppression by approx-
imating an inverse channel filter and undoing the noise correlation. In contrast to
the CMF that is designed to maximize SNR when AWGN is the main source of
interference, G(f) is balanced to suppress both MAI and AWGN.
3.6 Summary of the Required Parameters
The following list summarizes the required parameters to construct the G(f) filter
for the detection of b(0)n :
1. Multipath profile of the desired user: This includes the desired user’s power,
the attenuation factor, arrival delay, and phase shift of each its paths. Namely,




l , and θ
(0)
l .
2. Desired user’s signature sequences: These are the PN sequences of the I and





3. Multipath profiles of the interfering users: These include the power of each
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interfering user, the attenuation factor, and chip delay of each interfering
path. Namely, these are, respectively, Pk, α
(k)
l , and T
(k)
l for k > 0.
4. Chip pulse shape: Q(f).
5. Chip rate: 1/Tc.
6. AWGN PSD: N0.
Later in Chapter 5, adaptive implementations of the LMMSE receiver will be
examined that do not require a majority of the above parameters.
3.7 Concluding Remarks
This chapter investigated the theory and design of the LMMSE receiver. The sys-
tem model was first explained in detail. The impulse response of the LMMSE
receiver was then derived based on the orthogonality principles. Closed form ex-
pression of its frequency response were presented. It was shown that the LMMSE
receiver is capable of MAI suppression and multipath diversity combining simul-
taneously. For zero excess BW chip pulses, the LMMSE receiver reduces to the
ARake receiver which processes all paths of the desired user as long as the time-
span of the new filter, G(f), supports the desired user’s multipath profile. As excess
BW of the chip pulse increases, the LMMSE receiver exploits the CS property of
MAI and suppresses it. This can be intuitively explained through the concept of
frequency-shift filtering discussed in the cyclic Wiener filtering theory [82] where
spectral coherence is exploited for signal detection by adding up properly weighted
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frequency shifted versions of the signal. It has been established that a signal can
exhibit spectral coherence if and only if it is cyclostationary [82]. In such cases, the
input signal is subjected to a number of frequency-shifting operations, each followed
by a linear time-invariant filtering operation, and the results are added together.
This is exactly what the HSR technique yields in the G(f) filter responses of Ap-
pendix C. Frequency shifting is thus an effective use of the spectral redundancy
inherent in the excess BW to improve performance.
In MAI-limited channel conditions, the LMMSE receiver converges to the NWMF
receiver under uniform power conditions. The chip delays of the interfering paths
was shown to be vital in shaping the impulse response of the new filter. In syn-
chronous CDMA systems where the chip delays are zero, the LMMSE receiver is
unable to suppress MAI but can still process the desired paths as the ARake re-
ceiver does. For the brute-force implementation of the receiver, many parameters
of the desired and interfering multipath channels are needed, a list of which was
presented in the end of the chapter.
The next chapter analyzes the performance of the LMMSE receiver and com-
pares it with that of the Rake receiver.
Chapter 4
Performance Analysis
This chapter is mainly focused on the bit error rate, Pe, analysis of the proposed
LMMSE receiver and comparison of its performance with that of the coherent Rake
receiver. The contributions of this chapter are as follows:
• An accurate study of Pe analysis for the LMMSE and Rake receivers is pre-
sented. The analysis is based on the IGA technique of [53, 54] but with two
important distinctions: i) the presented analysis is extended to multipath
channels in contrast to those in [53, 54] which are limited to AWGN channels,
and ii) the presented analysis is extended to general filters in the receiver in
contrast to those in [53, 54] which are limited to the CMF. Based on a com-
mon framework, closed form conditional Pe expressions for both the LMMSE
and Rake receivers are derived. An accurate Pe analysis of the LMMSE re-
ceiver under the multipath channel, does not exist elsewhere to the best of
the author’s knowledge. Regarding the Rake receiver, accurate Pe analyses
do exist but with limitations in the system model. The presented analysis,
43
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however, is not restricted to such limitations.
• Three conditions in the system model are derived which, upon satisfaction,
reduce the IGA to the SGA. It will be shown that these conditions make the
SGA an accurate approximation even when the number of active users in the
system is small.
• The performance improvement achieved by the LMMSE receiver over the
coherent Rake receiver are investigated and quantified. Moreover, the effects
of chip pulse excess BW, density of multipath channels, and non-uniform
power distribution of users on the performance of both receivers are examined.
The chapter begins with the presentation of bit decision statistics. The con-
tributions of MAI and IPI are derived . Their distributions are then investigated.
As the chapter proceeds with the formulation of Pe expressions, the conditions for
the accuracy of the SGA are derived. Monte Carlo simulations are provided to
verify the accuracy of analytical results. Finally, numerical results are presented to
quantify the performance improvements achieved by the LMMSE receiver over the
Rake receiver. A brief discussion on the near-far resistance of the LMMSE receiver
is also included. The material in this chapter can also be found in [85, 86].
4.1 Bit Decision Statistics
The analysis is based on the receiver structure of Figs. 3.2 and 3.3. Although
the two figures depict the structure of the LMMSE receiver, they can be easily
transformed to that of the coherent Rake receiver by simply setting Gl(f) = Q
∗(f)
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for all l. However, by focusing on the Gl(f) filters, the analysis is extended to
multipath channel conditions with more general filters in the receiver side than the
CMF.
The received signal of (3.3) is passed through the Gl(f) filters in the I and
Q branches to form the contribution of baseband signals of each path. It is next
sampled at the chip rate and direct-sequence despread. The outputs of the two
branches are added to make a chip estimate. A summation device adds N chip



























r(iTc − u)gl(T (0)l + u)du
]}
where gl(t) = F−1 [Gl(f)] is the inverse Fourier transform of Gl(f). This statistic







sgn(·) is the signum function. Without loss of generality, the bit decision statistic
y
(0)′
0 for bit 0 of user 0, b
(0)
0 , is considered. For simplicity, y
(0)′



















∣∣∣α(0)l ∣∣∣2 ρl(0) (4.3)








The parameter γ can be physically interpreted as the normalized strength of the








where Eb = P0(NTc) is the bit energy for user 0, the parameter γ









, and X ∼ N [µX , σ2X ] denotes “X
is a Gaussian RV with a mean of µX and variance of σ
2
X”. It can be shown that
for the AWGN channel (L(0) = 1) and CMF, γ = γ′ = 1 and hence, η ∼ N [0, N0
2Eb
].
This is consistent with the result in [53, 54].




































































with B1,B2 ∈ {I, Q}. The contribution of interpath interference (IPI) can be ex-










































For bandlimited chip pulses, the function ρl(t) has an infinite time support.
However, such pulses can be approximated with arbitrary accuracy by a trun-
cated version. For instance, q(t) can be considered to have a time support of
t ∈ [−MTc,MTc] where M can be selected to ensure that 99% or more of its energy
is contained in the truncated pulse. A truncated version of the ideal Nyquist pulse
with M = 20 carries 99% of its energy. Consequently, the second summation in (4.7)
can be expressed as a summation over the integer index of n ∈ [−M,N + M − 1].
4.2 Distribution of MAI and IPI
The expressions in (4.6) and (4.8) can be re-arranged to make a normalized sum-
mation of N chip statistics. Assume that T (k) = [T
(k)
1 , . . . , T
(k)
L(k)
] and Θ(k) =
[θ
(k)
1 , . . . , θ
(k)
L(k)
] are 1 × L(k) vectors containing the chip delays and phase shifts of
the paths of user k. Letting m = i − n and noting that n ∈ [−M,N + M − 1], the
chip statistics generated solely by MAI (conditioned on T = {T (1), . . . ,T (K)} and
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1More generally, the statistics of MAI and IPI are also conditioned on the attenuation factors
α
(k)
l . However, for the sake of notational brevity, they are assumed known similar to signal powers
Pk.







































As discussed in [87], three impediments exist that prevent the application of
central limit theorems (CLTs) [88] to the sums of RVs in the expressions of (4.9)
and (4.11). These impediments and approaches to circumvent them are explained
in Appendix D.
First, XMi is defined in (D.5) as a new form of MAI chip statistic. Then, based
on the theorem of Appendix D and (D.7)-(D.9), for large but finite N where λ =
κ/N is constant, the MAI contribution to bit decision statistic can be approximated
as
M|T ,Θ ∼ N [0, σ2M|T ,Θ] (4.13)
where
σ2M|T ,Θ = λVar(X
M
0 ) (4.14)
and κ is the virtual number of users contributing to MAI defined in Appendix D.
In a similar fashion, for large but finite N and constant λ0 = κ0/N , the distribution
of IPI component can be approximated as
I|T (0),Θ(0) ∼ N [0, σ2I|T (0),Θ(0) ] (4.15)
where
σ2I|T (0),Θ(0) = λ0Var(X
I
0 ) (4.16)
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Prior to formulating Var(XM0 ) and Var(X
I
0 ), the first condition necessary for
the accuracy of the SGA method is presented.
Condition 1: The SGA assumes that the MAI and IPI components,
like AWGN, can be approximated by normal distributions as expressed
in (4.13) and (4.15). For large but finite values of N , the MAI and IPI
components tend to normal distributions.
The results of Monte Carlo simulations presented later in the chapter will
demonstrate that even moderate values of N (as low as N = 32) satisfies the
first condition. The expressions for the variances of MAI and IPI are presented
next. Details concerning the derivations of Var(XM0 ) and Var(X
I
0 ) can be found in
Appendix E.

















































It is noted that the variances of MAI and IPI, expressed in (4.17) and (4.18), is
no longer conditioned on Θ and Θ(0), respectively. As proven in Appendix E,
the phase offsets of the interfering users, Θ, disappear from MAI component if
CHAPTER 4. PERFORMANCE ANALYSIS 51
random quadriphase spreading is employed. This is due to the fact that DS-QPSK
modulation makes the MAI process circularly symmetric2 as also shown in Section
3.2. Also, the average effect of the phase offsets of the desired paths, Θ(0), on the
MAI and IPI is zero as shown in Appendix E. This leads to the second condition
necessary for the accuracy of the SGA method.
Condition 2: The SGA implicitly assumes that the MAI and IPI,
like AWGN, are circularly symmetric processes and independent of the
interfering phase offsets. Quadriphase random spreading in the system
model satisfies such assumption.
The stage is now set for applying the IGA method and deriving the closed form
Pe expressions of the LMMSE and Rake receivers. However, in anticipation of the
third condition for the accuracy of the SGA method which deals with the effect
of pulse shaping, an alternative expression for Ω
(k,l′)
l,l in the frequency domain is
















where Bl(f) = (1/Tc)F [ρ2l (t)] is the Fourier transform of ρ2l (t) defined in (4.4).
2A circularly symmetric (or proper) process is a complex process whose complementary auto-
correlation function (or pseudo autocorrelation function ) is zero [79, p. 313]
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4.3 Pe of the LMMSE and Rake Receivers
The variances of AWGN, MAI, and IPI were previously derived in (4.5), (4.17), and
(4.18), respectively. It is easy to show that these three components are uncorrelated
random processes. By applying the IGA method, the conditional Pe expression can
be written as

















2/2dt, x ≥ 0. (4.22)
The unconditional (or average) probability of error is obtained by taking the ex-
pectation of (4.21) with respect to chip delays T (0) and T . More precisely,
P LMMSEe = E
[
P LMMSEe |T (0),T
]
(4.23)
The Pe analysis of the Rake receiver is a special case of the one presented for
the LMMSE receiver which was developed for general receiver filters. By simply
setting Gl(f) = Q
∗(f), the analysis can be readily applied to the coherent Rake
receiver. If the attenuation factors of the desired user, α
(0)
l , are indexed from
strongest to weakest, then a coherent Rake receiver with L ≤ L(0) fingers processes
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Consequently, the conditional Pe expression follows as





















































For chip pulses with zero excess BW, the Pe expressions in (4.21) and (4.24)
can be further simplified. In Section 3.4.1, it was shown that, for α = 0, the Gl(f)
filter reduces to the CMF except for a scalar. It can also be readily shown that if
α = 0, then Bl(f) = 0 for f ≥ 1/Tc. Therefore, the second term in (4.20) vanishes
for α = 0. Moreover, Bl(0) = B(0) = (1/Tc)F [ρ2(t)] for all l. Consequently, the
variances of MAI and IPI will no longer be conditioned on T and T (0) and the
IGA method reduces to the SGA method. The Pe expression of the Rake receiver
simplifies to




























1 − |α(0)l |2
)
(4.31)
and the expression for σ2η remains as that in (4.25). As proved in Section 3.4.1, the
LMMSE receiver reduces to the ARake receiver for α = 0. Hence, the Pe expression
in (4.29) can be used for the LMMSE receiver as well by setting L = L(0). This
result is consistent with that reported in [54]. The third condition for the accuracy
of the SGA method can now be described.
Condition 3: The SGA implicitly assumes that MAI and IPI, like
AWGN, are wide-sense stationary (WSS) random processes. However,
MAI and IPI are wide-sense cyclostationary (WSCS) random process
for α > 0. As α → 0, MAI and IPI become WSS and the SGA becomes
an accurate approximation.
Appendix G presents an alternative proof by examining the autocorrelation
function of noise, Rnn∗(t, u), as α → 0.
4.4 Discussion
The three conditions that make the SGA an accurate approximation are as follows:
i) moderate to large spreading factors, N , to make the CLT applicable to bit deci-
sion statistic, ii) quadriphase random spreading to make the interference circularly
symmetric and rid the bit decision statistic from dependence on the phase offsets
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Θ, and iii) zero to small chip pulse excess BW to make the interference WSS and
independent from the chip delays T .
The IGA is based on the premise that MAI and IPI converge to Gaussian random
processes as N becomes large for any K when the chip delays and phase offsets are
fixed [89]. As the system model satisfies the above conditions, the IGA reduces to
SGA. Hence, the SGA inherits its independence of K from the IGA.
As a result of the above conditions, from the perspective of the Gl(f) filter, all
interfering paths (1 ≤ l′ ≤ L(k) for 0 ≤ k ≤ K with l′ = l if k = 0) described in the
system model can be considered as chip- and phase-synchronous signals without
loss of generality. Under such circumstances, an interfering path contributing to
MAI or IPI can be sufficiently modeled with only one parameter: its received power.
4.5 SNR Analysis
The presented Pe analysis can be readily modified to obtain the SNR expressions
of the LMMSE and Rake receivers. The SNR before the decision device for both









where the variances of AWGN, MAI, and IPI for both of the receivers have been pre-
viously formulated. An alternative expression for SNRmax of the LMMSE receiver
in the frequency domain can be derived in terms of the matrices of Appendix C.
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The numerical results of this chapter, however, will be based on Pe. Performance
comparisons of the two receivers based on SNRmax can be found in [76].
4.6 Near-Far Resistance
It is well known that LMMSE receivers for short-code CDMA have superior near-
far resistance over LMMSE receivers for long-code CDMA [25]. In [18, 30], it is
shown that as long as the number of high-powered interferers satisfy K ≤ 1+α, the
LMMSE receiver shows near-far resistance in AWGN channels and can effectively
tune out the strong interferers. For instance, if the chip pulse is the Sqrt-RC pulse
with α = 22%, then the receiver can suppress one high-powered interferer. However,
this property does not necessarily hold true in multipath channels since the strong
interferer’s signal may be received via more than one high-powered path, making
it appear to the receiver as more than one strong interferer. The effect of non-
uniform power distribution and the presence of high-powered users on the receiver
performance will be examined in the numerical results.
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4.7 Numerical Results
This section presents the numerical results in two parts. First, the Monte Carlo
simulation results are presented that verify the theoretical analysis of this chapter.
The results demonstrate the accuracy of the derived Pe expressions for the LMMSE
and Rake receivers based on the IGA method. Next, the Pe performance of the
LMMSE receiver is compared with that of the coherent Rake receiver. The perfor-
mance comparisons quantify the shares of capacity improvement achieved by two
features of the LMMSE receiver: i) interference suppression ability, and ii) ARake
capability. The numerical results examine both uniform and non-uniform power
distributions. The effect of AWGN is ignored by setting N0 = 0. The LMMSE
receiver is also assumed to span the multipath profile of the desired user.
4.7.1 Monte Carlo Simulations
Monte Carlo simulations were carried out to validate the analytical Pe expressions
of the LMMSE and Rake receiver in (4.21) and (4.24). Fig. 4.1 illustrates the results
for the two cases: (a) the SRake receiver, and (b) the LMMSE receiver. The signal
of each user is assumed to arrive via L(k) = 5 equally strong paths. The chip pulse
is the Sqrt-RC pulse with α = {22%, 100%}. The spreading factor is N = {32, 64}.
The SRake receiver is also assumed to have L = 3 fingers. The simulations were
conducted for a single set of T (0), T , Θ(0), and Θ randomly selected from uniform
distributions over [0, Tc) and [0, 2π), respectively. The simulation results are marked
by ‘x’ and were obtained by runs of 100 − 1000 times the inverse of estimated Pe.
Fig. 4.1-(a) shows that the analytical expression of (4.24) accurately predicts the
CHAPTER 4. PERFORMANCE ANALYSIS 58
simulation results. The maximum prediction error is about 25% for low Pe values.
For instance, with K = 2, N = 32 and α = 100%, the expression of (4.24) returns
Pe = 7.5 × 10−6 whereas the simulation shows Pe = 6 × 10−6. It is noted that the
simulation results of [54] for the SGA method in low regions of Pe return values
which are two orders of magnitude off. Therefore, the accuracy of the presented
analysis is remarkably improved. As K increases, the prediction error decreases.
Fig. 4.1-(b) verifies the analytical expression of (4.21) for the Pe performance of
the LMMSE receiver. The prediction error shows the same type of behavior as that
in Fig. 4.1-(a). For example, with K = 4, N = 32, and α = 22%, the expression of
(4.21) returns Pe = 2.3×10−5 whereas the simulation shows Pe = 1.8×10−5. With
such verifications, the numerical results of the next sections rely on the theoretical
analysis to compare the performance of both receivers.
4.7.2 Performance Comparison
The performance comparison is based on the Pe expressions in (4.23) and (4.28).
They are evaluated by calculating the conditional Pe expressions in (4.21) and
(4.24) for a large number of multipath profiles and then averaging the results. For
each examined scenario, the 99.9% confidence interval of Pe is computed according
to the procedure outlined in [88, Chap. 9]. The upper and lower bounds of Pe
for the LMMSE and Rake receivers are obtained by evaluating (4.21) and (4.24)
for 104 multipath profiles. In most cases, the bounds are indistinguishable. Chip
delays and attenuation factors are chosen from, respectively, a uniform distribution
over [0, Tc) and a Rayleigh distribution with mean E[α
(k)
l ] = −80 dBm [12] and
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Figure 4.1: Monte Carlo simulation results Pe vs. K for a single multipath profile
with L(k) = 5, N = {32, 64}, and α = {22%, 100%} in two cases: (a) SRake receiver
with L = 3, and (b) LMMSE receiver. The simulation results are marked by ‘x’.
normalized according to (3.2). For both receivers, perfect code acquisition, tracking,
channel estimation, and bit timing acquisition are assumed to be accomplished in
each processed path. The effect of chip pulse shaping and the impact of multipath
density and non-uniform power distributions on the performance of the LMMSE
and Rake receivers are examined.
The Effect of Pulse Shaping
Fig. 4.2 plots the bounds of Pe vs. K for the LMMSE and Rake receivers when the
chip pulse is the Sqrt-RC pulse with α = {0, 0.22, 1} for two cases: (a) N = 32,
and (b) N = 64. The solid and dotted curves correspond to Pe of the LMMSE and
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Rake receiver, respectively. The signal of each user is received via L(k) = 3 paths
and the coherent RAKE receiver has L = 3 fingers (i.e., it is the ARake receiver.).
Therefore, both receivers can process all the desired paths. However, in contrast to
the ARake receiver which treats MAI as AWGN, the LMMSE receiver suppresses
MAI as α increases. Hence, it performs better than the ARake receiver. For α = 0,
the two receivers are identical and the corresponding curves are indistinguishable
as expected. For α = 22% and the desired quality of service (QoS) of digital voice
transmission (Pe = 10
−3), the LMMSE receiver results in more than 20% capacity
improvement for both cases due to pulse shaping. This improvement grows to more
than 50% if α = 100%. Table 4.1 summarizes the results of Fig. 4.2 for Pe = 10
−3.
It is noted that although Fig. 4.2 presents Pe curves for N = {32, 64}, similar results
are obtained for larger spreading factors. Moreover, the capacity improvements are
independent of N as expected from the performance analysis and the Pe expressions
of (4.21) and (4.24). As N varies, the power level of interference changes equally
for both the LMMSE and Rake receivers and interference remains Gaussian.
Scenario: K + 1 K + 1 Capacity
L(0) = L = 3 for ARake for LMMSE Improvement
N = 32, α = 22% 7 9 28%
N = 64, α = 22% 14 17 21%
N = 32, α = 100% 9 14 55%
N = 64, α = 100% 18 27 50%
Table 4.1: Capacity improvments of the LMMSE receiver over the ARake receiver
for the scenarios of Fig. 4.2 with the QoS of Pe = 10
−3.
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Figure 4.2: Pe vs. K for the LMMSE and coherent ARake receiver when L
(0) =
L = 3. The chip pulse is the Sqrt-RC pulse with α = {0, 0.22, 1} excess BW. Solid
and dotted curves represent, respectively, Pe for the LMMSE and Rake receivers in
two cases: (a) N = 32, and (b) N = 64.
The Effect of Multipath Density
Reported field experiments indicate that the multipath density is usually high in
heavily built-up urban areas [12, 37, 60]. For instance, a chip rate of 1.2288 MHz
yields L(0) = 7 paths in a channel spreading 6 µs [12, 60]. However, in the downlink
of the IS-95 system, a coherent RAKE receiver with three fingers is employed [78].
Clearly, more resolvable paths will be available as the chip rate goes higher in next
generation systems. The next set of examples illustrate the impact of multipath
density on the performance of both receivers.
Fig. 4.3 plots the bounds of Pe vs. K for the LMMSE and Rake receivers when
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the chip pulse is the ideal Nyquist pulse (the Sqrt-RC pulse with α = 0) for two
cases: (a) N = 32, and (b) N = 64. The solid and dotted lines represent the Pe of
the LMMSE and Rake receiver, respectively. The intent of this figure is to examine
the impact of multipath density (i.e., the number of resolvable paths in the time
spread of the multipath channel) on the performance of the SRake receiver with a
fixed number of fingers and compare it with that of the LMMSE receiver. Since
α = 0, the G(f) filter in the LMMSE receiver reduces to the CMF. Consequently,
the LMMSE receiver reduces to the ARake receiver. Hence, the only difference
between the two receivers is in the number of paths they can process. The SRake
receiver is assumed to have L = 3 fingers at all times while the number of resolvable
paths increases from L(0) = 3 to L(0) = 5 and L(0) = 7. Fig. 4.3 shows that the
LMMSE receiver performs equally when the number of paths increases. It can
also be observed that as L(0) increases, the power of IPI still remains insignificant
compared to the strength of MAI. In contrast, the SRake receiver suffers from
performance degradation as L(0) grows. At Pe = 10
−3, the LMMSE receiver yields
about 17% improvement in system capacity for L(0) = 5 while for L(0) = 7, the
capacity improvement grows to 40%. Table 4.2 summarizes the results of Fig. 4.3
for Pe = 10
−3. The results approximately match those reported in [36] which were
obtained with SNR as the figure of merit and with no quadriphase spreading in the
system model.
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Figure 4.3: Pe vs. K for the LMMSE and coherent Rake receiver when the chip
pulse is the Sqrt-RC pulse with α = 0, L = 3, and L(0) = {3, 5, 7}. Solid and dotted
curves represent, respectively, Pe for the LMMSE and Rake receivers in two cases:
(a) N = 32, and (b) N = 64.
The Effect of Non-Uniform Power Distributions
By a simple example, it will be illustrated here that the near-far resistance of the
LMMSE receiver to power imbalance, reported in [18, 30] for AWGN channels,
diminishes in multipath channel conditions.
Consider the case where two active users are in the system: the desired user
and a strong interferer with a signal power eight times (or 9 dB) higher than the
power of the desired user. The pulse excess BW is α = 22% and N = {64, 128}.
The Pe performance of the desired user is examined for two cases: (a) the AWGN
channel where L(0) = L(1) = L = 1, and (b) the multipath channel where L(0) =
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Scenario: K + 1 K + 1 Capacity
α = 0, L = 3 for SRake for LMMSE Improvement
N = 32, L(0) = 5 6 7 17%
N = 64, L(0) = 5 12 14 17%
N = 32, L(0) = 7 5 7 40%
N = 64, L(0) = 7 10 14 40%
Table 4.2: Capacity improvments of the LMMSE receiver over the SRake receiver
for the scenarios of Fig. 4.3 with the QoS of Pe = 10
−3.
L(1) = L = 3. In case (a), the correlating CMF returns an average Pe = 2.0× 10−5
for N = 64 and Pe = 3.7 × 10−9 for N = 128. The LMMSE receiver, on the other
hand, effectively tunes out the high-powered interferer and returns Pe levels that
could not be measured with the numerical accuracy of the simulation program.
More specifically, Pe ≤ 10−14 for N = {64, 128}. In case (b), the ARake receiver
returns Pe = 3.3 × 10−5 for N = 64 and Pe = 8.7 × 10−9 for N = 128. However,
the LMMSE receiver no longer shows near-far resistance to the high-power user.
For N = 64 and N = 128, it returns Pe = 3.4 × 10−6 and and Pe = 3 × 10−10,
respectively.
Combination of the Results
The last set of numerical results illustrate the combined effect of chip pulse shaping
and multipath density on the performance of both receivers. Fig. 4.4 plots the Pe
bounds of the LMMSE and Rake receiver vs. K for the Sqrt-RC chip pulse with
α = 22% for N = {32, 64}. The signal of each user arrives via L(k) = 7 paths and
the SRake receiver has L = 3 fingers. The LMMSE receiver takes advantage of the
CS property of the MAI and harnesses the energy of all paths of the desired user.
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Figure 4.4: Pe vs. K for the LMMSE and coherent Rake receiver when the chip
pulse is the Sqrt-RC pulse with α = 22%, L = 3, L(0) = 7, and N = {32, 64}. Solid
and dotted curves represent, respectively, Pe for the LMMSE and Rake receivers.
In contrast, the SRake receiver treats MAI as AWGN and acquires only the three
strongest paths of the desired user. The combined effect of these two distinguishing
features of the LMMSE receiver yields a 60% improvement in system capacity if
the desired QoS is Pe = 10
−3. One third of this improvement originates from
interference suppression capability of the LMMSE receiver and the rest comes from
its ability to process all paths of the desired user. Table 4.3 summarizes the results
of Fig. 4.4 for Pe = 10
−3.
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Scenario: α = 0.22 K + 1 K + 1 Capacity
L(0) = 7, L = 3 for Rake for MMSE Improvement
N = 32 5 8 60%
N = 64 10 16 60%
Table 4.3: Capacity improvments of the LMMSE receiver over the Rake receiver
for the scenario of Fig. 4.4 with the QoS of Pe = 10
−3.
4.8 Concluding Remarks
This chapter studied the Pe performance of the LMMSE receiver and compared it
with that of the coherent Rake receiver. The analysis, based on the IGA technique,
revealed that the bit-decision statistic approaches the Gaussian distribution when
the spreading factor takes moderate to large values (e.g., N ≥ 32) for any K as
long as the chip delays and phase offsets are fixed. Closed form Pe expressions were
presented for both receivers. It was also shown that the IGA method reduces to the
SGA if two additional conditions are satisfied: quadriphase random spreading and
zero (or small) pulse excess BW. The former turns the bit decision statistic into
a circularly symmetric random process while the latter makes it a WSS random
process. In such case, the SGA is an accurate approximation even for a small
number of users in the system.
Simulation results were presented to verify the analytical results. It was shown
that the analytical expressions predict the simulated scenarios accurately. Numeri-
cal examples were also presented illustrating the performance improvement achieved
by the LMMSE receiver. It was shown that the LMMSE receiver yields a 20% gain
in system capacity over a coherent ARake receiver if α = 22% and QoS= 10−3. In
terms of output SNR, this amounts to 0.5−0.6 dB improvement in link budget [76].
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The same result is also reported in [19] within the context of ICI suppression by the
MMSE technique. In [19, 20], more improvements in link performance are reported
when the MMSE receiver replaces the CMF and higher signal constellations (e.g.,
16-QAM) are adopted in the system model. It is expected that the LMMSE receiver
performance improvement also grows under such signal constellations making it a
suitable choice for high data rate applications of next generation systems. This
issue, however, is the subject of future work.
In dense multipath environments, the LMMSE receiver results in more capacity
gains over the SRake receiver. For instance, with L(0) = 7, the LMMSE receiver
achieves an additional 40% gain in system capacity over a 3-finger Rake receiver.
Finally, it was shown that the near-far resistance of the LMMSE receiver, reported




Brute-force implementation of the LMMSE receiver as defined by the matrix equa-
tions of Appendix C requires the knowledge of many parameters which are enlisted
in Section 3.6. Such information is normally not accessible in the receiver side.
In this chapter, adaptive implementations of the LMMSE filter are presented that
function independently and without the knowledge of a majority of these param-
eters. This chapter discusses the proposed adaptive architecture and updating
algorithms. The contributions of this chapter are as follows:
• An adaptive implementation is proposed that relies on training sequences for
convergence to the MMSE solution. The proposed structure is based on the
well-known least-mean-square (LMS) and recursive least-squares (RLS) algo-
rithms. Forward link of cellular CDMA systems (e.g., IS-95) can be named as
an application of such receivers where a strong known pilot signal, broadcast
by the base station to all users in the cell, can be used as a training sequence.
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• A blind adaptive implementation is proposed that is no longer dependent
on training sequences. The implementation is based on the leaky constant
modulus algorithm (LCMA) and the recursive constant modulus algorithm
(RCMA). Its applications constitute radio links in which pilot signals are
either absent or costly to include. To the best of the author’s knowledge,
CMA has not been investigated for long-code CDMA systems.
• Pilot-channel-aided (PCA) adaptive implementations are also investigated. In
PCA methods, pilot symbols are always present and code-multiplexed with
the traffic channel. It is in contrast to pilot-symbol-aided (PSA) schemes
where pilot symbols are time-multiplexed with information symbols. Reverse
link of cdma2000 standard can be named as an application of PCA methods.
It will be shown that the accuracy of channel estimation in the reverse link
is strongly dependent on the pilot channel power, which often constitutes a
small portion of the mobile user signal power. Higher levels of pilot power
improve the performance in channel estimation but compromise the capacity
of the traffic channel.
• Inspired by the constant modulus algorithm (CMA), a new set of algorithms
is proposed that jointly utilizes the statistics of both the traffic and pilot
channels. It is shown that, at the expense of increased computational com-
plexity, the proposed algorithms can reduce the pilot power and still perform
equal to, or even better than, the conventional PCA algorithms which utilize
only the statistics of the pilot channel. Such savings in pilot power translate
into substantial improvements in system and channel capacity on the reverse
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link.
• Numerical results are presented that quantitatively investigate the perfor-
mance of the proposed algorithms from two different perspectives: i) the
steady-state SNR, and ii) the convergence rate. Also, the computational
complexity of each algorithm is examined.
The chapter begins with an amendment to the system model to account for
pilot channels. The adaptive receiver architecture is presented next. Four sets
of updating algorithms are discussed. They are: i) training-based algorithms, ii)
blind algorithms, iii) PCA algorithms, and iv) hybrid (HYB) algorithms that are
combination of the blind and PCA algorithms. The computational complexity of
each algorithm is examined. The chapter ends with a new list of required parameters
for adaptive implementation of the LMMSE receiver followed by a comprehensive
set of numerical results that quantify the SNR performance and convergence rate
of these algorithms. The material in this chapter can also be found in [90]-[93].
5.1 Amendment to System Model
The system model of Section 3.1.2 is amended to account for the presence of pilot
channels in the forward and reverse links. The baseband representation of the
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a(B,k)n (t − nT
(k)
b ) (5.2)
with B ∈ {I, Q}. There are now two code-multiplexed channels associated with
user k (traffic and pilot channels). The information symbol on the traffic channel
is b(k)n as before. The pilot channel is unmodulated and successive ‘+1’ symbols,
known in the receiver side, are transmitted. The percentage of total signal power,
Pk, allocated to the pilot channel of user k is represented by βk ∈ [0, 1]. In the
reverse link, the pilot channel power normally constitutes a small portion of the
total signal power (e.g., βk = 12.5%). However, in the forward link, a strong pilot
channel is broadcast to all users in the cell. With the above model, such a pilot
channel can be modelled as a separate user by adjusting its Pk as needed with
βk = 1. It is also noted that by setting βk = 0, the modified model reduces to the
original model of Section 3.1.2.
Prior to scrambling with a(B,k)n , the traffic and pilot symbols of user k are spread
by orthogonal Walsh codes. The Walsh code for the traffic channel of user k forms
the N (k)×1 vector c(k,T ) = [c(k,T )0 , c
(k,T )
1 , . . . , c
(k,T )
N(k)−1]
′. Similarly in the pilot channel,










.c(k,P ) = 0. (5.3)
All other symbols and parameters are as before.
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5.2 Receiver Architecture
This section describes the block diagram of the proposed receiver and the error
signals used by the updating algorithms. In the end, other alternatives to the
proposed structure will be discussed.
5.2.1 Block Diagram
The block diagram of the adaptive receiver is depicted in Fig. 5.1. The received
signal, r(t) as defined in (3.3), is fed to the CMF and the output, x(t) = r(t)⊗q(t),
is sampled at a rate higher than the chip rate; i.e., Ts1 = Tc/Ns where Ns > 1.
The samples are next input to an FSE whose structure is shown in Fig. 5.2.
The FSE has M complex tap weights spaced Ts1 apart and supports a time win-
dow of (M − 1)Ts1 seconds. The tap weights form an M × 1 vector of w(n) =
[w0(n), w1(n), . . . , wM−1(n)]′ where n denotes the discrete bit index; i.e., w(n) con-
tains tap weights for the detection of b(0)n . The FSE input is stacked in an M × 1
vector of x(n, i) defined as
x(n, i) = [x(nTb+iTc−T ), x(nTb+iTc−T +Ts1), . . . , x(nTb+iTc−T +MTs1−Ts1)]T
(5.4)
where T introduces a delay to input samples that is dependent on the chip pulse
shape. The input vector x(n, i) embeds the information bit b(0)n and the pilot symbol
‘+1’ scrambled with their corresponding Walsh codes and PN sequences.
The value of M is a design parameter. It can be chosen for the FSE to either
spread over a typical multipath channel or just span a time window which contains






































Figure 5.1: Adaptive receiver structure for user 0. The dashed block is only present
when the pilot channels are available.
the major portion of the signal energy. For instance, to support a 6-µs channel [12]
with a chip rate of 1.2288 MHz, a total of M = 30 taps is needed if Ns = 4. Some
field measurements, however, indicate that the first 3 µs contains more than 90% of
the signal energy [60]. To cover this time window, M = 15 is sufficient. More than
one tap is assigned to a chip interval (Ts1 < Tc) to improve diversity combining.
The FSE output is sampled at the chip rate and despread with the locally
generated PN sequences of the I and Q phases. The PN sequence generators are
coarsely synchronized with the earliest path of the desired user. Therefore, a code
synchronization and tracking unit is required to acquire τ
(0)
1 . This block is not
shown in Fig. 5.1. Next, on the top branch, the effect of the traffic channel Walsh
code, c
(0,T )
i , is removed to obtain a chip estimate. A total of N chip estimates are
normalized, summed, and sampled again at the bit rate to form the bit estimate.
CHAPTER 5. ADAPTIVE IMPLEMENTATIONS 74
∑
Ts1 Ts1 Ts1




























where superscript H represents Hermitian transpose.1
In the presence of pilot channels (β0 = 0), the effect of the pilot channel Walsh
code is also removed in the bottom branch in a similar fashion. The estimate of

















where the index in d̃ is removed since it is assumed that the pilot symbol is always
’+1’.
1The factor of 2 in (5.5) is introduced to correct for the factor of 2 generated by the multipli-
cation of (a(I,0)i+nN − ja
(Q,0)
i+nN ) by its conjugate.
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5.2.2 Error Signals
Three error signals are input to the updating algorithm block. Depending on the
employed adaptive algorithm, one, two, or all of these signals may be used in
updating the FSE tap weights (See Table 5.1). The first input is the bit estimate,
b̃(0)n , as formulated in (5.5). Although b̃
(0)
n is not an error signal by itself, it is used,
as explained later, to form the error of the signal modulus.
The other two inputs are the error signals from the traffic and pilot channels,




b(0)n − b̃(0)n training mode
sgn(Re{b̃(0)n }) − b̃(0)n decision-directed mode
(5.7)
εP (n) = 1 − d̃. (5.8)
The error signal, εT (n), has two forms. When the receiver is under training, a
replica of b(0)n is accessible and εT (n) = b
(0)
n − b̃(0)n . When the SNR is high enough to
make the outputs of the decision device reliable, training is ceased and b̃(0)n is used
to form the error εT (n) = sgn(Re{b̃(0)n }) − b̃(0)n .









Table 5.1: Type of algorithm and the error signal(s) used.
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5.2.3 Alternative Structures
Alternative structures and methods have been investigated in the literature. In
contrast to the structure of Fig. 5.1, [18, 21, 33] consider correlation with the PN
sequence prior to equalization. This change of order results in significant additions
to hardware complexity. Also, in [18, 21], a second vector of observables containing
samples of only noise and interference is exploited at the expense of increased
complexity. This is in addition to the single vector used here, x(n, i), which contains
samples of the desired signal plus noise and interference. Consequently, the receivers
of [18, 21] demonstrate a superior rate of convergence.
Due to the balanced signals of the I and Q phases (BPSK modulation, the
presence of identical pilot signals, and multipath profiles in both phases), only one
FSE is used for equalization. If such balance is violated for any reason (e.g., the
presence of pilot signal in only one phase [63] or offset QPSK modulation [7]), a
separate FSE is required for equalization of each phase.
With respect to pilot channels, IC schemes have been examined in [64, 65,
94, 95] where, with the aid of the pilot channel, the interference from other users
is regenerated and removed from the received signal to detect the desired user.
However, a Rake architecture is considered in these works and the process of IC
is performed in each finger. In this work, however, interference suppression and
multipath diversity combining are simultaneously accomplished by the adaptive
FSE.
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5.3 Adaptive Algorithms
The adaptive algorithm, responsible for updating the FSE tap weights, plays a
pivotal role in the performance of the receiver. In this section, four sets of adaptive
algorithms are discussed. The first two sets are based on the well-known LMS
and RLS algorithms where the adaptive FSE is trained either by a known training
sequence or by an always-present pilot channel (PCA). To avoid the cumbersome
reliance on training, a duet of blind algorithms are discussed in the third set on
the basis of the CMA. To improve the efficiency of PCA algorithms in the reverse
link, the last set presents two hybrid (HYB) algorithms that benefit from the pilot
channels and the CM property of the information symbols simultaneously. Each set
contains a slow but simple steepest descent form and a fast but complex recursive
form.
5.3.1 Training-Based Algorithms
In the absence of pilot channels (β0 = 0), training sequences are required to su-
pervise the convergence of the FSE to the desired solution. Naturally, the algo-
rithms considered for updating the tap weights are based on minimizing the MSE
JMSE = E[|εT (n)|2] where εT (n) is defined as in (5.7). Two well-known iterative
algorithms, the LMS and RLS, are briefly discussed next. A comprehensive study
of both can be found in [72].
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LMS
The LMS algorithm operates by adjusting the tap weights towards the direction of
an estimate for negative gradient of MSE. It has a low computational complexity
but leaves an excess MSE component above the MMSE and is slow in convergence.
The tap weights are updated using the iterative equation
w(n + 1) = w(n) + µ ε∗T (n)xT (n). (5.9)
where xT (n) is the time-averaged despread input vector of the FSE with respect to
















The small step size µ tunes the speed of convergence and excess MSE. It is
important to note that the LMS algorithm of (5.9) is different than that suggested
in [76] which uses the instantaneous, rather than time-averaged, value of the input
vector. The above algorithm demonstrates improvements in the rate of convergence.
RLS
The common form of the RLS algorithm is based on the method of exponentially
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where ν is an exponential weighting factor, also referred to as the forgetting factor,
chosen in the range of 0  ν ≤ 1. Instead of a single step size for the tap weight
vector, the RLS algorithm assigns a step size to every element of w(n) and corrects
them accordingly. Hence, its speed of convergence is much faster compared to that
of the LMS algorithm at the expense of increased computational complexity. The
tap weights are updated using the following algorithm:
kT (n) =
P (n − 1)xT (n)
ν + xHT (n)P (n − 1)xT (n)
(5.12)
w(n) = w(n − 1) + kT (n)ε∗T (n) (5.13)
P (n) = ν−1P (n − 1) − ν−1k(n)xHT (n)P (n − 1) (5.14)
where k, and P are, respectively, the M × 1 complex gain vector, and the M ×M
inverse correlation matrix that needs a non-zero initialization upon start-up. In [72],
the recommended choice for the initial value of P is P (0) = δ−1I where I is the
M ×M identity matrix. The parameter δ is a constant which is small compared to
0.01σ2x where σ
2
x is the variance of a data sample x(n, i). Roundoff noise and high
computational complexity limit the use of this algorithm in many applications.
5.3.2 PCA Algorithms
The next generation of CDMA systems will have pilot channels incorporated in the
reverse link as well [9, 10, 62]. The presence of pilot channels serves as an always-on
training sequence. However, it decreases channel capacity due to the reduction of
traffic channel power. In the reverse link, the power of pilot channels is limited and
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usually lower than that of traffic channels. The LMS and RLS algorithms of the
previous section are slightly modified to minimize εP (n) instead of εT (n).
PCA-LMS
The iterative equations of (5.9) is modified to:

















Equations (5.12)-(5.14) are modified with respect to the pilot channel to:
kP (n) =
P (n − 1)xP (n)
ν + xHP (n)P (n − 1)xP (n)
(5.17)
w(n) = w(n − 1) + kP (n)ε∗P (n) (5.18)
P (n) = ν−1P (n − 1) − ν−1k(n)xHP (n)P (n − 1). (5.19)
Their interpretations remain the same as those of (5.12)-(5.14).
5.3.3 Blind Algorithms
To rid the receiver from the cumbersome reliance on training, blind adaptive re-
ceivers based on CMA are developed here. CMA, a fourth order statistics algorithm,
seeks to minimize a cost function defined by the CM criterion. The CM criterion
penalizes deviations in the modulus (i.e., magnitude) of the equalized signal away
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from a fixed value; the dispersion constant. Remarkably, it can successfully equalize
signals characterized by source alphabets not possessing a constant modulus (e.g.,
16-QAM), as well as those possessing a constant modulus (e.g., QPSK).
Simulation results show that the conventional CMA [67, 68], by itself, fails to
properly detect all paths of the desired user and suppress interference. It converges
to local minima with undesirable excess MSE. Here, a special form of CM cost
function is employed which does not involve powers of the estimated modulus. A
quadratic constraint is also imposed on the FSE tap weights. Consequently, ill-
convergence is prevented and the CMA converges to the global minimum.
Leaky CMA
Existing adaptive receivers based on the CMA for short-code CDMA systems have
two common features: i) they benefit from linear constraints, and ii) they employ
the conventional CM cost function.
In short-code CDMA, the received signal is a wide sense cyclostationary (WSCS)
random process with a period of Tb. The periodic statistical behavior of the received
signal is directly related to the short PN sequences assigned to users. Hence, in
many adaptive receivers (e.g., [69]-[71]), a linear constraint based on the short PN
sequence of the user of interest is developed and exploited. In long-code CDMA,
the received signal is still a WSCS random process though the period is reduced
to Tc [96]. The linear constraints of short-code CDMA receivers can no longer be
applied.
The conventional CM cost function involves powers of the bit estimate and can




Rp − |b̃(0)n |2
)2]
(5.20)





Simulation results show that such cost function fails to detect and combine
the multipath components of the desired signal. Depending on the initialization
strategy, the FSE either locks on one or two strong paths and suppresses the rest
or does not detect any of the desired paths at all.
The proposed cost function employs a special member of the CM class and
imposes a quadratic constraint on the FSE tap weights. It can be expressed as
J(w) = (1 − λ)JCM(w) + λJL(w) (5.22)
where
JCM(w) = E[| Rp − |b̃(0)n | |] (5.23)
is the CM cost function [68] with Rp defined as in (5.21). For p = 2 and b
(0)
n ∈ {±1},
it can be shown that Rp = 1. The quadratic constraint, JL(w), is defined as




The second term, JL(w), is also referred to as the complexity penalty term and
is discussed in the field of complexity regularization [97, pp. 219–220]. Various
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methods exist for complexity regularization. However, the simplest technique is
the weight-decay procedure [97] described by (5.24). It operates by forcing some of
the weights in FSE to take values close to zero, while permitting other weights to
retain their relatively large values. Therefore, the FSE taps are grouped roughly
into two categories: those that take noticeable values (corresponding to a detected
path), and those that take insignificant values (corresponding to no path) which are
also referred to as excess weights. The regularization parameter, λ, represents the
relative importance of the complexity-penalty term with respect to the performance-
measure term.
Invoking a standard stochastic gradient search on (5.22), the recursive updating
algorithm can be expressed as:




.sgn[1 − b̃(0)n ]
)∗
xT (n) (5.25)
The iterative equation of (5.25) does not involve powers of bit estimate and
results in reduced word requirements and computational complexity. It resembles
the LMS algorithm of (5.9) except for a different error signal. Hence, it is capable
of opening the channel eye by detecting the multipath components of the desired
signal properly. The parameter λ satisfies 0 < λ < 1. As the MAI level rises and
the number of interfering users with constant modulus data grows, the value of λ is
increased to put more emphasis on JL(w) rather than JCM(w). The scalar (1−µλ)
is referred to as the leakage factor. Leakage is another common terminology for the
weight-decay procedure. It is used in digital implementation of the LMS algorithm
to prevent overflow in finite-precision environments by providing a compromise
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between minimizing the MSE and containing the energy of FSE [72].
The complexity penalty term of (5.24) treats all FSE weights equally suggest-
ing a uniform initialization strategy of setting all weights equal to a small non-zero
value. This strategy enables the FSE to detect and equalize the desired paths ap-
propriately and is in contrast to the common single- or multiple-spike initialization.
When the channel eye is opened enough to make the outputs of the decision de-
vice reliable, the standard DD-LMS algorithm takes over updating the tap weights
with the leakage factor set to one to change the cost function back to the standard
MSE and allow the adaptive algorithm to approach the theoretical MMSE solution.
Recursive CMA
Similar to the LMS algorithm, the stochastic gradient form of the LCMA results
in a slow rate of convergence. Moreover, the CMA is generally known to converge
even slower than the LMS algorithm [68]. Hence, its applications are limited to
fixed or low-mobility wireless users where the channel conditions change slowly. To
address this problem, the rapidly-converging RCMA [98]-[100] is examined.
RCMA is based on the analogy to the RLS algorithm as a fast version of the LMS
algorithm. It removes the limitation of LCMA (only one degree of freedom in the
steepest descent form) at the expense of increased computational complexity. It also
preserves the main advantage of the CMA which is reliance on apriori knowledge
of the constant envelope of the signal to avoid the need for training. RCMA is
globally stable and significantly faster than LCMA [98].
With the constant modulus approach, the error term in the cost function of
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.sgn[1 − b̃(0)n ] (5.26)
which is identical to the error term in (5.25). Following the same steps in the
derivation of the RLS algorithm, the iterative equations of the RCMA can be
expressed as in (5.12)-(5.14) with equation (5.13) modified to [100]:
w(n) = w(n − 1) + kT (n)ε∗CM(n) (5.27)
The RCMA, like the RLS algorithm, requires initializing the recursive equations
by selecting a starting value for P (0) and w(0). The starting value of P (0) can be
the same as that of the RLS algorithm. However, it can be shown that by using
such choice for P (0), the recursive equations no longer minimize the cost function
defined in (5.11). Instead, they seek to minimize the modified cost function [72]:




The first term in (5.28) is similar to the complexity penalty term in the LCMA cost
function of (5.22). Consequently, the same initialization strategy of setting all tap
weights equal to a small non-zero value is suitable for w(0).
A Note on Phase-Invariance of CMA
It can be observed that the class of CM cost functions, as expressed in (5.20) and
(5.23), are phase-invariant, i.e., they are blind to the phase of the bit estimate
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and only equalize its magnitude. Hence, blind adaptive receivers based on CMA
equalize the channel up to a phase ambiguity [101]. One of the following two courses
of action can be taken to track the phase of the channel: i) employing a phase-
lock loop circuitry, and ii) adopting phase-independent modulation schemes (e.g.,
differential BPSK). It is noted that the presence of any of the above solutions is
only necessary when the CMA is responsible for updating the FSE taps, which is
less than few tens of iterations, as shown later in training curves.
5.3.4 Hybrid Algorithms
Pilot channels, which already exist in the forward link, has recently been incor-
porated in the reverse link of CDMA systems to make coherent reception feasi-
ble [9, 10, 62]. However, in contrast to the forward link where a high-powered pilot
is broadcast orthogonally to all users, the pilot in the reverse link is only orthog-
onal to the traffic channel of the associated mobile user and its power constitutes
a small portion of the total power of the mobile user. Low-powered pilot signals
are often dominated by MAI and can be problematic since they affect the accuracy
of channel estimation procedures. High levels of pilot power, on the other hand,
improve channel estimation but compromise the capacity of the traffic channel.
Such a tradeoff has triggered research on the optimization of pilot channel power
(e.g., [65, 102]) which is not the subject of this chapter.
A set of iterative hybrid (HYB) algorithms is proposed here that jointly utilizes
the statistics of both the traffic and pilot channels. Inspired by the CM approaches
previously studied, the new algorithms rely on the CM property of the information
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symbols in addition to the conventional error signals formed from the pilot sym-
bols. More specifically, the updating algorithms initially ignore the polarity of the
information symbols and use their equalized magnitude to adjust the tap weights.
When the traffic channel eye is opened, the outputs of the decision device is used
to form the error. At all times, the pilot symbols on the dedicated channel, known
to the receiver, furnish the updating algorithm with a training sequence as they did
in PCA schemes. The additional statistics of the traffic channel, normally stronger
in power compared to the pilot channel, provide the adaptive algorithm with more
reliable estimates of channel parameters and yield performance improvements.
HYB-LMS
The major portion of a mobile user’s signal power is allocated to the traffic channel.
It will be wasteful not to use the statistics of the stronger traffic channel and rely
only on the weak pilot channel. The problem, however, is the closed eye of the
traffic channel in the start-up. The CM approaches previously outlined proves to
be an efficient technique to open the channel eye in the cold start.
For the proposed algorithm, a hybrid cost function is considered which mixes
the CM cost function on the traffic channel with the MSE cost function on the pilot
channel. More precisely, the hybrid cost function can be written as
J [w(n)] = (1 − λ)JMSE[w(n)] + λJCM [w(n)] (5.29)
where 0 < λ < 1 is the weighting factor indicating the relative importance of
the second cost function with respect to the first. Since normally βk < 0.5, the
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cost function of (5.29) can be adjusted to weight more in favor of JCM by setting
λ > 0.5. Invoking a standard stochastic gradient search on (5.29), the iterative
updating algorithm can be expressed as
w(n + 1) = w(n) + µ(1 − λ) ε∗P (n)xP (n) + µλ ε∗CM(n)xT (n) (5.30)
where εCM(n) is defined in (5.26).
It is important to note that in deriving (5.30), JMSE[w(n)] and JCM [w(n)]
are independent of xT (n) and xP (n), respectively. When the channel eye is open
enough to make the outputs of the decision device reliable, the updating algorithm
changes to
w(n + 1) = w(n) + µ(1 − λ) ε∗P (n)xP (n) + µλ ε∗T (n)xT (n) (5.31)
It is noted that as β → 0, the correction term related to the pilot channel, the
middle terms in (5.30) and (5.31), fades in significance and the hybrid algorithm
converges to the leaky CM algorithm. However, εP (n) is still beneficial in avoiding
ill-convergence of the CM algorithm.
HYB-RLS
In a similar fashion, the recursive updating algorithm HYB-RLS can be written as:
w(n + 1) = w(n) + (1 − λ) ε∗P (n)kP (n) + λ ε∗T (n)kT (n) (5.32)
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where kT (n) and kT (n) are gain vectors obtained from the statistics of the traffic
and pilot channels, respectively. They are defined in equations of (5.12) and (5.17).
Switch to decision-directed mode is again made by changing εCM(n) in (5.32) to
εT (n) when the output SNR is high enough.
5.4 Discussion
Four sets of algorithms were presented in the previous section with each set con-
taining a slow stochastic-gradient and a fast recursive form. The proper choice of
an adaptive algorithm for a specific application depends on three critical figures
of merit: i) performance in terms of achievable MSE (or output SNR), ii) rate of
convergence to the steady-state solution, and iii) computational complexity. This
section comments on the comparison of these adaptive algorithms based on the
above three criteria. A more quantitative examination by numerical results will be
shortly presented.
5.4.1 MSE Performance
The maximum output SNR, SNRmax, of the ideal LMMSE receiver is formulated in
(4.34). It serves as an upper bound for the performance of the adaptive algorithms
where no pilot channel exists (training-based or blind algorithms). In the presence
of pilot channels, the power of the traffic channel for the desired user is reduced to
(1 − β0)P0. It is straightforward to show that the upper bound for output SNR of
the PCA algorithms decreases to (1 − β0)SNRmax.
The RLS algorithm is known to leave little or no excess MSE above the the-
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oretical MMSE [72]. The LMS algorithm, however, always incurs some loss in
performance whose value depends on the eigenvalues of the correlation matrix
R = E[x(n)xH(n)] and can be less than 3 dB if the step size is chosen correctly [72].
The CM algorithms also suffer from performance loss in MSE since they operate
based on the modulus of bit decision statistics only. Their performance loss is
expected to grow by increasing the number of interferers with CM signals [73].
In general, the training-based RLS algorithm, which allocates 100% of the signal
power to training, is expected to perform well. The PCA-RLS algorithm, however,
is expected to incur some loss in performance (specially if the pilot channel power
is low) since channel estimation can not be as accurately accomplished. The HYB-
RLS algorithm is designed to improve upon PCA-RLS. The LMS-based algorithms
can be compared in a similar way.
5.4.2 Convergence Rate
In [72], it is shown that the ensemble-averaged learning curve of the LMS algorithm
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The above is determined based on the independence theory which does not hold for
the system model and receiver structure of this paper. Thus, the LMS algorithm
requires more iterations to converge. However, τavg can generally be considered
as a lower bound for convergence time. The multipath profile of the desired and
interfering users obviously play an important role in shaping R and its eigenvalues.
Due to its different cost function, the LCMA is typically slower than the LMS
algorithm [73].
By invoking the independence theory, the RLS algorithm is proved in [72] to
stabilize near the MMSE solution after only 2M iterations where M is the number
of FSE tap weights. This can again be considered as a lower bound for convergence
time of the RLS algorithm although simulation results show that more iterations
are required for the RLS to converge. The RCMA is typically slower than the RLS
too. However, unlike their steepest descent counterparts, the convergence time of
the RLS and RCMA is determined by the number of FSE taps, M .
5.4.3 Computational Complexity
The computational complexity of the stochastic gradient algorithms is on the order
of O(M) whereas that of the recursive algorithms is on the order of O(M2). The
exact amount of summations, multiplications, divisions, and square root operations
for each algorithm are summarized in Table 5.2. It is noted that two facts have
been exploited in deriving the values of Table 5.2. First, the time domain impulse
response of the optimum MMSE filter is real (Refer to Fig. 3.4) and therefore,
the calculations related to imaginary parts are unnecessary. Second, the correla-
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tion matrix R is Hermittian [72] and, hence, only the upper (or lower) triangle of
R needs to be calculated. No further optimization was performed in calculating
the algorithms’ complexities. However, improving the complexity of the adaptive
algorithms has been the subject of many papers (e.g., [103] and many references
therein). It has been shown in [103] that by exploiting the near-Toeplitz property
of R, along with other symmetries, the complexity of the RLS algorithm can be
reduced by an order of magnitude to O(M). Moreover, alternatives such as the con-
jugate gradient (CG) algorithm exist that converge as fast as the RLS algorithm
with lower computational complexity [104].
Algorithm Summation Multiplication Division Square root
LMS 2M + 1 2M + 2 0 0
LCMA 2M + 3 3M + 5 2 1
HYB-LMS 4M + 3 4M + 6 2 1
RLS 3M2 + 10M − 2 6M2 + 10M M2 + 2M 0
RCMA 3M2 + 10M 6M2 + 10M + 2 M2 + 2M + 2 1
HYB-RLS 6M2 + 20M − 2 12M2 + 20M + 2 2M2 + 4M + 2 1
Table 5.2: Complexity of the adaptive algorithms.
5.5 Summary of the Required Parameters
In Section 3.6, a list of the required parameters for brute-force implementation of
the LMMSE receiver was presented. As discussed in this chapter, the knowledge
of a majority of these parameters are not necessary for adaptive implementation.
The new short list is as follows:
1. An estimate of the earliest path of the desired user: τ
(0)
1 .
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2. Desired user’s signature sequences: a(I,0)n and a
(Q,0)
n .
3. Chip pulse shape: Q(f).
























Table 5.3: Comparison of the required parameters by the Rake and adaptive
LMMSE receivers.
Table 5.3 compares the parameters that are required by the Rake and adaptive
LMMSE receivers. Table 5.3 shows that the adaptive LMMSE receiver needs fewer
parameters compared to the Rake receiver. More precisely, an estimate of the
arrival delays of the L strongest paths are needed in the Rake architecture whereas
the adaptive LMMSE receiver only requires an estimate of the earliest path. The
adaptive LMMSE receiver has a centralized structure and spans the multipath
profile of the desired user by means of an FSE. It can still lock on the user of
interest if the estimate of τ
(0)
1 is a few chip periods off. In contrast, the Rake
receiver, due to its decentralized structure, requires estimates of the arrival delays
of all the L paths with an accuracy of at least ±Tc/2 or better [3, 7]. This results
in significant reductions in hardware complexity of the adaptive LMMSE receiver
compared to the Rake receiver as the former requires only one code-tracking unit.
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5.6 Numerical Results
Simulation results are presented in three parts. First, a sample training curve for
each of the discussed algorithms is illustrated to demonstrate the transient behavior
and convergence rate of each algorithm. Next, the steady-state shape of the FSE is
examined for a simple channel to compare the FSE impulse response with the ideal
G(f) filter. Third, the steady-state SNR performance of the adaptive algorithms
are simulated under various levels of MAI to quantify their corresponding perfor-
mance losses. In the following, the multipath parameters are generated according
to the distributions outlined in the numerical results of Chapter 4. Each scenario
is simulated for 500− 1000 multipath profiles and 50− 100 sample runs per profile.
The results are either averaged, as in training curves, or used to obtain confidence
intervals, as in SNR performance results. The FSE is assumed to spread the entire
multipath channel in each case. In the recursive algorithms, the forgetting factor
is ν = 1. Also, N = 32, Ns = 4, Tc = 1, T = 2.5Tc, and N0 = 0.
5.6.1 Training Curves
LMS vs. LCMA
Fig. 5.3 illustrates the training curves of the LMS algorithm and its blind counter-
part, the LCMA. The system has K = 4 interferers and the multipath profile of
the desired user consists of L(0) = 5 paths and spreads 23Tc seconds which requires
the FSE to have M = 90 taps to span the whole profile. The solid horizontal
line indicates the average MMSE calculated for each multipath profile based on
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Figure 5.3: Training curves of the LMS and LCMA algorithms for a system with
K + 1 = 5 equally powered active users in the system and L(0) = 5, M = 90,
N = 32, and Ns = 4. The solid horizontal line represents the MMSE= 0.055.
(4.34). The step size µ is chosen as µ = 0.1/xH(n)x(n) in accord with the nor-
malized LMS (NLMS) procedure [72]. The initial value of the FSE tap vector is
set to w(0) = 0M×1. No apriori information on the multipath profiles is known
except an estimate of τ
(0)
1 . The LMS algorithm converges to its steady-state so-
lution after approximately 1500 iterations and leaves about 20% excess MSE. For
the blind LCMA, the regularization parameter is set to λ = 0.5 and all the FSE
tap weights are initialized with a small positive constant. The LCMA algorithm
is slower and leaves a slightly higher excess MSE compared to the LMS. In both
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Figure 5.4: Training curves of the RLS and RCMA algorithms for a system with
K + 1 = 5 equally powered active users in the system and L(0) = 5, M = 90,
N = 32, and Ns = 4. The solid horizontal line represents the MMSE= 0.055.
cases, the algorithms switch to the DD mode after the MSE drops well below 0.15
which is approximately 5 dB larger than the MMSE= 0.055. This happens after
approximately 200 iterations for the LMS and 400 iterations for the LCMA.
RLS vs. RCMA
Fig. 5.4 depicts the training curves of the RLS algorithm and its blind counterpart,
the RCMA. The parameter settings are identical to those of Fig. 5.3. The inverse
correlation matrix P is initialized with P (0) = σ2IM×M where σ2 is chosen as
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discussed in Section 5.3.1. The recursive algorithms are approximately an order of
magnitude faster. The RLS converges to the steady-state solution after approxi-
mately 250 iterations. Similar to their stochastic gradient counterparts, the RCMA
is slower than the RLS and leaves larger excess MSE in steady state. The switch
to the DD mode occurs after 25 iterations for the RLS and 50 iterations for the
RCMA.
PCA-LMS vs. HYB-LMS
Fig. 5.5 presents the training curves of the PCA-LMS algorithm for two pilot power
levels of β = {12.5%, 25.0%} and compares them with the HYB-LMS algorithm
where the pilot power level is at β = 12.5%. The weighting factor is λ = 2/3. The
compromise between the pilot power and performance of the PCA algorithm can
be visibly noticed in Fig. 5.5. When β = 12.5%, the adaptive receiver is shown
to be slow in convergence. It also leaves an excess MSE of more than 6 dB above
the MMSE= 0.061. By doubling the pilot power to β = 25.0%, the performance
of the PCA algorithm is significantly improved. The convergence is now faster and
the excess MSE is reduced to 3 dB above the MMSE= 0.069. However, such gain
in performance is achieved at the expense of reducing the traffic channel capacity.
The HYB-LMS algorithm, on the other hand, can perform equal to (or in this case
even better than) the PCA-LMS algorithm (with β = 25.0%) without increasing
the pilot power. In Fig. 5.5, the HYB-LMS algorithm with β = 12.5% converges
faster than the PCA-LMS algorithm with β = 25.0% and leaves a smaller excess
MSE (about 2.3 dB) at the steady state. The HYB-LMS algorithm initially opens
the channel eye by simultaneously minimizing the modulus of information symbols
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MMSE β = 25.0%
MMSE β = 12.5%
PCA-LMS β = 12.5%
PCA-LMS β = 25.0%
HYB-LMS β = 12.5%
Figure 5.5: Training curves of the PCA-LMS algorithm with β = {12.5%, 25.0%}
and HYB-LMS algorithm with β = 12.5%. The parameter settings are identical
to those of Fig. 5.3. The solid horizontal lines represent the MMSE= 0.061 for
β = 12.5% and MMSE= 0.069 for β = 25.0%.
and MSE of the pilot symbols. After approximately 500 iterations, the SNR in the
traffic channel is high enough to make the switch to DD mode safe. From here on,
the algorithm minimizes the MSE in both the traffic and pilot channels.
PCA-RLS vs. HYB-RLS
Fig. 5.6 illustrates the training curves of the PCA-RLS algorithm for two pilot power
levels of β = {12.5%, 25.0%} and compares them with the HYB-RLS algorithm
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MMSE β = 25.0%
MMSE β = 12.5%
HYB-RLS β = 12.5%
PCA-RLS β = 25.0%
PCA-RLS β = 12.5%
Figure 5.6: Training curves of the PCA-RLS algorithm with β = {12.5%, 25.0%}
and HYB-RLS algorithm with β = 12.5%. The parameter settings are identical
to those of Fig. 5.4. The solid horizontal lines represent the MMSE= 0.061 for
β = 12.5% and MMSE= 0.069 for β = 25.0%.
where the pilot power level stays at β = 12.5%. The weighting factor is λ = 2/3.
The PCA curves demonstrate the same behavior as that in Fig. 5.5. The HYB-RLS
algorithm with β = 12.5% performs equally well as the PCA-RLS algorithm with
β = 25.0%. The switch to DD mode in the traffic channel happens approximately
after 20 iterations.
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5.6.2 Steady-State Filter Response
Fig. 5.7 demonstrates an example of the steady-state filter response of the adaptive
receiver and compares it with the G(f) and Q(f) filters. The intent is to show the
steady-state filter response achieved by the adaptive receiver, compare it with that
of the ideal filter, and distinguish it from the CMF response. There are K +1 = 10
equally powered users in the system. Each user’s signal is received via L(k) = 1
path so the receiver is focused only on the interference suppression capability. Chip
delays and phase offsets are generated as before. The FSE has M = 50 tap weights
covering approximately 12Tc which is enough to entail more than 99% of the chip
pulse shape energy. The adaptive algorithm is the RLS.
The vertical bars show the normalized values of the FSE tap weights averaged
over the last 100 iterations (when the adaptive receiver has converged to its steady-
state solution). The solid curve is the normalized ideal G(f) filter obtained from
the formulations of Appendix C. The dashed curve is the normalized CMF, Q(f).
Fig. 5.7 illustrates how well the FSE impulse response follows that of the ideal G(f)
filter. Conformity of the FSE response in the first two lobes and zero-crossings is
particularly impressive. The difference between the G(f) and Q(f) can be readily
observed as well. It is interesting to note that except for the peak value at t = 0, the
CMF has zero-crossings at times when the G(f) filter hits a minimum or maximum.
5.6.3 Steady-State SNR Performance
The objective of this subsection is to examine the effect of increasing the level
of interference on the steady-state performance of the adaptive receiver. Steady-
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Normalized real parts of the impulse responses
G(f)
Q(f)
Figure 5.7: Normalized steady-state filter response of the adaptive receiver when
the RLS algorithm is used. Vertical bars are the average FSE tap weights in the
steady-state. Solid curve is the ideal impulse response of the G(f) filter and the
dashed curve is the CMF response Q(f). There are 10 equally powered users in the
system with L(k) = 1.
state SNR is defined as the output SNR achieved by the adaptive receiver when it
converges to the steady-state solution. In the steady-state, the adaptive filter jitters
around an MSE solution. For instance, in Fig. 5.3, the adaptive FSE converges to
an MSE value which is 20% above the MMSE and randomly moves around it
after approximately 1500 iterations (with the LMS algorithm). The average MSE
achieved after 1500 iterations results in an average output SNR which is named the
steady-state SNR and chosen as the performance criterion.
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LMS vs. LCMA
Fig. 5.8 illustrates the steady-state SNR vs. K for the training-based LMS algo-
rithm and its blind counterpart: LCMA. Different number of active users corre-
spond to various levels of signal-to-interference ratios (Eb/I0). Generally, Eb/I0 is
more dominant than Eb/N0. Figs. 5.8-5.11 cover a wide range of Eb/I0 reflecting a
range of more than 10 dB in output SNR. For each simulated point, corresponding
to a specific K, 500-1000 multipath profiles were generated. For each profile, the
steady-state SNR was averaged over 50 sample paths and the result was compared
with the maximum achievable SNR. The dashed lines marked by ‘’ and ‘+’ rep-
resent the 99% confidence intervals of steady-state SNR for the LMS and LCMA,
respectively.
Fig. 5.8 shows that the LMS algorithm incurs a performance loss of about 0.75
dB for small K. The performance loss grows to 1.0 dB when K increases. The
performance of the LCMA is slightly inferior compared to that of the LMS as
expected from its blind nature. The performance loss of the LCMA grows from
0.85 dB for small K to 1.20 dB for large K.
RLS vs. RCMA
Fig. 5.9 plots the steady-state SNR vs. K for the training-based RLS algorithm
and its blind counterpart: RCMA. The curves are similar to those of Fig. 5.8. The
RLS incurs a performance loss of about 0.60-0.70 dB for K in the range of 1-30.
The RCMA, however, suffers more as K grows. The RCMA loss increases from
0.95 dB for K = 1 to 1.20 dB for K = 30.
CHAPTER 5. ADAPTIVE IMPLEMENTATIONS 103




















Figure 5.8: Steady-state SNR vs. K for the training-based LMS algorithm and
its blind counterpart: LCMA. Solid line represents the maximum achievable SNR.
Dashed lines marked by ‘’ and ‘+’ represent, respetively, the 99% confidence inter-
val of the steady-state SNR for the LMS and LCMA. All users are equally powered.
Also, N = 32, M = 90, Ns = 4, and L
(k) = 5.
PCA-LMS vs. HYB-LMS
Fig. 5.10 plots the steady-state SNR performance of the PCA-LMS algorithm for
two levels of pilot power β = {12.5%, 25.0%} and compares them with that of
the HYB-LMS algorithm with β = 12.5%. Solid lines represent the maximum
achievable SNR for two pilot power levels of β = 12.5% (the upper line) and β =
25.0%. Dashed lines represent the 99% confidence intervals of the steady-state
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Figure 5.9: Steady-state SNR vs. K for the training-based RLS algorithm and
its blind counterpart: RCMA. Solid line represents the maximum achievable SNR.
Dashed lines marked by ‘’ and ‘+’ represent, respetively, the 99% confidence inter-
val of the steady-state SNR for the RLS and RCMA. All users are equally powered.
Also, N = 32, M = 90, Ns = 4, and L
(k) = 5.
SNR for the three cases. In the case of β = 12.5%, the PCA-LMS causes a loss
of 2.0 dB for small K. As K increases and MAI dominates the pilot channel, the
performance loss significantly grows to as high as 6.10 dB for K = 30. Increasing
the pilot power to β = 25.0% leads to a remarkable improvement in performance
as the SNR loss is reduced to 0.9 dB for small K and 3.0 dB for K = 30. However,
such an improvement can also be achieved by employing the HYB-LMS algorithm
without increasing the pilot power. The HYB-LMS with β = 12.5% results in
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SNRmax, β = 12.5%
SNRmax, β = 25.0%
PCA-LMS, β = 12.5%
PCA-LMS, β = 25.0%
HYB-LMS, β = 12.5%
Figure 5.10: Steady-state SNR vs. K for the PCA-LMS and HYB-LMS algorithms.
Solid lines represent the maximum achievable SNR for two pilot power levels of
β = 12.5% (the upper line) and β = 25.0%. Dashed lines represent the 99%
confidence interval of the steady-state SNR for the PCA-LMS algorithm with β =
{12.5%, 25.0%} and HYB-LMS algorithm with β = 12.5%. All users are equally
powered. Also, λ = 2/3, N = 32, M = 90, Ns = 4, and L
(k) = 5.
1.0–1.6 dB loss in SNR for K =1–30.
PCA-RLS vs. HYB-RLS
Fig. 5.11 plots the steady-state SNR performance of the PCA-RLS algorithm for
two levels of pilot power β = {12.5%, 25.0%} and compares them with that of the
HYB-RLS algorithm with β = 12.5%. The curves are similar to those in Fig. 5.10.
For β = 12.5%, the HYB-RLS incurs an SNR loss of 2.0–6.0 dB for K =1–30. For
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SNRmax, β = 12.5%
SNRmax, β = 25.0%
PCA-RLS, β = 12.5%
PCA-RLS, β = 25.0%
HYB-RLS, β = 12.5%
Figure 5.11: Steady-state SNR vs. K for the PCA-RLS and HYB-RLS algorithms.
Solid lines represent the maximum achievable SNR for two pilot power levels of
β = 12.5% (the upper line) and β = 25.0%. Dashed lines represent the 99%
confidence interval of the steady-state SNR for the PCA-RLS algorithm with β =
{12.5%, 25.0%} and HYB-RLS algorithm with β = 12.5%. All users are equally
powered. Also, λ = 2/3, N = 32, M = 90, Ns = 4, and L
(k) = 5.
β = 25.0%, however, this loss decreases to 0.8–2.8. The HYB-RLS with β = 12.5%
results in an SNR loss of 1.2-2.6 dB. This signifies the importance of jointly utilizing
the statistics of both the traffic and pilot channels.
5.6.4 Summary of the Numerical Results
The proper choice of the adaptive algorithm is largely dependent on the the answers
to the following three questions:
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• How much performance loss does the algorithm incur?
• How fast does it converge?
• How complex is it?
Table 5.4 summarizes the answers to the above questions for the examined algo-
rithms. The specific application in mind determines the performance requirements
which consequently lead to the proper algorithm. For instance, in the presence of a
strong pilot channel on the forward link (which can be used as a training sequence),
high data rate services to low-mobility users (e.g., fixed wireless applications) can
be served with the LMS algorithm. The simplicity of the LMS algorithm enables
it to support high data rate services. Low mobility of the target users results in
slowly-changing radio channels that can be tracked with the LMS algorithm. High-
mobility users, on the other hand, require fast-tracking algorithms such as the RLS.
However, the RLS can support lower data rates due to its complexity.
Adaptive Algorithm Performance Loss (dB) Convergence Complexity
LMS 0.75–1.0 Slow O(M), Low
RLS 0.6–0.7 Fastest O(M2), Medium
LCMA 0.85–1.2 Slower O(M), Medium
RCMA 0.95–1.2 Fast O(M2), Medium
PCA-LMS, β = 12.5% 2.0 – 6.1 Slowest O(M), Low
PCA-LMS, β = 25.0% 0.9 – 3.0 Slower O(M), Low
HYB-LMS, β = 12.5% 1.0 – 1.6 Slow O(M), High
PCA-RLS, β = 12.5% 2.0 – 6.0 Fast O(M2), Medium
PCA-RLS, β = 25.0% 0.8 – 2.8 Faster O(M2), Medium
HYB-RLS, β = 12.5% 1.2 – 2.6 Faster O(M2), High
Table 5.4: Comparison of the adaptive algorithms.
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5.7 Concluding Remarks
This chapter examined adaptive implementations of the proposed LMMSE receiver.
An adaptive receiver architecture was proposed which was based on an FSE whose
tap weights were updated by an adaptive algorithm. In addition to having the
capability of perfoming interference suppression, the adaptive receiver was shown
to have the ARake feature as well. A direct analogy exists between the proposed
adaptive receiver for wireless communication systems and the conventional adap-
tive FSE-based receivers in wired communication systems. In the latter, the FSE
equalizes the wired channel and suppresses ISI. Similarly, in the former, the FSE
acts as an ARake receiver, which is nothing but equalizing the wireless channel,
along with suppressing interference. Moreover, it was shown that the adaptive re-
ceiver requires the knowledge of fewer parameters compared to the coherent Rake
receiver. Only an estimate of the arrival delay of the first path of the desired user
is needed as all other multipath parameters are estimated by the adaptive FSE.
Four sets of adaptive algorithms were examined. Each set included a slow but
simple steepest descent form and a fast but complex recursive form. In the first
set, the two well-known LMS and RLS algorithms were examined which relied on
training. A typical application of such algorithms is on the forward link where a
strong pilot signal is broadcast to all users and can be used as a training sequence.
In the second set, PCA algorithms were investigated. Focus was on the reverse
link where the pilot channel of each user was orthogonal to its traffic channel and
the pilot power constituted a small portion of the total signal power of the desired
user. It was shown that the performance of the PCA algorithms was strongly re-
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lated to the pilot power. Low levels of pilot power caused the PCA algorithms to
degrade in performance. Increasing the pilot power improved the performance but
also compromised the traffic channel capacity. To avoid the cumbersome reliance
on training, the third set presented blind algorithms based on the CMA that were
immune to ill-convergence. Blind algorithms are beneficial in applications where
training of the receiver is either not possible or costly. To address the tradeoff
between performance and pilot power in PCA algorithms, the fourth set of algo-
rithms was presented which was a hybrid of the blind CM algorithms and the PCA
algorithms. The hybrid algorithms jointly utilized the statistics of both the traffic
and pilot channels. This was in contrast to the conventional PCA algorithms which
relied only on the statistics of the pilot channel. It was shown that the hybrid al-
gorithms could reduce the pilot power by half and still perform equal to, or even
better than, the conventional PCA algorithms. A typical application for the second
and fourth sets of algorithms is the reverse link of cdma2000 systems.
Simulation results were presented to examine the convergence rate and steady-
state SNR performance of the proposed algorithms. Their computational com-
plexities were also addressed. Summary of the results appears in Table 5.4. The
proper choice of the adaptive algorithm is determined by the specific application,
the required convergence rate and SNR performance, and the affordable complexity.
Chapter 6
Thesis Summary & Future Work
6.1 Thesis Summary
The thesis examined the design and implementation of an LMMSE receiver in
asynchronous long-code DS-CDMA systems. Chip pulse shaping and multipath
channels were the focus of attention throughout. The receiver was shown to be a
single-user detector capable of MAI suppression and multipath diversity combining.
It maximized SNR with a new chip pulse filter which benefited from the cyclosta-
tionarity of the received signal and harnessed the energy of all paths of the desired
user that were within its time support.
The performance of the LMMSE receiver was analyzed and compared with
that of the coherent Rake receiver. Performance analysis was based on the IGA
technique. Moreover, it was shown that the SGA method, known for its inaccuracy
in low regions of bit error rate, turned out to be an accurate approximation as
long as the system model satisfied: i) moderate to large spreading factors, ii)
110
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quadriphase random spreading, and iii) small chip pulse excess bandwidth. The
performance improvement was shown to be 0.6–1.8 dB in output SNR depending
on the density of the multipath environment corresponding to 20–60% increase in
system capacity.
An adaptive architecture was examined for practical implementation of the re-
ceiver. Several adaptive algorithms, training-based and blind, were explored to
make the receiver applicable to both forward and reverse links either in the pres-
ence or absence of pilot signals. The centralized structure of the adaptive receiver,
based on an FSE, made it possible for the receiver to require the estimates of fewer
parameters compared to the Rake receiver. The adaptive receiver was, therefore,
capable of combining all paths of the desired user at no additional complexity.
Applications of the proposed receiver will be in future wideband CDMA systems
which are to support high data rate services. The wideband nature of the systems
will distribute the energy of the desired user into many resolvable paths. To make
the high data rate services feasible, the existence of a receiver with ARake feature
is essential as the authors in [38] have argued. The LMMSE receiver has also
been shown to be very efficient in countering the effects of ISI and ICI which are
significant at high data rate applications [19, 20].
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6.2 Future Work
Future work can be categorized with respect to the themes of Chapters 3–5. The
following highlights some of the topics worthy of further research.
Receiver Design:
• The proposed LMMSE receiver was shown to be a single-user detector which
suppressed interference from other users. To make its application more at-
tractive in the base station, centralized multi-user LMMSE detectors can be
investigated. The central issue will be the extension of the LMMSE concept
for multi-user detection purposes without significantly increasing the compu-
tational complexity.
• The proposed LMMSE receiver was examined for binary information symbols
and quadriphase spreading. To make it applicable to next-generation CDMA
systems, the design can be extended to higher signal constellations (e.g., 16-
QAM). In such cases, the effect of ISI and ICI, ignored here in the design of the
LMMSE receiver, will not be negligible and should be taken into account. It is
expected that the LMMSE receiver yields greater performance improvements
over the Rake receiver as the signal constellation grows in density.
Performance Analysis:
• The SGA technique was shown to be an accurate approximation when qua-
riphase random spreading was used, the spreading factor was moderate to
large, and the chip pulse excess BW was small to zero. Next-generation
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CDMA systems will offer services with a wide range of data rates and diverse
spreading factors. More specifically, the spreading factor can be as small as 4
and as large as 512. Therefore, it is essential to examine the accuracy of the
widely-used SGA technique for small spreading factors and quantify the error
between the actual Pe and that predicted by the SGA. In doing so, both the
CMF and more advanced receiver filters must be considered.
Adaptive Implementations:
• Existing performance analyses of adaptive implementations are either limited
to short-code CDMA system models (e.g., [44]) or simplified by the assump-
tion of independence theory (e.g., [72]). Performance analysis of adaptive
implementations based on the long-code CDMA system model will help in
developing a guiding framework for the selection of a proper algorithm. The-
oretical performance bounds can obliviate the need for a significant part of
simulations.
• Oversampling the received signal and using the FSE in temporal diversity
combining is strongly linked to using antenna arrays in spatial diversity com-
bining. The application of the proposed blind and hybrid adaptive algorithms
in antenna arrays is also a subject of investigation.
Finally, the actual implementation of the proposed receiver with digital signal
processing (DSP) kits is worthy of a project at the masters level. The distribu-
tion of complexity to DSP power, devising performance evaluation procedures, and
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examining the performance and tracking capability of adaptive algorithms in time-
varying channels are specific aspects that require attention.
Appendix A
The Coherent Rake Receiver
The coherent Rake receiver [34] consists of a number of fingers in its structure
where a common CMF is used for all fingers. A typical depiction of the structure
of the Rake receiver can be found in [7, pp. 90–91]. A simplified version, in line
with the structure of LMMSE receiver in Figs. 3.2 and 3.3, can be found in Fig.
A.1. Not shown in the figure are the code-tracking unit for each finger responsible
for tracking the PN code of the corresponding path and the search mechanism that
finds the resolvable paths and assigns them to the available fingers.
Throughout this work, it is assumed that the contributions of multipath com-
ponents are summed according to the maximal-ratio-combining (MRC) scheme.1 It
is also assumed that perfect code acquisition, tracking, channel estimation, and bit
timing synchronization are accomplished in each branch. An L-finger Rake receiver
focused on user 0 processes L paths of user 0. The value of L and the strategy of
selecting paths can lead to the following three cases:
1Other methods have also been proposed in the literature (e.g. [45, 46].)
115










Figure A.1: Simplified structure of the Rake receiver with L fingers. The CMF
replaces G(f) in Fig. 3.2.
• L = L(0) : All paths of the desired user are processed. The Rake receiver is
referred to as All Rake (ARake) [36].
• L < L(0) : The L strongest paths are processed. The Rake receiver is referred
to as Selective Rake (SRake) [36]. By ignoring weak paths, SRake becomes
less complex than ARake but it also incurs some performance loss. However,
in typical narrowband multipath channels, the impact of ignoring the weak
paths is usually insignificant.
• L < L(0) : The first L paths are processed. The Rake receiver is referred to
as Partial Rake (PRake) [105]. PRake is less complex than SRake since it
does not require a selection mechanism. It eliminates the need to sort the
paths by their instantaneous gain which requires fast and accurate channel
estimation. This strategy is suitable in multipath environments where the
path gains have an exponential distribution.
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The output SNR expression of the coherent Rake receiver for the adopted system
model can be found in [76, Appendix B]. Similar SNR analysis has also appeared
in [36, 58, 60]. The bit error rate expression of the Rake receiver is derived in
parallel with that of the LMMSE receiver in Chapter 4.
Appendix B
The Expression for βn






















a(I,0)n (u − τ
(0)
l − nTb)hn(Tb − u)
−ja(Q,0)n (u − τ
(0)
l − nTb)hn(Tb − u)du
]
. (B.2)
An alternative form of SNRmax,n is given in (4.34).
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Appendix C
The G(f ) Chip Pulse Filter
The frequency response of the G(f) filter is formulated here. First, the G(f) filter
is solved for when interpath interference (IPI) is ignored. Then, the solution is
extended to account for IPI. An alternative closed form expression for SNR is also
included.
C.1 The G(f) Filter Without IPI




G[m](f − m/Tc) (C.1)
where MH = α/2, G[m](f) = V (f)G(f +m/Tc) and V (f) = 1 if |f | ≤ 1/(2Tc) and
V (f) = 0, otherwise. The functions G[m](f) are obtained by solving the following
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set of LH = 2MH + 1 equations with LH unknowns:
R(f)G(f) = C(0)H(f)QH(f)uH (C.2)




]. The unknowns exist in the LH × 1 column vector G(f) where
[G(f)]m,1 = G
[m](f). 1 The diagonal matrix C(0)(f) holding the HSR elements of
C(0)(f), the Fourier transform of the desired user’s multipath channel defined by
(3.24), is given by
[C(0)(f)]m,n = C
[m](0)(f)δmn (C.3)
where C [m](0)(f) = V (f)C(0)(f + m/Tc). Similarly, the diagonal matrix Q(f) has
the HSR elements of Q(f) and is defined by [Q(f)]m,n = Q
[m](f)δmn. The row
vector u is given by [u]1,m = 1. The matrix function R(f) representing the cross








where ILH is the LH × LH identity matrix. All the information concerning the











1For simplicity, matrix indices are allowed to take zero or negative values.
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C.2 The G(f) Filter With IPI
Fig. 3.2 illustrates how the G(f) filter can be broken down to L(0) branches. The
formulation of previous section ignored the effect of IPI. In real life, however, mul-
tipath components of a desired user’s signal cause interference on one another. The
Gl(f) filter of each branch shapes its impulse response accordingly to counter IPI.
Here, the G(f) formulation is extended to account for IPI with focus on the sub













l (f − m/Tc). (C.8)
The functions G
[m]
l (f) are obtained by solving the following set of LH = 2MH + 1
equations with LH unknowns:
R(f)Gl(f) = Q
H(f)uH (C.9)




] where the elements of the column vector Gl(f) are [Gl(f)]m,1 =
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G
[m]
l (f). The remaining parameters are defined as before. The matrix C
(0)(f) is
absent in (C.9), compared to (C.2), since the desired user’s channel impulse response
has already been accounted for in (C.7) and Fig. 3.2. To include the effect of IPI,
































Application of CLTs to MAI and
IPI Statistics
Three impediments exist that prevent the application of central limit theorems
(CLTs) [88] to the sums of RVs in the expressions of (4.9) and (4.11). First,




i=0 Xi rather than 1/N
∑N−1
i=0 Xi
which defines a sample mean [88]. It is clear that as N → ∞, then M|T ,Θ → 0
and I|T (0),Θ(0) → 0. To circumvent this impediment, the effect of κ is introduced
to the expression in (4.9) where κ = L(0)
∑K
k=1 L
(k) is the virtual number of users
that contribute to MAI. Assume κ is linearly proportional to N such that λ = κ/N
remains constant as N increases. The expression of (4.9) can now be reformulated
in the desired form as a sum of κN RVs normalized by 1/
√





















































































Similarly, by introducing κ0 = L
(0)(L(0) − 1) and defining λ0 = κ0/N , the
















The second and third impediments concern the distribution of RVs in (D.1) and






















































(k) rows include the RVs from the first finger of the Rake
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contributing to MAI statistics and the next
∑K
k=1 L
(k) rows include the RVs from
the second finger of the Rake and so on. The RVs in the SV collection are neither
identically distributed nor mutually independent. Hence, the CLT theorem based
on i.i.d. RVs cannot be directly applied. Although the distribution of RVs in the
same row are identical, those corresponding to RVs from different rows are not. The
dependence are due to the fact that the terms V
(k,l′)
l,i can be functions of common
RVs in general.
The problem of nonidentical distributions can be resolved by summing the






















The sequence XM = {XM0 , XM1 , . . . , XMN−1} is now identically distributed. It can
be shown that
E[XMi ] = 0 (D.7)
Cov(XMi , X
M
j ) = 0 if i = j (D.8)
E[|XMi |3] < ∞ (D.9)
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and d
(Q,k,l′)
i−m as also expressed in (E.1). The last equation can be verified by the same
approach used for deriving the second moment of XMi in Appendix E and noting
(E.1) again. As κ takes a finite value, the third power of |XMi | will only consist






i−m , and d
(Q,k,l′)
i−m to their third power.
Due to their mutual independence and their equi-probable binary format, their
expected values are zero.1
The same approach can be applied to the IPI component of (D.3) to form the
identically distributed sequence XI = {XI0 , XI1 , . . . , XIN−1}.
The problem of lack of independence can be resolved by observing the following
property in XM. The RVs XMi and X
M
j are independent as long as
|i − j| > m = 2M − 1 + τmax
Tc
 (D.10)
where τmax is the maximum value of τ
(k)
l across all l and k. Sequences with such
property are referred to as m-dependent (or weakly dependent) sequences. The
formal definition is [106][107, pp. 215]:
Definition: Let Y = {Y1, Y2, . . .} be a sequence of RVs. The sequence Y is
m-dependent if {Y1, . . . , Yr} is independent of {Ys, Ys+1, . . .} provided s − r > m.
The m-dependent nature of XM and XI originates from the fact that, in the
receiver side, each chip in each finger is correlated with m chips from interfering
paths. If the channel is reduced to the AWGN channel, τmax = 0 and m = 2M − 1.
This result is consistent with that reported in [87]. A special form of the CLT for
m-dependent sequences [106][107, pp. 219] can now be applied to approximate the
1By the same argument, it can be shown that all odd moments of XMi are zero.
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distribution of MAI component in (D.6) and its IPI counterpart.
Theorem: If Y is a stationary m-dependent sequence of RVs with E[Y1] = 0,




i=1 Yi is normal
with a mean of zero and a variance of
A = Var(Y1) + 2 [Cov(Y1, Y2) + . . . + Cov(Y1, Ym+1)] . (D.11)
The above theorem yields the IGA for general pulses and receiver filters.
Appendix E
Derivation of Var(XM0 ) and
Var(XI0 )
In deriving the expression for Var(XM0 ), the reformulation of the received signals





j ] = δB1B2δkk′δll′δij. (E.1)
This means that the expectation operation involved in determining Var(XM0 ) results
in a non-zero value only when B1 = B2, k = k′, l = l′, and i = j, all at the same
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The expression in (E.4) reveals that a consequence of DS-QPSK modulation
is the disappearance of the effect of interfering phase offsets, Θ(k) for 1 ≤ k ≤ K.




l )] = 0 if phase offsets are modeled
as independent uniformly distributed RVs over [0, 2π). Hence, by averaging out the
effect of θ
(0)


































Alternative Expression for Ω
(k,l′)
l,l




[Q(f)Gl(f)] ⊗ [Q(f)Gl(f)] . (F.1)
Using the inverse Fourier representation of ρ2l (t), Ω
(k,l′)























Applying the Poisson’s Formula [108, p. 148] to the above and noting that Bl(f) = 0














































which is identical to (4.20). It is noted that the pulse excess BW is assumed to be
α ≤ 100%.
Appendix G
Rnn∗(t, u) as α → 0











q(t − T (k)l − nTc)q(u − T
(k)
l − nTc). (G.2)
Using the inverse Fourier representation of the two terms on the right hand side
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where
∆(f, f ′) =
∞∑
n=−∞









by applying the Poission’s formula [108, p. 148]. The right hand side of (G.3) will
have nonzero values only for f ′ = −f − n/Tc. Therefore, the double integral in
(G.3) reduces to a single integral. Moreover, as α → 0, the product Q(f)Q(f ′)
can have a significant nonzero value only when n = 0. This is so since Q(f) is
bandlimited to |f | < (1 + α)/(2Tc). In the limit when α = 0, only n = 0 results in






exp[j2πf(t − u)]df. (G.5)
Therefore, R′nn∗(t, u) can be expressed as R
′
nn∗(t−u). Consequently, Rnn∗(t, u) can
be expressed as Rnn∗(t − u). As a result, MAI becomes a WSS process for α = 0.
Similar argument can be used for IPI.
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