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HEIGHT AND CONTOUR PROCESSES OF CRUMP-MODE-JAGERS FORESTS (II):
THE BELLMAN–HARRIS UNIVERSALITY CLASS
EMMANUEL SCHERTZER AND FLORIAN SIMATOS
ABSTRACT. Crump–Mode–Jagers (CMJ) trees generalize Galton–Watson trees by allow-
ing individuals to live for an arbitrary duration and give birth at arbitrary times dur-
ing their life-time. In this paper, we exhibit a simple condition under which the height
and contour processes of CMJ forests belong to the universality class of Bellman–Harris
processes. This condition formalizes an asymptotic independence between the chrono-
logical and genealogical structures. We show that it is satisfied by a large class of CMJ
processes and in particular, quite surprisingly, by CMJ processes with a finite variance
offspring distribution. Along the way, we prove a general tightness result.
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2 EMMANUEL SCHERTZER AND FLORIAN SIMATOS
1. INTRODUCTION AND PRESENTATION OF RESULTS IN THE NON-TRIANGULAR CASE
1.1. Crump-Mode-Jagers forests. The subject of the present paper is the study of the
height and contour processes of planar Crump–Mode–Jagers (CMJ) forests, which are
random instances of chronological forests. Chronological trees generalize discrete trees
in the following way. Each individual u is endowed with a pair (Vu ,Pu ) such that:
(1) Pu is a point measure on (0,∞) where atoms represent the age of u at child-
bearing, so that the mass |Pu | of Pu is the total number of children of u;
(2) Vu ∈ (0,∞) represents the life-length of u and satisfies Pu (Vu ,∞)= 0, i.e., indi-
viduals produce their offspring during their life-time.
As noted by Lambert [16], a chronological tree can be regarded as a tree satisfying
the rule “edges always grow to the right”. This is illustrated in Figures 1 and 2 where we
present the sequential construction of a planar chronological forest from a sequence of
“sticks” ω= (ωn ,n ≥ 0), whereωn = (Vn ,Pn ). For n ≥ 1, (Vn ,Pn ) describes the life of the
nth individual according to the lexicographic order.
ACMJ forest is obtainedwhen the initial sequence of sticks ((Vn ,Pn ),n ≥ 0) is i.i.d.. In
this introduction we aim to present our main results in a concise way. In particular, we
explain our main results (corresponding to Theorems A–E below) in the non-triangular
setting where the common law of the (Vn ,Pn ), denoted by (V ∗,P ∗), is independent of
the scaling parameter p and satisfies E(|P ∗|) = 1. Except for Theorem D, these results
are extended to the triangular case in Theorems A’, B’, C’ and E’ below. Moreover, our
results involve some complex objects (such as the spine process) which are defined next
only informally: formal and more cumbersome definitions are provided in Section 2.
1.2. Height, spine and contour of a CMJ forest. The chronological height, spine and
contour processes introduced now are illustrated on Figures 3 and 4.
We define the chronological height process at time n, denoted H(n), as the date of
birth of the nth individual in the forest. The chronological height can be obtained by
summing up the “chronological contribution” of each ancestor along the ancestral line
associated with n. To formalize this statement, we consider the spine at time n, denoted
Π(n), which is the measure recording each of those contributions along the spine. In
particular, we have the relationH(n)= |Π(n)|with |ν| the mass of a measure ν.
For the contour process, we followDuquesne [8] (with the difference thatwe consider
càdlàg instead of càglàd coding functions) and consider an exploration particle travel-
ing along the edges of the forest from left to right with the following convention: the
particle travels at infinite speed when going downward and at unit speed when going
upward (see Figure 4). Usually, the contour process at time t , denoted C(t), is defined as
the distance of the particle to the root. Herewe rather encode the chronological contour
process by two coordinates and write C(t)= (C⋆(t),X (t)) with C⋆(t) the chronological
height of the individual visited at time t by the exploration particle and X (t) the po-
sition of the exploration particle relatively to the edge currently visited. In particular,
the distance of the particle to the root at time t (i.e., the value of the classical contour
process) is given byC⋆(t)+X (t). The motivation for this decomposition is that we then
have the explicit expression
(1.1) C⋆(t)=H◦V −1(t) and X (t)= t −V (V −1(t)−), t ≥ 0,
where V is the renewal process V (n) = V0+ ·· ·+Vn and V −1 is its right-continuous in-
verse, see Figure 4.
Moreover, we will denote by H the genealogical height process defined similarly
as above but from the genealogical forest constructed out of the sequence of sticks
(1, |P i |ǫ1) where sticks are scaled to unit size and all atoms are gathered at the end (here
and in the sequel, ǫx denotes the Diracmeasure at x).
To summarize, we will consider the following processes:
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Genealogical process: H denotes the genealogical height process which encodes the
forest constructed out of the sequence (1, |P i |ǫ1) – see Figure 5;
Chronological processes: H and C = (C⋆,C) denote the chronological height and con-
tour processes, respectively, andΠ= (Π(n),n ≥ 0) denotes the spine process.
1.3. General tightness result. Our first main result is that, under the standard assump-
tions G, C1 and C2 below, there exists a “good” scaling of the chronological height and
contour processes, i.e., one that leads to tight sequences with non-degenerate accumu-
lation points. These assumptions are related to the tail of random variables T (1) and
R(1) where, for a given “typical” individual x:
• T (1) is the lexicographic distance to her first ancestor;
• R(1) is the age of her parent when begetting x.
Formally, those random variables are defined through the ladder height process associ-
ated to the Lukasiewicz path
S(n)=
n−1∑
i=0
(|P i |−1)
and their joint law is described in more details in (2.3) below. Assumption G concerns
the genealogical structure, and Assumptions C1 and C2 the chronological structure.
Assumption G. We say that Assumption G holds if E(|P ∗|2) <∞ or if |P ∗| is in the do-
main of attraction of a γ-stable distribution with γ ∈ (1,2).
Assumption C1. We say that Assumption C1 holds if R(1) is in the domain of attraction
of a β-stable distribution with β ∈ (0,1).
Assumption C2. We say that Assumption C2 holds if V ∗ is in the domain of attraction of
an α-stable law with α ∈ (0,1).
Actually, our results also apply when R(1) and V ∗ have finite means. However, this
case has already been treated in [24] and leads to somewhat degenerate limits within
the framework of the present paper (deterministic subordinators), see Section 1.7 for
more details.
Let X ,Y ,Z be stable laws with respective Laplace exponents λγ,λβ,λα. Under As-
sumptions G, C1 and C2, there exist vanishing scaling sequences (gp), (cp ) and (vp )
such that
gp
p∑
i=1
(|P i |−1)⇒ X , cp
[1/gp ]∑
i=1
R(i )⇒ Y and vp
p∑
i=1
|Vi | ⇒ Z .
More precisely, these scaling sequences can be written
gp = p−1/γℓ(p), cp = g 1/βp ℓ′(p) and vp = p−1/αℓ′′(p)
with γ ∈ (1,2] (γ = 2 corresponding to the finite variance case) and ℓ,ℓ′ and ℓ′′ slowly
varying functions. Armed with these scaling sequences we then scale the renewal pro-
cess V and the height and contour processes as follows:
Vp (t)= vpV ([pt ]), Hp (t)= cpH([pt ]), C⋆p (t)= cpC⋆(pt) and Xp (t)= vpX (pt)
for t ≥ 0. Note in particular that the two coordinates of the contour do not have the same
scaling, and we will actually show that, under general assumptions, we have cp ≫ vp ,
which informally corresponds to the fact that the edge currently visited is much longer
than the height of its bottom point.
Finally Πp will denote the spine process when time is scaled by p, space by gp and
mass by cp : Πp (t)([0,x])= cpΠ([pt ])([0,x/gp ]) (recall that Π(n) is a measure). The pro-
cess Πp will be seen as a path-valued process, see Section 2.5 for more details and in
particular for the topology considered.
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Theorem A. Under AssumptionsG,C1 andC2 and the above scaling, the sequence (Πp ,Vp )
is tight. Moreover, let (Π∞,V∞) be any accumulation point and for t ≥ 0 define H∞(t) =
|Π∞(t)|, C⋆∞(t)=H∞ ◦V −1∞ (t) and X∞(t)= t −V∞(V −1∞ (t)−). Then:
(1) Π∞ is almost surely continuous, and V∞ is a subordinator with Laplace expo-
nent λα;
(2) for every t ≥ 0, H∞(t) and C⋆∞(t) are almost surely finite and strictly positive;
(3) if (Πp ,Vp )⇒ (Π∞,V∞) along a subsequence, then for any finite set I ⊂R+ we have
(1.2)
(
Πp ,Vp , (Hp (t))t∈I , (C⋆p (t))t∈I ,Xp
)
⇒ (Π∞,V∞, (H∞(t))t∈I , (C⋆∞(t))t∈I ,X∞)
along the same subsequence.
In the Galton–Watson case, it is well-known that the height and contour processes
are related by a deterministic time change [9] (as is suggested by the above result and
was shown in [24], this continues to hold as soon as V ∗ has finite mean). The con-
vergence (1.2) thus states that a similar result holds for general CMJ’s, where the first
coordinate of the contour is obtained by a time change of H∞ expressed in terms of a
subordinator V∞.
1.4. The Bellman–Harris case. In the Bellman–Harris case, an individual gives birth at
her death and the number of children is independent from the life length, i.e., Pu =
ξuǫVu with ǫx the Dirac measure at x and ξu an integer-valued random variable inde-
pendent from Vu . Bellman–Harris branching processes have received considerable at-
tention in the literature, in part owing to the fact that they are the simplest tractable
non-Markovian branching processes.
The chronological tree corresponding to a Bellman–Harris process can be obtained
by putting i.i.d. marks (distributed as V ∗) on the edges of the corresponding genealog-
ical tree, that can be seen as stretching factors. From this viewpoint, these trees are
particular cases of branching randomwalks which are obtained in a similar manner but
without the positivity constraint on the marks.
Upon normalization, it is known since Aldous [2], see also [9, 11, 20], that the ge-
nealogical tree converges to a random tree called Lévy tree (the famous Brownian con-
tinuous random tree in the case of offspring distribution with finite variance).
Given the above relation between the chronological and genealogical trees in the
Bellman–Harris case, in this case it is natural to expect the CMJ tree to converge to-
ward a random tree obtained by marking the limiting genealogical Lévy tree and then
using these marks to stretch the corresponding portion of the tree. This intuition has
been carried out for branching randomwalks with finite variance offspring distribution
by Marckert and Mokkadem [21], see also [12, 14]. Formally, the height process of the
limiting tree is then described as the terminal value of a Brownian snake.
1.5. Main result: the Bellman–Harris universality class. Our second main result is
a generalization of the above picture for a much wider class of CMJ forests. In the
Bellman–Harris case, the Brownian snake arises because of the independence between
V ∗ and |P ∗|, i.e., between the chronological and genealogical structures. In this paper
we identify general asymptotic independence conditions ((IC1) and (IC2) below) under
which the limiting height process is, as in the Bellman–Harris case, the terminal value
of a snake.
1.5.1. The λγ/λβ snake. As in [12, 14, 21] this snake is a Brownian snake in the case of
finite variance offspring distribution but in the case γ ∈ (1,2), it will be a snake whose
lifelength process is the height process associated to the Lévy process with Laplace ex-
ponent λγ and whose spatial displacement is given by a subordinator with Laplace ex-
ponent λβ: this snake will be called the λγ/λβ-snake, see Section 2.5 and [9] for more
details.
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Informally, this object is the continuumcounterpart of the descriptionof the Bellman–
Harris forests spelled out in the last paragraph of Section 1.4. It can be generated by
considering a γ-stable Lévy tree, which encodes the genealogy, and bymarking the tree
according to a Poisson point process with intensity measure dλ×1(x > 0)x−βdx where
λ denotes the branch-length measure on the real tree [10]. In particular, the first coor-
dinate of each point of the Poisson point process is a location in the tree, whereas the
second coordinate is a positive real number interpreted as a mark (or stretching factor
in the spirit of the previous section). The spine processΠ∞(t) associated to the snake is
then obtained by considering the marks lying along the ancestral line associated to the
point t . See Section 2.5 for a definition.
1.5.2. The Bellman–Harris universality class. The conditions that generalize the inde-
pendence condition in the Bellman–Harris case are:
(IC1) P
(
cpR(1)≥ ε |T (1)≥ δp
)→ 0 for every ε,δ> 0
and
(IC2) P
(
|P ∗| ≥ εpgp | vpV ∗ ≥ δ
)
→ 0 for every ε,δ> 0.
In the Bellman–Harris case the independence structure implies that
P
(
cpR(1)≥ ε |T (1)≥ δp
)
=P
(
cpR(1)≥ ε
)
and
P
(|P ∗| ≥ εpgp | vpV ∗ ≥ δ)=P(|P ∗| ≥ εpgp)
so that (IC1) and (IC2) are indeed satisfied as cp → 0 while pgp →∞.
Theorem B. If AssumptionsG, C1 and C2 are satisfied and the asymptotic independence
condition (IC1) holds, thenΠp ⇒Π∞ whereΠ∞ is the λγ/λβ snake. In particular,Hp has
the same scaling limit than the scaled height process of a well-chosen Bellman–Harris
forest.
Combining Theorems A and B, we see that when G, C1, C2 and (IC1) hold, then
(Πp ,Vp ) is tight and the marginals of any accumulation point (Π∞,V∞) are specified:
Π∞ is the λγ/λβ-snake and V∞ is a subordinator with Laplace exponent λα. AsH∞(t)=
|Π∞(t)| this is enough to describe the law ofH∞ (which by TheoremA is the scaling limit
of Hp ) but since C⋆∞ =H∞ ◦V −1∞ one needs to specify the correlation structure between
Π∞ and V∞ in order to determine the scaling limit of C⋆p . Our next main result shows
that if in addition (IC2) holds, then H∞ and V∞ are independent, thereby implying the
finite-dimensional convergence of (Hp ,C⋆p ) (and thus of (Hp ,C
⋆
p ,Xp )).
Theorem C. If AssumptionsG, C1 and C2 are satisfied and the asymptotic independence
conditions (IC1) and (IC2) hold, then V∞ is independent of Π∞. Moreover, in this case we
have cp/vp →∞.
Under the assumptions of Theorem C, we therefore have (C⋆p ,Xp )
fdd⇒ (C⋆∞,X∞). This
convergence suggests that asymptotically, the chronological contour process C can be
seen as a nice, baseline process H∞ ◦V −1∞ on the space scale 1/cp , to which long “hairs”
of the order vp ≫ 1/cp are grafted. Such a behavior was first established for Bellman–
Harris processes in [25] and then in amoreprecise form for branching randomwalks [14,
Theorem 5].
1.6. Explicit examples. We now describe two large classes of models where the above
assumptions are satisfied. The first class consists of CMJ forests with finite variance
offspring distribution. We find it quite striking that such a simple condition, without
any assumption on how atoms of P ∗ are spread, implies that the corresponding CMJ
forests belong to the Bellman–Harris universality class.
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Theorem D. If Assumptions G, C1 and C2 are satisfied with E(|P ∗|2) < ∞, then (IC1)
and (IC2) hold. In particular, the limiting spine process is a λ2/λβ snake and the time-
change V∞ is an independent subordinator with Laplace exponent λα.
The second class is a natural extension of the Bellman–Harris case, and allows |P ∗|
to have infinite variance.
Theorem E. Assume that:
• AssumptionsG and C2 are satisfied with V ∗ and |P ∗| independent;
• conditionally on (V ∗, |P ∗|) = (v,n), the locations of the atoms of P ∗ are i.i.d.
with common distribution vX for some random variable X ∈ (0,1].
Then AssumptionC1 is satisfied with β=α and (IC1) and (IC2) hold. In particular,Π∞ is
the λγ/λα-snake and the time-change V∞ is an independent subordinator with Laplace
exponent λα.
Note that this result generalizes results for Bellman–Harris processes which corre-
spond to the case X = 1.
1.7. Beyond the Galton–Watson and Bellman–Harris universality classes. Aspresented
above, ourmain results assume that R(1) andV ∗ have infinite firstmoment. When both
R(1) and V ∗ have finite first moment, all the edges are “short” and the CMJ forest is
close to its genealogical counterpart: in other words, the time structure does not matter
much. This case of “short edges” has been worked out in [24]. The main result is that
CMJ forests with E(R(1))<∞ and E(V ∗)<∞ belong to the universality class of Galton–
Watson processes and that in the limit, the chronological height and contour processes
are related through a deterministic time-change.
Beyond the Galton–Watson and Bellman–Harris universality classes treated in [24]
and in the present paper, there remains a large class of CMJ forests with “long” edges
but where the chronological and genealogical structures remain dependent in the limit
(i.e., (IC1) or (IC2) does not hold). In current work in progress, we are looking at the
case where P ∗ conditionally on V ∗ is a renewal process stopped at V ∗: the chronology
and the genealogy then remain positively correlated. Whether or not evenmore general
results can be obtained in this dependent setting is an interesting research direction.
1.8. Comments on the contour process. There are various definitions of the contour
process in the literature. In every case, the value of the contour is defined as the distance
to the root of an exploration particle, but various choices have beenmade for the speed
at which this particle explores the tree.
For discrete trees and in [24], the particle is assumed to travel at unit speed along the
edges of the forest, in such a way that each point of the tree is visited twice.
Alternatively, Lambert proposed in [16] the Jumping Chronological Contour Process
where the particle travels at infinite speed when going upward and at speed one when
going downward. In the binary, homogeneous case where P ∗ is an independent Pois-
son process stopped at V ∗, this contour process has the desirable property of being a
Lévy process. This property has far-reaching implications which allow for a detailed
study of this important class of CMJ processes, see for instance [5, 6, 7, 17, 18, 22, 23].
In the present paper, analogously to [8] wemake the exploration particle move at in-
finite speed when going downward, and at unit speed when going upward, see Figure 4.
We believe that this is a good choice as far as scaling limits are concerned because of
the relations (1.1). In [24], we defined the contour process in the “classical way”, i.e.,
when the exploration particle moves at constant speed. This definition led to a signifi-
cant number of technical problems due to the absence of tightness of the contour in the
Skorohod topology. Our choice of contour function allows to circumvent these prob-
lems and we believe that it has potential for broader applications.
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2. NOTATION AND SET-UP
2.1. Notation. We gather here the notation used in the rest of the paper. Let Z denote
the set of integers, N=Z∩R+ the set of non-negative integers and Q the set of rational
numbers. For x, y ∈ R let [x] =max{n ∈ Z : n ≤ x}, x+ =max(x,0) and x ∧ y =min(x, y).
Throughout we adopt the convention max;= sup;=−∞ and min;= inf;=+∞.
2.1.1. Functions. The set of càdlàg functions is endowed with the Skorohod topology.
For a càdlàg function f : R→ R we denote by f (x−) its left-limit at x ∈ R, by ∆ f (x) =
f (x)− f (x−) the size of its jump and by f −1 its right-continuous inverse:
f −1(t)= inf
{
s ≥ 0 : f (s)> t
}
, t ≥ 0.
For any h ≥ 0 and any two mappings f ,g defined on R+ or a subset thereof (such that f
is at least defined on [0,h]) we define [ f ,g ]h by
(2.1) [ f ,g ]h (x)=
{
f (x) if x ≤ h,
f (h)+ g (x−h) if x > h.
For h ∈ R we consider Θh , · |h and · |h− the shift and stopping operators, which act on
functions f :R→R by
Θh( f )(x)=
{
f (x+h)− f (h) if x > 0,
0 if x ≤ 0,
and
f |h (x)= f (x∧h) and f |h− (x)= f |h (x)−∆ f (h)1(x ≥ h)=
{
f (x) if x < h,
f (h−) if x ≥ h.
Note in particular that Θh( f )(0)= 0, f |h (h)= f (h) and f |h− (h)= f (h−).
2.1.2. Measures. We let M be the set of positive Radon measures on [0,∞) endowed
with the weak topology, ǫx ∈M for x ≥ 0 be the Dirac measure at x and z be the zero
measure. We will identify any measure ν ∈M with the càdlàg, non-decreasing function
x ∈R 7→ ν[0,x+] ∈R+ which gives sense toΘh(ν), ν |h , ν |h− and [ν,ν′]h for ν,ν′ ∈M and
h ∈R, e.g.,
Θh(ν)(x)= ν((h,x+h]∩R+) , ν |h (x)= ν
(
[0,h]∩ [0,x]
)
and
[
ν,ν′
]
h = ν |h +Θ−h(ν′)
for x ≥ 0. We will also write [
ν,ν′
]
h− = ν |h− +Θ−h(ν′)
so that [ν,ν′]h = [ν,ν′]h−+ν({h})ǫh . Note also that we have ν= [ν,Θh(ν)]h .
The mass of ν ∈M will be denoted by |ν| = ν[0,∞) and the supremum of its support
by π(ν) = inf{x ≥ 0 : π(x,∞) = 0} with the convention π(z) = 0. When |ν| and π(ν) are
finite we consider the reversed measure L (ν) defined by
L (ν)(x)= ν[π(ν)− x,π(ν)]= |ν|−ν[0,π(ν)− x), x ≥ 0.
If ν∈M is of the formν=∑|ν|
i=1 ǫa(i) with 0≤ a(1)≤ ·· · ≤ a(|ν|)) and if k ∈ {0, . . . , |ν|−1},
we will write Ak (ν)= a(k+1) for the position of the (k+1)st atom of ν where atoms are
ranked from bottom to top.
In the following we need continuity properties of some of the above operators. The
following lemma gathers the required results, which can be proved using standard re-
sults of the Skorohod topology, see for instance [13].
Lemma 2.1. If fp → f , tp → t and either∆ fp (tp )→∆ f (t) or∆ f (t)= 0, then fp |tp→ f |t ,
fp |tp−→ f |t− andΘtp ( fp )→Θt ( f ).
If νp → νwith π(ν)=∞, hp →h and ν has no atom at h, then L (νp |hp )→L (ν |h) as
well as L (νp |hp−)→L (ν |h).
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2.1.3. Random variables. Let
L= {(v,ν)∈ (0,∞)×M : ν{0}= 0 and v ≥ π(ν)}.
We will start from discrete processes defined on the measurable space (Ω,F ) with Ω =
LZ the space of doubly infinite sequences of sticks and F the σ-algebra generated by
the coordinate mappings. An elementary event ω ∈Ω is written as ω = (ωn ,n ∈ Z) and
ωn = (Vn ,Pn ). For n ∈Zwe consider the operators θn ,ϑn :Ω→Ω defined as follows:
• θn is the shift operator, defined by θn(ω)= (ωn+k ,k ∈Z);
• ϑn is the dual (or time-reversal) operator, defined by ϑn(ω)= (ωn−k−1,k ∈Z).
When no confusion can arise wewill use the notationW n =W ◦θn and Wˆ n =W ◦ϑn for
any random variableW defined onΩ.
Wedefineσ(X ) as theσ-algebra generated by the randomvariable X , F≥Γ =σ(ωk ,k ≥
Γ) and F<Γ = σ(ωk ,k < Γ) for any random time Γ :Ω→ N, and mF the set of random
variables that are measurable with respect to the σ-algebra F . For random variables
X ,Y wewill write X⊥ Y to mean that they are independent.
2.2. Lukasiewicz path and ladder process. In this section, we introduce an important
trivariate renewal process (Z ,T,R): (Z ,T ) is the usual ladder process of the Lukasiewicz
path, andR adds chronological information. Wedefine the Lukasiewicz path S = (S(n),n ∈
Z) by S(0)= 0 and, for n ≥ 1,
S(n)=
n−1∑
k=0
(|Pk |−1) and S(−n)=−
−1∑
k=−n
(|Pk |−1).
Define the ladder time process T = (T (k),k ∈N) by T (0)= 0 and for k ≥ 0,
T (k+1)= inf{ℓ> T (k) : S(ℓ)≥ S(T (k))}= T (1)◦θT (k)+T (k)
with the convention T (k+1)=∞ if T (k)=∞. We identify T and the function x ∈ R+ 7→
T ([x]), and thus also with the measure
∑
k∈N(T (k+1)−T (k))ǫk+1. We consider the fol-
lowing two inverses of T :
T−1(n)=min{k ≥ 0 :T (k)≥ n} and T˜−1 =max{k ≥ 0 : T (k)≤n} .
Note that T−1(n)= T˜−1(n) if n is a weak record time and T−1(n)= T˜−1(n)+1 otherwise.
Moreover, it is well-known that in the Galton–Watson case, the height process at time n
is related to the renewal process T through the relation H (n)= T˜−1(n)◦ϑn .
Consider the ladder height process Z , defined (as a measure) by
Z ({k})= S(T (1))◦θT (k−1)
for k ≥ 1 with T (k −1) <∞. In words, Z ({k}) is the value of the kth overshoot of S. We
can now define the process R that contains the useful chronological information (recall
that Ak (ν) denotes the position of the (k+1)st atom of ν):
R =
∑
k∈N∗:T (k)<∞
AZ ({k})(PT (k)−1) ǫk .
As we shall see in Theorem 2.2 below, Rˆn = R ◦ ϑn makes it possible to recover the
chronological contribution of the successive ancestors of n to its chronological height.
The strong Markov property implies that (T,Z ,R) is a trivariate renewal process.
With the notation of the present paper, the equation below (2.18) in [24] states that
(2.2) E
[
F
(
PT (1)−1,−S(T (1)−1),T (1)
) ]= ∑
t≥1,x≥0
E
(
F (P ∗,x, t); |P ∗| ≥ x+1)P(τ−x = t)
with τ−x = inf{n ≥ 0 : S(n)=−x}, from which we deduce that for any G :N×N×R+→R+
measurable, we have
(2.3) E
[
G(T (1),Z (1),R(1))
]= ∑
t ,x≥1
∑
z≥0
E
[
G(t ,z,Az (P
∗)); |P ∗| = x+ z]P(τ−x−1 = t −1) .
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2.3. Spine process. The spine process was introduced in [24] as an extension of the
classical exploration process [19] suited for the chronological setting. Here, we only
need a marginal of this process, denoted Π= (Π(n),n ≥ 0), which for simplicity we con-
tinue to name spine process. For each n ≥ 0, Π(n) ∈M is the randommeasure defined
by
(2.4) Π(n)=
H (n)∑
i=1
Rˆn ({i }) ǫH (n)−i =
(
T˜−1(n)∑
i=1
R({i }) ǫT˜−1(n)−i
)
◦ϑn .
2.4. Joint distribution. One of themain result of [24] is to relate the height processH as
well as the spine processΠ to the bivariate renewal process (T,R). Namely, with the no-
tation of the present paper, Theorem 1.1 and Proposition 2.4 of [24] can be formulated
as follows.
Theorem 2.2. For any n ≥ 0we have
(2.5) H(n)=
(
R ◦ T˜−1(n)
)
◦ϑn , H (n)= T˜−1(n)◦ϑn and Π(n)=L
(
R |T˜−1(n)
)
◦ϑn .
In particular, H(n) can be recovered by summing up the weights carried by the atoms of
the measureΠ(n), i.e.,
H(n)= |Π(n)| =Π(n)(H (n)−)=
H (n)∑
i=1
Rˆn ({i })= Rˆn (H (n)) .
2.5. The ψ/φ-snake. Let ψ with
∫∞du/ψ(u) < ∞ be the Laplace exponent of a spec-
trally positive Lévy process with infinite variation that does not drift to +∞. We call ψ-
height process the height process associated to the Lévy process with Laplace exponent
ψ and ψ/φ-snake the Lévy snake whose life-time process is the ψ-height process and
whose spatial displacement is the Lévy process with Laplace exponent φ, see Duquesne
and Le Gall [9].
The ψ-height process encodes the genealogy of the forest. As explained in the in-
troduction, the scaling limit of the chronological forest will be obtained by marking the
genealogy where themarks correspond to random stretching, which is exactly the inter-
pretation of theψ/φ-snake whenφ is the Lévy exponent of a subordinator as will be the
case here.
Let a killed path be a càdlàg mapping w : [0,ζ)→Rwith ζ ∈ (0,∞) called the life-time
of the path and W be the set of killed paths, which is the state-space of theψ/φ-snake.
Whenever it exists in R∪ {±∞}, we call terminal value of a killed path the value of
w(ζ−). For two killed paths w,w ′ ∈ W with respective life times ζ and ζ′, we consider
the distance
(2.6) d
(
w,w ′
)
=
∣∣ζ−ζ′∣∣+∫ζ∧ζ′
0
d(u)(w≤u ,w ′≤u)∧1 du,
where w≤u is the restriction of the path w to [0,u] and d(u)( f ,g ) denotes the Skorohod
distance on the set of real-valued, càdlàg functions defined on [0,u]. As mentioned
in [1], (W ,d) is a Polish space. We will use the following characterization of the ψ/φ-
snake.
Theorem 2.3. The ψ/φ-snake is the unique W -valued continuous process (W (t), t ≥ 0)
satisfying the two following properties:
(1) the life-time process H is the ψ-height process;
(2) conditionally on H, (W (t), t ≥ 0) is theW -valued time-inhomogeneousMarkov pro-
cess with the following transition mechanism. For every 0≤ s ≤ t ,
(2.7) W (t)=
[
W (s),W˜
]
min[s,t] H
in law
where W˜ is a Lévy process independent from W (s) with Laplace exponent φ and
killed at H(t)−min[s,t ]H.
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2.6. Triangular setting. Recall that the main results announced in the introduction are
stated in a non-triangular setting. In the following, we consider a triangular setting
where Pp is the law under which the common law of the (Vk ,Pk ) is equal to (V
∗
p ,P
∗
p ).
When considering convergence, we are then implicitly working under Pp , that is, Xp ⇒
X∞ means that Ep ( f (Xp ))→ E( f (X∞)) for every bounded continuous function f . Like-
wise,
fdd⇒ refers to convergence of the finite-dimensional distributions under Pp .
3. GENERAL TIGHTNESS RESULT
3.1. Scaling. As in the introduction, we consider throughout three vanishing scaling
sequences (gp ), (cp ) and (vp ) used to scale the genealogical and chronological processes
as follows:
Hp (t)= gpH ([pt ]) and Sp (t)=
1
pgp
S([pt ]),
Cp = (C⋆p ,Xp ) with C⋆p (t)= cpC⋆(pt) and Xp (t)= vpXp (pt),
and
Hp (t)= cpH([pt ]), Πp (t)(x)= cpΠ([pt ])(x/gp) and Vp (t)= vpV ([pt ])
with as before V (n) = V0 + ·· · +Vn for n ≥ 0. In the sequel, we will consider Πp as a
W -valued process since the definition (2.4) of Π(n) implies Πp (t)[Hp (t),∞) = 0 and
thus allows to identify Πp (t) with the killed path x ∈ [0,Hp (t)) 7→ Πp (t)[0,x]. Scale in
addition the processes T,R and Z as
Tp (x)=
1
p
T (x/gp ), Rp (x)= cpR(x/gp ) and Zp (x)=
1
pgp
Z (x/gp ), x ≥ 0,
and finally define the dual and shifted versions of Tp , Rp and Zp as follows:
(3.1) Tˆ tp = Tp ◦ϑ[pt ], Rˆ tp =Rp ◦ϑ[pt ] and Zˆ tp = Zˆp ◦ϑ[pt ]
and
(3.2) T tp = Tp ◦θ[pt ] , R tp =Rp ◦θ[pt ] and Z tp =Zp ◦θ[pt ] .
Note that with these definitions, Theorem 2.2 gives
Hp (t)=
∣∣Πp (t)∣∣=Πp (t)(Hp (t)− ) and Πp (t)=L (Rˆ tp |Hp (t ) ).
3.2. Main assumptions and general tightness result. Throughout the paper, we con-
sider a double-sided Lévy process S∞ = (S∞(t), t ∈R) of infinite variation, which is spec-
trally positive and does not drift to+∞ as t→+∞. We denote byψ its Laplace exponent
which is assumed to satisfy ∫∞
1
du
ψ(u)
<∞.
We let T∞ denote the ladder time process of (S∞(t), t ≥ 0) and Z∞ = S∞ ◦T∞ denote
its ladder height process. We also consider H∞ its associated height process which is
therefore theψ-height process.
Duquesne and Le Gall [9] proved that the following assumption implies the joint
convergence of the Lukasiewicz path together with the genealogical height and con-
tour processes. Proposition 3.1 below states a slight extension of this result needed for
our purposes. Note that the condition on Zp below is automatically satisfied in the non-
triangular case.
Assumption G’. We say that AssumptionG’ holds if Sp ⇒ S∞ with S∞ introduced above,
and if for every δ> 0we have
liminf
p→∞ P
(
Zp([δ/gp ])= 0
)> 0
where (Zp(k),k ≥ 0) is a Galton–Watson process with offspring distribution |P ∗p | and
started with [pgp ] individuals.
HEIGHT AND CONTOUR PROCESSES OF CRUMP-MODE-JAGERS FORESTS (II) 11
Note that Assumption G’ implies that pgp →∞. In addition to the genealogical As-
sumption G’, we will need the next chronological assumptions.
AssumptionC1’. We say that AssumptionC1’holds if Rp ⇒R∞withR∞ anon-degenerate
subordinator. In this case, its Laplace exponent is denoted by φ.
AssumptionC2’. We say that AssumptionC2’holds if Vp ⇒ V∞with V∞ anon-degenerate
subordinator.
Theorem A’ (Triangular version of Theorem A). Under Assumptions G’, C1’ and C2’, the
sequence (Πp ,Vp ) is tight. Moreover, let (Π∞,V∞) be any accumulation point and for t ≥ 0
defineH∞(t)= |Π∞(t)|, C⋆∞(t)=H∞ ◦V −1∞ (t) and X∞(t)= t −V∞(V −1∞ (t)−). Then:
(1) Π∞ is almost surely continuous;
(2) for every t ≥ 0, H∞(t) and C⋆∞(t) are almost surely finite and strictly positive;
(3) if (Πp ,Vp )⇒ (Π∞,V∞) along a subsequence, then for any finite set I ⊂R+ we have
(1.2)
(
Πp ,Vp , (Hp (t))t∈I , (C⋆p (t))t∈I ,Xp
)
⇒ (Π∞,V∞, (H∞(t))t∈I , (C⋆∞(t))t∈I ,X∞)
along the same subsequence.
The proof of Theorem A’ relies on genealogical results which we establish first.
3.3. Genealogical convergence. For every t ∈R, define S t∞ =Θt (S∞) the shifted version
of S∞ at time t , i.e.,
S t∞(u)= S∞(t +u)−S∞(t), u ≥ 0,
and Sˆ t∞ the dual path of S∞ at time t as
Sˆ t∞(u)= S∞(t)−S∞(t −u), u ≥ 0.
For every random variableW that can be written as a measurable function of S∞, Wˆ t
orW ◦ϑt will refer to the same functional applied to Sˆ t∞ andW t orW ◦θt will refer to
the same functional applied to S t∞. This gives for instance sense to Tˆ
t
∞,Zˆ
t
∞, T
t
∞ and
Z
t
∞ that will appear repeatedly, and is coherent with the notation introduced in (3.1)
and (3.2).
An important relation, which follows from the definition of the height process, is that
for every t ≥ 0wehaveH∞(t)= (Tˆ t∞)−1(t) almost surely. Note that this is the continuous
analog of the relation H (n) = T−1(n) ◦ϑn of (2.5). The next result is an extension of a
result due to Duquesne and Le Gall [9]
Proposition 3.1. If Condition G’ holds, then
(3.3)
(
Sp ,Hp , (Zˆ
t
p , Tˆ
t
p , (Tˆ
t
p )
−1)t∈Q
)
⇒ (S∞,H∞, (Zˆ t∞, Tˆ t∞, (Tˆ t∞)−1)t∈Q) .
Proof. Throughout the proof, we repeatedly use the following token in order to get joint
convergence results: if (Xp ,Yp )⇒ (X∞,Y∞) and (Xp ,Zp )⇒ (X∞,Z∞) with Y∞ and Z∞
measurable functions of X∞, then (Xp ,Yp ,Zp )⇒ (X∞,Y∞,Z∞). This comes from the
continuous mapping theorem and will be uses without further mention.
First, we reduce the proof of (3.3) to the simpler convergence
(3.4) (Sp ,Tp ,T
−1
p ,Zp )⇒ (S∞,T∞,T−1∞ ,Z∞).
Indeed, if (3.4) holds, then for each fixed t ≥ 0 a simple time-reversal argument implies
that (Sp , Tˆ tp , (Tˆ
t
p )
−1,Zˆ tp )⇒ (S∞, Tˆ t∞, (Tˆ t∞)−1,Zˆ t∞) and since (Tˆ t∞, (Tˆ t∞)−1,Zˆ t∞) is measur-
able with respect to S∞ we obtain the joint convergence for t ∈Q. Moreover, Duquesne
and Le Gall [9, Corollary 2.5.1] have proved that Condition G’ implies that (Sp ,Hp )⇒
(S∞,H∞). Since again H∞ is a measurable function of S∞, this finally gives the full
joint convergence of (3.3). The rest of the proof is therefore devoted to proving (3.4).
The joint convergence of the Lukasiewicz path together with its local time process
at its maximum is proved in the proof of Theorem 2.2.1 in [9]: to be precise, the al-
most sure convergence γ−1p Λ
(p)
[pγp t ]
→ Lt stated in Equation (50) of [9] implies with our
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notation that (Sp , (T−1p (t))t∈I )⇒ (S∞, (T−1∞ (t))t∈I ) for every finite set I ⊂ R+. Since T−1p
and T−1∞ are non-decreasing and T
−1
∞ is continuous (as the local time process at 0 of
S∞ reflected at its maximum), standard properties of the Skorohod topology imply that
the finite-dimensional convergence T−1p
fdd⇒ T−1∞ actually implies the functional conver-
gence T−1p ⇒ T−1∞ , see for instance [13, Theorem VI.2.15]. Thus we obtain (Sp ,T−1p )⇒
(S∞,T−1∞ ).
Because Tp for p ∈ N∪ {∞} is non-decreasing, we have (T−1p )−1 = Tp and so gen-
eral properties of the inverse map in the Skorohod topology show that the convergence
(Sp ,T−1p )⇒ (S∞,T−1∞ ) implies (Sp ,T−1p , (Tp (t))t∈I )⇒ (S∞,T−1∞ , (T∞(t))t∈I ) for any finite
set I ⊂R+, see for instance the remark following Theorem 7.1 in [26]. Since Tp is a ran-
domwalk, we thus obtain (Sp ,T−1p ,Tp )⇒ (S∞,T−1∞ ,T∞).
Since T∞ is strictly increasing, this convergence implies that(
Sp ,T
−1
p ,Tp , (Sp ◦Tp (t))t∈I
)
⇒ (S∞,T−1∞ ,T∞, (S∞ ◦T∞(t))t∈I )
for any finite set I ⊂ R+, see for instance [15, Lemma 2.3]. Since Sp ◦ Tp = Zp for
p ∈ N∪ {∞} and Zp is a random walk, the previous finite-dimensional result can be
strengthened to a functional one and so we get the desired result. 
3.4. Proof of Theorem A’. We decompose the proof into several steps.
Step 1: proof of tightness and of (1). By assumption, Vp ⇒ V∞ and so the proof of this
step amounts to showing that (Πp) is tight (as a W -valued process) and that any accu-
mulation point is continuous.
The measure Π(n) describes the ancestral line of the individual n, where the first
atoms correspond to the ancestors closest to the root. In particular, wehaveΠ(n) |H (µ)−1=
Π(m) |H (µ)−1 with µ the most recent common ancestor ofm and n, whose height H (µ)
is givenbyH (µ)=min{m,...,n}H −1
(
µ 6=m). A formal proof of these facts is given in [24].
Upon scaling we thus obtain Πp (s) |h=Πp (t) |h with h =min[s,t ]Hp −2cp and so from
the expression (2.6) of the distance d we get that
d
(
Πp (s),Πp (t)
)≤ ∣∣Hp (t)−Hp (s)∣∣+Hp (t)∧Hp(s)− inf
[s,t ]
Hp +2cp .
Since Hp ⇒H∞ with H∞ continuous, the above inequality gives the tightness of (Πp )
and also shows that any accumulation point is almost surely continuous.
Step 2: exchangeability argument. We now present a simple yet crucial exchangeabil-
ity argument. For a < b let us write ωba = (ωk ,k = [a], . . . , [b]−1). Then for any t ,k, ex-
changeability implies thatωk0 ◦ϑV
−1(t ) conditioned on V −1(t)≥ k is equal in distribution
to ωk0 conditioned on V
−1(t)≥ k. Indeed, since
Ep
(
ϕ(ωk0 ) | V −1(t)≥ k
)
= 1
Pp (V −1p (t)≥ k)
∑
ℓ≥k
Ep
(
ϕ(ωk0 );V
−1(t)= ℓ
)
in order to prove this claim it is enough to prove that
Ep
(
ϕ(ωk0 );V
−1(t)= ℓ
)
= Ep
(
ϕ(ωk0 )◦ϑℓ;V −1(t)= ℓ
)
for every ℓ≥ k. To see this, write
Ep
(
ϕ(ωk0 );V
−1(t)= ℓ
)
= Ep
(
ϕ(ωk0 );
ℓ−1∑
i=0
Vi ≤ t <
ℓ∑
i=0
Vi
)
= Ep
(
ψ(ω0, . . . ,ωℓ)
)
with
ψ(ω0, . . . ,ωℓ)=ϕ(ωk0 )1
(
t −Vi <
ℓ−1∑
i=0
Vi ≤ t
)
.
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Since the ωk ’s are i.i.d., we have
Ep
(
ψ(ω0, . . . ,ωℓ−1,ωℓ)
)
= Ep
(
ψ(ωℓ−1, . . . ,ω0,ωℓ)
)
= Ep
(
ϕ(ωℓ−1, . . . ,ωℓ−k );
ℓ−1∑
i=0
Vi ≤ t <
ℓ∑
i=0
Vi
)
= Ep
(
ϕ(ωk0 )◦ϑℓ;V −1(t)= ℓ
)
This exchangeability property will be used in the sequel in the following form: for any
measurable mapping ϕ≥ 0 acting on finite sequence of sticks, we have
(3.5) Ep
(
ϕ(ω
εp
0 )◦ϑpV
−1
p (t );V −1p (t)≥ ε
)
= Ep
(
ϕ(ω
εp
0 );V
−1
p (t)≥ ε
)
.
Step 3: proof of (3) and that H∞(t),C⋆∞(t) <∞. Assume without less of generality that
(Πp ,Vp )⇒ (Π∞,V∞). By standard properties of the Skorohod topology, this implies that
(Πp ,Vp ,Xp )⇒ (Π∞,V∞,X∞) and so in order to prove (3) and that H∞(t) and C⋆∞(t) are
almost surely finite, it is enough to prove that
(Πp ,Vp ,Hp (τp ))⇒ (Π∞,V∞,H∞(τ∞)) for τp = t or τp = V −1p (t), t ≥ 0,p ∈N∪ {∞}
with H∞(τ∞) being almost surely finite. We will only show that
(3.6) Hp (τp )⇒H∞(τ∞) with P(H∞(τ∞)<∞)= 1
where either τp = t , or τp = V −1p (t) (p ∈ N∪ {∞}, t > 0). Indeed, the joint convergence
with (Πp ,Vp ) relies on the same arguments but is only notationally more cumbersome.
In order to show (3.6), we will need the next technical lemma.
Lemma 3.2. Let tp → t∞ in R+, wp for p ∈N∪ {∞} a W -valued process with wp (t) non-
decreasing for every t ≥ 0, and ζp the life time of wp(tp ). If wp →w∞, w∞ is continuous
and
(3.7) lim
c↑ζ∞
limsup
p→∞
(
wp (tp )(ζp−)−wp (tp )(c)
)= 0
then w∞(t∞)(ζ∞−)<∞ and wp (tp )(ζp−)→w∞(t∞)(ζ∞−).
Proof. Let c < ζ∞ with w∞(t∞) continuous at c: then wp (tp )→ w∞(t∞) in W (which
holds because wp → w∞ with w∞ continuous) implies wp (tp )(c)→ w∞(t∞)(c) (note
that c < ζp for p large enough aswp →w∞ implies ζp → ζ∞). Sincew∞(t∞)(c)<∞, this
implies in view of (3.7) that limsupp→∞wp (tp )(ζp−) < ∞. Next, since wp (tp )(ζp−) ≥
wp (tp )(c) for p large enough, we obtain
w∞(t∞)(c)≤ limsup
p→∞
wp(tp )(ζp−)
and then
w∞(t∞)(ζ∞−)≤ limsup
p→∞
wp (tp )(ζp−)
by letting c ↑ ζ∞ along continuity points. This shows that w∞(t∞)(ζ∞−) < ∞ and we
now proceed to showing that wp(tp )(ζp−)→w∞(t∞)(ζ∞−). For p ∈N∪ {∞} and c < ζ∞
let δp (c)=
∣∣wp (tp )(ζp−)−wp (tp )(c)∣∣: then∣∣wp (tp )(ζp−)−w∞(t∞)(ζ∞−)∣∣≤ δp (c)+δ∞(c)+ ∣∣wp (tp )(c)−w∞(t∞)(c)∣∣ .
Proceeding with similar arguments as above we obtain the result by letting first p→∞
and then c ↑ ζ∞. 
SinceHp (τp )=Πp (t)(Hp(τp )−), proving (3.6) is the same as proving
(3.8) Πp (τp )(Hp (τp )−)⇒Π∞(τ∞)(H∞(τ∞)−) with P (Π∞(τ∞)(H∞(τ∞)−)<∞)= 1.
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By standard arguments (e.g., Skorohod’s representation theorem), Lemma 3.2 implies
that in order to prove this, it is enough to prove that
limsup
p→∞
Pp
(
Πp (τp )(Hp (τp )−)−Πp(τp )(Hp (τp )−c)≥ η
)
−→
c→0
0
for every η> 0. SinceΠ(n)=L (Rˆn |H (n)) according to Theorem 2.2, we have
Πp (τp )(Hp (τp )−)−Πp(τp )(Hp (τp )−c)≤ Rˆτpp (c)
which reduces the proof of (3.8) to showing that
(3.9) limsup
p→∞
P
(
Rˆ
τp
p (c)≥ η
)
−→
c→0
0
for every η> 0. If τp = t , then Rˆτpp (c) is identical in law to Rp (c), and so (3.9) follows by
the convergence of Rp and the continuity of R∞ at 0.
Let us nowprove (3.9) for τp = V −1p (t). Since T−1p (Tp(t))= t andRp ◦T−1p is increasing,
in the event {Tp (c)≤ ε} we have
Rp (c)=Rp ◦T−1p (Tp (c))≤Rp ◦T−1p (ε).
In particular,
Pp
(
Rp (c)◦ϑτp ≥ η
)≤Pp (Rp ◦T−1p (ε)◦ϑτp ≥ η)+Pp (Tp (c)◦ϑτp ≥ ε)
≤Pp
(
Rp ◦T−1p (ε)◦ϑτp ≥ η,V −1p (t)≥ ε
)
+Pp
(
Tp (c)◦ϑτp ≥ ε,V −1p (t)≥ ε
)
+2Pp
(
V
−1
p (t)≤ ε
)
.
By definition, we can write Rp ◦T−1p (ε) as a function ofωpε0 , i.e., Rp ◦T−1p (ε)=ϕ(ω
pε
0 ) for
some measurable mapping ϕ. The exchangeability identity (3.5) thus gives
Pp
(
Rp ◦T−1p (ε)◦ϑτp ≥ η,V −1p (t)≥ ε
)
=Pp
(
Rp ◦T−1p (ε)≥ η,V −1p (t)≥ ε
)
and, for the same reasons,
Pp
(
Tp (c)◦ϑτp ≥ ε,V −1p (t)≥ ε
)
=Pp
(
Tp (c)≥ ε,V −1p (t)≥ ε
)
which thus leads to the bound
Pp
(
Rp (c)◦ϑτp ≥ η
)
≤Pp
(
Rp ◦T−1p (ε)≥ η
)
+Pp
(
Tp (c)≥ ε
)
+2Pp
(
V
−1
p (t)≤ ε
)
.
Letting first p →∞, then c → 0 and finally η→ 0 yields (3.9) in the case τp = V −1p (t),
which achieves the proof of this step.
Step 4: proof that H∞(t),C⋆∞(t) > 0. We now prove that H∞(t) and C⋆∞(t) are almost
surely strictly positive. For H∞(t), this comes from the convergence Hp (t) ⇒ H∞(t)
which we have just proved, together with the fact that Hp (t) is equal in distribution to
Rp ◦ T˜−1p (t) with Rp and T˜−1p converging to two subordinators (this does not imply that
Rp ◦ T˜−1p (t)⇒ R∞ ◦T−1∞ (t), but it does imply that any accumulation point is necessarily
almost surely > 0).
Let us now prove that
liminf
p→∞ Pp
(
C⋆p (t)≥ η
)
−→
η↓0
1.
We use the same exchangeability arguments as in the previous step. We have
C
⋆
p (t)=Hp (V −1p (t))=
(
Rp ◦ T˜−1p ◦ϑpV
−1
p (t )
)
(V −1p (t)).
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Letϕp be the measurable mapping such thatϕp (ωn0 )=Rp ◦T˜−1p (n/p), so thatϕp (ω
pt
0 )=
Rp ◦ T˜−1p (t): then for any u ≥ t , in the event {V −1p (t)= u} we have(
Rp ◦ T˜−1p ◦ϑpV
−1
p (t )
)
(V −1p (t))=
(
Rp ◦ T˜−1p ◦ϑpu
)
(u)=ϕp (ωpu0 )◦ϑpu ≥ϕp (ω
pt
0 )◦ϑpu
with the last inequality following from the monotonicity of n 7→ϕp (ωn0 ). In particular,
Pp
(
C⋆p (t)≥ η
)
≥Pp
(
Hp (V
−1
p (t))≥ η,V −1p (t)≥ ε
)
≥Pp
(
ϕp (ω
pt
0 )◦ϑpV
−1
p (t ) ≥ η,V −1p (t)≥ ε
)
and (3.5) finally gives
Pp
(
C⋆p (t)≥ η
)
≥Pp
(
ϕp (ω
pt
0 )≥ η,V −1p (t)≥ ε
)
≥Pp
(
Hp (t)≥ η
)−Pp (V −1p (t)≤ ε) .
Letting first p →∞, then η ↓ 0 and finally ε→ 0 gives the result, since we know that
Hp (t)⇒H∞(t) with P(H∞(t)> 0)= 1.
4. CONVERGENCE OF THE HEIGHT PROCESS
In this section we state and prove the following triangular version of Theorem B.
Theorem B’ (Triangular version of Theorem B). If Assumptions G’, C1’ and C2’ are sat-
isfied and the asymptotic independence relation
(IC1’) Pp
(
cpR(1)≥ ε |T (1)≥ δp
)→ 0 for every ε,δ> 0
holds, thenΠp ⇒Π∞ whereΠ∞ is theψ/φ snake. In particular,Hp
fdd⇒ |Π∞( ·)|.
The rest of the section is devoted to the proof of Theorem B’: until the end of this
section, we thus assume that all the assumptions of Theorem B’ hold. The core of the
proof is given in this section, and the lengthy proof of a technical result (Proposition 4.1)
is in Section 7.
First, we note that the assumptions made imply that (Rp ,Tp ,Zp ) ⇒ (R∞,T∞,Z∞)
with R∞⊥ (Z∞,T∞). Indeed, Rp ⇒ R∞ by assumption and (Tp ,Zp ) ⇒ (T∞,Z∞) by
Proposition 3.1. Moreover, the independence condition (IC1’) means precisely that in
the limit, R∞ and T∞ do not jump simultaneously, and as any accumulation point of
(Rp ,Tp ,Zp ) is necessarily a subordinator, this implies that R∞⊥ T∞ from which we get
R∞⊥ (T∞,Z∞).
In order to prove Theorem B’, we will need the following stronger independence
property. The proof is rather long and technical, and thus postponed to Section 7.
Proposition 4.1. Assume that the assumptions of Theorem B’ hold. Then for any finite
set J ⊂Rwe have R∞⊥ (Z t∞,T t∞)t∈J .
Remark 4.2. In Theorem E, we introduce a simple extension of a Bellman–Harris forest.
In this case, one can check that Rp⊥ (Tp ,Zp ) but that Rp is in general not indepen-
dent from (Z tp ,T
t
p )t∈J for |J | > 1. As a consequence, the passage from R∞⊥ (T∞,Z∞)
to Proposition 4.1 only holds asymptotically and actually requires some delicate argu-
ments developed in Section 7.
Recall from Theorem A’ that (Πp ) is tight. Since by assumptions we have (Sp ,Hp )⇒
(S∞,H∞) and (Rp ,Tp ,Zp ) ⇒ (R∞,T∞,Z∞) with R∞⊥ (T∞,Z∞), it follows by duality
and the previous result that the sequence(
Sp ,Hp ,Πp , (Zˆ
t
p , Tˆ
t
p , Rˆ
t
p )t∈Q
)
is tight. Consider any accumulation point and assume without loss of generality in the
rest of this section that there is almost sure convergence
(4.1)
(
Sp ,Hp ,Πp , (Zˆ
t
∞, Tˆ
t
p , Rˆ
t
p )t∈Q
)
→
(
S∞,H∞,Π∞, (Zˆ t∞, Tˆ
t
∞, Rˆ
t
∞)t∈Q
)
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with Rˆ t∞⊥ (Zˆ t∞, Tˆ t∞) for any t ∈Q andΠ∞ continuous with life-time process H∞. Since
(4.2) (Tˆ t∞)
−1(t − s)=H∞(t)−min
[s,t ]
H∞, 0≤ s ≤ t ∈Q
(see for instance [24, Lemma 5.3]) we obtain in particular Rˆ t∞⊥ H∞(t). Actually, as a
consequence of Proposition 4.1, a stronger result holds.
Lemma 4.3. For any t ∈Qwe have Rˆ t∞⊥H∞.
Proof. According to Proposition 4.1 we have R∞⊥ (T u∞,u ∈ J ) for any finite set J ⊂ R,
which implies Rˆ t∞⊥ (T u∞ ◦ϑt ,u ∈ J ) for every t ∈Q. Since T u∞ ◦ϑt = Tˆ t−u∞ (i.e., reverting
time from t and then shifting by u is the same as reverting time from t−u) andH∞(u)=
(Tˆ u∞)
−1(u) we obtain the result. 
Lemma 4.4. For any t ∈Qwe haveΠ∞(t)=L (Rˆ t∞ |H∞(t )).
Proof. Since Rˆ t∞⊥ H∞(t) and Rˆ t∞ is a subordinator, Rˆ t∞ does not jump at time H∞(t)
and so Lemma 2.1 and the convergence (4.1) imply that
Πp (t)=L
(
Rˆ tp |Hp (t )
)
→L (Rˆ t∞ |H∞(t ))
with the convergence holding in the usual Skorohod space. On the other hand, since
Πp →Π∞ withΠ∞ continuous, we have also Πp (t)→Π∞(t), this time in W . From these
two convergences one gets the desired result. 
For s ≤ t with t ∈Q, we define
Π˜∞(s, t)=L
(
Rˆ t∞ |(Tˆ t∞)−1(t−s)
)
.
Intuitively, Π˜∞(s, t) is the section of the chronological spine from t that does not overlap
the chronological spine from s.
Lemma 4.5. Let s ≤ t with t ∈ Q. Then Π∞(t) =
[
Π∞(s), Π˜∞(s, t)
]
min[s,t]H∞ . More-
over, conditionally on H∞, Π˜∞(s, t) is a subordinator with Laplace exponent φ killed
at (Tˆ t∞)
−1(t − s) and independent from (Π∞(u),u ≤ s).
Proof. That conditionally on H∞, Π˜∞(s, t) is a subordinator with Laplace exponent φ
killed at (Tˆ t∞)
−1(t − s) is immediate from its definition and the fact that Rˆ t∞ is a subor-
dinator with Laplace exponent φ independent from H∞. It remains to prove Π∞(t) =[
Π∞(s), Π˜∞(s, t)
]
min[s,t] H∞ and the conditional independence.
Proof of the relation Π∞(t) =
[
Π∞(s), Π˜∞(s, t)
]
min[s,t]H∞ . We have seen in the proof of
Theorem A’ that Πp (t) |min[s,t] Hp−2cp= Πp (s) |min[s,t] Hp−2cp : letting p →∞ we thus ob-
tain Π∞(t) |min[s,t]H∞= Π∞(s) |min[s,t]H∞ (using as before the convergence of the Rˆ tp ’s,
their asymptotic independence with H∞ and Lemma 2.1) and so
Π∞(t)=
[
Π∞(t),Θmin[s,t] H∞ (Π∞(t))
]
min[s,t] H∞
= [Π∞(s),Θmin[s,t] H∞ (Π∞(t))]min[s,t]H∞ .
Since Π∞(t) = L (Rˆ t∞ |(Tˆ t∞)−1(t )) (Lemma 4.4) and (Tˆ
t
∞)
−1(t − s) = H∞(t)−min[s,t ]H∞
(Relation (4.2)) we obtain
Θmin[s,t]H∞ (Π∞(t))=L
(
Rˆ t∞ |(Tˆ t∞)−1(t−s)
)
.
Combining the last two displays proves the desired relation.
Proof of the conditional independence. We now prove that Π˜∞(s, t) is independent of
(Π∞(u),u ≤ s) conditionally on H∞. For finite p, define
Π˜p (s, t)= L (Rˆ tp |(Tˆ tp )−1(t−s)−).
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We have (Π˜p (s, t),Θs (Sp)) ∈ mF≥[ps] and ((Rˆup )u≤s ,Sp |s ) ∈ mF<[ps] which implies by
letting p→∞ that (
Π˜∞(s, t),Θs (S∞)
)
⊥
(
(Rˆu∞)u≤s,u∈Q,S∞ |s
)
.
Since Π∞(u)=L (Rˆu∞ |H∞(u)) for u ∈Q, this gives(
Π˜∞(s, t),Θs (S∞)
)
⊥
(
(Π∞(u))u≤s ,S∞ |s
)
(note that we can remove the condition u ∈Q by continuity of Π∞) which further gives
the independence between Π˜∞(s, t) and (Π∞(u),u ≤ s) conditionally on S∞. Since fi-
nally σ(S∞)=σ(H∞) this gives the desired conditional independence result. 
We can now prove Theorem B’.
Proof of Theorem B’. We already know that its life-time process is H∞ and is the height
process associated to S∞. Thus according to Theorem 2.3 we only have to show that
conditionally on H∞, Π∞ is (time-inhomogeneous) Markovian and satisfies for every
s ≤ t the equality in distribution
Π∞(t)= [Π∞(s),Γ]min[s,t] H∞
withΓ an independent subordinatorwith Laplace exponentφ killed atH∞ (t)−min[s,t ]H∞.
To do so, we only have to prove that
E
[
f (Π∞(t)) |H∞,Π∞(u),u ≤ s
]= E[f ([Π∞(s),Γ]min[s,t] H∞) |H∞,Π∞(s)] .
For t ∈Q this is a direct consequence of Lemma 4.5, and so the result follows by conti-
nuity ofΠ∞. 
5. CONVERGENCE OF THE CONTOUR PROCESS
In this section we state and prove the following triangular version of Theorem C.
Theorem C’ (Triangular version of Theorem C). If Assumptions G’, C1’ and C2’ are sat-
isfied, if (IC1’) holds and if
(IC2’) P
(
|P ∗p | ≥ εpgp | vpV ∗p ≥ δ
)
−→
p→∞0 for every ε,δ> 0,
then V∞ is independent ofH∞ and cp/vp →∞. In particular, C⋆p
fdd⇒ H∞ ◦V −1∞ .
Under the assumptions of this theorem, we know by Theorem B’ that Πp ⇒Π∞ and
since Vp ⇒ V∞, we can assume without loss of generality that (Πp ,Vp )⇒ (Π∞,V∞) with
an unknown (at this point) correlation structure between Π∞ and V∞.
As wewill see, themain idea is that the asymptotic behavior of Vp andCp is governed
by long edges, i.e., edges with length ≥ ε/vp for some ε > 0. In contrast, H and C⋆ only
“see”, by construction, the birth times of individuals, which are of the order of 1/cp and
are thus somehow insensitive to long edges because, intuitively, these long edges are
close to the leaves.
To formalize this idea, for each ε> 0 and k ≥ 0 we consider λk the kth individual with
an edge longer than ε/vp and λ+k its last child: λ0 = 0 and for k ≥ 1,
λk =min
{
n >λk−1 :Vn ≥ ε/vp
}
and λ+k = inf
{
n ≥λk : S(n)= S(λk )−1
}
.
In particular, {λk , . . . ,λ
+
k
−1} is the set of λk ’s descendants (including λk ) and⋃
k≥0
{
λk , . . . ,λ
+
k −1
}
.
is the set of individuals with an ancestor (including potentially the individual herself)
with an edge ≥ ε/vp . Note that the sequences (λk ) and (λ+k ) depend on p and ε but
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this dependency is omitted from the notation for simplicity. We will also denote with ·˜
scaled versions of these random times, namely
λ˜+k =
1
p
λ+k and λ˜
+
k =
1
p
λ+k
We finally define λ∞
k
as the time of the kth jump ≥ ε of V∞. Note that since Vp ⇒ V∞,
standard properties of the Skorohod topology imply that
(5.1)
(
λ˜k ,k ≥ 0
)⇒ (λ∞k ,k ≥ 0) ,
see for instance [13, Proposition VI.2.17].
We will thus consider sequences (Xp,ε) indexed by the scaling parameter p and also
by ε, and for such sequences we will use the notation Xp,ε ⇒p,ε X to mean that Xp,ε
converges weakly to X when we let first p→∞ and then ε ↓ 0, or more formally that for
every bounded continuous function f we have
limsup
p→∞
∣∣E[ f (Xp,ε)]−E[ f (X )]∣∣−→
ε→0
0.
For instance, standard properties of the Skorohod topology imply that V <εp (t)⇒p,ε dt for
each fixed t ≥ 0, where d≥ 0 denotes the drift of the process V ∞ and V <εp for p ∈N∪ {∞}
is obtained from Vp by only keeping jumps < ε, i.e., by removing all jumps ≥ ε.
5.1. Step 1: cp/vp →∞. The proof of cp/vp →∞ relies on the next lemma which shows
that the time spent visiting subtrees rooted at long edges is negligible.
Lemma 5.1. For every k ≥ 0we have λ˜+
k
− λ˜k ⇒ 0.
Proof. Wenote thatλ+
k
−λk is equal in distribution to the hitting time of−M by S, where
M⊥ S is distributed as |Pλ1 |. Since Sp ⇒ S∞, the time needed for S to hit −εpgp is of
the order of p. Since |Pλ1 |/(pgp)⇒ 0 by assumption, i.e., M is negligible compared to
pgp , the hitting time ofM is also negligible compared to p, hence the result. 
We now prove that cp/vp →∞: by working along appropriate subsequences assume
without loss of generality that vp/cp → ℓ = limsupp (vp/cp ). Since R(k) ≤ VT (k)−1 we
have
H([pt ])=
( ∑
k :T (k)≤[pt ]
R(k)
)
◦ϑ[pt ] ≤
( ∑
k :T (k)≤[pt ]
VT (k)−1
)
◦ϑ[pt ].
Let
Ep =
{
[pt ] ∉
⋃
k≥1
{
λk , . . . ,λ
+
k −1
}}
be the event that no ancestor of [pt ] has long edges. In Ep we have
H([pt ])≤
∑
j≤[pt ]
V j1
(
V j < ε/vp
)
and so upon scaling, we get vpHp (t)/cp ≤ V <εp (t) in Ep . Since Hp (t) ⇒ R∞(T−1∞ (t)),
V
<ε
p (t)⇒p,ε dt andP(Ep)→ 1 as a consequence of Lemma5.1, weobtain thatP(ℓR∞(T−1∞ (t))≤
dt)= 1 which can only hold if ℓ= 0.
5.2. Step 2: snake-like property. Let in the sequel
X (m)= sup
{0,...,m}
S−S(m).
In the following statement, we consider a functionalW whose kth increment is a func-
tional of the sequence of sticks between the kth and (k +1)th record time of the path
S. By standard fluctuation theory, W can be seen as a renewal process whose time is
measured in local time units for the reflected process X .
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The basic idea behind the next relation consists in decomposing the processW be-
fore and after the local time corresponding to the excursion of X straddling t . We refer
the reader to Figure 6.
Lemma 5.2 (Snake-like property). Let Z ∈mF<T (1) and
(5.2) W =
∑
k∈N
Z ◦θT (k) ǫk+1.
ThenW |T˜−1(m)∈F≤m and if m is not a weak record time for the walk S, then
(5.3) ΘT−1(m)(W ) =Θ(Z m )−1◦X (m)(Wm ) and W =
[
W,Θ(Z m )−1◦X (m)(W
m )
]
T˜−1(m)+1 .
Proof. The fact that W |T˜−1(m)∈ F≤m is a direct consequence of the assumption Z ∈
mF<T (1) and the fact that T (T˜−1(m))≤m and is a stopping time.
Consider now m which is not a weak ascending ladder height time and let us prove
the two relations of (5.3). SinceW = [W,Θh(W )]h for every h ≥ 0, the second relation fol-
lows directly from the first one with h = T−1(m) since, whenm is not a weak ascending
ladder height time, we have T−1(m)= T˜−1(m)+1.
As for the first one,ΘT−1(m)(W ) is obtained by skipping the T
−1(m) first excursions of
S reflected at its maximum. In terms of the shifted processWm at timem, this amounts
to skipping the excursions needed to escape the “valley” in which m sits, see Figure 6
for an explanation of this loose statement on a picture. The shifted process needs to
reach level X (m) to escape the valley, and the number of excursions needed to do so is
precisely given by (Z m)−1 ◦X (m) by definition of Z m . This proves the result. 
5.3. Step 3: Π∞⊥ V∞ by a perturbation argument. In this step we prove that Π∞⊥ V∞
through a perturbation argument. We first introduce the perturbed sequence, explain
the main idea and prove that S∞⊥ V∞ in Section 5.3.1. The independence between Π∞
and V∞ is then established in Section 5.3.2.
5.3.1. Perturbed sequence, main idea and S∞⊥ V∞. For each p ≥ 1, let (V ′n ,P ′n ) be a se-
quence of i.i.d. random variables, independent of (Vn ,Pn ) and with the same law as
that of (V ∗p ,P
∗
p ) conditioned on V
∗
p < ε/vp . Out of the sequence (V ′n ,P ′n ) and the origi-
nal sequence (Vn ,Pn ), we define a new sequence of sticks(
V̂n ,P̂n
)
=
{
(Vn ,Pn ) if Vn < ε/vp ,(
V ′n ,P
′
n
)
else.
Then (V̂n ,P̂n ) forms a sequence of i.i.d. random variables with common distribution
the law of (V ′1,P
′
1) and we will denote with a hat ·̂ all the processes defined from this
sequence of sticks, e.g., Π̂, Π̂p , etc. Moreover, by construction we have(
(λk ,Vλk ,Pλk ),k ≥ 1
)⊥ ((V̂n ,P̂n ),n ≥ 1)
which implies for instance that
Π̂p⊥ V ≥εp
with V ≥εp = Vp−V <εp obtained from Vp by only keeping jumps≥ ε. If we can show that the
perturbation induced by the (V ′n ,P
′
n )’s is negligible in the sense that Πp (t)− Π̂p (t)⇒ 0
for each fixed t , then we will get Π∞⊥ V∞ (because V ≥εp ⇒p,ε (V∞(t)−dt , t ≥ 0)). This is
the object of the next section, and before going on we use these arguments to show that
S∞⊥ V∞.
The fact that Sp − Ŝp ⇒ 0 is a direct consequence of the assumption (IC2’) and the
fact that ((Vn ,Pn),n ≥ 1) and ((V̂n ,P̂n ),n ≥ 1) only differ by a locally finite number of
terms (by Lemma 5.1). More precisely, we have
(5.4) sup
[0,t ]
∣∣Sp − Ŝp ∣∣≤ 1
pgp
∑
k :λk≤[pt ]
(∣∣Pλk ∣∣+ ∣∣∣P ′λk ∣∣∣) .
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By assumption we have |Pλk |/(pgp)⇒ 0. Since
P
(∣∣∣P ′λk ∣∣∣≥ xpgp)=P(∣∣∣P ∗p ∣∣∣≥ xpgp |V ∗p ≤ εvp)≤ P
(∣∣∣P ∗p ∣∣∣≥ xpgp)
P
(
V ∗p ≤ εvp
)
we also have |P ′
λk
|/(pgp )⇒ 0. Since the number of terms in the sum in the right-hand
side of (5.4) forms a tight sequence, we get as desired that Sp − Ŝp ⇒ 0. We now show
that the perturbation does not significantly change the chronological height process as
well.
5.3.2. Perturbation of the chronological spine process. Let ((V̂ (k)n ,P̂
(k)
n ),n ≥ 1) be ob-
tained by induction as (V̂ (0)n ,P̂
(0)
n )= (Vn ,Pn ) and(
V̂ (k+1)n ,P̂
(k+1)
n
)
=
{(
V ′n ,P
′
n
)
if n =λk+1,(
V̂ (k)n ,P̂
(k)
n
)
else.
Thus, ((V̂ (k)n ,P̂
(k)
n ),n ≥ 1) and ((V̂ (k+1)n ,P̂ (k+1)n ),n ≥ 1) only differ by one element and
in order to prove that Πp (t)− Π̂p (t)⇒ 0 it is enough to prove that Π̂(k)p (t)− Π̂(k+1)p (t)⇒
0 for every k ≥ 0. Because Πp (t) = (Rp |T˜−1p (t )) ◦ϑ
[pt ], (Rp ,Tp ) ⇒ (R∞,T∞) with R∞ a
subordinator independent from T∞, it is enough to prove that
R̂(k)p − R̂(k+1)p ⇒ 0 and T̂ (k)p − T̂ (k+1)p ⇒ 0, k ≥ 0.
By shifting and using the strong Markov property, it is enough to prove the result for
k = 0. We show that Rp − R̂(1)p ⇒ 0, the convergence Tp − T̂ (1)p ⇒ 0 can be shown along
the same lines. To ease the notation let us define λ˜= 1pλ1 and let us also denote with ·
instead of with ·̂(1) all quantities defined from the (V̂ (1)n ,P̂ (1)n )’s, e.g., Rp instead of R̂(1)p ,
etc.
For the sake of simplicity, let us now assume that the drift of the subordinator Z∞ is
equal to 0. We will briefly discuss in Remark 5.3 how to adapt our argument to the case
of positive drift. Since S∞⊥ V∞, λ1 is with high probability not a record time of S and so
Lemma 5.2 entails (in an event of probability going to one)
(5.5) R =R |T˜−1(λ1) +∆R
(
T−1(λ1)
)
ǫT−1(λ1)+Θ(Z λ1 )−1(X (λ1))
(
Rλ1
)
and
(5.6) R =R |
T˜
−1
(λ1)
+∆R (T−1(λ1))ǫT−1(λ1)+Θ(Z λ1 )−1(X (λ1)) (Rλ1) .
In order to grasp more intuition on what follows, let us briefly give an interpretation of
the previous relations. Recall that for the processes R,T,Z , time is measured in local
time units for the reflected process X . The previous relation consists in decomposing
the process R (and R¯) before and after the local time corresponding to the excursion of
X straddlingλ1. In particular, (Z λ1)−1(X (λ1)) is the local time needed to exit the “valley”
straddling λ1. See Figure 6.
Since the two initial sequences of sticks coincide up to λ1, we have
R |T˜−1(λ1)=R |T˜−1(λ1) .
Next, let E be the event{
depth of the valley straddling λ1 + overshoot upon exiting the valley︸ ︷︷ ︸
for S
≥ depth of the valley︸ ︷︷ ︸
for S¯
}
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which can be formerly defined as
E =
{
Z
λ1 ◦
(
Z
λ1
)−1
◦X (λ1)≥ X (λ1)
}
and analogously, define
E =
{
Z
λ1 ◦
(
Z
λ1
)−1
◦X (λ1)≥ X (λ1)
}
.
In the event E ∩E , the two Lukaziewicz paths exit the valley straddling λ1 at the same
time, i.e.,
T ◦T−1(λ1)= T ◦T −1(λ1),
and this implies that, in this event,
Θ(Zλ1 )−1(X (λ1))
(
Rλ1
)
=Θ(Zλ1 )−1(X (λ1))
(
Rλ1
)
.
We now claim that P(E ),P(E)→ 1. Let us first consider the overshoot when exiting the
valley straddling λ1, which is given by
Z
λ1 ◦
(
Z
λ1
)−1
◦X (λ1)−X (λ1).
As X (λ1) ∈mF<λ1 and Z λ1 ∈mF≥λ1 , the latter quantity converges in distribution (af-
ter proper space rescaling by 1/pgp ) to Z∞ ◦Z −1∞ (ξ)−ξ, where ξ⊥ Z∞ is almost surely
positive. In the absence of drift for the subordinator Z∞, wemust have
Z∞ ◦Z −1∞ (ξ)−ξ> 0
because S∞ does not creep at level ξ (see for instance [3, Thereom VI.19]) and as a
consequence, Z λ1 ◦ (Z λ1)−1 ◦ X (λ1)− X (λ1) is of the order of 1/(pgp). On the other
hand, X (λ1)−X (λ1) is negligible compared to 1/(pgp ) because of (IC2’) which implies
that P(E ) → 1. By similar arguments one can prove that P(E) → 1. This shows that
P(E ),P(E)→ 1, and as discussed earlier, the last terms on the RHS of (5.5) and (5.6) are
equal.
In order to conclude the proof, we only have to show that for themiddle terms of (5.5)
and (5.6) we have
P
(
cp∆R(T
−1(λ1))≥ x
) −→
p→∞0, P
(
cp∆R(T
−1(λ1))≥ x
) −→
p→∞0
for any x > 0. We have
∆R(T−1(λ1))=∆Rλ1
(
(Z λ1)−1(X (λ1))
)
.
As X (λ1) ∈mF<λ1 and (Rλ1 ,Z λ1 ) ∈mF≥λ1 we see that cp∆R(T−1(λ1)) is equal in distri-
bution to ∆Rp (Z −1p (ζp )) with (Rp ,Zp )⊥ ζp and ζp equal in distribution to Xp (λ˜). Thus
ζp converges in distribution to some ζ∞ independent from Z∞, so that Z −1p (ζp ) ⇒
Z
−1
∞ (ζ∞) and because R∞⊥ Z∞ we obtain ∆Rp (Z −1p (ζp ))⇒ 0. In the event E ∩E we
have
∆R(T−1(λ1))=∆Rλ1
(
(Z λ1)−1(X (λ1))
)
and so the same argument as above gives cp∆R(T−1(λ1))⇒ 0. This shows that V∞⊥ Π∞
which completes the proof of Theorem C’.
Remark 5.3. As mentioned in the proof, we only proved the previous result assuming
that Z∞ has no drift. In this case, we argued that the two random walks exit the λ1-
valley at the same time with high probability. In the presence of drift, this is not the case
anymore. The two randomwalks S or S¯ can exit the valley by “creeping”. In this case, the
exit times are not equal, but their differences vanish (macroscopically) at the limit. A
similar butmore cumbersome argument can then be applied, but the spirit of the proof
remains the same.
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6. APPLICATIONS
We now come back to the two specific examples of Section 1.6.
6.1. Proof of Theorem D. In the non-triangular case andwhen |P ∗| has finite variance,
Assumptions G, C1 and C2 imply Assumptions G’, C1’ and C2’ withψ(λ)=λ2, and so in
order to prove Theorem D we only have to check that conditions (IC1) and (IC2) hold.
We first check (IC2). Fix ε> 0 and let λ= inf{n ≥ 0 :Vn ≥ ε/vp }. Then for every K > 0
P
(|P ∗| ≥ xpp | vpV ∗ ≥ ε)=P(|Pλ| ≥ xpp)≤P(λ≥ [K p])+P( max
i∈{0,...,[Kp]}
|P i | ≥ x
p
p
)
.
Since |P ∗|has finite variance, the second term vanishes whenwe let p→∞, while since
Vp ⇒ V∞ we have that λ/p is tight, and so the first term also vanishes when we let first
p→∞ and then K →∞.
We now turn to (IC1). We have
P
(
cpR(1)≥ ε |T (1)≥ δp
)= P(cpR(1)≥ ε,T (1)≥ δp)
P
(
T (1)≥ δp) .
In the finite variance case, the tail of the ladder height time of a recurrent, zero-mean
randomwalk with finite variance decays asymptotically like x−1/2 up to amultiplicative
constant. Applying this result to S and −S, we obtain the existence of finite and positive
constants κ1,κ2 such that
P(T (1)≥ x)∼κ1x−1/2 and P(τ−1 ≥ x)∼κ2x−1/2 as x→∞,
and in particular, in order to prove (IC1) we only have to prove that
p
p P
(
cpR(1)≥ ε,T (1)≥ δp
)→ 0.
Since x 7→ 1−e−x is decreasing, Markov inequality gives
P
(
cpR(1)≥ ε,T (1)≥ δp
)
≤ 1
(1−e−ε)(1−e−δ)E
((
1−e−cpR(1)
)(
1−e−T (1)/p
))
and so in order to prove the result, it is enough to show that
p
pE
((
1−e−cpR(1)
)(
1−e−T (1)/p
))
−→
p→∞0.
Considering F (t ,z,r )= (1−e−t/p )(1−e−cp r ) in (2.3) and using the notation ξ= |P ∗|, we
obtain
E
((
1−e−T (1)/p
)(
1−e−cpR(1)
))
=
∑
t ,x,z
E
((
1−e−t/p
)(
1−e−cp Az (P ∗)
)
;ξ= x+ z
)
P(τ−x−1 = t −1)
=
∑
x,z
E
(
1−e−cp Az (P ∗);ξ= x+ z
)
E
(
1−e−(τ−x−1+1)/p)
=
∑
x≥1
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x
)(
1−e−1/puxp
)
where the initial sum is taken over t ,x ≥ 1 and z ≥ 0 and up = E(e−τ
−
1 /p ). We thus have
p
pE
((
1−e−T (1)/p )(1−e−cpR(1)))=pp ∑
x≥1
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x
)(
1−uxp
)
+o(1)
with o(1) an error term that vanishes as p →∞. We split the sum into two terms, de-
pending on whether x is large or not. Fix until further notice some η > 0, and consider
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the terms x ≤ ηpp: we have
p
p
∑
x≤ηpp
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1
) (
1−uxp
)
≤pp
(
1−uη
p
p
p
) ∑
x≤ηpp
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1
)
≤pp
(
1−uη
p
p
p
)∑
x
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1
)
=ppE
(
1−e−cpR(1)
)
×
(
1−uη
p
p
p
)
= 1−uη
p
p
p .
From the tail behavior P(τ−1 ≥ x)∼ κ2x−1/2, standard Tauberian theorems imply the ex-
istence of a finite constant κ such that E(1−e−λτ−1 )∼κλ1/2 as λ→ 0 (see for instance [4,
Corollary 8.1.7]), which implies in particular that 1−uη
p
p
p → 1−e−ηκ. Thus we obtain
limsup
p→∞
p
p
∑
x≤ηpp
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1
) (
1−uxp
)
≤ 1−e−ηκ.
Let us now look at the other terms corresponding to x ≥ ηpp: we have
p
p
∑
x≥ηpp
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1
)(
1−uxp
)
≤pp
∑
x≥ηpp
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1
)
=pp
∑
x≥ηpp
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1,ξ≥ ηpp
)
≤pp
∑
x
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1,ξ≥ ηpp
)
.
From (2.2) we obtain
E
(
1−e−cpR(1); |PT (1)−1| ≥ η
p
p
)=∑
x
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1,ξ≥ ηpp
)
and so using Cauchy–Schwarz inequality we get
p
p
∑
x≥ηpp
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1
) (
1−uxp
)
≤pp
√
E
[(
1−e−cpR(1))2]P(|PT (1)−1| ≥ ηpp)
≤ η−1/2
√p
pE
(
1−e−2cpR(1)
)
E
(∣∣PT (1)−1∣∣ ; ∣∣PT (1)−1∣∣≥ ηpp).
Since |P ∗| is assumed to have finite variance, |PT (1)−1| has finitemean and so as p→∞
we have E(|PT (1)−1|; |PT (1)−1| ≥ ηpp)→ 0. On the other hand, the fact that R(1) is in the
domain of attraction of a β-stable distribution and the choice of cp (which ensures that
R∞ has Laplace exponent λβ) implies that
p
pE(1−e−2cpR(1))→ 2β, and so we get
p
p
∑
x≥ηpp
E
(
1−e−cp Aξ−x (P ∗);ξ≥ x+1
) (
1−uxp
)
−→
p→∞0.
We have thus proved that for any η> 0,
limsup
p→∞
p
pE
((
1−e−tT (1)/p
)(
1−e−cpR(1)
))
≤ 1−e−ηκ.
Letting η→ 0 concludes the proof of (IC1).
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6.2. Proof of a triangular version of Theorem E. The following result extends Theo-
rem E to a triangular setting.
Theorem E’ (Triangular version of Theorem E). Assume that:
• AssumptionsG’ and C2’ are satisfied and V ∗p and |P ∗p | are independent;
• conditionally on (V ∗p , |P ∗p |) = (v,n), the locations of the atoms of P ∗p are i.i.d.
with common distribution vXp for some random variable Xp ∈ (0,1];
• liminfp E(Xp )> 0.
ThenAssumptionC1’ is satisfiedwith cp = v[1/gp ]/E(Xp ) andR∞ = V∞, and (IC1’) and (IC2’)
hold. In particular,Π∞ is theψ/ϕ-snake with ϕ the Laplace exponent of V∞.
Proof. We need to check Assumption C1’ and that the asymptotic independence con-
ditions (IC1’) and (IC2’) hold. Let for simplicity define ξ = |PT (1)−1|. It is well-known
that conditionally on ξ = n, Z (1) is uniformly distributed on {0, . . . ,n − 1} (this can be
checked from (2.2)). Given the law of (V ∗p ,P
∗
p ), it follows that R(1) conditioned on ξ=n
is equal in distribution to V ∗p X
(U :n)
p where V
∗
p ,X
1
p , . . . ,X
n
p and U are independent, the
X kp are i.i.d. distributed as Xp , U is uniformly distributed on {1, . . . ,n} and X
(k :n)
p is the
kth order statistic of the (X 1p , . . . ,X
n
p ). Since X
(U :n)
p is equal in distribution to Xp by ex-
changeability, we obtain that R(1) is independent from ξ, and thus from T (1), and is
equal in distribution to V ∗p Xp with V
∗
p ⊥ Xp .
It follows that Assumption C1’ is satisfied with cp = v[1/gp ]/E(Xp ) and R∞ = V∞. The
independence condition (IC1) also holds since we have just argued that
Pp(cpR(1)≥ ε | T (1)≥ δp)=P(cpV ∗p Xp ≥ ε)→ 0.
Further, (IC2) holds since V ∗p ⊥ |P ∗p | by assumption and pgp →∞. 
7. PROOF OF PROPOSITION 4.1
In the following, form ∈N, t ≥ 0 and p ∈N∪ {∞} we define
(7.1) X (m)= sup
{0,...,m}
S−S(m) and Xp (t)= sup
[0,t ]
Sp −Sp (t)=− inf
[0,t ]
Sˆ tp .
To prove Proposition 4.1 we will repeatedly use the following two simple lemmas.
The first lemma is obvious but the situation it considers will actually be often encoun-
tered in what follows. The second lemma follows from Lemma 2.1 and the assump-
tion (Rp ,Tp )⇒ (R∞,T∞) with R∞⊥ T∞ (so that that R∞ is almost surely continuous at
any random time Γ ∈mσ(T∞)). Recall also that under Condition G’ we have proved in
Proposition 3.1 that T−1p ⇒T−1∞ which is also needed in the proof.
Lemma 7.1. If the pair (A∞,B∞) is the weak limit of a sequence (Ap ,Bp ) such that Ap ∈
mF<[pt ] and Bp ∈mF≥[pt ] for some t ≥ 0, then A∞⊥ B∞.
Lemma 7.2. If Condition G’ holds and (Rp ,Tp )⇒ (R∞,T∞) with R∞⊥ T∞, then for any
t ≥ 0we have Rp |T−1p (t )⇒R∞ |T−1∞ (t ) as well as Rp |T−1p (t )−⇒R∞ |T−1∞ (t ).
For 0≤ s ≤ t let
Ξ
s (t)= (T s∞ |(T s∞)−1(t−s)−,Z s∞ |(T s∞)−1(t−s)−) .
Since Rup is distributed as Rp , the sequence (R
u
p ) is tight. In the following, we will as-
sume without loss of generality by working along appropriate subsequences that Rup ⇒
Ru∞ with R
u
∞ equal in distribution to R∞, and that this convergence holds jointly with
any other random variables needed. In particular, the Ru∞ are assumed to live on the
same probability space as all the other random variables previously defined, in particu-
lar S∞ and R∞.
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7.1. Subordinator decomposition. We first extend the snake-like property of Proposi-
tion 5.2 to the continuum. For further notice wemake the following remark.
Remark 7.3. Under Condition G’, S suitably rescaled converges to a Lévy process with
infinite variation and so the condition “m is not a weak record time” holds with high
probability. In particular, without loss of generality and in order to avoid cumbersome
statements we will henceforth assume that (5.3) always holds, thereby neglecting an
event of vanishing probability.
Themain application of Proposition 5.2 is to disentangle the dependence of the sub-
ordinators R∞,T∞,Z∞ in the past before time t and in the future after time t , where
time is nowmeasured in real time units. This is the purpose of the next result.
Proposition 7.4. For any s ≤ t ∈ R such that ∆S∞(t − s) = 0, (T s∞,Z s∞) can be expressed
as a measurable function of T t∞, Z
t
∞,Ξ
s (t) and X∞(t).
Proof. Upon shifting time, it is enough to prove the result for s = 0. By definition we
have
(7.2) T∞ =
[
T∞,ΘT−1∞ (t )(T∞)
]
T−1∞ (t )−
+ǫT−1∞ (t )∆T∞
(
T−1∞ (t)
)
and
(7.3) Z∞ =
[
Z∞,ΘT−1∞ (t )(Z∞)
]
T−1∞ (t )−
+ǫT−1∞ (t )∆Z∞
(
T−1∞ (t)
)
.
Nowwe claim that the shifted processes are given by
(7.4) ΘT−1∞ (t )(T∞)=Θ(Z t∞)−1◦X∞(t )(T
t
∞) and ΘT−1∞ (t )(Z∞)=Θ(Z t∞)−1◦X∞(t )(Z
t
∞)
while the jumps are given by
(7.5) ∆T∞(T−1∞ (t))= T t∞ ◦ (Z t∞)−1 ◦X∞(t)+
(
t −T∞(T−1∞ (t)−)
)
and
(7.6) ∆Z∞(T−1∞ (t))=∆Z t∞
(
T t∞ ◦ (Z t∞)−1 ◦X∞(t)
)
.
Indeed, all relations (7.4)–(7.6) hold at the discrete level, i.e., by replacing∞by p <∞:
for (7.4) this is obtained after scaling fromLemma 5.2; for (7.5) and (7.6) this comes from
the fact that T (T−1(m))−m = Tm ◦ (Z m)−1 ◦X (m) which expresses the fact that, for the
shifted process, the time needed to exit the “valley” straddling t is equal to the time
needed to go above level X (m) (see Figure 6): this directly implies (7.5) and also (7.6)
because both sides then correspond to the overshoot when exiting the valley.
Since these relations hold at the discrete level, (Tp ,Zp )⇒ (T∞,Z∞) and we consider
a continuity point of all the processes involved, we can invoke Lemma 2.1 to justify the
passage to the limit p =∞ and thus obtain (7.4)–(7.6). This completes the proof of the
result. 
A direct consequence of the next result is that Proposition 4.1 holds for negative in-
dices. Recall the random variables Ru∞ introduced after Lemma 7.2, which are weak
limits of the Rup assumed to live on the same probability space than S∞.
Corollary 7.5. Assume that the assumptions of Theorem B’ hold. Then for any finite set
J ⊂R∩ (−∞,0) we have
R∞⊥
((
Z
u
∞,T
u
∞,R
u
∞ |(T u∞)−1(−u)
)
u∈J , Sˆ
0
∞
)
.
Proof. Let G∞ = (Ru∞ |(T u∞)−1(−u))u∈J and Gp = (Rup |(T up )−1(−u)−)u∈J for p ∈ N. By working
under appropriate subsequences, it follows from Lemma 7.2 that(
Gp , Sˆ
0
p ,Rp ,Zp ,Tp
)
⇒
(
G∞, Sˆ0∞,R∞,Z∞,T∞
)
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Since for finite p ∈ N we have (Gp , Sˆ0p ) ∈mF<0 while (Rp ,Zp ,Tp ) ∈mF≥0, Lemma 7.1
shows that (G∞, Sˆ0∞)⊥ (R∞,Z∞,T∞). Since by assumption we have R∞⊥ (Z∞,T∞), this
gives further R∞⊥ (Z∞,T∞,G∞, Sˆ0∞). This finally entails the desired result as the re-
maining random variables (Z u∞,T
u
∞)u≤0 aremeasurable with respect to (Z∞,T∞, Sˆ
0
∞) in
view of Proposition 7.4 (because T∞ |T−1∞ (t )−,Z∞ |T−1∞ (t )− and X∞(t) aremeasurable with
respect to Sˆ t∞). 
Remark 7.6. Contrary to the shifted process T s∞ that can be directly defined through the
shifted path Ss∞, the process R
s
∞ has no other obvious definition at the continuum than
its existence in terms of the limit of its discrete counterpart.
We will finally need the following result, whose proof uses the same continuity ar-
guments as in the proof of Proposition 7.4. Note in particular (and this is rather cru-
cial) that R∞ and Rs∞ are continuous at the points considered because R∞⊥ T∞ and
Rs∞⊥ (Z s∞,X∞(s)). Note also that in contrastwith the similar decompositions (7.2) and (7.3)
for T∞ andZ∞, there is no extra atom in the decomposition of R∞ because of this inde-
pendence structure.
Proposition 7.7. Assume that the assumptions of Theorem B’ hold. Then for every s ≥ 0,
we have almost surely that
(7.7) R∞ =
[
R∞,Θ(Z s∞)−1◦X∞(s)(R
s
∞)
]
T−1∞ (s)
=
[
R∞,Θ(Z s∞)−1◦X∞(s)(R
s
∞)
]
T−1∞ (s)− .
7.2. Another path decomposition. The proof of Proposition 4.1 relies on one extra path
decomposition presented now. We begin with the following result, which is a conse-
quence of excursion theory applied to the process reflected at its supremum.
Lemma 7.8. Let (Gt ) be a filtration such that S∞ is still a Lévy process with respect to
this filtration. Fix some τ ≥ 0 and let e := (S∞(t +H)−S∞(H), t ∈ [0,τ−H ]) with H =
T∞(T−1∞ (τ)−) be the last negative excursion of S∞ away from its supremum. If X ∈mGH
then X and e are independent conditionally on H.
Corollary 7.9. Let J ⊂ R be any finite set withmin J = 0, τ >max J and e and H defined
as in the previous lemma. Then e and R∞ |T−1∞ (τ) are independent conditionally on the
shifted/stopped processes (Ξs(τ), s ∈ J ).
Proof. Themain idea is to apply the previous lemmawith the filtrationGt =σ(Zt ) where
Zt =
(
R∞ |T−1∞ (t ),S∞ |t
)
, t ≥ 0,
and X = ZH . We decompose the proof into two steps.
Step 1. We first prove that the assumptions of the previous result hold: by definition we
have X ∈mGH and so we need to show that S∞ is a Lévy process in the filtration (Gt ).
To do so we only have to prove that for any bounded and continuous functions f and g
and any t ≥ 0 we have
E
[
f (Θt (S∞))g
(
R∞ |T−1∞ (t ),S∞ |t
)]
= E
[
f (S∞)
]
E
[
g
(
R∞ |T−1∞ (t ),S∞ |t
)]
.
For finite p this is true as
Θt (Sp )∈mF≥[pt ] while
(
Rp |T−1p (t )−,Sp |t
)
∈mF<[pt ]
and so the result follows by letting p→∞.
Step 2. In the first step we have proved that the assumptions of the previous lemma
hold, which gives the independence between ZH and the excursion e conditionally on
H . By definition of H , S∞ does not accumulate any local time at its maximum on [H ,τ]
and so we have T−1∞ (τ)= T−1∞ (H). Thus, we obtain the independence between
(7.8)
(
R∞ |T−1∞ (τ),S∞ |H
)
and e
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conditionally on H . Let σ∗ =min{s ∈ J ∪ {τ} : s ≥H } and define
A =
(
Ξ
s (τ), s ∈ J ∩ [0,σ∗)
)
and B =
(
Ξ
s (τ), s ∈ J ∩ [σ∗,τ]
)
.
Then by definition of H we have A ∈mσ(S∞ |H ) while B ∈mσ(e). Thus (7.8) implies
that (
R∞ |T−1∞ (τ),A
)
and (e,B)
are independent conditionally onH . If X⊥ (Y ,Z ), then X and Y are independent condi-
tionally on Z : using this observation twice, we obtain from the previous independence
statement that (
R∞ |T−1∞ (τ)
)
and e
are independent conditionally on (H ,A,B) and so also simply conditionally on (A,B)
since H ∈mσ(A). This completes the proof of the result. 
7.3. Proof of Proposition 4.1. We decompose the proof into several steps. The last step
of the proof will use the following lemma.
Lemma 7.10. If S1 and S2 are two i.i.d. subordinators, then for any random time κ inde-
pendent from (S1,S2), [S1,S2]κ is distributed as S1 and is independent of κ.
Step 0. The very first step is to show that it is enough to prove the result for finite sets
J such that 0 =min J . Indeed, assume this is the case and consider any finite set J ⊂ R
with 0 ∈ J . Write J = J− ∪ J+ where J− consists of all the strictly negative indices and
J+ ⊂R+. Lemma 7.1 implies that(
R∞,
(
Z
s
∞,T
s
∞
)
s∈J+
)
⊥ Sˆ0∞
and thus
R∞⊥
(
Sˆ0∞,
(
Z
s
∞,T
s
∞
)
s∈J+
)
since we assume R∞⊥
(
Z
s
∞,T
s
∞
)
s∈J+ . Sincemin J+ = 0 and (Z
u
∞,T
u
∞) ∈mσ(Z∞,T∞, Sˆ0∞)
for any u ≤ 0 by Proposition 7.4 we get the desired result.
Therefore, the rest of the proof is devoted to proving that
R∞⊥
(
T t∞,Z
t
∞
)
t∈J
for any finite set J ⊂ Q with min J = 0. The proof operates by induction on |J | ≥ 1. For
|J | = 1 this is simply R∞⊥ (Z∞,T∞) which holds by assumption, so let J ⊂Q be a finite
set with min J = 0, let τ >max J and J+ = J ∪ {τ}: assuming that R∞⊥ (T s∞,Z s∞)s∈J , the
rest of the proof is devoted to proving that R∞⊥ (Z s∞,T s∞)s∈J+ , i.e., that
(7.9) E
[
f (R∞)g
(
(Z s∞,T
s
∞)s∈J+
)]= E[ f (R∞)]E[g ((Z s∞,T s∞)s∈J+ )]
for any boundedmeasurable functions f ,g . Recall the random variables Rs∞ introduced
after Lemma 7.2 and in order to ease the notation, for s ∈ J define
Γ=Θ(Z τ∞)−1◦X∞(τ)(R
τ
∞)
so that
R∞ = [R∞,Γ]T−1∞ (τ)
in view of Proposition 7.7. We now investigate in more details the structure of this de-
composition.
Step 1. A consequence of Corollary 7.5 (replacing R∞ with Rτ∞ and taking u =−τ) is that
Rτ∞⊥
(
(Z s∞,T
s
∞)s∈J+ ,R∞ |T−1∞ (τ),X∞(τ)
)
.
As Rτ∞ is a β-stable subordinator, this entails that Γ is a β-stable subordinator indepen-
dent from
(
(Z s∞,T
s
∞)s∈J+ ,R∞ |T−1∞ (τ)
)
.
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Step 2. In this step we prove that
(7.10) E
[
f
(
R∞ |T−1∞ (τ)
)
| (Z s∞,T s∞)s∈J+
]
= E
[
f
(
R∞ |T−1∞ (τ)
)
| T−1∞ (τ)
]
.
To prove this we will use the following independence and measurability results:
(7.11)
(
R∞ |T−1∞ (τ), (Ξ
s (τ),X s∞(τ− s))s∈J
)
⊥ (Z τ∞,T τ∞)
as a consequence of Lemma 7.1, and
(7.12)
(
X s∞(τ− s), s ∈ J+
) ∈mσ(e)
where e is defined as in Corollary 7.9. Indeed, either e does not straddle s and then
X s∞(τ− s)=−mine, or e straddles s and then X s∞(τ− s) can be computed from e.
Let us now proceed with the proof of (7.10). By shifting at time s, Proposition 7.4
implies that for any s ∈ J we have
(Z s∞,T
s
∞) ∈mσ
(
Z
τ
∞,T
τ
∞,Ξ
s (τ),X s∞(τ− s)
)
and thus
(Z s∞,T
s
∞)s∈J+ ∈mσ
(
Z
τ
∞,T
τ
∞,
(
Ξ
s (τ),X s∞(τ− s)
)
s∈J
)
.
In particular, the law of total expectation gives
(7.13) E
[
f
(
R∞ |T−1∞ (τ)
)
| (Z s∞,T s∞)s∈J+
]
= E
(
E
[
f
(
R∞ |T−1∞ (τ)
)
|Z τ∞,T τ∞,
(
Ξ
s(τ),X s∞(τ− s)
)
s∈J
]
| (Z s∞,T s∞)s∈J+
)
.
Next, if X⊥ (Y ,Z ), then X and Y are independent conditionally on Z : using this obser-
vation with the independence relation (7.11) allows to get rid of
(
Z
τ
∞,T
τ
∞
)
in the condi-
tioning, i.e.,
E
[
f
(
R∞ |T−1∞ (τ)
)
|Z τ∞,T τ∞, (Ξs(τ),X s∞(τ− s))s∈J
]
= E
[
f
(
R∞ |T−1∞ (τ)
)
| (Ξs (τ),X s∞(τ− s))s∈J
]
which leads further to
E
[
f
(
R∞ |T−1∞ (τ)
)
|Z τ∞,T τ∞, (Ξs (τ),X s∞(τ− s))s∈J
]
= E
[
f
(
R∞ |T−1∞ (τ)
)
| (Ξs(τ))s∈J
]
according to Corollary 7.9 and (7.12). At this point, we have therefore proved that
E
[
f
(
R∞ |T−1∞ (τ)
)
|Z τ∞,T τ∞, (Ξs (τ),X s∞(τ− s))s∈J
]
= E
[
f
(
R∞ |T−1∞ (τ)
)
| (Ξs(τ))s∈J
]
and since
(7.14) (Ξs(τ))s∈J ∈mσ(Z s∞,T s∞, s ∈ J )⊂mσ(Z s∞,T s∞, s ∈ J+),
(7.13) implies that
E
[
f
(
R∞ |T−1∞ (τ)
)
| (Z s∞,T s∞)s∈J+
]
= E
[
f
(
R∞ |T−1∞ (τ)
)
| (Ξs (τ))s∈J
]
.
Let us now evaluate the right-hand side of the latter identity. Since (R∞)⊥ (Z s∞,T s∞)s∈J
by induction hypothesis and because of (7.14), we get that R∞ |T−1∞ (τ) only depends on
(Ξs(τ), s ∈ J ) through T−1∞ (τ), i.e.,
E
[
f
(
R∞ |T−1∞ (τ)
)
| (Ξs(τ))s∈J
]
= E
[
f
(
R∞ |T−1∞ (τ)
)
| T−1∞ (τ)
]
.
This concludes the proof of this step.
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Step 3. We now conclude the proof: Step 1 and (7.10) entail, using total expectation,
E
[
f (R∞)g
(
(Z s∞,T
s
∞)s∈J+
)]= E[f ([R∞ |T−1∞ (τ),Γ])g ((Z s∞,T s∞)s∈J+ )]
= E
[
g
(
(Z s∞,T
s
∞)s∈J+
)
E
[
f
([
R∞ |T−1∞ (τ),Γ
])
| (Z s∞,T s∞)s∈J+
]]
= E
[
g
(
(Z s∞,T
s
∞)s∈J+
)
E
[
f
([
R∞ |T−1∞ (τ),Γ
])
|T−1∞ (τ)
]]
.
At this point wewant to apply Lemma 7.10. We first note that
(
R∞ |(T s∞)−1(τ),Γ
)
is equal in
distribution to
(
R∞ |(T s∞)−1(τ), Γ˜
)
where Γ˜ is independent of (R∞,T∞) according to Step 1.
Further, since R∞⊥ T∞, it follows that R∞, Γ˜ and T∞ aremutually independent. Finally,
applying Lemma 7.10 with S1 = R∞, S2 = Γ˜ and κ = T−1∞ (τ) we get that [R∞ |T−1∞ (τ), Γ˜] is
equal in distribution to R∞ and is independent from T−1∞ (τ), i.e.,
E
[
E
[
f
([
R∞ |T−1∞ (τ), Γ˜
])
|T−1∞ (τ)
]]
= E[ f (R∞)] .
This concludes the proof of Proposition 4.1.
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ω0 ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 ω9
FIGURE 1. Sequence of sticks used in the next figures: this sequence
corresponds to one chronological tree.
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n = 0 n = 1 n = 2 n = 3 n = 4
n = 5 n = 6
n = 10
FIGURE 2. Sequential construction of the chronological tree from the
sequence of sticks of Figure 1: as long as there is a stub available, we
graft the next stick at the highest one. At n = 10 the construction is
complete (there is nomore stub available) and thenext stickwill there-
fore start the next tree in the forest.
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ω7
Rˆ7({2})
Rˆ7({1})
H(7)
FIGURE 3. Spine decomposition of the individual 7: Π(7)= Rˆ7({2})ǫ0+
Rˆ7({1})ǫ1 where Rˆ7({k}) is the age of the kth ancestor of 7 when giv-
ing birth to the next individual on the spine. In particular, H(7) =
Rˆ7({1})+ Rˆ7({2}) = |Π(7)| expressing that the chronological height of
7 is obtained by summing up the chronological contribution of each
ancestor on her spine.
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Chronological tree.
H(1)
H(2)
H(3)
H(4)
Associated chronological contour process C.
H(1)
H(2)
H(3)
V ∗0
V ∗0 t
C⋆(t)
X (t)
Associated chronological height processH.
H(1)
H(2)
H(3)
H(4)
FIGURE 4. Chronological height and contour processes associated to
the chronological tree constructed from the sequence of sticks of Fig-
ure 1.
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Genealogical tree associated with the chronological tree of Figure 4.
Associated genealogical height process H .
Associated Lukasiewicz path S.
FIGURE 5. The genalogical tree of the chronological tree of Figure 4,
together with the genealogical processes S and H . The genealogical
tree is obtained by resizing all the sticks to unit size and putting all
the atoms at one. The genealogical height process is then obtained as
before, but from the genealogical tree.
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m
S(m)
sup[0,m] S
T (T−1(m))
X (m)
∆Z (T−1(m))
∆Z
m ◦ (Z m)−1(X (m))
FIGURE 6. Proof of the relation ΘT−1(m)(W )=Θ(Z m )−1◦X (m)(Wm ) for Lemma 5.2. By definition, ΘT−1(m)(W ) is computed from S shifted
at time T (T−1(m)) which is the first ascending ladder height time after m. In terms of the process shifted at time m, this means that
we have to wait for T (T−1(m))−m which corresponds to skipping (Z m)−1 ◦ X (m) excursions. On the picture, we have for instance
(Z m)−1 ◦X (m)= 4. Indeed, Z −1(ℓ) is by definition the number of excursions needed to reach level ℓ, and X (m) is precisely the depth of
the “valley” in which m sits and from which the process shifted at time m needs to exit in order to coincide with the process shifted at
time T (T−1(m)).
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