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Marginalization for rare event simulation in switching diffusions ∗
Anindya Goswami†‡, Franc¸ois Le Gland§
Abstract
In this paper we use splitting technique to estimate the probability of hitting a rare but critical
set by the continuous component of a switching diffusion. Instead of following classical approach
we use Wonham filter to achieve multiple goals including reduction of asymptotic variance and
exemption from sampling the discrete components.
Keywords: hybrid system, Wonham filter, rare event, Feynman-Kac distributions
1 Introduction
The estimation of rare event probabilities arises in many areas such as insurance, nuclear engineer-
ing, air traffic control, communication networks, etc. Here, we address the problem of estimating
the small probability that the continuous component X(t) of a switching diffusion (a special class
of a Markov process (X(t), θ(t)) with a hybrid state space) hits a critical region before some final
time. We recall that in a switching diffusion, the continuous component X(t) solves a SDE, the
coefficients of which may depend on a discrete component θ(t) that takes a finite number of values
(called modes or regimes), while the jump intensity of the discrete component θ(t) may depend
on the continuous component X(t). More precisely X(t) ∈ Rd and θ(t) ∈ M = {1, . . . ,m} where
(X(t), θ(t))t≥0 is strongly Markov and given by
dX(t) = b(X(t))1θ(t)dt+ dW (t) (1.1)
P [θ(t+ h) = j | X(t) = x, θ(t) = i] = δij + λij(x)h+ o(h) (1.2)
(X(0), θ(0)) ∼ η (1.3)
where W is a Wiener process on Rd, b : Rd → Rd×m a matrix valued measurable function, Λ(x) :=
(λij(x))m×m the rate matrix, 1i the ith unit vector in R
m and η a probability distribution defined
on Rd ×M.
The fact that most of the realizations of the underlying process never reach the critical set B(say),
makes it extremely difficult to estimate the corresponding hitting probability by following classical
Monte-Carlo simulation technique. To this end several simulation techniques have been proposed
in the literature to estimate the entrance probability into a rare set. We refer [10], [7] and references
therein for a precise review on these methods.
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We adopt the approach that consists in splitting the state space into a sequence of sub-levels, the
particle needs to pass before it reaches the rare target. In full generality, splitting methods provide
alternative to importance sampling, with the interesting feature that trajectories are simulated
under the original model, so that not only the probability of the rare but critical event can be
estimated, but also typical critical trajectories are exhibited. This splitting stage is based on
a precise physical description of the evolution of the process between each level leading to the
rare set. Following this approach, a Feynman-Kac representation is proposed for the rare event
probabilities in [2] and [3]. These papers use and extend the results from [5], [6], and [7] in order
to study the convergence and asymptotic distribution of the related particle system. These works
deal with strong Markov processes with general Polish state space. The hybrid process stated in
(1.1)-(1.3) is also a member of this general class of processes. Therefore, automatically [2] and [3]
suggests a multi-level splitting approach to estimate the hitting probability of our interest [8],[9].
Despite that here we exploit the special structure of hybrid processes to propose a better particle
approximation procedure over that naturally follows from existing results.
The approach proposed here is based on marginalization idea, i.e. it relies on using an alternate
Markov model (X(t), π(t)), made of (i) the continuous component X(t) of the switching diffusion
and (ii) the conditional probability vector π(t) of the discrete component θ(t) given the past contin-
uous components X(s) for 0 ≤ s ≤ t. This conditional probability vector is known as the Wonham
filter, and jointly with the continuous component, the pair (X(t), π(t)) is the solution of a SDE.
The advantage of this approach is that there is no need to sample the finite set of modes or regimes,
which can be a tricky issue, especially if some modes have very small probability. In the context of
switching diffusions, there is usually a nominal mode, under which hitting the critical region has
a small probability, but there exist also other different ways by which the critical region can be
hit. Indeed, there are degraded non-nominal modes under which hitting the critical region is very
easy, but switching to these modes has a small probability. The challenge is not only to estimate
accurately the overall probability of the rare event, but also to exhibit these different classes of crit-
ical trajectories. In particular, we compute the Wonham filters each time by discretizing another
set of stochastic differential equations that we derive in the sequel. Some asymptotic results are
proved, which show the improvement over a classical splitting method that would sample jointly
the continuous and the discrete components of the switching diffusion (X(t), θ(t)).
The rest of this paper is arranged as follows. In Section 2 a system of stochastic differential
equations for Wonham filter is derived. Next the multilevel splitting technique is introduced in
Section 3. By virtue of splitting method, we construct suitable Markov chains which are later used
in Section 4 to obtain Feynman-Kac representations of the hitting probabilities. In Section 5 we
select a standard particle approximation scheme and analyze the role of Wonham filter in reduction
of asymptotic variance of the particle approximation. At the end we add some concluding remarks
in Section 6.
2 Wonham Filter of the Discrete Component
Lemma 2.1 Let π = [π1, . . . , πm] belong to P(M), the set of all probabilities on M. Let {(X(t), θ(t))}t≥0
be as in (1.1)- (1.2) and {(X˜(t), π(t))}t≥0 any diffusion process on Rd × P(M), then the following
are equivalent.
(a) Let D denote the set of all smooth functionals on Rd ×P(M) which are linear in π. Let L be
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the differential generator of {(X˜(t), π(t))}t≥0 and L|D its restriction on D. Then
L|D(ϕ) = (b(x)π)∗∇xϕ+ (Λ(x)∗π)∗∇piϕ+ 1
2
△xϕ+ (σ(x, π)∇x)∗∇piϕ (2.4)
where ϕ ∈ D, ∗ is the transposition, ∇x and ∇pi are the column vectors of the first order
differential operators w.r.t x and π respectively, △x is the Laplacian w.r.t x, σ(x, π) = (D(π)−
ππ∗)b(x)∗ and D(π) is the diagonal matrix with πi as its ith diagonal element.
(b) For all bounded continuous functional f on Rd × P(M)
E[
∑
i
πi(t)f(X˜(t), 1i) | X˜(s) = x, π(s) = π] =
∑
i
πiE[f(X(t), 1θ(t)) | X(s) = x, θ(s) = i](2.5)
for every x ∈ Rd, π ∈ P(M), t ≥ s ≥ 0.
Proof : Fix f ∈ Cb(Rd × P(M)). Let
ϕ(t, x, π) := E[
∑
i
πi(t)f(X˜(t), 1i) | X˜(s) = x, π(s) = π]. (2.6)
Using the standard result (see Theorem 3.1.12 [1]) of semigroup of operators associated to Markov
process, we get that ϕ solves the following Cauchy problem, provided the solution exists
∂
∂t
ϕ(t, x, π) = Lϕ(t, x, π) (2.7)
ϕ(s, x, π) =
∑
i
πif(x, 1i) (2.8)
where L is as in (2.4). The fact that the above problem has at most one classical solution follows
from the stochastic representation of the solution. Let ϕ(t, x, π) = π∗ψ(t, x) be a trial solution,
where ψ : [s,∞)×Rd → Rm is smooth. Then from (2.8), 1∗iψ(s, x) = f(x, 1i). Thus from (2.7) and
(2.4) we have
π∗
∂
∂t
ψ − π∗b(x)∗∇x(π∗ψ)− π∗Λ(x)ψ − 1
2
π∗△xψ − (σ(x, π)∇x)∗ψ = 0. (2.9)
By substituting the expression of σ(x, π), we get
0 = π∗
(
∂
∂t
ψ − b(x)∗∇x(π∗ψ)− Λ(x)ψ − 1
2
△xψ
)
− (D(π)b(x)∗∇x)∗ ψ + (ππ∗b(x)∗∇x)∗ ψ
= π∗
(
∂
∂t
ψ − b(x)∗∇x(π∗ψ)− Λ(x)ψ − 1
2
△xψ
)
− π∗D (b(x)∗∇x)ψ + π∗b(x)∗∇x(π∗ψ)
= π∗
(
∂
∂t
ψ − Λ(x)ψ − 1
2
△xψ −D (b(x)∗∇x)ψ
)
for all π. Hence we have
∂
∂t
1∗iψ − 1∗i b(x)∗∇x(1∗iψ)−
1
2
△x(1∗iψ)− 1∗iΛ(x)ψ = 0 t > s (2.10)
1∗iψ(s, x) = f(x, 1i) (2.11)
for all i = 1, . . . ,m. It turns out that the Cauchy problem of the parabolic system (2.10)-(2.11)
has a classical solution. Again, using the differential generator of semigroup associated with the
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Markov process (X(t), θ(t))t≥0 (which is given by (1.1)-(1.2)), we conclude that the solution of
(2.10)-(2.11) has the following stochastic representation
1∗iψ(t, x) = E[f(X(t), 1θ(t)) | X(s) = x, θ(s) = i].
Therefore, (2.7)-(2.8) has a unique classical solution given by ϕ(t, x, π) =
∑
i π
iE[f(X(t), 1θ(t)) |
X(s) = x, θ(s) = i]. Hence, (a) implies (b).
Let {St}t≥s denote the semigroup associated to the Markov process {(X(t), π(t))}t≥s, i.e.,
Stf(x, π) := E[f(X˜(t), π(t)) | X˜(s) = x, π(s) = π].
Thus L is the differential generator of {(X(t), π(t))}t≥s if and only if
∂
∂t
Stf = LStf ∀f ∈ Cb(Rd × P(M)).
Again since St is a linear operator for every t, we can conclude that L|D is the restriction of
generator on D if and only if
∂
∂t
Stf = L|DStf ∀f ∈ D.
From (2.5) we get for every f ∈ D
Stf(x, π) = E[
∑
i
πi(t)f(X˜(t), 1i) | X˜(s) = x, π(s) = π]
=
∑
i
πiE[f(X(t), 1θ(t)) | X(s) = x, θ(s) = i]
= π∗ψ(t, x) (say).
where ψ can clearly be represented as the solution of (2.10)-(2.11). Therefore, ψ also satisfies (2.9).
Thus for every f ∈ D
L|DStf(x, π) = π∗ ∂
∂t
ψ(t, x)
= π∗b(x)∗∇x(π∗ψ(t, x)) + π∗Λ(x)ψ(t, x) + 1
2
π∗△xψ(t, x) + (σ(x, π)∇x)∗ψ(t, x)
=
(
(b(x)π)∗∇x + (Λ(x)∗π)∗∇pi + 1
2
△x + (σ(x, π)∇x)∗∇pi
)
π∗ψ(t, x)
=
(
(b(x)π)∗∇x + (Λ(x)∗π)∗∇pi + 1
2
△x + (σ(x, π)∇x)∗∇pi
)
Stf(x, π)
for every (x, π) ∈ Rd × P(M). Hence (b) implies (a).
Theorem 2.2 Let
πi(t) := P (θ(t) = i | FX(t)), i = 1, . . . ,m (2.12)
where (X(t), θ(t))t≥0 is as in (1.1)-(1.3). Then the diffusion process (X(t), π(t)) is given by
dX(t) = b(X(t))π(t)dt + dW˜ (t) (2.13)
dπ(t) = Λ(X(t))∗π(t)dt+ (D(π(t))− π(t)π∗(t))b(X(t))∗dW˜ (t) (2.14)
πi(0) =
dη(·, i)
d
∑
i η(·, i)
(X(0)) (2.15)
X(0) ∼
∑
i
η(·, i) (2.16)
where W˜ is a Weiner process on Rd.
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Proof : Consider the process (X(t), π(t)), given by (1.1)-(1.3) and (2.12). Then
E
[∑
i
πi(t)f(X(t), 1i) | X(s), π(s)
]
= E
[
E
[∑
i
P (θ(t) = i | FX(t))f(X(t), 1i) | X(s), θ(s)
]
| FX(s)
]
=
∑
j
P (θ(s) = j | FX(s))E [E [f(X(t), 1θ(t)) | FX(t)] | X(s), θ(s) = j]
=
∑
j
πj(s)E
[
f(X(t), 1θ(t)) | X(s), θ(s) = j
]
.
Hence, {(X(t), π(t))}t≥0 satisfies (2.5). Therefore from Lemma 2.1, its differential generator is given
by (2.4). Thus the diffusion process (X(t), π(t)) can be represented by the stochastic differential
equations (2.13)-(2.14). Again from the definition of X(0) and Wonham filter π(0), we have (2.15)-
(2.16).
The process {π(t)}t≥0 as in (2.12) is called Wonham filter. We cite [11] for a detailed study of a
special case of (2.13)-(2.14). Some comments on Wonham filter is given below.
Remark 2.3 Since π(t) is a probability vector for all t ≥ 0, we must have
1ˆ∗dπ(t) = 0 (2.17)
for t ≥ 0 where 1ˆ := ∑i∈M 1i. Therefore it is relevant to check the above necessary condition
(2.17) from the stochastic differential equation (2.14). Since, 1ˆ∗D(π) = π∗ and 1ˆ∗π = 1, we have
1ˆ∗(D(π(t)) − π(t)π∗(t)) = 0. Again, 1ˆ∗Λ(X(t))∗ = 0 follows from the fact that the row sum of the
rate matrix Λ(x) vanishes for all rows. Thus (2.17) is satisfied.
Remark 2.4 Before moving to the next section, we wish to emphasize on a certain inherent deter-
ministic nature of the Wonham filter in this remark. We define the following two nonlinear smooth
functions
F : Rd × P(M) → Rm and G : Rd × P(M) → Rm×d given by G(x, π) := (D(π) − ππ∗)b(x)∗ and
F (x, π) := Λ(x)∗π −G(x, π)b(x)π. Using (2.13)-(2.14) we obtain
dπ(t) = F (X(t), π(t))dt +G(X(t), π(t))dX(t). (2.18)
Given y ∈ Rd, i ∈M, yts ∈ C([s, t];Rd), yts(s) = y and π ∈ P(M), define πst (y, i, yts) ∈ P(M) by
πst (y, i, y
t
s)(j) := P (θ(t) = j | X(s) = y, θ(s) = i,X(u) = yts(u), u ∈ [s, t]), j ∈M
and define (π˜su(y, π, y
t
s))s≤u≤t as the solution of
dπ˜(u) = F (yts(u), π˜(u))du+G(y
t
s(u), π˜(u))dy
t
s(u)
π˜(s) = π.
5
Now using (2.18), (2.5) and (2.12) we get
π˜st (y, π, y
t
s)(j)
= E[πj(t) | X(s) = y, π(s) = π,X(u) = yts(u), u ∈ [s, t]]
=
∑
i∈M
πiE[P [θ(t) = j | FXt ] | X(s) = y, θ(s) = i,X(u) = yts(u), u ∈ [s, t]]
=
∑
i∈M
πiP [θ(t) = j | X(s) = y, θ(s) = i,X(u) = yts(u), u ∈ [s, t]]
=
∑
i∈M
πiπst (y, i, y
t
s).
3 Multilevel Splitting and Associated Markov Chains
The objective of this paper is to reduce the variance in estimating the probability that the con-
tinuous component X(t) of the hybrid process {(X(t), θ(t))}t≥0 hits a critical subregion B ⊂ Rd.
We adopt the multilevel splitting approach, thus the intermediate subregions are introduced in the
following way
B = Bn ⊂ Bn−1 ⊂ · · · ⊂ B0 = Rd.
Let Tk, k = 1, . . . , n be the associated hitting times, i.e.;
Tk := inf{t ≥ 0 : X(t) ∈ Bk}
and hence Tks are non decreasing FX -stopping times. Let Sk := Tk ∧ T be the truncated stopping
times with S0 ≡ S−1 ≡ 0. We denote Xk : [Sk−1, Sk] → Rd, defined as Xk(t) = X(t) for Sk−1 ≤
t ≤ Sk and k = 0, 1, . . . , n. Thus the random variables Xk take values in E := {yts ∈ C([s, t];Rd) :
0 ≤ s ≤ t} for k = 0, 1, . . . , n. The set E can be embedded into R2×C([0, T ];Rd) injectively in the
following way
yts 7→
(
s, t, I[0,s)(·)yts(s) + I[s,t](·)yts(·) + I(t,T ](·)yts(t)
)
and we endow E with the σ-algebra that is inherited from the Borel σ-algebra of R2×C([0,∞);Rd).
We define the sequences θ¯k := θ(Sk) and π¯k := π(Sk) where θ(t) and π(t) are given by the equations
(1.1)-(1.3) and (2.13)-(2.16) respectively.
Theorem 3.1 ξk := (Xk, π¯k) and ϑk := (Xk, θ¯k) are E × P(M) and E ×M valued Markov chains.
Proof : Since the process (X(t), π(t)) given by (2.13)-(2.16) is strongly Markov and the random
times Sk are FX-stopping times, the Markovity of ξk follows from the definitions of Xk and π¯k.
Analogously, ϑk can also be shown Markov.
Let Mk and M¯k be the transition kernels of ϑk and ξk respectively. By using the following measur-
able maps α(s, t, yT0 ) := t and ̺(s, t, y
T
0 ) := y
T
0 (t) for (s, t, y
T
0 ) ∈ E and s ≤ t, we have α(Xk) = Sk
and ̺(Xk) = X(Sk). Following the Remark 2.4 we can express π¯k in terms of Xk−1,Xk and π¯k−1
in the following manner
π¯k = π˜
α(Xk−1)
α(Xk)
(̺(Xk−1), π¯k−1,Xk) (3.19)
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for k = 1, . . . , n and
π¯i0 =
dη(·, i)
d
∑
i η(·, i)
(X0) (3.20)
for i = 1, . . . ,m.
Theorem 3.2 (i) Let the conditional distribution P¯k for k = 1, . . . , n be defined by
P¯kψ(e, π) := E[ψ(Xk) | Xk−1 = e, π¯k−1 = π] (3.21)
for all bounded continuous ψ, where e ∈ E and π ∈ P(M). Then for each k = 1, . . . , n
M¯kϕ(e, π) =
∫
ϕ(e′, π˜
α(e)
α(e′)(̺(e), π, e
′))P¯k(de
′ | e, π)
where π˜
α(e)
α(·) (̺(e), π, ·) is defined P¯k(· | e, π) almost surely.
(ii) π¯k is measurable w.r.t {Xp : 0 ≤ p ≤ k}, k = 0, . . . , n.
Proof : Since M¯k is the transition kernel of ξk, using (3.19) and (3.21), we have
M¯kϕ(e, π)
=
∫
ϕ(e′, π′)M¯k(de
′, dπ′ | e, π)
= E[ϕ(Xk, π¯k) | Xk−1 = e, π¯k−1 = π]
= E[E[ϕ(Xk, π¯k) | Xk−1,Xk, π¯k−1] | Xk−1 = e, π¯k−1 = π]
= E[ϕ(Xk, π˜Sk−1Sk (̺(Xk−1), πk−1,Xk)) | Xk−1 = e, π¯k−1 = π]
= E[ϕ(Xk, π˜α(e)α(Xk)(̺(e), π,Xk)) | Xk−1 = e, π¯k−1 = π]
=
∫
ϕ(e′, π˜
α(e)
α(e′)(̺(e), π, e
′))P¯k(de
′ | e, π).
And (ii) follows by (3.20) and using (3.19) repeatedly to write π¯k in terms of Xk,Xk−1, . . . ,X0.
Let U jkf(e, θ) := E[f(Xj) | Xk = e, θ¯k = θ] and U¯ jkf(e, π) := E[f(Xj) | Xk = e, π¯k = π] where f be
a bounded measurable function on E , j ≥ k ≥ 0. We have the following lemma which plays the key
role to prove the main result in Theorem 5.3.
Lemma 3.3 Let A be an event measurable w.r.t. X0, . . . ,Xk−1,Xk, i.e., A ∈ σ(X0, . . . ,Xk−1,Xk).
We have
(i)E[U jkf(Xk, θ¯k) | Xk,Xk−1, . . . ,X0] = E[U¯ jkf(Xk, π¯k) | Xk,Xk−1, . . . ,X0]
(ii)V ar[U jkf(Xk, θ¯k) | IA] ≥ V ar[U¯ jkf(Xk, π¯k) | IA].
Proof : (i) The result follows from the definition of U jk and U¯ jk .
(ii) By employing the rules of analysis of variance we have
V ar[U jkf(Xk, θ¯k) | IA] = E[V ar[U jkf(Xk, θ¯k) | Xk,Xk−1, . . . ,X0, IA] | IA]
+V ar[E[U jkf(Xk, θ¯k) | Xk,Xk−1, . . . ,X0, IA] | IA] (3.22)
V ar[U¯ jkf(Xk, π¯k) | IA] = E[V ar[U¯ jkf(Xk, π¯k) | Xk,Xk−1, . . . ,X0, IA] | IA]
+V ar[E[U¯ jkf(Xk, π¯k) | Xk,Xk−1, . . . ,X0, IA] | IA]. (3.23)
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Using (i) the second terms on the right in (3.22) and (3.23) are equal. The first term on the right in
(3.22) is non-negative whereas that in (3.23) is zero (follows from Theorem 3.2). The result follows.
4 Feynman-Kac Distributions
Define the potential functions
gk(e) := IBk(̺(e))
where e ∈ E . Hence, the event {Tk ≤ T} is equivalent to {
∏k
p=0 gp(Xp) = 1}. Thus
I{Tk≤T} =
k∏
p=0
gp(Xp). (4.24)
Consider the Feynman-Kac distributions γk, the sequence of linear functionals on L
∞(E×M), given
by
〈γk, ϕ〉 := E[ϕ(Xk, θ¯k)
k∏
p=0
gp(Xp)]
for ϕ ∈ L∞(E ×M). Since, gk are nonnegative, γk are nonnegative bounded measures.
Remark 4.1 From Theorem 3.1 we have
〈γk, ϕ〉 = E

E[ϕ(Xk, θ¯k)gk(Xk) | Xk−1, θ¯k−1] k−1∏
p=0
gp(Xp)


= E

Mk(ϕgk)(Xk−1, θ¯k−1) k−1∏
p=0
gp(Xp)


= 〈γk−1,Mk(ϕgk)〉
= 〈γk−1Mk, ϕgk〉
= 〈gkγk−1Mk, ϕ〉.
Hence, γk = gkγk−1Mk or equivalently γk = γk−1Rk where the nonnegative kernel Rk is defined by
Rk(de
′, j | e, i) := Mk(de′, j | e, i)gk(e′) for k = 1, . . . , n and we also have γ0 = g0η.
We are also interested in another set of Feynman-Kac distributions Γk, the sequence of linear
functionals on L∞(E × P(M)), given by
〈Γk, F 〉 := E[F (Xk, π¯k)
k∏
p=0
gp(Xp)]
for F ∈ L∞(E × P(M)). Hence, analogously, Γk are nonnegative bounded measures and Γk =
gkΓk−1M¯k for k = 1, . . . , n and Γ0 = g0η0 where η0 is the distribution of (X(0), π(0)) given by
(2.15)-(2.16). Again for R¯k(de
′, dπ′ | e, π) := M¯k(de′, dπ′ | e, π)gk(e′), we have, Γk = Γk−1R¯k,
k = 1, . . . , n.
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We note that the Feynman-Kac distributions γk and Γk are unnormalized distributions. The
corresponding normalized distributions are
µk :=
1
〈γk, 1〉γk and µ¯k :=
1
〈Γk, 1〉Γk
respectively. Using (4.24), we have 〈µk, ϕ〉 = E[ϕ(Xk, θ¯k) | Tk ≤ T ] and 〈µ¯k, F 〉 = E[F (Xk, π¯k) |
Tk ≤ T ].
Remark 4.2 We also define for any k = 0, 1, . . . , n kernels Rk+1:n and R¯k+1:n by
Rk+1:nϕ(e, i) := Rk+1 · · ·Rnϕ(e, i) = E[ϕ(Xn, θ¯n)
n∏
p=k+1
gp(Xp) | Xk = e, θ¯k = i]
R¯k+1:nF (e, π) := R¯k+1 · · · R¯nϕ(e, π) = E[F (Xn, π¯n)
n∏
p=k+1
gp(Xp) | Xk = e, π¯k = π]
with the convention Rn+1:nϕ(e, i) = ϕ(e, i) and R¯n+1:nF (e, π) = F (e, π).
5 Particle Approximations and Asymptotic Variance
In this section we consider a numerical simulation technique by adopting multilevel splitting ap-
proach to estimate the probability P (X(t) ∈ B for some t ∈ [0, T ]). In the earlier sections we have
shown that by multilevel splitting the above probability can also be rewritten as P (Tn ≤ T ), 〈γn, 1〉
or 〈Γn, 1〉. We would study the particle approximation of 〈Γn, 1〉. The related random variables
{ξk, k = 0, 1, . . . , n} are simulated by discretizing the stochastic differential equation (2.13)-(2.16).
We first generate ξi0 ∼ η0 iid for i = 1, . . . , N . We define the empirical distribution µN0 :=
1
N
∑N
i=1 δξi
0
. Hence 〈µN0 , M¯1(de, dπ)〉 =
∑N
i=1 ω
i
0M¯1(de, dπ | ξi0) where ωi0 = 1N for i = 1, . . . , N .
Next we generate ξi1 ∼ 〈µN0 , M¯1(de, dπ)〉 iid for i = 1, . . . , N . Among all the N number of samples,
according to splitting approach, we allot zero importance to those which fail to hit B1. If none
succeeds, the algorithm is stopped, otherwise we define the weighted empirical distribution µN1 :=∑N
i=1 ω
i
1δξi
1
where ωi1 =
g1(ξi1)∑
N
i=1
g1(ξi1)
.
In the above manner, for k = 2, . . . , n we continue to generate ξik ∼ 〈µNk−1, M¯k(de, dπ)〉 iid for
i = 1, . . . , N and construct µNk :=
∑N
i=1 ω
i
kδξi
k
where ωik =
gk(ξ
i
k
)
∑
N
i=1
gk(ξ
i
k
)
, provided at least one of
{ωik, i = 1, . . . , N} is nonzero.
Let us define recursively,
ΓNk := gkη
N
k 〈ΓNk−1, 1〉 with ΓN0 := g0ηN0
where ηNk :=
1
N
∑N
i=1 δξi
k
for k = 0, 1, . . . , n and ξik are generated as above.
Theorem 5.1 The following holds
E| 〈Γ
N
n , 1〉
〈Γn, 1〉 − 1| ≤ z
N
n and sup
F :‖F‖=1
E|〈µNn − µ¯n, F 〉| ≤ 2zNn
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where the sequence {zNk } satisfies the linear recursion
zNk ≤ rk(1 +
1√
N
)zNk−1
rk√
N
and zN0 =
r0√
N
for some constants r0, r1, . . . , rn.
Proof : The proof is analogous to that in [2] and [3]. Therefore we omit the details.
Hence, limN→∞E| 〈Γ
N
n ,1〉
〈Γn,1〉
− 1| = 0. This shows that 〈ΓNn , 1〉 is an unbiased estimator of 〈Γn, 1〉.
In particular we have the following result regarding the asymptotic variance. Since an analogous
result is proved in [2] and [3], we state the result without a proof.
Theorem 5.2 Let N (a, b) denote the Normal distribution with mean a and variance b. We have
lim
N→∞
√
N
(〈ΓNn , 1〉
〈Γn, 1〉 − 1
)
∼ N (0, V¯n) and lim
N→∞
√
N〈µNn − µ¯n, F 〉 ∼ N (0, vn(F ))
with
V¯n :=
n∑
k=0
(〈ηk, (gkR¯k+1:n1)2〉
〈ηk, gkR¯k+1:n1〉2
− 1
)
and vn(F ) :=
n∑
k=0
〈ηk, |gkR¯k+1:n(F − 〈µ¯n, F 〉)|2〉
〈ηk, gkR¯k+1:n1〉2
where ηk := µ¯k−1M¯k for k = 1, . . . , n.
Since, gk is an indicator function, gk
2 = gk for each k. Using this, we have the following simplifi-
cation of V¯n
V¯n =
n∑
k=0
(
1
pk
− 1
)
+
n∑
k=0
1
pk
V ar(R¯k+1:n1, µ¯k)
〈µ¯k, R¯k+1:n1〉2
(5.25)
with pk := 〈ηk, gk〉 = P (Tk ≤ T | Tk−1 ≤ T ), k = 1, . . . , n. We also define
Vn :=
n∑
k=0
(
1
pk
− 1
)
+
n∑
k=0
1
pk
V ar(Rk+1:n1, µk)
〈µk, Rk+1:n1〉2 (5.26)
analogous to (5.25). Therefore, Vn is the asymptotic variance of a similar particle approximation of
〈γn, 1〉 where the random variables {ϑk, k = 0, 1, . . . , n} are simulated by discretizing the stochastic
differential equation (1.1)-(1.3). The details of this alternative particle approximation procedure is
analogous to that, stated in this section and therefore, we skip the details. We wish to compare
both of the particle approximations by comparing the corresponding asymptotic variances.
Theorem 5.3 V¯n ≤ Vn.
Proof : The expressions (5.25) and (5.26) are being used for the comparison. From Remark 4.2,
we have
V ar(R¯k+1:n1, µ¯k) = V ar[P [Tn ≤ T | Xk, π¯k] | Tk ≤ T ]
and
V ar(Rk+1:n1, µk) = V ar[P [Tn ≤ T | Xk, θ¯k] | Tk ≤ T ].
We rewrite P [Tn ≤ T | Xk, π¯k] = E[I[0,T ] ◦ α(Xn) | Xk, π¯k] = U¯nk f(Xk, π¯k), where f = I[0,T ] ◦ α, a
bounded measurable map. Similarly, we rewrite P [Tn ≤ T | Xk, θ¯k] = Unk f(Xk, θ¯k) Thus by using
Lemma 3.3 we get V ar(R¯k+1:n1, µ¯k) ≤ V ar(Rk+1:n1, µk) and 〈µ¯k, R¯k+1:n1〉 = 〈µk, Rk+1:n1〉. Hence
the result.
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Remark 5.4 The inequality in Theorem 5.3 establishes the fact that the use of Wonham filter
reduces the asymptotic variance of the particle approximation. In this section we have selected a
standard particle approximation scheme among many others. There are, indeed, some other schemes
leading a lesser asymptotic variance [4]. But we wish to emphasize that, the use of Wonham filter
does not restrict one from using those schemes. In fact the use of Wonham filter enables further
reduction in asymptotic variance for any other choice of particle approximation scheme. Here we
illustrate this fact by considering an alternative scheme.
We first generate initial particles ξi0 ∼ η0 iid for i = 1, . . . , N . We define the empirical distributions
µˆN0 = ηˆ
N
0 :=
1
N
∑N
i=1 δξi
0
. Hence 〈µˆN0 , M¯1(de, dπ)〉 = 1N
∑N
i=1 M¯1(de, dπ | ξi0) for i = 1, . . . , N .
Next we generate ξi1 ∼ 〈µˆN0 , M¯1(de, dπ)〉 iid for i = 1, . . . , N and let ηˆN1 := 1N
∑N
i=1 δξi
1
. If
none of the N number of particles succeeds to hit B1, the algorithm is stopped. Otherwise we
resample the particle system (ξ11 , . . . , ξ
N
1 ) to obtain the selected particle system (ξˆ
1
1 , . . . , ξˆ
N
1 ), with
ξˆi1 ∼ M¯1(ηˆN1 , ξi1, dξ′) where, M¯1(ηˆ, (e, π), d(e, π)′) := g1(e)δ(e,pi)(d(e, π)′) + (1− g1(e))g1 · ηˆ(d(e, π)′).
The corresponding empirical distribution µˆN1 :=
1
N
∑N
i=1 δξˆi
1
.
In the above manner, for k = 2, . . . , n we continue to generate ξik ∼ 〈µˆNk−1, M¯k(de, dπ)〉 iid for
i = 1, . . . , N and define ηˆNk :=
1
N
∑N
i=1 δξi
k
, M¯k(ηˆ, (e, π), d(e, π)
′) := gk(e)δ(e,pi)(d(e, π)
′) + (1 −
gk(e))gk · ηˆ(d(e, π)′). Next the particles ξˆik ∼ M¯k(ηˆNk , ξik, dξ′) are produced for i = 1, . . . , N ; provided
at least one of {gk(ξik), i = 1, . . . , N} is nonzero. The kth empirical distribution µˆNk := 1N
∑N
i=1 δξˆi
k
is also obtained.
Let us define recursively for k = 1, . . . , n
ΓˆNk := gkηˆ
N
k 〈ΓˆNk−1, 1〉 with ΓˆN0 := g0ηˆN0 .
Then 〈ΓˆNn , 1〉 is also an unbiased estimator of 〈Γn, 1〉. The corresponding asymptotic variance ¯ˆVn
can be expressed as
¯ˆ
Vn =
n∑
k=0
(
1
pk
− 1
)
+
n∑
k=0
1
pk
V ar(R¯k+1:n1, µ¯k)
〈µ¯k, R¯k+1:n1〉2
(1− pk2) (5.27)
where pk are as before. We also define analogously
Vˆn :=
n∑
k=0
(
1
pk
− 1
)
+
n∑
k=0
1
pk
V ar(Rk+1:n1, µk)
〈µk, Rk+1:n1〉2 (1− pk
2) (5.28)
Therefore, Vˆn is the asymptotic variance of a similar particle approximation of 〈γn, 1〉 where the ran-
dom variables {ϑk, k = 0, 1, . . . , n} are simulated by discretizing the stochastic differential equation
(1.1)-(1.3). As before, using Lemma 3.3 we compare between (5.27) and (5.28) to get
¯ˆ
Vn ≤ Vˆn.
6 Conclusion
Though the use of Wonham filter causes variance reduction but it requires more computational
steps for numerical simulation. Therefore to be sure of an overall advantage of this method, it
is important to know the difference between variances. Since the difference or the amount of
reduction depends on the parameters of the underlying hybrid process, a general study is quite
involved. Nevertheless we can check for some extreme cases. An example is given below.
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Example 6.1 (i) Let Λ(x) be a constant null matrix. We also assume that η be a product measure
of the form η(dx, i) = ν(dx)δj(i) then V ar[f(Xk, θ¯k) | Xk,Xk−1, . . . ,X0] = 0 for all admissible k
and f . Hence, V¯n = Vn. On the other hand, both the drift and the noise coefficients in (2.14)
vanish for t ≥ 0 and results in π(t) a constant vector equal to 1j . Therefore, for such trivial case,
the use of Wonham filter neither reduces variance nor enhances the computational task.
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