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Cycles positifs dans les variétés abéliennes
Max Rempel
Résumé
Dans la première partie, on étudie la structure de la R-algèbre engendrée
par les classes de Hodge sur une puissance Ae d’une variété abélienne prin-
cipalement polarisée très générale A de dimension n. La deuxième partie est
consacrée à la comparaison de diverses notions de positivité pour des cycles de
codimension supérieure dans Ae. En particulier, on montre qu’il y a, en toute
codimension 2 ≤ k ≤ en− 2, des classes numériquement effectives qui ne sont
pas pseudoeffectives, ce qui généralise un résultat de Debarre, Ein, Lazarsfeld
et Voisin.
Abstract
In the first part, we study the structure of the R-algebra generated by the
Hodge classes on the self-product Ae of a very general principally polarized
abelian variety A. In the second part, we compare various notions of positivity
for cycles of higher codimension in Ae. In particular, we prove that, in every
codimension 2 ≤ k ≤ en− 2, there exist classes that are numerically effective
but not pseudoeffective, which generalises a result of Debarre, Ein, Lazarsfeld
and Voisin.
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1 Introduction
Soit B une variété abélienne complexe de dimension m. Notons Nk(B) le R-espace
vectoriel des classes de cohomologie de cycles de codimension k à coefficients réels
sur B et posons
N•(B) =
⊕
k≥0
Nk(B).
Le produit d’intersection munit ce R-espace vectoriel d’une structure de R-algèbre.
Soit A une variété abélienne principalement polarisée très générale de dimension
fixée. Le but de cet article est d’étudier la structure de l’algèbre N•(Ae) et de divers
cônes de classes « positives » dans Nk(Ae).
Question 1.1. Que peut-on dire de la structure de la R-algèbre N•(Ae) ?
Il est connu que l’algèbre N•(Ae) est engendrée par N1(Ae) (cf. [13] ou théorème
2.3). En utilisant l’action naturelle de GLe(R) sur N
•(Ae), on montre le théorème
suivant (théorème 2.8 et corollaire 2.14).
Théorème 1.2. Soit A une variété abélienne principalement polarisée très générale
de dimension n. L’idéal I tel que
N•(Ae) = S•N1(Ae)/I,
i.e., l’idéal des relations dans S•N1(Ae), est engendré par des classes de cycles
de codimension n + 1 et l’on peut en décrire des générateurs explicitement. En
particulier, l’application
S
k N1(Ae)→ Nk(Ae)
est un isomorphisme si et seulement si k ∈ {0, . . . , n}.
La deuxième partie de l’article est consacrée à la question suivante, qui a été
abordée dans [9] pour e = 2.
Question 1.3. Que peut-on dire des classes « positives » dans Nk(Ae) ?
Pour préciser cette question, on rappelle d’abord diverses notions de positivité
qui donnent chacune lieu à un cône convexe dans Nk(B) (cf. [9, §1] et [3, Ch. III]).
1. Le cône des classes pseudoeffectives Psefk(B) est le cône convexe fermé en-
gendré par les classes de cycles effectifs.
2. Le cône des classes numériquement effectives (nef) Nefk(B) est défini comme
le dual du cône Psefm−k(B) par rapport au produit d’intersection.
Si l’on écrit B = V/Λ avec V un C-espace vectoriel et Λ un réseau dans V , on
peut identifier une classe α ∈ Nk(B) avec une (k, k)-forme réelle sur V qui s’identifie
encore avec une forme hermitienne sur
∧k V (cf. section 2.1). Cela nous permet de
définir deux autres notions de positivité.
1. Une classe α ∈ Nk(B) est dite fortement positive si la (k, k)-forme associée
s’écrit comme combinaison linéaire convexe de formes
il1 ∧ l¯1 ∧ · · · ∧ ilk ∧ l¯k
avec lj ∈ V ∗ pour j = 1, . . . , k. On obtient ainsi le cône fermé Strongk(B)
engendré par les classes fortement positives.
2. Enfin, on dit qu’une classe est semipositive si la forme hermitienne associée
est semipositive et l’on note Semik(B) le cône engendré par ces classes.
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Le lien entre ces cônes est donné par la chaîne d’inclusions [9, Lemma 1.5]
S
k Psef1(B) ⊂ Psefk(B) ⊂ Strongk(B) ⊂ Semik(B) ⊂ Nefk(B), (1)
où l’on note Sk Psef1(B) le cône convexe engendré par les produits de k éléments
de Psef1(B). Pour k = 1,m− 1, tous les cônes de la chaîne (1) coïncident, de sorte
que l’on a un seul cône qui a été déterminé par Prendergast-Smith dans [10]. Pour
2 ≤ k ≤ m − 2, on se demande quelles inclusions sont strictes et quelles inclusions
sont des égalités.
La conjecture suivante est un cas particulier d’une conjecture de Harvey et
Knapp [6], qui a été précisée par Lawson dans [8].
Conjecture 1.4. Soit B une variété abélienne de dimension m. Alors on a, pour
tout 1 ≤ k ≤ m,
Psefk(B) = Strongk(B).
En générale, il est difficile de décrire les cônes Psefk(B) et Strongk(B) explici-
tement, ce qui rend la vérification de la conjecture 1.4 difficile.
Pour A une variété abélienne principalement polarisée très générale de dimension
n ≥ 2, on a par la proposition 5.2 de [9],
S
2 Psef1(A×A) = Semi2(A×A),
et
S
2n−2 Psef1(A×A) = Strong2n−2(A×A),
ce qui vérifie la conjecture 1.4 dans ces deux cas.
Question 1.5. Si A est une variété abélienne principalement polarisée très générale
de dimension n, a-t-on
S
k Psef1(Ae) = Psefk(Ae) = Strongk(Ae) = Semik(Ae)
pour tout k ∈ {0, . . . , ne} et tout e ≥ 2 ?
On obtient le résultat partiel suivant (théorème 4.4 et proposition 4.5).
Théorème 1.6. Soit A une variété abélienne principalement polarisée très générale
de dimension n et soit e ≥ 2.
1. On a
S
k Psef1(Ae)  Semik(Ae)
pour 3 ≤ k ≤ n, et les rayons extrémaux du cône Sk Psef1(A ×A) sont aussi
extrémaux dans le cône Semik(A×A) pour 2 ≤ k ≤ n.
2. Pour n = 3, on a
S
4 Psef1(A×A) = Semi4(A×A).
La conjecture 1.4, resp. la question de savoir si le cône Psefk(Ae) coïncide avec
l’un des deux cônes Sk Psef1(Ae) ou Semik(Ae), reste ouverte pour k ≥ 3 et e ≥ 2
(resp. k ≥ 2 et e ≥ 3).
Pour la relation entre les cônes Psefk(A×A) est Nefk(A×A), les auteurs de [9]
montrent que, pour A une surface, on a
Psef2(A×A)  Nef2(A×A),
ce qui nous mène à la question suivante.
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Question 1.7. Si A est une variété abélienne principalement polarisée très générale
de dimension n, a-t-on
Psefk(Ae)  Nefk(Ae)
pour tout 2 ≤ k ≤ en− 2 ?
Concernant la question 1.7, on a le résultat suivant (théorème 4.9).
Théorème 1.8. Soit A une variété abélienne principalement polarisée très générale
de dimension n et soit e ≥ 2. On a
Psefk(Ae)  Nefk(Ae)
pour 2 ≤ k ≤ en− 2.
Les points clefs dans les démonstrations du théoreme 1.6 et du théorème 1.8
sont d’un côté l’utilisation du fait que tous les cônes dans la chaîne (1) sont in-
variants sous l’action de GLe(R) sur N
•(Ae) et d’autre côté la caractérisation des
cônes Sk Psef1(Ae) et Semik(Ae). Expliquons rapidement les résultats que l’on ob-
tient concernant ces deux cônes : par un résultat de Prendergast-Smith [10], le cône
Psef1(A) est homogène sous l’action de GLe(R) et ses classes extrémales forment
une orbite, ce qui permet une description facile des générateurs de Sk Psef1(Ae)
(proposition 3.6). D’autre côté, le cône des classes semipositives correspond natu-
rellement à un cône de matrices (en regardant les matrices représentant les formes
hermitiennes associées aux classes dans Nk(Ae)), de sorte que l’on pourrait espérer
calculer ces matrices et d’en obtenir des inéquations définissant Semik(Ae). Pour
k = 2 et e = 2 les matrices sont très petites, de sorte que les calculs ne posent
pas de problèmes alors que, pour k ≥ 3 et e ≥ 2 (resp. pour k = 2 et e ≥ 3), les
matrices deviennent rapidement beaucoup plus grandes, ce qui rend les calculs très
pénibles déjà pour k = 3 et e = 2. On résoud ce problème en décrivant la structure
de ces matrices plus conceptuellement : écrivons A = U/Γ avec U un C-espace vec-
toriel et Γ un réseau dans U . L’action de GLe(R) sur N
•(Ae) provient d’une action
sur U⊕e, et en utilisant la théorie des représentations, on montre que les matrices
représentant les formes hermitiennes associées aux classes dans Nk(Ae) sont des
matrices diagonales par blocs, et ces blocs correspondent aux modules irréductibles
dans une décomposition du GLe(R)-module
∧k
U⊕e. Pour deux modules différents
isomorphes dans une décomposition de
∧k
U⊕e, les blocs correspondants sont iden-
tiques et un bloc se calcule à partir des matrices représentant l’action de GLe(R)
sur le module irréductible de
∧k
U⊕e correspondant (proposition 3.9 et remarque
3.10). Pour calculer les matrices représentant les formes hermitiennes associées aux
classes dans Nk(Ae), on est ainsi essentiellement ramené à
1. décomposer
∧k
U⊕e en GLe(R)-modules irréductibles,
2. calculer les matrices représentant l’action de GLe(R) sur les GLe(R)-modules
irréductibles apparaissant dans
∧k
U⊕e.
Je tiens à remercier chaleureusement O. Debarre pour avoir suggéré ce sujet et
pour les nombreux conseils qu’il m’a donnés.
2 La structure de l’algèbre N•(Ae)
2.1 Le groupe de Hodge d’une variété abélienne
Soit B une variété abélienne complexe de dimension m et écrivons B = V/Λ, où V
est un C-espace vectoriel de dimensionm et Λ ⊂ V est un réseau. On a Λ = H1(B,Z)
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et H1(B,Z) = Λ∗, où l’on note Λ∗ le réseau dual à Λ. Soit K = Q ou R, et posons
VK = Λ⊗Z K. Pour k ≥ 1, le cup-produit fournit un isomorphisme
Hk(B,Z) ≃
k∧
Λ∗.
Rappelons que l’on a (cf. [7, Thm. 1.4.1])
Hp,q(B) =
p∧
V ∗ ⊗
q∧
V
∗
, (2)
où V ∗ = HomC(V,C) et V
∗
est l’espace vectoriel des formes C-antilinéaires sur V .
Soit
Nk(B)Q = H
k,k(B) ∩H2k(B,Q)
le Q-espace vectoriel des classes de Hodge (rationnelles) de degré 2k sur B. Posons
Nk(B) = Nk(B)Q ⊗ R et notons N•(B) =
⊕
k≥0 N
k(B) la R-algèbre définie dans
l’introduction. Remarquons que l’on a par (2) une injection de Nk(B) dans l’espace
vectoriel réel des (k, k)-formes réelles sur V , que l’on note
∧(k,k)
R V
∗. Cet espace
vectoriel est isomorphe à celui des formes hermitiennes sur
∧k V , que l’on note
H : si l’on munit V de coordonnées (z1, . . . , zn) et V ∗ des coordonnées duales, cet
isomorphisme est donné par
H →
(k,k)∧
R
V ∗
∑
I,J
hIJdzI ⊗ dz¯J 7→
√−1k
2 ∑
I,J
hIJdzI ∧ dz¯J ,
où I = {i1, . . . , ik} ⊂ {1, . . . n}, dzI = dzi1 ∧ · · · ∧dzik , et de même pour J . On peut
ainsi associer à une classe de Hodge sur B de degré 2k une forme hermitienne sur∧k V , que l’on notera Hα.
Soit J : VR → VR la structure complexe associée à
H1(B,C) = H
−1,0(B)⊕H0,−1(B).
On obtient un morphisme
hJ : S
1 → SL(VR)
e
√−1·θ 7→ cos θ · idV + sin θ · J,
qui agit par multiplication par z surH1,0(B) et par multiplication par z¯ surH0,1(B)
(cf. [7, Prop. 17.1.1, Rem. 17.1.2]).
Définition 2.1. Le groupe de Hodge de B, noté Hg(B), est le plus petit sous-groupe
de SL(VR) défini sur Q contenant l’image de hJ .
Soit θ ∈ H2(B,Z) une polarisation de B. Par l’isomorphismeH2(B,Q) = ∧2 V ∗Q ,
θ définit une forme alternée non-dégénérée
ωθ : VQ × VQ → Q .
On note Sp(VQ, ωθ) le groupe symplectique associé à ωθ, qui est naturellement un
sous-groupe algébrique de SL(VQ). Le groupe de Hodge Hg(B) est un sous-groupe
de Sp(VQ, ωθ) pour toute polarisation θ [7, Prop. 17.3.2]. En particulier, Hg(B) agit
naturellement sur VQ.
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Notation 2.2. Si G est un groupe et M est un G-module, on note MG l’ensemble
des invariants dans M sous l’action de G.
Regardons H1(B,Q) = V ∗Q comme représentation duale de Hg(B). Par l’isomor-
phisme Hk(B,Q) =
∧k V ∗Q , on obtient ainsi une structure de Hg(B)-module sur
Hk(B,Q) pour k ≥ 1. Par l’égalité [7, 17.3.3]
Nk(B)Q = H
2k(B,Q)Hg(B),
on est ainsi ramené à un calcul des invariants pour déterminer les classes de Hodge.
2.2 Classes de Hodge sur les puissances d’une variété abé-
lienne
Soit A une variété abélienne (pas forcement principalement polarisée très générale).
On veut étudier l’algèbre des classes de Hodge sur des puissances de A. Ecrivons
A = U/Γ, où U est un C-espace vectoriel et Γ est un réseau dans U . Si l’on écrit
Ae = (U ⊗Z WZ)/(Γ⊗Z WZ), on obtient une injection
End(WZ)→ End(Ae)
g 7→ ug,
où ug est défini par l’application linéaire
U ⊗Z WZ → U ⊗Z WZ
u⊗ w 7→ u⊗ tgw.
Posons, pour g ∈ End(WZ) et pour α ∈ H•(Ae,Q),
g · α = u∗gα.
Cela induit une action de GL(WQ) sur H•(Ae,Q), et l’on a
Hk(Ae,Q) ≃
k∧
U∗ ⊗WQ
en tant que GL(WQ)-modules, où GL(WQ) agit sur WQ tautologiquement.
Or, par un résultat de Hazama [4, Cor. 1.11], on a
Hg(Ae) = Hg(A), (3)
et Hg(A) agit diagonalement sur H1(Ae,Q), i.e.,
∀g ∈ Hg(A) ∀u ∈ U∗Q ∀w ∈ WQ g · (u⊗ w) = g · u⊗ w.
On obtient ainsi une structure de Hg(A) × GL(WQ)-module sur Hk(Ae,Q). Par
construction, N•(Ae)Q est invariant sous l’action de GL(WQ).
2.3 Générateurs et relations pour les classes de Hodge
Soit maintenant (A, θ) une variété abélienne principalement polarisée très générale
et reprénons les notations de la section précédente. Par un résultat de Tankeev, l’al-
gèbreN•(Ae) est engendrée par des classes de codimension 1 (théorème 2.3), de sorte
que l’application canonique S•N1(Ae) → N•(Ae) est surjective. On détermine des
générateurs de N•(Ae) et l’idéal des relations dans S•N1(Ae) (proposition 2.11 et
corollaire 2.14). Le groupe de Hodge d’une variété abélienne principalement polari-
sée très générale étant le groupe symplectique Sp(UQ) (par rapport à la polarisation
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principale), on est ramené à l’étude de l’algèbre des invariants (
∧•
U∗Q ⊗WQ)Sp(UQ)
en tant que GL(WQ)-module pour obtenir ces résultats. Comme cette algèbre a été
étudiée par Thompson dans [14], notre travail consiste essentiellement à traduire
ses résultats dans notre cadre.
Soit K = Q ou R. On a
Hk(Ae,K) ≃
k∧
(U∗K ⊗Z WZ).
Théorème 2.3 (Tankeev). Soit A une variété abélienne principalement polarisée
très générale. Alors on a
Hg(Ae) = Sp(UQ) (4)
et N•(Ae)Q est engendré par des classes de codimension 1.
Démonstration. Pour montrer (4), il suffit par (3) de remarquer que l’on a Hg(A) =
Sp(UQ) pour A très générale (cf. [7, Prop. 17.4.2]). Il s’ensuit
N•(Ae)Q =
(
2k∧
V ∗Q
)Sp(UQ)
.
Par un théorème de Howe [5, Thm. 2] (cf. aussi [11, pp. 529-530]), l’algèbre à droite
est engendrée par des classes de degré 2, ce qui fournit le résultat souhaité.
L’action de Sp(UQ)×GL(WQ) sur V ∗Q = U∗Q ⊗WQ s’étend naturellement à une
action de Sp(UR) ×GL(WR) sur V ∗R = U∗R ⊗WR, et comme Sp(UQ) est dense dans
Sp(UR), on a
N•(Ae) =
(
2k∧
V ∗Q
)Sp(UQ)
⊗Q R =
(
2k∧
V ∗R
)Sp(UR)
.
Comme expliqué plus haut, nous traduisons maintenant les résultats de Thomp-
son [14] dans notre cadre. Pour faciliter les notations pour la suite, on poseW =WR.
La proposition suivante correspond à [14, proposition 2.2].
Proposition 2.4. On a un isomorphisme de GL(W )-modules
N•(Ae) ≃
⊕
σ
Sσ(W ),
où l’on note Sσ le foncteur de Schur correspondant au tableau de Young σ et où
l’on prend la somme sur les σ tels que
1. chaque ligne de σ a un nombre pair d’éléments,
2. la première ligne a au plus 2n éléments et
3. le nombre de lignes est au plus e.
Corollaire 2.5. On a
N1(Ae) ≃ S2W
en tant que GL(W )-modules.
Démonstration. Le tableau de Young ayant une ligne à 2 cases correspond au
GL(W )-module S2W , et l’on a donc N1(Ae) = S2W .
De plus, on a le résultat suivant [15, 2.3.8].
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Proposition 2.6. On a un isomorphisme de GL(W )-modules
S
•(N1(Ae)) =
⊕
σ
Sσ(W ),
où l’on note Sσ le foncteur de Schur correspondant au tableau de Young σ et où
l’on prend la somme sur les σ tels que
1. chaque ligne de σ a un nombre pair d’éléments,
2. le nombre de lignes est au plus e.
Comme S2kW correspond au tableau de Young ayant une ligne à 2k cases, on
voit qu’il existe une injection canonique
εk : S
2kW → Sk(N1(Ae)). (5)
Par un résultat d’Abeasis [1, Thm. 3.1], on en déduit le résultat suivant.
Proposition 2.7. Soit k un entier positif fixé, et soit Ik l’idéal engendré par
εk(S
2kW ) dans S•(N1(Ae)). Alors Ik est GL(W )-invariant et
Ik =
⊕
σ
Sσ(W ),
où l’on note Sσ le foncteur de Schur correspondant au tableau de Young σ et où
l’on prend la somme sur les σ tels que
1. chaque ligne de σ a un nombre pair d’éléments,
2. la première ligne a au moins 2k éléments et
3. le nombre des lignes est au plus e.
Le résultat principal de Thompson se traduit alors comme suit dans notre cadre
[14, Thm. 2.3].
Théorème 2.8. Soit A une variété abélienne principalement polarisée très générale
de dimension n, et soit In+1 l’idéal engendré par εn+1(S
2n+2W ) dans S•(N1(Ae)).
Alors
S
•(N1(Ae))/In+1 = N•(Ae).
En particulier, l’application
S
k N1(Ae)→ Nk(Ae)
est un isomorphisme si et seulement si k ∈ {0, . . . , n}.
Corollaire 2.9. Pour toute classe α ∈ N1(Ae) non nulle et pour tout 0 ≤ k ≤ n−1,
l’application
Nk(Ae) → Nk+1(Ae)
β 7→ α · β
est injective.
Déterminons maintenant des générateurs de N•(Ae). Comme A est principa-
lement polarisée, on peut identifier A avec sa variété abélienne duale Â, ce qui
nous permet de voir le fibré de Poincaré P comme un fibré sur A × A. Soient
pi1,...,il : A
e → Al les projections. Posons
θi = p
∗
i θ et λjk = c1(p
∗
jkP).
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Remarque 2.10. Notons Ai le i-ème facteur de Ae. Dans la décomposition de
Künneth de H2(Ae,R), la classe θi est contenue dans la composante correspon-
dant à H2(Ai,R), et λjk appartient à la composante correspondant à H1(Aj ,R)⊗
H1(Ak,R) [7, Lemma 14.1.9].
On a la généralisation suivante de la proposition 3.1 de [9].
Proposition 2.11. Soit (A, θ) une variété abélienne principalement polarisée très
générale. La R-algèbre N•(Ae) est engendrée par les θi, 1 ≤ i ≤ e et les λjk, 1 ≤ j <
k ≤ e.
Démonstration. Par le corollaire 2.5, on a N1(Ae) ≃ S2W et donc
dim(N1(Ae)) =
(
e + 1
2
)
.
Comme les θi, λjk, 1 ≤ i ≤ e, 1 ≤ j < k ≤ e forment une famille libre de dimension(
e
2
)
+e =
(
e+1
2
)
dansN1(Ae) par la remarque 2.10, on obtient le résultat souhaité.
Déterminons maintenant comment GL(W ) agit sur la base
{θi, λjk | 1 ≤ i ≤ e, 1 ≤ j < k ≤ e}
de N1(Ae). Soit
vsr = us ⊗ wr 1 ≤ s ≤ n, 1 ≤ r ≤ e (6)
une base de V ∗ = U∗ ⊗R W telle que l’on a dans les coordonnées associées (cf. [7,
Lemme 3.6.4])
θi =
n∑
s=1
√−1dzsi ∧ dz¯si, (7)
λjk =
n∑
s=1
√−1dzsj ∧ dz¯sk +
√−1dzsk ∧ dz¯sj
pour 1 ≤ i ≤ e, 1 ≤ j < k ≤ e.
Proposition 2.12. Soit g ∈ GL(W ) et soit ρ(g) la matrice représentant g dans la
base {w1, . . . , we}. Sur l’ensemble des générateurs {θi, λjk | 1 ≤ i ≤ e, 1 ≤ j < k ≤
e} de N•(Ae), la matrice ρ(g) agit par :
gθi =
e∑
j=1
ρ(g)2jiθj +
∑
1≤j<k≤e
ρ(g)jiρ(g)kiλjk,
gλjk = 2
e∑
i=1
ρ(g)ijρ(g)ikθl +
∑
1≤u<v≤e
(ρ(g)vjρ(g)uk + ρ(g)ujρ(g)vk)λuv .
Démonstration. Cela résulte d’un calcul direct dans les coordonnées (7) ou des
arguments de [9, §3].
Remarque 2.13. Si {w1, . . . , we} est une base de W , il découle de la proposition
2.12 que l’on obtient l’isomorphisme N1(Ae) ≃ S2W en identifiant θi avec w2i et
λjk avec 2wjwk pour 1 ≤ i ≤ e, 1 ≤< j < k ≤ e.
Soit m : Ae → A l’application d’addition. Alors on a
m∗θ =
e∑
i=1
θi +
∑
1≤j<k≤e
λjk
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et donc  e∑
i=1
θi +
∑
1≤j<k≤e
λjk
n+1 = 0 (8)
dans H2n+2(Ae,R). Regardons maintenant
(∑e
i=1 θi +
∑
1≤j<k≤e λjk
)n+1
comme
polynôme dans Sn+1N1(Ae) et écrivons e∑
i=1
θi +
∑
1≤j<k≤e
λjk
n+1 =∑
l
Pl,
où chaque polynôme Pl définit une classe dans un facteur de la décomposition de
Künneth de H2n+2(Ae,R) (cf. remarque 2.10 et exemple 2.15). On obtient ainsi
précisément un polynôme Pl 6= 0 pour chaque composante de Künneth, et par la
relation (8), chaque polynôme Pl doit représenter la classe 0 dans H2n+2(Ae,R). On
appelle les relations Pl = 0 dans H2n+2(Ae,R) ainsi obtenues, les relations induites
par la relation (8).
Corollaire 2.14. Soit A une variété abélienne principalement polarisée très gé-
nérale de dimension n. Soit I l’idéal des relations dans S•N1(Ae), de sorte que
S
•N1(Ae)/I = N•(Ae). Alors I est engendré par les relations induites par la rela-
tion  e∑
i=1
θi +
∑
1≤j<k≤e
λjk
n+1 = 0 (9)
dans H2n+2(Ae,R) via la décomposition de Künneth.
Démonstration. On a (
2n+ 1 + e
2n+ 2
)
= dimS2n+2W
composantes dans la décomposition de Künneth de H2n+2(Ae,R), de sorte que
l’équation (9) induit
(
2n+1+e
2n+2
)
relations qui forment une famille libre dans
S
n+1(N1(Ae)). Par la proposition 2.7 et le théorème 2.8, on a I ∩ Sn+1(N1(Ae)) ≃
S
2n+2W , d’où l’on déduit le résultat souhaité par une comparaison des dimensions.
Exemple 2.15. Supposons n = 2. On détermine les relations dans S3N1(A × A)
selon le corollaire 2.14. On a
(θ1 + θ2 + λ)
3 = θ31 + θ
3
2 + λ
3 + 3θ21θ2 + 3θ1θ
2
2 + 3θ1λ
2 + 3θ2λ
2 + 6θ1θ2λ
et
θ31 ∈ H6(A)⊗H0(A), θ32 ∈ H0(A)⊗H6(A),
3θ21θ2 + 3θ1λ
2 ∈ H4(A)⊗H2(A), 3θ1θ22 + 3θ2λ2 ∈ H2(A)⊗H4(A),
3θ21λ ∈ H5(A)⊗H1(A), 3θ22λ ∈ H1(A)⊗H5(A),
6θ1θ2λ+ λ
3 ∈ H3(A)⊗H3(A).
Si l’on note I l’idéal des relations dans la R-algèbre N•(A×A), on a donc
I =
〈
θ31, θ
2
1θ2 + θ1λ
2, θ21λ, 6θ1θ2λ+ λ
3, θ32 , θ1θ
2
2 + θ2λ
2, θ22
〉
.
Finissons par un résultat qui nous permet de faire des calculs d’intersections
dans N•(Ae).
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Proposition 2.16. Soit A une variété abélienne principalement polarisée très gé-
nérale de dimension n. Les seuls monômes en θ1, θ2 et λ non nuls de degré 2n sont
de la forme θn−k1 θ
n−k
2 λ
2k pour k ∈ {0, . . . , n}, et l’on a
θn−k1 θ
n−k
2 λ
2k = (−1)k(2k)!(n− k)!2
(
n
k
)
.
Démonstration. Il est clair que les mônomes de degré 2n de la forme θn−k1 θ
n−k
2 λ
k
sont précisément les monômes définissant une classe dans Hn(A,R)⊗Hn(A,R) par
rapport à la décomposition de Künneth (cf. remarque 2.10). Evidemment, c’est la
seule composante non nulle, ce qui montre la première partie de l’énoncé. Pour la
deuxième partie, on suppose que θ1, θ2 et λ sont donnés comme dans (7). Alors
θn−k1 θ
n−k
2 correspond à la (2(n− k), 2(n− k))-forme∑
1≤i1<···<in−k≤n
n+1≤j1<···<jn−k≤2n
(n−k)!2zi1∧iz¯i1∧· · ·∧zin−k∧iz¯in−k∧zj1∧iz¯j1∧· · ·∧zjn−k∧iz¯jn−k .
Si l’on écrit
λ2k =
∑
I,J
aIJdzi1 ∧ dz¯j1 ∧ · · · ∧ dzi2k ∧ dz¯j2k
avec aIJ ∈ R et I, J des multi-indices de longeur 2k dans {1, . . . , n}, on vérifie
facilement que l’on a aIJ 6= 0 et aIJdzi1 ∧ dz¯j1 ∧ · · · ∧ dzi2k ∧ dz¯j2k ∧ θn−k1 θn−k2 6= 0
si et seulement si aIJdzi1 ∧ dz¯j1 ∧ · · · ∧ dzi2k ∧ dz¯j2k est de la forme
(2k)!zi1 ∧ iz¯i1+n ∧ zi1+n ∧ iz¯i1 ∧ · · · ∧ zik ∧ iz¯ik+n ∧ zik+n ∧ iz¯ik
= (−1)3k(2k)!zi1 ∧ iz¯i1 ∧ zi1+n ∧ iz¯i1+n ∧ · · · ∧ zik ∧ iz¯ik ∧ zik+n ∧ iz¯ik+n .
Or il y a
(
n
k
)
telles formes aIJdzi1 ∧ dz¯j1 ∧ · · · ∧ dzi2k ∧ dz¯j2k , et pour chaque telle
forme on a
aIJdzi1 ∧ dz¯j1 ∧ · · · ∧ dzik ∧ dz¯jk ∧ θn−k1 θn−k2 = (−1)k(2k)!(n− k)!2,
de sorte que l’on obtient
θn−k1 θ
n−k
2 λ
2k = (−1)k(2k)!(n− k)!2
(
n
k
)
.
Remarque 2.17. Si A est de dimension n, on a
µn =
n∑
k=0
4n−k(−1)kθn−k1 θn−k2 λ2k =
n∑
k=0
4n−k(2k)!(n− k)!2
(
n
k
)
> 0.
Exemple 2.18. Soit n = 2. Alors on a (cf. [9, §4])
θ21θ
2
2 = 4, θ1θ2λ
2 = −4, λ4 = 24, µ2 = 96.
3 Classes positives
Soit A toujours une variété abélienne principalement polarisée très générale de di-
mension n. Dans ce chapitre, on étudie la chaîne d’inclusions
S
k Psef1(Ae) ⊂ Psefk(Ae) ⊂ (Strongk(Ae) ⊂) Semik(Ae) ⊂ Nefk(Ae). (10)
On commence avec des résultats sur le cône Sk Psef1(Ae) (section 3.1) et ensuite
on regarde le cône des classes semipositives Semik(Ae) (section 3.2). Les résultats
de ces deux sections nous permettent alors de déduire les théorèmes 1.6 et 1.8 de
l’introduction (théorème 4.4 et théorème 4.9) dans les sections 4.1 et 4.2.
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Remarque 3.1. Pour la variété abélienne Ae, tous les cônes dans la chaîne (10)
sont invariants sous l’action de GL(W ) sur N•(Ae) (cf. §2.1 et [9, Prop. 1.6 et p.
12]).
3.1 Le cône Sk Psef1(Ae)
Dans cette section, on montre que le cône Sk Psef1(Ae) engendré par les intersections
de k diviseurs pseudoeffectifs est fermé et l’on détermine ses rayons extrémaux pour
1 ≤ k ≤ n et e ≥ 2 (proposition 3.6).
Regardons d’abord le cas k = 1 (cf. [7, §5.2] et [10]). Posons EndR(Ae) =
End(Ae) ⊗Z R. Notons EndsR(Ae) l’espace des éléments symétriques par rapport
à l’involution de Rosati de EndR(Ae) et Tx la translation par x dans Ae pour un
x ∈ Ae fixé. Ayant Âe ≃ Ae, on obtient un isomorphisme
N1(Ae) ≃ EndsR(Ae)
L 7→ φL
de R-espaces vectoriels, où φL(x) = T ∗xL ⊗ L−1. Si l’on identifie EndR(Ae) avec
l’algèbre de matrices Mate(R), l’involution de Rosati correspond à l’involution qui
envoie une matrice sur sa transposée, de sorte que N1(Ae) est isomorphe à l’es-
pace des matrices e × e réelles symétriques Syme(R). Comme les valeurs propres
de φL sont les mêmes que ceux d’une matrice représentant la forme hermitienne
HL associée à L [7, Lemme 2.4.5], le cône Nef
1(Ae) correspond au cône Sym+e (R)
des matrices réelles symétriques positives. De plus, l’action de GL(W ) sur N1(Ae)
correspond à l’action de GLe(R) sur Syme(R) donnée par [10, Theorem 4.2]
∀g ∈ GLe(R) ∀M ∈ Syme(R) g ·M = gM tg,
de sorte que le cône Nef1(Ae) est homogène sous l’action de GL(W ).
Ayant φθi(x1, . . . , xe) = (0, . . . , 0, xi, 0, . . . , 0), on voit que θi correspond à une
matrice symétrique de rang 1 dans Sym+e (R), d’où l’on déduit que θi est extré-
mal dans Nef1(Ae). Toutes les matrices symétriques positives de rang 1 étant
congruentes sous l’action de GL(W ), on obtient comme cas particulier de [10, Thm
4.3] l’énoncé suivant.
Proposition 3.2. Soit A une variété abélienne principalement polarisée très gé-
nérale. Le cône Psef1(Ae) = Nef1(Ae) est homogène sous l’action de GL(W ) et
l’ensemble de ses rayons extrémaux correspond à l’orbite GL(W ) · θ1.
Avant d’étudier le cône Sk Psef1(Ae) pour k ≥ 2, on aura besoin des notations
suivantes.
Notation 3.3. Si E est un sous-ensemble de Rd, on note conv(E) l’enveloppe
convexe de E et cone(E) le cône convexe engendré par E. Pour un cône convexe
C ⊂ Rd, on note ext(C) la réunion des rayons extrémaux de C.
Remarque 3.4. Soit B := {w1, . . . , we} une base de W . Munissons W du produit
intérieur tel que la base B est orthonormée et notons O(W ) le groupe orthogonal
par rapport à ce produit intérieur. Dans les coordonnées associées à B, GL(W )
s’identifie avec GLe(R), et si l’on identifie S
2W avec N1(Ae) comme décrit dans la
remarque 2.13, l’action de g ∈ GL(W ) sur θ1 ne dépend que de la première colonne
de la matrice représentant g, de sorte que GL(W ) · θ1 = R∗+(O(W ) · θ1).
Notation 3.5. Posons pour la suite
Ek = {g1θ1 · · · gkθ1 | g1, . . . , gk ∈ GL(W )} ⊂ Nk(Ae).
Pour α et β ∈ N•(Ae), on écrit α ∼ β, si α et β sont dans la même orbite sous
l’action de GL(W ).
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Proposition 3.6. Soit A une variété abélienne principalement polarisée très géné-
rale de dimension n. Le cône Sk Psef1(Ae) est fermé et l’on a l’inclusion
ext(Sk Psef1(Ae)) ⊂ Ek
qui est une égalité pour k ∈ {0, . . . , n}.
Démonstration. Posons G = GL(W ). Comme un cône fermé qui ne contient pas de
droite est l’enveloppe convexe de ses rayons extrémaux, toute classe α ∈ Psef1(Ae)
s’écrit comme combinaison convexe des classes dans l’orbite G ·θ1 par la proposition
3.2. On a donc
S
k Psef1(Ae) = cone{g1θ1 · · · gkθ1 | g1, . . . , gk ∈ G}.
En particulier, Sk Psef1(A × A) est le cône engendré par l’image de l’application
continue (cf. remarque 3.4)
ϕ : O(W )× · · · ×O(W ) → Nk(Ae)
(g1, . . . , gk) 7→ g1θ1 · · · gkθ1,
i.e., Sk Psef1(Ae) est engendré par un ensemble compact et est donc fermé. Or,
l’enveloppe convexe de l’image de ϕ est compacte de sorte que tout x ∈ conv(im(ϕ))
s’écrit comme combinaison convexe d’un nombre fini d’éléments de im(ϕ). Comme,
par la remarque 3.4,
S
k Psef1(Ae) = cone(conv(im(ϕ))) = {λx | λ ∈ R+, x ∈ conv(im(ϕ))},
on a
ext(Sk Psef1(Ae)) ⊂ Ek.
Montrons maintenant
Ek ⊂ ext(Sk Psef1(Ae))
pour 1 ≤ k ≤ n. On raisonne par récurrence sur k. Pour éviter des indices, on le
démontre pour e = 2, le raisonnement pour le cas e ≥ 3 étant similaire.
Supposons donc e = 2. Pour k = 1, c’est la proposition 3.2. Soit maintenant
k ≥ 2 et soit g1θ1 · · · gkθ1 ∈ Ek. Comme
g1θ1 · · · gkθ1 ∼ θ1 · g−11 g2θ1 · · · g−11 gkθ1 =: α,
et comme ext(Sk Psef1(A×A)) est invariant sous l’action de G, il suffit de montrer
que α est extrémal. Ecrivons α =
∑
j sj avec
sj = g
j
1θ1 · · · gjkθ1
et
gji θ1 = (a
j
i )
2θ1 + (b
j
i )
2θ2 + a
j
i b
j
iλ.
Supposons qu’il existe un sj tel que b
j
i 6= 0 pour tout i ∈ {1, . . . , k}. Cela implique
que sj contient θk2 comme terme avec un coefficient strictement positif, ce qui n’est
pas possible, car les coefficients de ce terme sont toujours ≥ 0 et α ne contient pas
de tel terme. On peut donc supposer, pour tout j, sj = θ1 · gj2θ1 · · · gjkθ1, i.e.,
θ1 ·
(
g−11 g2θ1 · · · g−11 gkθ1
)
=
∑
j
θ1 · (gj2θ1 · · · gjkθ1).
Par le corollaire 2.9, on a, pour 1 ≤ k ≤ n,
g−11 g2θ1 · · · g−11 gkθ1 =
∑
j
gj2θ1 · · · gjkθ1,
ce qui fournit le résultat par récurrence sur k : tous les gj2θ1 · · · gjkθ1 doivent être
proportionnels à g−11 g2θ1 · · · g−11 gkθ1, donc tous les sj sont proportionnels à α.
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Finissons par la proposition suivante qui nous servira dans la section 4.2.
Proposition 3.7. Soit g ∈ GL(W ), soit 1 ≤ k ≤ n− 1 et soit
ϕg : N
k(Ae) → Nk+1(Ae)
α 7→ gθ1 · α.
Alors ϕ−1g (S
k+1 Psef1(Ae)) = Sk Psef1(Ae).
Démonstration. Il faut montrer que gθ1 · α ∈ Sk+1 Psef1(Ae) implique que α est
contenu dans Sk Psef1(Ae) (l’autre sens est clair). Par la stabilité de Sk Psef1(Ae)
sous l’action de GL(W ), il suffit de le montrer pour ϕid. Soit θ1 ·α ∈ Sk+1 Psef1(Ae).
Par la proposition précédente, on peut alors écrire
θ1 · α =
∑
j
gj1θ1 · · · gjkθ1,
où la somme à droite contient un nombre fini de termes. Par l’argument utilisé dans
la preuve de la proposition 3.6, on obtient
θ1 · α = θ1 ·
∑
j
gj2θ1 · · · gjkθ1.
Par le corollaire 2.9, on a donc
α =
∑
j
gj2θ1 · · · gjkθ1 ∈ Sk Psef1(Ae).
3.2 Le cône semipositif
Soit A = U/Γ toujours une variété abélienne principalement polarisée très générale
de dimension n, où U est un espace vectoriel complexe et Γ un réseau dans U . Soit
W un espace vectoriel réel de dimension e et écrivons V ∗ ≃ U∗ ⊗R W . On note VR
l’espace vectoriel réel engendré par les vecteurs vsr , 1 ≤ s ≤ n, 1 ≤ r ≤ e (cf. (6)).
Dans ce chapitre, on étudie les cônes semipositifs Semik(Ae). Dans une première
étape, on remarque qu’au lieu de regarder la positivité des formes hermitiennes
Hα sur
∧k
V associées aux classes α ∈ Nk(Ae), on peut étudier la positivité d’une
forme bilinéaire symétrique Bα sur
∧k
VR. Pour k fixé, on montre qu’il existe une
base telle que les matrices représentant les formes symétriques Bα se décomposent
en blocs correspondant aux facteurs irréductibles de
∧k
VR en tant que GL(W )-
module (proposition 3.9). La démonstration de la proposition 3.9 fournira aussi
une méthode pour calculer les matrices bα représentant les formes symétriques Bα
à partir des représentations irréductibles de GL(W ) (remarque 3.10), ce qui nous
permet de déduire que le cône Semik(Ae) ne dépend pas de la dimension de A
pour n ≥ k (corollaire 3.11). Enfin, on montre que, pour 1 ≤ k ≤ n, on a des
isomorphismes
Nk(A×A) ≃ Symk+1(R),
N2n−k(A×A) ≃ Symk+1(R),
qui associent à une classe semipositive une matrice symétrique positive (proposition
3.13).
On reprend les notations de la section 2.3. La base {w1, . . . , we} de W est dite
la base standard de W et
{vs1r1 ∧ · · · ∧ vskrk | 1 ≤ si ≤ n, 1 ≤ ri ≤ e, i ∈ {1, . . . , k}}
est dite la base standard de
∧k
V (cf. (6)). Le produit intérieur sur
∧k
V telle que
la base standard est une base orthonormée est dit produit intérieur standard.
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3.2.1 Décomposition des formes hermitiennes
Afin d’associer à une classe dans Nk(A × A) une forme bilinéaire symétrique sur
un espace vectoriel réel, et pour étudier l’ensemble des formes ainsi obtenues, on a
d’abord besoin d’un lemme technique.
Soit ρk : End(W ) → End(
∧k V ) la représentation induite par la représentation
tautologique W et notons ρBk (g) la matrice représentant ρk(g) par rapport aux
coordonnées standards surW resp. sur
∧k
V . Rappelons que l’on a un isomorphisme
End(W )→ End(A) ⊗ R
g 7→ ug
et que, par construction, la représentation analytique de ug est donnée par ρ1.
Ayant de plus un isomorpisme φ : N1(Ae)→ Ends(Ae)⊗ R, on peut identifier tout
α ∈ N1(Ae) avec un gα ∈ End(W ). Par [7, Lemme 2.4.5], on a
ρB1 (gα) = h
B
α, (11)
où l’on note hBα la matrice représentant la forme hermitienne Hα associée à α ∈
N1(Ae) par rapport aux coordonnées standards sur W resp. sur V .
Lemme 3.8. Dans les coordonnées standards de W , resp. de
∧k
V , on a
ρBk (gα) =
1
k!
hBαk
pour tout α ∈ N1(Ae).
Démonstration. Rappelons que le produit extérieur d’une forme hermitienne sur V
est définie par
(
k∧
H)(v1 ∧ · · · ∧ vk, w1 ∧ · · · ∧ wk) = det(H(vi, wj)1≤i,j≤k)
pour v1∧· · ·∧vk et w1∧· · ·∧wk dans
∧k
V . Comme le produit d’intersection de deux
classes dans N•(Ae) correspond au produit extérieur des (k, k)-formes représentant
les deux classes, on a (
∧k
Hα) =
1
k!Hαk et donc
1
k!
hBαk = det((h
B
α)1≤i,j≤k).
En même temps, ρ1(gα) induit naturellement un endomorphisme
∧k
ρ1(gα) sur∧k
V en posant
∧k
ρ1(gα)(v1 ∧ · · · ∧ vk) = ρ1(gα)v1 ∧ · · · ∧ ρ1(gα)vk. Dans la base
standard de
∧k
V , on a
k∧
ρB1 (gα) = det(ρ1(g
B
α )1≤i,j≤k).
Ayant ρBk (gα) =
∧k
ρB1 (gα), on obtient le résultat souhaité par (11).
Remarquons que toutes les matrices hBα sont réelles, de sorte que les matrices h
B
αk
sont également réelles. Comme les αk engendrent Nk(Ae), on en déduit que, pour
tout β ∈ Nk(Ae), la matrice hBβ est réelle. Cela nous permet d’identifier ces matrices
avec une forme bilinéaire symétrique sur
∧k
VR. On obtient ainsi une application
B : Nk(Ae)→ S2(
k∧
V ∗R )
α 7→ Bα,
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qui associe à une classe semipositive une forme bilinéaire symétrique semipositive
sur
∧k
VR.
La proposition suivante montre qu’il existe une base de
∧k
VR telle que, pour
tout α ∈ Nk(Ae), la matrice bα représentant la forme bilinéaire Bα se décompose
en blocs correspondant aux GL(W )-modules irréductibles de
∧k
VR.
Proposition 3.9. Il existe une décomposition
k∧
VR =
⊕
l
Ml
en facteurs irréductibles telle que l’application B : Nk(Ae)→ S2(∧k V ∗R ) se factorise
par
⊕
l S
2(M∗l ).
Démonstration. Comme la base standard de
∧k
VR est orthogonale par rapport au
produit intérieur standard, il existe par l’astuce unitaire une transformation ortho-
gonale a :
∧k
VR →
∧k
VR telle que la nouvelle base est adaptée à la décomposition∧k
VR =
⊕
lMl. Par la proposition 3.8, on a donc
ta
1
k!
bBβka =
taρBk (gβ)a = a
−1ρBk (gβ)a
pour tout β ∈ N1(Ae). Par construction, les matrices a−1ρBk (gβ)a se décomposent en
blocs correspondant aux facteurs irréductibles de
∧k
VR, et comme les βk engendrent
Nk(Ae), on en déduit le résultat souhaité.
Remarque 3.10. La démonstration de la proposition 3.9 montre comment on
peut calculer les matrices bα représentant les formes Bα associées aux classes α
dans Nk(Ae) : soit
k∧
VR =
⊕
l
Ml (12)
une décomposition en facteurs irréductibles orthogonaux deux à deux par rapport
au produit intérieur standard sur
∧k
VR. Choisissons maintenant une base ortho-
normée de
∧k
VR adoptée à cette décomposition. Si l’on note ρMl la représentation
End(W ) → End(Ml), on a ρk(g) =
⊕
l ρMl(g) et par la proposition 3.8, on a
ρMl(gβ) =
1
k! bβk |Ml pour tout β ∈ N1(Ae) dans les coordonnées choisies. Cela nous
permet de calculer les matrices bα pour α ∈ Nk(Ae) comme suit (on l’explique en
détail pour e = 2, le cas général étant similaire) : on calcule d’abord les représenta-
tions ρMl : End(W )→ End(Ml) dans une base orthonormée de Ml par rapport au
produit intérieur induit sur Ml en tant que sous-module de
∧k
VR. Supposons que
l’on obtient
ρMl : Mat2(R) → Matdim(Ml)(R)(
a b
c d
)
7→ (pij(a, b, c, d))ij ,
où les pij sont des polynômes homogènes de degré k. Écrivons de plus
pij(a, b, b, d) =
∑
|l|=k
t
(l)
ij a
l1dl2bl3
avec l = (l1, l2, l3) et t
(l)
ij ∈ R. On a d’autre part
(aθ1 + dθ2 + bλ)
k =
∑
|l|=k
(
k
l1, l2, l3
)
al1dl2bl3θl11 θ
l2
2 λ
l3 .
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Si α ∈ Nk(Ae) est une classe représentée par le polynôme∑
|l|=k
xl1,l2,l3θ
l1
1 θ
l2
2 λ
l3 ,
la matrice bα|Ml représentant Bα|Ml , est alors donnée par
1
k!
bα|Ml =
∑
|l|=k
t
(l)
ij
(
k
l1, l2, l3
)−1
xl1,l2,l3

ij
. (13)
Remarquons enfin que si Ml et M ′l sont deux modules isomorphes dans la dé-
composition (12), il suffit de calculer bα|Ml pour étudier la positivité de α. Cela
découle du fait que bα|M ′
l
doit être une matrice semblable à bα|Ml , de sorte que les
deux matrices ont les mêmes valeurs propres.
Corollaire 3.11. Les cônes Semik(A×A) ne dépendent pas de la dimension de A
pour n ≥ k.
Démonstration. Par la démonstration de la proposition 3.9 et la remarque 3.10,
il suffit de montrer qu’un module irréductible apparaît dans la décomposition de∧kW⊕n si et seulement s’il apparaît dans la décomposition de∧kW⊕k pour n ≥ k :
notons l un multi-indice (l1, . . . , lk) et posons |l| =
∑k
i=1 li. On a
k∧
W⊕k =
⊕
|l|=k
(
l1∧
W ⊗ · · · ⊗
lk∧
W )⊕ml
et
k∧
W⊕n =
⊕
|l|=k
(
l1∧
W ⊗ · · · ⊗
lk∧
W )⊕(
n
k)ml ,
où ml est un entier positif, d’où le résultat.
3.2.2 Le cas A×A
Regardons maintenant le cas e = 2. On montre d’abord que, pour 1 ≤ k ≤ n, on a
des isomorphismes Nk(A × A) → Symk+1(R) (resp. N2n−k(A × A) → Symk+1(R))
qui envoient des classes semipositives sur des matrices positives (proposition 3.13).
Expliquons l’idée pour n = k : ayant VR = W⊕k, le GL(W )-module Sk(W ) est
un facteur irréductible de
∧k VR. On choisit alors une base telle que les matrices
bα se décomposent en blocs correspondant aux facteurs irréductibles de
∧k
VR. En
prenant la projection sur le bloc correspondant à une copie de SkW , on obtient
l’isomorphisme souhaité.
Ensuite, on applique la méthode décrite dans la remarque 3.10 afin de calculer
l’isomorphismeNk(A×A) → Symk+1(R) explicitement (lemme 3.14) et pour obtenir
des inéquations définissant les cônes semipositifs Semik(A×A) pour A de dimension
3 et pour 2 ≤ k ≤ 4.
Commençons par un lemme technique.
Lemme 3.12. Soit ρ : End(W ) → End(SkW ) la représentation standard et ρB :
Mat2(R) → Matk+1(R) l’application induite pour des coordonnées sur W et SkW
fixées. L’espace vectoriel engendré par ρB(Sym2(R)) est de dimension
(k+1)(k+2)
2 =
dimS2(SkW ).
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Démonstration. On choisit une base {w1, w2} deW et la base {wi1wk−i2 | 0 ≤ i ≤ k}
de SkW . Soit D la matrice diagonale avec Dii =
(
n
i
)
pour 0 ≤ i ≤ k. Comme D est
inversible, il suffit de montrer que l’espace engendré par les matrices ρB(Sym2(R))D
est de dimension (k+1)(k+2)2 . Pour cela, on procède comme suit. D’abord on identifie
Sym2(R) avec S
2W par l’application(
a b
b c
)
7→ aw21 + bw1w2 + cw22.
Alors on a (aw21 + bw1w2 + cw
2
2)
k ∈ Sk(S2W ). Soit φ : Sk(S2W ) ≃ S2(SkW )
l’isomorphisme donné par la réciprocité d’Hermite (cf. par exemple [12, Lemma 3]).
Comme les (aw21+bw1w2+cw
2
2)
k engendrent Sk(S2W ), les φ((aw21+bw1w2+cw
2
2)
k)
engendrent S2(SkW ), de sorte qu’il suffit de montrer que l’on a
∀g =
(
a b
b c
)
∈ Sym2(R) φ((aw21 + bw1w2 + cw22)k) = ρB(g)D, (14)
où l’on identifie S2(SkW ) avec Symk+1(R) (voir ci-dessous pour les détails).
Pour montrer l’égalité (14), on rappelle d’abord que l’isomorphisme φ est donné
par
φ : Sk(S2W )→ S2(SkW ) →֒ SkW ⊗ SkW,
(w21)
r1(w1w2)
r2(w22)
r3 7→ (w1 ⊗ w1)∗r1 ∗ (w1 ⊗ w2 + w2 ⊗ w1)∗r2 ∗ (w2 ⊗ w2)∗r3 ,
où (u1⊗ u2) ∗ (v1⊗ v2) = (u1v1⊗ u2v2) ∈ S2W ⊗S2W pour u1, u2, v1, v2 ∈W . Un
calcul montre alors que l’image de (aw21 + bw1w2 + cw
2
2)
k par φ est
∑
r1+r2+r3=k
(
k
r1, r2, r3
)
ar1br2cr3
r2∑
s=0
(
r2
s
)
wr1+r2−s1 w
s+r3
2 · wr1+s1 wr2−s+r32 . (15)
Calculons maintenant ρB(g)D. Pour 0 ≤ j ≤ k, on a
g · wj1wk−j2 = (aw1 + bw2)j(bw1 + dw2)k−j
=
k∑
i=0
(
i∑
l=0
(
j
i− l
)(
k − j
l
)
ai−lbj−i+2lck−j−l
)
wi1w
k−i
2 ,
et ayant
(
j
i−l
)(
k−j
l
)
=
(
k
i−l,j−i+2l,k−j−l
)(
j−i+2l
l
)(
k
j
)−1
, on obtient ainsi
(ρB(g)D)ij =
i∑
l=0
(
k
i− l, j − i+ 2l, k − j − l
)(
j − i+ 2l
l
)
ai−lbj−i+2ldk−j−l, (16)
et l’on vérifie facilement que cette matrice est symétrique. Cela nous permet de voir
η(g) := ρB(g)D comme un élément dans S2(SkW ) via l’isomorphisme S2(SkW ) ≃
Symk+1(R) qui envoie η(g) sur
∑
0≤i≤j≤k η(g)ijw
i
1w
k−i
2 · wj1wk−j2 . En posant r1 =
i − l, r2 = j − i + 2l, r3 = k − j − l pour i, j, l fixés, le terme associé de la somme
donnant η(g)ij s’écrit (
k
r1, r2, r2
)(
r2
l
)
ar1br2dr3 ,
et l’on a
i = r1 + r2 − l, k − i = l + r3,
j = r1 + l, k − j = r2 − l + r3,
ce qui fournit le résultat souhaité en comparant avec (15).
18
Étudions maintenant la décomposition de
∧k
VR en GL(W )-modules irréduc-
tibles. Comme on a VR ≃ W⊕n en tant que GL(W )-modules, on remplace
∧k VR
par
∧k
W⊕n dans la suite. Or
k∧
W⊕n =
⌊ k
2
⌋⊕
s=max{0,k−n}
(
det(W )⊗s ⊗W⊗k−2s)( nk−2s)(2ss )
=
⌊ k
2
⌋⊕
s=max{0,k−n}
⌊ k−2s2 ⌋⊕
i=0
det(W )⊗i+s ⊗ Sk−2s−2iW
(
n
k−2s)(
2s
s )
.
Posons Mk,l = det(W )⊗l⊗Sk−2lW pour 0 ≤ l ≤ ⌊k2 ⌋ et notons mk,l la multiplicité
de Mk,l dans la décomposition de
∧k
W⊕n. Soit
pl :
⊕
l
S
2(M∗k,l)
⊕mk,l → S2(M∗k,l)
une projection sur une des copies de S2(M∗k,l).
La proposition suivante fournit alors les isomorphismes Nk(A×A) ≃ Symk+1(R)
(resp. N2n−k(A × A) → Symk+1(R)) qui envoient les classes semipositives sur des
matrices semipositives pour 1 ≤ k ≤ n (après un choix de coordonnées sur SkW ∗
(resp. sur SkW ∗ ⊗ det(W ∗)⊗n−k)).
Proposition 3.13. Soit A une variété abélienne principalement polarisée très gé-
nérale de dimension n et soit 0 ≤ k ≤ 2n. Alors les GL(W )-morphismes
pl ◦B : Nk(A×A)→ S2(M∗k,l)
sont surjectifs pour tout l. En particulier, pour 1 ≤ k ≤ n, les applications
p0 ◦B : Nk(A×A)→ S2(SkW ∗)
resp.
pn−k ◦B : N2n−k(A×A)→ S2(SkW ∗ ⊗ det(W ∗)⊗n−k)
sont des isomorphismes de GL(W )-modules qui envoient toute classe semipositive
sur une forme bilinéaire symétrique semipositive.
Démonstration. Rappelons que l’on a un isomorphisme N1(Ae) ≃ Sym2(R), et
que l’on note gβ la matrice symétrique ainsi associée à β ∈ N1(Ae). Soit ρMk,l :
End(W )→ End(Mk,l) la représentation standard et
ρBMk,l : Mat2(R)→ Matdim(Mk,l)(R)
l’application induit pour des coordonnées deW etMk,l fixées. Par la démonstration
de la proposition 3.9 resp. par la remarque 3.10, on peut supposer que les coordon-
nées sont choisies de façon que pl◦Bβk = ρBMk,l(gβ) pour tout β ∈ N1(A×A). Comme
les βk engendrent Nk(Ae), l’application pl ◦ h est donc surjective si et seulement si
les matrices
ρBMk,l(gβ) = det(gβ)
2l · ρBMk,l(gβ)
engendrent un espace vectoriel de dimension (k−2l+1)(k−2l)2 . Or les applications ρ
B
Mk,l
sont polynomiales et l’ensemble U := {β | det(β) 6= 0} est un ouvert dans Sym2(R),
de sorte que
〈ρBMk,l(U)〉 = 〈ρBMk−2l,0(U)〉.
Il suffit ainsi de montrer que ρBMk,0(U) engendre un espace vectoriel de dimension
(k+2)(k+1)
2 pour tout k ∈ N, ce qui est la conclusion du lemme 3.12.
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Soit ρ : End(W ) → End(SkW ) la représentation standard et ρB : Mat2(R) →
Matk+1(R) l’application induite pour des coordonnées associées à une base {w1, w2}
de W et la base {wi1wk−i2 | 0 ≤ i ≤ k} de SkW . Soit D ∈ Matk+1(R) la matrice
diagonale telle que Dii =
(
n
i
)
pour 0 ≤ i ≤ k. Par la démonstration du lemme
3.12, on sait que les matrices ρB(g)D sont symétriques, de sorte que l’on obtient un
isomorphisme b′ : Nk(A×A) → Symk+1(R) induit par la condition βk 7→ ρB(gβ)D
pour tout β ∈ N1(A×A) (cf. lemme 3.8).
Lemme 3.14. Soit A une variété abélienne principalement polarisée très générale
de dimension n. Soit 1 ≤ k ≤ n et soit α ∈ Nk(A×A). Avec les notations ci-dessus,
b′α représente p0 ◦Bα = Bα|Sk W pour tout α ∈ Nk(A×A) et l’on a
b′θ1·α =
(
b′α 0
0 0
)
pour 1 ≤ k ≤ n− 1.
Démonstration. On a un plongement canonique
ϕ : SkW → W⊗k
v1 · · · vk 7→
∑
σ∈Sk
vσ(1) ⊗ · · · ⊗ vσ(k).
Comme chaque tenseur dans ϕ(vi1v
k−i
2 ) apparaît i!(k − i)! fois, et comme on a
(
k
i
)
tenseurs, les vecteurs
1
i!(k − i)!
√(
k
i
)ϕ(vi1vk−i2 ), 0 ≤ i ≤ k,
forment une base orthonormée de SkW comme sous-module de
∧k
VR par rapport
au produit intérieur standard. Soit a : SkW → SkW le changement de base donné
par la matrice
aij =
{
c0i!(k − i)!
√(
k
i
)
si i = j,
0 sinon,
où c0 ∈ R. La matrice ρB′(g) représentant ρ(g) dans la nouvelle base B′ est alors
donnée par ρB′(g) = aρB(g)a−1. La matrice ρB′(g) ne dépend pas de la constante
c0 de sorte que ρB′(g) est la matrice représentant ρ(g) dans une base orthonormée
de SkW . En particulier, on a
aρB(gβ)a−1 = ρB′(gβ) = bβk |Sk W
pour tout β ∈ N1(A×A) et donc ρB(gβ) = a−1bβk |Sk Wa. Si l’on prend c0 = 1k! , on
obtient ainsi
ρB(gβ)D = t(a−1)bβk |Sk W a−1,
ce qui fournit la première partie de l’énoncé. Posons
b′α =
t(a−1)bα|Sk W a−1
et notons (b′α)ij le coefficient correspondant aux coordonnées i, j dans la matrice b
′
α
pour 0 ≤ i, j ≤ k. On peut calculer ces matrices en calculant les b′
βk
et en appliquant
ensuite la méthode décrite dans la remarque 3.10. De (16) on obtient ainsi
(b′θ1·α)ij =
∑
0≤l≤k−i
j−i≤l≤j
(
i− j + 2l
l
)
xk−i−l,j−l,i−j+2l(θ1 · α)
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pour 0 ≤ i, j ≤ k et
(b′α)ij =
∑
0≤l≤k−i
j−i≤l≤j
(
i− j + 2l
l
)
xk−1−i−l,j−l,i−j+2l(α)
pour 0 ≤ i, j ≤ k − 1. Or, on a
xk−l−i−1,j−l,i−j+2l(α) = xk−i−l,j−l,i−j+2l(θ1 · α)
pour 0 ≤ l ≤ k − i− 1,
x0,j−k+i,2k−i−j (θ1 · α) = 0
et
(b′θ1·α)ik = (b
′
θ1·α)ki = 0,
ce qui fournit le résultat souhaité.
En suivant la procédure décrite dans la remarque 3.10, on calcule maintenant des
représentations des cônes Semik(A×A) pour k = 2, 3, 4 pour une variété abélienne
A principalement polarisée très générale de dimension 3. On l’explique en détail
pour k = 2.
1. Le cas k = 2. Remarquons d’abord que l’on a
2∧
W⊕3 = (S2W )⊕3 ⊕ det(W )⊕6.
Fixons des coordonnées sur W telles que l’action de g =
(
a b
c d
)
sur S2W et
det(W ) soit donnée par
ρdet(W )(g) = ad− bc ρS2 W (g) =
 a2 ab b22ac ad+ bc 2bd
c2 cd d2
 .
On a
(aθ1 + dθ2 + bλ)
2 = a2θ1 + d
2θ2 + b
2λ2 + 2adθ1θ2 + 2abθ1λ+ 2dbθ2λ
et gaθ1+dθ2+bλ =
(
a b
b d
)
. Par le lemme 3.8, la matrice représentant la forme
bilinéaire symétrique B(aθ1+dθ2+bλ)2 est donc semblable à une matrice dia-
gonale par blocs composée de 6 blocs de la forme ad − b2 et 3 blocs de la
forme  a2 ab b22ab ad+ b2 2bd
b2 bd d2
 .
Plus généralement, pour
α = x2,0,0θ
2
1+x1,1,0θ1θ2+x0,2,0θ
2
2+x1,0,1θ1λ+x0,1,1θ2λ+x0,0,2λ
2 ∈ N2(A×A),
une matrice représentant Bα est semblable à une matrice diagonale par blocs
composée de 6 blocs de la forme
1
2
x1,1,0 − x0,0,2 (17)
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et 3 blocs de la formex2,0,0 12x1,0,1 x0,0,2x1,0,1 12x1,1,0 + x0,0,2 x0,1,1
x0,0,2
1
2x0,1,1 x0,2,0
 ,
ce qui permet de déduire des inéquations définissant Semi2(A×A).
Pour obtenir une matrice diagonale par blocs représentant Bα, il suffit par le
lemme 3.14 de remplacer la matrice ρS2 W (g) par la matrice ρS2 W (g)D (où D
est la matrice diagonale avec Dii =
(
2
i
)
pour i = 0, 1, 2) dans le raisonnement
ci-dessus. Une matrice bα représentant Bα est alors donnée par une matrice
diagonale par blocs composée de 6 blocs de la forme (17) et 3 blocs de la forme
bα|S2 W =
x2,0,0 x1,0,1 x0,0,2x1,0,1 x1,1,0 + 2x0,0,2 x0,1,1
x0,0,2 x0,1,1 x0,2,0
 , (18)
et la classe α est semipositive si et seulement si les matrices (17) et (18) sont
semipositives. On retrouve ainsi la représentation du cône Semi2(A×A) déjà
obtenue dans [9] par un calcul explicite.
2. Le cas k = 3. Ayant
3∧
W⊕3 ≃ (det(W )⊗W )⊕8 ⊕ S3W,
la classe
α =
∑
|l|=3
xlθ
l1
1 θ
l2
2 λ
l3 ∈ N3(A×A) = S3N1(A×A)
est semipositive si et seulement si les matrices
bα|det(W )⊗W =
(
2x2,1,0 − 2x1,0,2 x1,1,1 − 6x0,0,3
x1,1,1 − 6x0,0,3 2x1,2,0 − 2x0,1,2
)
(19)
et
bα|S3 W =

x3,0,0 x2,0,1 x1,0,2 x0,0,3
x2,0,1 x2,1,0 + 2x1,0,2 x1,1,1 + 3x0,0,3 x0,1,2
x1,0,2 x1,1,1 + 3x0,0,3 x1,2,0 + 2x0,1,2 x0,2,1
x0,0,3 x0,1,2 x0,2,1 x0,3,0
 (20)
sont semipositives.
3. Le cas k = 4.
Comme les seuls facteurs irréductibles de
∧4
W⊕3 sont det(W )⊗2 et det(W )⊗
S
2W , un polynôme
P (θ1, θ2, λ) =
∑
|l|=4
xlθ
l1
1 θ
l2
2 λ
l3 ∈ S4 N1(A×A)
représente une classe semipositive α ∈ N4(A×A) si et seulement si les matrices
bα|det(W )⊗2 = x2,2,0 − x1,1,2 + 6x0,0,4 (21)
et
bα|det(W )⊗S2 W =
3x3,1,0 − 2x2,0,2 2x2,1,1 − 6x1,0,3 x1,1,2 − 12x0,0,42x2,1,1 − 6x1,0,3 4x2,2,0 − 24x0,0,4 2x1,2,1 − 6x0,1,3
x1,1,2 − 12x0,0,4 2x1,2,1 − 6x0,1,3 3x1,3,0 − 2x0,2,2

(22)
sont semipositives.
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Remarque 3.15. Pour k = 2 (resp. pour k = 3), on obtient ainsi aussi une
représentation du cône Semi2(A × A) (resp. de Semi3(A × A)) pour une variété
abélienne principalement polarisée très générale A de dimension ≥ 2 (resp. pour A
de dimension ≥ 3) par le corollaire 3.11.
4 Comparaison des cônes
Pour la suite, on suppose toujours que A est une variété abélienne principalement
polarisée très générale de dimension n.
4.1 Classes pseudoeffectives et classes semipositives
Dans cette section, on étudie les inclusions de cônes
S
k Psef1(Ae) ⊂ Psefk(Ae) ⊂ Strongk(Ae) ⊂ Semik(Ae) (23)
en se servant des caractérisations explicites des cônes Sk Psef1(Ae) (en fonction de
générateurs) et Semik(Ae) (en fonction d’inéquations le définissant). Le résultat
principal est, qu’en codimension 3 ≤ k ≤ n et pour e ≥ 2, on a (théorème 4.4)
S
k Psef1(Ae)  Semik(Ae).
Par ailleurs, on montre que les inclusions (23) sont des égalités pour n = 3 et
k = 4 (proposition 4.5).
Lemme 4.1. Soit 1 ≤ l ≤ e et soit α ∈ Nk(Al). Si p : Ae → Al est une projection,
1. pour 1 ≤ k ≤ ln, la classe p∗α est semipositive si et seulement si α est
semipositive,
2. pour 1 ≤ k ≤ n, la classe p∗α est dans le cône Sk Psef1(Ae) si et seulement
si α ∈ Sk Psef1(Al).
Démonstration. La projection p : Ae → Al correspond à une projection p˜ : U⊕e →
U⊕l qui induit naturellement une application p˜k :
∧k
U⊕e → ∧k U⊕l. Avec ces
notations, on a Hp˜∗
k
α = p˜
∗
kHα, et comme p˜k est surjectif, p˜
∗
kHα est semipositive si
et seulement si Hα est semipositive, ce qui montre la première partie de l’énoncé.
Montrons la deuxième partie du lemme. On peut supposer que p est la projection
sur les l premiers facteurs de Ae. Si α ∈ Sk Psef1(A×A), il est clair que l’on a aussi
p∗α ∈ Sk Psef1(Ae). Supposons donc p∗α ∈ Sk Psef1(Ae), i.e., on peut écrire
p∗α =
l∑
j=1
gj1θ1 · · · gjkθ1
avec gji ∈ GL(W ), 1 ≤ i ≤ k, 1 ≤ j ≤ l. Ecrivons gji θ1 =
∑e
r=1(a
i,j
r )
2θr +∑
1≤s<t≤e a
i,j
s a
i,j
t λst, où a
i,j
r ∈ R pour 1 ≤ r ≤ e. Comme p∗α est un polynôme
en θr, λst, 1 ≤ r ≤ l, 1 ≤ s < t ≤ l, on a ai,jr = 0 pour r ≥ l et tout i, j. Cela
entraîne α ∈ Sk Psef1(Ae) et donc le résultat souhaité.
Lemme 4.2. Soit B une variété abélienne. Alors on a les inclusions suivantes :
(a) Semik(B) · Semil(B) ⊂ Semik+l(B),
(b) Strongk(B) · Strongl(B) ⊂ Strongk+l(B),
(c) Nefk(B) · Psefl(B) ⊂ Nefk+l(B).
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Démonstration. Cela découle de la définition des notions de positivité respectives.
Rappelons quelques propriétés élémentaires du cône Sym+k (R) des matrices k×k
réelles symétriques positives [2, II.12].
Proposition 4.3. Soit Sym+k (R) le cône des matrices k × k réelles symétriques
positives. Alors on a
1. ext(Sym+k (R)) = {M ∈ Sym+k (R) | rang(M) = 1}.
2. Pour toute matrice A de rang r < k, il existe une (unique) face F de Sym+k (R)
telle que A est dans l’intérieur relatif de F . De plus, il existe une isométrie
F ≃ Sym+r (R) preservant le rang des matrices dans F .
Théorème 4.4. Soit A une variété abélienne principalement polarisée très générale
de dimension n ≥ 3. Alors on a
S
k Psef1(Ae)  Semik(Ae) (24)
pour 3 ≤ k ≤ n et pour e ≥ 2. Sous les mêmes restrictions sur k et n, on a de plus
ext(Sk Psef1(A×A)) ⊂ ext(Semik(A×A)). (25)
Démonstration. Montrons d’abord (24) pour e = 2. Soit
α = θ21 + θ1θ2 + θ
2
2 + λ
2.
Par la représentation explicite du cône Semi2(A × A) donnée dans (17) et (18),
cette classe n’est pas semipositive, et ayant S2 Psef1(A×A) = Semi2(A×A) (cf. [9,
Thm. 4.1]), cela veut dire qu’elle n’est pas contenue dans S2 Psef1(A × A). Par la
proposition 3.7, on a donc
θn−21 · α 6∈ Sn Psef1(A×A)
alors que l’on a par la représentation explicite du cône Semi3(A × A) donnée dans
(19) et (20), et par le lemme 4.2,
θn−21 · α ∈ Semin(A×A),
ce qui montre (24) pour e = 2. On en déduit (24) pour le cas général e ≥ 3 en tirant
en arrière les cônes respectivements par des projections et en appliquant le lemme
4.1.
Afin de montrer (25), on rappelle d’abord que la réunion des rayons extrémaux
de Sk Psef1(A×A) est donnée par (proposition 3.6)
Ek = {g1θ1 · · · gkθ1 | g1, . . . , gk ∈ GL(W )} ⊂ Nk(A×A).
Par l’isomorphisme décrit dans le lemme 3.14 et par la proposition 4.3, il suffit
de montrer que la matrice b′α (comme définie dans le lemme 3.14) est de rang 1
pour tout α ∈ Ek. Pour k = 1, c’est la proposition 3.2 de sorte que l’on peut
supposer k ≥ 2. Comme Ek est invariant sous l’action de GL(W ), on peut supposer
α = θ1 · g2θ1 · · · gkθ1. Par récurrence, on a rang(b′g2θ1···gkθ1) = 1 et par le lemme
3.14, cela fournit rang(b′α) = 1, d’où le résultat.
Par [9], on sait que l’on a S2n−2(A × A) = Strong2n−2(A × A). La proposi-
tion suivante complète ce résultat pour n = 3 et elle fournit ainsi des inéquations
définissant Psef4(A×A) dans ce cas.
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Proposition 4.5. Soit A une variété abélienne principalement polarisée très géné-
rale de dimension 3. Alors on a
S
4 Psef1 = Psef4(A×A) = Strong4(A×A) = Semi4(A×A).
Démonstration. Posons
L≥0 = {α ∈ N4(A×A) | x2,2,0 − x1,1,2 + 6x0,0,4 ≥ 0}
et
L = {α ∈ N4(A×A) | x2,2,0 − x1,1,2 + 6x0,0,4 = 0}.
On montre S4 Psef1(A×A) = Semi4(A×A). Par la représentation explicite du cône
Semi4(A×A) donnée dans (21) et (22), ce cône est isomorphe à l’intersection du cône
Sym+3 (R) avec le demi-espace L≥0. Il en découle qu’une classe semipositive α dans
N4(A×A) est extrémale dans Semi4(A×A) si et seulement si α est semipositive et
la matrice b′α := bα|det(W )⊗S2 W est de rang 1 : si b′α est de rang 1, il est clair que α
est une classe extrémale par la proposition 4.3. Inversement, supposons maintenant
rang(b′α) 6= 1. Si rang(b′α) = 2, la matrice b′α appartient à l’intérieur relative d’une
face F de Sym+3 (R) qui est isomorphe à Sym
+
2 (R) (cf. proposition 4.3). On voit
tout de suite que b′α ne peut pas être extrémale dans F ∩ L≥0 et donc pas dans
Semi4(A × A). Si la matrice b′α est de rang 3, elle est dans l’intérieur du cône
Sym+3 (R). Il existe donc un voisinage U dans l’intérieur de Sym
+
3 (R) contenant b
′
α.
Il s’ensuit que l’on peut écrire b′α = M1 +M2 avec M1,M2 ∈ Sym+3 (R) ∩ L≥0 ∩ U
et M1 6=M2, de sorte que b′α n’est pas extrémale.
Il suffit ainsi de montrer que toute matrice de rang 1 contenue dans Sym+3 (R)∩
L≥0 représente une classe dans S4 Psef1(A×A). On montre qu’une matrice de rang
1 est représentée soit par une classe g(θ21θ
2
2) soit par g(θ
3
1θ2) pour un g ∈ GL(W ).
Remarquons qu’une matrice symétrique de rang 1 est entièrement détérminée par
sa première colonne si celle-ci est non nulle.
Montrons d’abord que toute matrice b′α de rang 1 dans Sym
+
3 (R) ∩ L>0 cor-
respond à une classe g(θ21θ
2
2). Soit g =
(
a b
c d
)
. Supposons d’abord c = d = 1 et
regardons
g(θ21θ
2
2) = (θ1 + a
2θ2 + aλ)
2(θ1 + b
2θ2 + bλ)
2.
La matrice b′α représente donc une telle classe g(θ
2
1θ
2
2) si et seulement si les équa-
tions suivantes, que l’on obtient comme conditions sur la première colonne, sont
satisfaites :
3x3,1,0 − 2x2,0,2 = 4(a− b)2,
2x2,1,1 − 6x1,0,3 = 4(a− b)2(a+ b),
x1,1,2 − 12x0,0,4 = 4(a− b)2ab.
Comme a 6= b, on est ramené aux équations
3x3,1,0 − 2x2,0,2 = 1,
2x2,1,1 − 6x1,0,3 = a+ b,
x1,1,2 − 12x0,0,4 = ab.
Autrement dit, la matrice b′α représente une classe g(θ
2
1θ
2
2) si et seulement si ce
système admet une solution réelle. C’est équivalent à dire que le polynôme
P (y) = (x1,1,2 − 12x0,0,4)− (2x2,1,1 − 6x1,0,3)y + y2 (26)
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admet deux racines réelles distinctes (car a 6= b). Comme la matrice est de rang 1,
on a
(2x2,1,1 − 6x1,0,3)2 = 4x2,2,0 − 24x0,0,4
et le discriminant de P vaut
∆(P ) = x2,2,0 − x1,1,2 + 6x0,0,4.
Ainsi on voit que toute matrice de rang 1 avec 3x3,1,0 − 2x2,0,2 6= 0, qui est dans
L>0, est aussi dans S
4 Psef1(A×A). De la même façon, on montre le résultat pour
les matrices b′α de rang 1 telles que 3x1,3,0 − 2x0,2,2 6= 0. Si
3x1,3,0 − 2x0,2,2 = 3x3,1,0 − 2x2,0,2 = 0,
et la matrice est de rang 1, elle représente un multiple de θ21θ
2
2.
Il reste donc à montrer que les matrices semipositives de rang 1 dans L cor-
respondent aux classes g(θ31θ2). Or une matrice de rang 1 correspond à une classe
g(θ31θ2) si et seulement si les équations suivantes, obtenues comme conditions sur la
première colonne, sont satisfaites :
3x3,0,0 − 2x2,0,2 = 1,
2x2,1,1 − 6x1,0,3 = 2a,
x1,1,2 − 12x0,0,4 = a2,
ce qui est le cas si et seulement si le polynôme P (y) défini dans (26) admet une
racine double réelle a. Par un raisonnement comme pour g(θ21θ
2
2), on trouve que
c’est le cas si et seulement si la classe est contenue dans L, ce qui fournit le résultat
souhaité.
Remarque 4.6. Comme tous les modules irréductibles dans une décomposition
de
∧2n−2W⊕n sont isomorphes à det(W )⊗n−1 ou à det(W )⊗n−2 ⊗ S2W , le cône
Semi2n−2(A×A) peut toujours être identifié avec le cône des matrices symétriques
réelles semipositives 3× 3 intersecté avec un demi-espace (cf. proposition 3.9). Pour
des raisons comme dans la démonstration de la proposition 4.5, on devrait avoir
S
2n−2 Psef1(A×A) = Psef2n−2(A×A) = Strong2n−2(A×A) = Semi2n−2(A×A)
pour tout n ≥ 3, et les rayons extrémaux de ce cône devraient correspondre aux
classes GL(W ) · (θn1 θn−22 ) et GL(W ) · (θn−11 θn−12 ). Mais pour l’instant, je ne vois pas
de moyen pour montrer le cas général.
Avec un raisonnement semblable à celui utilisé dans la démonstration de la
proposition 4.5, on peut montrer que le cône S3 Psef1(A×A) s’identifie avec le cône
engendré par les matrices de rang 1 dans la représentation du cône Semi3(A × A)
donnée dans (19) et (20).
Question 4.7. Si l’on regarde Semik(A×A) comme un sous-cône de Sym+k+1(R),
est-ce que, pour 1 ≤ k ≤ n, l’ensemble des rayons extrémaux de Sk Psef1(A × A)
(resp. de S2n−k Psef1(A×A)) s’identifie avec l’ensemble des matrices semipositives
de rang 1 dans Semik(A× A) ?
4.2 Classes numériquement effectives et classes pseudoeffec-
tives
Dans [9], les auteurs montrent que, pour une surface abélienne A, la classe µ =
4θ1θ2 − λ2 est nef mais pas pseudoeffective de sorte que l’on a une inclusion stricte
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Psef2(A×A)  Nef2(A×A). Le résultat principal de cette section (proposition 4.9)
est que l’on a, en toute dimension n,
Psefk(Ae)  Nefk(Ae)
pour tout entier positif e ≥ 2 pour 2 ≤ k ≤ ne− 2.
Rappelons d’abord qu’en tant que GL(W )-modules, on a
S
k N1(A×A) =
⊕
0≤2i≤2k
µi · S2k−4iW ⊕ R+ µn−k (27)
et g · µ = det(g)2µ pour tout g ∈ GL(W ).
Lemme 4.8. La classe µk est nef pour k ∈ {1, . . . , n}. En particulier, on a
µk · Psefn−k(A×A) ⊂ Nefn+k(A×A).
Démonstration. Par la décomposition (27) et la proposition 2.16, il suffit de montrer
que le cône Psef2n−2k(A×A) est contenu dans le demi-espace
H+
µn−k
=
⊕
0≤2i≤2n−2k
µi · S4(n−k)−4iW ⊕ R+ µn−k.
Ayant Psef2n−2k(A × A) ⊂ Semi2n−2k(A × A), il suffit de montrer que l’on a
Semi2n−2k(A×A) ⊂ H+
µn−k
. Pour une classe α ∈ N2n−2k(A×A), la matrice bα repré-
sentant Bα se décompose en blocs correspondant à une décomposition de
∧2n−2k
VR
en GL(W )-modules irréductibles (proposition 3.9). Comme det(W )⊗n−k est un mo-
dule irréductible apparaissant dans une telle décomposition de
∧2n−2k VR, on a des
blocs 1× 1 dans la matrice bα correspondant au module irréductible
S
2(det(W )n−k) ≃ Rµn−k pour tout α ∈ N2n−2k(A × A). Si l’on écrit Pα =∑
0≤2i≤2n−2k µ
iPi(θ1, θ2, λ) avec Pi ∈ S4(n−k)−4iW , selon la décomposition don-
née dans la proposition 2.4, alors Pn−k est une constante et l’application
Rµn−k → S2(det(W )n−k)
Pn−k 7→ L(α)
étant la multiplication par une constante réelle c 6= 0, on a L(α) = cPn−k. Si c > 0,
on a donc Semi2n−2k(A×A) ⊂ H+
µn−k
et si c < 0, on a Semi2n−2k(A×A) ⊂ H−
µn−k
.
Comme la classe θn−k1 θ
n−k
2 est semipositive, il suffit ainsi de montrer
θn−k1 θ
n−k
2 ∈ H+µn−k .
Ecrivons θn−k1 θ
n−k
2 =
∑
0≤2i≤2n−2k µ
iPi avec Pi ∈ S4(n−k)−4iW , selon la décompo-
sition (27). Alors Pn−k est une constante et on veut déterminer son signe. Comme
le morphisme surjectif S2n−2k N1(A× A)→ N2n−2k(A× A) correspond à une pro-
jection sur des facteurs irréductibles de S2n−2k N1(A×A), et comme µn−k engendre
un module irréductible non nul dans N2n−2k(A×A) pour k ≤ n, on peut supposer
que A est de dimension n− k. Or on a N2n−2k(A×A) = Rµn−k, et µn−kPn−k est
donc juste un nombre d’intersection de 2n− 2k diviseurs effectifs, de sorte que l’on
a µn−kPn−k ≥ 0. Comme µn−k > 0 par la remarque 2.16, on obtient Pn−k > 0, ce
qui fournit le résultat souhaité.
Théorème 4.9. Soit A une variété abélienne principalement polarisée très générale
de dimension n ≥ 2. Les classes θk1µ ∈ Nk+2(A×A) et θn−21 θk2µ ∈ Nn+k(A×A) ne
sont pas semipositives mais nefs pour 0 ≤ k ≤ n− 2, et l’on a
Psefk(Ae)  Nefk(Ae) (28)
pour tout entier positif e ≥ 2 et 2 ≤ k ≤ ne− 2.
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Démonstration. Par la proposition 4.8 il est clair que θk1µ et θ
n−2
1 θ
k
2µ sont des
classes nefs pour 0 ≤ k ≤ n − 2. Pour voir que θk1µ n’est pas semipositive pour
0 ≤ k ≤ n, il suffit de remarquer que la matrice b′µ (cf. lemme 3.14) n’est pas
semipositive, ce qui entraîne par le lemme 3.14 que b′
θk
1
·µ n’est pas semipositive, et
donc θk1 · µ 6∈ Semik(A×A).
Pour voir que θk2θ
n−2
1 µ = 4θ
k+1
2 θ
n−1
1 − θk2θn−21 λ2 n’est pas semipositive, on re-
garde la matrice hθk
2
θ
n−2
1
µ représentantHθk
2
θ
n−2
1
µ dans la base standard de
∧k
V . On
montre qu’il y a un 2×2mineur principal dont le déterminant est négatif. La matrice
h
θk+1
2
θn−1
1
est une matrice avec des coefficients zéros hors de la diagonale et des coeffi-
cients non zéros dans la diagonale pour les coordonnées zi1∧· · ·∧zin−1∧zj1∧· · ·∧zjk+1
avec i1, . . . , in−1 ∈ {1, . . . , n} et j1, . . . , jk+1 ∈ {n+ 1, . . . , 2n}. En même temps la
matrice hθk
2
θ
n−2
1
λ2 contient un coefficient non nul pour
zn+1∧iz¯n+1∧· · ·∧zn+k∧iz¯n+k∧z1∧iz¯1∧· · ·∧zn−2∧iz¯n−2∧zn+(n−1)∧iz¯n−1∧z2n∧iz¯n,
qui n’est pas sur la diagonale, et comme on n’a pas de coefficients de θk2θ
n−2
1 λ
2 dans
la diagonale pour
zn+1 ∧ iz¯n+1 ∧ · · · ∧ zn+k ∧ iz¯n+k ∧ z1 ∧ iz¯1 ∧ · · · ∧ zn ∧ iz¯n,
cela entraîne le résultat.
Montrons maintenant l’inclusion (28). Par les arguments précédents, on a
Semik(A×A)  Nefk(A×A)
pour 2 ≤ k ≤ 2n − 2. Cela nous permet de raisonner par récurrence sur e pour n
fixé, en supposant que l’énoncé est vrai pour e−1. De plus, on peut se restreindre à
le montrer pour 2 ≤ k ≤ ⌊ne2 ⌋ par dualité. Soit α ∈ Nefk(Ae−1) une classe nef non
semipositive. Alors p∗1,...,e−1α est nef et non semipositive par le lemme 4.1. Ayant
ne− 2 ≥ ⌊ne2 ⌋ pour n ≥ 2, e ≥ 2, cela achève la démonstration.
Remarque 4.10. Par [9, Prop. 3.2], on a des isomorphismes ·µk : Nn−k(A×A)→
Nn+k(A×A) pour 1 ≤ k ≤ n, et on se demande naturellement si les cônes de classes
positives respectifs sont préservés, ce qui a été vérifié dans [9] pour k = n−1. Par le
théorème 4.9, on voit que, pour n = 3, l’isomorphisme ·µ : N2(A×A)→ N4(A×A)
ne préservent pas les classes pseudoeffectives, de sorte qu’en général, on ne peut pas
s’attendre à ce que les cônes soient préservés.
Remarque 4.11. Onmontre également que les inéquations définissantNef2n−2(A×
A) ne dépendent pas de n, si l’on écrit les inéquations en fonction des coordonnées
associées à la base
{µn−2 · θ21 , µn−2 · θ1θ2, µn−2 · θ22 , µn−2 · θ1λ, µn−2 · θ2λ, µn−2 · λ2}
de N2n−2(A × A). Comme les inéquations définissant Nef2(A × A) ont été calcu-
lées dans [9] pour n = 2, on obtient ainsi des inéquations explicites définissant
Nef2n−2(A×A) pour tout n ≥ 2.
D’autre côté, les inéquations définissant Nef2(A×A) dépendent de n alors que
le cône Psef2(A×A) = Semi2(A×A) ne dépend pas de n pour n ≥ 2.
Remarque 4.12. Tous les résultats obtenus pour une variété abélienne principa-
lement polarisée très générale A concernant la structure algébrique de N•(Ae) et
les cônes dans Nk(Ae) sont également vrais pour une variété abélienne A principa-
lement polarisée quelconque si l’on se restreint à la R-algèbre N•can(A
e) ⊂ N•(Ae)
engendrée par les θi et les λj,k, 0 ≤ i ≤ e, 1 ≤ j < k ≤ e.
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Remarquons de plus qu’une isogénie f : B → B′ entre deux variétés abéliennes
induit un isomorphisme f∗ : N•(B′)→ N•(B) qui préserve les cônes en question [9,
Prop. 1.6]. Les résultats pour N•(Ae) pour A principalement polarisée très générale
sont donc également vrais pour N•(B) si B est isogène à Ae.
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