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ABSTRACT 
An nX n matrix M over an arbitrary field is called a simple involution if M2= I 
and M- I has rank 1. Geometrically, such a transformation is an “oblique” symmetry 
with respect to a hyperplane. Our main result is that, for n > 1, an n X n matrix A is 
the product of at most 2n - 1 simple involutions if detA = ? 1. We also obtain a 
similar decomposition into unitary symmetries when F is the complex field and A is 
unitary. 
1. INTRODUCTION 
It is shown in [2] that an n X n matrix A over a field is the product of four 
involutions if and only if detA = k 1. An involution is any matrix with square 
equal to I, the identity matrix. For more detail on products of involutions, 
including a brief history and pertinent references, see [2]. Decomposition of 
orthogonal linear transformations into orthogonal involutions were treated in 
[l, 41. A result of Cartan and Dieudonne states that every n X n orthogonal 
matrix over a field of characteristic 22 is the product of at most n 
orthogonal involutions of a special type, i.e., those having (n - 1)-dimensional 
eigenspaces corresponding to the eigenvalue 1. (See Dieudonne [l] for this 
and other related results.) 
Geometrically, the simplest involutions are obviously those with maximal 
1-eigenspaces, that is, the special type just mentioned; they are symmetries 
with respect to a hyperplane. In the absence of orthogonality, however, one 
has to be satisfied with “oblique” involutions of this type. It turns out that 
every matrix, with determinant k 1, is decomposable into these oblique 
hyperplane symmetries. We call them simple involutions. More precisely a 
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simple involution is any n x n matrix which is similar to 
where Z denotes the identity of size n - 1. If the underlying field F has 
characteristic 22, X can be replaced by 0 in the above definition, but we 
shall assume that F is arbitrary. 
In the following, the symbol (Inv,,)P will denote, for p > 1, the set of all 
matrices which can be expressed as the product of p simple involutions 
(when the field F and the size n of matrices are fixed); (Inv,)’ will denote 
{I}. Each set (Inv,)’ is clearly invariant under similarity, so that in proving 
results such as A l (Inv~)p we shall freely assume that A is in the rational 
form [3]. 
2. GENERAL RESULTS 
In what follows, we shall assume n > 1. 
LEMMAS. Zf K is an n X n involution over an arbitrary field and if the 
l-eigenspace of K has dimension r < n, then K is the product of n - r 
commuting simple involutions. 
Proof. Let s = min(r, n - r). Then K has the rational form 
diag(B,, . . .,I$,_,, 1, . . . . I), 
q= 
i 
01 ( 1 1 0 if l< i<s, 
-1 ifs+l< j<n-r. 
At least one of the strings of l’s and (- 1)'s is necessarily absent. Now, for 
each i < n - r, obtain a simple involution Ki from the block-diagonal form of 
K by maintaining Bj and replacing every other Z$ by the identity of its size. 
Then clearly K = K,K, * * + K,,_r; and K,Ki = KiKi for all i and i. H 
This lemma together with the main result of [2] quoted above shows the 
possibility of decomposition for every matrix with determinant + 1: if A is 
such an n X n matrix, then A = K,K,K,K,, where Ki is an involution, so that 
A is in (Invo)P with p < 4n. In fact p can be reduced further (by a closer 
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examination of the Z$ in this factorization), but not as far as 2n - 1, as shown 
in Theorem 8 below. We insist on obtaining this smaller upper bound, 
because we feel that it stands a good chance of being best possible. 
We now treat the case of a cyclic matrix, i.e., one whose characteristic 
and minimal polynomials coincide. 
THEOREM 2. Let A be an n X n cyclic matrix over a field F and let 
detA = + 1. Then A is the product of at most n + 1 simple involutions over 
F. Futhermore, if F has characteristic 2, then A is the product of either n or 
n - 1, but no fewer, simple involutions. If F has characteristic 22, then the 
number of factors required is 
(i) n if detA = (- l)“, 
(ii) n+l or n-l if detA=(-l)“+‘. 
Proof. Assume that A is in the rational form 
0 0 0 .** 0 kl 
1 0 0 ... 0 a, 
0 1 0 ... 0 a2 
. . . * . . 
b 6 b . . . 1 a,-1 
Then it is easily verified that A equals the product K,K,K, of three 
involutions as follows: 
Of these, K, is clearly a simple involution unless F has characteristic 2 and 
a1 =a,=+.. =a,_,=(), in which case K,= 1. To the other two factors we 
apply Lemma 1: If n is even, then K, is in (Inv,,)“/2 and K, is either in 
(Inv,)“/2-1 or in (Inv,)“/2 according as detA is 1 or - 1. If n is odd, then K, 
is in (Inv,)(“- ‘)/’ and K, is either in (Inv,)(“+‘)/2 or in (Inv,)(“-‘)/2 according 
as detA is 1 or - 1. Thus we have proved that A E (InvJ-’ or A E (Inva)” 
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for characteristic 2, and that, for other characteristics, A l (Inv,)” if A 
satisfies the condition in (i) and A E (Ima)“+ ’ otherwise. 
Now A can never belong to (Inv,)P for p < n - 2, by a simple argument 
on dimensions: the 1-eigenspaces of p simple involutions necessarily intersect 
in a subspace of dimension at least n - p, and thus a member of (Inv,)P 
cannot be cyclic. Thus the assertion for characteristic 2 has been proved. For 
other characteristics, if A satisfies the condition in (i), then A cannot be in 
(InvO)“-‘. This proves (i). A similar argument shows that if A does not satisfy 
the condition in (i), then A cannot be in (Inv,)“, so that it is either in 
(Inv,)“-’ or in (Inv,)“+‘, and (ii) is proved. [Clearly every member of 
(Inv,)“-’ has an eigenvalue 1; thus A ~(Inv,)“+’ if 1 is not an eigenvalue of 
A. On the other hand, there exist cyclic matrices in (Inv,)“-‘, as the 
following lemma shows.] W 
LEMMA 3. Let I, _ 1 denote the (n - 1) X (n - 1) identity, and let 
Then L, is in (InvJ-’ for arbitrary F, while L, is in (Inv,)” for F with 
characteristic 22. 
Proof. Consider the decomposition K,K,Ks of L, as described in the 
proof of Theorem 2. Then K,K, is an involution. Now if n is even, then 
K, E (InvrJn12 and K,K, E (Inve) (n-2)/2 by Lemma 1. Similarly, if n is odd, 
then K, E (Inv,,)(“- i)12 and K,K, E (Inv,,)“-‘)/2. In either case, therefore, 
L, E (InvJ-‘. The proof for L, is similar. n 
COROLLARY 4. Every n X n diagonul matrix A over F with determinant 
2 1 is in (Inv,)2”-2 or in (Inv,)2”-‘; the former is the case if detA = 1 (and, 
in particular, if F has characteristic 2). 
Proof. Let A = diag( d,, d,, . . . , d,,), and let L, be as in Lemma 3. Then 
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-’ Since L, and, therefore, L, are in (Inv,)“-‘, it suffices to prove that AL, is 
in (Inv,)“- ’ or in (Inv,)“, the former being the case when F has characteristic 
2. But AL, is easily seen to be similar (via a change in magnitudes of the 
basis vectors) to either L, or L, of Lemma 3, because det(AL,) = t 1. Thus 
AL, has the desired property. 
When F has characteristic 22, the proof is completed by the observation 
that A E (Inv,) an-’ implies detA = - 1. n 
THEOREM 5. Let A be an n X n matrix ocer F with detA = _’ 1, and let 
m be the number of blocks in the rational form of A. Then A is the product 
of at most n + m simple incolutions ouer F. This number can he reduced to 
n + m - 1 if F has characteristic 2. 
Proof. We give the proof for the case of characteristic f2; the neces- 
sary adjustments for characteristic 2 will be obvious in the application of 
Theorem 2 and Corollary 4. 
Let A be in the rational form diag(A,, . . I ,A,), where Ai is the matrix 
di II I q-1 xi 
and where &Y=,di = + 1. If, for some Ai, di = 2 1, then Ai is the product of 
not more than ni + 1 simple involutions, by Theorem 2. Hence the direct sum 
of such Ai’s contributes no more than n’ + m’ simple involutions, where m’ is 
the number of those Ai’s and n’ is the sum of the corresponding q’s, It 
follows that we would be done if we showed that the direct sum of the 
remaining Ai’s contribute at most (n - n’) + (m - m’) simple involutions. In 
other words, it can be assumed with no loss of generality that all the di’s in A 
are different from -+ 1. 
It is easily seen that, for each i, 
and that the second factor is in (Inv,)? ~ ’ by Lemma 3. Thus the direct sum 
of all the second factors is in (Inv,Jn-m, and to complete the proof, we show 
that the direct sum of the first factors is in (Inv,)P with p < 2m. Now the 
assumption d, # 1 implies that the first factor in Ai is similar to 
diag(d,, 1,. . . , 1). Hence, the direct sum of these factors is similar to 
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diag(d,,d,, , , .,d,,,, 1,. . . , l), which is in (Inv,)2”-2 or in (InvO)zm-l by 
Corollary 4. (Note that m is necessarily greater than 1.) n 
A more careful application of Theorem 2 and Corollary 4 in the above 
proof actually gives a sharper, but less statable, result which follows; it has at 
least one corollary (concerning the field (0, 1)). 
THEOREM 6. Let A he an n X n matrix over F with detA = t 1, and 
assume that it is in the rationul form giz;en in the proof of Theorem 5. Let 
ml and m2 denote, respectively, the number of d,‘s equal to -+ 1 and those 
different from + 1. Then A l (Inv,)p, where 
p<n+m,+max(O,m,-1) if F has characteristic 22 
and 
p< n+max(O,mz-2) if F has characteristic = 2. 
COROLLARY 7. If F is the field with two elements, then every invertible 
n X n matrix over F is the product of ut most n simple involutions. 
Proof. Since d, = 1 for all i, Theorem 6 applies. n 
THEOREM 8. Every n X n matrix A over a field F with detA= t 1 is the 
product of at most 2n- 1 simple involutions (n> 1). If detA = 1, and, in 
particular, if F has characteristic 2, then the hound is reduced to 2n - 2. 
Proof Both assertions follow from Theorem 5 if m < n and from 
Corollary 4 if m = n. n 
The problem of characterizing (Inv,)P for every p between 1 and 2n - 1 
seems to be hard. It would be interesting to obtain the minimum p, for each 
n, such that (InvJP contains all n X n matrices with determinant k 1. We 
conjecture, as mentioned earlier, that this minimum is 2n - 1. If n = 3, F has 
characteristic f2, and (Y is a primitive cube root of - 1, then it is easy to see 
that aI is the product of no fewer than 5 simple involutions, but distinguish- 
ing between 2n - 1 and n + 2, when n = 3, is not so easy! [To see that LYI does 
require 5 factors, note that the number of factors is odd, because det(cuI) 
= - 1. So it suffices to show that aZ is not in (InvJ3, or, equivalently, that if 
K ~(Inv,)‘, then LYK is not in (InvJ’. But cuK has eigenvalues {(~,a, - LU}, 
while a member of (Inv,)’ should have an eigenvalue 1.1 
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3. THE CASE OF UNITARY MATRICES 
If U is a (complex) unitary matrix with detA = -+ 1, it is natural to require 
the simple involutions in the factorization of U to be unitary as well. We 
shall call such simple involutions .simple .symmetries and denote by (Sym,)P 
the set of unitary matrices that are products of p simple symmetries. If the 
n x n unitary matrix U is unitarily equivalent to a real matrix, then the 
question reduces to that of factorizing orthogonal matrices into orthogonal 
simple involutions. It follows that U ~(Sym,)p with p < n. In general, more 
than n simple symmetries are needed. 
THEOREM 9. Every n X n unitary matrix U with det U= t 1 is the 
product of at most 2n- 1 simple symmetries. 
Proof. Observe that U is unitarily equivalent to a diagonal matrix A and 
that the proof of Corollary 4 goes through with very little change. If A and 
L, are as in Corollary 4, then AL, is unitarily equivalent (and not just 
similar) to either L, or L, of Lemma 3. Then an examination of the proofs of 
Lemmas 1 and 3 reveals that the simple involutions in the factorizations of 
L, and L, can be chosen to be unitary. n 
THEOREM 10. Let U he an n x n unitary matrix with det U = + 1, and 
assume that the imaginary parts of the eigencalues of U are all positive or 
all negative. Then U is not a product of fewer that n + 1 simple symmetries. 
Proof. Assume, if possible, that U= JV, where J ~(Sym,)’ and V E 
(Sym,)P with p < n - 1. Then V is easily seen to have an eigenvalue 1 with a 
corresponding unit eigenvector x0. Thus UX,= Jx,, and the inner products 
(UG+a) and (J x0 x0 are equal. Since J is Hermitian, this implies that (&lx,) I ) 
is real. But this is impossible: the numerical range of U, i.e., the set 
{(U~al~a): (1x0// = I}, is th e convex hull of the eigenvalues of U and thus lies 
entirely on one side of the real axis, by hypothesis. H 
COROLLARY 11. There exist unitary matrices which are, for some p, in 
(Inv,)P but not in (Sym,)p. 
Proof. 
z n(n + I)/2 = 
Let U = diag( a, (~a, . . . , a “), where (Y is the root of the equation 
- 1 with smallest argument. Then all the eigenvalues of U are in 
the upper open half plane, for n > 1, and hence U is not in (Sym,)“, by 
Theorem 10. On the other hand, if n is odd, then U E (Inv,)” by Theorem 2. n 
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As in the case of simple involutions, we conjecture that the number 
2n - 1 of Theorem 9 cannot be reduced in general. To support this feeling 
we offer the following fragmentary result on 4 X 4 matrices; it is just a little 
stronger than the support we offered for the previous conjecture. 
COROLLARY 12. Letcr=(l+i)/fi, and let I denote the 4 x 4 identity. 
Then (~1 is the product of no fewer than 7 simple symmetries. 
Proof. Let al E (Sym,)P. Since det(aI) = - 1, p is not even. Also, since 
al has no eigenvalue 1, p > 3. Thus we must only show that p #5. 
Assume, if possible, that p =5. Then there exist V l (Sym,)~ and WE 
(SymJ3 such that aV= W. Since V has eigenvalues { p, $, 1, 1) for some ,B on 
the unit circle, it follows that W has eigenvalues { H/?,~~,LY,(Y}, one of which 
is necessarily 1, because W E(SymJ3. With no loss of generality assume that 
ap= 1. This implies that the 3 X3 matrix diag(a2,a,Lu) is in (SymJ3, which is 
impossible by Theorem 10. n 
4. TOPOLOGICAL RESULTS 
In this section F will denote the real or complex field, G the group of all 
n X n matrices over F with determinant t 1, and G, the subgroup of unitary 
operators in G. Consider G and G, as metric subspaces of the space of n X n 
matrices equipped with the operator norm. Then G is closed and un- 
bounded, while G, is compact. This makes approximation questions for 
(Inv,)P and (Sym,)P different. 
THEOREM 13. The union of (Inv,)” and (Inv,)“+’ is dense in G. More 
precisely, let A be an n X n real or complex matrix with detA = 2 1. Then A 
can be approximated arbitrarily closely by a member of (Inv,)” or (Inv,,)“+’ 
according as detA is ( - 1)” or ( - I)“+‘. The exponents are the best possible. 
Proof. Every neighborhood of A contains a cyclic matrix with de- 
terminant equal to det A. This can be verified in the complex case by 
triangularizing A and altering the eigenvalues slightly so that they become 
distinct and their product is preserved. In the real case the slight alterations 
can be made on the 1 X 1 or 2 X 2 diagonal blocks of the block-triangular 
form of A.) The claimed density properties then follow from Theorem 2. 
To prove that the exponents are the best possible, consider any matrix A 
with detA = (- l)“+’ and such that A has no eigenvalue 1. If A were a limit 
of members of (Inv,)P with p < n + 1, then p would have to be no greater 
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than n - 1, because det is a continuous function. Now if {A,} is a sequence 
in (Inv,)P converging to A, then there exist unit vectors x,,, with A,x,,, = x,,,. 
Choosing a subsequence if necessary, we can assume that {x,,,} has a unit 
vector x0 as limit. It would then follow that Ax, = lim,,,A,x,,, = x0,, which is 
a contradiction. The proof for the case detA = ( - 1)” is similar. n 
THEOREM 14. Each set (Sym,)P is compact. 
Proof. This is very easy to verify: just observe that (Syma)’ is compact 
and that if { Um} is a sequence in (Sym,)P converging to U, then, by taking 
successive subsequences if necessary, we can assume that U, 
= Vn,i~n+?. . . vn,p’ where the sequence { U,,,,} is convergent for each k. n 
COROLLARY 15. Let p be the smallest integer such that G, =(Sym,)P. 
Then there exist cyclic members of G, which cannot be expressed as a 
product of fewer than p simple symmetries. 
A very particular case follows; it could be compared to the result that 
every cyclic 4 X 4 matrix with determinant & 1 is in (Inv,)4 or (Inv,J5 by 
Theorem 2. 
COROLLARY 16. There exists a cyclic 4 ~4 unitary matrix with de- 
terminant - 1 which is the product of no feu‘er than 7 simple symmetries. 
Proof. Let a1 be as in Corollary 12. Since cul is not in any of the 
compact sets (Sym,)q with 4 < 7, it follows that there is a neighborhood of al 
in G, which does not intersect (Sym,)s for 4 < 7. This neighborhood contains 
cyclic unitary matrices. n 
We thank Peter Fillmore for a stimulating conversation concerning the 
Cartan-Dieudonne result. 
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