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PREFACE
The notes on Multigroup Diffusion Methods by Professor Hansen
were developed in connection with the theoretical work of the M. I. T.
Heavy Water Lattice Project. They have been found so enlightening
and useful, both in the project and for teaching purposes at M. I. T.,
that it has seemed worthwhile to issue them in a form that will offer
them a greater audience. We hope that, in this form, they will prove
to be as useful to many others as they have been at M. I. T.
I. Kaplan
T. J. Thompson
ABSTRACT
The purpose of this report is to provide an introduction to the
multi-group diffusion methods of reactor analysis. The report is
divided into two sections: the first concerning the derivation of the
multi-group equations from the age-diffusion equation; while the
second portion pertains to numerical methods of solving the equations.
No new techniques of analysis are contained in the report. The
mathematics has been kept simple in order that the approximations
at each step are clearly apparent. The adjoint function is introduced
and the reasons for considering the adjoint are repeatedly stressed.
The selection of numerical methods considered in the second
section is by no means exhaustive. Simple illustrations of various
iterative methods are included. Relations between the rates of con-
vergence of various methods may be found in the references, along
with proofs of various results quoted in the report.
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1PART I. GENERAL THEORY
The multigroup equations arise as approximations to the well-
known age-diffusion theory. It should be noted that all of the approxi-
mations used in obtaining age-diffusion theory are contained in the
multigroup equations to be derived subsequently. There is an
expanding effort to improve the methods by using the Bolzmann trans-
port equations as the basic slowing down equations. For the purpose
of the report, we shall only consider the simplified age-diffusion
equations.
1. 1 AGE-DIFFUSION APPROXIMATIONS
For stationary, i. e., time independent problems, the general
forms of the age-diffusion equations are:
8qj (r, u) = V [D(r, u) V*(r, u)] - ZaJr, u) c(r, u) + S(ru), (1.1.1)
and
q(r, uth)= -V - [Dth(r) Yth(r)] + E;th (r) th(r) - Sth(r), (1. 1. 2)
where the usual definitions apply. We denote the thermal group flux
and constants with the sub/super scripts th. The model of the slowing-
down-diffusion process is the following. Neutrons are born with
lethargies greater than zero but less than thermal lethargy. The
slowing down equation, (1. 1. 1), applies between u = 0 and u = uth'
Below uth we take the slowing down density, q, as zero and include
all neutrons of lethargy greater than uth as thermal neutrons. Thus,
uth represents the cut-off lethargy of the slowing down process. We
take u = 0 at an energy such that no neutrons are born by any process
above the reference energy; consequently, q(r, 0) = 0.
The coupling condition between the flux and slowing down density
2depends upon the properties of the medium under discussion. For an
infinite nonabsorbing medium, we have
q(r, u) = Z s (r, u) 4(r, u) (1. 1. 3)
where is the logarithmic energy decrement and may be a function of
position and lethargy. If weak absorption occurs during the slowing
down, a more appropriate expression for q(r, u) would be
q(r, u) = [ Z s(r, u) + -Ya(r, u)] 4(r, u) . (1. 1.4)
Furthermore, for finite media, additional terms dependent upon the
geometry enter the coupling condition. For simplicity, we shall use
Equation (1. 1. 3) as the coupling condition. The results to be derived
can always be amended to account for other coupling conditions.
The source function S(r, u) consists of fission sources plus inde-
pendent, extraneous sources. The fission source, Sf(ru), is
Sf(r, U) = vX(u)[0 Zf(r, u') (ru') du' + 4th (r)]. (1. 1. 5)
The integral over the nonthermal fissions is extended from -oo to +oo
for later convenience. The function *(r, u) is zero for u < 0 or u > uth'
The thermal flux, (4th(r), is assumed to be of a delta function nature.
That is, *th(r) is zero except at u = uth. Note that
*th(r)# * (r, uth) . (1. 1.6)
We take *,(r, uth) as the slowing down flux at uth as the limit uth is
approached from smaller u. Schematically, the flux is shown in
Figure 1. 1. The function 4(r,u) is zero from u = -o up to and including
u = 0. Above u = 0, 4(r, u) approaches a limiting value at u = uth from
the left, i. e., lower u. *(r, u) drops to zero on the right-hand side of
u = uth, i.e., foru> uth'
3" thid)
*f(r, u)
u < 0 u = 0 u = uth U > Uth
Figure 1. 1. Schematic representation of the slowing down and
thermal fluxes.
Thus, *(r, u) has a step at u = uth'
The function *th(r) is non-zero only at u = Uth. This impulse,
or delta function, is superimposed upon *(r, uth). The thermal flux
may also be written
Go
*thr) =f th(r u') 6 (u'-uth) du'. (1. 1. 7)
-00
The coefficient x(u) is the fission spectrum, assumed inde-
pendent of the energy of the neutron causing the fission. X(u) is
normalized such that
00f X(u) du . (1.1.8)
-00
Furthermore, we have assumed X(u) = 0, u - 0, and X(u) = 0,
u > uth, so that no neutrons are born with lethargies less than zero
or greater than thermal cut-off. This implies that the thermal
source function, Sth(r)' consists of extraneous sources only. We
also assume v, the neutrons per fission, independent of energy.
By use of the coupling condition (1. 1. 3), we may express the
basic equations entirely in terms of the flux. We have, for Equation
(1. 1. 1),
4[#(r, u) - _ [DV4(r, u)] + Z a#(r' u)
- VX(u) f fk(r, u') du' + Zth~th]
where S (r, u) is the extraneous source. For simplicity, we drop the
arguments of the coefficients. Equation (1. 1. 2) becomes
-s4)(r, uth) - [DthyJth(r)] + a h 4th(r) = Sthfr) *
(1. 1. 10)
The first term on the left-hand side of Equation (1. 1. 10) may be
written
- ZS4(ruth) f - s (r, u') (r,u') 6(u'-uth) du'.
-00
(1. 1. 11)
Equations (1. 1. 10) and (1. 1. 11) may be written in a compact
form as
[A+vB] j = S, (1. 1. 12)
where we have the following definitions:
*(r, u)1
th
S (r, u)
:S =]
.Sth(Lr)_
(1. 1. 13a, b)
A
-U(s-)--[DV-]+Za-
- f 0 zs-' 6 (u'-uth ) du'
0
[Dthy.-O] + th
(1. 1. 13c)
00
- X(u)f 00 ZfA du'
-0o
;X(u) thefGj
; 0 I
(1. 1. 13d)
0
=Se (r, u)
(1. 1.9)
I
B 4
5The underscore indicates the appropriate argument is to
be operated upon in the given position.
In a like manner, the reactor equations (1. 1. 1) and (1. 1. 2)
may be written in terms of the slowing down density and thermal flux.
We shall find the formulation in terms of the slowing down density
convenient when we take up the multigroup equations.
The set of reactor equations (1. 1. 12) represents a coupled
pair of integro-differential equations. The objective of the multi-
group formulation is to reduce the two equations to a coupled set of
simultaneous differential equations, which are, in general, easier
to solve. Before outlining the reduction, we complete the formu-
lation of the age-diffusion equation.
The boundary conditions applied to the age-diffusion equations
are the usual conditions; namely, continuity of flux and current at
interfaces between media, and vanishing of the flux at extrapolated
boundaries. The continuity conditions are of the form
D(ra, u) V+(ra, u) = D'(ra, u) V '(ra, u) , (1. 1. 14)
where prime denotes a different region, and r a is the radius vector
at the interface. Flux continuity is then
*(ra, u) = 4(ra, u) . (1. 1.15)
The diffusion approximation boundary condition at an exterior
(vacuum) boundary is the vanishing of the inbound current. The
approximation yields
d*(r 0 , u)
d(u) ds + ,u)=, (1. 1. 16)
where r is the radius vector to the bounding surface, s is arc
length along the outbound normal, and d(u) is the extrapolation
distance. In general, d is a function of u. For large reactors,
it is not a bad approximation to assume d independent of lethargy.
The boundary is then
(1.1.17)all u .
6With the given boundary conditions, the equations (1. 1. 12)
constitute an eigenvalue problem. For external sources equal zero,
solutions for the equations exist only for certain values of the parame-
ter v. The usual study of the eigenvalue problem is to consider a
given geometry and given nuclear properties; the allowed values of
v are then computed. One then compares the smallest computed v
with the known value of neutrons per fission, say ve. If the ratio
v/ve < 1, the assembly is then super-critical and one must change the
size or constituency for criticality. Conversely, if v/v > 1, the
assembly is sub-critical and appropriate corrections are necessary.
The ratio v/ve is a measure of the effective multiplication. That is,
V = k . (1. 1.18)
e eff
The remainder of this report is devoted to means of calculating the
effective multiplication by appropriate simplification of the age-
diffusion equation.
1. 2 ADJOINT EQUATIONS
The equations adjoint to (1. 1. 12) and the solutions of these
equations (the importance function) are useful in studying the effects
of perturbations, and in computing eigenvalues. The reason for the
utility stems from a principal of biorthogonality. We recall that two
vectors are orthogonal if their dot product is zero; that is, if x and
y are two non-zero vectors, they are orthogonal if
x.y = 0 (1.2. 1)
Two non-zero functions f, g, are orthogonal if
f f(x) g(x) dx = 0 (1.2.2)
The integration is over the range of definition of the functions.
Physical problems are frequently solved by expansion of an
arbitrary function in terms of the eigenfunctions of the given
7operator.( ) The calculation of expansion coefficients is greatly
facilitated if the eigenfunctions form a set of orthogonal functions.
If the eigenfunctions are not orthogonal, the algebra is greatly
simplified by introducing an auxiliary set of functions which are
orthogonal to the original eigenfunctions. Such a relation between
a function and an auxiliary function is called a biorthogonality
relation.
The solutions of the adjoint equation, the adjoint functions,
are biorthogonal to the solution of the original equation. In fact,
the adjoint function is constructed in such a manner to guarantee
the biorthogonality relation. We now define a functional relation
that yields the adjoint operator and adjoint function and show that
solution of the two operators are biorthogonal.
We first define the adjoint to a linear operator, say 0. If
the operator 0 operates on a function $i, then the functional
relationship
($J*, 0+I = (4, 0***) (1.-2.3)
defines the adjoint operator 0* and the adjoint function **. The
notation { } denotes component multiplication in abstract vector
notation. In continuous spaces the component multiplication is an
integration.
We consider a simple eigenvalue problem, in one dimension,
of the form.
04. = Xi... (1.2.4)
To construct the adjoint, we multiply by t* and integrate. We
assume the variable of integration is x, and the region of interest
is a < x - b. The functional relation is then,
b bf p*oqj dx =xf j*. dx. (1. 2.5)
1 1a
1We assume that the eigenfunctions are complete.
8By Equation (1. 2. 3) we have
b bf 4. 0 ***' dxX= f 44$* dx . (1.2.6)
a a
Thus, the adjoint equation is
0 = Xt* . (1. 2. 7)
We denote solutions of this equation as 41. Notice that the eigenvalue
is the same for both 0 and 0*. To demonstrate the biorthogonality,
consider the pair of equations
0 1 = iL (1. 2.8)
0**.= X.. j (1.2.9)
*
We multiply the first equation by 4. and integrate, multiply the second
by $1 and integrate, and subtract. We have
b I, b
f 10+ - * * d = (X - ) f 41.41 dx. (1.2. 10)
a a
By use of Equation (1. 2. 3) the left-hand side vanishes and since
.# X., we have
1 J
b 2f 41.41. dx = N 26ij (1. 2. 11)
a 13
where 6ij, the Kronecker delta
ij= 1; i= j
(1. 2. 12)
=0; i#j
and N2 is a normalization constant.
For the method of constructing the adjoint operator and adjoint
function as given by Equation (1. 2. 3), we see that solutions form a
biorthogonal set of functions. We now consider the nature of the ad-
joint operator for the age-diffusion approximation. We define the
quantity
**(r, u)
h j.
The functional relation (1. 2. 3), applied to Equation (1. 1. 12),
can be written
[A+vB] th th]}[A+vB*].
(1. 2. 14)
To simplify the derivation, we denote the matrix [A+vB] as
[A+vB] = [C] = c
..c 21
and
[A*+vB*] = [C* =
By the usual rules of matrix multiplication, we have
**c 114 d(vol) = f *cjt P* d(vol),
vol
*(hc21* d(vol) = f
**c 1th d(vol) =
4 hc22Ath d(vol) =
ol
r
vol
fvvo
*c 24Eh d(vol) ,
*the1**d(vol) ,
1*thc*2 2h d(vol) .
(1. 2. 17a)
(1. 2. 17b)
(1. 2. 17c)
(1. 2. 17d)
The volume integrations are to extend over the space occupied by the
reactor and over the lethargy from -oo to +oo. We illustrate the deri-
vation of certain of the coefficients c The coefficient c 1 1 is given
by
9
(1. 2. 13)
11c'2
c 12,
c 22]
12
2 2
c42..
(1. 2. 15)
(1. 2. 16)
f
vol
f
vol
fVol
fVol
c a Vi s-) - . [DV..~] + - vx(u) 00
00
The first term of the functional f
vol
oo
* ( Zsq) d(vol) = f f
r -o0
(u')... du'.
(1. 2. 18)
**c I 1$ d(vol) is then
** (p- s) du dr. (1. 2. 19)
If we integrate over lethargy by parts, we have
f 00'* a (C Es) du dr = f 0* s z 0
-00 r - 00
00
dr 
- f f
r -oo
4Z s au ** du dr.
(1. 2. 20)
Since c = 0 at u = too, the first term of the right-hand side vanishes
and we thus have for the first term of c* By application
of Greens' theorem, we see the adjoint to V- [DV.] = V_- [DV..],
i. e., the operator is self-adjoint. A similar result applies for the
factor Za. We now consider the final term of c . The last term of
a is
the functional is
fVol VX(u) f E* u') du' d(vol)-oof( ~
00 00 d}
=jf r j du f* u - Eg(u) 4(u') du
r -00 VxAu( 2.0 21
(1. 2. 21)
We interchange the integration over u' and u to obtain
-00 -00f dr f du v(u) - f(u) f X(u') **(u') du
r -o2 22)
(1. 2. 22)
Collecting the results, we have
c y= - s .) -- [DV-] +a. - vE (u) f
11 sau' a -0 X(u1. . du'.
(1. 2. 23a)
10
fVol
r
11
By similar means we easily obtain
2 f 00 X(u') - du' , (1. 2. 23b)
(1. 2. 23c)
(1. 2. 23d)
c 12 = zsh6 (u-uth) 44~
22 = - _- [Dthy-] + :
Collecting the results in matrix form, the adjoint equations are of
the form
[A*+vB*][ *], (1.2.24)
with
- v [DV-] + Za
0 ; - V - [DthV... ] +th a
(1.2.25)
and
00
-00
-th
-
(u'). du'
X(u'). du'
;1 0
0;
(1.2.26)
The set of adjoint equations, in expanded form, is
- ( .E "**(r, u) - V [DV*(r, u)] + Zat*(r, u)
= v3 (u) f X(u') **(r, u') du' + th (r) 6 (u-uth)'
(1.2.27)
and
- v- [Dthth(r)] + th () = v fth
00
00
(1. 2. 28)
-tz a
A r
I
th6(u-uth)j
oo
x(u') 4*(r.,u') du'-.
12
Note that the source term for the thermal adjoint group consists
of the fission spectrum sources weighted by the thermal fission cross
section. There is no slowing down term into the thermal group. The
sources for the slowing down equation consist of fission spectrum
sources, weighted by the fission cross section, and a contribution
from the thermal group at u = uth. In effect, neutrons move up the
lethargy scale from the thermal group into the slowing down group
and then diffuse upward in lethargy. For this reason, the adjoint
function is usually computed from u = +oo to u = -oo. The function
4*(r, u) is zero for u > uth, but does not necessarily vanish at u = 0.
The adjoint function must obey boundary conditions similar to
the conditions on the original function. In the derivation of the ad-
joint to the operator V' [DV], Greens' theorem is used. In order
to eliminate surface terms, it is necessary to assume **(r, u)
vanishes at the extrapolated boundary. Continuity of flux and current
lead to the same requirements on the adjoint and adjoint current at
interfaces. The adjoint functions therefore have the same boundary
conditions as the flux.
In later sections we shall indicate the utility of the importance
function in solving the age-diffusion equations.
1. 3 ELEMENTARY SOLUTIONS
In order to compare numerical approximations with exact
expressions for the age-diffusion theory, we consider two elementary
solutions of the equations. For a simple example, we treat a one-
region, homogeneous, infinite reactor. In terms of the slowing down
density, Equation (1. 1. 1) becomes
g Za (u) 00 Ef(u)
u- (u) + q(u) = vX(u) f q(u') du' +
Z s(u) 
- so
+ VX(u) Zt th + Se(u) (1. 3. 1)
13
For simplicity, we take Ef(u') = 0, so only thermal fission sources
and extraneous sources are present. The basic equation becomes
aq(u) a(u) th
au+ (u) q(u) = vX(u) f hth + Se(u)
Es~u
(1.3. 2)
The solution, with q(O) = 0, is
u M (u")
- f a du"
u u' E (u")
q(u)f e
-00 [vz t X(u')+S (u')] du(.3
(1. 3. 3)
The thermal flux is given by
SthSe +q(ut)
$th tM th .
a a
Inserting Equation (1. 3. 3) for q(uth), we have
(1.3.4)
uth a(u")
St uth u' s(u")
th th
a a
th
a-th
va
- futh za(u") du"
fth e u'
-00
S (u') du'
(1.3.5)
X(u') du'
In the absence of external sources, non-trival solutions exist if
futh E (u")
th ua d u "
1 f uth u' s(u") ' '
V th00 e
a
X u ) du . (1 .3.6)
The integral is the fission spectrum weighted non-capture probability
during slowing down. The exponential term is the resonance escape
probability to thermal lethargy. The coefficient is the fraction of
thermal neutrons that cause a fission. Equation (1. 3. 6) is merely
4'th
14
the four-factor formula for this simple example.
We now consider a finite homogeneous assembly with fissions
occurring at all lethargies between 0 and uth. The basic equations
are then, for no external sources,
(r, u) u V 2q(r, u) +
s s
+ V X(u) f q(r, u') du' +
th
+ V X(u) Ef *th(r) (1. 3. 7)
and
-Dthg2th(r) + th (r) q(rut) q(r, u) 6 (u-uth) du.
-oO
(1.3.8)
We shall assume the spatial dependence of the slowing-down density
can be separated in spatial and lethargy dependent factors. We con-
sider harmonics of the Helmholtz equation, V2 n(r, u) = B gn(r) . For
simplicity we drop the harmonic index on q(r) and B2 . The same
spatial harmonics for the thermal flux are used. We separate the
spatial dependence and insert Equation (1. 3. 8) in (1. 3. 7), we have
a(u) + + D q(u)
00 Z Z th
= vX(u) f + f2 th 6 (u'-uth) q(u') du'.
- 00 [B;2 D +ZaJ
-o Es DthB +aj
(1.3.9)
Let
a+ D = a(u), (1.3.10)
s s
and
Eth
+zB 2 Ith 6(u'-uth) = p (u')
s Dth + a
The solution to (1. 3. 9) is then
U
00
q(u) = v f
-00
p(u') q(u')
U CL(U?) du"
do du'.
(1. 3. 12)
The result can be written
00
q(u) v f
-00
t (u')
Esu)
K(u, u') q(u') du',
th
2 th 6(uuth)}
DthB +z a
The thermal flux is
v
$th B2 + th
Dth a
00f K(uthu')
- 00
q(u') du' .
We define the function
00
-00
p (u') q(u') du'., (1. 3. 16)
which is the fission source term, and is not a function of u.
The solutions are then, from (1. 3. 12) and (1. 3. 15),
u
u
q(u) Q f X(w) e
-WI
-f a(u") du"W
15
(1.3. 11)
with
K(u, u') =
(1. 3. 13)
u
-f
(Au
f X(w) e
~00
) du" dcc.
(1. 3. 14)
(1. 3. 15)
(1- 3. 17)
U
Q 00
<th B2 th f
Dth a-
X(o) e
uth a(u") du"
-f
do. (1.3. 18)
Inserting the results (1. 3.
yields
Q = v f Q
-00 (u)
17) and (1. 3. 18) into the definition (1. 3. 16)
u
f x()
-00
u
- f a(u") du"
Wo
vzth
+ 2 th
DthB +Za
00
-fUth a(u") du"
X(o) e Wo do, (1. 3. 19)
or equivalently,
1 00 (u) u$' f X(o) e
-0o z E(u) -00
th -f
+ f
+ 2 th X(u) e
th a
u
- (u") du"
uth (u") du"j
Equation (1. 3. 20) is the critical equation for this problem. The
allowed values of v can be determined from (1. 3. 20). Note that if
Ef(u) = 0, then we have
vEth th 00
1 = J 2/
1+L 2 B -00th
-futh a(u") du"
X(u) e u
This is the usual criticality condition where the integral represents
the fission spectrum weighted non-resonance capture, non-escape
probability.
16
and
do du +
do +
du . (1. 3. 20)
du. (1. 3. 21)
17
To complete the discussion of the problem, we consider the set
of adjoint equations. By the usual procedures we obtain the equations,
-aq*(r, u) + a(u) q*r )
-~~ q(r u), =) 'a ,
au s (u) V q* (r, u) +
(s (u)
v Zf(u) 00
+ f X(ug zs(u) 
-00
+ 6 (u-uth) cYth(r),
')q*(u') du' +
(1. 3. 22)
and
-Dh 2  + a = v th 00 u' *(r u' du'.
-00
(1. 3. 23)
Assuming the spatial dependence
yields
vzth 00
Bh 2 +2th fx(u'
Dth a
may be separated, the last equation
) q* (u') du' . (1. 3. 24)
The adjoint slowing-down density is computed from u = +oo to u, for
the reasons mentioned in the previous section. Using Equation
(1. 3. 24) in (1. 3. 22), we have
-
3 q*(u) +{Za+DB 2 }
+
I~~ uEt6(u-uth)q*(u)=+ 2 th
5Es DthB +za
f X(u') q*(u') du'.
-00
(1. 3. 25)
We again define
Z a (u) + D(u)B 2
L (u) = a (1. 3. 26)
18
zg u Eth (u th
P(u) =. 2 th.
s DthB a
The solution to Equation (1. 3. 25) is then
00 00
f X(u') q*(u') f
-00 u
- f F(u") du"
P(w) e u
(1. 3. 28)
or
q0
q* (u) = V' G(u, u') q*(u') du',
G(u, u') = X(u')
r E_(u")+DB 2 1
th (A f * a du"
u f Z (o) Zg f6()-'Oth) u zs(u"r)f + 2 th e00 (Es)) DthB +Za do.
(1. 3. 30)
We define the function T as
00
T= f
-00
X(u) q* (u) du . (1. 3.31)
We multiply Equation (1. 3. 28) by X(u) and integrate over all lethargy
to obtain, after canceling the factor T,
$ =00
- f
00
X(u) f
u
- f a(u") du"
P(w) e u do du . (1. 3. 32)
This represents the criticality condition of the adjoint solution. From
the discussion in section 2, we know the eigenvalue, 1/vI, are the same
for the original equation and for the adjoint.
For this particular problem we now prove the two criticality
conditions are identical. We define the function g(u-w) such that
(1. 3. 27)
q*(u) = v do ,
with
(1. 3. 29)
g(u-o) = 1 u < o,
g(u-o) = 0 u> o.
Equation (1. 3. 32) can then be written
00
1 = f x(u) f
-g
00
- f
P(Co) e u
a(u") du'"
g(u-w) dw du .
-00
We now interchange the variables u and w to obtain
u
-f a(u"r)
P(u) e WO
du"
g(o -u) dw du, (1. 3. 35)
u
- f a(u") du"?00
= f P(u) f X(o) e
-00
(1. 3. 36)
The last result follows since
g(W-u) = 1
g(c-u) = 0
(1. 3. 37)
From the definition of P(u) and a(u), the above result, Equation
(1. 3. 36), is seen to be identical with Equation (1. 3. 20).
We now consider the use of the adjoint function in the cal-
culation of eigenvalues.
1.4 METHOD OF SUCCESSIVE APPROXIMATIONS
In section 2 it was shown that a function and its adjoint
form a biorthogonal set of functions. That is, if
(1.4.1)
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(1. 3. 33)
(1. 3. 34)
1 
=
1'
00
f0
-00
00
X(CO) f
-00
u W
-00
dw du,
W <u,
W >u.
-00
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and
q (,u)~
*= L,; U)(1.4.2)
m ti
then
f 4in* d(vol) = 6nm (1.4.3)
vol
The basic reactor equations can be converted into an integral
equation of the form
'(_r, u)-
v f K(r, u; r', u') u') d(vol). (1.4. 4)
vol
An example of such a formulation was given in the previous section.I )
In a similar manner, the adjoint function can be written in the form
vli_ = f G(r, u; r', u') 4*(r', u') d(vol) . (1.4.5)
vol
The eigenvalue v is the same for both Equations (1. 4. 4) and (1. 4. 5).
Equation (1. 4. 4) will be obeyed only for certain functions $(r, u).
If we denote a trial solution of (1. 4.4) as $ 0(r, u), then we may generate
a second approximation by using Equation (1. 4.4). Thus, let
'i(r, u) = f K(r, u; r', u') tO(r', u) d(vol). (1. 4. 6)
Vol
If to(r, u) is a solution of Equation (1. 4. 4), then we have
1 411(r, u)1 -(r.U) (1.4.7)
On the other hand, if q (r, u) is not a solution, then Equation (1. 4. 7) is
only an approximation. By recursion we then have
1 For more general problems, see Reference 2, Chapter 9.
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1 +41 (r, u)
1 - ___ ___(1. 4. 8)
v $p_ 1(r, u)
If the iteration converges, then Equation (1. 4. 8) provides a
means of obtaining the eigenvalue v. To prove the convergence,
let us denote the integral operator of Equation (1. 4. 4) as 0. We
denote the eigenfunctions as 4i(r, u) and the eigenvalues as v. We
assume the eigenfunctions are complete and hence
IPo(r, u) = ai *(r, u) (1-4.9)
where the a. are expansion coefficients. Using Equation (1. 4. 9) in
Equation (1. 4. 6), we have
$1(r, u) aiQ) j(r, u) (1.4. 10)1 1
and, in general
4* (r, u) = ai Q) (r, u) . (1.4. 11)
pi 1
Let us assume v < V 2 < ... . The dominant term in (1. 4. 11) is then
the first term. After sufficient iterations, we have
p (r, u) a1 (1/v 1 )p *(r,u)
v1 1p j(r, u) a 1 (1/V 1 ) 1 4 (rU) (1.4. 12)
The method is seen to converge to a limit value which is the recipro-
cal of the smallest eigenvalue of the operator. We are interested in
the smallest eigenvalue since that is the first critical state of the
reactor.
The expression (1. 4. 12) is rarely used as an approximation
to the eigenvalue since the numerator and denominator are functions
of r, u. Usually the approximation is used in the form
fVol J(r, u) d(vol)
(1.4. 13)
A similar expression for the adjoint function may be derived;
* (r, u) d(vol)
(1. 4.14)
1 (r, u) d(vol)
The two approximations for the eigenvalue should yield the same
result. Thus the adjoint may be used to provide a check calculation.
A more rapid convergence may be obtained by using the
approximation
1 _
f p 1 (r, u) *p (r, u) d (vol)
vol r 1u)
{o -l 4(, ) p (r, u) d(vol)
(1. 4. 15)
To show why the above approximation is more rapid, consider the
expansions of LP (r, u) and LP (r-)
Yp(r, u) =
i
a (i-)p
1
4 (r, u) ,
p-
= b i
i Vi)
(1. 4. 16)
(1. 4. 17)4 (r, u),
where * are the adjoint eigenfunctions. The expansion (1. 4. 15) is then
1a b 
) 2p-1 1
VV
v 2p- 2
a bi1 1.
12p-
12p-2
a 2p-1
a aib ii)
2p-2
1 vi)
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I=~
V
1
fVol
fVol
(1.4.18)
f qp- 1 (r, u) d (vol)
vol
LP* 1(r., U)p-
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This approximation converges to v1 as
2p
1 +0 (1.4.19)
1
where 0(x) means terms of the order of. x. Thus, the approximation
(1. 4. 15) approaches the limit with a square dependence upon the ratio
V1
(<1). It is easily seen that (1. 4. 13) approaches the limit as the
1 V
first power of . The reason for the gain in rate of convergence
1
is the biorthogonality of the function *i and 4 . Thus, the adjoint is
useful not only as a check but as a means of achieving the solution
in fewer steps. Of course, computation of the adjoint is as involved
as computing a new trial function, but we shall see that the multi-
group adjoint equations are found as readily as the original equations.
In general, one cannot analytically use the method of successive
substitutions. We now consider simplifying the equations to reduce
the calculation to a more amenable form.
1. 5 FORMATION OF THE MULTI-GROUP EQUATIONS
We shall consider two alternative methods of deriving the
multi-group equations and indicate the differences and inherent
approximations. The age-diffusion equations can be written
3q(r, u) = D(u)V 2  u) - z (u) (r, u) + -8(r, u), (1.5. 1)
and
th 2th(r) + Za th(r) = q(r, uth) + S r). (1. 5. 2)
We have assumed the reactor is homogeneous within regions, and
hence the coefficients are functions only of, u within a region. The
lethargy interval is from 0 - u - uth. We divide the interval into
J sub-intervals and denote the points of division as u ; j=0, 1,..., J,
such that u0=0; u = uth. The interval u. - u is denoted Au .
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If we integrate Equation (1. 5. 1) from u _ to u , we have
q(r,.u ) - q(r, uj_ 1) =
U.
f 3
u
D(u) V2(r, u) du -
u.
f 3
u
-1
Za(u) *(r, u) du +
U.
+ f 3
u 
_
2(r, u) du . (1.5.3)
The source function consists of-fission sources and extraneous sources.
Thus we have
.2(r, u) = vx(u) f uth uf(u) $(r, u') du' + Z th4t(]
-8 (, U)= VX 0f t
or,
+
(1.5.4)
(1.5.5)
with
Q(r) f uth .Ef(u') (r,u') du' + Zth (r) . (1. 5.6)
Since *(r, u) = 0, u < 0 and u > uth, we set the limits of integration
as 0 - uth'
We assume the extraneous source is separable, of the form
(1.5.7)
We define the coefficients
X 3 Au = f j X(u) du,
Uj1
z3Au = U j z(u) du-
u 1
The source is then
(1.5.8)
(1.5.9)
-9(r, IU) = V X (u) Q (r) + .2s e(r, U) ,
-8e (r, U) = Se (r) z (U) -
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u.
8>(r, u) du = vQ(r) Xju j+Se(r) ZJ Au .
j-1
(1. 5. 10)
We now consider two different means of evaluating the diffusion and
absorption terms. Consider the absorption first. We have
f u.3
I
za(u) *(r, u) du
u.
u.f 4*(r, u) du
#(r, u) du
= aJ4(r)Au.. (1.5. 11)
u.fJ
z3 =
a
# 3 (r)
u-1
u.
f *(r, u) du
u 
u.
*(r, u) du
_u. 
-1
uu
Similarly, the diffusion term can be written
u.
f D(u) V 24r u) du = D V2 4j
-1
(r) Au ,
with
u.f3 D(u) *(r, u) du
-u.
DiJ 3~
f U.3
u 
_
(1. 5. 15)
+(r, u) du
u.
f 3
u 1
where
(1. 5. 12)
(1. 5. 13)
u.
(1. 5. 14)
Ea(u) )(r, u) du = j 1 u.
a (u) *(r, u) du
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In terms of the average values, the multi-group equations become
q(r, u.) - q(r, u._1) = FJV2 r) - lAu. + vQ(r)XAu. +
+ S e(r) z Au., (1. 5. 16)
j = 1, 2, ... , J. The thermal group can be included in the equations
by denoting it with the superscript, J+1. We then have
J12J1 J+1 J+1 J J+1
-D JV 2+ (r) J + (r) = q (r) + SJ (r) (1. 5. 17)a q
We cannot proceed further in the analysis without having some relation
between q(r, u ), (=q 3(r)), and Ij(r). A number of approximations are
widely used, and we shall discuss these presently.
As a basis for deriving an alternative set of multi-group
equations, we notice that the coefficients of Equations (1. 5. 16) are
computed by averaging over the flux spectrum. If an original esti-
mate of the flux spectrum is inaccurate, the coefficients must be
corrected as a more accurate estimate is computed. This recompu-
tation is laborious and time-consuming. In order to avoid such
involved computations of coefficients, we look for an alternative
formulation of the equations which may be easier to use.
We recall that the slowing-down density is, in general, a
smoother function of the lethargy than the flux. If the basic equations
are expressed in terms of the slowing-down density, then integrals
oVer products of lethargy dependent coefficients and the slowing-
down density may be approximated simply. To illustrate, we write
the basic equation for slowing down as,
_qDu 2 ~ a(u)
a (r, u) = D(u q(r, u) - q(r, u) +S(r, u). (1. 5. 18)
s (u)(u)
Integrating over the interval Au. yields
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j - j-1 uj fU D(u) . 2 q(r, u) du -
u _- s (u)
u. 1 (u) u.
f z a q(r, u) du + f j (r, u) du.
u _- y z s (u) u _ 1
(1. 5. 19)
For the diffusion term, we have
uj D(u) 2 q (r, u) du D (u) V2 q (r, u) Au. (1.5.20)
u _- z s(u) z s (u)
If q(r, u) is indeed a slowly varying function of u and, if the interval
Au. is small enough, then we use the approximation
D(u) 2q (r, u) = D(u) .2 q(r, u). (1-5.21)
( s(u) ZEs(u)
Thus, we assume the average of the product is equal to the product
of the averages. We compute the averages
f uj D(u) du
D(u) _1 u j- 1  zs fj du D a , (1.5.22)
z s(u)) Au uj du u _ z s (u)
i u 1 (u)
with
w uj D(u) du
. u. g r (u) s
Di j-1 s , (1. 523)
fuj du
u 
_ gs(u)
and
-d - fuj du (1.5.24)Auj u 
_1 g s(u)
Similarly, the absorption term is
a Zja ,i
i~(u) a
u. Z (u)
a du
j _ j-1 s
a fuj du
u _ gs(u)
The set of multi-group equations are then
q (r) - q -1 (r) a Du. j - + fu
uj_
.8(r, u) du,
(1. 5. 27)
j = 1, 2, . . . , J. We denote
(q(r, u)) = q (r)
To compare the two different methods, we compare Di and Di, and
Note that D and Z are rigorous, whereas D i and ia a
are approximations. From the definition of D 3 , (1. 5. 15), we have
u.
f u D(u) V 2*(r, u)
u._ 1
du u D(u) V 2q(r, u)
u- _ u 5 s(u)
u-
u 1
*(r, u) du f jUJ q(r, u) du
u _ z %s(u)
The average flux is
$d(r)=A
3
U.f j
u 
_
*(r, u) du = Au
AJ
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with
(1. 5. 25)
(1. 5. 26)
z and a .
(1. 5. 28)
du
(1. 5. 29)
f uj
u.
q(r, u) du
z s(u)
(1. 5. 30)
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Thus,
fuj D(u) q (r, u) du
D jV 2 1 = - 1  s fJ q(r, u) du (1.5.31)j j q(r, u) du u _ Z s (u)
u _~ Z s (u)
If q(r, u) is constant over the interval Au., we have
D jV2j - a D V2 qj (r) (1. 5. 32)
Thus, the two formulations are the same only if q(r, u) is constant
over Auj. If q(r, u) varies only slightly, then the difference is small,
and we may use the second formulation. Note the second formulation
involves no weighting of coefficients with the spectrum and hence the
coefficients are determined once and for all. A similar argument
may be developed for the absorption terms.
In view of the simpler computation of coefficients, we shall
use Equation (1. 5. 27) as the basic multi-group equations. It is to
be realized that the error introduced at this step may be quite sig-
nificant for some cases. The selection of the lethargy groups them-
selves is strongly influenced by the approximate form of the equations.
The next step in the derivation of the equations is to relate qI(r)
and q3 (r). At this point, we must introduce further approximations
into the formulation. In fact, the approximation used to relate q3(r)
and q3 (r) must be made irrespective of how the coefficients are
computed.
There are many different approximations used. Typical
examples are as follows:
1) q (r) q(r) u _ < U u U u
2) q (r) = q (r)
3) I (r) =aq3(r) a constant
4) q (r) = [qJ(r)+q~ 1 (r)] /2.
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Many other relations have been proposed. For our purposes, we
shall derive the multi-group equations for two approximations,
numbers 1 and 4, above.
For approximation 1, which assumes q(r, u) constant and equal
to qj(r), the equation (1. 5. 27) becomes
qu (r) - q - a V2 - qj(r) + f 8(r, u) du . (1. 5. 33)
The above equation can be rearranged in terms of the flux, if we take
q (r) = (z 5 ) #(r). We have,
V2 z S) j-1 -1
D (2 _ 3 jj _ s - . f -8(r, u) du,
z S) J a)Au. S)(CjA Au.
(1. 5. 34)
with
zj =zj + *1
a a 3 Au.
3
The coefficient Zi represents a removal cross section and accounts
for both absorption and scattering out of Au.. We write the equation
as an inhomogeneous diffusion equation.
D V2 4j (r) - j4j(r) = fj. (1. 5. 35)
and consider the function of f . The source integral is given in
Equation (1. 5. 10) as
fJ (r, u) du = v Q(r) XA u .+ S(r) z Au., (1.5.36)
u 
-1
with
Q(r) = futh Z q(r, u') du' + th4th(r) . (1. 5. 37)
0 zEs(u' )f t(r
If we assume q(r, u) constant in each interval Au., then we have
JQ(r) = @ )r) + Zf E th(r)
j=1
with
.~ 
. u .p= (g3s)J f 3
u
The function fJ is then
fpi = s_ .
( zi)3
aL AU. ( Si Lf
alo (6s)3a
f(u) du
zs(u)
jkrj th~th}
+ z. S(r).
( z 3 a3J e
The thermal group equation is merely
J12J1 J+1 J+1 ) J(L)- h(r - E (r) =-( gr)_ t ra 5
The entire collection of simultaneous equations can be written
DiV 2 (r) - j(r) _f j, j=1, 2, .. ., J+1.
Note that all of the coefficients of Equations (1. 5. 42) can be computed
irrespective of the value of 4j(r). Before giving a physical interpre-
tation to the terms in the equations, we develop a similar form for
the linear approximation.
qI (r)= [qI(r)-+q~ (r)/2.
The basic equation (1. 5. 27) becomes
s (r) s)-(g ~l (-1 aJAu Dj 6Es) 2 j () + 2
(z !s
2
(1. 5. 43)
V2 j-1(o
+
S(r, u) du .
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(1. 5. 38)
(1. 5. 39)
(1- 5.40)
(1. 5.41)
(1. 5.42)
+ f
Au.J
(1. 5.44)
+o sj- -1
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We factor Equation (1. 5. 44) into the form
D V 2&jr) - ZY(r) = -f ,
where
j = ij+ *2
a anu.
and
fj S) = s . 2j-1
+ 2
(z s )3ou fu
_ 
2
aj Au
4j-1r) +
8(r, u) du
We eliminate the V2 term by using (1. 5. 45),
V2 j-1 Dj-1
; 1
(1. 5.47)
that is
i-1 f j 1j-1(r)- jc. (1. 5.48)
Hence, we have
j s
( 5s)
D 3  j-1 + .*2 
_ j
Dj 1 ajAu aj
+f
( E3 CL AU u.
,8(r, u) du .
The source may again be written as a series of the form
2
( zS) a Au.
u.f3 -S(r, u) du
u j-
2v~j X 4
s fa =
+
+ 2zi..S(r)
(z S)3a 3j e
where, for the linear approximation,
(1. 5.45)
(1.5.46)
j-1 fj-1 +
(1. 5. 49)
(1. 5. 50)
_D i
Dj-
+ Eth 4)J+1
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S= (f(u)fUU.: 1 du +
u _ 1 zssu) 3
+ 0 ) +1 uj+1 zf(U) u.+1 - u du (1.551)
+J(Esu du. (.5 1
u. (z (u) j+13 s
The various terms in Equations (1. 5. 45) and (1. 5. 48) are
readily interpreted. The left-hand side consists of the leakage,
absorption, and slowing-down terms. The source terms consist
of fission plus extraneous sources and slowing-down sources from
higher energy groups. Note that coefficients for both approxi-
mations are independent of the flux and may be computed in advance.
Other methods of relating the average slowing-down density to the
value at interpolation points are possible.
For each of the schemes illustrated above the calculational
procedure for the multi-group method is evident. One makes an
initial estimate of the flux at each value of j. From the initial
distribution, the source function can be computed from known
coefficients and assumed flux values. The inhomogeneous terms
f are computed by using the initial flux estimate and calculable
coefficients. The basic diffusion equation is then solved for the
range of values of j. (We discuss the spatial effects in the second
section of the report.) The computation proceeds from j= 1 to
j = J +1. After obtaining a new estimate of the flux, the inhomo-
geneous terms are recomputed, and the iteration continues.
Convergence of the iteration is obtained when changes in the
value of the flux are negligible. For criticality studies, one can
compute successive values of v by the procedure outlined earlier.
The first step in the derivation of the multi-group method
has been the simplification of the lethargy dependence. By com-
puting the slowing-down flux (or density) at a discrete number of
points, we may perform the integration over lethargy in a simple
manner. Further steps in the derivation are studied in Part I of
this report. We now consider forming the multi-group adjoint
equations.
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1. 6 MULTI-GROUP ADJOINT EQUATIONS
The adjoint equations for the age-diffusion model can be
written (see section 1. 2),
s au (r, u) =D(u)V **(r,u) - Za(u) **(r,u) +
00
+ v f(u) Xf (u') **(r , u') du' + Yth(r) 6 (u-uth)'
-00
and (1.6.1)
-DthV 2  (r) + a t f x(u) *(r, u') du'. (1. 6. 2)
-00
We again divide the lethargy into a discrete number of divisions, say
j, where the division points are the same as before. Integrating
Equation (1. 6. 1) over the interval Au., we have
* -_r)- f Du) *(r, u) du - a *(r,u) du +
u _- z s u) u _- z s u)
+V fu 3 f(u) G(r) du + th(r) 6 iJ' (1.6. 3)
where
G f u th Xu
G(r) = h X(u)**(r, u) du. (1.6.4)
0
In the absence of leakage, absorption, and sources, t!quation (1. 6. 3)
states that
**'j(r,u.) *r,u_ 1 ), (1.6.5)
that is, the adjoint flux is a constant over lethargy. The adjoint
slowing-down density is not a constant over lethargy if the scattering
cross section varies. Thus, the adjoint flux is a smoother function
of lethargy than the adjoint slowing-down density in contrast to the
flux and slowing-down density. In order to use the simplest approxi-
mation to obtain the multi-group adjoint equations, i. e., constant
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coefficients, we must deal with the adjoint flux.
Assuming that **(r, u) is reasonably smooth over the interval
Au., we define the average coefficients
fuj D(u) du
u. _ 2 u(u)
D = (1.6.6)
fj du
aj u du _ (1.67)
u 
u
u sf(u)
E = u.,(. .7
f u. , (1.6.8)f f Uj duu.uu-_ g2s(u)
and
a ufj du (1.6.9)
jui- 
_ s ( u)
Notice that the coefficients are the same as computed in section 5,
save for the fission term. The multi-group, adjoint equations
become
*L(r) = **(r) + a ' (r)] + v Z4AujG(r) +
+ cI th(r) 6 j (1.6.10)
Notice that the adjoint thermal flux appears as a source only in the
first group above the thermal group. As indicated earlier, the
36
adjoint flux is computed in the direction of decreasing lethargy. The
relations between the average value of the lethargy and the value at
the end point of an interval may be chosen as before. In particular,
we consider the approximations
1) + =
2) =/2.
For the first approximation, the multi-group equations become
1 (2r)- _ y (r) = gj j 1, 2, . .. ,J (1. 6. 11)
with
+ Pa &Au.
* (r) v4 23 h(r)
gi = U. + . G(r) + . j* (1.6. 12)
JL AJ
The adjoint flux is not necessarily zero at j =0. However, for j - 0,
there are no sources, save slowing-down sources, and the flux rapidly
diminishes. We shall only include terms up to j= 1.
The results above are directly comparable to the results of
section 5. By performing the algebra, similar equations for the second
approximation to the average adjoint flux are readily obtained. The
source function G(r) is readily computed by a series expansion in terms
of the 4.(r).
The method of successive approximations is applied to the adjoint
equations in much the same manner as before, except for the change in
direction of progression in lethargy space.
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1. 7 MATRIX FORM OF MULTI-GROUP EQUATIONS
For later purposes, it is convenient to consider the matrix
form of the multi-group equations.
dimensional vectors
(r) =
2
J+1
c(r)
We begin by defining the J+1
(1. 7. 1)
and
F(r) = (1. 7. 2)
The basic diffusion equation (1. 5. 42) is written
(D1V2 1 0
(D2 2_E2)
0
0
0 (DJ+1 2_ zJ+1
We factor the diagonal matrix into the form
0
00
0
1
$2
SJ+1 (
f1f 1(r)
2
J+ 1
(1. 7. 3)
[D-Z] =
D V2 0 0
00 D2 2
.J+1 20
.' 0
0 22
0
0
_0
(1. 7. 4)
and write Equation (1. 7. 3) as
[ D-Z]P = -F. (1. 7. 5)
The vector F can be written in terms of the vector L.
consider the simple approximation qJ(r) = q(r). Frorr
we have
fi = 1 *p () + 'K~ p3 g r ) th + p S (r)
To this end, we
Equation (1. 5. 40),
(1. 7. 6)
with
Ti= ,
($; )d&Adu.
s J
K i
j = 1, 2, . . . , J
(S5 )JQj
ij zi
( E s )j a
The vector F(r) consists of two portions, the flux dependent terms,
say F (r), and the extraneous terms,
(1. 7. 6), we have
sayF (r). From Equation
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(1. 7. 7)
(1. 7. 8)
(1. 7. 9)
F (r) =
+ V
0 0.
12 0
0 q33
0
0
0
. .
(ZS)
1
2
(J+ 1
th
1 f101
K2 P1 K 2 P2
0 0 0
+
1
2
J+1 (r)
The above can be written
F = [N+vK] ,
and hence, the entire set of equations are written
[ D -Z] = -[N+vK] + F .
For the case of no extraneous sources, we have
[ Z-D-N] LP = vKd ,
which is the generalized eigenvalue problem. Assuming the operator
on the left-hand side has an inverse, we define an operator A, such
that
A = [ E-D-N] 'K (1.7. 15)
Equation (1. 7. 14) is then
(1.7. 16)
V
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(1.7. 11)
(1. 7. 12)
(1. 7. 13)
(1. 7. 14)
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Notice that this result is similar to the results used in section 4. The
important feature is the reduction of the integral equation (over the
lethargy variable) into a set of algebraic equations.
The method of successive approximations may be outlined in
matrix form very simply. If we have an initial estimate, say go, and
if we take = A , then
(1.7.17)V o
and, in general
1j=- (1.7. 18)
p-1
A similar result is readily formed for the adjoint.
The result of generating the multi-group equations has been a
simplification of the nature of the operator which relates successive
estimates of the flux. The operator A above still contains terms
involving the derivatives of the flux. We now turn to methods of
simplifying the spatial dependence of the flux.
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II. NUMERICAL SOLUTION OF MULTI-GROUP EQUATIONS
In the previous section of the report, we obtained a set of
simultaneous differential equations from the integro-differential
age-diffusion equation. The purpose of deriving the multi-group
equations was to present a simplified form of the age-diffusion
equation. In effect, the formation of the multi-group equations
divided the lethargy interval into a finite set of sub-intervals. We
then used simple assumptions to relate the flux (or slowing-down
density) within intervals to the flux at interpolation points on the
lethargy scale. Thus the original problem in the continuum was
reduced to a finite set of equations in the discrete lethargy space.
The next step in obtaining approximate solutions to the age-
diffusion equation is to treat the spatial dependence of the flux.
As before, we attempt to divide the continuous configuration space
into a finite set of interpolation points. The set of equations
obtained from a discretization of the space variables are called
finite difference equations. In the remainder of the report, we
shall be concerned with obtaining the finite difference group
equations and in reviewing methods of solving the resultant alge-
braic equations.
It is important to realize that the purpose of constructing the
multi-group equations, and then sets of finite difference equations,
is simply to reduce the problem to solving sets of simultaneous
algebraic equations. For sets of algebraic equations, large scale
computers are most useful.
2.1 CONSTRUCTION OF FINITE DIFFERENCE EQUATIONS
The basic approach to constructing finite difference equations
is by the use of the Taylor series. Consider the problem of approxi-
2 2
mating the function d g(x)/dx2. If we assume g(x) can be expanded
in a Taylor series about x, then we have
g(x+Ax) = g(x) + g'(x)Ax + g"(x) Ax+ (2. 1. a)
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2
g(x-Ax) = g(x) - g'(x)Ax + g'(x) - .. . (2. 1. 1b)
Adding the above equations, we have
g(x+Ax) + g(x-Ax) = 2g(x) + "(x)(Ax)12 + g 2 + ... (2. 1. 2)
or
,,(x g(x+Ax) - 2g(x) + g(x-Ax) - g (x)(Ax) -
(Ax) 2  12 (2.1.3)
Thus, we have approximated the second derivative by a second divided
difference plus an error term. We denote the divided difference as
g((x+Ax) - 2g(x) + g(x-Ax) 6 2 (2.1.4)
(Ax) 2  (Ax)
The operator 6 is called the central difference operator. Equation
(2. 1. 3) is written
2 2 + O(Ax) 2.1. 5)dx (Ax)
22The term, O(Ax2), states that the second central difference approxi-
mates the second derivative to terms within the order of (Ax)2. The
term,. O(Ax 2), is the "truncation error" of the expansion.
The simple one-dimensional diffusion equation
DV2 j j j _ j(x) (2.1.6)
can be approximated
Di (x+h) - 2&(x)+ ep(x-h)- ji j = _ (x)
or
DJ +h - (2DJ+h 2 j) -+ DJ - h 2 fj (2.1.7)4 h x (2.1.7)
where the superscript j denotes the group, and h = Ax.
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In (2. 1. 7), we have assumed the spacing interval h is constant
across the volume. It is useful to have methods of generating the
finite difference approximations for non-uniform spacings and also
for differential equations with non-constant coefficients. We consider
first the case of one-dimensional regions. The basic diffusion
equation for a given group is
V(DVcp ) - Mjp = -f
where Di = constant except at interfaces.
can be written
1 [_ raD ,d=
= dr
r u
Hence the diffusion equation becomes
(2. 1. 8)
The differential operator
0 plane
1 cylinder
2 sphere
d r DaD = () ; j -f ) ra (2. 1. 9)
We take the interval of definition of Equation (2. 1. 9) from
r = 0 to r = a. We divide the interval into K subintervals and denote
the interpolation points as rk, 0 - k - K. The spacings between
interpolation points are denoted by Ark = rk+1 - rk The spacings
are not necessarily taken to be equal. Furthermore, we assume any
boundaries between regions occur at space point r k. We integrate
Equation (2. 1. 9) from rk-1/ 2 to rk+1/ 2
raDi rk+1/ 2  f r k+1/2 j _ J-0) r' dr
rk-1/ 2 rk-1/ 2
or
a+ 1/
ar rk+1/2
- rD r /
r k-1/2
= k+1/2 j j j) r' dr +
rk
+ f rk j1 j j-) r dr (2. 1. 10)
rk-1/2
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The right-hand side may be discontinuous at r k and hence the integral
is divided into portions in which the integrands are continuous. Denote
the integrand in the interval rk to rk+l/ 2 by [LZ(rk) cp(r) - fj(r)] rk.
That is, we assume the integrand can be expanded in a one-term Taylor
series evaluated at rk; the plus sign denotes the limit approached from
the right-hand side of the interval rk to rk+1/ 2. By similar definitions,
we arrive at
rk+1/ 2  j j-0) r' dr + frk. (j J-0) r dr=
rk rk-1/ 2
= i(r ) (r )-fj(r+)jr ±f r k + [(r ) (r )-fJ(r_) r Ark-1
(2. 1. 11)
where Ark = rk+1 - rk. Notice that if the integrand is continuous, the
integral becomes
[Ejj fjrk ra( rk+1 rk-1
which is merely the average over the interval.
The left-hand side of Equation (2. 1. 10) is evaluated at the half-
spacing. To eliminate the first derivative, we take the simple
assumption
4 = (k+1/2 ~ k-1/2 (2.1. 12)ar rk+1/ 2 - rk-1/ 2
We have
a DJ +1/2 r a DJ+
k+1/2 Dk+1/2 r k+1/2 k+1/2[rk+1-rk (2. 1. 13a)
r a J k-1 /2 a i - (2.1. 13b)k-1/2 k-1/2 ar =k-1/2 k-1/2 r k-r k(2 1
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Combining Equations (2. 1. 11) and (2. 1. 13a, b), we have
rk~ 2 k+J rC D r C D
k+1/2 2 rk+1/ 2 k+1/2 k+1/2 k-1/2
Ark + Ark Ark-1
Ej(r ) r Ar F)(r ) r Ark- rk - -D i
2 2 + Ar k-i
r -rk 2 k fj(rj) + rA k-1 fJ(r~) (2.1. 14)
Equation (2. 1. 14) can also be written
Ak+1 - Pk + r A- - (2.1.15)
Notice that for a plane problem with Ark = h and for a homo-
geneous region, Equation (2. 1. 14) reduces to the simple expression
(2. 1. 7) obtained earlier.
The difference relation (2. 1. 14) can be made more accurate
by improving the expansion formulas (2. 1. 11). We shall not bother
with the details here (see Marchuk, ref. 1). It is important to realize
that the derivation has produced a 3-point difference equation. If we
take = = 0 (the usual boundary conditions), then Equation
(2. 1. 15) applies for 1 - k - K - 1. The various coefficients can be
computed once and for all, and hence the entire set of simultaneous
equations for the jth group is known. In the next section, we shall
consider the matrix form of the equations, but first we consider the
two-dimensional form of the multi-group equations.
For the simple case of a one-region rectangular reactor, we
can write the diffusion equation for each group as
2 2 - Ed( = - fj . (2.1.16)
We consider a two-dimensional mesh of the form
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xk = x + kh, k = 0, 1, ... K
x f = Yo + Chy, 1 = 0, 1, . .. L
where h and h are constant. Replacing the second derivatives with
second central differences, (2. 1: 16) becomes
CCI++1 -2 + ~ '+
h 2h D '_ D
x y
(2.1. 17)
Equation (2. 1. 17) is a 5-point difference relation.
We now seek a general method of constructing appropriate
difference equations for other geometries and for multi-region problems.
The geometries of interest are the rectangle and circular cylinder. The
diffusion equation becomes
1 - ra DJ a + ak D - ;j = fj (2.1 18)
As before, we divide the space into a two-dimensional mesh, and we
further assume discontinuities occur at the interpolation points. We now
multiply by rc and integrate (2. 1. 18) from rk/ 2 tok+/2 and from
z _./ to z,+1/ 2. We have
rk+1/2 [(raD a +/ - (raDj a ] dr + fZ1+1/2[(raDi a \
k-1/2 2 11/2 z1-1/2 rk+1/ 2
j -k+1/2 1+1/2
- raD dz = / 1+12 - radrdz (2.1.19)
k-1/2 - k-1/2 1 -1/2
If we again assume the integrand of the right-hand side a constant in
the intervals 1-1/2,1; 1,1+1/2; k-1/2, k; k, k+1/2, we have
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k+1/2 1+1/2
-1/2 f-1/2
= [j(k+ )+ (k+ f I k, +j Ark z' +2 2 +
+IZj(k+, I )k+, -) -ik+J -)
+ i (k~, I+) jk~, I) -f (k, 1+)
+ Zi(k~ I -) (k~, I~) -fj(k~, I ~)
Ar k Az 1 1
2 2 +
Ark-1 Az+
2 2
Ark Az~~k-1 A1-1
where the +, - notation is the same as before. From the continuity
of flux, we have the same for all +, - combinations. For the
left-hand sides, we again approximate the derivative by a central
difference and assume the integrands constant. We have then
k+ 1/2 L)f- (r~i zc
k-1/2 a
dr =r D - r 1 , rk+2Az k-1
)1+1/2 Lr k k, +1/2A, 1+1 rk k ,1+1/2Ak,1 Ij 2Az I
(2. 1. 21a)
k+1/2 
D 
_ 
-/
k-1/21/
dr = kDki-1/2 ,-rk rk+1 k-1
(2. 1. 21b)
1+1/2
1-1/2 ar) rk+1/2
dz = rk DLk+1/ 2 k+1/2,1 k+1,1
a DJ,(z1+1 -z _)
rk+1/2 k+1/2, A , 12Ark
(2. 1. 21c)
(2. 1. 21c)
(2. 1. 20)
48
1+1/2
1-1/2 ar r
k-1/2
dz= rk -/ D - i
Lk-1/2 k-1/2, OIk, i
k-1/2 k-1/2,
The results (2. 1. 20),
1- z 1)
\rk-1
(2.1.22)
(2..1. 21a-c) and (2. 1. 22) can be combined
to yield the difference equation
a 1(z+ 1 - z 1 1 )
r Dkk+ 1/ 2 2 Ar k k+1/2, 1 k+ 1,
+ (z1 + 1- z _1 )1 k-1/2 2Ark-1 k- 1/2,
.
1 'k-1, 1 +
+ (rk+1- rk-1)
rk 24z k,1+1/2k,1+1 k
(z1+1- z )
2
(rk+1- rk-1
2
a j
k+1/2 k+1/2,1
Ark
a
rk
k, I+1
Az I
a j
+ k-1/2 k- 1 +
Ark-1
+ kI-1/2Az 1 1 I
a
r k F..
4 L k1z Ej(k+, I+)+
+ Ar kAz _1I(k+ -)+Ar k-Az IZ(k~,1
= kIAr ArkAz 
-1 fi(k+, I -)+ Ark-lAz If(k . 1+) +
+ Ar k-1Az 
_
fJ(k , I)
which can be written
r , I k+1,+ +tk, I ,1+b _ -ck I =d,
(2.. 1. 24)
(rAk+ 1 rk-1
2Az 11
+)+Ark-1Az 
_ i (k~,
(2.1. 23)
j- (z I+
14-1, 1 - 2
DJ
Dk,I- 1/ 2 , I-1I
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If we take r = x, z = y, and assume a homogeneous one-region
assembly, we recover the simple form (2. 1. 17). As before,
Equation (2. 1. 24) is a 5-point difference relation. More accurate
5-point formulas may be derived by considering additional terms of
the Taylor series expansion of the integrands.
Other difference approximations are obtainable for the
diffusion equations; in fact, there is no unique difference equation
for a given differential equation. Details of alternative formulations
may be found in the references.
2.2 MATRIX FORM OF MULTI-GROUP DIFFERENCE EQUATIONS
In order to simplify the discussion of latter sections, we
present the matrix forms of the difference equations in this section.
Consider first the one-dimensional problem. For a given group,
the relevant difference equation is (2. 1. 15).
a + y - =- (2.2.1)k+1 kTPAR k'K-l Wk
with
a J
a k+1/2 k+1/2 (2. 2. 2a)k Ark
a j a jara DJ rk~ 2 DJ 2k+1/2 k+1/2 + k-1/2 k-1/2 rk j +)Ar +j(r )Ark Ark Ark-1 2 k k k k-1)
(2. 2. 2b)
ki 2DkiJ
k-1/2 (2. 2. 2c)
^ik Ar k-1
W k = [fj(r )Ark fi(r )Ark- (2. 2. 2d)
We define the vectors , F, FI
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K-1
.m2
f1 (+)K-1i
The set of equations (2. 2. 1) becomes
0 . . .
72 ~P2 ' 2 ..
7 K-1 P1_
r 0 Ar1 0
2
j2
0
ra A\r
rK-1 K-1
2
r Ar1 1 0
r0Ar
022 2... 0
rK-1 ArK-1
2
fj (-)
2
fj (-)
-K-1~
(2. 2. 3)
which can be written
Ad4 3 = BF( + DFJ (2.2.4)
We have taken *( = K+ = 0 (the extrapolated boundary). The continuity
conditions on flux and current have been used in deriving the equations.
In order to consider the entire set of multi-group difference equations,
f32
fK2(-)-1_
-p a1
. m
K-1
+
; F = ; FJ =
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we define the super-vectors
. 2
Kth
, F
F
F2
LFth
F_7
F 2
Fth
Then the entire set of equations becomes
A = BF+ + CF (2. 2. 5)
where A, B, C, are (J+1) + (J+1) partitioned matrices of the form
A 0
0 A2 0
AthL
etc.
In order to examine the equations in more detail, we consider
the form of F( and F. From section 1. 5, for a simple multi-group
equation, we have (Equation 1. 5. 40)
fj s
( s)
() + vxj
JAu i (t 5 s) CJ
+ zi . . S (r)
( Z)3at ej jr+ E Or)
(2.2.6)
At the kh space point, we then have
z )j-1 j-1 .j s aIu + vx 3
+ Zs)P aJAu (Q~ z )
j th h + zi Sek
Ms
(2.2.7)
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where the coefficients evaluated at the limit k+. (We have assumed
the reactor homogeneous by regions in obtaining (2. 2. 6); the +, -
notation applies only at interfaces.) As an example, if the K+ boundary
were in a pure moderator, then all z.= 0, x. = 0, and f would consistj J +
of slowing down neutrons only. The scattering properties would be
those of the moderator, of course.
By rather obvious substitutions, we can write
F3 = GJ _ J+ J J + J(2.2.8)
-+ +± +
where is the discrete vector extraneous source, which may be
discontinuous in space.
The matrix GJ is the slowing-down term, the matrix HJ is
the fission source term, and rJ is the extraneous source term. In
similar manner, we have
F- = GJ J + v H_ + *_ (2.2.9)
Combining (2. 2. 8) and (2. 2. 9) with (2. 2. 4), we have
A = Bj[Gj + V z Hi q) + r + Cj G i +vZHj y+rJ j
or
Ai - BjG{ - C3G3 - v (BjH{+ CjHj 4 = B r + C e
or
[NJ - vPJ] J = RJ (2.2. 10)
where Ri is the composite external source.e
By collecting the group equations into super matrices/vectors,
we have
{N- vP] i = R (2.2.11)
The dimension of the vector j and Re is (K-1)* (J+1) while the
matrices N and P are (K-1)* (J+) by (K-1)* (J+1). The operator N
depends only upon the slowing down and diffusion properties of the
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assembly, and P depends upon the fission properties of the medium.
For the case of the source-free problem, we again recover
the eigenvalue problem
Nt = vP , (2.1.12)
or
-- N
-= N PL .V
If we define the starting guess tp and take N 1 PLP0 - then
v is approximated in the form
1 1 (2.2.13)
Notice that this form of the method of successive approximations is
reasonably obtained as compared to previous forms of the same
approximation. The original integro-differential equation led to an
integral definition of the eigenvalue v. By dividing the lethargy
space into finite intervals, we derived a similar approximation
where the integral definition was replaced by a differential operator.
The finite difference approximation leads to a matrix operator
definition. Of course, we cannot expect the results from the three
different approaches to be the same, but the intent of the method is
to obtain a reasonably accurate approximation with the simplest
amount of effort.
The two-dimensional difference equations can also be written
in matrix form. We merely outline the step below. Defining the
vector +p , DJ as
, kL
~2 k, 2
k k
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The basic equation, (2. 1. 24), takes the form
AJ 1 + B+ C_ =D , (2.2.14)
where the matrices are L-1 by L-1 in dimension. We form super
matrices and vectors for the K-1 equations of the form (2. 2. 14) and
have
[A+BJ+CJ] qJ = DJ (2.2.15)
The entire J+1 sets of equations can be extended to the form
[A+ B+ C] L = D (2.2.16)
By expanding the right-hand side in terms of fission and extraneous
sources plus slowing-down terms, we can then show the two-
dimensional problem reduces to an equation of the form
[N - vP] =.R (2.2.17)
By completely analogous formation of difference equations, the adjoint
equations can also be reduced to a set of simultaneous equations. We
now turn to methods for solving the sets of simultaneous algebraic
equations.
2.3 DIRECT METHODS OF SOLUTION
By direct methods of solutions, we mean techniques of solving
the equations in a finite number of steps. We consider only one direct
method at this time.
The entire set of multi-group equ-ations can be written in the
matrix form
A _ (2.3.1)
and if the operator A has an inverse, then the solution is
S= A~ 1 R . (2.3.2)
There are a number of methods of matrix inversion. The most common
is probably the Gauss-Jordan reduction. Consider the set of equations
in expanded form
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aln n =R1
(2. 3. 3)
an1 1 + an2 2 + . . . ann n n
The reduction
assume a 11 *
is begun by dividing the first equation by a 1 1 . (We
0; otherwise, re-order the equation so that this is so.)
The resultant equation is now multiplied by a21, and then subtracted
from the second of the equations. In this manner, P 1 is eliminated
from the second equation. Similarly, we eliminate 411 from the third,
fourth, etc. equations. The set of equations becomes
LP + a12 2 +
a 2 2 k 2 +
a32 2 +
an 2 2 +
... a' n = R'in n 1
. . . a n = R
3n 3
. . . a $ n = R .
at 4 = R'nn n n
where prime denotes a modified coefficient. We now divide the second
equation by a' and multiply the resultant equation by a' a' etc.22 32' 42'
to sequentially eliminate $2 from the third, fourth, etc. equations.
Continuing in this manner, we ultimately produce a set of
equations in triangular form as
1 + a 1 2 P2 + a1 34 3 + a 1n n 1
2 + a2 343 + ... a 2n n =R 2 (2. 3. 5)
n n
(2. 3. 4)
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By back substitution, we obtain the solution. It should be mentioned
that the inverse matrix is obtainable in the above process by a little
additional labor.
The difficulty with the method outlined above is twofold. First,
the operations are all performed with the various coefficients, and,
for large arrays, the inevitable round-off may have a serious influence
on the accuracy of the solution. Another important aspect is the
number of operations required. The rescaling of each equation requires
something like n operations. The elimination of any unknown requires
on the order of n operations, and the process is repeated for n unknowns;
hence, the number of steps required to solve the problem will be pro-
3
portional to n . If we were treating a 10-group, 100-point problem,
something on the order of 109 operations would be necessary. Even for
present-day computers, this becomes an appreciable number of steps.
For larger problems, it is necessary to look for other methods of
solving the sets of equations. We remark that there are other direct
methods of inversion, but, except for special cases, they all have the
objectionable features of requiring something like n 3 operations.
2.4 ITERATIVE METHODS
There are many iterative methods for solving sets of algebraic
equations. We shall outline a number of methods of broad applicability.
As the name implies, iterative methods are analogous to the method of
successive approximations as defined earlier. In general, an infinite
number of steps is required to solve a problem iteratively. However,
it is also true for a convergent iteration that the near asymptotic
solution is reached in a finite number of steps. If one is willing to
accept an answer which is "reasonably" accurate, then frequently iter-
ative methods are as fast or faster than direct methods.
Before discussing various techniques in detail, let us examine
the general conditions under which an iterative process converges. We
assume we are solving the matrix equation
ALP = _R (2. 4.1)
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We further assume that the iteration process can be represented as
a matrix of the form
BP~1 + - P (2.4.2)
where 29-1 and 29 are successive trials for the solution, B is a
matrix dependent upon the method of solution, and C is a vector.
Since B and C are independent of p, the iteration is called
stationary. If i is the solution, then a solution must have the
property
BLP + C = L = A-R (2.4.3)
and hence
C= [I-B] A-R = - BP (2.4.4)
If we write 4i' in the form
P = qj + eP (2.4.5)
and define E as the error associated with a given trial solution,
then from (2. 4. 2) we have
or
BE -1 - p (2.4.6)
Thus, the error obeys the homogeneous form of the iteration
equation. This property is true of all stationary iterations.
We note that for a solution EP -+ 0 as p -+ oo. The elimi-
nation of the error depends upon the properties of the matrix B.
Let us assume B has a complete set of eigenvectors, say e r'
and corresponding to each eigenvector, an eigenvalue Xr. We
take the eigenvalues as ordered, so that |I > 21 - ' *X
The original error vector E 0 is then expandable in the form
E0 = Z a e
- r r-r
(2. 4.7)
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Successive values are
1
E r ar re r
= r ar rPer (2.4.8)
Since the eigenvalues are ordered, the asymptotic error is of the form
f =a 1 I 1  (2.4.9)
In order for the error to vanish, we require that
VJX -< 1 (2.4.10)
This result is quite general and is also applicable to the case where
the eigenvectors of B are not complete (for details, see ref. 6,
Forsyth and Wasow).
The primary objectives of the various iterative methods are to
form iteration operators which converge (i. e., (Xa < 1)), and the
speed of convergence is dependent upon the actual magnitude of the
largest eigenvalue. For many of the methods to be discussed, a good
deal is known concerning the rates of convergence. For further detail,
we refer to the various references.
In discussing the basic properties of iteration methods, we have
so far considered only the inhomogene6us equation. Before reviewing
iterative methods, we consider the solution of the eigenvalue problems
by iterative procedures. In this case, the basic equation is of the form
A4 = Xgi.
By the method of successive approximations, we assume a trial solution,
Jo, and if A = J1, then
S 1 -(2. 4.11)
0
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The generalization is obviously
x = 9 (2.4.12)
~p-1
Since t is a vector, the comparison of successive values can'be
made with any comonent of q. However, such a comparison
requires a number of iterations to reach a steady state. A more
rapidly attained approximation to the eigenvalue is the so-called
Rayleigh quotient. If we consider the iteration of the form
q P-1 = A P-1 = p (2.4.13)
and take the dot product of both sides with respect to p_1, we have
(AP 1l' _P-l = p P- (2.4.14)
It is easily shown that the algorithm (2. 4. 14) converges to the
largest value of X. Furthermore, X can be related to the neutron
multiplication v e/v for the multi-group equations, and hence the
Rayleigh quotient can be used to find the neutron multiplication factor.
To show that the method converges to the largest X, we expand the
vector p in terms of the eigenvectors of A. We have
o r are r
and hence the Rayleigh quotient is
2 2 Zr(X/X )a2
( A t O , r r a r 1 r 2 1 ) r ( 2 . 4 . 1 5 )No'Z Noa Zrar r r r
where we take the eigenvalues ordered with X the largest. By
induction, we have
___ \1) 2p-1 a
(q P__,_____ 2p-2 2 rr (2.4.16)
p-1' p-1 Zr (Xr /X1 2 p 2 a
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Since Kr X1 < 1 for r > 1, the process converges to X1.
The Rayleigh quotient method is more rapid than the single
component method since the ratio of eigenvalues in the expansion
appears quadratically, whereas, in the single component method,
the convergence is linear with the number of iterations. Of course,
formation of the dot products requires more steps after a single
iteration.
An iteration of the form
A P-1 = 4 (2.4.17)
is called the "power method". The use of the Rayleigh quotient to
estimate the eigenvalues of a given problem is not limited to the
power method. Before considering other iterations, we remark that
the adjoint function is useful in obtaining eigenvalues by the Rayleigh
method when the operators involved do not have orthogonal eigen-
vectors. The details are similar to previous discussions.
In order to introduce iterative methods, we consider the
general multi-group equations in the form
[N- vP] p = R (2.4.18)
which is the general form of the multi-group equations obtained in the
previous section. If there are no external sources, R = 0. To derive
the various iterative procedures, we recall that the matrix N related
to the diffusion properties of the neutrons within a given group, P
related to the fission and slowing-down sources, and R the external
sources. Let us assume an initial estimate, 0, and write (2. 4. 18)
in the form
Nt = vP 0 + R = S (2.4.19)
For a given estimate of 49, the entire right hand can be computed
before starting the numerical computation. We now factor N in the
form
N = L + D+U (2. 4. 20)
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where L
an upper
equation
is a lower triangular matrix, D a diagonal matrix, and U
triangular matrix. As an example, the one-dimensional
given in (2. 2. 3) would give the following
0 0
02
0
D =
O0
0
0
0
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7K-1
01~
~PK-1 J
a 1 0
0
(2. 4. 21a)
(2. 4. 21b)
0
0 a2
'K-2
0
(2. 4. 21c)
A similar expansion in the two dimensional case would replace
each of the elements in (2. 4. 21a, b, c) with a submatrix. A matrix
consisting of elements along the principal diagonal and the two ad-
joining diagonals is called "tri-diagonal". A matrix consisting of
submatrices along the principal and the two adjoint diagonals is
called "block tri-diagonal". We consider first the one-dimensional
problem. From (2. 4. 19), we write the basic equation in the form
LW + DQ + U40 = S (2.4.21)
Lo o -o -o
We now write this in the form
D$0 =S -L+i -U+j
-o -o -o -o
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and finally we define 1 from the relation
1 = D~S 0 - D~ [ L+U] (2. 4.22)
The above relation defines an iterative process known as the "Richardson"
method and also the "method of simultaneous displacements". In com-
ponent forms for a given space point and lethargy group, the equation
has the form
, k + ykT-1 + akk+1
$k p (2. 4. 23)k Pk
and in general
pk-1 + Yk -~ 
+ Pak
k Sk+ k- (2 4. 24)
Computationally, this algorithm is very simple and since the original
difference relation is a 3-point relation, the equation preserves this
property.
By expanding the matrices for the two-dimensional case, it is
easily seen that the equation takes the form
p S +rk, 1  + AP k 1 + bk, 1 + tk, i ±k,
Ck, 1
(2. 4. 25)
(See Equation (2.1. 24)). For this case, we preserve the 5-point
characters of the difference relation.
For either case, the iteration operator can be written
p = BP_1 + C
as before. Hence, the convergence of the method is again dependent
upon the eigenvalues of B.
An alternative method is similarly obtained starting from (2. 4. 21).
We notice that elements of the matrix L operate on values of the flux
for which the space index is less than k, the generic point. If the iteration
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moves from k = 1 to k = k, then values of the function 4m are com-
puted for m < k before we reach the space point k. Hence, it is
possible to use these latest values while computing k. Mathemati-
cally, the iteration becomes
(L+D)0 = S0 - U0
and
=[L+D]-S0 - (L+ D)- Uo (2.4.26)
For a three-point difference relation, the basic equation can be
written
p S-k + 7kck-1 + ak 1d'
k = Skk(2.4.27)
Pk
The similar relation for the two-dimensional equation is
k,p rk, 1, + k, k,&+1 k, k-1, k, A -1
$k, i-k _Cp+1 k, ,Cpk, e 
Ck, C
(2. 4. 28)
An iteration of the above type is called the "Gauss-Seidel"
method and also the "method of successive displacements". Under
certain conditions on the matrix operators (usually obeyed for the
diffusion equations), it can be shown that the Gauss-Seidel method
converges more rapidly than the Richardson method.
The convergence of the method is again dependent upon the
nature of the eigenvalues of the iteration operator.
For either of the iterations considered thus far, we note that
the change in the function on successive iteration can be written
= - B + C - = (B - I)k + C (2.4. 29)
-p -p- -p-1 - p-1 -p-1
If we denote 4s - as the "residual" vector A P, then the iter-
ation can be written
p = p- + A (2.4.30)
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For the Richardson method, the residual vector A is
p
A = D 1 S - [D-1(L+U) - I] P (2.4. 31)
-p -p-1 p-1
while, for the Gauss-Seidel method, we have
A = (L+D)SL+D) U -I] (2. 4.32)
- p p1 [p-1D
The residuals are calculable at any stage of the iteration by using the
appropriate basic iteration equation (2. 4. 24), (2. 4. 25), or (2. 4. 27),
(2. 4. 28).
The residuals are particularly useful in conjunction with the so-
called "extrapolated Liebmann method" or the "method of over-
relaxation". If we take (2. 4. 30) as the basic iteration equation, then
an alternative iteration is
4p = 4'_1 + Ap (2.4. 33)
where w is some real constant (which may depend upon p). For w > 1,
we "over -correct a trial solution while for o <1, we "under"-correct
a trial solution. Under certain restrictive conditions (usually obeyed
by the diffusion equation), it can be shown that the extrapolated
Liebmann method converges more rapidly than either the Richardson
or Gauss-Seidel iteration, provided the factor w is properly chosen.
It is an unfortunate fact that obtaining the proper o is, in general, a
trial and error problem. Nevertheless, for an appropriate selection
of the over-relaxation factor, the increase in the speed of convergence
is quite large.
For the problems involving three-point difference equations,
and hence tri-diagonal matrices, there exists a particularly rapid
method of solution called the method of "matrix factorization". Con-
sider a one-dimensional reactor. The set of multi-group equations
for a given group is of the form
Adf = R (2. 4. 34)
We assume the vector R has been computed from a given initial
estimate of the flux. The equations are of the form (see section 2. 2)
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0
0 32
RJ
2
Rk
(2. 4. 35)
The matrix Ai can be factored into the product of two matrices
in the form
(2. 4. 36a)
0
0
Yk ~Pk.
a 1 0
b 2 a2
0
0
bk ak
1 0
0 1 d 2 ... 0
1 dk-1_
(2. 4. 36b)
In order for the equality to hold, we require
(2. 4. 37a)
(2. 4. 37b)
b2 22
b 2d 1 + a 2 ~02
a 2d 2 =a 2
and in general
b n= Y
bn dn-1 +an= Pn}
nn
(2. 4. 37c)
CL 1 0
K
or
AJ = XJYJ
a I 0
~P2 aL22
0
a1
a1d
-P,
L 2
-Pk
- -p
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The above relations can be solved in the form
a, = 
-Pi
d = a,/a}
(2. 4. 38a)
a 2 = -b2 d 1
d 2 = a 2/a 2
(2. 4. 38b)
and in general
bn Tn
an 
~ -n 
-bn dn-1
d = an/an
(2. 4. 38c)
Thus, starting from the original equation, we can compute the elements
of the two matrices, Xi and Yi. Thus far, we have only performed some
algebra, but it is important to notice that the two matrices, X and Y,
have only two elements per row, rather than three. The next step in
the solution by factorization is to write the source vector in the form
Rj = XEj (2. 4. 39)
The set of equations is thus
XJYJ pJ = XEJ
or
(2. 4. 40)
(2.4.41)
The advantage of the factorization is now apparent. Since YJ has only
two elements per row, we can solve (2. 4. 41) recursively without
iteration. To illustrate, we first compute the elements of Ej. From
(2. 4. 39), we have
YJ 3 = EJ
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R{ = a E1 1 1
R = b Ej + a2E2 2 1 2 2
R = b Ej + a3E3 3 2 3 3
(2. 4. 42)
Ri = b E_ +a EJ
n n n-1 n n
The set of equations can easily be solved by successive substitution.
Having obtained the EJ, we solve (2. 4. 41) in similar fashion. Wek'
have
+dJ = E
J + d 2 0 =E
(2.4.43)
J EJk k
We solve the set (2. 4. 43) backwards; we compute then _ etc.then
until all the fluxes are computed.
The method of matrix factorization is a "two-pass" computation.
Beginning at k = 1 and proceeding to k = k, we compute successively
the coefficients a b d and E . When we have the vector Ekk' k ' k k
and the dk, we proceed backwards, computing the J. The method
is very rapid and non-iterative.
A similar procedure is possible for two-dimensional problems,
except the elements of the factored matrices appear as sub-matrices.
To perform the solution, it is necessary to invert these sub-matrices.
The two-dimensional method thus has drawbacks not associated with
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the one-dimensional problem. Rather than pursue the details of matrix
factorization in two-dimension, we introduce an alternative method for
such problems.
The method to be considered is the "alternating-direction implicit
method" first conceived by D. W. Peaceman and H. H. Rachford. The
method is iterative but very rapid. We remark that the advantage of the
method in speed of convergence is a result of using rectangular coordi-
nates. Although the technique can also be applied to other geometries,
the advantages of the method are subject to some doubt. (For details,
see the references.) We consider for illustration a two-dimensional
rectangular reactor. The basic diffusion equation can be written in the
difference form
{rk, C.Ckk+1, k Qek-1, ~  k, 9} +
+ {t )kk, f+1+bk, f Lk, 
-hk, e k, C} dk, C (2.4.44)
where the braces are used to separate the x and y dependence. If we
denote the iteration subscript by p, then (2. 4. 44) can be written
rk, P k+l, & + k, k-1, ,e - gk,, , e Q
= dk i - tk, & , +1 - bk, -1 + h P (2.4.45)k,, )k  +l k,1 k, e -I k, I(k
As written above, the equation is called an "implicit" equation, since
we require knowledge of the elements of the left-hand side simultane-
ously (i. e., the same index p). However, the right-hand side is known
and hence (2. 4. 45) is in reality a 3-point difference relation. The
method of matrix factorization can be used to solve for 4 (all k).
Therefore, we compute an entire set of lines "" by a very rapid method.
After solving in one direction, we rotate the direction of solution
and solve an equation of the form
t p+1 + pb1- -h +
tk, e k, e+1 k, 1 (k -1 k, fk, e ~
=d -r + p pk, e k, e k+ 1, e - -k, V O4r-4 1 + g k, Q (2.4.46)
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The method of matrix factorization is again used. The reason for
the alternating direction is to insure that the method converges.
There are many other techniques for solving sets of simul-
taneous equations. Particular mention should be given to the
"method of steepest descent" and the "method of conjugate gradients".
We shall not examine the procedures in detail here.
2. 5 RESUME OF NUMERICAL SOLUTIONS OF MULTI-GROUP
EQUATIONS
In this section, we review the material of the report and indi-
cate how an actual problem is solved.
The initial steps consist of deciding upon the group sizes for
the discretization of the lethargy space. The decision is based upon
the element mixtures and the cross sections of the elements. One
must then compute the coefficients of the group equations. The
process involves integration by machine or graphically.
The finite difference equations are derived and, based upon
the net spacing in the assembly, the various spatial dependent coef-
ficients are computed.
The method of solving the simultaneous equation may be direct
or iterative. Usually, iterative methods are used for all but the
simplest of problems. An initial source estimate is made and the
fission source terms are computed. Beginning with the highest
energy group, the difference equations are solved. It should be noted
that one may have to iterate many times within a group to obtain a
consistent flux distribution for a given source configuration. The
process of solving the equations within a single group is called an
"inner iteration". One proceeds from the higher lethargy groups to
the lower groups, iterating within each group until the group fluxes
are consistent. After the thermal group equation is satisfied, the
source function is recomputed. (For criticality studies, the multi-
plication factor is computed.) If the source function, (multiplication
factor), is not steady, then the entire cycle is begun again. The
iteration on the source function (or multiplication factor) is called an
"outer iteration".
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Variants on the above process are possible; for instance, inner
iteration may be bypassed in the computation, etc.
For criticality problems, an additional difficulty is encountered.
If the multiplication factor is less than unity, the neutron population
will approach zero. The same effect occurs in the numerical process
of solving the multi-group equation. In order to avoid generating the
trivial solution, one usually "normalizes" the source. That is, one
computes the source function to be a given number of neutrons. If the
number predicted after an iteration is less than the initial estimate,
then the source function is rescaled by a constant factor such that the
source is back to its original strength. The rescaling factor is, in fact,
just the multiplication predicted. A similar argument holds for super-
critical assemblies.
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