Abstract-We present the Service Directory Placement Algorithm (SDPA), a directory-placement scheme that leverages the performance of existing service discovery protocols over wireless ad hoc networks. SDPA promotes the deployment of a nomadic service directory, whose current location in the network varies according to the dynamics of service-discovery queries driven by the users' applications and partial knowledge of the network's topology. SDPA is based on a heuristic approach, whose performance is optimized by formulating the directory-placement problem as a Semi-Markov Decision Process (SMDP) solved by the means of a reinforcement-learning technique known as Q-Learning. Performance evaluations obtained through computer simulations of networks with up to 45 hosts moving at pedestrian speeds reveal average bandwidth savings close to 50 percent over a default broadcast/multicast approach for service discovery once an efficient directory-placement policy is obtained.
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INTRODUCTION
M OBILE Ad hoc Networks (MANETs) formed by ambulatory conglomerates of untethered devices capable of engaging in either peer-to-peer or collaborative data communications sessions have been the focus of intense research in recent years. Until now, this type of network has been predominantly targeted for use in closed networking environments (e.g., military maneuvers). However, there is a growing interest in the commercial use of MANETs for open access, driven in part by the virtual ubiquity of wireless local area networks (WLANs) that operate in the license-free portions of the radio frequency spectrum. However, support for open network access unequivocally complicates MANET design, since user devices may not necessarily be known to others in advance, and the type and number of user applications may be considerably larger.
It has been argued that initial commercial applications of MANETs will likely employ a multihop network topology to provide network connectivity and service access to users where coverage is either limited or unavailable [1] , as portrayed in Fig. 1 . Existing MANET research has already outlined the most significant impediments to this objective, among which scalability remains of particular interest [2] . In addition, earlier research indicates that potentially large degradation in route lifetimes is experienced once path lengths exceed 5 hops in MANETs comprised by even a few hundred hosts [3] , [4] , [5] , [6] . Therefore, it is reasonable to expect that MANETs used in open access environments will likely span at most a few tens of devices if performance issues are to be avoided. In addition, since existing WLAN technologies are unsuitable for high-mobility applications, open access MANETs are expected to include either stationary devices or ones moving around at no faster than pedestrian speeds.
Ultimately, the success of MANETs depends on several factors, among which the effective operation of Service Discovery Protocols (SDPs) is crucial in helping to locate available services while preserving both bandwidth and battery power in users' devices [7] , [8] , [9] . SDPs would therefore play an essential role should MANETs make a successful incursion into the realm of open networks. In this paper, we present an enhanced approach to service discovery in MANETs, which employs a nomadic service directory to reduce the amount of bandwidth overhead in contrast to employing a pure flooding-based approach [10] . Our proposed solution appears at first counterintuitive, given the potentially high number of network packets generated by hosts when locating the directory in a network of variable topology. For this reason, both pure-flooding and multicasting mechanisms have traditionally been favored for service discovery, as pointed out in [11] and [12] . Unfortunately, this approach places a heavy bandwidth and energy consumption burden on the network's hosts, especially on those commonly referred to as thin devices [7] , [9] . However, contrary to having a directory confined to a single host, our approach allows for the directory to be relocated in anticipation to changes in query patterns from hosts located in a particular network region and time frame while also accounting for the dynamics of the variable network topology. As a result, packet overhead incurred by hosts either locating the directory or (de-)registering their services is reduced. Therefore, in principle, our scheme can be adopted by any SDP that supports a directory-based mechanism such as Jini [13] or SLP [14] . We realize such a directory-placement strategy in the proposed Service Directory Placement Algorithm (SDPA), which is the focus of this paper along with the performance evaluations to illustrate its effectiveness.
The problem of finding an effective strategy for the optimal placement of a directory in a data network is not a new one. However, existing approaches for this problem generally assume a relatively static network topology with respect to the time granularity commonly considered for MANETs. For instance, the directory-placement problem is directly related to both the facility-location problem and the minimum k-median problem of graph theory [15] , [16] . The former seeks to find an optimal location for a service facility in order to minimize the incurred cost of requests generated by consumers in a graph G, whereas the latter disregards the costs associated with the creation of a service facility. Both problems have been amply studied and are well known to be NP-hard [17] . Suboptimal solutions to both of these problems have been used for the placement of Web-server replicas on the Internet [18] ; and in [19] , a Dynamic Programming (DP) approach was employed for a similar purpose under the same stable network assumption.
Academic research on the directory-placement problem has also been quite intense. For instance, a high-level ontology-based approach is employed in [20] , which in conjunction with a peer-to-peer system that caches service advertisements in order to selectively forward service discovery queries in MANETs, reduces overhead with encouraging results. However, the effectiveness of this approach depends heavily on whether all MANET hosts are able to support and process this higher level of information abstraction, which might become an issue given the diversity of commercial platforms that tend to favor the use of proprietary service discovery mechanisms. Researchers in [21] also devised a clever field-theoretic approach for query routing in which the behavior of the service discovery system mimics that of particles with electrostatic charges in order to direct queries to service providers. Their results are promising, though the efficiency of the proposed system seems to rely heavily on the accuracy with which the "Capacity of Service" parameter of service providers is assessed. An unnamed approach based on directories and service advertisements (i.e., a "push" model) for MANETs is also presented in [12] . Their scheme relies on a virtual backbone and surrogate hosts for the dissemination of service-related information and the processing of queries in accordance to a set of predefined heuristics. This is a more neutral approach that could conceivably be adapted to work with existing SDPs. Another approach presented in [22] is based on the social models of host cooperation and trust and incorporates security issues.
Whereas the skeleton of SDPA is based on a purely heuristic approach, we use a formal methodology to determine the optimal decision thresholds for relocating the directory from one host to another. We formulate the problem as a Semi-Markov Decision Process (SMDP) in order to find a cost-efficient strategy that incorporates some energy-conservation features as well. Markov Decision Processes (MDPs) have already been successfully used to solve a variety of engineering problems, including mobilityrelated issues in the areas of mobile communications and in wireless sensor networks [23] , [24] .
The rest of the paper is organized as follows: In Section 2, we describe the proposed SDPA and introduce SMDP as an effective approach for the directory-placement problem, as well as the Q-Learning method for solving MDPs without a full knowledge of the system states and transition probabilities. In Section 3, we describe the implementation and experimental setup of SDPA for small-sized networks comprised of hosts moving at pedestrian speeds. In Section 4, we present performance results through computer simulations that measure packet overhead savings, discovery success rate improvements, and potential battery preservation features. We discuss aspects pertaining to the practicality of our approach and future work in Section 5 and conclude with a summary of our work in Section 6.
THE SERVICE DIRECTORY PLACEMENT ALGORITHM
SDPA as a Heuristic Approach
We assume the existence of a fixed network Access Point (AP) through which initial interactions can be made, since we are considering the case of MANETs configured as multihop networks. Hosts deciding to make their services or digital assets available to other devices rely on this AP as the default information repository when the MANET begins to operate. In addition, we rely on features that have been defined as optional in existing SDPs in order to leverage the performance of our proposed scheme. Hosts initially locate the service directory by issuing queries wrapped in UDP packets that are disseminated in an incremental breadth-first fashion, instead of employing brute-force flooding at once. To this effect, time-to-live (TTL) values at the network layer are initially set to 2 and are subsequently doubled should additional location attempts be needed. When found, the directory unicasts a response to the querying node, which in turn advertises the network location of the directory to its 1-hop neighbors only. As a result, these neighbors avoid incurring the otherwise bandwidth-expensive directory location process if the network topology's variation rate allows the current path to remain unchanged by the time they need to issue a query of their own to the directory. However, unicast queries will eventually fail to arrive at/from the directory at a later time when either: 1) there has been an error in the wireless link, or 2) the topology of the MANET has changed, in which case, a service discovery process is repeated, as portrayed in Fig. 2 . Up until now, we have described a fairly generic scheme for SDPs that support the use of a directory. However, under SDPA's enhanced scheme, the directory eventually detaches from the AP and begins to recursively relocate from one host in the MANET to another. This relocation decision process requires current query pattern and localized topology information obtained separately by the directory and by the host issuing the query, both at their respective location. We define SDPA as a shim layer positioned between the transport layer and the actual SDP being used, as shown in Fig. 3 . At the host, SDP requests are wrapped along with the aforementioned information and sent to the directory, where the packet is subsequently unwrapped to separate the data needed by SDPA and the actual service query that is sent up to the SDP for due processing. Once the information received has been processed, SDPA's task is limited to instructing the SDP whether or not relocating the directory to the host that issued the query will likely be more cost-effective in terms of bandwidth consumption in the MANET as a whole. The effectiveness of this approach depends on finding an efficient policy that the SDPA can rely upon to make decisions based on the information at hand, to be presented next.
The Directory Placement Problem as a Markov Decision Process
We begin by describing the environment's conditions surrounding a mobile service directory hosted by a user device in a MANET. First, we consider that users' mobility patterns are independent from both one another and their own previous movement history, which is a common practice in MANET research that employs random mobility models [25] , [26] . Evidently, this memoryless property has a time-varying effect over certain topology-related conditions such as the number of neighboring hosts and the hop distance of the current query, as observed at a mobile directory's current location. A second assumption is that the number of queries received at the current directory's location also varies in accordance to users' independent preferences and needs. Moreover, even though users' mobility patterns and querying processes might not be completely independent in MANETs that are formed on the fly for group collaborations [27] , [28] , we still allow a fair degree of individuality in the users' subjective behaviors. Based on the previous arguments, we find no constraints for any particular condition from recurring sometime into the future, provided that both the service directory can effectively be relocated to any other host in the MANET and that the long-term spatial distribution of hosts remains statistically homogeneous [29] . Moreover, if the circumstances surrounding a MANET environment warrant a limited number of observable conditions (hereafter referred to as states), then the time until a mobile service directory revisits any given state is finite. We can thus regard our system as ergodic [26] . These assumptions are readily applicable to MANETs wherein hosts move at low speeds in open networks of relatively small size [27] , as discussed in Section 1, and can be reasonably justified in situations where users' devices provide a packet forwarding service for the common good. In addition, the lack of memory of previous events also indicates that the limiting probabilities of finding the system in any given state will converge to a certain value once it has been operating for a long time. Therefore, our bandwidth-saving objective can be maximized on an averaged basis over a long-term time frame if a suitable policy is employed to dynamically relocate the service directory in accordance to the users' combined mobility and service querying patterns. We can effectively approach this sequential decision-making process by modeling our proposed system as an MDP, as described next.
MDPs consist of several elements: an agent, a decision epoch, states, actions, a model, and a reward [30] . In essence, the agent is a decision maker exposed to the system that we wish to control, which can be described as being in one of a potentially high number of states. The agent takes actions in an attempt to steer the system into a more desirable state, each of which is assigned a subjective value of its worthiness for a certain task. This value is recursively reevaluated during the entire learning period to ensure that the average reward obtained by the agent is being maximized. Because the behavior of the system is considered stochastic, there is a certain probability of the system falling into a given state after a certain action is taken. The objective of the agent is thus to maximize the accrued sum of rewards, also known as the return R, received over the long term, at which point the steady-state transition probabilities are obtained. The time elapsed between the agent's decisions instants ð i À iÀ1 Þ is known as the decision epoch. Systems possessing real-valued and variable transition times between decision epochs are categorized as SMDPs and are of particular interest for our research.
MDPs can be solved by means of a technique known as Reinforcement Learning (RL). There are three main methods for solving RL problems: DP, Monte Carlo (MC), and Temporal Difference (TD) learning [31] . The objective of these methods is the same-learn the true mapping of every state to its value, known as the Value Function (VF). Whereas for MC methods, the biggest drawback is the time it takes to compute an optimal solution, the main problem for DP resides in formulating an accurate model of the system. For the case of service discovery in MANETs, producing an accurate model of the system is a particularly cumbersome task given all of the factors that would have to be accounted for such as changes in the radio signal propagation and the network topology, the hosts' mobility pattern, and service discovery/attribute query models. We therefore consider TD learning, which possess characteristics that are highly appealing for our purposes, as described next.
Initially, the VF can have arbitrary (deviated) values that are gradually adjusted to their true values by the RL method being employed. Minimizing the error e between the optimal VF V Ã and the initial arbitrary value is the objective of the RL algorithm:
where t denotes time and eðsÞ denotes the error at time t for state s. This result can be achieved by allowing the agent to learn which actions yield the highest rewards over a long period of time. Note that a problem arises if we let the return R accumulate an unbounded sum of rewards during the execution of the RL algorithm, especially if no absorbing final state exists that the system might eventually reach. In such infinite-horizon processes, a mechanism known as discounting is applied to control the rate at which rewards are accrued. A discounting factor with an initial value (0,1) is thus introduced to reduce the weight of future rewards r:
where the return R t is the accrued sum of rewards at time t for an infinite-horizon RL process. An optimal policy for V ðsÞ is found when the final value of any state s i is equal to the expected sum of rewards EfRg when the process starts at an initial state s 0 and chooses an action a i from the set AðsÞ, yielding the largest reward at each step thereafter:
where E denotes the expected return. where P ðs 0 js; aÞ denotes the probability of going from state s to state s 0 when an action a 2 AðSÞ is taken. For the case of SMDPs solved by means of Q-learning, the discount factor must be redefined, given that the states' sojourn time is a continuous random variable. In this case, integrals are employed to compute the expected return, as opposed to using summations [33] , leading to the redefinition of the Bellman optimality equation described above as 
Here, a learning rate is introduced to allow for the algorithm to converge on one of several possibly existing policies, and is a factor that controls the rate of exponential decay. Both values are initially set in the (0,1) range and are gradually decremented to 0 as the algorithm executes. The model of Q-Learning is shown in Fig. 4 .
An important advantage of working with Q Ã values is that it allows for the selection of actions without needing to know all of the possible successor states. In other words, knowledge about the underlying environment's dynamics as described by its state-transition probabilities is eliminated, and a system model becomes unnecessary. However, we note that suboptimal results can be obtained even if the actual system's behavior lacks strict adherence to both the memoryless (Markovian) and ergodic properties as explained before, which is often the case in real-life situations [31] , as discussed later in this paper.
Defining SDPA as an SMDP
As mentioned before, we formulate our directory-placement algorithm as an SMDP wherein the delivery of a service discovery's query at the directory's location marks the end of a decision epoch and the beginning of a new one. A directory-relocating policy can be learned offline by the agent and later incorporated as decision parameters employed to determine the most cost-efficient action. The decision epoch when the learning agent decides to take an action according to a service-related query is represented by " i , and i is the elapsed time between two decision epochs, as seen in Fig. 5 . The elements of the RL process for SDPA are described below:
States. The state of the network at time epoch " i is an abstract representation that takes into account the following factors, as measured for the duration of each time epoch i :
1.
The difference between the number n of neighboring hosts at both the location of the querying node U and in the current location of the directory V at time t : n UðtÞ À n V ðtÞ . 2. The hop distance between the querying host U and the directory V at time t, which can be less than or equal to the network's diameter D, also at time t : P m DðtÞ i¼1 h i . 3. The average hop distance traversed by queries q generated at hosts U i received by the directory V in its current host location at time t :
1 n P n D j¼1 q j . 4. The difference between the number of queries q generated in the neighborhood of the querying host U and those processed by the directory V in its current location at time t : q UðtÞ À q V ðtÞ . From the previous descriptions and dropping the time dependence, the state space S for our system can therefore be represented as
Here, the state space grows exponentially with the number of factors (and their magnitude) as accounted into the state space. Fig. 6 shows an example of how the previously described factors are taken into account to formulate the system state for the current time epoch. Actions. For our system, the agent may choose to let the directory remain at the current host or be moved to the host that generated the last service-discovery query. In other words, the action space can be described as AðsÞ¼ frelocate; do not relocateg. The well-known -greedy scheme [31] is employed to define whether to choose an action a in AðsÞ that has the largest Q-value for the current state with probability 1-or take the other action in AðsÞ as an exploratory move. In any case, the starting point for the agent is to choose one of the two actions at random since all the Q values are initialized to zero. During the course of the learning process, is slowly decremented to 0 to ensure convergence to the optimal policy Ã . Rewards. The reward is obtained by dividing the number of packets c incurred by service queries over the actual number of queries processed for the current time epoch:
t¼" cðW t ; s t ; a t Þdt
Here, W t represents the state of the natural process (the actual system state), and t represents the sum of servicediscovery queries that the nth epoch sent by any i out of a total of N hosts. This expression yields a negative quantity that results in lower magnitude values depicting a larger reward and higher magnitude values representing a smaller reward.
IMPLEMENTATION AND SIMULATION SETUP
We implemented and evaluated SDPA using the Mobility Framework of the OMNeT++ discrete-event simulator [34] to model a generic wireless ad hoc network. Hosts are randomly dispersed in a confined area of 500 m Â 600 m forming a multihop mesh topology and follow the random-waypoint mobility model [35] , whereas the AP is positioned halfway along one of the 600 m edges. We tested SDPA with a slightly modified version of the IETF's SLP framework. Service requests (SRV_RQST) and replies (SRV_RPLY) take place according to the specification in [14] . However, the host where the SRV_RQST query originated is in charge of issuing the Directory Agent (DA) advertisement (DA_ADVERT) to its 1-hop neighbors to inform them of the DA's location just discovered, as proposed in Section 2. Therefore, neither hosts that provide a service, nor the AP broadcasts a Service Advertisement (SA_ADVERT) signal. For simplicity, the rest of the DA-query signals are modeled as a single generic signal since we are interested in measuring the number of packets generated at the network layer by the interactions between the DA at its current location and rest of the hosts. In other words, we do not model the details of the other types of queries since we assume that they incur the same amount of network-layer packets. For example, the number of packets incurred by a service registration (SRV_REG) interaction is the same as one for a service deregistration (SRV_DEREG) interaction, and the same applies to other types of interactions. Therefore, hosts individually issue a random number of DA genericinteraction signals upon discovering the current location of the DA (e.g., two SRV_TYPE_RQST interactions, and, say, a single ATTR_RQST interaction). Hosts have to rediscover the new DA's location when the MANET topology changes before generic-type interactions can resume. DA interaction signals are issued with exponentially distributed interarrival times that have a mean value of 2 minutes at every host. At the network layer, our simulation incorporates a fairly generic routing scheme that is comparable to a significantly scaled-down version of the Ad hoc On-Demand Distance Vector (AODV) routing protocol [36] , wherein paths are discovered on-demand as triggered by interactions with the DA. Our skimmed AODV implementation omits the use of route-error packets (RERR), although sequence numbers are still used in order to avoid route loops. Routes discovered as a result of service-discovery queries issued by the individual hosts are stored in a < destination; next hop > fashion. This nearly generic routing scheme allows us to isolate the effect that any particular routing algorithm (e.g., AODV, DSR [35] , etc.) might have on our system [28] and, therefore, measure the effectiveness of our mobile directory approach to service discovery in a reasonably unbiased fashion.
SDPA is implemented, as described in Section 2 (see Fig. 7 ). The decision-making engine is implemented as an omniscient agent that chooses among one of two available actions upon being referred to by the MANET hosts. This ensures consistency in the policy being learned. Mobile hosts are thus regarded as the network environment's state sensors for the agent, instead of each host having its own agent. In a practical implementation, real devices would possess a local copy of both SDPA and the decision-making policy (learned offline) in order to make decisions independently. We regard the service directory as a single data object containing compressed services' information, which is relocated at once employing a simulated TCP connection, following SDPA's decisions during the simulation's lifetime. Naturally, the agent is expected to err during the initial stage of the learning process given the uncertainty of the worthiness of the actions it takes for the current system state. However, as the simulation progresses, the agent becomes better at making decisions with Q-values progressively approaching their optimal point. Qðs; aÞ values are computed by employing expression (6) and are stored in a table at the end of every decision epoch. Parameters , , and are all initialized to 0.1 and are linearly decremented until they reach 0 at the end of the simulation, according to the following expression:
Here, v is the value being computed (, , or ), is the current simulation time, and T represents the total simulation time, which is known in advance. A summary of our simulation's parameters is shown in Table 1 .
SIMULATION RESULTS
Results are collected in runs equivalent to 10,000 simulated hours per run. To measure the performance of the learning system, packets are counted in a moving-window fashion by sampling the packet count every 10 simulated hours, at which point, the packet count is reset to 0. Our simulations contemplate scenarios wherein hosts move at constant walking speeds that are subjectively categorized as slow (0.5 m/s), normal (1 m/s), speedy (1.5 m/s), and swift (2 m/s). No pause times were incorporated in order to test our system under more stringent mobility situations (as perceived by real users), which also avoids a well-known pitfall pertaining to the Random Waypoint mobility model [29] , [37] . Network sizes of 15, 25, 35, and 45 hosts are employed to assess the efficiency of using only one service directory. We also assume that collisions in the wireless medium are rare, given the fairly low density of hosts per square meter, and the existence of an underlying mechanism that coordinates data transmission at the MAC layer. Five-hundred-hour averages of samples are taken for smoother plots. Figs. 8 and 9 show a breakdown of the number of packets measured in experiments that incorporate host speeds and network sizes as defined before. Fig. 8 depicts the results obtained by employing a simple broadcast flooding scheme, which is used here as a reference for comparisons against the results obtained by employing SDPA, as portrayed in Fig. 9 . This comparison reveals a clear superiority of SDPA against the regular broadcast scheme. From the beginning of the simulations, there are noticeable packet savings when no policy was yet available, proving the efficiency of SDPA even as a purely heuristic approach. Tables 2, 3 , 4, and 5 summarize the performance gains obtained by SDPA without any knowledge of the underlying system dynamics at the beginning of the simulations, the additional performance gain introduced by the RL system, and the combined performance gain seen at the end of each respective simulation. From these results, it is evident that the use of SDPA and its RL-based scheme reduce the number of network layer packets attributable to DA-hosts interactions to nearly half of those produced by the incremental broadcast flooding scheme for the network sizes tested. We observed only a minor degradation of our system's total performance gain, as evidenced by a slight decrease in efficiency ranging from only 3.6 percent in the 15-host network to 4 percent in the 45-host network, corresponding to a 400 percent increase in host speed from 0.5 to 2.0 m/s.
Figs. 9b, 9c, and 9d also shows that by the time the simulations have run for roughly 1/8 of their scheduled completion time, the policy obtained already yields roughly 1/3 of the performance gains that can be attained overall, with the rest attained afterwards. This is not the case for the 15-host network shown in Fig. 9a , in which most of the performance gains are achieved in the first 1/3 of the simulation, followed by much lower gains thereafter. In other words, learning took place faster in networks of smaller size. We attribute this behavior to networks of larger size evidently incurring in a larger number of system states, and in turn, a longer time that the agent spends visiting them before Q-values approach optimality and the system achieves top performance as explained, in Section 2.
The most striking results were obtained for the 35-and 45-host network cases when the lower speeds were tested. Here, the performance gains obtained by SDPA's pure heuristics make up for the performance degradation observed in the RL-based system as hosts' speed is increased from 0.5 m/s to 2.0 m/s, and the network size is increased from 15 to 45 hosts, as shown in Fig. 10 . Nonetheless, the number of packets increases more rapidly, as revealed by the results shown in Fig. 11 .
Figs. 12 and 13 compare SDPA's improved discovery success rate against the directoryless approach by showing the measure of effectiveness with which the corresponding queries find the directory. Clearly, SDPA cannot be 100 percent infallible due to the hosts' occasional isolation from the MANET resulting from limited radio coverage and independent mobility pattern. It can also be seen that discovery success rates were higher in denser networks when hosts move at higher speeds. This was expected since hosts moving at a faster pace are less often in momentary isolation, which is the main cause of failed servicediscovery attempts.
As explained early in this paper, an additional objective of SDPA is to reduce the amount of broadcast packets incurred by interactions between MANET hosts and the service directory in order to collectively conserve battery power. The results shown in Fig. 14 underscore SDPA's battery-saving potential. These values show that the average number of broadcast packets incurred by using SDPA becomes a decreasingly smaller fraction of the average amount of packets generated by the incremental broadcast flooding counterpart as the simulation progresses. This result confirms the ability of SDPA and its RL-based decision system to drastically reduce the amount of flooding packets, which are ultimately to blame for a good portion of the battery power consumption in MANET networking [7] .
Finally, Table 6 shows the number of states observed by the RL system. This number fluctuates in the range of tens of thousands, despite the fact that only four factors were employed to represent the system's state. The state space can actually be considered relatively conservative, given that the interarrival time of service queries was not taken into account as part of the system's state representation. Instead, this parameter is employed to compute Qðs; aÞ values through (6) , which contains the terms that adjust both the reward and the maximum Qðs 0 ; a 0 Þ values. Therefore, the duration in seconds of each individual epoch is employed directly in the calculation of the reinforcement signal's magnitude as a delayed reward, whose value is incorporated accordingly into the learning system.
DISCUSSION AND FURTHER WORK
Comparisons to Existing Work
Accurate comparisons against other directory-based approaches for MANETs are not always straightforward given the variety in methodologies, evaluation platforms, Fig. 9 . Total number packets per 10-hour period, averaged at 500-hour periods when SDPA is employed for service discovery in networks of (a) 15, (b) 25, (c) 35, and (d) 45 hosts, respectively, moving at the indicated speeds in meters/second. TABLE 3 Comparison of Packets Generated for the 25-Host Network simulation parameters and performance metrics employed therein. As a result, the existing literature on SDPs reports comparisons against a default broadcast/multicast approach [12] , [20] , [21] , [22] .
One performance metrics that has been consistently measured is the rate of service discovery success. Here, we can confirm that SDPA's performance compares well to the approaches referred above. In particular, SDPA performs better than the unnamed approach in [21] , despite the fact that our experiments involved no pause times (i.e., the rate of topology change in our case is grater). SDPA also performs better than VSD [22] , although the hosts speeds employed there are higher. As for [12] and [20] , SDPA's performance is similar.
Direct packet overhead comparisons are not as straightforward. For instance, Figs. 13c and 13d in the GSD approach shows a network load just over 2,000 messages processed per node on the average in a MANET setting operating under somewhat similar parameters after 75 simulated minutes [20] . This would amount to roughly 100,000 messages for the MANET as a whole. In contrast, SDPA would incur an average of 375,000 packets during the same time period according to our results in Fig. 9d . This would indicate a clear advantage of using GSD over SDPA. However, these GSD's messages are not network layer packets but application layer messages. It is unclear how many TCP packets their messages would yield, given the available experiments' information in [20] . In addition, their experiments incorporate pause times for the hosts' movements, making their topologies somewhat more stable. On the other hand, SDPA shows a better performance than VSD under somewhat similar circumstances [22] . Control overhead in [21] is reported in the form of traffic measurements in bits per second, making direct comparisons somewhat impractical to evaluate since no packet sizes were reported. In the case of [12] , network load is in fact reported as control packets at the network layer, although based on the usage of popular MANET routing algorithms such as AODV and DSR. This same approach was followed, as in [22] , whereas [20] reports the use of a customized routing protocol. Another factor to consider is the difference in query interarrival times employed in the referenced approaches, which ranges from 5 to 30 or more seconds. For the case of SDPA, the combined generation of queries follows an aggregate Poisson process with average interarrival times that may be as short as 1.33 seconds in the 45-host case, triggering an increased number of directory location processes, and thus a larger number of overhead packets.
Practical Implementation Aspects
We now elaborate on a number of factors that would need to be considered should SDPA be put to work in a real network. First, we note that existing SDPs such as Jini and SLP do provide the necessary structure for deploying a mobile directory-based service advertisement/discovery scheme, although an appropriate SDPA-SDP interface would have to be developed depending on the architecture of each individual protocol. However, the learning system cannot be implemented "as-is" in a real network given the long time it takes for the Q-function to approach optimality. Therefore, the system must be put to learn "offline" (i.e., as a simulation) prior to its incorporation into real devices. Here, different implementation approaches can be employed once the Q-table is obtained. The simplest one would be to apply hard-coded rules and a decision threshold table digested directly from the Q-function that SDPA would reference upon making directory-relocation decisions. In that case, the fewer the number of system states, the more compact the decision threshold table can be made. However, not all of the state-action pairs need to be stored, only the subset of states with the smallest cardinality (e.g., either the relocate or the do not relocate subset). However, this table might require further condensing to save memory, especially in resource-constrained devices, if the cardinality of both subsets reaches parity. Thus, the information on system states that lead to the most performance improvements should be preserved, allowing SDPA to adapt more efficiently to changes in the MANET topology. Alternatively, function approximation in the form of a neural network could conceivably be employed, although some performance degradation would be expected [31] . In addition, reference values could be adjusted dynamically once the system is put to work "online" in order to improve efficiency. As for the system's state abstraction, this information can be readily obtained by interfacing with the Medium Access Control (MAC) layer in an 802.11 network, the Baseband layer in a Bluetooth scatternet [38] or from a topology-configuration protocol being employed to estimate the number of neighbors observed at any given host location. Similarly, hop distance measurements can be obtained by interfacing with the routing layer.
Another issue to consider is that while some of the simulation parameters and system implementation details employed are intended to capture realistic conditions, the Markovian property upon which our system relies might not hold if certain conditions are violated. For instance, users' mobility patterns are often not independent, as explained before. Additionally, there is always a certain degree of subjectivity in choosing a mobility model when formulating a problem of this kind, which has been a matter of ongoing debate in the literature. Therefore, different mobility models could be preevaluated in an attempt to capture more realistic situations with as much accuracy as possible if deemed appropriate. Another factor to consider is that the frequency with which one or more users query for services does not necessarily have the same statistics or follow the same probability distribution, which most likely depends on the application/service being used. In addition, although the network size in our simulations was kept constant in order to measure the effectiveness of the proposed scheme in a systematic way, this condition is unlikely to hold in real MANETs. Therefore, the performance of the proposed system would vary depending on variations in the number of network hosts and their average speeds. For larger networks, a multidirectory approach would need to be put in place to effectively address scalability issues, which also influences the learning system given the resulting exponential growth of the state space. However, we believe our simulation setup effectively captures the circumstances observed in practical situations where a moderate number of people in a relatively large area move at reasonable walking speeds as their devices participate in the MANET. As for system resilience, SDPA could instruct the SDP to sporadically send a copy of the current directory to the AP, thus ensuring that the available service information is preserved in case that the DA becomes inoperative (e.g., if the host device is turned off or becomes permanently isolated). obtained through computer simulations revealed the usefulness of the directory-based approach, with average bandwidth savings often close to 50 percent for MANETs in which hosts move at low speeds. SDPA's performance gain was observed to degrade gracefully at higher host speeds, always yielding performance improvements of over 40 percent. The actual performance of a directory-moving scheme is expected to depend on a combination of factors such as true user mobility pattern(s), the size of the service directory, the directory-moving strategy employed (e.g., as messages, as an object, etc.), and the type/number of services and applications being run by the users in addition to other factors, as explained previously. Still, the results presented in this paper outline SDPA's similar or better efficiency in small networks at comparable speeds against existing approaches. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
