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Abstract
This paper is devoted to the spectral theory of the Schrödinger operator on the simplest fractal: Dyson’s
hierarchical lattice. An explicit description of the spectrum, eigenfunctions, resolvent and parabolic kernel
are provided for the unperturbed operator, i.e., for the Dyson hierarchical Laplacian. Positive spectrum is
studied for the perturbations of the hierarchical Laplacian. Since the spectral dimension of the operator
under consideration can be an arbitrary positive number, the model allows a continuous phase transition
from recurrent to transient underlying Markov process. This transition is also studied in the paper.
© 2012 Published by Elsevier Inc.
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1. Introduction
The spectral theory of the fractals, which are similar to the infinite Sierpinski gasket (i.e. the
spectral theory of the corresponding Laplacians) is well understood (see [5,8,6]). It has several
important features: the existence of a large number of eigenvalues of infinite multiplicity, pure
point structure of the integrated density of states, compactly supported eigenfunctions. These
features manifest themselves in the unusual asymptotics of the heat kernel, the specific structure
of the corresponding ζ -function, etc., see [1].
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The next natural step in the spectral theory is to study Schrödinger type operators, i.e., fractal
Laplacian perturbed by a potential. There are two possible directions for such a development:
analysis of the random Anderson Hamiltonians (the potential is stationary in space) or the study
of the classical problem on the negative spectrum when the potential vanishes at infinity. For
the first direction, see [3,9,7]. We will concentrate on the second problem in a particular case
of the simplest fractal object: Dyson’s hierarchical Laplacian perturbed by a decaying potential.
Our goal is to prove the Cwikel–Lieb–Rozenblum (CLR) estimates for the number of negative
eigenvalues and estimates for Lieb–Thirring (LT) sums. These estimates depend on the spectral
dimension sh of the fractal (which can take an arbitrary positive value). The most important part
of the paper is the analysis of the spectral bifurcation near the critical dimension sh = 2.
2. Hierarchical lattice and Laplacian
The concept of the hierarchical structure was proposed by F. Dyson [4] in his theory of 1-D
ferromagnetic phase transitions. There are several modifications of the hierarchical Laplacian
(see [9]). We will study the simplest one, which is characterized by an integer-valued parameter
ν  2 and a probabilistic parameter p ∈ (0,1). More recent results in this area can be found
in [2].
Description of the model. Consider a countable set X and a family of partitions Π0 ⊂ Π1 ⊂
Π2 ⊂ · · · of X (we write Πr ⊂ Πr+1 to mean that every element of Πr is a subset of some
element of Πr+1). The elements of Π0 are the singleton subsets of X. They are denoted by Q(0)i
and called cubes of rank zero. Each element Q(1)i of Π1 (cube of rank one) is a union of ν
different cubes of rank zero, i.e., X =⋃Q(1)i , |Q(1)i | = ν (see Fig. 1). Each element Q(2)i of Π2
(cube of rank two) is a union of ν different cubes of rank one, i.e., X =⋃Q(2)i , |Q(1)i | = ν2, and
so on. The parameter ν  2 is one of the two basic parameters of the model.
Each point x belongs to an increasing sequence of cubes of each rank r  0 which we denote
by Q(r)(x), i.e., x = Q(0)(x) ⊂ Q(1)(x) ⊂ Q(2)(x) ⊂ · · · .
The hierarchical distance dh(x, y) on X is defined as follows:
dh(x, y) = min
{
r: ∃Q(r)i  x, y
}
. (1)
We assume the following connectivity condition holds: for each x, y ∈ X, the cubes Q(n)(x)
contain y when n is large enough, i.e., dh(x, y) < ∞.
Note that for arbitrary z ∈ X, dh(x, y)max{dh(x, z), dh(y, z)}, i.e., dh(·,·) is a super-metric
which implies that
ρ(x, y) = ρβ(x, y) = eβdh(x,y) − 1, β > 0,
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ρ(x, y) =
(
1√
p
)dh(x,y)
− 1, (2)
i.e., β = ln 1√
p
. Here p ∈ (0,1) is the second parameter of the “Laplacian” h (see formula (3)
below).
Now we denote by l2(X) the standard Hilbert space of square summable functions on the
set X and define a self-adjoint bounded operator (the hierarchical Laplacian) depending on the
parameter p ∈ (0,1):
hψ(x) =
∞∑
r=1
ar
[∑
x′∈Q(r)(x) ψ(x′)
νr
−ψ(x)
]
, where ar = (1 − p)pr−1,
∞∑
r=1
ar = 1. (3)
The random walk on (X,dh) related to the hierarchical Laplacian has a simple structure. It
spends an exponentially distributed time τ (with parameter one) at each site x. At the moment
τ + 0 it randomly selects the rank k of a cube Q(k)(x), k  1, with P {k = r} = ar and jumps
inside of Q(k)(x) with the new position x′ ∈ Q(k)(x) being uniformly distributed.
It is clear that h = ∗h, h  0, Sp(h) ∈ [−1,0]. The following decomposition will play
an essential role. Denote by IK(x) the indicator function of a set K ∈ X, i.e., IK = 1 on K ,
IK = 0 outside of K . Then, for each y ∈ X,
δy(x) =
∞∑
k=1
(
IQ(k−1)(y)(x)
νk−1
− IQ(k)(y)(x)
νk
)
. (4)
The validity of (4) is obvious. It is important that each term on the right is an eigenfunction of h
and the kth term belongs to the eigenspace Lk defined in the following proposition.
Proposition 2.1.
(a) The spectrum of h consists of isolated eigenvalues λk = −pk−1, k = 1,2, . . . , each of
infinite multiplicity, and their limiting point λ = 0.
(b) The corresponding eigenspaces Lk ⊂ l2(X) have the following structure: For k = 1,
L1 =
{
ψ ∈ l2(X):
∑
x∈Q(1)i
ψ(x) = 0 for each Q(1)i ∈ Π1
}
.
For k > 1, the space Lk consists of all ψ ∈ l2(X) which are constant on each cube Q(k−1)i ,
and have the property that
∑
x∈Q(k)i ψ(x) = 0 for each Q
(k)
i ∈ Πk .
(c) The following decomposition holds: l2(X) =⊕∞r=1 Lr .
Indeed, one can easily check that the space Lk , defined above, consists of eigenfunctions with
the eigenvalue λk = −pk−1, and for each y ∈ X, the kth term in (4) belongs to Lk . Thus (4)
immediately implies (c) which justifies (a).
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functions. Such a basis in L1 consists of functions which are zero outside of a fixed cube Q(1)i
and such that
∑
x∈Q(1)i ψ(x) = 0. There are ν − 1 orthogonal functions with the latter property
for each cube Q(1)i . The orthogonal complement of L1 consists of the functions ψ ∈ l2(X) which
are constant on each cube of rank one. The basis in L2 is formed by functions supported by indi-
vidual cubes of rank two such that ψ(x) = ci on sub-cubes Q(1)i of rank one, and
∑
ci = 0. One
needs to specify ci to guarantee the orthogonality of the elements of the basis. The basis in Lk ,
k > 1, is formed by functions which are supported by individual cubes of rank k and which are
constant on sub-cubes of rank k − 1 with the sum of those constants being zero.
Let’s find the density of states for h and the spectral dimension sh. We fix x0 ∈ X (the origin)
and a positive integer N . Consider the spectral problem
−hψ = λψ; ψ ≡ 0 on X\Q(N)(x0).
(Now it is more convenient to work with −h instead of h.) It is easy to see (compare to
Proposition 2.1) that the problem has the following eigenvalues:
λ0,N = 1 with multiplicity νN−1(ν − 1),
λ1,N = p with multiplicity νN−2(ν − 1),
...
λN−1,N = pN−1 with multiplicity (ν − 1),
λN,N = pN with multiplicity 1.
This implies the following relation for
NN(λ) = 1
νN
#{λi,j < λ}.
Proposition 2.2. As N → ∞,
NN(λ) → N(λ) =
∑
k0: pk<λ
1
νk
(
1 − 1
ν
)
= 1
νk0(λ)
,
where k0(λ) = min{k  0: pk < λ}. Furthermore,
n(λ) = dN(λ)
dλ
=
(
1 − 1
ν
)[
δ1(λ)+ δp(λ)
ν
+ δp2(λ)
ν2
+ · · ·
]
.
Proposition 2.3. As λ ↓ 0,
N(λ)  λsh/2, sh = 2 lnνln(1/p) ,
or, more precisely,
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(
lnλ
lnp
)
for a positive, periodic function h(z) = ν−1−{z} ≡ h(z + 1). Here, {z} is the fractional part of
a number z ∈R.
The latter proposition is a consequence of the following simple calculation. If [z] is the integer
part of z ∈ R, then
N(λ) = e−k0(λ) lnν = e−[ lnλlnp +1] ln ν = e− lnλlnp lnνe(−{ lnλlnp }−1) lnν = λsh/2h
(
lnλ
lnp
)
.
We will call the constant sh = 2 lnνln 1/p the spectral dimension of the triple (X,dn(·,·),h).
Transition probabilities and the resolvent for h. Let p(t, x, y) = Px{x(t) = y} be the
transition function of the hierarchical random walk x(t), i.e.,
∂p
∂t
= p, p(0, x, y) = δy(x),
and let
Rλ(x, y) =
∞∫
0
e−λtp(t, x, y) dt, λ > 0.
The functions p and Rλ define the bounded integral operators
(Ptf )(x) =
∑
y∈X
p(t, x, y)f (y),
(Rλf )(x) =
∑
y∈X
Rλ(x, y)f (y)
acting in l∞(X) and l2(X), respectively.
Formula (4) (where each term on the right is an eigenfunction of h) and the Fourier method
lead to the following statement:
Proposition 2.4. The transition kernel p(t, x, y) has the form:
p(t, x, x) =
(
1 − 1
ν
)[
e−t + e
−pt
ν
+ · · · + e
−pkt
νk
+ · · ·
]
for each x ∈ X,
p(t, x, y) = −e
−pr−1t
νr
+
(
1 − 1
ν
)(
e−pr t
νr
+ e
−pr+1t
νr+1
+ · · ·
)
, x = y. (5)
Here, r = dh(x, y) is the minimal rank of the cube Q(·)(x), containing the point y (see (1)).
Similar formulas for Rλ(x, y) can be obtained from (4) or (easier) from the proposition above
(by integration in t ):
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Rλ(x0, x) = − 1
(λ+ pr−1)νr +
(
1 − 1
ν
)(
1
(λ+ pr)νr +
1
(λ+ pr+1)νr+1 + · · ·
)
,
when r = dh(x0, x) > 0. If x0 = x, then (independent of x ∈ X),
Rλ(x, x) =
(
1 − 1
ν
)[
1
λ+ 1 +
1
(λ+ p)ν + · · · +
1
(λ+ ps)νs + · · ·
]
. (6)
Corollary 2.6.
(a) If pν > 1 (sh = 2 lnνln 1/p > 2), then for each x ∈ X,
R0(x, x) =
∞∫
0
p(t, x, x) dt =
(
1 − 1
ν
)(
1 + 1
pν
+ 1
(pν)2
+ · · ·
)
= p(ν − 1)
pν − 1 < ∞.
If pν  1 (i.e., sh = 2 lnνln(1/p)  2), then limλ→+0 Rλ(x, x) = ∞. Thus the random walk x(t)
with the generator h is transient for sh > 2 and recurrent for sh  2.
(b) If sh > 2 and ρ(x0, x) → ∞ (see (2)), then
R0(x0, x) =
(
1
prνr
− 1
pr−1νr
)
+
(
1
pr+1νr+1
− 1
prνr+1
)
+ · · ·
= 1 − p
(pν)r−1(pν − 1) ∼
c
ρsh−2(x0, x)
, c = pν(1 − p)
pν − 1 .
This is one more indication of a similarity between h and the lattice Zd Laplacian.
Now let’s find the asymptotics of p(t, x, x) as t → ∞. The asymptotics will play an essential
role in the spectral theory of the Schrödinger operator H = −h + V (x).
Proposition 2.7. For arbitrary spectral dimension sh,
p(t, x, x)  1
t sh/2
, t → ∞,
and there exists a positive periodic function h1(z) ≡ h1(z+ 1) such that
p(t, x, x) = h1(
ln t
ln(1/p) )
tsh/2
(
1 + o(1)) as t → ∞. (7)
Proof. The index of the maximal term in the series p(t, x, x) = (1 − 1
ν
)
∑∞
s=0 e
−ps t
νs
has order
s = O( ln tln(1/p) ) when t → ∞. We put k = [ ln tln(1/p) ] and change the order of terms in the series
representation of p, first taking the sum over s  k and then taking the sum over s < k:
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(
1 − 1
ν
)(
e−pkt
νk
+ e
−p(k+1)t
νk+1
+ · · · + e
−p(k−1)t
νk−1
+ · · ·
)
=
(
1 − 1
ν
)
e−pkt
νk
[
1 + e
pkt (1−p)
ν
+ e
pkt (1−p2)
ν2
+ · · ·
+ e
pkt (1− 1
p
)
ν−1
+ e
pkt (1− 1
p2
)
ν−2
+ · · ·
]
. (8)
The relation ln tln(1/p) = k + { ln tln(1/p) } implies that
pkt = p−{ ln tln(1/p) } and 1
νk
= e− ln tln(1/p) lnνν−{ ln tln(1/p) } = 1
t sh/2
ν
−{ ln tln(1/p) }.
We substitute the latter relations into (8) and note that {x} is a periodic function of x with period
one.
This and (8) would lead to (7) with zero reminder term if both series in square brackets in (8)
had infinitely many terms. Since the second part in the square brackets has only k terms we
obtain (7) with an exponentially small reminder. 
The next statement provides the asymptotic expansion of Rλ(x, x) as λ → +0. We restrict
ourselves to the more difficult and important case where sh < 2. As in the previous proposition,
the main term of the expansion contains a periodic function. We will use an alternative approach
to show that:
Proposition 2.8. If sh < 2, then
Rλ(x, x) = λ−αu
(
lnλ
lnp
)
+ c0 +O(λ), λ → +0, α = 1 − lnνln 1/p = 1 −
sh
2
,
where c0 = p(ν−1)pν−1 is a constant and u(z + 1) = u(z) is a positive periodic function with period
one.
Proof. From series representation (6) it follows that
Rpλ − 1
pν
Rλ = ν − 1
ν(pλ+ 1) .
We put Rλ = c0 + f (λ). Then
f (pλ)− 1
pν
f (λ) = p(1 − ν)
ν(pλ+ 1)λ.
After the substitution f (λ) = λ−αg(λ) we arrive at
g(pλ)− g(λ) = ζ(λ), ζ(λ) = p
2(1 − ν)
λ1+α. (9)
pλ+ 1
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of the subtraction of the constant c0 from Rλ made above). Hence the series gpar =∑∞0 ζ(pλ),
λ > 0, converges, has order O(λ1+α) as λ → +0 and is a partial solution of Eq. (9). Any solution
of the homogeneous equation (9) is a periodic function of lnp λ = lnλlnp with period one. This
completes the proof. 
Remark. The statement of the proposition and its proof remain valid if λ → 0 in the complex
plane, and |argλ| 3π/4.
We conclude this section by defining two functions, θ(t) and ς(z), which are the analogues
of the corresponding classical 1-D functions:
θ(t) =
∞∫
0
e−λt dN(λ) =
(
1 − 1
ν
)[
e−t + e
−pt
ν
+ e
−p2t
ν2
+ · · ·
]
,
ς(z) = 1
Γ (z)
∞∫
0
tz−1θ(t) dt =
(
1 − 1
ν
) ∞∑
r=0
1
przνr
=
(
1 − 1
ν
)
pzν
pzν − 1 .
The formula for ς(z) is obtained for Re z ∈ (0, δ) with a small enough δ > 0 (pRe zν > 1) and
understood in the sense of the analytic continuation for other z. The function ς has no complex
zeros, but (compare to [1]) has infinitely many poles at z = zn = sh2 + iπnln 1/p .
3. Elements of the general lattice spectral theory
The functions p(t, x, y) and Rλ(x, y) play a central role in the analysis of the positive spec-
trum of the hierarchical Schrödinger operator
H = h + V (x), V  0. (10)
With only weak assumptions on V , the positive spectrum λn = λn(H) 0 of H is discrete (pos-
sibly, with accumulation at λ = 0). Our goals are to find upper bounds on N0(V ) = #{λn  0} and
on the Lieb–Thirring sums Sγ (V ) =∑n(λn)γ , γ > 0. Below, we will provide several estimates
on N0 and Sγ which are valid [10,11] for general discrete operators and for the operator (10) in
particular (the case of operators on the Euclidian lattice Zd can be found in [12]).
Let X be an arbitrary countable set and let H0 be a bounded self-adjoint operator on l2(X)
given by
H0ψ(x) =
∑
y: y =x
h(x, y)
(
ψ(y)−ψ(x)),
h(x, y) = h(y, x) 0 for x = y,
∑
y: y =x
h(x, y) C0 < ∞.
It is clear that H0 = H ∗, H0  0, ‖H0‖ 2C0.0
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chain x(t) generated by H0. Of course,
∂p
∂t
= H0p, p(0, x, y) = δy(x).
We assume that x(t) is connected which means, since its time is continuous, that p(t, x, y) > 0
for arbitrary x, y ∈ X and t > 0.
The bounds for the eigenvalues of H0 depend essentially on whether the process x(t) is tran-
sient or recurrent. If
∫∞
0 p(t, x, x) dt < ∞ for every x ∈ X, then x(t) is transient, i.e., P -a.s.,
x(t) → ∞ as t → ∞. If ∫∞0 p(t, x, x) dt = ∞ for every x ∈ X, then x(t) visits each state
x ∈ X infinitely many times P -a.s. and the process is called recurrent. It is a well-known fact
that, if the chain is connected, the convergence or divergence of
∫∞
0 p(t, x, y) dt is independent
of x, y.
Theorem 3.1 (General CLR estimate for discrete operators). If ∫∞0 p(t, x, x) dt < ∞, then for
any a,σ > 0 and some c1(σ ),
N0(V ) #
{
x ∈ X: V (x) > a}+ c1(σ ) ∑
x: V (x)a
V (x)
∞∫
σ
V (x)
p(t, x, x) dt.
Theorem 3.2 (LT estimate). If ∫∞0 p(t, x, x) dt < ∞ then
Sγ (V )
1
c(σ )
∑
x∈X
V 1+γ (x)
∞∫
σ
V (x)
p(t, x, x) dt.
Theorem 3.3. If ∫∞1 t−γ p(t, x, x) dt < ∞ for some γ > 0, then
Sγ (V )
2γΓ (γ )
c(σ )
∑
x∈X
V (x)
∞∫
σ
V (x)
t−γ p(t, x, x) dt.
(Note that here, the process x(t) may not be transient.)
The following two results are valid in both transient and recurrent cases. These results are
based on the method of partial annihilation, proposed in [10,11]. In the discrete situation it is
equivalent to the rank-one perturbation technique.
Consider, for a fixed x0 ∈ X, the process x(t) with the condition of annihilation at x0. The
corresponding transition probability p1(t, x, y) is given by
∂p1
∂t
= H0p1, x, y = x0, p1(t, x0, y) ≡ 0; p1(0, x, y) = δy(x). (11)
As easy to see,
∫∞
p1(t, x, x) dt < ∞.0
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N0(V ) 1 + #
{
x: V (x) > a
}+ c1(σ ) ∑
x: V (x)a
V (x)
∞∫
σ
V (x)
p1(t, x, x) dt.
Theorem 3.5 (LT estimates, the general case). The following two estimates hold for each σ  0
and some c(σ ) > 0:
Sγ (V )Λγ + 1
c(σ )
∑
X
V 1+γ (x)
∞∫
σ
V (x)
p1(t, x, x) dt, (12)
Sγ (V )Λγ + 2γΓ (γ )
c(σ )
∑
X
V (x)
∞∫
σ
V (x)
t−γ p1(t, x, x) dt. (13)
Here Λ is the largest eigenvalue of H .
Remark. Theorems 3.4 and 3.5 are valid without any assumptions on p0, i.e., in both transient
and recurrent cases.
Note that Theorem 3.4 not only covers the recurrent case, but also provides a better result than
Theorems 3.1, 3.2 in the transient case when the operator H = Hα depends on a parameter α
which approaches a threshold α = α0, where the process becomes recurrent. In Theorems 3.1,
3.2, the integrals in t blow up when α approaches α0 whereas they remain bounded in Theo-
rem 3.4. A similar remark is valid for Theorem 3.5 where the threshold depends on the values
of α and γ .
In the case where σ = 0, [11] contains a more detailed description of the results obtained in
Theorems 3.1–3.5.
4. The perturbation of the hierarchical Laplacian
Theorems 3.1–3.3 and Proposition 2.8, when applied to the operator (10), lead to the same
bounds on N0(V ) and Sγ (V ) as in the case of the standard Schrödinger operator in Rd with the
dimension d replaced by the spectral dimension sh. An essential difference is that, while d must
be an integer, the spectral dimension sh can be an arbitrary positive number. The corresponding
bounds hold if s > 2, where s = sh in the estimate on N0(V ) and s = γ + sh2 in the estimates
on Sγ (V ). The right-hand sides in these estimates blow up when s ↓ 2 (the integrals in t diverge
when s = 2). For example, Theorem 3.1 with σ = 0 and Proposition 2.8 imply a usual estimate:
N0(V ) #
{
x ∈ X: V (x) > a}+ C(A)
sh − 2
∑
x: V (x)a
V sh/2(x), 2 < sh < A.
The case s  2 is covered by Theorems 3.4, 3.5. In fact, these theorems are valid for any s > 0
and the estimates proven there are (locally) uniform in s. Hence they provide a better result in
the transient case s > 2 than do Theorems 3.1–3.3 when s ↓ 2, see [11].
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both the annihilation point x0 and x are arbitrary. If σ = 0, then only the integral
∫∞
0 p1 dt is
needed, not p1 itself. The corresponding results can be found in [11] (we concentrated on N0(V )
in [11], but Sγ (V ) can be studied similarly). Theorem 3.4 with σ = 0 implies [11] the following
Bargmann type result:
N0(V ) 1 + #
{
x: V (x) 1
}+C1(sh) ∑
x: V (x)<1
V (x)ρ(x0, x)
2−sh , sh < 2, (14)
with C1(sh) → ∞ as sh → 2. A more accurate estimate of
∫∞
0 p1 dt leads [11] to estimates
on N0(V ) for all sh and with a uniformly bounded constant:
Theorem 4.1. If ε < sh < ε−1, sh = 2, then
N0(V ) 1 + #
{
x: V (x) 1
}+C2(ε) ∑
x: V (x)<1
V (x)
[1 + ρ(x0, x)]2−sh − 1
( 1√
p
)2−sh − 1 . (15)
If sh = 2, then
N0(V ) 1 + #
{
x: V (x) 1
}+C2 ∑
x: V (x)<1
V (x)
ln[1 + ρ(x0, x)]
ln 1√
p
.
In this section, we will obtain an estimate for p1 as t → ∞, which allows one to use The-
orems 3.4, 3.5 with arbitrary σ > 0. We will restrict ourselves to the case where sh < 2 and
provide an estimate only on N0(V ). The following refined Bargmann type estimate is an imme-
diate consequence of Theorem 3.4 and Proposition 4.3 which will be proven below.
Theorem 4.2. If sh < 2, then
N0(V ) 1 + #
{
x: V (x) 1
}+C1(sh) ∑
x: V (x)<1
V 2−
sh
2 (x)
[
1 + ρ2(x0, x)
]2−sh .
We will conclude this section with a proof of the estimate on p1 as t → ∞. This estimate
is needed to justify the refined Bargmann estimate stated above and to prove similar estimates
for Sγ .
Proposition 4.3. The following estimate is valid
p1(t, x, x) C
(ρ2 + 1)2α
t1+α
, t  1, ρ = ρ(x0, x), α = 1 − sh2 .
Remark. We expect that, in the case of fractal lattices similar to the Sierpincki lattice, the same
estimate will be valid for a random walk with annihilation at a point.
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R
(1)
λ (x, y) =
∞∫
0
e−λtp1(t, x, y) dt. (16)
It is well defined when Reλ > 0 and understood in the sense of analytic continuation for complex
λ ∈ C+ = {λ ∈C: |argλ| < 3π/4}. From (11) it follows that R(1)λ satisfies
(h − λ)R(1)λ (x, y) = −δy(x), x, y = x0, R(1)λ (x0, y) = 0.
Hence R(1)λ (x, y) = Rλ(x, y) + cRλ(x, x0), which together with the second relation in the for-
mula above implies that
R
(1)
λ (x, y) = Rλ(x, y)−
Rλ(x0, y)
Rλ(x0, x0)
Rλ(x, x0).
We put here y = x and Rλ(x0, x) = Rλ(x0, x0)+ R˜λ(x0, x) where (see Proposition 2.5)
R˜λ(x0, x) = − 1
(λ+ pr−1)νr −
(
1 − 1
ν
) r−1∑
s=0
1
(λ+ ps)νs , r = dh(x0, x). (17)
Taking also into account that Rλ(x, x0) = Rλ(x0, x) and Rλ(x, x) does not depend on x, we
obtain that
R
(1)
λ (x, x) = −2R˜λ(x0, x)−
R˜2λ(x0, x)
Rλ(x0, x0)
. (18)
We note that (17) immediately implies the following two estimates:
∣∣R˜λ(x0, x)∣∣ c
(pν)r
,
∣∣R˜λ(x0, x)− R˜0(x0, x)∣∣ c|λ|
(pν)r
for all λ ∈ C+, r  0,
which together with (18) and the Remark after Proposition 2.8 lead to
R
(1)
λ (x, x) = a(r)+ g(λ, r), a(r) = −2R˜λ(x0, x), |g|
2c|λ|
(pν)r
+ c1|λ|
α
(pν)2r
. (19)
The last estimate is valid for all λ ∈ C+ with |λ| < 1 and all r  0.
Applying the inverse Laplace transform to (16) we obtain
p1(t, x, x) = 12π
b+i∞∫
b−i∞
eλtR
(1)
λ (x, x) dλ, b  1.
Since R(1)λ is analytic in λ ∈ C+, and |R(1)λ |  1|Imλ| (the resolvent does not exceed the inverse
distance from the spectrum), the last integral can be rewritten as
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∫
Γ
eλtR
(1)
λ (x, x) dλ,
where Γ = ∂C+ with the direction on Γ such that Imλ increases along Γ . We now use (19), the
decay of R(1)λ on Γ at infinity, and the fact that
∫
Γ
eλt dλ = 0, t > 0. This leads to
p1(t, x, x)
1
2π
∫
Γ
∣∣eλt ∣∣( 2c|λ|
(pν)r
+ c1|λ|
α
(pν)2r
)
|dλ| = a1
t2(pν)r
+ a2
t1+α(pν)2r
.
It remains to recall that α = 1− lnνln 1/p (see Proposition 2.8). Thus pν = pα , and 1(pν)r = 1pαr =
(ρ2 + 1)α . 
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