In this paper, we investigate an instance of the Heegard-Berger problem with two sources and arbitrarily correlated side information sequences at two decoders, in which the reconstruction sets at the decoders are degraded. Specifically, two sources are to be encoded in a manner that one of the two is reproduced losslessly by both the decoders, and the other is reproduced within some prescribed distortion level at one of the two decoders. We establish a single-letter characterization of the rate-distortion function for this model. In particular, we show that the optimal coding scheme for this setting is one in which the common description to be recovered by both the decoders should allow to involve all or part of the source that is to be reproduced at only one decoder. Furthermore, we also generalize our result to the setting in which the source component that is to be recovered by both users is reconstructed in a lossy fashion, under the requirement that all terminals (i.e., the encoder and both the decoders) can share an exact copy of the compressed version of this source component, i.e., a common encoder-decoder reconstruction constraint. For this model as well, we establish a single-letter characterization of the associated rate-distortion function.
Rate-Distortion Function for a Heegard-Berger
Problem With Two Sources and Degraded Reconstruction Sets Meryem Benammar and Abdellatif Zaidi Abstract-In this paper, we investigate an instance of the Heegard-Berger problem with two sources and arbitrarily correlated side information sequences at two decoders, in which the reconstruction sets at the decoders are degraded. Specifically, two sources are to be encoded in a manner that one of the two is reproduced losslessly by both the decoders, and the other is reproduced within some prescribed distortion level at one of the two decoders. We establish a single-letter characterization of the rate-distortion function for this model. In particular, we show that the optimal coding scheme for this setting is one in which the common description to be recovered by both the decoders should allow to involve all or part of the source that is to be reproduced at only one decoder. Furthermore, we also generalize our result to the setting in which the source component that is to be recovered by both users is reconstructed in a lossy fashion, under the requirement that all terminals (i.e., the encoder and both the decoders) can share an exact copy of the compressed version of this source component, i.e., a common encoder-decoder reconstruction constraint. For this model as well, we establish a single-letter characterization of the associated rate-distortion function.
Index Terms-Rate-distortion theory, Heegard-Berger problem, degraded reconstruction, common reconstruction, side information, lossy source coding.
I. INTRODUCTION
L OSSY source coding with decoder side information was first investigated in the seminal paper [1] in which Wyner and Ziv extended the Shannon's standard rate-distortion setup to incorporate decoder side information. Extensions of Wyner and Ziv's result to multiterminal scenarios have motivated extensive investigations, among which Sgarro's work on lossless source coding with side information at many decoders [2] and others. Maybe one of the most important generalizations of Wyner-Ziv setup is the two-user source coding problem of Heegard and Berger [3] . In this setup, a memoryless source S n has to be reconstructed at two decoders 1 and 2, Manuscript received August 19, 2015; revised February 18, 2016; accepted June 28, 2016. Date of publication July 7, 2016; date of current version August 16, 2016 . This paper was presented at the 2015 IEEE Information Theory Workshop in Jeju Island and the 2015 Twelfth International Symposium on Wireless Communication Systems in Brussels.
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Digital Object Identifier 10.1109/TIT. 2016.2586919 respectively to within prescribed distortion levels D 1 and D 2 -Decoder 1 is equipped with side information Y n 1 and Decoder 2 is equipped with side information Y n 2 . Heegard and Berger used this setup to model scenarios in which side information may (or may not) be absent. They derived an upper bound on the rate-distortion function R(D 1 , D 2 ) of the model that remains the best bound known to date for the two-user case. Furthermore, this upper bound is optimal for degraded side information and for a class of conditionally less-noisy side information as shown recently by Timo et al. in [4] .
Other works proved Heegard and Berger's upper bound to be tight while alleviating the side information ordering constraints. Kimura et al. investigated in [5] the complementary delivery problem, which consists in coding a two-component source S n = (S n 1 , S n 2 ) such that the component S n 1 can be reproduced at a decoder that knows S n 2 and the component S n 2 can be reproduced at another decoder that knows S n 1 . An upper bound on the rate-distortion function was derived in [5] and the rate-distortion function computed in closed form in [6] for various specific settings including. Another work for which optimality results are derived without requiring any ordering of side information sequences is the product of two degraded sources investigated by Watanabe in [7] , where the sources and side information sequences consist in the product of two variables S = (S 1 , S 2 ), Y 1 = (Y 1,1 , Y 1,2 ), and Y 2 = (Y 2,1 , Y 2,2 ) and where Y 1 and Y 2 are unmatched in the sense that
The extension of Heegard and Berger's upper bound to more than two users is due to Timo et al. in [8] through a successive refinement problem. This upper bound is optimal if the side information sequences are stochastically degraded [9] , or reversely degraded [10] and, more generally, conditionally less-noisy [4] with a functional reconstruction constraint at one of the receivers.
In this work, we study the source coding model shown in Figure 1 . In this model, a memoryless source pair S n = (S n 1 , S n 2 ) is to be encoded and conveyed to two separate decoders. The source component S n 1 has to be reproduced, to within some prescribed average distortion level D 1 , at only the first decoder, Decoder 1, and the component S n 2 has to be reproduced, at both decoders, losslessly. Decoder 1 observes some side information sequence Y n 1 and Decoder 2 observes side information sequence Y n 2 . As opposed to most related works where the side information sequences exhibit certain ordering (e.g., degradedness, reverse degradedness, less-noisiness or the side information being a deterministic function of the sources), in this work we assume that the side information sequences are arbitrarily correlated among them, and to the sources. Laich and Wigger investigate in [11] a Kaspi/Heeager-Berger problem where the encoder might have access to the side information sequences observed by either decoders and their aim is to state whether such an encoder side information is strictly useful in this multi-terminal lossless source coding, and under which conditions it can be useful. Part of their contribution deals with the degraded lossless source coding problem with an informed encoder, and though the present work generalizes the non-informed encoder result, it can not account for the informed encoder setting unless the side information sequences are functions of the two sources.
In this work, we establish a single-letter characterization of the optimal rate-distortion function R(D 1 ) of this model. To this end, in particular we derive a converse proof that is tailored specifically for the model with degraded reconstruction sets that we study here. May be somewhat surprisingly, in the optimal coding scheme that we develop for this model, the common description of the sources that is sent to both users involves an auxiliary random variable in addition to the source component S 2 . The investigation of the role of this variable allows a better understanding of the utility of the joint compression of the two sources, as opposed to the successive compression that would be expected intuitively to be optimal for this model.
Next, we generalize our results to the setting, shown in Figure 2 , in which the source component S n 2 too is to be recovered at both decoders in a lossy fashion, say to within some prescribed average distortion level D 2 , under the requirement that all terminals (i.e, the encoder and both decoders) can share an exact copy of the compressed version of this source component, i.e., a common encoder-decoders reconstruction constraint of S n 2 . For this model as well, we characterize the full rate-distortion function R(D 1 , D 2 ). In the optimal coding scheme that we develop for this model, the compressed versionŜ n 2 of the source S n 2 , which is sent as a common description, is estimated at both users without utilizing the available side information sequence.
The model of Figure 2 may be useful for applications in which the source component S n 2 represents some critical information, such as sensitive medical information, and both the sender and the receivers need to share a common compressed version of it, similar to in [12] for the one user case. Prior works have dealt with the Heegard-Berger problem with common reconstruction constraints, namely Vellambi et al. who investigated in [13] the common encoder-decoder reconstruction of figure 5, whcih is included in the setting of figure 2, and Ahmadi et al. who rather investigated in [14] the separate source-receiver common reconstruction of figure 6 where the encoder is required to reconstruct similarly each of the decoders' descriptions without imposing that they be both equal.
A. Outline and Notation
An outline of the remainder of this paper is as follows. Section II contains formal definitions of the Heegard-Berger problem with degraded reconstruction sets that we study in this work, with and without the aforementioned common reconstruction constraint. In Section III we characterize the rate-distortion function of the model in which the source component S n 2 is reproduced losslessly at both decoders. In this section, we also study some insightful specific cases in which the optimal choices of the random variables that are involved in the rate-distortion function can be characterized explicitly. These specific cases help understand better the role of the common description of the sources that is sent to both users, i.e., the utility of the associated auxiliary random variable. In Section IV, we characterize the rate-distortion function of the model in which the source component S n 2 too is reproduced lossily at both decoders and the encoder and decoders are constrained to share a common compressed version of it.
Throughout the paper we use the following notations. a.r.v. stands for auxiliary random variable while p.m.f stands for probability mass function. Upper case letters are used to denote random variables, e.g., X; lower case letters are used to denote realizations of random variables, e.g., x; and calligraphic letters designate alphabets, i.e., X . The probability distribution of a random variable X is denoted by P X (x). Sometimes, for convenience, we write it as P X . We use the notation E X [·] to denote the expectation of random variable X. A probability distribution of a random variable Y given X is denoted by P Y |X . The set of probability distributions defined on an alphabet X is denoted by P(X ). The cardinality of a set X is denoted by |X |. For convenience, the length n vector x n will occasionally be denoted in boldface notation x. For random variables X, Y and Z , the notation X − − Y − − Z indicates that X, Y and Z , in this order, form a Markov Chain, i.e., P XY Z (x, y, z) = P Y (y)P X |Y (x|y)P Z |Y (z|y). For integers i ≤ j , we define [i : j ] := {i, i + 1, . . . , j }.
II. PROBLEM SETUP AND DEFINITIONS
be a discrete memoryless four-source with generic variables S 1 , S 2 , Y 1 and Y 2 . Also, let S 1 andŜ 2 be two reconstruction alphabets and, for i ∈ {1, 2}, d i a distortion measure defined as
As we already mentioned, we shall study two related but different models. The model shown in Figure 1 and the model shown in Figure 2 . In both models, the side information pair (Y n 1 , Y n 2 ) is arbitrarily correlated and to the source pair (S n 1 , S n 2 ); Decoder 1 observes only the side information sequence Y n 1 and Decoder 2 observes only the side information sequence Y n 2 . For the model of Figure 1 , both decoders recover the source component S n 2 losslessly, and Decoder 1 also recovers the source component S n 1 lossily, to within some prescribed distortion level D 1 . We shall refer to this problem as the "Heegard-Berger problem with degraded reconstruction sets and one distortion". Formal definitions for this problem are as follows.
Definition 1: An (n, M n , D 1 ) code for the Heegard-Berger problem with degraded reconstruction sets and one distortion consists of:
-An encoding function f such that:
-Two decoding functions g 1 and g 2 , one at each user:
and
The expected distortion of this code is given by
The probability of error is defined as
Definition 2: A rate R is said to be D 1 -achievable for the HB problem with degraded reconstruction sets and one distortion if there exists a sequence of codes (n, M n , D 1 ) such that:
lim sup
The rate-distortion R(D 1 ) of this problem is defined by
For the model of Figure 2 , the source component S n 2 as well needs to be recovered lossily at both decoders, say to within some prescribed distortion level D 2 , and all terminals are constrained to share a common compressed version of it. We shall refer to this problem as the "Lossy Heegard-Berger problem with degraded reconstruction sets and common reconstruction". The formal definitions for this problem are similar to the above, with a few additional constraints, and are as follows (we use the same notations for the encoding and decoding functions, for simplicity).
Definition 3: An (n, M n , D 1 , D 2 ) code for the lossy Heegard-Berger problem with degraded reconstruction sets and common reconstruction consists of a set of messages W [1 : M n ], an encoding function f as defined by (2), two reconstructions functions g 1 and g 2 , one at each user, as defined by (3) and (4) respectively, and an additional encoder reconstruction function g s defined by
The expected distortions of this code are given by
The probability of error of this code is given by
Definition 4: A rate R is said to be (D 1 , D 2 )-achievable for the lossy HB problem with degraded reconstruction sets and common reconstruction if there exists a sequence of codes (n, M n , D 1 , D 2 ) such that:
lim inf
The rate-distortion R(D 1 , D 2 ) of this problem is defined by
III. HB PROBLEM WITH DEGRADED RECONSTRUCTION SETS AND ONE DISTORTION
In this section, we study the model of Figure 1 .
A. Main Result
We establish a single-letter characterization of the ratedistortion function R(D 1 ) of the Heegard-Berger model with degraded reconstruction sets and one distortion shown in Figure 1 . The following theorem states the result.
Theorem 1 (Rate-Distortion Function): The rate-distortion function R(D 1 ) of the Heegard-Berger model with degraded reconstruction sets and one distortion is given by
where the minimization is over the set P of joint conditional p.m.fs P U 0 U 1 |S 1 S 2 satisfying i) and ii), where:
ii) there exists a function such that:
Also, it is enough to restrict U 0 and U 1 to satisfy
The proof of Theorem 1 is given in Appendix A. The result of Theorem 1 specializes easily to the case of lossless recovery of the source S 1 at Decoder 1. The result is stated in the following Corollary.
Corollary 1 (Lossless Source Coding): The minimum rate for recovering the source component S 2 at Decoder 2 and the pair (S 1 , S 2 ) at Decoder 1, all losslessly, is given by
where the minimization is over conditional
The following remarks help better understanding the result of Theorem 1. More specifically, setting m = 2, substituting X = (S 1 , S 2 ) and choosing the random variables U T , for ∅ ⊂ T ⊆ {1, 2}, of [3, Th. 2, p. 733] as U T ={1,2} = (U 0 , S 2 ), U T ={1} = U 1 and U T ={2} = S 2 , one gets the RHS of (20). Note, however, that, formally, the achievability result of Theorem 1 cannot be obtained by readily applying [3, Th. 2, p. 733] as is; and one needs to extend the result of [3, Th. 2, p. 733] in a manner that accounts for that the source component S 2 is required to be recovered losslessly at both decoders. This can be obtained, e.g., by extending the distortion measure of [3] to one that is vector-valued,
being the hamming distance. For reasons of completeness, an outline of the proof of achievability is given in Appendix A. Remark 2: The two auxiliary random variables (a.r.v.) that are involved in Theorem 1 can be interpreted as follows. The variable U 1 can be interpreted as the individual description of S n 1 that decoder 1 should recover, exactly as in the Heegard and Berger scheme of [3] . The auxiliary variable U 0 plays a key role. Along with S 2 , it can be interpreted as a common description that is used by both decoders. As it will become clearer (see, e.g., Section IV), this auxiliary variable U 0 is crucial to the rate-distortion function, and intuitive choices of it, such as U 0 = ∅, can be strictly sub-optimal. This is created by the fact that the side information sequences are not required to exhibit any ordering, and thus, the common description that can be decoded by both decoders, which at least should involve S 2 , can in fact also involve part or all of S 1 , depending on the relative strength of the known side information. An extreme case is when Y 1 is a degraded version of Y 2 and say, the reconstruction of S 1 needs to be lossless. In this case, it is clear that the common description should be the entire (S 2 , S 1 ). A similar observation was made by Laich and Wigger in [11] in the context of a Kaspi/Heegard-Berger model in which the side information sequences are degraded and are also available to the encoder.
Remark 3: The converse proof of [3, Th. 2, p. 733] is shown there only for the degraded side information case. For the model that we study here, the converse proof is more challenging and involves appropriate bounding steps, use of Csiszár-Körner sum-identity, and identification of the a.r.v. (see Appendix A for the details). Noting that the result of Theorem 1 can also be expressed equivalently as
where the minimization is over the set P of joint conditional p.m.fs P U 0 U 1 |S 1 S 2 satisfying i) and ii) in the statement of the theorem, the reader may find the rate-distortion function R(D 1 ) in its form (24) more suitable for a better understanding of the reasoning (and intuition) behind the converse proof.
Remark 4: In most related works on Heegard-Berger type problems, the side information sequences Y 1 and Y 2 exhibit a certain ordering (degradedness [9] , reverse degradedness [10] , or conditional less-noisiness [4] ). In this work, we do not make any assumption of this kind on the side information sequences themselves, which can then be arbitrarily correlated. However, our assumption on that the reconstruction sets are degraded appears to be a key ingredient for the optimality result of Theorem 1. Although, intuitively there seem to be high level connections among the setups of degraded side information and degraded reconstruction sets, there are important formal differences; and, in fact, the generalization of the result of Theorem 1 to the case of many decoders with arbitrary side information and degraded reconstruction sets for example appears to be more challenging comparatively. In both works, one of the decoders recovers only part of the source, e.g., the source component S 2 here, while the other decoder seeks to reconstruct the entire source. Further elaboration on this connection can be inferred from the examples of Section III-D. In the case of lossy reconstruction of the source component S 1 , a result that has connection with our Theorem 1 is due to Timo et al. in [4] . In this work, Timo et al., investigated a model in which a function of the source (plays the role of S 2 here) is to be recovered at user 2 losslessly, while user 1 requires a lossy reconstruction of the entire source (i.e., S = (S 1 , S 2 ) here). Among other results, they derive the optimal rate-distortion function of this model under some assumptions, which we recall here for completeness.
B. Discussion
Theorem 2 [4, Th. 6] : Under conditionally Less-Noisy side
where: 
C. Utility of the Random Variable U 0
The introduction of the a.r.v. U 0 helps us to leverage the possible imbalance between the side information sequences. In particular, as we already mentioned in Remark 2, informally the common description is such that (U 0 , S 2 ) is richer than only S 2 and weaker or equal (S 2 , S 1 ), depending on the side information configuration and the imposed distortion. In this section, we illustrate this aspect through an example.
Example 1: Let (X 1 , X 2 , X 3 ) be three independent Ber(1/2) sources. Also, S 1 = (X 1 , X 3 ) and S 2 = X 2 . Decoder 1 observes the side information Y 1 = (X 1 , X 2 ) and Decoder 2 observes the side information Y 2 = X 3 . Both decoders want to reconstruct the second source component S 2 losslessly, and Decoder 1 also wants to reconstruct losslessly the first component S 1 as depicted in Figure 3 .
For this example, the minimum rate is given by (23) in Corollary 1. It is easy to see that evaluating the right hand side (RHS) of (23) for this example with the choice U 0 = ∅ yields
Similarly, evaluating the RHS of (23) for this example with the choice U 0 = S 1 = (X 1 , X 3 ) yields
However, evaluating the RHS of (23) for this example with the choice U 0 = X 3 results in a better (i.e., smaller) rate that is given by
The rationale behind the choice U 0 = X 3 , and the reason for which it improves upon the other two choices, are as follows. With the choice U 0 = X 3 , the source component X 3 is conveyed as part of the common description that is intended to both users, although this component is desired only by user 1. This is possible here since user 1 wishes to recover it and user 2 does not lose rate by also recovering it since Y 2 = X 3 . Conveying X 3 as a common description layer is relevant because it saves rate, in comparison to sending it through some individual description layer that is destined to be recovered by only user 1. This example falls in the setting considered by Laich and Wigger in [11, Th. 4] where the side information sequences are functions of the source, and are thus assumed to be known to the encoder.
D. Special Cases
In this section, we evaluate the result of Theorem 1 in some special cases. This evaluation, which requires finding explicit optimal choices of the a.r.v. U 0 , also allows us to elaborate more on the utility of this auxiliary random variable in these cases. In particular, it will be shown that intuitive choices of U 0 , such as, U 0 = ∅, can be strictly suboptimal even in some of these cases (e.g., the below so-called functional side information case).
1) Degraded Side Information Case: The minimum rate, as well as the optimal choices of the a.r.v. U 0 , depend on the side information ordering. We discuss both cases, degradedness and reverse degradedness.
, then the rate-distortion function of Theorem 1 reduces to
where the minimization is over all
This result was proved by Heegard and Berger [3] but an alternative proof of (32), using the result of Theorem 1, can be given as follows. First, note that, in this degraded case, we have
is a Markov chain. Then, the rate-distortion function of Theorem 1 writes in this case as
= min
where (c) holds using (33), and (b) holds since using
whose proof is similar to (33). Note that (d) holds with equality, e.g., with U 0 = ∅.
is a Markov chain then the rate-distortion function of Theorem 1 is attained with the choice U 0 = ∅, which is then optimal. In this case, the optimal strategy is to use Slepian-Wolf binning [15] to describe the source S 2 to both users accounting for Y 2 as available side information, and then use Wyner-Ziv binning [1] to describe S 1 to user 1 accounting for the pair (Y 1 , S 2 ) as side information. Also, in the specific case of lossless compression, the minimum description rate is given by
Finally, we mention that (32) can also be conveyed easily using results from [4, Th. 6] and [10, Th. 4] .
, then it can be shown relatively easily that the rate-distortion function of Theorem 1 reduces to
A proof of (40) using the result of Theorem 1 is similar to the aforementioned case. That is,
where (a) follows since, in this case, we have
the proof of which is similar to the above.
In the specific case in which the source component S 1 as well is recovered losslessly, the minimum rate, which can also be obtained easily using [10, Th. 4] , reduces to
It is clear that in this case, since the side information Y 1 is a degraded version of the side information Y 2 , if decoder 1 can recover the pair (S 1 , S 2 ), then so can decoder 2. That is, the joint lossless compression of the pair (S 1 , S 2 ) is the rate bottleneck. Hence, the choices U 0 = ∅ and U 0 = S 1 are equally optimal in this case. Finally, we note that (40) can also be obtained from [10, Th. 3] . Also, the so-called "side information may be absent" scenarios, i.e., Y 2 = ∅ or Y 1 = ∅, are cleary simple special cases of the above i) and ii) respectively. More specifically, if Y 2 = ∅, the minimum rate is
and if Y 1 = ∅, the minimum rate is
2) Functional Side Information: Another interesting scenario is that of functional side information. We discuss hereafter a few cases for which the rate-distortion function can be computed in a closed form.
i) If Y 2 = f (S 2 ) and Y 1 is arbitrary, then the rate-distortion function of Theorem 1 reduces to
where the minimization is over all conditionals
A proof of (48) is as follows. We have min
where (a) holds since Y 2 = f (S 2 ) in this case and (b) holds using the fact that
where (c) follows using the Markov chain U 0 − −(S 1 , S 2 )− −Y 1 ; and noticing that the inequalities are attained with equality with the choice U 0 = ∅. The above means that if Y 2 = f (S 2 ) then the rate-distortion function of Theorem 1 is attained with the choice U 0 = ∅, which is then optimal. In the specific case in which the source component S 1 as well is recovered losslessly, the minimum rate is given by
and Y 2 is arbitrary, then the minimum rate of Corollary 1 reduces to
A proof of (59) using the result of Corollary 1 is as follows. We have min
where (a) follows since Y 1 = f (S 2 ), and (b) follows since
with the inequality holding with equality for the choice U 0 = S 1 . The above means that an optimal choice of the minimizing U 0 in the minimum description rate of Corollary 1 is U 0 = S 1 . It is important to observe that, by opposition to the choice U 0 = S 1 , the choice U 0 = ∅ therein yields a rate that is generally strictly suboptimal, as it satisfies
An instance of the the so-called complementary delivery problem corresponds to the specific case in which Y 2 = S 1 and Y 1 = S 2 (see also [5] ). From the above, it can be easily seen that the minimum rate in this case is given by
Here as well, the choice U 0 = ∅ in the minimum description rate of Corollary 1 is generally strictly sub-optimal as it yields
For example, if S 1 and S 2 are both Ber(1/2) sources and are independent, we have R comp-deliv (U 0 = ∅) = 2 bits/sample and R comp-deliv = 1 bit/sample.
IV. HB PROBLEM WITH DEGRADED RECONSTRUCTION SETS AND COMMON RECONSTRUCTION
In this section, we generalize our results to the model of Figure 2 in which, as we already mentioned, the source component S n 2 as well is now required to be recovered lossily at both deocders, to within some average prescribed distortion level D 2 , under the requirement that all terminals (i.e., the encoder and both decoders) can share an exact copy of the compressed version of it. The main result of this section, a full characterization of the rate-distortion function of the model of Figure 2 , is stated in Section IV-B. In Section IV-A, we briefly review and comment on some related results on the role of side information for binning and/or estimation -the reader may find this helpful for a better understanding of the result of Section IV-B.
A. Role of Side Information, Binning and/or Estimation
In source coding problems with side information at the decoder, side information may be utilized for binning and/or estimation, depending on the configuration. For example, in the standard Wyner-Ziv setup [1] with source S and arbitrarily correlated side information Y available non-causally only at the decoder, the side information is utilized both for binning and for the estimation of the reconstruction. This is reflected through the associated rate-distortion function, which is given by
where P V SY is such that:
(75)
The side information plays a similar role, but with a generally stronger binning leading to a better rate, if it is also given to the encoder (i.e., the standard conditional rate-distortion problem [16] ); and it plays a less important role (only estimation) if it is given only causally to the decoder but not to the encoder [17] . If the encoder is constrained to produce an exact copy of the decoder's reconstruction, referred to as "common encoder-decoder reconstruction constraint" in [12] , side information can be used for binning but not for estimation -as otherwise, the encoder, which does not know the side information, cannot estimate the decoder's reconstruction. This is reflected through the associated rate-distortion function, which in this case reduces to [12] R CR = min
where PŜ SY is such that:
The role of side information is less easy to understand, comparatively, in extensions of Wyner-Ziv's setup to multiterminal settings, such as the Heegard-Berger problem with common reconstruction constraint. For example, for the Heegard Berger model with common receivers reconstruction only shown in Figure 4 , Vellambi and Timo [13] observed that side information can be used at the estimation phase. ( [13] also shows that side information is only useful for binning if the side information pair are degraded and a common sourcereceivers reconstruction constraint is imposed as in Figure 5 ). The reader may also refer to the related work in [14] where Ahmadi et al. characterize the rate distortion function of a Heegard-Berger model with degraded side information in which the encoder is constrained to be able to produce copies of the decoders' reconstructions, without imposing that these decoders' reconstructions be identical to each other with high probability -see Figure 6 . 
B. Rate-Distortion Function
Recall the definitions 3 and 4 of Section II. The following theorem characterizes the rate-distortion function of the Heegard-Berger model with degraded reconstruction sets and common reconstruction shown in Figure 2 .
Theorem 3 (The Rate-Distortion Function): The ratedistortion function R(D 1 , D 2 ) of the Heegard-Berger model with degraded reconstruction sets and common reconstruction shown in Figure 2 is given by
where the minimization is over of the set P of joint conditional pmfs P U 0 U 1Ŝ2 |S 1 S 2 that satisfy i), ii), and iii) where:
iii)
(81) Proof: The proof of Theorem 3 is given in Appendix B. In the following remarks, we elaborate more on Theorem 3 and its connection to Theorem 1.
Remark 5: The result of Theorem 3 can be seen as a generalization of that of Theorem 1, in the sense that setting D 2 = 0 in Theorem 3 one recovers Theorem 1. Also, a characterization of the rate-distortion function for the model of Figure 4 can be readily obtained from the result of Theorem 3 by setting S 1 = ∅. In this sense, Theorem 3 can also be seen as a generalization of [13, Th. 1] to the case in which one of the decoders also recovers an individual description.
Remark 6: The coding scheme that we use for the proof of achievability of Theorem 3 is similar to that of Theorem 1, with the main difference being that, for the encoding and decoding of the source component s n 2 , the side information sequences y n 1 and y n 2 are used for the binning stage, but not for the estimation stage-However, they are used for both binning and estimation for the encoding/decoding of the source component s n 1 . Remark 7: Related to Remark 6, given that in the model of Figure 2 that we study in this section the encoder can produce the desired compression versionŜ 2 that all terminals want to share, the reader may wonder whether, for the achievability proof, the model with common reconstruction constraint of Figure 2 that we study in this section could be connected to the model with one distortion that we study in Section III by viewing the source pair of Figure 1 as (S 1 ,Ŝ 2 ), instead of (S 1 , S 2 ), and the role of the encoder therein as that of conveying the componentŜ 2 to both decoders in a lossless fashion and the component S 1 to only Decoder 1 in a lossy fashion. Although this high level connection holds, caution should be exercised as the resulting model would still be different from that of Figure 1 in Section III, e.g., in that the encoder would have additional correlated side information S 2 .
APPENDIX A PROOF OF THEOREM 1

A. Proof of Converse
In this section, we show that if R is D 1 -achievable, then R ≥ R(D 1 ).
Assume that R is D 1 -achievable. Let then such thatŜ n 1 = (W, Y n 1 ) and where 1 n E(d (n) 1 (S n 1 ,Ŝ n 1 )) ≤ D 1 . Also, let n be an asymptotically vanishing sequence such that:
First, note that we have n R ≥ I (W ; S n 1 S n 2 |Y n 1 )
= I (W ; S n 2 |Y n 1 ) + I (W ; S n 1 |Y n 1 S n 2 ) (84) (a) ≥ H (S n 2 |Y n 1 ) + I (W ; S n 1 |Y n 1 S n 2 ) − n n (85)
where (a) holds using Fano's inequality (82), (b) holds since the source is memoryless; and (c) holds since
is chosen independent of all other variables. Next, we also have
− n n (95) where (a) follows using the Fano's inequality (82).
Let us now define
. A key ingredient at this level of the proof is to write the n-letter A in single-letter form. To this end, note that we have
where (a) follows using Csiszár-Körner sum-identity
(b) follows using Csiszár-Körner sum-identity
and (c) holds using the fact that, for j ∈ {1, 2}, the following
is a Markov chain, the proof of which follows. The proof of (105) is easy and is as follows. First note that, for j = 1, 2, we have that
is a Markov chain, which holds since the source is memoryless. Then, given that W is a deterministic function of (S n 1 , S n 2 ) one gets that
is a Markov chain, which in turn implies (105). Finally, note that we also have
where (a) follows using the Markov chain
is a Markov chain and W is a deterministic function of (S n 1 S n 2 ). Summarizing, combining (95), (102) and (111) we get that
The end of the proof of converse of Theorem 1 follows by noticing that the so-defined auxiliary random variables U 0,i and U 1,i satisfy the Markov chain
= 0; and the distortion constraint E(d 1 (S 1 ,Ŝ 1 )) ≤ D 1 holds by arguments that are essentially similar to in [18, Appendix A].
B. Proof of Achievability: Outline
The rate-distortion region of Theorem 3 can accordingly be obtained using the result of [3, Th. 2, p. 733], with a suitable adaptation and definition of the distortion measure therein so as to fit with the distortion constraints that are imposed in the model that we study here. Hereafter an outline of the modified proof of achievability.
Start by binning the sequences s n 2 for lossless compression. For each S n 2 , we generate 2 n R 0 sequences u n 0 (w 0 ) each according to n i=1 P U 0 |S 2 , where w 0 ∈ [1 : 2 n R 0 ], and randomly partition them into 2 n R 0 bins B n (w 0 ) that are indexed with w 0 ∈ [1 : 2 n R 0 ]. Then, for each w 0 , generate 2 n R 1 sequences u n 1 (w 0 , w 1 ) each according to n i=1 P U 1 |U 0 S 2 with w 1 ∈ [1 : 2 n R 1 ], and randomly partition them into 2 n R 1 bins B n (w 0 , w 1 ) that are indexed with w 1 ∈ [1 : 2 n R 1 ].
In order to encode a pair (s n 1 , s n 2 ), the encoder first finds the bin index of s n 2 and then finds an index w 0 ∈ [1 : 2 n R 0 ] such that
and an index w 1 ∈ [1 : 2 n R 1 ] such that
Decoder 2 reconstructs the sequences u n 0 and s n 2 while Decoder 1 decodes s n 2 , u n 0 , and u n 1 and then uses them to recover the appropriate estimateŝ n 1 of the sequence s n 1 . This yields the achievability of the following rate constraint,
C. Cardinality Bound
For the lossless compression result, note that we want the optimal rate writes as:
the min P U 0 |S 1 S 2 could be evaluated over all auxiliary random variables with support cardinalities no greater that ||S 1 ||·||S 2 ||.
To show this, we use the following cardinality bounding procedure. Fix an input p.m.f P S 1 S 2 and let us consider the following ||S 1 || · ||S 2 || − 1 continuous functions of P S 1 S 2 |U 0
and consider the following expression:
having fixed P S 1 S 2 and knowing that the Markov chain
which are linear functions of P S 1 S 2 |U 0 . Thus, there exists a random variable U 0 with support cardinality no greater than ||S 1 || · ||S 2 ||.
As for the lossy case, we first note that the obtained rate can be written as follows:
for a joint input pmf such that there a exists a function φ such that
First note, that, alike the degraded broadcast channel, one can evaluate the optimal rate distortion function over the set of p.m.f verifying the following Markov chain U 0 − − U 1 − − (S 1 , S 2 ). Next, first fix the law P S 1 S 2 |U 1 and consider the following ||S 1 || · ||S 2 || + 2 continuous functions of P U 1 |U 0 :
one can show the existence of U 0 such that all these quantities are preserved and with cardinality no greater than ||S 1 || · ||S 2 || + 2. Note the resulting U 1 = (U 1 , U 0 ). Next, for each u 1 , consider the following ||S 1 || · ||S 2 || + 1 functions on P S 1 S 2 |U 1 ,U 0 : 
A. Proof of Converse
Let R be a (D 1 , D 2 )-achievable rate for our Heegard-Berger problem with degraded reconstruction sets and common reconstruction of Figure 2 . Let be the associated encoding function, and g 1 , g 2 , and g s the associated reconstruction functions. That is,
with
First, note that the imposed common encoder-decoders reconstruction constraint for the source component s n 2 implies the following Fano's inequalities, 
where (a) holds using (139) and (b) holds using the following Markov chain the justification of which will follow,
At this stage, we pause to justify (149). We have the following list of Markov chains and implications,
where (150) holds since the source is memoryless and (b) holds since W , and soŜ n 2,s , are deterministic functions of (S n 1 , S n 2 ). Defining, for i ∈ [1 : n], the auxiliary random variables U 0,i = (W,Ŝ i−1 2,s ,Ŝ n 2,s,i+1 , Y i−1 2 , Y n 1,i+1 ) and U 1,i = (U 0,i Y i−1 1 ), the inequality (148) given
For the second constraint on the rate R, we have n R ≥ H (W |Y n 2 ) (156) ≥ I (W ; S n 1 S n 2 |Y n 2 ) (157) = I (WŜ n 2,2 ; S n 1 S n 2 |Y n 2 ) (158) ≥ I (WŜ n 2,2Ŝ n 2,s ; S n 1 S n 2 |Y n 2 ) − 2n n (159)
≥ I (WŜ n 2,s ; S n 1 S n 2 |Y n 2 ) − 2n n (160) = H (S n 1 S n 2 |Y n 2 ) − H (S n 1 S n 2 |WŜ n 2,s Y n 2 ) − 2n n (161) = H (S n 1 S n 2 |Y n 2 ) − H (S n 1 S n 2 |WŜ n 2,s Y n 2 ) − 2n n + H (S n 1 S n 2 |WŜ n 2,s Y n 1 ) − H (S n 1 S n 2 |WŜ n 2,s Y n 1 ). (162)
The term [H (S n 1 S n 2 |WŜ n 2,s Y n 1 ) − H (S n 1 S n 2 |WŜ n 2,s Y n 1 )] on the RHS of (162) can be written as H (S n 1 S n 2 |WŜ n 2,s Y n 1 ) − H (S n 1 S n 2 |WŜ n 2,s Y n 2 ) = I (S n 1 S n 2 ; Y n 2 |WŜ n 2,s ) − I (S n 1 S n 2 ; Y n 1 |WŜ n 2,s ) (163) 
where (a) follows using Csiszár-Körner sum identity, applied twice, similar to in (96)-(102), and (b) holds since the following is a Markov chain, the justification of which will follow,
We pause to justify (168). This is obtained using the following easy Markov chains and implications,
and where (c) follows since W , and soŜ n 2,s , are deterministic functions of (S n 1 , S n 2 ).
Finally, we terminate the proof of converse of Theorem 3 by noticing that the reconstructionŜ 1,i = g(W, Y n 1 ) clearly satisfiesŜ 1,i = g (U 0,i , U 1,i , Y 1,i ) for some function g .
B. Proof of Achievability: Outline
The coding scheme that we use for the proof of achievability of Theorem 3 is similar to that of Theorem 1 in Appendix A, with the main difference being that, for the encoding and decoding of the source component s n 2 , the side information sequences y n 1 and y n 2 are used for the binning stage, but not for the estimation stage-However, they are used for both binning and estimation for the encoding/decoding of the source component s n 1 . For reasons of brevity, we do not detail the scheme here.
Alternatively, the rate-distortion region of Thorem 3 can also be obtained using the result of [3, Th. 2, p. 733], with a suitable adaptation and definition of the distortion measure therein so as to fit with the distortion constraints that are imposed in the model that we study here. This yields the achievability of the following rate-distortion region,
where the minimization is over all conditionals P W U 1 U 2 |S 1 S 2 satisfying (W, U 1 , U 2 ) − − (S 1 , S 2 ) − − (Y 1 , Y 2 ) and there exist functions φ and ψ such that
Evaluating this region with the choice W = (U 0 ,Ŝ 2 ) and U 2 =Ŝ 2 in our case, we get the rate-distortion region of Theorem 3.
