This paper presents an electromagnetism-like mechanism (EM) algorithm in order to solve cell formation problems. Based on the attraction-repulsion principle in electromagnetic theory, each combination of the part and machine groups was regarded as a charged particle. The total force calculation and the move along the total force calculation were then determined out to either maximize the cell group effectiveness or minimize the exceptional elements (EE) and the number of vacancies (NV). A comparison with other algorithms in the related literature found that the final result of the EM algorithm met the expected quality in terms of the exceptional elements and number of vacancies, regardless of whether or not new cells were added.
INTRODUCTION
Cellular Manufacturing (CM) challenges the traditional job shop approach for organizing a factory. In a traditional job shop, the manufacturing system is organized by process. When a product is manufactured, it is generally made in a batch, which is then routed through a number of stations and is finally moved to the stock. Under this type of production system, components and products are often manufactured in excess and at the wrong times. A number of studies have provided the information needed to better understand CM. They are all optimistic about the continued and wide application of CM systems, believing that with the industry having such a poor delivery performance, increased use of such cell systems is required. Thus, CM has become an industrial trend and a crucial topic.
In CM, facilities are organized to build specific products (or families of products) in work cells. These work cells are designed to be product focused and are arranged to contain each resource necessary, such as machines, people and tools, to build a product or product family completely (Kusiak and Chow, 1988; Ahi et al., 2009; Papaioannou and Wilson, 2009) . Over the last three decades, numerous researchers have tried to find solutions for CM systems and various methods have been developed. According to published reviews of these methods, existing CM design methods can be classified into the following categories: mathematical programming (Kusiak, 1987; Shafer and Rogers, 1991; Joines et al., 1996; Baykasoglu, 2004; Fantahun et al., 2006; , cluster techniques (McCormick et al., 1972; Askin et al., 1991; Vakharia and Wemmerlov, 1995; Torkul et al., 2006) , and heuristic search approaches (Cheng et al., 1998; Mahdavi and Mahadevan, 2008; .
Generally, mathematical programming can be used to solve cell formation problems when faced with small problems. But with relatively larger problems, such methods usually take more time because of the extreme complexity and excessive constraints. On the other hand, the disadvantages of using clustering analysis can be summarized as follows. First, these methods are not mathematical models, but are only logical and systematic approaches based on heuristic algorithms, so an optimal solution may not be obtained. Second, the machine-part matrix does not show the sequence of operations for each part; hence, it may face a problem when counting the number of intercell trips. Due to the NP-Complete property, the cell formation problem is difficult to solve; thus, numerous studies have applied heuristic methods to solve cell formation problems, such as simulated annealing algorithms (Boctor, 1991; Chen and Srivastava, 1994; Baykasoglu, 2004; Wu et al., 2009) , tabu search algorithms (Sun et al., 1995; Onwubolu and Songore, 2000; Belarmino et al., 2001 ) and genetic algorithms (Gupta et al., 1996; Hwang and Sun, 1996; Lee et al., 1997; Chan et al., 1998; Mak et al., 2000; Onwubolu and Mutingi, 2001; Vin et al., 2005; Wu et al., 2007; Defersha and Chen, 2008; Deljoo et al., 2010) .
Due to the importance of CM, researchers have continued to put effort into developing new methods to solve cell formation problems, such as the electromagnetism-like mechanism (EM). The EM algorithm was first published by Birbil and Fang in 2003. This algorithm simulates the behavior of electrical charges based on the attraction-repulsion mechanism of electromagnetism theory. In this algorithm, each sample point (particle) is considered to carry an electrical charge, which is related to the objective function value. Sample points that have higher charges can attract other sample points, but sample points with lower charges will be repulsed by other sample points that have higher charges. According to the EM mechanism, every sample point (particle) can obtain a direction of the total force and move towards a better region by following its own direction of total force. The EM algorithm is also capable of converging rapidly with the generated sound solutions (Wu et al., 2004; Chang et al., 2009; Yurtkuran and Emel, 2010; Su and Lin, 2011) . Other methods have been based on EM, such as: (Debels et al., 2006; Jhang and Lee, 2009; Ali and Golalikhani, 2010; Naderi, 2010; Lee et al., 2011; Jamili et al., 2011) . In this paper, a new approach based on EM is proposed to solve cell formation problems.
METHODOLOGY

The proposed approach
The proposed approach includes three main stages. In Stage 1, the similarity coefficient is calculated, and then parts and machines are clustered into cells. In Stage 2, the neighborhood search method is used to find the neighboring feasible solutions of cells, and their objective function values are calculated to generate initialization. In Stage 3, the total force calculation and the move along the total force calculation of the EM algorithm are performed to further search for improved effectiveness. Each stage is described as follows.
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Stage 1: Generate initial cells
Similarity coefficient of the parts
The similarity coefficient used in clustering the parts is the Jaccard similarity coefficient proposed by Cheng et al. (1998) , which is converted from the part-machine matrix. The equation and parameter definition are as follows:
where Sij is the similarity coefficient between part Pi and part Pj, Cij is the number of machines working on part Pi and part Pj simultaneously, and Ti and Tj are the numbers of machines working on part Pi and part Pj, respectively.
For example, suppose there are five machines. Pi is processed on Machine 1 and Machine 3, respectively, so Ti=2. Pj is processed on Machine 1, Machine 3 and Machine 5, so Tj=3. The machines working on Pi and Pj are Machine 1 and Machine 3, so Cij=2; therefore the similarity coefficient for Pi-Pj is Sij=2/(2+3-2)=0.6667. The higher the similarity coefficient, the greater the probability of being included in one cell, and the lower the moving cost will be (that is, the fewest exceptional elements between cells).
Machine and part grouping
Using the above example, suppose that Pi and Pj are assigned to one cell due to a high similarity coefficient after calculation, and that they are processed on Machine 1 and Machine 3. Hence, Machine 1 and Machine 3 will also be assigned to the same cell. This approach can minimize machine idle time (minimizing the number of vacancies in the). After assigning parts and machines, the initial cells are formed. This procedure can be described using an example from the literature (Askin et al, 1991) . Suppose there are five machines and six parts; the part-machine matrix is shown in Figure 1a . After calculating the Jaccard similarity coefficient, the similarity coefficients of each pair of parts are as shown in Table 1 .
According to Table 1 , parts with a higher similarity coefficient are chosen and assigned to the same cell. The numbers of cells are not assumed in advance at this time. Based on Table 1, the similarity coefficient of P1-P4 is the highest, that is, S14=1, so these two parts are assigned to the same cell, and the same procedure applies to the other parts. Machines are assigned to this cell, since they have the most parts to work on. As shown in Figure 1b , two cells can be obtained. For example, P1, P4, P6 and Machine 3, Machine 5 are assigned to one cell, while P2, P3, P5 and Machine 1, Machine 4, Machine 2 are assigned to another cell.
Stage 2: Neighborhood feasible solution search
The neighborhood feasible solution searches used in this study are the shift method (Onwubolu and Mutingi, 2001) , and the insertion method and the exchange method (Belarmino et al., 2001) . These methods are used to search all of the neighborhood feasible solutions as initial cells.
Stage 3: Main procedure
In this stage, the total force calculation and the move along the total force calculation are used to obtain a better group combination of 1024 Sci. Res. Essays 
Objective function
In this paper, the selected objective function is the maximization of group effectiveness, which has been widely applied in recent studies on cell exceptional elements as well as the number of vacancies. It was proposed by Chandrasekharan and Rajagopalan (1986) and further improved by Suresh et al. (1991 Suresh et al. ( , 1992 . The formula and parameters are as follows:
Where:
the minimized number of exceptional elements. the number of exceptional elements/the number of total operations. Min (1 -the minimized number of vacancies. the number of vacancies in all cells/the number of total operations.
As to the cell formation problem, two objectives must be taken into consideration, that is, Equations 2a and 2b, as shown above. Equation 2a represents minimizing the exceptional elements between cells, and Equation 2b represents minimizing the vacancy elements in all cells (Yin and Yasuda, 2002) . Equation 2c indicates that, when the numerator objective is 1, the exceptional elements are minimized; when the denominator objective is 2, operations in all cells are maximized. In other words, the number of vacancies in the cells is minimized. Dividing Equation 2a by Equation 2b gets the maximal group effectiveness in cell formation. Using the same example as above, the minimal exceptional element is calculated first. According to Figure 1 , there are two exceptional elements and the number of total operations is 12; thus, = 2/12 = 0.167. Also, the number of vacancies in all cells is three and the number of total operations is 12; thus, = 3/12 = 0.25. Thus, the group effectiveness, = (1-0.167)/(1+0.25) = 0.6664 = 66.64%, can be obtained. In this study, the group effectiveness acts as an objective value.
EM general scheme
This paper applies the algorithm (Birbil and Fang, 2003) for cell formation problems with bounded variables: (Birbil and Fang, 2003) .
The parameters are defined below:
f (x) = pointer to the function that is minimized. n = dimension of the problem. uk = upper bound of variable k th dimension. lk = lower bound of variable k th dimension.
The basic computing process of the algorithm includes four stages:
(1) initialize; (2) local search; (3) calculation of total force; and (4) move along the total force, as shown in Figure 2 . Although the algorithm includes four stages, this study only chooses the calculation of total force and move along the total force stages to solve the optimal group effectiveness. The initialize and local search stages are replaced by the insertion, exchange, and shift methods, since they can obtain better cell formation. This study then uses the found neighborhood feasible solutions as the number of evolutionary clusters in this study (with m sample points), and then calculates their objective value. Next, the calculation of total force and the move along the total force calculation are performed to maximize the cell group effectiveness as well as improve the number of cell vacancies and exceptional elements. As the selected objective function in this study is the maximum value, and the EM algorithm proposed in this study is the minimum value, both sides of equation are multiplied by -1. Thus, the objective value becomes the minimum value in order to satisfy the requirement. Each step is as follows:
Step 1: Calculation of charge value (q i )
When calculating the total force, a charge value must be given to each sample point (m). The charge value calculation is as follows:
In an evolutionary cluster, the charge carried by each solution depends on the objective value; the better the objective value, the greater the given charge value. On the contrary, if the objective value is worse, then the given charge value will be smaller. Therefore, for an entire magnetic field, the optimal objective value will be the source of attraction, while the worst objective value will be the source of repulsion. The charge value calculation formula is: . According to the above problems, supposing five groups of feasible solutions be found by a neighborhood search, the number of evolutionary clusters will be set as 5 (m = 5); hence, the objective values of these five groups can be calculated as shown in Table 2 .
As shown in Table 2 , y1 has the largest value, so the given charge value is set to 100%. The second best is y4, and the charge value of y4 is adjusted as follows: The charge calculation for other evolutionary clusters is the same.
Step 2: Calculation of total force (F i )
The total force calculation procedure is used for calculating the total force exerted on each point, based on the superposition principle of electromagnetism theory. For example, the total force between two Figure 3 . Superposition principle.
sample point solutions depends on the charge and the distance, as shown in Figure 3 . Suppose the total force solution y3 is subject to F 3 . F13 is the total force of y1 and y3 (if repulsion: y1 is worse than y3), and F23 is the total force of y2 and y3 (if attraction: y2 is better than y3), so in y3, the total force is 3 F = F13+ F23 (Debels et al., 2006) .
After calculating the charge of each point (solution), the total force F i exerted on point (solution) x i is computed by:
The calculation of the total force algorithm is given in Figure 4 .
Using the above example, the result of the total force calculation for each solution is shown in Table 3 .
As shown in Table 3 , using y2 as an example, y1 > y2; hence, y1 will attract y2. Meanwhile, y3 < y2; thus, y3 will repel y2. As y4 > y2, y4 will attract y2. Similar to y3, y5 will have a repulsion effect on y2. Using y2 as an example, the total force value for y2-y1 is: 
F
The total force values for y2-y3, y4-y5 are calculated in the same way as above; thus, after comparing y2 with y1, y3, y4 and y5 and summing the calculated total force values, the total force value of y2 can be obtained: the F i of y2 are F1 2 = -0.9934 and F2 2 = 1.5110.
Step 3: Calculation of move along the total force
After calculating the charge value and the total force of each solution, the direction of the move along the total force can be determined. In an evolutionary cluster, when the total force of each point is determined, the direction and distance of the move along the total force of the sample point can be further determined, which is the direction of the total force vector. In cases where the move along the total force process exceeds the domain, the total force value is not directly taken for movement. The move equation for each dimension of variable xk i is as follows:
where RNG represents that, if the total force Fk i of each dimension is greater than 0, the upper bound value of each dimension will have the variable of each dimension subtracted from it (uk -xk i ); if the total force of each dimension F1 2 is less than 0, then the variable of each dimension will have the lower bound of each dimension subtracted from it (xk i -lk). λ is a random variable that is evenly distributed between 0 and 1. The move along the total force calculation is given in Figure 5 .
Based on the charge value in Table 2 and the calculation of total force in Table 3 , the move change of each sample point can be determined. To define the upper/lower bound, suppose there are n group combinations. Each sample point contains n dimensions; hence, the upper bound of the dimension is set as n and the lower bound is set as 1, and the sample point can only move within 1~N. In this paper, the lower bound is 1, the upper bound is 5, and they are multiplied by -1, that is, lk = -1, and uk = -5. The purpose of such multiplication is to maximize the objective value, in order to meet the is -0.6000 +λ*-0.9334*(-0.6000-(-1)) = -0.7948 (λ is a random variable evenly distributed in 0~1, and λ here is 0.3770).
The F2 2 value is 1.5110 > 0; thus, the new 2 2 k x is -1.4000 +λ*1.5110*(-5-(-1.4000)) = -2.239 (λ is 0.1855). The y3, y4 and y5 movements are calculated alike. The calculated results of the move along the total force are shown in Table 4 .
After the move process ends, a group of new objective values will be generated, and the above steps will be repeated. If the new objective value is superior to the previous solution, then 100 cycles will be set for the test to determine whether it is the best solution. If the objective value does not change during the cycles, the value has reached convergence. The search stops and the results are compared with the optimal result from the related literature to determine whether the effectiveness, the exceptional elements and the vacancy elements are improved. When dividing into three cells, as shown in Figure 6 , the effectiveness value is the optimum (76.94%); however, there are more exceptional elements when the vacancy elements decrease. Therefore, the effectiveness value is referred to as the best approximate solution, instead of an optimal solution. More comparisons and analyses are discussed in the following section.
RESULTS
Illustration and computational experiments
As shown in Table 5 , the additional numerical 
Author (year)
Problem size Machine Part HPH (Askin et al., 1991) 5×6 5 6 SCA (Kusiak and Cho, 1992) 6×8 6 8 AVV (Yin and Yasuda, 2002) 7×9 7 9 SA (Boctor, 1991) 7×11 7 11 ZODIAC (Cheng et al., 1998) 8×20 8 20 GA (Onwubolu and Mutingi, 2001) 10×15 10 15 SC-TSP (Balakrishnan and Jog, 1995) 12×19 12 19 GA (Chan et al., 1998) 20×35 20 35 ZODIAC (Chandrasekharan and Rajagopalan, 1989) 24×40 24 40 ZODIAC (Chandrasekharan and Rajagopalan, 1987) 40×100 40 100 experiments included 10 test samples, ranging from 5×6 (five machines with six parts) to 40×100 (40 machines with 100 parts), which are adapted from previous literature. The computational results are compared with the cell formation, and Microsoft office Excel 2007 and C are used as the calculation tools.
Clustering
The 6×8 problem proposed by Kusiak and Cho (1992) is used for illustration. Its original part-machine matrix is shown in Figure 7a . After clustering, two cells are obtained in this example. The calculated similarity coefficients are shown in Table  6 .
According to Table 6 , the S 15 , S 36 , S 38 and S 68 similarity coefficients are 1, and the S 13 , S 16 , S 18 , S 35 , S 56 and S 58 similarity coefficients are ≥ 0.6667; thus, P 1 , P 3 , P 5 , P 6 and P 8 are assigned to Cell 1. The machine assignment depends on the part assignment result; therefore, after assigning the machines and parts, the clustered part-machine matrix can be obtained, as shown in Figure  7b .
Neighborhood feasible solution searching and parameter setting
Before using the algorithm, the necessary parameters are set as follows:
1. Feasible solutions from the neighborhood search are set to five groups of sample points, with m = 5, u k = 5, and l k = 1. 1030 Sci. Res. Essays . An example of a 6×8 part-machine incidence matrix (Kusiak and Cho, 1992) . 2. Termination condition: if the optimal result is found, it would be compared with the current solution. If it is better than the current solution, then it would be used as a replacement. This procedure is repeated for 100 cycles. If the target value does not change it has reached convergence. The search stops, and the result is compared with the optimal results in the related literature. After setting the parameters, the charge value q i , the total force F i and the move step of each sample point could be calculated.
Main procedure
Based on the charge value q i , the total force F i and the move algorithm steps, the optimal group effectiveness value could be obtained. If the final solution has better quality than the current solution, it would replace current solution and then be compared with the optimal solutions in the related literature. Based on the neighborhood search, the initial solutions of the sample points are y 1 = 0.7500, y 2 = 0.5833, y 3 = 0.4444, y 4 = 0.3750, and y 5 = 0.3529. Once all of the initial solutions are found, the EM algorithm steps, the calculation of total force and the move along the total force calculation are applied to solve the optimal effectiveness value. Figure 8 shows how the sample point moves. When running at the 286 th cycle, the point moves from the first sample point (y 1 ) to the fourth sample point (y 4 ), and the optimal effectiveness value is 0.7669. As shown in Figure 8a , y 4 is the attraction center, so all of the other sample points gather towards y 4 . According to Figures 8b and 8c , the optimal effectiveness value has previously moved from y 1 to y 4 , but now it moves back from y 4 to y 1 . The optimal effectiveness value is 0.7698, and the optimal effectiveness value is obtained. However, in order to ensure that this value is convergent, 100 computing cycles are performed. Since the optimal effectiveness value does not change, it is considered 0.500 1.000 1.500 2.000 convergent and the search ends. Figure 9 shows the final effectiveness values of the sample points. Figure 10 shows the final clustering result. P 2 is previously in cell 2; after re-clustering, it is assigned to cell 1032 Sci. Res. Essays 1. As shown in Table 7 , although the final objective value (group effectiveness) of this study is slightly better than the objective value in the related literature, the exceptional elements and vacancy elements are consistent.
Discussion of computational results
The computational result obtained in this study is compared with the related literature and is divided into two cases (adding cells or not adding cells) for analysis. ZODIAC 85.24 9 0 3 n/a n/a n/a n/a 10×15 GA 92.00 0 5 3 n/a n/a n/a n/a 12×19 ZODIAC 100 0 0 7 n/a n/a n/a n/a 40×100 ZODIAC 83.92 35 36 10 n/a n/a n/a n/a (*EE: number of exceptional elements; and NV: number of vacancy elements).
The comparison results are shown in Tables 8 and 9 . As shown in Table 8 , in the case of no additional new cells, the effectiveness value, although the number of exceptional elements (EE) and the number of vacancy elements (NV) for each test problem have no significant improvement, they are not worse than the results in the related literature. According to Table 9 , when adding one or more cells, the 7 × 9 test problem has slightimprovement and there is one additional exceptional element, but six vacancy elements are decreased and the effectiveness value gains 10.6%. Cost and other factors must be taken into consideration when adding cells, but these factors are not considered in this study. Furthermore, according to the 8x20, 10x15, 24x100 and 40 × 100 test problems, the original clustering result is the optimum. When adding one or more cells, the exceptional elements and vacancy elements will increase, and the effectiveness value would drop greatly. Therefore, no comparison is made on these test problems by adding one or more cells.
Conclusions
This study focuses on cell formation problems, and utilizes the attraction-repulsion principle in the EM algorithm to solve the optimal effectiveness of a group, in order to obtain the optimal clustering result. Compared with other algorithms, the final quality of the algorithm proposed in this study has achieved the expected level, regardless of adding or not adding a new cell. The EM algorithm does not perform worse than other algorithms, especially in terms of the exceptional elements and vacancy elements. It is found that the EM algorithm attraction-repulsion principle could help to improve group effectiveness, but the number of exceptional elements and the number of vacancy elements do not change significantly. This study only focuses on cell formation and single route problems, and does not consider the part moving distance, the moving cost or machine duplicate problems. Therefore, adding these factors may provide better improvements, and they are worthy of further study.
