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высить адекватность модели экспериментальным данным и, тем самым, досто-
верность оценок параметров напряженно деформируемого состояния. 
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Билинейные системы - это класс нелинейных систем с простой структу-
рой. Билинейные системы являются простейшим обобщением линейных дина-
мических систем: выходной сигнал зависит не только от входных и выходных 
сигналов, но и от произведения входного сигнала на выходной. Моделирование 
физических процессов с помощью билинейных систем находит применение во 
многих областях науки, таких как ядерная физика, электрические сети, химиче-
ская кинетика, гидродинамика и т.д. [1]. 
Модели ошибки уравнения (ARX модели) [2] наиболее распространенный 
вид моделей параметризации шума. Идентификация моделей ошибки уравне-
ния сводится к классической задаче регрессионного анализа и может быть ре-
шена методом наименьших квадратов. Однако во многих практических задачах 
помеха содержится также и во входном сигнале, в этом случае классический 
метод наименьших квадратов не позволяет получать состоятельные оценки.  
В настоящее время активно развиваются методы идентификации били-
нейных динамических систем, такие как инструментальные переменные [3], 
компенсирующий смещение метод наименьших квадратов [4], метод макси-
мального правдоподобия [5] и методы на основе высших статистик [6]. Рекур-
рентные методы идентификации билинейных систем, которые могут быть по-
лучены из рекуррентных методов идентификации линейных систем приведены 
в [7]. В статье предложен рекуррентный алгоритм оценивания параметров би-
линейных ARX систем с помехой во входном сигнале на основе стохастической 
аппроксимации. 
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Пусть билинейная динамическая система описывается стохастическими 




































),(2 ixw ii   (1) 
где ix , iw -ненаблюдаемая и наблюдаемая входные переменные;  
iz наблюдаемая выходная переменная;  
)(1 i  - помеха в уравнении; )(2 i – помеха наблюдения во входном сигнале; 
Пусть выполняются следующие предположения: 
10. Множество ~ , которому априорно принадлежат истинные значения 
параметров устойчивой, управляемой и идентифицируемой билинейной систе-
мы, является компактным. 
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Из предположений 10 и 20 следует, что обобщенная ошибка имеет нулевое 






































Определим оценку )(ˆ N  неизвестных параметров   из условия 
минимума суммы взвешенных квадратов обобщённых ошибок  200 ),,( icai  с 
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тогда, оценки неизвестного вектора   можно получить с помощью стохастиче-
ски градиентного алгоритма минимизации функции (3): 
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i i  п.н.  
Теорема 1. Пусть динамическая система описывается уравнениями (1) и 
выполняются предположения 10-70, тогда оценки, определяемые алгоритмом 
(4), либо 0)(ˆ  ii  п.н., либо .)(ˆ  ii  
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Модели авторегрессии находят применение в цифровой обработке сигна-
лов, эконометрике, экологии, геофизических исследованиях, системах распо-
знавания изображений, анализе временных рядов.  
При наличии аддитивной помехи в выходном сигнале МНК дает смещен-
ные оценки параметров авторегрессии. В настоящее время активно развиваются 
методы нелинейного оценивания параметров динамических систем [1,2]. В [3] 
предложен метод нелинейных наименьших квадратов, позволяющий получать 
сильно состоятельные оценки параметров авторегрессии при наличии помехи в 
выходном сигнале, его рекуррентная модификация приведена в [4]. В статье 
дано обобщение метода нелинейных наименьших квадратов на случай авторе-
грессии дробного порядка с помехой наблюдения. 
Постановка задачи. Рассмотрим линейную динамическую систему 
дробного порядка, описываемую следующими стохастическими уравнениями с 
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iz , iy -ненаблюдаемая и наблюдаемая выходные переменные; ix  наблюдаемая 
входная переменная; )2(i  – помеха наблюдения в выходном сигнале; 
Предположим, что выполняются следующие условия: 
1. Множество ~ , которому априорно принадлежат истинные значения 
параметров устойчивой динамической системы является компактом. 
2. Случайные процессы  )(ki , 2,1k  является мартингал-разностью и 
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