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Resumen
En este art´ıculo se presenta una introduccio´n a los algoritmos de satisfactibilidad.
Primero, se describe el procedimiento de Davis-Putnam, que constituye la base de la
mayor´ıa de algoritmos completos (por ejemplo: Satz, SATO, GRASP y Chaff). Despue´s,
se presentan las mejoras que pueden incorporarse al procedimiento de Davis-Putnam
para obtener un algoritmo competitivo: estructuras de datos optimizadas, heur´ısticas de
seleccio´n de variable, backtracking no cronolo´gico, aprendizaje de cla´usulas,
aleatorizacio´n y reinicios. Finalmente, se describen GSAT y WalkSAT, que son los
algoritmos incompletos de bu´squeda local ma´s utilizados.
1. Introduccio´n
La utilizacio´n de las fo´rmulas booleanas
proposicionales como un lenguaje de progra-
macio´n con restricciones para solucionar prob-
lemas NP-completos es una a´rea de investi-
gacio´n activa en Inteligencia Artificial. Este
me´todo gene´rico de resolucio´n de problemas
consiste en reducir un determinado problema
al problema de la satisfactibilidad de las fo´rmu-
las booleanas proposicionales (SAT), solucionar
la instancia obtenida con un algoritmo de sat-
isfactibilidad y, a partir de la solucio´n encon-
trada, generar una solucio´n para el problema
original.
Este nuevo enfoque de resolver problemas com-
binatorios ha demostrado ser muy competitivo
en campos tan diversos como verificacio´n de cir-
*Este trabajo ha sido financiado por el Ministerio de
Ciencia y Tecnolog´ıa, proyecto TIC2001-1577-C03-03.
cuitos [24, 32], cuadrados latinos [17], planifica-
cio´n [18] y scheduling [4]. Ello, a su vez, ha
supuesto un impulso para disen˜ar e implemen-
tar algoritmos altamente optimizados para re-
solver el problema SAT.
En este art´ıculo se presenta una introduccio´n a
los algoritmos de satisfactibilidad. Primero, se
describe el procedimiento de Davis-Putnam [7,
8], que constituye la base de la mayor´ıa de
algoritmos completos (por ejemplo: Satz [20],
SATO [34], GRASP [25] y Chaff [27]). Despue´s,
se presentan las mejoras que pueden incorpo-
rarse al procedimiento de Davis-Putnam para
obtener un algoritmo competitivo: estructuras
de datos optimizadas, heur´ısticas de seleccio´n
de variable, backtracking no cronolo´gico, apren-
dizaje de cla´usulas, aleatorizacio´n y reinicios.
Finalmente, se describen GSAT [31] y Walk-
SAT [29], que son los algoritmos incompletos
de bu´squeda local ma´s utilizados.
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A los lectores y a las lectoras que este´n in-
teresados en ampliar la informacio´n contenida
en este art´ıculo les remitimos a alguno de los
surveys que se han publicado en los u´ltimos
an˜os [14, 23, 36], y a dos art´ıculos que describen
algunos problemas abiertos en SAT [19, 30].
Para conocer los u´ltimos avances, les remitimos
a las actas del congreso anual sobre SAT (In-
ternational Conference on Theory and Applica-
tions of Satisfiability Testing), que se publican
en la serie Lecture Notes in Artificial Intelli-
gence de Springer. En las actas de congresos
y revistas generalistas de Inteligencia Artificial
tambie´n se pueden encontrar regularmente tra-
bajos sobre SAT.
El sitio web SATLIB [16]1 contiene enlaces
a pa´ginas relacionadas con SAT, bibliograf´ıa,
benchmarks y el co´digo fuente de varios algorit-
mos de satisfactibilidad que se han desarrollado
en los u´ltimos an˜os.
2. Preliminares
En esta seccio´n se define la sintaxis y la
sema´ntica de las fo´rmulas booleanas proposi-
cionales, y el problema SAT, que es el
primer problema que se demostro´ que era NP-
completo [6]. A continuacio´n, se muestra co´mo
se puede codificar el problema de coloracio´n de
grafos como una instancia de SAT. Finalmente,
al incluirse este art´ıculo en una monograf´ıa so-
bre programacio´n con restricciones, se define el
problema SAT como un problema de satisfac-
cio´n de restricciones.
Definicio´n 1 Sea Var = {x1, x2, . . . , xn} un
conjunto de variables proposicionales. Un literal
es una variable proposicional (literal con polar-
idad positiva) o una variable proposicional pre-
cedida de un s´ımbolo de negacio´n (literal con
polaridad negativa). El complemento L de un
literal L es ¬x si L = x y es x si L = ¬x.
Una cla´usula es una disyuncio´n de literales.
Una cla´usula es unitaria si contiene un u´nico
literal. Una fo´rmula en forma normal conjunti-
va es una conjuncio´n de cla´usulas.
En este art´ıculo, para referirse a una fo´rmula
en forma normal conjuntiva se utiliza tanto el
1www.satlib.org
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Figura 1: Ejemplo de grafo
te´rmino fo´rmula como el te´rmino base de datos
de cla´usulas. La cla´usula vac´ıa se representa
por ¤ y la fo´rmula vac´ıa por ∅.
Definicio´n 2 La longitud de una cla´usula es
el nu´mero total de literales que ocurren en la
cla´usula. La longitud de una fo´rmula es la suma
de las longitudes de sus cla´usulas.
Definicio´n 3 Una interpretacio´n es una fun-
cio´n del conjunto de variables proposicionales
Var al conjunto de valores de verdad; i.e.,
I : Var → {0, 1}. Una interpretacio´n I satis-
face un literal positivo x si I(x) = 1. Una
interpretacio´n I satisface un literal negativo
¬x si I(x) = 0. Una interpretacio´n satisface
una cla´usula si satisface al menos un literal de
la cla´usula. Una interpretacio´n satisface una
fo´rmula si satisface todas las cla´usulas que ocu-
rren en la fo´rmula.
Definicio´n 4 El problema SAT es el problema
de decidir si una fo´rmula es satisfactible.
Ejemplo 1 El problema de la k-coloracio´n de
un grafo consiste en decidir si los nodos del
grafo pueden colorearse empleando k colores de
manera que dos nodos adyacentes no tengan el
mismo color. La codificacio´n del problema de la
3-coloracio´n para el grafo de la figura 1 como
una instancia del problema SAT es la siguiente:
El conjunto de variables proposicionales es
{x11, x12, x13, x21, x22, x23, x31, x32, x33}.
Una variable xij se evalu´a a 1 si, y so´lo si,
el ve´rtice Xi tiene asignado el color j.
La instancia SAT esta´ formada por las
siguientes cla´usulas:
2
Un conjunto de cla´usulas que expresan que
cada ve´rtice tiene asignado un u´nico color.
Para ello, primero se an˜aden unas cla´usu-
las que expresan que cada ve´rtice tiene
asignado al menos un color:
x11 ∨ x12 ∨ x13
x21 ∨ x22 ∨ x23
x31 ∨ x32 ∨ x33
y, luego, se an˜aden unas cla´usulas que ex-
presan que cada ve´rtice tiene asignado a lo
sumo un color:
¬x11 ∨ ¬x12 ¬x21 ∨ ¬x22 ¬x31 ∨ ¬x32
¬x11 ∨ ¬x13 ¬x21 ∨ ¬x23 ¬x31 ∨ ¬x33
¬x12 ∨ ¬x13 ¬x22 ∨ ¬x23 ¬x32 ∨ ¬x33
Finalmente, se an˜ade otro conjunto de
cla´usulas que expresan que ve´rtices adya-
centes tienen asignados colores diferentes:
¬x11 ∨ ¬x21 ¬x12 ∨ ¬x22 ¬x13 ∨ ¬x23
¬x11 ∨ ¬x31 ¬x12 ∨ ¬x32 ¬x13 ∨ ¬x33
¬x21 ∨ ¬x31 ¬x22 ∨ ¬x32 ¬x23 ∨ ¬x33
Obse´rvese que, a partir de una interpretacio´n
que satisface la fo´rmula, se puede generar una
coloracio´n va´lida: si la variable xij tiene asigna-
do el valor 1, se asigna el color j al ve´rtice Xi.
El problema SAT puede definirse como un
CSP2 de la siguiente forma: cada variable
proposicional se considera una variable CSP
con dominio {0, 1}, y cada cla´usula se repre-
senta como una restriccio´n entre las variables
que aparecen en la cla´usula; las tuplas que
pertenecen a la restriccio´n corresponden a aque-
llas asignaciones de las variables que satisfacen
la cla´usula. Para conocer ma´s sobre la relacio´n
entre SAT y CSP, remitimos a [33].
2Un problema de satisfaccio´n de restricciones (CSP)
se define por una terna (X, D, R), donde X =
{X1, X2, . . . , Xn} es un conjunto finito de variables,
D = {D1, D2, . . . , Dn} es un conjunto finito de domi-
nios, y R = {R1, R2, . . . , Rr} es un conjunto finito de
restricciones. Cada variable Xi toma valores en su co-
rrespondiente dominio Di. Una restriccio´n entre un sub-
conjunto de variables {Xi1 , . . . , Xik} de X es un sub-
conjunto del producto cartesiano Di1 × · · · × Dik que
esta´ formado por las tuplas de valores que satisfacen la
restriccio´n.
3. Algoritmos de satis-
factibilidad
Los algoritmos de satisfactibilidad pueden di-
vidirse en dos clases: algoritmos completos y al-
goritmos incompletos. La mayor´ıa de algoritmos
completos esta´n basados en el procedimiento de
Davis-Putnam [7, 8], mientras que los algorit-
mos incompletos ma´s utilizados son algoritmos
de bu´squeda local.
Los algoritmos completos realizan una bu´sque-
da a trave´s del espacio de todas las posibles
interpretaciones para probar que la fo´rmula
es satisfactible (el algoritmo encuentra una in-
terpretacio´n que satisface la fo´rmula) o insa-
tisfactible (el algoritmo explora todo el espa-
cio de bu´squeda y no encuentra ninguna inter-
pretacio´n que satisface la fo´rmula).
Los algoritmos de bu´squeda local no explo-
ran, en general, todo el espacio de bu´squeda.
Normalmente, empiezan generando una inter-
pretacio´n, de forma aleatoria, e intentan en-
contrar alguna interpretacio´n que satisface la
fo´rmula cambiando, en cada paso del algorit-
mo, el valor que tiene asignado una variable
proposicional. Estos cambios se repiten hasta
que se encuentra una interpretacio´n que satis-
face la fo´rmula o hasta que se realiza un nu´mero
de cambios prefijado. Este proceso se repite has-
ta que se encuentra una solucio´n o hasta que se
realiza un cierto nu´mero de intentos. La princi-
pal diferencia entre los distintos algoritmos que
se han implementado radica en la forma de se-
leccionar la variable a la que se cambia el valor
de verdad.
Una dificultad que presentan los algoritmos de
bu´squeda local es que pueden quedar atrapados
en mı´nimos locales. Otra dificultad es que son
incompletos y no pueden probar que una fo´rmu-
la es insatisfactible: si encuentran una solucio´n,
la fo´rmula es satisfactible y el algoritmo termi-
na, pero si el algoritmo termina sin encontrar
una solucio´n, no se puede concluir si la fo´rmula
es satisfactible o insatisfactible.
La ventaja de los algoritmos incompletos es que
son capaces de resolver fo´rmulas satisfactibles
que no se pueden resolver por ninguno de los
algoritmos completos existentes. Por ejemplo,
para ratios de nu´mero de cla´usulas por nu´mero
de variables de 4,25, se pueden solucionar ins-
3
tancias del problema 3-SAT aleatorio3 que ten-
gan como ma´ximo 700 variables. Con el algorit-
mo cnfs [9], que es el algoritmo completo ma´s
eficiente para este tipo de instancias, se necesi-
tan 25 d´ıas de CPU para resolver una instan-
cia con 700 variables. Sin embargo, si se utiliza
el algoritmo de bu´squeda local WalkSAT [29],
son suficientes dos horas para solucionar instan-
cias con 100.000 variables. Recientemente, se ha
desarrollado un algoritmo incompleto (survey
propagation [5]), especialmente disen˜ado para
resolver este tipo de instancias y basado en
te´cnicas de F´ısica Estad´ıstica, que so´lo necesita
dos horas para resolver instancias satisfactibles
con un millo´n de variables.
3.1. Algoritmos completos
La mayor´ıa de algoritmos completos para SAT
esta´n basados en la versio´n del procedimien-
to de Davis-Putnam [8] que describieron Davis,
Logemann and Loveland en [7], y que se conoce
como procedimiento DPLL en la bibliograf´ıa.
Entre los algoritmos completos para SAT que
implementan el procedimiento DPLL esta´n
POSIT [10], Satz [20, 21], RelSat [3], Satz-
random [12], SATO [34], GRASP [25], cn-
fs [9], Chaff [27] y BerkMin [11]. Estos algo-
ritmos implementan el procedimiento DPLL e
incorporan mejoras tales como estructuras de
datos optimizadas para representar fo´rmulas,
heur´ısticas de seleccio´n de variable, backtrack-
ing no cronolo´gico, aprendizaje de cla´usulas,
aleatorizacio´n y reinicios.
3.1.1. El procedimiento DPLL
El procedimiento DPLL automatiza la apli-
cacio´n de la regla del literal unitario y la regla
de ramificacio´n.
Dada una fo´rmula Γ que contiene una cla´usula
unitaria cuyo u´nico literal es L, la regla del lite-
ral unitario (one-literal rule)4 elimina de Γ to-
3Dado un conjunto finito de variables proposicionales
Var = {x1, x2, . . . , xn}, cada cla´usula de una instancia
del problema 3-SAT aleatorio (Random 3-SAT) se gene-
ra independientemente de las dema´s y se forma eligien-
do uniformemente 3 literales, sin que haya dos iguales
o complementarios, del conjunto de 2n literales que se
pueden formar a partir de Var.
4Tambie´n se conoce como unit clause rule.
das las cla´usulas que contienen L y elimina, del
resto de cla´usulas, todas las ocurrencias de L.
Es decir, se fija el valor del literal L a 1, puesto
que si L se evaluase a 0, la fo´rmula ser´ıa insa-
tisfactible.
La aplicacio´n reiterada de la regla del literal
unitario a una fo´rmula hasta derivar la cla´usu-
la vac´ıa o alcanzar un estado de saturacio´n se
denomina propagacio´n unitaria (unit propaga-
tion).5 Al aplicar propagacio´n unitaria a una
fo´rmula Γ se obtiene una fo´rmula que es eq-
uisatisfactible con Γ, pero que es ma´s sencil-
la de resolver porque tiene menos variables. Si
se deriva la cla´usula vac´ıa, Γ es insatisfactible.
En este caso, se dice que se ha identificado un
conflicto. Si la propagacio´n unitaria elimina to-
das las cla´usulas, Γ es satisfactible. Si no se da
ninguno de estos dos casos, no se puede de-
cidir la satisfactibilidad de Γ. Obse´rvese que,
durante la aplicacio´n de la regla del literal uni-
tario, pueden derivarse nuevas cla´usulas uni-
tarias que ayudan a simplificar todav´ıa ma´s la
fo´rmula original Γ.
Dada una fo´rmula Γ que contiene al menos una
ocurrencia del literal L, la regla de ramificacio´n
(branching rule) reduce el problema de deter-
minar la satisfactibilidad de Γ al problema de
determinar si Γ∪ {L} es satisfactible o Γ∪ {L}
es satisfactible.
El procedimiento DPLL aplica la regla de ra-
mificacio´n a fo´rmulas que no contienen cla´usu-
las unitarias; es decir, a fo´rmulas que no
se pueden simplificar utilizando propagacio´n
unitaria. Puesto que la propagacio´n unitaria
preserva la satisfactibilidad, se puede reducir
el problema de determinar la satisfactibilidad
de Γ al problema de determinar si la fo´rmula
que se obtiene al aplicar propagacio´n unitaria a
Γ ∪ {L} es satisfactible o la fo´rmula que se ob-
tiene al aplicar propagacio´n unitaria a Γ∪{L} es
satisfactible. De esta forma, dividimos un pro-
blema de satisfactibilidad en dos subproblemas
ma´s sencillos de resolver.
El procedimiento DPLL empieza aplicando
propagacio´n unitaria a la fo´rmula de entrada. Si
no ha podido decidir su satisfactibilidad, apli-
ca la regla de ramificacio´n a la fo´rmula que ha
obtenido al aplicar propagacio´n unitaria y, a
continuacio´n, aplica propagacio´n unitaria a ca-
5Tambie´n se conoce como Boolean Constraint Prop-
agation (BCP).
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procedimiento DPLL
entrada: Γ
salida: verdadero si Γ es satisfactible,
falso en caso contrario
variable L: literal
Γ := propagacio´n-unitaria(Γ);
si Γ = ∅ entonces devolver verdadero;
si ¤ ∈ Γ entonces devolver falso;
L := selecciona-literal(Γ);
si DPLL(Γ ∪ {L}) entonces
devolver verdadero
sino
devolver DPLL(Γ ∪ {L});
procedimiento propagacio´n-unitaria
entrada: Γ
salida: Γ tras aplicar propagacio´n unitaria
variable L: literal
variable C: cla´usula
mientras ∃{L} ∈ Γ y ¤ 6∈ Γ hacer
Γ := {C |L 6∈ C ∈ Γ};
Γ := {C \ {L}|C ∈ Γ};
devolver Γ;
Figura 2: Procedimiento DPLL
da uno de los subproblemas generados. Estos
pasos se repiten hasta que se deriva la fo´rmu-
la vac´ıa en algu´n subproblema (entonces, la
fo´rmula de entrada es satisfactible) o hasta que
se ha derivado la cla´usula vac´ıa en todos los
subproblemas (entonces, la fo´rmula de entrada
es insatisfactible).
El pseudoco´digo del procedimiento DPLL se
muestra en la figura 2. Este procedimiento
puede verse como la construccio´n de un a´rbol de
prueba. Los nodos del a´rbol esta´n etiquetados
con fo´rmulas, siendo la fo´rmula de entrada la
etiqueta del nodo ra´ız. Cuando se aplica la regla
de ramificacio´n a un nodo, se generan dos des-
cendientes. Dado un nodo etiquetado con una
fo´rmula Γ, selecciona-literal selecciona un lite-
ral L de Γ utilizando algu´n tipo de heur´ıstica
de seleccio´n de variable, y los descendientes de
Γ son las fo´rmulas que se obtienen al aplicar
propagacio´n unitaria a Γ ∪ {L} y a Γ ∪ {L}.
Γ
{{¬x2, x3}, {¬x3, x4},
{x2,¬x4}, {x2, x3, x4},
{¬x2,¬x3,¬x4}}
Γ ∪ {x1}
¤
Γ ∪ {x2}
¤
Γ ∪ {¬x2}
¤
Γ ∪ {¬x1}
Figura 3: Un a´rbol de prueba DPLL para la
fo´rmula Γ del ejemplo 2
El a´rbol de prueba se crea utilizando la estrate-
gia de profundidad en prioridad, y el proce-
dimiento hace backtracking cuando se detecta
una cla´usula vac´ıa. La bu´squeda termina cuan-
do se deriva la fo´rmula vac´ıa (en este caso, la
fo´rmula de entrada es satisfactible) o cuando
al hacer backtracking se visita el nodo ra´ız (en
este caso, todas las hojas del a´rbol contienen la
cla´usula vac´ıa y la fo´rmula de entrada es insa-
tisfactible).
Ejemplo 2 Sea la fo´rmula insatisfactible:
Γ = {{¬x1,¬x2, x3}, {¬x1,¬x3, x4}, {x1, x5},
{x2,¬x4}, {x2, x3, x4}, {¬x2,¬x3,¬x4},
{x1,¬x5}}
La figura 3 muestra el a´rbol de prueba creado
por el procedimiento DPLL para Γ.
Una implementacio´n del procedimiento DPLL,
para ser competitiva, debera´ tener en cuenta
los siguientes aspectos: estructuras de datos,
heur´ısticas de seleccio´n de variable, aprendizaje
de cla´usulas dirigido por conflictos, bracktrack-
ing no cronolo´gico, reinicios y aleatorizacio´n.
Estructuras de datos
Las estructuras de datos que se utilizan para
representar fo´rmulas son decisivas para realizar,
eficientemente, las operaciones que constituyen
un algoritmo de satisfactibilidad. En particu-
lar, una eleccio´n adecuada de las estructuras
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de datos permite implementar la propagacio´n
unitaria con una complejidad lineal en el peor
de los casos. Hay que tener en cuenta que las
implementaciones existentes del procedimiento
DPLL consumen gran parte del tiempo de eje-
cucio´n aplicando propagacio´n unitaria. Segu´n
los autores de Chaff [27], representa ma´s del
90% del tiempo de CPU en la mayor´ıa de ins-
tancias.
A continuacio´n, se describen dos tipos de es-
tructuras de datos para algoritmos basados en
el procedimiento DPLL: estructuras de datos
basadas en contadores y estructuras de datos
perezosas (lazy). Para ambos tipos de estruc-
turas, se explica co´mo identificar eficientemente
cua´ndo una cla´usula se satisface o no se satis-
face para cierta interpretacio´n, as´ı como identi-
ficar cua´ndo una cla´usula es unitaria. Para am-
pliar la informacio´n sobre estructuras de datos
para algoritmos completos, remitimos a [22].
En las estructuras de datos basadas en conta-
dores, las cla´usulas se representan como listas
de literales y, para cada variable, se mantiene
una lista de todas las cla´usulas que contienen
alguna ocurrencia de dicha variable. Para saber
si una cla´usula se satisface, no se satisface o es
unitaria, se asocia, a cada cla´usula, un conta-
dor de literales que se satisfacen y un contador
de literales que no se satisfacen. Una cla´usula
no se satisface si el contador de literales que
no se satisfacen es igual al nu´mero de literales
de la cla´usula. Una cla´usula se satisface si el
contador de literales que se satisfacen es ma-
yor o igual que uno. La cla´usula es unitaria si
el contador de literales que no se satisfacen es
igual al nu´mero de literales de la cla´usula menos
uno y queda un literal sin asignar. Cuando una
cla´usula se declara unitaria, se recorre la lista
de sus literales para identificar el literal que to-
dav´ıa no tiene asignado ningu´n valor. Cuando
se detecta un conflicto y se hace backtracking,
se deben actualizar los contadores de todas las
cla´usulas en las que aparece alguna variable que
pasa de estar asignada a estar no asignada. Este
tipo de estructuras de datos son la base de las
que incorporan POSIT [10], Satz [20, 21], Rel-
Sat [3] y GRASP [25].
Las estructuras de datos basadas en contadores
presentan el inconveniente de que, cada vez que
se asigna o desasigna un valor a una variable,
hay que analizar todas las cla´usulas en las que
aparece dicha variable. Ello resulta particular-
mente costoso cuando se resuelven instancias
que tienen muchas ocurrencias de una misma
variable, y en algoritmos que aprenden cla´usu-
las cada vez que se detecta algu´n conflicto. En
este u´ltimo caso, el nu´mero de ocurrencias au-
menta a medida que avanza la bu´squeda.
Es suficiente que, cuando se asigna un valor a
una variable, se pueda identificar que´ cla´usulas
pasan a ser unitarias y que´ cla´usulas pasan a
no satisfacerse. Como veremos, este problema
se soluciona incorporando estructuras de datos
perezosas. Las estructuras de datos perezosas se
caracterizan por mantener, para cada variable,
una lista de un nu´mero reducido de cla´usulas
en las que aparece dicha variable. Estas estruc-
turas de datos se basan en la observacio´n de
que una cla´usula que tiene ma´s de un literal sin
asignar no puede ser declarada ni unitaria ni no
satisfecha.
SATO [34] fue el primer algoritmo de satis-
factibilidad con estructuras de datos perezosas.
A continuacio´n, se describen las estructuras de
datos de Chaff, conocidas como estructuras con
dos literales centinelas (2-literal watching). Son
una mejora de las estructuras de SATO que
tienen la ventaja de que hacer backtracking
tiene un coste constante.
En el esquema de 2 literales centinelas, cada
cla´usula tiene dos apuntadores a dos literales
de la cla´usula, que se les conoce como literales
centinela. No se impone ningu´n orden a la hora
de escoger los literales centinela, y cada apun-
tador puede moverse en cualquier direccio´n.
Inicialmente, las variables de los literales cen-
tinela no tienen asignado ningu´n valor. Adema´s,
cada variable x tiene una lista de apunta-
dores a las ocurrencias positivas de la variable
que son centinelas (positive-watched(x)) y una
lista de apuntadores a las ocurrencias negati-
vas de la variable que son centinelas (negative-
watched(x)).
Cuando se asigna el valor 1 a una variable x,
para cada ocurrencia de ¬x de la lista negative-
watched(x), el algoritmo busca un literal l en la
cla´usula que ocurre ¬x que no se evalu´e a 0. Du-
rante esta bu´squeda, pueden presentarse cuatro
casos:
1. Si existe un literal L que no es el otro literal
centinela, entonces se elimina de negative-
watched(x) el apuntador a ¬x y se an˜ade,
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en la lista de literales centinela de la varia-
ble de L, un apuntador a L. En este caso,
se dice que se ha movido el literal centinela.
2. Si el u´nico literal L que existe es el otro
literal centinela y su variable no tiene asig-
nado ningu´n valor, entonces tenemos una
cla´usula unitaria cuyo u´nico literal es el
otro literal centinela.
3. Si el u´nico literal L que existe es el otro
literal centinela y se evalu´a a 1, entonces
no se hace nada.
4. Si todos los literales de la cla´usula se
evalu´an a 0 y no existe ningu´n literal L,
la cla´usula es una cla´usula vac´ıa.
Cuando el algoritmo hace backtracking, el coste
de deshacer la asignacio´n de un valor a una va-
riable es constante. Ello es debido a que los dos
literales centinelas son los u´ltimos a cuyas varia-
bles se les ha asignado un valor que ha llevado
a que estos literales se evalu´en a 0. Por tanto,
al hacer backtracking, no hay que modificar los
apuntadores de estos literales porque se evalu´an
a 1 o no tienen asignado ningu´n valor.
Heur´ısticas de seleccio´n de variable
La heur´ıstica utilizada para seleccionar la va-
riable que interviene en la regla de ramificacio´n
es otro aspecto decisivo para desarrollar al-
goritmos de satisfactibilidad competitivos. El
taman˜o del a´rbol de prueba generado, as´ı co-
mo el tiempo de resolucio´n, son muy sensibles
a esta heur´ıstica.
Una buena heur´ıstica de seleccio´n de variable
debe mostrar un compromiso entre la habilidad
que tiene de reducir el espacio de bu´squeda y el
coste computacional de calcularla.
Una heur´ıstica sencilla y bastante eficiente es
MOMS.6 MOMS escoge una variable entre
aquellas que ma´s aparecen en cla´usulas de lon-
gitud mı´nima. Intuitivamente, estas variables
permiten generar ma´s cla´usulas unitarias du-
rante la aplicacio´n de la propagacio´n unitaria.
Cuantas ma´s cla´usulas unitarias se generan,
ma´s se simplifica la fo´rmula y aumenta la prob-
abilidad de detectar antes un conflicto o de
derivar la fo´rmula vac´ıa.
6El acro´nimo MOMS viene de Most Often in Mini-
mal Size clauses.
Otra heur´ıstica es UP.7 UP explota la poten-
cia de la propagacio´n unitaria ma´s que MOMS.
Para cada variable proposicional x que ocurre
en un fo´rmula Γ, UP aplica propagacio´n uni-
taria a Γ ∪ {x} y a Γ ∪ {¬x}, y asigna un pe-
so a la variable x en funcio´n de los resulta-
dos obtenidos al aplicar propagacio´n unitaria;
por ejemplo, considera como peso el nu´mero de
cla´usulas unitarias generadas. Como efecto se-
cundario, UP permite detectar literales fallidos
(failed literals): si al aplicar propagacio´n uni-
taria a Γ ∪ {x} ( Γ ∪ {¬x}) se detecta un con-
flicto, se fija el valor de x a 0 (1). Esta heur´ıstica
suele generar a´rboles de prueba ma´s pequen˜os
que MOMS pero es ma´s costosa de calcular.
Satz incorpora una heur´ıstica bastante sofistica-
da, que ha dado muy buenos resultados, en la
que se combinan las ventajas de MOMS y UP.
Satz aplica UP a un cierto nu´mero de variables
que ocurren en cla´usulas binarias. Para selec-
cionar las variables a las que aplica UP, utiliza
un predicado, llamado PROPz, que se define de
la siguiente forma:
Definicio´n 5 Sea Γ una formula; sea
PROP (x, i) un predicado binario que es
verdadero si, y so´lo si, la variable proposi-
cional x ocurre tanto negada como sin negar
en cla´usulas binarias de Γ, y hay al menos
i ocurrencias de x en cla´usulas binarias
de Γ; y sea T un entero. PROPz(x) se
define como el primero de los predicados
PROP (x, 4), PROP (x, 3), verdadero (en este
orden) cuya sema´ntica denotacional contiene
ma´s de un nu´mero fijo de variables T . El valor
de T en Satz es 10.
La figura 4 muestra el pseudoco´digo de la
heur´ıstica de seleccio´n de variable de Satz. Des-
pue´s de aplicar propagacio´n unitaria a un cier-
to nu´mero de variables y detectar literales fa-
llidos, la heur´ıstica asigna un peso a cada li-
teral teniendo en cuenta el nu´mero de cla´usu-
las de longitud mı´nima que se han generado.
La funcio´n H(x), que fue primero incorpora-
da en POSIT [10], se utiliza para conseguir un
buen equilibrio entre pesos de literales positivos
y negativos.
La aparicio´n de Chaff [27] supuso un nuevo en-
foque en el disen˜o de heur´ısticas de seleccio´n de
7UP es el acro´nimo de Unit Propagation.
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para cada variable no asignada x tal que PROPz(x) es verdadero hacer
(sean Γ′ y Γ′′ dos copias de la fo´rmula Γ que estamos considerando)
Γ′ := propagacio´n-unitaria(Γ′ ∪ {x});
Γ′′ := propagacio´n-unitaria(Γ′′ ∪ {¬x});
si ¤ ∈ Γ′ y ¤ ∈ Γ′′ entonces devolver ”Γ es insatisfactible”;
si ¤ ∈ Γ′ entonces
x:=0; Γ := Γ′′;
sino si ¤ ∈ Γ′′ entonces
x:=1, Γ := Γ′
si ¤ 6∈ Γ′ y ¤ 6∈ Γ′′ entonces
(sea L un literal, y w(L) el peso de L)
w(x) := nu´mero de cla´usulas de longitud mı´nima de Γ′ que no aparecen en Γ;
w(¬x) := nu´mero de cla´usulas de longitud mı´nima de Γ′′ que no aparecen en Γ;
para cada variable no asignada x hacer
H(x) := w(x) ∗ w(¬x) ∗ 1024 + w(x) + w(¬x);
seleccionar una variable x cuyo valor de H(x) sea ma´ximo;
Figura 4: Heur´ıstica de seleccio´n de variable de Satz
variable para algoritmos de satisfactibilidad. La
motivacio´n de los autores de Chaff era desarro-
llar una heur´ıstica que fuese ra´pida e indepen-
diente del estado de la variable, puesto que las
heur´ısticas que se han descrito antes resultan
poco eficientes para fo´rmulas que contienen un
gran nu´mero de cla´usulas.
La heur´ıstica de Chaff es VSIDS8 y se define de
la siguiente forma [27]:
1. Cada variable tiene un contador para cada
polaridad, el cual esta´ inicialmente a 0.
2. Cuando se an˜ade una cla´usula a la base de
datos de cla´usulas, se incrementa el conta-
dor asociado con cada uno de los literales
de la cla´usula. Hay que tener en cuenta que
se an˜aden cla´usulas tanto al principio como
durante la ejecucio´n (las que se aprenden
al analizar conflictos).
3. Se escoge la variable (no asignada) y po-
laridad con mayor contador.
4. Los empates se resuelven aleatoriamente,
aunque este punto es configurable.
5. Perio´dicamente, todos los contadores se
dividen por una constante. Por defecto, es-
ta constante es 2.
8VSIDS es el acro´nimo de Variable State Indepen-
dent Decaying Sum.
La idea es escoger un literal que aparezca mucho
en cla´usulas que se han an˜adido recientemente
como consecuencia del ana´lisis de conflictos.
En programacio´n con restricciones, donde la
cardinalidad del dominio de las variables es ma-
yor o igual que dos, las heur´ısticas, general-
mente, priorizan la seleccio´n de variables cuyo
dominio es mı´nimo. En cambio, en SAT, puesto
que todas las variables son booleanas, tales
heur´ısticas no parecen, a priori, ventajosas. Sin
embargo, en [1, 2], se muestra co´mo identificar
conjuntos de variables booleanas que represen-
tan una variable CSP, co´mo identificar su do-
minio y, finalmente, co´mo incorporar heur´ısti-
cas de CSPs en SAT que mejoran notablemente
el rendimiento de los algoritmos de satisfactibil-
idad Satz y Chaff.
Aprendizaje de cla´usulas y backtracking
no cronolo´gico
Cuando se detecta un conflicto, el procedi-
miento DPLL hace backtracking y reinicia la
bu´squeda en la primera rama que encuentra
que no ha sido todav´ıa explorada; a este tipo
de backtracking se le denomina backtracking
cronolo´gico.
Los algoritmos de satisfactibilidad ma´s mo-
dernos (por ejemplo: RelSat [3], SATO [34],
GRASP [25], Chaff [27] y BerkMin [11]) incor-
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poran un procedimiento de ana´lisis de conflictos
que se ejecuta cada vez que se detecta un con-
flicto. Este procedimiento encuentra la razo´n
que provoco´ el conflicto, y lo intenta resolver
informando al algoritmo de satisfactibilidad de
que no hay solucio´n en cierta parte del espa-
cio de bu´squeda e indica´ndole do´nde debe con-
tinuar explorando. Normalmente, el algoritmo
continu´a la bu´squeda en un nodo anterior al no-
do que regresar´ıa con backtracking cronolo´gico,
podando de esta forma una parte del espacio de
bu´squeda en la que no hay ninguna solucio´n.
La razo´n que provoco´ el conflicto se representa
mediante cla´usulas, que se an˜aden a la base de
datos de cla´usulas original. Estas cla´usulas que
se aprenden del ana´lisis de conflictos son redun-
dantes, pero evitan que se repita un conflicto
por la misma razo´n que provoco´ un conflicto
anterior. Sin ellas, se tardar´ıa ma´s en detectar
conflictos en partes del espacio de bu´squeda que
todav´ıa no han sido exploradas.
Para ampliar la informacio´n sobre backtrack-
ing no cronolo´gico y aprendizaje de cla´usulas
dirigido por conflictos, remitimos a [25, 35, 36].
Reinicios y aleatorizacio´n
El tiempo de CPU que se necesita para resolver
instancias similares con algoritmos completos, a
menudo, var´ıa mucho. Por ejemplo, dos instan-
cias que so´lo se diferencian en el orden de las va-
riables pueden tardar tiempos muy diferentes;
una puede resolverse en segundos mientras que
la otra puede tardar varios d´ıas. Este compor-
tamiento ha sido estudiado en [13], donde se
propuso el uso de reinicios aleatorios para mi-
tigarlo. De forma intuitiva, una mala eleccio´n
al inicio de la bu´squeda puede llevar a explo-
rar partes muy grandes del espacio de bu´squeda
en las que no existe solucio´n. Para evitar estas
situaciones, lo mejor es reiniciar la bu´squeda
cada cierto tiempo y dirigirla en otra direccio´n.
Una manera de cambiar el rumbo de la bu´sque-
da es introducir aleatorizacio´n en la heur´ıstica
de seleccio´n de variable. De esta forma, cuan-
do se reinicia la bu´squeda, se exploran nuevas
partes del espacio de bu´squeda.
En los algoritmos que incorporan aprendizaje,
las cla´usulas que se han aprendido permanecen
en la base de datos de cla´usulas cuando se reini-
cia la bu´squeda. En este caso, la situacio´n de
partida var´ıa en cada reinicio.
3.2. Algoritmos incompletos
En esta seccio´n se describen GSAT [31] y Walk-
SAT [26, 29], que son procedimientos incomple-
tos de bu´squeda local ampliamente utilizados
por la comunidad de Inteligencia Artificial.
Las aproximaciones para resolver SAT basadas
en algoritmos gene´ticos o redes neuronales no
han demostrado ser, de momento, competitivas
frente a GSAT y WalkSAT. El u´nico me´todo in-
completo que ha superado GSAT yWalkSAT es
survey propagation [5]. El inconveniente de sur-
vey propagation es que so´lo sirve para resolver
instancias del problema 3-SAT aleatorio. Para
un ana´lisis comparativo del comportamiento de
GSAT y WalkSAT en una amplia coleccio´n de
benchmarks, remitimos a [15].
3.2.1. Procedimiento GSAT
El procedimiento GSAT parte de una inter-
pretacio´n generada aleatoriamente, y la intenta
mejorar incrementalmente buscando una mejor
dentro de una vecindad. La vecindad la forman
todas las interpretaciones que difieren de la ac-
tual en el valor que toma una variable.
En cada iteracio´n, se cambia el valor de una
de las variables de la interpretacio´n actual y
as´ı se obtiene una nueva interpretacio´n. La va-
riable que se cambia es una de las que da el
mayor decremento posible en el nu´mero total de
cla´usulas no satisfechas. Cada un cierto nu´mero
prefijado de iteraciones (MAX CAMBIOS), se
reinicia la bu´squeda para escapar de mı´nimos
locales. Este proceso se repite un nu´mero pre-
fijado de veces (MAX INTENTOS). El pseu-
doco´digo de GSAT se muestra en la figura 5.
El rendimiento de GSAT puede mejorarse con-
siderablemente incorporando bu´squeda tabu´,
para evitar visitar interpretaciones ya explo-
radas, y random walks, para escapar de mı´ni-
mos locales [28].
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procedimiento GSAT
entrada: Γ, MAX INTENTOS y MAX CAMBIOS
salida: una interpretacio´n que satisface Γ, si la encuentra
variable i, j: entero
variable S: lista
variable x: variable
variable I: interpretacio´n
para i := 1 hasta MAX INTENTOS hacer
I := una interpretacio´n para Γ generada aleatoriamente;
para j := 1 hasta MAX CAMBIOS hacer
si I satisface Γ entonces
devolver I;
sino
S := conjunto de variables proposicionales tales que
si se cambia el valor que les asigna I se obtiene
el mayor decremento posible en el nu´mero total
de cla´usulas no satisfechas;
x := una variable de S;
I := I con la asignacio´n a x cambiada;
devolver “no se ha encontrado una interpretacio´n que satisfaga Γ”;
Figura 5: Procedimiento GSAT
procedimiento WalkSAT
entrada: Γ, MAX INTENTOS, MAX CAMBIOS y ω
salida: una interpretacio´n que satisface Γ, si la encuentra
variable i, j, u: entero
variable S: lista
variable x: variable
variable C: cla´usula
variable I: interpretacio´n
para i := 1 hasta MAX INTENTOS hacer
I := una interpretacio´n para Γ generada aleatoriamente;
para j := 1 hasta MAX CAMBIOS hacer
si I satisface Γ entonces
devolver I;
sino
C:= una cla´usula de Γ no satisfecha por I;
S := conjunto de variables proposicionales que aparecen en C;
u := min ( {rotas(x,Γ, I) | x ∈ S} );
si (u = 0) entonces
x := una variable de S tal que rotas(x,Γ, I) = 0;
si (u > 0) entonces
con probabilidad ω :
x := una variable de S;
con probabilidad 1− ω :
x := una variable de S tal que rotas(x,Γ, I) = u;
I := I con la asignacio´n a x cambiada;
devolver “no se ha encontrado una interpretacio´n que satisfaga Γ”;
Figura 6: Procedimiento WalkSAT
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3.2.2. Procedimiento WalkSAT
El procedimiento WalkSAT tambie´n parte de
una interpretacio´n generada aleatoriamente y
la intenta mejorar incrementalmente, pero sigue
otro criterio a la hora de seleccionar la variable
a la que se le cambia el valor en cada iteracio´n.
En WalkSAT, se selecciona una cla´usula C que
no esta´ satisfecha por la interpretacio´n actual y,
luego, se cambia el valor de una de las variables
de C para obtener una nueva interpretacio´n. Si
hay variables de C que no rompen cla´usulas al
cambiar su valor (es decir, que no provocan que
cla´usulas que antes se satisfac´ıan ahora no se
satisfacen), se cambia el valor de una de estas
variables. Si todas las variables de C rompen
cla´usulas al cambiar su valor, entonces (i) con
probabilidad ω (ω ∈ [0, 1]), se cambia el valor de
una variable de C y (ii) con probabilidad 1−ω,
se cambia el valor de una de las variables que
rompen menos cla´usulas. Como en GSAT, tene-
mos un nu´mero prefijado de cambios e intentos.
El pseudoco´digo de WalkSAT se muestra en la
figura 6. La funcio´n rotas(x,Γ, I) devuelve el
nu´mero de cla´usulas de Γ satisfechas por I que
no se satisfacen si se cambia la asignacio´n a la
variable x.
En general, WalkSAT es superior a GSAT. El
esquema ba´sico de WalkSAT puede mejorarse
introduciendo otras heur´ısticas de seleccio´n de
variable ma´s sofisticadas tales como Novelty y
R-Novelty [26].
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