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Recently in the Journal of Computational and Applied Mathematics the paper by Lupu and
Scheiber [5] has appeared. The main results of this paper are as follows:
• Formulation of the problem on 3nding the shape of a plate of a given wetted arc length that has
the maximum drag in Helmholtz 7ow. The shape can be interpreted to that of an ideal optimal
parachute.
• Method of solving, that consists in reduction of the problem to maximizing a nonlinear functional
with further 3nding the maximum by means of nontrivial application of Jensen’s inequality.
• Finding analytically the maximum drag coe;cient Cx(max) = 8=(e), (e is the base of natural
logarithms), and the shape that realizes the maximum drag.
It is to be noted that all these results can be found in the 3rst section of the monograph by
Maklakov [7] published in Moscow in 1997. The only di@erence is that Lupu and Scheiber [5]
have made use of another canonical domain: a semi-plane instead of a semi-circle. But in the
free-streamline theory the change of the parametric domain means a simple change of variables.
This change is de3ned by the conformal mapping of one parametric domain onto another and is
known in advance. In the case of the optimal parachute problem this gives
cos  =
√
+ 1
2
; (1)
where  is the variable by Maklakov,  is the variable by Lupu and Scheiber.
Taking into account the simple transformation (1) for any important formula in [5] one can
easily 3nd an analogous formula in the 3rst section of the book [7]. In the Table 1 below, this
correspondence of formulae is given (the main results in [5] start from Section 3).
Lupu and Scheiber did not even change the notation for the important function T (	), which allows
the representation of the 3nal results to be made in a short and explicit form. This function has
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Table 1
Lupu and Scheiber [5] Maklakov [7] Lupu and Scheiber [5] Maklakov [7]
(15) (1.11), (1.12) (24) (1.26)–(1.29)
(16) (1.12) (25) (1.23), (1.24)
(17) the 3rst above (1.13) (26) the 3rst above (1.34)
(18) (1.13) (27) (1.35)
(19) (1.14) (28) (1.38)
(20) (1.15), the 3rst after (1.15) Cx(max) = 8=(e) (1.18)
(21) The second after (1.15) Fig. 3 Fig. 4
(22) (1.17), (1.19) Table 1 Table 1
(23) (1.25), and after (1.25) End of the paper End of Section 1
been introduced 3rst in the paper by Maklakov and Uglov [9], where a more general problem on
the optimal parachute shape has been solved and where on the 3rst page one can see the main result
of [5]
Cx(max) =
8
e
:
All the coincidences mentioned above can be certainly explained by parallel investigations, but
Lupu and Scheiber have referenced to the monograph [7] six times in [5]. From 3ve references it
is not possible to understand at all what was really made in [7], but one is a bit more clear. On
p. 284, line 9 from below they wrote: “The result (they mean Cx(max) = 8=(e)) is in agreement
with that obtained in [10] (the monograph is cited in [5] as [10]), who used a similar method but
for Levi–Civita half-circle”.
In fact, this is absolutely the same method, and in solving absolutely the same problem it would
be very surprising if the result would not be absolutely the same.
In these remarks, we would like to present our interpretation of the application of Jensen’s in-
equality method for solving the optimal parachute problem.
Let us assume that we need to maximize the nonlinear functional
J (t) =
(∫ 1
−1(t()=
√
1 + ) d
)2
∫ 1
−1 e
t() d
(2)
with respect to the function t(), t ∈ [−1; 1]. (For convenience of readers we will use here the same
notation as in Lupu and Scheiber [5]). We proceed as follows:
Step 1: The standard technique of the variational calculus gives the answer immediately:
t() = 1− ln
√
1 + 
2
: (3)
After that we need to prove that (3) gives really the maximum of (2). To do so, it would be good,
if functional (2) was convex, but all the attempts to prove its convexity were unsuccessive. In fact
functional (2) is not convex, and later we shall show this strictly.
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Step 2: We make the change of the function to be found
t() = G()− ln
√
1 + 
2
: (4)
Stress the attention to the fact that on the right-hand side of (4) we already have the structure of
the solution and know in advance that G() = const = 1.
Step 3: The functional (2) in terms of G() takes the form
J (G) =
(∫ 1
−1(G()=
√
1 + ) d+ 2
√
2
)2
√
2
∫ 1
−1 e
G() d=
√
1 + 
: (5)
Now we apply Jensen’s inequality to the denominator to obtain
J (G)6
2(U + 1)2
eU
= H (U ); U =
√
2
4
∫ 1
−1
G()√
1 + 
d: (6)
Step 4: On the right-hand side of (6) we have a function of one variable H (U ). Since for
G() = const Jensen’s inequality degenerates to an equality, and since (
√
2=4)
∫ 1
−1 d=
√
1 +  = 1,
we conclude that for the family of functions
t() = U − ln
√
1 + 
2
; U = const (7)
the values of the initial functional (2) coincide with those of the majorant H (U ). This allows us to
reduce maximization of the nonlinear, nonconvex functional to maximization of the function H (U )
of one variable.
The change (4) of the function to be found is very important, without it the application of Jensen’s
inequality leads to nothing. If we remove Step 1 from this reasoning, Steps 2–4 still work, only
all reasoning now appear rather enigmatical, especially Step 2. Indeed, the functional after the step
seems more complex, than it was initially. Namely in this manner (without Step 1) the results have
been presented in the monograph [7]. The full repetition can be found in [5], but only Lupu and
Scheiber do not suspect that the investigated functional is not convex. This leads them to a very
unpleasant error.
Indeed, the graph of the function H (U ) is given in Fig. 1. As one can see this function has two
points of in7ection and from here and (7) it follows immediately that functional (2) is not convex.
Moreover, the maximum of this function is
lim
U→−∞
2(U + 1)2
eU
=+∞: (8)
What is the matter? The problem has no solution? The matter is that Lupu and Scheiber removed from
the formulation of the book [7] (without understanding the consequences) an important restriction,
that the upper and lower jets do not intersect each other. This restriction excludes the nonphysical
7ows and allows us to show that U¿ − 1. So, in the book [7] it was proved that the obtained
solution provides a global maximum, but in paper [5] it is proved nothing by virtue of (8).
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Fig. 1.
The above technique of Jensen’s inequality can be applied to a very narrow class of functionals
and there exists a very small quantity of physical problems, where the functionals of this type appear.
Four such problems have been found by Maklakov
• a problem on the jet de7ector of the best shape [6],
• an optimal parachute problem for the Helmholtz 7ow [7],
• an optimal parachute problem for the 7ow with a wake [9],
• an optimal problem for a planing surface [8].
So far Lupu and Scheiber rewrote the 3rst two. The 3rst has been published by them in [4] and
cited in the paper [5] as [3].
Several words about the computation of the optimum shape made in the paper [5] are to be
mentioned. It is evident that if someone starts to compute he must compute to the end, overcoming
the di;culties that he meets in the calculations. But it is not a way of Lupu and Scheiber. Indeed,
for the optimum curve the parameter  changes in the range (−1; 1). In Table 1 Lupu and Scheiber
change  in the range (−1; 0:8). And what happens with the remainder 0:86 6 1? On this segment
we will have two di;culties:
• the series for the function T (	) converges very slowly, because 	 is close to unity;
• the integrals (28) start to oscillate.
Lupu and Scheiber simply removed this di;cult segment. As a result they have lost more than a
third part of the optimum plate shape in the x-direction. In Fig. 2 a correct full graph is shown for
the optimum plate and really made a comparison (−0:0914¡x¡− 0:059 is just the lost part).
In the book [7], the 3rst di;culty has been overcome by means of very e@ective formulae for the
function T (	) that allow one to compute it very accurately for any 	 (see [7,9]). The second one
has been overcome by a very small step of integration at the end of the optimum curve.
Some notes about the results obtained in Sections 1 and 2 of the paper [5] as given below. In
Section 1 Lupu and Sheiber formulate two theorems. These theorems for the studied two-dimensional
case are trivial, they follow immediately from Riemann’s theorem on conformal mappings. In Section
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Fig. 2. The shape of the optimum plate: solid line—Maklakov [7], squares—Lupu and Scheiber [5].
2, they rededuced a well-known Levi–Chivita formula for the drag force in the Helmholtz 7ow. The
deducing can be found in all monographs on the free-streamline theory (see, for example, [1–3])
and the use of the semi-plane again changes nothing in the situation.
Obtaining the integral equations for direct and indirect problems in Section 2 is the only result of
their work, it means the work that remains if we remove from the paper rededucing Levi–Chivita’s
formula, rededucing Helmholtz’s formula for the 7at plate, and the results of [7]. The scienti3c
value of these equations is almost zero; they have been obtained in di@erent manners so much
times, as direct or indirect problems have been investigated. But previous authors (Levi–Chivita,
Villat, Nekrasov, Brodetsky, Leray, Jacob, Birkho@ and Zarontonello, and many others) tried to
make something with these equations: to prove the solvability, to develop a numerical approach. To
the surprise of any reader Lupu and Scheiber do nothing with them in the paper.
The conclusion that we make at the end of these remarks is clear: the paper [5] does not contain
any new results, this is a plagiary work.
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