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Resumen 
 
En este proyecto se pretende mejorar el rendimiento de algoritmos de iluminación avanzada                         
como ​raytracing ​o ​photon mapping aplicado sobre ciudades y entornos urbanos, aprovechando al                         
máximo las características de dichos entornos. Para poder trabajar de forma rápida e inmediata,                           
se buscó un ​framework ​que trabajase sobre GPU y con buen soporte, como es Nvidia Optix. Los                                 
puntos clave del proyecto han sido el aprendizaje del funcionamiento de este tipo de algoritmos y                               
la base matemática sobre las que se sustentan, así como el desarrollo y optimización de técnicas                               
que ayuden a explotar las características de los modelos urbanos, como las grandes caras alisadas                             
de los edificios y la simetría de los triángulos, los límites marcados por el suelo, etc. Los                                 
lenguajes de programación empleados han sido C++ y CUDA C. 
 
Resum 
 
En aquest projecte es pretén millorar el rendiment d'algoritmes d'il∙luminació avançada com                       
raytracing ​o ​photon mapping aplicat sobre ciutats i entorns urbans, aprofitant al màxim les                           
característiques d'aquests entorns. Per poder treballar de forma ràpida i immediata, es va buscar                           
un framework que treballés sobre GPU i amb bon suport com és Nvidia Optix. Els punts clau del                                   
projecte han estat l'aprenentatge del funcionament d'aquest tipus d'algoritmes així com la base                         
matemàtica sobre les que se sustenten, així com el desenvolupament i optimització de tècniques                           
que ajudin a explotar les característiques dels models urbans, com són les grans cares allisades                             
dels edificis i la simetria dels triangles, els limits del sòl etc. Els llenguatges de programació                               
emprats han estat C++ i CUDA C. 
 
Abstract 
 
This project aims to improve the performance of advanced lighting algorithms such as raytracing                           
or photon mapping applied to cities and urban environments, taking advantage of the                         
characteristics of those environments. In order to work quickly and immediately, a framework                         
that could work on GPU and with good support, as Nvidia Optix. The key points of the project                                   
have been learning how these algorithms work and their mathematical basis, and the                         
development and optimization of techniques to help to exploit the urban models characteristics:                         
as the large smoothed faces of buildings and the symmetry of the triangles, the limits of the floor,                                   
etc. The programming languages used were C++ and CUDA C. 
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Abreviaciones 
 
 
 
CPU: ​Central Processing Unit 
GPU: ​Graphics Processing Unit 
CUDA: ​Compute Unified Device Architecture 
PTX: ​Parallel Thread Execution 
BVH: ​Bounding Volume Hierarchy 
API: ​Application Programming Interface 
FTP:​ File Tansfer Protocol 
REYES: ​Renders Everything You Ever Saw 
XP: ​eXtremme Programming 
RAM:​ Random Access Memory 
DDR: ​Double Data Rate 
POV­Ray: ​Persistence of Vision Raytracer 
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Glosario de términos 
 
 
Renderizado o ​rendering​: proceso de generar una imagen o vídeo mediante el                       
cálculo de iluminación GI partiendo de un modelo en 3D. 
 
Buffer de salida o ​frame buffer​: porción de la memoria RAM la cual contiene un                             
mapa de bits que representan la imagen y que será enviado al dispositivo de vídeo.  
 
Viewport​: región de la pantalla donde van a ser mostrados los polígonos. Su                         
posición virtual coincide con el plano de clipping (plano delimitante). 
 
Bounding volume hierarchy​: estructura con forma de árbol la cual contiene objetos                       
geométricos. Cada hoja es un objeto individual y se ordena según la cercanía de                           
éstos. Es utilizada como estructura de aceleración para buscar intersecciones                   
rayo­geometría. 
 
Kd­tree​: estructura en forma de árbol que particiona el espacio en diferentes                       
dimensiones. Es utilizada como estructura de aceleración para buscar intersecciones                   
rayo­geometría. 
 
Controlador o ​driver​: software que permite al sistema comunicarse con                   
dispositivos hardware. 
 
Pipeline​: cadena de elementos en serie encargados de procesar datos. 
 
just­in­time compilation​: compilación que se realiza mientras se ejecuta el                   
programa, normalmente compila un código intermedio, un código de bytes y no                       
ficheros de texto. Este tipo de lenguajes favorecen la portabilidad. 
 
Quad​: primitiva con cuatro vértices coplanares. Es un rectángulo. 
 
Bounding box​: caja de mínimo volumen que contiene geometría en su interior 
 
z­buffer​: buffer que almacena en cada píxel la profundidad o lejanía de la                         
geometría intersecada. 
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1. Formulación 
 
El objetivo de este proyecto es el diseño, implementación y evaluación de diferentes técnicas de                             
optimización que puedan ser aplicadas sobre algoritmos de visualización fotorrealista (por                     
ejemplo ​photon mapping​), de escenas urbanas y sobre la plataforma OptiX de Nvidia. Estas                           
técnicas serán construidas con la idea de obtener tiempos entre fotogramas que permitan mejorar                           
la interacción con la escena. 
 
OptiX es una API (​Application Programming Interface​) basada en CUDA (​Compute Unified                       
Device Architecture​) orientada al trazado de rayos, la cual aprovecha la gran cantidad de núcleos                             
de las tarjetas gráficas y la alta paralelización del trazado, pues existe independencia entre cada                             
rayo. Dadas estas características, dichas técnicas de optimización harán un uso intensivo de                         
estructuras de aceleración, lanzamiento de rayos y cálculos trigonométricos. 
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2. Contexto 
 
2.1 Introducción 
Raytracing es un algoritmo de renderización, el cual simula el comportamiento del camino de la                             
luz y sus efectos sobre los diferentes tipos de superficie, dando lugar a una imagen visualmente                               
fotorrealista. 
 
Dado que como algoritmo es más complejo que la técnica estándar de renderizado, la                           
rasterización, requiere de un tiempo de cómputo muy superior, llegando a necesitar un tiempo                           
exponencialmente mayor dependiendo de la carga poligonal de la escena, la resolución y el                           
comportamiento más o menos fidedigno de los rayos. Ello da lugar a tiempos entre fotogramas                             
del orden de minutos hasta horas para escenas que buscan un realismo visual acentuado. [1. 2.] 
 
Para conseguir cierta interacción con una escena es necesario disponer de una tasa mínima de                             
fotogramas, de entre 10 y 12 por segundo. En el caso de obtener una tasa inferior, el cerebro                                   
interpreta la escena y las animaciones que en ella aparecen como imágenes individuales. Es por                             
ello que resulta necesario que el trazado de rayos de cada fotograma se realice en el menor                                 
tiempo posible para poder conseguir una interacción que se parezca realista más allá de la                             
calidad de la imagen resultante. [3.] 
 
Para ello resultan necesarias técnicas que puedan sacar partido al entorno logrando de esta                           
manera la reducción de ciclos de reloj requeridos para cualquier cómputo, así como también un                             
mayor aprovechamiento del hardware disponible. 
 
Nvidia OptiX es una API orientada al trazado de rayos de propósito general, la cual puede ser                                 
utilizada para renderizar, detectar colisiones o realizar consultas desde una inteligencia artificial. 
 
Dicha API tiene como objetivo sacar todo el rendimiento posible a la tarjeta gráfica de un PC a la                                     
hora de lanzar los rayos, puesto que el proceso es altamente paralelizable y la cantidad de                               
núcleos que las tarjetas gráficas actuales oscila entre los mil y los cuatro mil. Ello supone un gran                                   
aumento de rendimiento, siempre y cuando el código ejecutado esté lo suficientemente bien                         
optimizado para aprovechar estas características. [4.] 
 
Dado que OptiX es ejecutado tanto en el procesador principal como en los núcleos CUDA de la                                 
tarjeta de vídeo, se requieren diferentes lenguajes a la hora de programar. Para la parte anfitrión,                               
es decir la CPU (​Central Processing Unit​), se requiere C o bien un envoltorio C++ (éste es el                                   
elegido para el proyecto) y para la parte del dispositivo o GPU (​Graphics Processing Unit​),                             
CUDA C. Ésta es una variante de C, preparada para un compilado intermedio que resulta en un                                 
fichero PTX (​Parallel Thread Execution​), el cual contiene un lenguaje pseudo­ensamblador que                       
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es compilado en tiempo de ejecución por el ​driver​, transformando dicho PTX en un código                             
binario que es ejecutado directamente en la tarjeta de vídeo. [5.] 
 
2.2 Personas implicadas 
2.2.1 Desarrollador 
Yo soy el único desarrollador y encargado de cumplir con los requisitos del proyecto. 
 
2.2.2 Tutoría y dirección 
El proyecto está dirigido por el profesor Carlos Antonio Andujar Gran de la Facultad de                             
Informática de Barcelona y también por el profesor Gustavo Ariel Patow de la Universidad de                             
Girona. Ambos serán los encargados de supervisar los plazos y de proporcionar ayuda al                           
desarrollador en el caso de necesitarla. 
 
2.2.3 Usuarios 
Los beneficiados del resultado final del proyecto serán todos aquellos usuarios de OptiX que                           
requieran de optimizaciones capaces de aumentar la tasa de fotogramas y que ello pueda                           
ayudarles a disponer de cierta interacción con la escena. 
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3. Alcance 
 
3.1 Alcance del proyecto 
El proyecto trata de la implementación de una idea base y complementarla con diversas mejoras.                             
La técnica implementada partió de la idea de aprovechar las características propias de una ciudad                             
o urbanización para lanzar el menor número de rayos posible y conseguir un renderizado por                             
lanzamiento de rayos de forma rápida, pues suele ser un paso común en todos los algoritmos de                                 
iluminación avanzada. 
 
Para ello, en lugar de lanzar un rayo por cada píxel perteneciente a la resolución de pantalla                                 
establecida en el ​viewport​, como hacen los otros algoritmos y cuyo proceso es llamado ​ray                             
casting​, se lanza un único rayo por cada columna del plano de proyección, desde el punto donde                                 
está situado el observador (o cámara). Una vez lanzado el rayo, es posible saber con qué                               
superficies se ha encontrado y su intersección. Conociendo esto, los vértices del triángulo                         
intersecado y el color del material o textura, es posible pintar en el ​buffer ​de salida esta parte en                                     
la columna de píxeles perteneciente al rayo lanzado, ahorrando el lanzamiento y búsqueda de                           
intersección de una gran cantidad de rayos. 
 
 
Figura 1. Diferencias entre la técnica implementada y el algoritmo por defecto. 
 
De esta forma si el triángulo recién pintado ha sido dibujado sobre 10 píxeles, únicamente se                               
habrá necesitado un rayo en lugar de 10. Una vez hecho esto, el rayo será terminado y otro será                                     
lanzado un píxel inmediatamente superior al último pixel pintado. Dependiendo del nivel de                         
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detalle de la geometría, es posible incluso pintar una columna de píxeles con únicamente un par                               
de rayos si el edificio ocupa gran parte de la pantalla. 
 
3.2 Funcionamiento del framework 
Para entender el alcance es fundamental entender a grandes rasgos cómo funciona OptiX. Este                           
framework ​está basado en un conjunto de programas en CUDA C que serán llamados                           
automáticamente por OptiX para realizar determinadas tareas. 
 
Para lanzar rayos únicamente se tiene que llamar una función de lanzamiento desde la CPU. A                               
partir de este instante comienza el pipeline de OptiX. Esta función llama a un programa de                               
lanzamiento cuya ejecución se realiza en la GPU, y por cada rayo que se quiera lanzar éste                                 
procesa su dirección y su alcance. 
 
Una vez lanzado un rayo, un programa de intersección es llamado por cada uno de estos rayos                                 
para comprobar si el rayo interseca con alguna primitiva de la escena. Una vez encontrada la                               
primitiva, otro programa procesa los vértices, textura o iluminación de la escena para realizar el                             
pintado de la primitiva encontrada. 
 
Todos estos programas son editables tal como lo sería un ​shader (programas que permiten                           
controlar el proceso normal de rasterización para iluminar una escena) y permiten modificar el                           
comportamiento de todas y cada una de sus funciones predefinidas, y por lo tanto, adaptarlos a                               
las optimizaciones propuestas. 
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4. Estado del arte 
 
4.1 Historia del trazado de rayos 
El algoritmo de trazado de rayos o ​raytracing ​tiene como precursor otro algoritmo llamado                           
raycasting​, el cual data del año 1968 por Arthur Appel. El algoritmo describe métodos para el                               
lanzamiento de rayos desde el punto de vista de un observador hacia una escena y las pruebas de                                   
intersección de cada rayo con la geometría. El algoritmo lanza un rayo por cada píxel de la                                 
resolución de la pantalla y en cada choque rayo­geometría calcula el color del punto intersecado,                             
generando así una imagen. Esta es la base del algoritmo del trazado de rayos. 
 
 
Figura 1. Representación del funcionamiento del raycasting de Arthur Appel. 
 
Ya en aquella investigación, además, Appel consideró las propiedades del material y la posición                           
de la luz, creando una aproximación al efecto de sombreado. Por ello, éste aventajaba a otros                               
algoritmos de rendering como el ​scanline ​y la rasterización en cuanto a precisión y calidad de                               
imagen, aunque también en complejidad. [6, 7.] 
 
Uno de los usos más populares a nivel               
de usuario del raycasting fue su uso             
para generar escenas pseudo­3D que         
empleó la compañía Id Software en su             
motor gráfico para el juego         
Wolfenstein 3D (1992).  
Figura 2. Representación del jugador y el mapa 2D en Wolfenstein 3D. 
 
En ese año, los juegos puramente 3D todavía no existían y se tenía que recurrir a ciertas técnicas                                   
para simular dicho efecto tal y como lo conocemos ahora. En Wolfenstein 3D un único rayo era                                 
lanzado por cada columna de píxeles de la resolución de pantalla. Sobre un enrejado 2D era                               
situada la escena (compuesta únicamente de pasillos y pocos detalles) y calculando la distancia                           
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del jugador con las paredes del enrejado era capaz de pintar las texturas de dicha pared                               
simulando así un entorno 3D. La primera técnica de optimización presentada en el proyecto se                             
basa en los principios de ésta. [8.] 
 
En 1979, Turner Whitted introdujo el primer algoritmo de ​raytracing​, el cual de forma recursiva                             
era capaz de generar nuevos rayos a partir de un rayo intersecado con la geometría. Estos nuevos                                 
rayos eran utilizados para simular la reflexión y refracción de la luz así como la sombra del                                 
objeto. De esta forma añadió más realismo a la imagen generada, pero evidentemente aumentó                           
de forma exponencial el coste computacional de cada fotograma. 
 
El comportamiento tanto de ​raytracing ​como de ​raycasting ​actúa de forma opuesta al fenómeno                           
físico natural, donde los fotones son emitidos desde las fuentes de luz y eventualmente alcanzan                             
al observador. Para simular un comportamiento más realista del camino de los fotones emitidos                           
por las fuentes de luz otros algoritmos han sido desarrollados, esta área de investigación se llama                               
mapeado de fotones y fue introducida por Henrik Wann Jensen en 1996. [6, 9.] 
 
Estos algoritmos utilizan un método de dos pasos para iluminar la escena: primero se lanzan los                               
fotones desde las fuentes de luz y se crea un mapa en 3D del estado de los fotones en cada área                                         
de la escena. El segundo paso se realiza un trazado de rayos desde el observador donde el color                                   
de cada píxel intersecado se obtiene mediante la ecuación de ​rendering​, en la cual interviene la                               
radiación entrante y saliente de los fotones más cercanos así como propiedades de la luz como su                                 
longitud de onda. Gracias a este proceso, es posible generar cáusticas. [9.] 
 
4.2 Raytracing como software 
En los años 80, los primeros programas o motores de trazado de rayos comenzaron a ser                               
desarrollados. Uno de los más famosos motores de ​raytracing ​gratuito es POV­Ray (Persistence                         
of Vision Raytracer), el cual fue basado en otro motor: el DKBTrace, desarrollado para                           
ordenadores Amiga en 1986 por David Kirk Buck. Dos años más tarde, utilizando este motor y la                                 
ayuda de Kirk, Aaron A. Collins desarrolló POV­Ray para arquitecturas x86. [10.] 
 
En aquellos años el procesador de moda fue el Intel 80386, más                       
conocido como 386, el cual era limitado a la hora de realizar                       
operaciones en coma flotante. Por ese motivo las placas base de                     
aquellos años incorporaban un socket para poder introducir un                 
coprocesador matemático que acelerase las operaciones en coma               
flotante. Este coprocesador llamado i387 fue incorporado en el                 
molde del sucesor del 386, el 486, y también en sucesores. [11.]   
Figura 3. Coprocesador i387. 
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Figura 4. Imagen renderizada por 
POV­Ray en la ISS. 
Aun así era necesaria una media de tiempo de ejecución de dos días                         
para renderizar una imagen de resolución a 640x480 utilizando                 
POV­Ray. Con el tiempo y dada la independencia de cada rayo en                       
el proceso de trazado, otros motores aparecieron aprovechando el                 
paralelismo de las nuevas arquitecturas. 
 
Como curiosidad, POV­Ray fue el primer motor de trazado de rayos                     
utilizado en el espacio por Mark Richard Shuttleworth, líder y                   
cabeza visible del sistema operativo Ubuntu. [12.] 
Un ejemplo de paralelización es el algoritmo REYES (​Renders Everything You Ever Saw​) que                           
algunos miembros de la antigua Lucasfilm's Computer Graphics Research Group, hoy conocida                       
como Pixar, desarrollaron y pusieron a prueba por primera para la película Star Trek II: la ira de                                   
Khan. Dicho algoritmo, aunque no está basado completamente en el trazado de rayos ha formado                             
parte durante años del software RenderMan de Pixar, famoso por operar en granjas de                           
renderizado utilizando miles de computadores de forma paralela. [13, 14.] 
 
En la actualidad no es necesario conectar en red un gran número de ordenadores para poder                               
disponer de una arquitectura multiprocesador. Las tarjetas de vídeo de cualquier ordenador                       
personal disponen de cientos, miles e incluso decenas de miles en el caso de ordenadores                             
multi­GPU. 
 
Es por ello que algunas compañías como Nvidia con OptiX, han querido sacar provecho de esta                               
arquitectura y así acelerar en gran medida los procesos de cómputo de algoritmos como el                             
raytracing​. Anteriormente a OptiX, otros algoritmos buscaron aprovechar las características de                     
computación de propósito general en la GPU utilizando Nvidia CUDA, como por ejemplo el                           
renderizador Octane. [4.] 
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5. Metodología 
 
5.1 Métodos de trabajo 
Dado el tiempo límite para poder completar el proyecto, se optó por una mezcla de los modelos                                 
incremental y XP (eXtreme Programming). Aun estando enfocados al trabajo en grupo,                       
contienen algunos conceptos que se ajustan a los parámetros de desarrollo que necesita el                           
proyecto, pues en ocasiones será necesaria la agilidad sobre la calidad de un proceso de                             
implementación y de lanzar pequeñas mejoras o funcionalidades de forma periódica. 
 
5.2 Herramientas de seguimiento 
El seguimiento se realizó mediante objetivos establecidos cada semana o dos y sincronizados vía                           
Google Calendar. Una vez completado cada objetivo se realizaron reuniones con los profesores                         
para valorar el resultado y decidir los pasos siguientes 
 
5.3 Validación 
La gran ventaja de este proyecto es que la validación puede ser comprobada de forma instantánea                               
y visual con una compilación y ejecución de cualquier código. 
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6. Descripción de tareas 
 
6.1 Planificación y viabilidad del proyecto 
Pertenece a la asignatura GEP (Gestión de Proyectos) y consta de diversas subtareas de                           
documentación: alcance, planificación, presupuesto aproximado, contextualización y             
bibliografía. 
 
6.2 Análisis y definición concreta del proyecto 
Consiste en el estudio y la viabilidad de las diferentes plataformas sobre las que se va a construir                                   
el proyecto. Dado que el ámbito y el tema estaban ya escogidos hizo falta concretar qué                               
plataforma podría ser la mejor opción por motivos de facilidad de aprendizaje, precio y                           
compatibilidad. 
 
6.3 Configuración del entorno y peticiones de software 
Para realizar el proyecto fueron necesarios un número importante de programas y entornos de                           
desarrollo. En este caso se optó por Microsoft Visual Studio 2012 junto con Nvidia CUDA y                               
Nvidia OptiX. Para poder conseguir las últimas versiones de OptiX y la documentación                         
pertinente es necesario solicitar a Nvidia el acceso al FTP (​File Tansfer Protocol​). 
 
Para obtener los diferentes modelos urbanos es necesario un generador de ciudades y un editor                             
de modelos para examinarlos o tratarlos. También intervienen aunque de una forma más                         
indirecta los drivers de Nvidia, la instalación de C++ y diversas librerías para este lenguaje. 
 
6.4 Desarrollo e implementación de la técnica de optimización 
En principio se ha optado por implementar la técnica de un rayo por cada columna descrita                               
anteriormente. Pero ya existen ideas sin concretar para conseguir otra reducción del tiempo entre                           
fotogramas, Previamente al desarrollo fue necesario un tiempo de aprendizaje sobre el entorno y                           
la plataforma. 
 
6.5 Pruebas sobre el terreno 
Una vez terminado un objetivo será necesario probar sus resultados en un algoritmo de                           
renderizado por lanzamiento de rayos como es el ​ray casting​, algoritmo el cual se está utilizando                               
para recrear ciudades y entornos urbanos. 
 
6.6 Presentación e informe 
Como último objetivo, el proyecto ha de ser presentado ante profesores que valorarán el trabajo                             
realizado así como elaborar un informe que incluya toda la documentación para comprender las                           
distintas características del proyecto. 
 
16 
6.7 Tiempo estimado 
 
Tarea  Duración estimada 
 Planificación y viabilidad del proyecto  80 
Análisis y definición concreta del proyecto  20 
Configuración del entorno y peticiones de software  20 
Desarrollo e implementación de técnicas de optimización  250 
Pruebas y detección de fallos  200 
Presentación e informe  50 
Total  620 
Tabla 1. Duración estimada de cada tarea. 
 
 
6.8 Cambios desde la planificación inicial 
Se ha efectuado un cambio importante respecto a la planificación inicial. Estaba previsto                         
programar de forma paralela junto a las técnicas de optimización un algoritmo de iluminación                           
avanzada donde poder observar de forma exhaustiva las diferencias de rendimiento entre un                         
algoritmo de renderizado tradicional y el algoritmo desarrollado.  
 
La causa de ello ha sido el aumento considerable de la complejidad del algoritmo a desarrollar.                               
También se han encontrado multitud de problemas asociados al nuevo modo de renderizado que                           
no habían sido tenidos en cuenta en la planificación y que únicamente trabajando a fondo en el                                 
proyecto podían ser encontrados. Estos problemas aparecen detallados en la sección de                       
problemas y plan de acción. 
 
La aparición de estos contratiempos ha supuesto el aumento de horas en el tiempo reservado a las                                 
pruebas y creación de un algoritmo de iluminación avanzada, por lo que principalmente esta                           
última fase ha sido la más afectada. 
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7. Diagrama de Gantt 
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8. Diagrama de Pert 
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9. Recursos 
 
Para realizar el proyecto fueron necesarios ciertos recursos tanto de hardware como de software. 
 
9.1 Hardware 
Un único PC fue suficiente para poder llevar el desarrollo. Dicho PC tiene las siguientes                             
especificaciones: 
∙ Procesador Intel i5 2500k funcionando a 3.9 GHz 
∙ Placa Base Asus P8P67 LE para socket 1155. 
∙ 8 GB de Memoria RAM Kingston HyperX a 1600 MHz. 
∙ Disco de estado sólido Kingston SSDnow 300 de 120 GB. 
∙ Disco duro Western Digital Caviar Blue de 500 GB. 
∙ Tarjeta gráfica MSI GeForce GTX 970 Gaming 4G de 4 GB de memoria y 1664 
núcleos CUDA. Una tarjeta de Nvidia es completamante necesaria para llevar a 
a cabo el proyecto, pues se utiliza software propietario de Nvidia. 
 
9.2 Software 
Los diferentes programas o sistemas operativos necesarios son los siguientes: 
∙ Microsoft Windows 7 Pro como sistema operativo. 
∙ Microsoft Visual Estudio 2012 (Update 4) como entorno de desarrollo. 
∙ Nvidia CUDA 6.0. 
∙ Nvidia OptiX 3.6.2. Tanto OptiX como CUDA facilitan librerías necesarias. 
∙ Esri City Engine 2014 para la generación de modelos de ciudades. 
∙ Blender 2.73a para examinar y tratar modelados. 
∙ Software recomendado como Dropbox y diferentes aplicaciones de Google. 
 
9.3 Recursos humanos 
El proyecto requirió un único desarrollador para llevarlo a cabo. Pero fue necesario recibir                           
soporte y tutoría de un director, en este caso del profesor Carlos Andújar Gran y también de                                 
Gustavo Patow, profesor de la Universidad de Girona como segundo soporte de investigación. 
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10. Costes directos 
 
10.1 Amortización 
Según la Agencia Tributaria la amortización de software es de un coeficiente de 26% por 10 años                                 
mientras que el de un equipo es de 30% por 8 años. Ello será tenido en cuenta en los cálculos de                                         
coste. La vida útil será considerada desde el momento de su compra y no desde el momento                                 
actual. 
 
10.2 Recursos humanos 
Se necesitaron 2 puestos para poder realizar el proyecto de forma óptima. El primero, el director,                               
el cual participó alrededor de 20 horas con un sueldo de 50€ la hora para sumar un total de                                     
1.000€. El programador por 20€ la hora y participando alrededor de 500 horas, sumaría un total                               
de 10.000€. 
 
10.3 Equipo 
Un único PC fue suficiente para poder llevar el desarrollo. A continuación se muestra el desglose                               
del coste de cada pieza. 
 
Componente  Precio  Vida útil  Amortización 
Procesador Intel i5 2500k  205€  4 años  30.75€ 
Placa Base Asus P8P67 LE para socket 1155  86€  4 años  12.9€ 
8 GB de RAM Kingston HyperX a 1600 MHz  75€  3 años  6.75€ 
Disco de estado sólido SSDnow 300 de 120 GB  54€  3 años  6.1€ 
Disco duro Western Digital Caviar Blue de 500 GB  54€  4 años  8.1€ 
VGA MSI GeForce GTX 970 Gaming 4G  380€  3 años  42.75€ 
Thermaltake Commander MS­I  52€  3 años  5.85€ 
Pantalla Samsung T24D390EW de 23.6 pulgadas  150€  5 años  28.1€ 
Total  1056€     
Tabla 2. Coste total del PC. 
 
Todos los componentes del PC fueron comprados meses e incluso años anteriores al proyecto,                           
exceptuando la tarjeta gráfica. Aunque su objetivo no fue llevar a cabo el desarrollo, fueron                             
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valorados como aptos para la tarea, pues el componente más antiguo data de principios de 2012.                               
De esta manera el coste real de los elementos que ha sido necesario comprar es de 380€. 
 
10.4 Software 
El software necesario para llevar a cabo el desarrollo es el siguiente: 
 
Microsoft Windows 7  0€ 
Microsoft Visual Studio 2012 (Update 4)  0€ 
Nvidia CUDA 6.0  0€ 
Nvidia OptiX 3.6.2  0€ 
Esri City Engine 2014 versión de prueba  0€ 
Blender 2.73a  0€ 
Tabla 3. Coste del software. 
 
Como puede observarse no se ha tenido en cuenta el coste real de ningún producto y por lo tanto                                     
el cálculo de la amortización fue innecesario. Tanto Windows 7 como Visual Studio 2012 fueron                             
obtenidos vía Dreamspark, plataforma gratuita de Microsoft para estudiantes de la UPC. Ambos                         
pueden ser adquiridos por 175 y 650 euros respectivamente. 
 
Esri City Engine tiene un precio de 500€ para una versión estándar, sin embargo con lo que                                 
ofrece la versión de prueba de 30 días se tiene más que suficiente para conseguir buenos modelos                                 
de ciudades. 
 
10.5 Contingencias e imprevistos 
Un problema que tuvo efecto sobre el método de trabajo es la falta de memoria principal en el                                   
PC. Por ello, fue necesario comprar 2 módulos de 4GB de memoria DDR3 para disponer de 8GB                                 
aprovechando el doble canal. El precio aproximado fue de 75€. 
 
Otro problema fue la finalización el periodo de prueba de Esri City Engine 2014. Dado que es                                 
imposible para el alumno asumir un coste tan grande, se procedió a pedir otros 30 días de prueba                                   
adicionales. 
 
Por último, la avería de cualquier componente sería reemplazada por otro más actual pero del                             
mismo precio aproximadamente. A excepción de la tarjeta gráfica, monitor y disco SSD, que aún                             
disponen de garantía, y tendría pues efecto sobre el tiempo de desarrollo en lugar de costes                               
adicionales. Sin embargo ningún componente dejó de funcionar durante el desarrollo.   
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11. Costes indirectos 
 
11.1 Consumo eléctrico 
El consumo eléctrico del ordenador pese a utilizar una fuente de alimentación de 650W se sitúa                               
alrededor de los 250W a máximo rendimiento y a 120W en ​idle​. Teniendo en cuenta que el 80%                                   
del tiempo el ordenador tiene prácticamente un estado de ​idle ​en el entorno de desarrollo y el                                 
20% lanzando renderizados, siendo unas 7 horas de trabajo al día, 5.6h habría un gasto                             
aproximado de 120W y 1.4h 250W. 
 
Multiplicando 5.6h y 1.4h por 5 días a la semana y 4 semanas por cada mes, se tendrían 112                                     
horas de ​idle y 28 de rendimiento máximo. Multiplicando por 5 meses son 560 horas con un                                 
consumo de 120W y 140 horas con 250W. 
 
El coste del kilovatio por hora es de 0.15031€, por lo que para 120W una hora supone un gasto                                     
de de 0.018€ aproximadamente y para 250W serían 0.0376€. Multiplicando 560 horas a un gasto                             
de 0.018€ la hora y sumándolo a 140 horas con 0.0376€ la hora, el gasto total asciende a  
15.344 euros en total. 
 
11.2 Acceso a internet 
La cuota de acceso a internet es de 50€ al mes aproximadamente por 100Mbps. La duración                               
necesaria para finalizar el desarrollo del proyecto ha sido aproximadamente de 4 o 5 meses. De                               
esta manera el coste total sería de 250€. 
 
11.3 Costes por actividad 
Actividad  Costes 
Planificación y viabilidad del proyecto  PC, electricidad e internet 
Análisis y definición concreta del proyecto  PC, electricidad e internet 
Configuración del entorno y peticiones de software  PC, software, electricidad e internet 
Desarrollo e impl. de técnicas de optimización  PC, software, electricidad e internet 
Pruebas sobre algoritmos de iluminación  PC, software, electricidad e internet 
Documentación final y presentación  PC, electricidad e internet 
 
Tabla 4. Costes por actividad.. 
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12. Entorno de trabajo 
 
12.1 Nvidia Optix 
12.1.1 Funcionamiento 
Nvidia OptiX está diseñado para ser utilizado el menor número de operaciones programables.                         
Únicamente incluyendo las librerías del mismo y asociando a su contexto principal (gran                         
contenedor) un conjunto de programas en CUDA C, basta para realizar para las diferentes tareas                             
que un algoritmo de iluminación necesita. El propio motor se encarga del control de flujo del                               
programa así como la navegación sobre el sistema de estructuras interno. 
 
Éstos programas son la clave de OptiX, suponen la parte programable del motor y permiten el                               
control total sobre lo que va a ser renderizado. Éstos serán compilados con el compilador                             
just­in­time NVCC (​NVidia Cuda Compiler​) en un código intermedio PTX, el cual el driver de la                               
tarjeta gráfica (obligatoriamente de Nvidia) se encargará de leer y distribuir el trabajo entre los                             
miles de hilos que dispone. 
 
 
Figura 2. ​Pipeline​ de OptiX a nivel de programas.  
 
En la figura superior se puede observar el control de flujo a través del ​pipeline ​del motor. Las                                   
cajas amarillas representan los diferentes tipos de programas editables y las azules los algoritmos                           
internos de OptiX.  
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12.1.2 Resumen de los programas de OptiX 
Únicamente los programas necesarios para poner en práctica las optimizaciones serán                     
comentados: 
 
­ Programa de generación de rayos​: genera los rayos, los cuales son estructuras que                         
contienen su dirección y el punto de partida.  
­ Programa de intersección​: encargado de computar ciertos datos de la primitiva                     
intersectada y decidir si ha habido una intersección real y no únicamente a su caja                             
englobante. También decide si pertenece a una cara trasera o si la distancia recorrida por                             
el rayo es demasiado grande y así poder descartarla. 
­ Programa ​any hit​: programa llamado cada vez que una primitiva es intersectada por un                           
rayo, desde la más lejana hasta la más cercana. Puede ser útil por ejemplo para                             
transparencias o para crear rayos de sombra. Se optó por no darle uso. 
­ Programa ​closest hit​: es llamado junto a la primitiva impactada más cercana. Necesario                         
para procesar el color, textura e iluminación de la primitiva y pintar el ​buffer de salida                               
con el color resultante. 
­ Programa ​miss​: es llamado cuando un rayo no impacta con la geometría del escenario,                           
por ejemplo puede ser redireccionado o eliminarse para siempre. 
­ Programa ​bounding box (no visible en la figura)​: encargado de calcular los límites de                           
cada primitiva a modo de caja englobante alineada en los ejes. Activado por los                           
algoritmos de aceleración de estructuras internos para organizar los nodos de geometría                       
en diferentes grupos y así poder buscar intersecciones de forma rápida. 
­ Programa de control de excepciones​: llamado cuando una excepción es lanzada, puede                       
ser muy útil para pintar los píxeles donde el error ocurrió. Un error típico suele ser el                                 
desborde de la pila de recursión. 
 
12​.1.3 Estructuras internas 
OptiX ofrece al desarrollador un cómodo y sencillo sistema para situar la geometría y materiales                             
en el árbol del contexto de la aplicación. Los nodos de diferentes modelados pueden compartir                             
geometría y materiales de manera que no sean copiados por partida doble en la memoria de la                                 
tarjeta gráfica y se optimice el ahorro de memoria. 
 
La estructura de aceleración decidirá el modo en el que la geometría será guardada en la GPU y                                   
de ello dependerá el tiempo de búsqueda de cada intersección rayo­primitiva. Por ejemplo puede                           
estar formado como un árbol BHV (​Bounding Volume Hierarchy​) o un ​k­d tree (árbol de k                               
dimensiones). 
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Figura 3. Árbol de nodos del contexto de OptiX para un ejemplo de un modelo de un conejo. 
 
La figura 3 muestra un árbol formado para un conejo (​Bunny​) y un paralelogramo que actuaba                               
como suelo (​Floor​). Los nodos de geometría y de material tienen asociados los mencionados                           
programas de intersección y ​bounding box​ (geometría), y ​closest hit​ y ​any hit​ (material). 
 
9.1.4 Control de flujo y estructuras de aceleración 
El trazado de rayos comienza leyendo los archivos pertenecientes a los modelados y las texturas                             
y situando los datos en ​buffers​, así como asignando variables y preparando los nodos de                             
geometría, material y estructuras de aceleración que tendrá el grafo del contexto. 
 
Una vez validado el contexto, las estructuras de aceleración se generan anteriormente al                         
lanzamiento de rayos. Para ello se emplea el programa de ​bounding box mencionado                         
anteriormente, el cual es ejecutado en la tarjeta gráfica aprovechando su alta paralelización. 
 
Ya construida la estructura de aceleración en la memoria de la tarjeta, ésta será empleada para,                               
de forma rápida, encontrar las intersecciones rayo­primitiva. Posteriormente se utilizará además                     
el programa de intersección, para determinar si la intersección con la ​bounding box también se                             
traduce en una intersección real con la primitiva. 
 
Se entiende pues que la ejecución del programa de ​bounding box y la navegación a través de la                                   
estructura, de forma interna, son anteriores al lanzamiento de rayos y de la ejecución de su                               
programa generación. 
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Figura 4. ​Pipeline ​de OptiX incluyendo los pasos antes del lanzamiento de los rayos. 
 
Una vez intersecado el rayo con la primitiva, los programas asociados al nodo de la primitiva                               
elegida como son los de ​closest hit (o ​any hi​t para las intersecciones más alejadas) procesarán su                                 
textura, su iluminación o lo que se quiera hacer con el resultado de esa primitiva y para escribirlo                                   
sobre el ​buffer​ de salida. 
 
12.2 Esri City Engine 
12.2.1 Definición 
Esri City Engine es un generador de ciudades de forma procedural, en el cual podemos definir                               
ciertas reglas y la generación se realizará en base a ellas. Dado de que el proyecto propone                                 
optimizaciones en algoritmos de lanzamiento de rayos en escenarios urbanos, las ciudades o                         
entornos urbanos generados por City Engine suponen una ganancia de tiempo de gran magnitud,                           
pues no es necesario recurrir a modelar manualmente edificios con programas como Blender. 
 
 
Figura 5. Captura de pantalla de Esri City Engine, seleccionando una fracción de la ciudad para exportar. 
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12.2.2 Exportación 
Uno de las características más interesantes de Esri City Engine es su exportador, el cual ofrece                               
numerosas opciones de formato, como puede ser COLLADA, o Wavefront (OBJ, el cual será                           
utilizado en este proyecto), entre una decena de ellos. Además ofrece opciones como: guardar                           
cada edificio en un archivo independiente, triangular la ciudad (pues está formada por ​quads​),                           
exportar terreno y materiales de éste, etc.   
 
Para exportar únicamente basta con seleccionar con el ratón la sección de la ciudad que                             
queramos obtener y pulsar sobre exportar en el menú archivo. Se ha utilizado la ciudad estándar,                               
con la única regla de que ha de ser plana (todos los edificios son generados a partir de cierta                                     
coordenada “y”). 
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13. Implementación de los programas de OptiX 
 
En este apartado se explicarán las modificaciones efectuadas en los programas de OptiX,                         
partiendo del ejemplo de un tutorial de raycasting. 
 
13.1 Consideraciones previas 
13.1.1 Tipos y definiciones 
En este apartado se resumen los tipos y definiciones de variables o espacios de memoria                             
utilizados para OptiX o CUDA. Todos los tipos resultan muy intuitivos como puede verse en la                               
siguiente tabla. 
 
float3  Estructura contenedora de tres flotantes, accesibles como x, y, z.  
float2  Estructura contenedora de dos flotantes, accesibles como x e y. 
int3  Estructura contenedora de tres enteros, accesibles como x, y, z. 
uint2  Estructura contenedora de dos enteros sin signo, accesibles como x e y. 
rtBuffer<Type, Dim>  Buffer ​de N dimensiones del tipo deseado. En realidad no es más que un ​array​. 
optix::Ray  Objeto contenedor del punto de origen (float3), la dirección del rayo como vector                         
(float3), y las distancias máximas y mínimas que un rayo puede alcanzar al                         
intersecar con la geometría. 
 
Tabla 4. Tipos y objetos de OptiX. 
 
Estas variables, si son definidas fuera de las funciones o programas, lo harán utilizando la                             
llamada “rtDeclareVariable”, cuya función será asociar el nombre de una variable a ciertas                         
variables y buffers creados en el contexto, y esta será la forma de pasar información desde la                                 
CPU a los programas ejecutados en la GPU. Además, si la constante “attribute” es pasada junto a                                 
“rtDeclareVariable”, indicará que dicha variable es información que se transfiere únicamente                     
entre programas, en este caso desde el programa de intersección a ​closest ​y ​any hit​. Para agilizar                                 
la lectura, éstos serán llamados atributos durante la memoria. 
 
La declaracion de funciones además ha de hacerse con ​tags ​específicos dependiendo de si se                             
trata de una definición para OptiX o para CUDA en general. En la siguiente tabla pueden verse                                 
los tags necesarios para las definiciones empleadas en el proyecto. 
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RT_PROGRAM  Declara que la siguiente función será un programa de OptiX. 
__device__  Declara que la siguiente función va a ser ejecutada en GPU. 
__inline__  Recomienda al compilador que incluya el código de la función en el lugar donde se                             
la llamaba, y así ahorrar el coste de hacerlo. Utilizado para funciones en GPU. 
 
Tabla 5. Declaraciones para funciones de OptiX en CUDA C. 
 
13.1.2 Almacenamiento de geometría 
Para acceder a geometría almacenada en la memoria de la GPU, se utilizan índices. Cada                             
primitiva situada en una instancia de geometría posee un índice. Este índice será el que reciban                               
algunos programas, en este caso con el nombre de “primIdx” (tipo entero). Este índice a su vez                                 
apunta a un tipo de tres enteros (int3) cuyos valores significan índices. De esta manera, teniendo                               
el índice tres enteros, se accede a tres puntos con tres coordenadas en coma flotante (una por                                 
dimensión) formando el triángulo o primitiva. 
 
13.2 Programa de lanzamiento de rayos 
Este programa es llamado por OptiX por cada rayo que se quiere lanzar. Normalmente existen un                               
número de rayos igual a la resolución de pantalla, es decir un rayo por cada píxel. En una                                   
resolución de pantalla (del viewport) de 1024x768 un total de 786.432 rayos serían creados y por                               
cada uno de ellos se llamaría al programa de lanzamiento donde se decidiría la dirección, el                               
origen y el alcance de cada uno de éstos.  
 
float2 d = make_float2(launch_index) / make_float2(launch_dim) * 2.f ­ 1.f; 
float3 ray_origin = eye; 
float3 ray_direction = normalize(d.x*U + d.y*V + W); 
   
optix::Ray ray = optix::make_Ray(ray_origin, ray_direction, 
    radiance_ray_type, scene_epsilon, RT_DEFAULT_MAX); 
 
PerRayData_radiance prd; 
rtTrace(top_object, ray, prd); 
Figura 6. Fragmento de código de un programa por defecto utilizado para establecer el origen y dirección de un rayo. 
 
Este ejemplo muestra cómo es un lanzador de rayos estándar. Utilizando la variable “d” junto al                               
índice de lanzamiento y la resolución de la pantalla (proporcionado por OptiX) como indicador                           
2D de las coordenadas “x” e “y”, normalizadas en ​viewport space ​[­1.0,1.0], es posible lanzar un                               
vector desde el ojo (o cámara) hacia el plano de ​clipping​. Para ello, con dichas coordenadas                               
utilizadas como escalares, se modifican los vectores “U, V y W” los cuales definen el plano de                                 
clipping ​como muestra la figura Y. 
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Figura 7. Vectores W, U y V. 
 
Una vez se ha decidido el vector que va a tomar el rayo a partir de la posición donde está situado                                         
el ojo, ya es posible lanzar el rayo utilizando la función rtTrace. Junto al rayo, OptiX también                                 
admite el envío de datos, en este caso según las necesidades del programador pues se trata de un                                   
template ​para lo que la aplicación pueda requerir. 
 
Las modificaciones para este proyecto han sido notables en el este programa. En primer lugar                             
únicamente se lanzarían 1024 rayos para una resolución de 1024x768 en lugar de 786.432. Estos                             
1024 rayos serían lanzados hacia la primera fila de la resolución de pantalla del viewport. Estos                               
rayos pueden, o bien intersecar geometría o bien perderse, en cuyo caso el programa ​miss ​se                               
encargaría de redireccionar. 
 
float2 d = make_float2(launch_index) / make_float2(launch_dim) * 2.f ­ 1.f; 
float3 ray_origin  = eye; 
float3 ray_direction = normalize(d.x*U + W + V*(­1.0f)); 
optix::Ray ray = optix::make_Ray(ray_origin, ray_direction, 
    radiance_ray_type, scene_epsilon, RT_DEFAULT_MAX); 
Figura 8. Fragmento de código modificado para definir la dirección y origen de un rayo. 
 
Como puede verse en la figura 8, ahora el vector V, el cual define la altura del plano de clipping,                                       
está siendo lanzado hacia el píxel más bajo de dicho plano, pues el escalar negativo lo cambia de                                   
dirección hacia abajo con máxima longitud (1.0f).  
 
El programa lanzamiento de rayos recibe modificaciones acusadas, dado que ahora un rayo que                           
interseca y realiza su función, regresa y debe ser redireccionado y lanzado de nuevo hacia el                               
píxel inmediatamente superior de la geometría pintada en el buffer de salida. 
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PerRayData_radiance prd; 
rtTrace(top_object, ray, prd); 
prd.y   = prd.y+1;  
 
while (prd.y < (int) real_launch_dim.y && prd.y >= 0) 
{ 
d = make_float2(launch_index.x, prd.y) / make_float2(launch_dim) * 2.f ­ 1.f; 
ray = make_Ray(eye, normalize(d.x*U + d.y*V + W)), 
    radiance_ray_type, scene_epsilon, RT_DEFAULT_MAX); 
 
prd.num = prd.num+1; 
rtTrace(top_object, ray, prd); 
prd.y   = prd.y+1;  
} 
Figura 9. Fragmento de código de un lanzamiento de rayo siterativo. 
 
En la figura 9 puede verse el fragmento de código de la iteración para el lanzamiento de cada                                   
rayo, tomando las variables internas de la estructura “prd” como condiciones. En este caso                           
“prd.y” indica el siguiente píxel a pintar (es devuelto por el programa ​closest hit​) y                             
posteriormente se le suma 1, pues ello servirá para recalcular la dirección hacia ese píxel del                               
plano ​viewport definido por U, V y W. Y este será el proceso hasta que todo el ​viewport ​haya                                     
sido pintado desde el primer píxel de cualquier columna, hasta el más alto de la resolución                               
definida. 
 
13.3 Programa de intersección 
Este programa es llamado después de haber creado la estructura de aceleración y un rayo haya                               
intersecado con ciertas primitivas, dado que el vector del rayo intersecó con cada ​bounding box​.                             
Primero de todo obtiene los tres puntos que forman el triángulo. Esto lo hace a través de un                                   
índice de apunta al array de índices de 3 posiciones, cuyos valores apuntan a su vez a los tres                                     
puntos dentro del array de geometría. 
 
RT_PROGRAM void mesh_intersect( int primIdx ) 
{ 
int3 v_idx = vindex_buffer[primIdx]; 
 
float3 point_a = vertex_buffer[v_idx.x]; 
float3 point_b = vertex_buffer[v_idx.y]; 
float3 point_c = vertex_buffer[v_idx.z]; 
… 
} 
Figura 10. Fragmento de código de la obtención de los 3 puntos de un triángulo.  
 
“primIdx” es el entero que se utilizará para acceder al vector de índices. “v_idx” es el vector de 
índices y por último los tres puntos son obtenidos. 
 
Una vez obtenidos los puntos, utilizando la llamada a la función “intersect_triangle” con éstos y                             
las propiedades del rayo, se obtiene la normal, así como las coordenadas baricéntricas que serán                             
utilizadas posteriormente para encontrar el color exacto de la textura del triángulo y además, se                             
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comprueba devolviendo un booleano si existe o no intersección. Seguida de esta llamada se                           
encuentra “rtPotentialIntersection”, la cual decide si la distancia entre el ojo y el impacto se                             
encuentra en un intervalo válido (ni muy cerca ni muy lejos). 
 
if (intersect_triangle( ray, p0, p1, p2, n, t, beta, gamma )) 
{ 
// Comprueba si el rayo tiene un rango válido 
if (rtPotentialIntersection(t)) 
{ 
v_idx = vindex_buffer[primIdx ­ (primIdx % 2)]; 
p0 = vertex_buffer[v_idx.x]; 
p1 = vertex_buffer[v_idx.y]; 
p2 = vertex_buffer[v_idx.z]; 
 
float diff01 = abs(p0.y ­ p1.y); 
float diff02 = abs(p0.y ­ p2.y); 
float diff12 = abs(p1.y ­ p2.y); 
if (diff01 < diff02 && diff01 < diff12) { point_min_a = p0; point_min_b = p1; } 
if (diff02 < diff01 && diff02 < diff12) { point_min_a = p0; point_min_b = p2; } 
if (diff12 < diff01 && diff12 < diff02) { point_min_a = p1; point_min_b = p2; } 
... 
Figura 11. Fragmento de código donde se obtiene el segmento superior de un quad formado por dos triángulos. 
 
Dado que la los entornos urbanos creados están representados por ​quads y el propio OptiX lo                               
transforma en dos triángulos almacenados de forma consecutiva, se pensó en aprovecharlo para                         
crear un ​quad ​ficticio. Básicamente se trata de aprovechar el índice hacia la primitiva que es                               
pasada como parámetro al programa, detectar si es par o impar, y sacar su par inferior si es impar                                     
o su impar superior si es par, ya que existe este orden establecido. 
 
De esta manera es reconvertido a efectos prácticos el                 
triángulo en ​quad​, abarcando con ello el doble de                 
píxeles. Una vez obtenido su triángulo simétrico, se               
obtienen los segmentos superiores y inferiores del             
quad ​y son enviados como parte de la geometría,                 
junto a los 3 puntos del propio triángulo intersecado                 
al programa ​closest hit, ​el cual decidirá si tomar                 
ambos segmentos del quad o bien dibujar a partir de                   
los tres puntos que forman el triángulo. 
 
Como puede verse en la figura 11, se toman las                   
distancias entre los 3 puntos del triángulo par entre                 
las coordenadas Y y se guardan las más cercanas,                 
pues ese será el segmento que limite superior o                 
inferiormente. Aun no estando presente en la figura               
11 la obtención del mismo segmento para el               
triángulo impar, el proceso es el mismo. 
 
 
 
 
Figura 12. Dos triángulos formando un ​quad​. 
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Para finalizar se guarda la normal en la variable atributo “geometric_normal” y las coordenadas                           
de textura de los 3 puntos del triángulo intersecado, que junto a las variables “gamma” y “beta”                                 
sirven para encontrar el punto exacto en la textura del punto de impacto (figura 13). 
 
geometric_normal = normalize(n); 
 
int3 t_idx = tindex_buffer[ primIdx ]; 
if (!(texcoord_buffer.size() == 0 || t_idx.x < 0 || t_idx.y < 0 || t_idx.z < 0)) 
{ 
t0 = texcoord_buffer[ t_idx.x ]; 
t1 = texcoord_buffer[ t_idx.y ]; 
t2 = texcoord_buffer[ t_idx.z ]; 
} 
 
rtReportIntersection(material_buffer[primIdx]); 
Figura 13. Fragmento de código donde se obtienen la normal y coordenadas de textura. 
 
 
13.4 Programa ​closest hit 
Es el encargado de procesar la intersección con la primitiva más cercana. De esta manera éste                               
será el programa más importante del proyecto, pues la mayor parte de los cálculos de la técnicas                                 
de optimización serán implementados aquí. 
 
En primer lugar el programa recibe la información típica de buffers de geometría, datos de la                               
cámara y los atributos siguientes: 
 
rtDeclareVariable(float3, point_a, attribute point_a, ); 
rtDeclareVariable(float3, point_b, attribute point_b, ); 
rtDeclareVariable(float3, point_c, attribute point_c, ); 
rtDeclareVariable(float3, point_min_a, attribute point_min_a, ); 
rtDeclareVariable(float3, point_min_b, attribute point_min_b, ); 
rtDeclareVariable(float3, point_max_a, attribute point_max_a, ); 
rtDeclareVariable(float3, point_max_b, attribute point_max_b, ); 
Figura 14. Datos enviados entre programas, o atributos. 
 
Las variables con nombre estilo “point_a” definen los tres puntos del triángulo, mientras que las                             
tipo “point_min_a” y “point_max_a” definen junto a su par los segmentos más altos y bajos en la                                 
coordenada Y del ​quad ​que forman. 
 
El primer paso a realizar será calcular el punto de impacto, y obtener sus coordenadas desde el                                 
ojo (o cámara). Junto a este vector se obtendrá además un vector una posición por encima de la                                   
coordenada Y, que servirá para encontrar la dirección de ascendencia sobre el plano que forma el                               
triángulo y de esta manera poder comprobar la intersección con los segmentos, como muestra la                             
figura 15. 
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Figura 15. Punto de impacto y punto superior escalado hasta el plano que forma el triángulo. 
 
Para poder conseguir la dirección de crecimiento (las columnas de píxeles crecen sobre el eje Y)                               
sobre el plano que forma el triángulo, será necesario realizar el producto vectorial de la normal                               
sobre el punto de impacto y sobre el punto una unidad superior (que será llamado punto superior)                                 
obtenido. Estos dos escalares obtenidos serán divididos para obtener el escalar necesario para                         
ubicar el punto superior sobre el plano que forma el triángulo. 
 
float3 hit_point  = ray.origin + t_hit * ray.direction; 
float3 eye_to_hit = hit_point ­ eye; 
 
float3 hit_point_up = eye_to_hit; 
hit_point_up.y += 1.0f; 
 
float3 n = geometric_normal; 
float scalar1  = dot(n, eye_to_hit); 
float scalar2  = dot(n, hit_point_up); 
float scalar3  = scalar1 / scalar2; 
hit_point_up  = hit_point_up * scalar3; 
float3 dir = hit_point_up ­ eye_to_hit; 
Figura 16. Fragmento de código que consigue la dirección de crecimiento del eje Y sobre el plano. 
 
Una vez el punto de impacto y punto superior situados sobre el plano del triángulo han sido                                 
identificados, una simple resta basta para obtener el vector de crecimiento “dir”.  
 
El siguiente paso es conseguir las coordenadas los puntos que limitarán el triángulo, de los                             
segmentos más alto y más bajo, desde el punto de vista del observador. Para ello únicamente será                                 
necesario restar “eye” (la variable del punto del observador) a todos los puntos. A partir de este                                 
momento, las variables donde serán almacenados estos valores serán llamadas del mismo                       
nombre que las anteriores pero con el sufijo “_eye”. 
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Una vez obtenidas las coordenadas junto a la dirección,                 
es necesario hacerlas impactar contra los segmentos             
formados por el triángulo o bien por el triángulo                 
impactado y simétrico, los cuales forman un ​quad​. Ello                 
nos proporcionará los puntos máximo y mínimo de la                 
primitiva en la columna de píxeles a la cual pertenece                   
el rayo actual. 
 
Para tomar ambos triángulos como ​quad​, únicamente             
se van a tener en cuenta las superficies con una normal                     
cuya dirección Y tenga un valor de 0.  
 
Figura 17. Límite superior del triángulo. 
 
Esto es debido a que este tipo de superficies presentan siempre quads con coordenadas Y                             
diferentes en sus segmentos, algo que no ocurre cuando la normal del triángulo es paralela al eje                                 
Y. De esta manera además se evitan los errores que producirían superficies sin segmentos                           
superior e inferior. 
 
La siguiente muestra de código expone los cálculos a efectuar. La condición “if” comprueba si la                               
normal “n” cumple con los requisitos. Además, comprueba el número de triángulos que contiene                           
la actual instancia geométrica, aunque no es nada más que un seguro de errores, ya inicialmente                               
todo eran ​quads ​y se han dividido en dos triángulos cada uno. 
 
bool n_true = n.y < 0.001f && n.y > ­0.001f && num_triangles > 1; 
 
if (n.y < 0.001f && n.y > ­0.001f && num_triangles > 1) 
{ 
scalar4 = segment_test3D(eye_to_hit, hit_point_up, point_min_a_eye, point_min_b_eye); 
scalar5 = segment_test3D(eye_to_hit, hit_point_up, point_max_a_eye, point_max_b_eye); 
 
eye_to_back = eye_to_hit + dir*scalar4; 
eye_to_segm = eye_to_hit + dir*scalar5; 
}  
else... 
Figura 18. Fragmento de código que obtiene los puntos que limitan superior e inferiormente en la columna de píxeles.  
 
“segment_test3D” es una función similar al cálculo utilizado para encontrar la dirección desde el                           
punto de impacto al punto superior: dados cuatro puntos, cuyos dos primeros forman un                           
segmento y los dos últimos otro, calcula el punto donde se encuentran y devuelve cuál es el                                 
escalar necesario para que el vector que va desde el primer punto al segundo alcance el lugar                                 
donde los dos segmentos se encuentran. Ello sirve para encontrar tanto el segmento superior                           
utilizando los puntos del segmento del ​quad ​más altos en el eje Y, así como los más bajos.  
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Las variables “eye_to_back” y “eye_to_segm” definen los puntos superiores e inferiores del                       
quad​. La condición “else” trata de hacer exactamente lo mismo pero comprobando cada                         
segmento del triángulo. Esto ocurrirá en el caso de que sea una superficie con cierta pendiente o                                 
bien directamente ocupando un plano perpendicular al eje Y, como podría ser el suelo. En este                               
proceso, pese a ser el mismo, será necesario comprobar que el segmento que se va a tratar de                                   
intersecar no es paralelo, pues ello sería un problema ya que no existe intersección. 
 
El próximo paso es conseguir dos escalares con los que convertir los vectores hacia el punto más                                 
alto y más bajo en vectores que apuntan al ​viewport​. Ello servirá para saber exactamente en qué                                 
píxel intersecan, consiguiendo de esta manera el intervalo de píxeles que han de ser pintados. 
 
scalar1 = dot(n,  ­normalize(W)); 
 
scalar2 = dot(n, eye_to_segm); 
scalar3 = scalar1 / scalar2; 
float3 eye_to_clip_seg = eye_to_segm * scalar3; 
 
scalar2 = dot(n, eye_to_back); 
scalar3 = scalar1 / scalar2; 
float3 eye_to_clip_back = eye_to_back * scalar3; 
 
 
float d = (launch_index.x / (float) real_launch_dim.x) * 2.f ­ 1.f; 
float3 dxUdyVW = d*U + W; 
float3 eye_to_clip_bottom = dxUdyVW + V*(­1.f); 
float3 eye_to_clip_top    = dxUdyVW + V; 
 
 
unsigned int y_min, y_max; 
 
scalar0 = module3D(eye_to_clip_back ­ eye_to_clip_bottom); 
scalar2 = module3D(eye_to_clip_segm ­ eye_to_clip_bottom); 
scalar3 = module3D(eye_to_clip_top ­ eye_to_clip_bottom); 
 
y_min = (scalar0 / scalar3) * real_launch_dim.y; 
y_max = (scalar2 / scalar3) * real_launch_dim.y; 
Figura 19. Fragmento de código que obtiene los píxeles mínimo y máximo a pintar de la columna de píxeles. 
 
Una vez obtenidos “eye_to_clip_segm” y “eye_to_clip_back”, vectores que apuntan a los píxeles                       
que intersecan con el segmento más alto y más bajo del triángulo o ​quad​, se consiguen los                                 
vectores “eye_to_clip_bottom”, “eye_to_clip_top”, vectores hacia el punto más alto y más bajo                       
del ​viewport​. Con ellos es posible saber la distancia entre ellos utilizando la función “module3D”                             
y con ello obtener el píxel adecuado para el punto más bajo, el cual se guardará en “y_min” y el                                       
más alto, en “y_max”. 
 
Ahora únicamente hay que iterar desde “y_min” hasta “y_max”, consiguiendo la coordenada de                         
textura por cada píxel que aumenta. Habiéndo conseguido en el programa de intersección las                           
coordenadas de textura para cada punto del triángulo es posible interpolar para conseguir la                           
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coordenada de textura exacta. Para ello se ha decidido utilizar el algoritmo de Möller–Trumbore,                           
un algoritmo eficiente para este cálculo. [15.] 
 
Figura 20. Representación del pintado iterativo de píxeles para una columna cualquiera. 
 
Por último, el último píxel pintado es devuelto al programa lanzador de rayos, que lanzará un                               
rayo hacia la dirección del plano del ​viewport​ un píxel por encima de éste. 
 
13.5 Programa ​miss 
El programa de fallo o miss únicamente             
se encarga de redirigir rayos que no             
intersecan con geometría. El rayo es           
redirigido desde el punto de impacto           
donde estaría el plano del suelo pero con               
una dirección perpendicular al eje Y           
como muestra la figura 21. 
 
Dos condiciones son tenidas en cuenta.           
En primer lugar el rayo no puede tener               
una dirección Y ascendente, pues         
significa que se ha perdido en el cielo, y                 
en segundo, no puede fallar de nuevo, en               
cuyo caso se perdería para siempre.  Figura 21. Redirección del rayo perdido. 
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13.6 Programa ​any hit 
Termina con el proceso de intersección rayo­geometría, pues únicamente la geometría más                       
cercana será pintada en el ​buffer ​de salida. Podría ser muy útil para transparencias o para generar                                 
rayos de sombra, sin embargo este proceso no se ha llegado a implementar en el proyecto. 
 
13.7 Programa ​bounding box 
Es utilizado para generar una bounding box alrededor de la primitiva antes de que el ​pipeline ​del                                 
lanzamiento de rayos comience. No ha sufrido cambios respecto a la programación por defecto.                           
Es utilizado para ordenar la estructura de aceleración con la que cada intersección                         
rayo­geometría será comprobada. Esta caja englobante está alineada en los ejes de coordenadas                         
de manera que cálculo resulta trivial. 
 
13.8 Programa de control de excepciones 
Es ejecutado por OptiX cuando una excepción es lanzada y no ha sufrido cambios respecto a la                                 
programación por defecto. Puede ser útil para escribir mensajes por pantalla o bien para pintar el                               
píxel que produjo la excepción. Nvidia recomienda desenlazarlo con el contexto de OptiX una                           
vez finalizado el proyecto por razones de rendimiento. 
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14. Problemas encontrados y soluciones 
 
14.1 Problemas menores 
Se han encontrado numerosos problemas no previstos, la mayoría de una importancia menor: 
 
p.1​) OptiX resulta impreciso al trabajar en coma flotante. Por ejemplo, un mismo vértice                           
es posicionado en diferentes puntos aunque no diferenciables a nivel visual. Ha sido                         
necesario trabajar teniendo en cuenta el posible sesgo. 
p.2​) Un fallo por un espacio entre edificios supone el final de un rayo, si no hay un suelo                                     
geométrico entre ellos. Si esto ocurre el algoritmo de redirección del rayo paralelamente                         
al suelo soluciona el problema. 
p.3​) Algoritmos de alta complejidad matemática. Dado que se ha de entender lo que está                             
ocurriendo para poder modificar el algoritmo en busca de mejoras, algunos de ellos han                           
resultado especialmente difíciles, pues NVidia utiliza también documentos de                 
investigación para implementar algunos algoritmos de máxima eficiencia. Uno de estos                     
casos ha sido el empleo del algoritmo de Möller–Trumbore para texturizar triángulos. 
p.4​) Aleatoriedad en los bugs OptiX para la escritura por pantalla. De manera aleatoria                           
una escritura puede fallar o no. 
p.5​) Ciertas variables que OptiX ofrece son privadas y necesitan ser tratadas. Ha sido                           
necesario modificar clases del framework de OptiX. También generar librerías dinámicas                     
(DLL) para la edición de algunas funciones como el bloqueo de ejes en el movimiento                             
rotatorio de la ciudad durante la inspección, presente en una librería de utilidades. 
p.6) Problemas derivados de la generación incorrecta de modelados. En determinados                     
casos algoritmo no reaccionó mal a estas imperfecciones, por otra fue necesario regenerar                         
los edificios problemáticos o mejorar el renderizado para que las tuviese en cuenta. 
p.7) El desborde de la pila por demasiada profundidad en la recursividad sobre el                           
lanzamiento de rayos. Anteriormente un nuevo rayo se generaba a partir de un rayo actual                             
que acababa de pintar sobre el ​buffer ​de salida. Se cambió el procedimiento por un                             
lanzamiento de rayos iterativo desde el programa de lanzamiento de rayos pero con cierto                           
nivel de recursividad, únicamente para la redirección del rayo a nivel de suelo en el caso                               
de fallo. 
 
14.2 Geometría superpuesta 
Este problema aparece cuando dos superficies son pintadas y parte de una es pintada sobre la                               
otra. El resultado final es que la última primitiva en ser pintada es la que aparece en el buffer de                                       
salida pese a que puede no ser la más cercana.  
 
Para ello ha sido necesario crear un buffer de profundidades con la misma resolución que la                               
resolución de pantalla, una posición para cada píxel. Estas operaciones suponen un coste a tener                             
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en cuenta ya que es necesario calcular el módulo y ello son dos sumas, tres multiplicaciones y un                                   
acceso a memoria por cada píxel nuevo a pintar (la raíz cuadrada no es necesaria, pues                               
únicamente interesa la comparación entre superficies, no la profunidad exacta). Sin embargo no                         
se han considerado otras opciones ya que el coste es asumible y la solución ofrece un resultado                                 
impecable. 
 
 
Figura 22. Diferencias entre output buffer sin tener / teniendo en cuenta la profundidad de la geometría. 
 
14.3 Geometría no intersecada 
Un problema importante ha sido la geometría de pequeño tamaño, la cual puede no ser                             
intersecada si se sitúa por encima de una gran superficie y el ángulo de la cámara permite que el                                     
vector hacia el último píxel de esa gran superficie pase por encima del objeto que se sitúa sobre                                   
ésta. 
 
 
Figura 23. Rayo esquivando la caja. 
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Una posible solución es seccionar una misma superficie en diferentes partes de menor tamaño.                           
Existiría una pérdida de rendimiento ya se necesitarían más rayos para pintar la escena al                             
completo, pero sería un coste admisible. Además podría hacerse en superficies de las que se sabe                               
que va a haber algo considerablemente menor por encima. 
 
Otra solución podría ser lanzar un rayo por encima paralelo al plano que forma la superficie para                                 
poder detectar si existen objetos por encima y tratarlos de forma especial, aunque esta forma                             
resultaría algo más compleja y puede que más ineficiente. 
 
Ninguna solución ha sido puesta en práctica pues las ciudades empleadas no producen                         
imperfecciones visibles a una distancia media relacionadas con este problema y ello supone un                           
gran ahorro en tiempo de desarrollo. 
 
14.4 Suelo como plano 
En el caso de que el suelo sea un plano sin volumen, los rayos a nivel de suelo no impactarán la                                         
gran mayoría. Solo cuando OptiX sea lo suficientemente preciso como para igualar el punto de                             
intersección exacto rayo­plano. Una buena estrategia sería sustituir el suelo por otro que sí tenga                             
volumen aun siendo mínimo. 
 
O bien que el suelo se extienda en una región considerable más allá de la cámara, en cuyo caso                                     
los rayos en direcciones incisivas no tendrán ningún problema para intersecar y pintar las calles,                             
carreteras o regiones de campo. 
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15. Optimizaciones  
 
Un papel importante en los algoritmos utilizados lo han tenido las optimizaciones de código. Con                             
ellas se ha conseguido obtener más de 100 fotogramas por segundo adicionales. Los ingenieros                           
de NVidia ya dotan de los programas por defecto de una optimización importante a nivel de                               
cálculos, utilizando algoritmos basados en investigaciones, lo cual puede resultar difícil de                       
comprender a primera vista. De esta manera el margen de mejora lo introducen los cálculos                             
añadidos para este proyecto. 
 
 
Figura 24. ​Quad ​y triángulos. 
 
Una optimización importante ha sido utilizar el orden de los                   
triángulos de los modelos (pues inicialmente son ​quads               
reconvertidos) en los ​buffers ​de geometría. Ello ha permitido                 
abarcar hasta casi el doble de geometría, de manera que han sido                       
necesarios una cantidad muy inferior de rayos, así como el ahorro                     
de realizar cálculos pesados. 
 
El hecho de conocer que el triángulo con el segmento más bajo en                         
la coordenada Y es el par y el más alto el impar también ha                           
ahorrado condicionales y por lo tanto la divergencia asociada. 
Otras optimizaciones han sido a nivel de código, intentando mejorar las recuperaciones de estado                           
a la vuelta de funciones, por ejemplo reduciendo el número de variables a utilizar en el bucle de                                   
lanzamiento de rayos. También se ha intentado aprovechar al máximo cualquier dato                       
previamente calculado, sobretodo si estos cálculos son utilizados en multiplicaciones y                     
divisiones. 
 
En algunas ocasiones además se han aprovechado las superficies con normal perpendicular al eje                           
Y. Por ejemplo a la hora de texturizar, ya que entre la intersección del rayo que atraviesa un píxel                                     
con la superficie y su contraparte del píxel inmediatamente superior siempre existirá la misma                           
distancia, una suma bastará para conseguir las coordenadas de textura de cada nuevo pixel a                             
pintar. Si la normal de la superficie no es perpendicular, sí será necesario utilizar un algoritmo de                                 
interpolación entre las coordenadas de textura con cada nuevo píxel.. 
 
La última optimización importante ha sido transformar los accesos a memoria. Dado que los                           
buffers ​utilizados son de dos dimensiones, OptiX utiliza un entero de dos dimensiones como                           
índice para acceder a las distintas posiciones. El problema es que dicho objeto de dos posiciones                               
es guardado en la pila, y su acceso para luego ser operado y empleado como índice en cada                                   
iteración supone un tiempo notable. Un único puntero guardado en un registro ha supuesto una                             
mejora de tiempo importante. 
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16. Resultados  
 
Los resultados fueron generados utilizando una opción de benchmarking incluida en el propio                         
OptiX. Durante unos segundos almacena los fotogramas por segundo y por último devuelve la                           
media del tiempo durante el cual ha estado activo el test. La comparación se ha realizado a                                 
diferentes resoluciones. 
 
16.1 Resultados sobre la ciudad número 1 
Modelo creado con 7.994 polígonos. 
 
 
  fps básico  fps proyecto 
 
1024x768  264  245 
1920x1080  176  200 
2560×1440  121  165 
3200x2048  81  124 
4096×2160  63  109 
 
Figura 25. Comparación de la escena titulada Ciudad 1. 
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16.2 Resultados sobre la ciudad número 2 
Modelo creado con 70.078 polígonos. Diez veces la cantidad de polígonos de la ciudad anterior. 
 
 
  fps básico  fps proyecto 
 
1024x768  91  71 
1920x1080  78  67 
2560×1440  65  61 
3200x2048  49  54 
4096×2160  42  50 
 
Figura 26. Comparación de la escena titulada Ciudad 2. 
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17. Conclusiones  
 
Dados los resultados finales obtenidos, se ha demostrado que un algoritmo de trazado de rayos                             
que emplee esta técnica, puede resultar más eficiente que un algoritmo convencional. Los                         
resultados, pese a que para resoluciones de menor tamaño se muestran favorables al algoritmo                           
convencional, también demuestran que éste sufre una bajada de rendimiento más acusada que el                           
algoritmo planteado durante el proyecto. Esto es debido a que el envío de un rayo, la búsqueda                                 
de intersecciones recorriendo la estructura de geometría y el posterior pintado, resulta mucho                         
más rápido de calcular que el área a pintar de una primitiva en cada columna de píxeles en las                                     
que tiene presencia, pues implica menos cálculos. 
 
Sin embargo, doblar el número de rayos enviados supone calcular el doble, no siendo así en el                                 
cálculo de un único rayo y la región a pintar, pues aumentando la resolución únicamente aumenta                               
el coste del pintado (acceso a memoria) y no del cálculo del área de la región impactada, que                                   
sería el mismo que con una resolución menor. 
 
Hay que destacar además que son resultados obtenidos después de una optimización notable pero                           
no profunda, pues aún existen operaciones evitables que por falta de tiempo y conocimientos de                             
geometría no se han podido minimizar. 
 
Por ello, pese a ser un algoritmo sujeto a determinadas condiciones, como pocos detalles a nivel                               
de geometría y grandes superficies, puede resultar útil en programas como por ejemplo Google                           
Maps o con un estilo similar. 
 
17.1 Trabajo futuro 
Aún es posible trabajar mucho sobre el algoritmo. En primer lugar terminar de optimizar para                             
aumentar los fotogramas por segundo y en segundo lugar añadir ciertas mejoras gráficas como                           
por ejemplo mipmapping, para reducir el aliasing formado sobretodo en bajas resoluciones. 
 
Por último, la construcción de un algoritmo como ​raytracing ​o ​photon mapping utilizando este                           
algoritmo como base, podría ofrecer más precisión en las conclusiones y hasta qué punto resulta                             
provechoso emplearlo en sistemas de iluminación avanzada. 
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18. Mecanismos de control y sostenibilidad  
 
18.1 Mecanismos de control 
En cada reunión con el director se evaluó si el proyecto está siguiendo o no el camino                                 
presupuestario previsto. 
 
18.2 Sostenibilidad económica 
Aunque el presupuesto ha sido correcto es posible acotarlo de forma notable para poder llevar a                               
cabo el desarrollo en condiciones no demasiado inferiores. 
 
La primera posibilidad es recortar el PC utilizado con componentes de inferior calidad como                           
podría ser una placa base de un chipset inferior. Utilizar una caja de menor calidad y acabado                                 
podría ser otra. Utilizar un procesador sin capacidades de overclock pero manteniendo el modelo                           
apenas tendría impacto sobre el poder de cómputo y sin embargo reducir hasta 50€ el coste del                                 
mismo.  
 
Otra posibilidad es reducir los Megabits de ancho de banda de internet y por lo tanto pagar hasta                                   
un 50% menos. Esta rebaja no supondría ningún impacto en la calidad del desarrollo, ya que no                                 
no es necesario un ancho de banda tan amplio. 
 
Alguien con más experiencia además, podría finalizar el proyecto en menos tiempo, reduciendo                         
una mensualidad o incluso más los costes indirectos y tutoría con el director. Sin embargo, su                               
remuneración aumentaría en consecuencia a su mayor nivel de conocimientos, lo cual podría                         
significar un coste final mayor. 
 
18.3 Sostenibilidad social 
El proyecto no presenta ningún conflicto a nivel social. Tampoco el sector de la informática,                             
NVidia o los algoritmos de raytracing han sufrido ningún impacto social por lo que no se prevé                                 
ningún tipo de influencia negativa por parte de la sociedad. 
 
18.4 Sostenibilidad ambiental 
El único efecto ambiental a considerar es el consumo eléctrico del ordenador empleado y su                             
generación. En este caso dependiendo de la central eléctrica la huella ambiental puede apuntar a                             
la emisión de contaminantes a la atmósfera, impacto sobre las aguas, impacto sobre el paisaje y                               
la diversidad o bien la producción de residuos sólidos como el carbón o los residuos nucleares.  
 
En este caso el impacto sobre las aguas y sobre el paisaje y diversidad, dado que se está                                   
utilizando energía proveniente de una central hidroeléctrica.   
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18.5 Puntuación 
 
¿Sostenible?  Económica  Social  Ambiental 
Planificación 
Valoración 
Resultados 
Viabilidad económica  Mejora en calidad de vida  Análisis de recursos 
0  10  10 
Planificación 
Valoración 
Resultados 
Coste final vs previsión  Impacto entorno social  Consumo de recursos 
10  10  10 
Planificación 
Valoración 
Resultados 
Adaptación cambios  Daños sociales  Daños ambientales 
­2  0  0 
Valoración parcial  48     
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