In this paper, we prove the existence of an efficient algorithm for the computation of q-expansions of modular forms of weight k and level Γ, where Γ ⊆ SL 2 (Z) is an arbitrary congruence subgroup. We also discuss some practical aspects and provide the necessary theoretical background. 1 modular curve X + ns (p). Equivalently, one has to show that for all large enough primes p, the only rational points of the modular curve X + ns (p) are CM points. Therefore, there is great interest in finding explicit equations for X + ns (p) over Q. More generally, Mazur's Program B [17] suggests, given an open subgroup G ⊆ GL 2 (Ẑ) to classify all elliptic curves E such that the image of ρ E is contained in G. To this end, one would like to have explicit equations for the modular curve describing those, X G , over Q, in order to search for rational points.
1. Introduction 1.1. Motivation. The absolute Galois group of the rational numbers G Q = Gal(Q/Q) is an object of central importance in number theory. It is studied through its action on geometric objects, among which elliptic curves and their torsion points have been playing a dominant role. Let E be an elliptic curve defined over Q, and let p be a prime. Then G Q acts on its p-torsion points E[p]. Therefore, we obtain a representationρ E,p : G Q → GL 2 (F p ).
In [25] , Serre proved that the index [GL 2 (F p ) :ρ E,p (G Q )] is bounded by a constant C E depending only on E. Serre went on to ask the following question, which remains open to this day, after half a century. Conjecture 1.1.1 (Serre's uniformity problem over Q, [25] ). Is there a constant C > 0 such that for any prime p > C and any elliptic curve E over Q without complex multiplication, the mod p Galois representationρ E,p : G Q → P GL 2 (F p ) is surjective?
There has been much progress in working on the conjecture. The remaining and most difficult case is to exclude the possibility thatρ E,p has image contained in the normalizer of a non-split Cartan subgroup of GL 2 (F p ) for large p. These elliptic curves are classified by a (2) When the order generated by Γ contains no elements of determinant p, T p = 0 is effectively computable.
We further denote by In the complexity, in field operations, of membership test in G.
Corollary 1.2.10 (Corollary 6.3.3). There exists an algorithm that given a group of real type G ⊆ GL 2 (Z/NZ) with surjective determinant such that for all p | N, T p is effectively computable, an integer k ≥ 2, and a positive integer L, returns the q-expansions of a basis of eigenforms for S k (Γ G ) up to precision q L using O(d · (C · (L log L + N log N) + NI 2 G · In +kI G log(kI G )) + d 3 ) field operations.
The method illustrated in this paper has been implemented in the MAGMA computational algebra system, by building on the existing package of modular symbols, implemented in MAGMA [7] by William Stein, with contributions by Steve Donnelly and Mark Watkins. The package is publicly available in the github repository [1] .
As an application of our algorithm we recover the equation for the canonical embedding of X S 4 (13) in P 2 Q , as was done in [3] . In the original paper, the entire section 4, consisting of 7 steps, was devoted to finding the cuspforms, while we do it in a few seconds, writing several lines of code in Magma. Corollary 1.2.11 ([3, Theorem 1.8]). The modular curve X S 4 (13) is a genus 3 curve whose canonical embedding in P 2 Q has the model 4x 3 y − 3x 2 y 2 + 3xy 3 − x 3 z + 16x 2 yz − 11xy 2 z+ +5y 3 z + 3x 2 z 2 + 9xyz 2 + y 2 z 2 + xz 3 + 2yz 3 = 0.
Another application recovers the main result of [5] , namely explicit equations for the canonical embeddings of X + ns (13) and X s (13) in P 2 Q . Again, using our methods we are able to produce the result in a matter of seconds. Corollary 1.2.12 ([5] ). The modular curves X + ns (13) and X + s (13) are defined by the equation (−y − z)x 3 + (2y 2 + zy)x 2 + (−y 3 + zy 2 − 2z 2 y + z 3 )x + (2z 2 y 2 − 3z 3 y) = 0.
Similarly, we are also able to reproduce the results of [18] for X + ns (17) , X + ns (19) and X + ns (23) . Another interesting problem that requires the computation of such Hecke operators is the question of decomposition of Jacobians of modular curves. The factors in these decompositions should have interesting arithmetic. We could perform the following using our code in 31 minutes. Corollary 1.2. 13 . The Jacobian of the modular curve X + ns (97) decomposes as the direct sum of 13 Hecke irreducible subspaces, of dimensions 3, 4, 4, 6, 7, 7, 12, 14, 24, 24, 24, 56, 168. In particular, it has no elliptic curve factor. Remark 1.2.14. Any method of computing modular forms of weight k = 1 relies on computation of modular forms of higher integral weights (e.g. [8] , [24] ), so that our results apply equally well.
1.3. Related Literature. The theory of modular forms for GL 2 has been established for quite some time. However, the theory usually restricts to the Iwahori level subgroups, Γ 0 (N) and Γ 1 (N). There are a few exceptions: Shimura, in [26] , explores a mild generalization, and much work has been devoted to some special cases, such as those groups induced by maximal subgroups of GL 2 (Z/NZ). In this vein, computation has also been restricted to the subgroups Γ 0 (N) and Γ 1 (N), as in [29] .
Nevertheless, many new applications arise ( [3] , [4] , [13] , [31] ) in which description of the space of modular forms M k (Γ) is needed, when Γ ⊆ SL 2 (Z) is an arbitrary congruence subgroup.
1.4. Organization. The paper is structured as follows.
In Section 2, we introduce the definitions and the statement of the problem. In Section 3, we explain the construction of an explicit model for M k (Γ) using modular symbols, how to construct a boundary map ∂, and through it the subspace of cusp forms S k (Γ). This description of S k (Γ) was already known to Merel, see [20] , but we present a general algorithm for the computation of ∂. So far, the literature has only discussed the computation of ∂ for Iwahori level subgroup. (see [9] , [29] , [34] ).
Section 4 contains the core of this work, the computation of the Hecke operators. In subsection 4.1, we begin by defining the Hecke operators corresponding to double cosets. Then, in subsection 4.2, we present a general algorithm for computing them, thus proving theorem 1.2.7. We then present a variant of this algorithm which is more efficient, but applicable only to Hecke operators away from the level, thus yielding 1.2. 6 . In order to define the Hecke operators T n for integers n that are coprime to the level of Γ, i.e. (n, N) = 1, in subsection 4.4, we need to view the modular curve adelically. We start from the adelic Hecke operators and show that they correspond to certain double coset operators that were already defined. In subsection 4.5, we use the techniques of Merel from [20] to prove theorem 1.2.5.
Section 5 describes the degeneracy maps, and the old and new subspaces, which will be useful when decomposing our space of cusp forms. Section 6 contains miscellaneous algorithms needed to compute the q-expansions of eigenforms given the Hecke operators. In section 7 we describe several applications of our result to contemporary research. 1.5. Acknowledgements. The author would like to thank John Voight for his comments. This research was conducted as part of the Simons Collaboration on Arithmetic Geometry, Number Theory and Computation, with the support of Simons Collaboration Grant (550029, to John Voight).
Setup and Notation
In this section, we present the basic setup and introduce some notations that will be used throughout the paper.
2.1. Congruence Subgroups. Let N be a positive integer, G ⊆ GL 2 (Z/NZ) a subgroup, and G 0 = G ∩ SL 2 (Z/NZ). Let λ N : M 2 (Z) → M 2 (Z/NZ) be the natural reduction map, and let λ N,0 : SL 2 (Z) → SL 2 (Z/NZ) be its restriction to SL 2 (Z).
, hence it is a congruence subgroup. Moreover, every congruence subgroup arises this way. In general, we will denote by Γ a congruence subgroup of SL 2 (Z).
We denote by H the complex upper half plane H := {z ∈ C | ℑ(z) > 0}. Then H admits a natural action of GL + 2 (R) via Möbius transformations and we let Y Γ := Γ\H be the affine modular curve of level Γ.
Definition 2.1.1. Denote H * = H ∪ P 1 (Q). The group GL + 2 (Q) also acts on P 1 (Q) via Möbius transformations, and we let X Γ := Γ\H * be the modular curve of level Γ. The points of Γ\P 1 (Q) = X Γ − Y Γ are called the cusps of X Γ .
Definition 2.1.2. We say that Γ G is the congruence subgroup induced by G.
Here are several useful examples.
Before presenting a non-trivial interesting example, we define the notion of a non-split Cartan subgroup.
Definition 2.1.4. Let A be a finite free commutative Z/NZ-algebra of rank 2 with unit discriminant, such that for every prime p dividing N, the F p -algebra A/pA is isomorphic to F p 2 . Then the unit group A × acts on A by multiplication, and a choice of basis for A induces an embedding A × ֒→ GL 2 (Z/NZ). The image of A × is called a non-split Cartan subgroup of GL 2 (Z/NZ).
Example 2.1.5. Let G be a non-split Cartan subgroup of GL 2 (Z/NZ). Then Γ G = Γ ns (N). Similarly, if N(G) is its normalizer in GL 2 (Z/NZ) then Γ N(G) = Γ + ns (N). 2.2. Modular Forms.
Denote by M k (Γ) the space of holomorphic modular forms of weight k with respect to Γ. (i.e. holomorphic functions f : H → C such that f | γ = f for all γ ∈ Γ and f is holomorphic at the cusps of Γ\H). Denote by S k (Γ) the subspace of cusp forms. (those vanishing at the cusps).
Since Γ(N) ⊆ Γ, we know that
It follows that f admits a Fourier expansion f (z) = ∞ n=0 a n q n , with a n ∈ C and q := e 2πiz N . This is now enough to state a computational problem: 6 Problem 2.2.3. Given a group G ⊆ GL 2 (Z/NZ), an integer k ≥ 2 and a positive integer L, find the q-expansion of a basis for S k (Γ G ) up to precision q L .
This problem has been answered extensively in the literature for Γ G = Γ 1 (N) and Γ G = Γ 0 (N) (see [28] , [29] , [14] ).
We will address the general case in what follows. The solution to Problem 2.2.3 will be through the following steps:
(1) Construct an explicit vector space representing S k (Γ G ).
(2) Compute the action of Hecke operators on this space.
(3) Decompose the action into irreducible subspaces. (4) Write down the q-expansion from the systems of eigenvalues in the above decomposition.
Among these steps, step (3) and (4) follow from (2) by linear algebra techniques. Moreover, the Hecke algebra of S k (Γ G ) is generated by the double coset Hecke operators {T α } (see Corollary 4.1.4). Therefore, we may concentrate our efforts on the following problem.
Problem 2.2.4. Given a group G ⊆ GL 2 (Z/NZ), an integer k ≥ 2 and an element α ∈ GL + 2 (Q) compute the matrix of the Hecke operator T α with respect to a basis of S k (Γ G ).
We address this problem in full in section 4, and present several solutions -one general solution with no additional assumptions, and under some mild assumptions, we have a more efficient solution.
Explicit Computation of S k (Γ)
First, we have to construct a model for the vector space S k (Γ). We will do so through the means of modular symbols. For the results of this section, it suffices to assume that Γ is a finite index subgroup of SL 2 (Z). Therefore, in this section, we will suppress the notation of the group G in Γ G .
3.1. Modular Symbols. Let M 2 be the free abelian group generated by the expressions {α, β} , for (α, β) ∈ P 1 (Q) 2 , subject to the relations {α, β} + {β, γ} + {γ, α} = 0 ∀α, β, γ ∈ P 1 (Q). and modulo any torsion. Let
There is a natural left action of GL 2 (Q) on M k by
The reason we are interested in the space of moular symbols M k (Γ) is the following theorem proved by Manin: This will give us the connection to modular forms. We now turn to the reason that the modular symbols are useful for computations.
Manin Symbols.
We have a right action of SL 2 (Z) on Manin symbols as follows
The following theorem gives an explicit recipe for constructing a concrete realization of M k (Γ) as a free module of finite rank. Proof. This was implemented by Stein for Γ = Γ 0 (N) in [29] , and the general case is similar. . From now on, we assume all given bases to be of this form, and say that the weight of a basis element [x w y k−2−w , g] is w. 8 3.3. Modular Symbols with Character. Suppose Γ ⊆ Γ ′ ⊆ SL 2 (Z) are finite index subgroups such that Γ is a normal subgroup of Γ ′ and let Q := Γ ′ /Γ. Then Q acts on M k (Γ) via
Let ε : Q → Q(ζ) × be a character, where ζ = ζ n is an n-th root of unity, and n is the order of ε. Abusing notation, we will denote the induced character on Γ ′ by ε as well.
, γ ′ ∈ Q, and by any Z-torsion.
Note that M k (Γ, ε) has a basis consisting solely of elements of the form [v, g] where g ∈ Γ ′ \SL 2 (Z). Then if Q is abelian, this action factorizes to the isotypic components:
This decomposition allows for faster computation by implementing M k (Γ) as the direct sum of these smaller spaces.
3.4. Cuspidal Modular Symbols. Let B 2 be the abelian group generated by the elements
Again we have a theorem that allows us to find a nice description of this free module of finite rank, by "boundary Manin symbols". 
where P ∈ Sym k−2 Z 2 is considered as a homogeneous polynomial in two variables of degree k − 2 and u, v are coprime. Then µ is well defined and injective. Moreover,
The space S k (Γ) = ker ∂ is called the space of cuspidal modular symbols. As in subsection 3.3, we can define B k (Γ, ε), a boundary map ∂ : M k (Γ, ε) → B k (Γ, ε) and its kernel will be denoted by S k (Γ, ε).
In order to have a concrete realization of S k (Γ, ε), it remains to efficiently compute the boundary map.
3.5.
Efficient computation of the boundary map. In this subsection, we show how to compute the boundary map effectively. For finite index subgroups Γ ⊆ Γ ′ ⊆ SL 2 (Z) such that Γ is a normal subgroup of Γ ′ , and a character ε : Γ ′ /Γ → Q(ζ) × , we denote c ε (Γ) = dim B 2 (Γ, ε). We will proceed to prove the following result. Theorem 3.5.1. There exists an algorithm that given groups Γ ⊆ Γ ′ ⊆ SL 2 (Z) such that Γ is a normal subgroup of Γ ′ , a character ε : Γ ′ /Γ → Q(ζ) × , and an integer k ≥ 2, computes a basis for
The proof of Theorem 3.5.1 will occupy this entire subsection. We will obtain the basis by computing the kernel of the boundary map. Thus, given M k (Γ, ε), we would like to compute the boundary map µ • ∂ :
The 8.14] ) in that we do not have to compute the space of cusps for Γ apriori. Instead, for every cusp in P 1 (Q) that we encounter, we check whether it is equivalent to the ones previously encountered.
Following that route, we should be able to check whether a cusp is equivalent to 0 or to a previously encountered cusp. We will begin by describing the algorithms for testing cusp equivalence and cusp vanishing, and conclude by presenting the algorithm for computing the boundary map.
These algorithms are implemented in [29] and in [9] for Γ = Γ 0 (N), Γ 1 (N).
In order to treat the general case, we first prove a criterion for the equivalence. Proof. If there is some γ ∈ Γ such that γa = b, then γg a (∞) = g b (∞), and so
γg a = T n for some integer n ∈ Z. Thus, there exists n ∈ Z for which g b T n ∈ Γg a . The converse follows simialrly.
Thus, in order to test for equivalence, we have to compute the T action. This can be done apriori for all cosets, as we proceed to show. Definition 3.5.3. Let Γ ⊆ SL 2 (Z) be a finite index subgroup, and let R be an array of coset representatives for Γ\SL 2 (Z). We say that an array S is a T -orbit table of Γ with respect to R if S consists of pairs of integers (o, e) such that: Input :
• a finite index subgroup Γ ⊆ SL 2 (Z).
• an array of coset representatives R for Γ\SL 2 (Z).
Output : an array S, which is a T -orbit table of Γ with respect to R.
(2) idx := orbit := 1; exponent := 0;
And then our algorithm for cusp equivalence testing is rather simple. Algorithm 3.5.6. CuspEquiv(Γ, R, S, a, b). Test for cusp equivalence.
Input :
• a finite index subgroup Γ ⊂ SL 2 (Z).
• an orbit table S (the output of Algorithm 3.5.5).
• a, b ∈ P 1 (Q).
Output : If there exists γ ∈ Γ such that γa = b, then (true, γ), else (f alse, 1).
There exists an algorithm that given a finite index subgroup Γ ⊂ SL 2 (Z), an array of coset representatives R for Γ\SL 2 (Z), the T-orbit table of Γ with respect to R, and a, b ∈ P 1 (Q), returns whether Γa = Γb, in which case it returns also an element γ ∈ Γ such that γa = b, in O(1) basic CosetIndex operations.
Proof. Apply Algorithm 3.5.6. By Proposition 3.5.2, it returns the correct answer.
Finally, to test whether a cusp vanishes, we use the following proposition (an analog of [29, Prop. 8.16] ). Recall that if Γ ⊆ Γ ′ is a normal subgroup, and Q = Γ ′ /Γ, then Q acts on M k (Γ) as in (3.3.1).
for the equivalence class of x in Γ\P 1 (Q). Then a vanishes modulo the relations
Proof. First suppose that such a q exists. Then
Conversely, suppose that [a] = 0. Because all relations are two-term relations and the Γ-relations identify Γ-orbits, there must exist α, β ∈ Γ ′ such that
and ε(α) = ε(β). Indeed, if this did not occur, we could mod out by the ε relations by writing each [α · a] in terms of [a] and there would be no further relations to kill [a]. Next observe that
This gives rise to an algorithm for checking whether a cusp vanishes. Algorithm 3.5.9. CuspVanishing(Γ, ε, s, R, S, a). Test for cusp vanishing.
Input :
• a section s : Q → Γ ′ of the quotient map.
• a ∈ P 1 (Q).
(1) For each q ∈ Q such that ε(q) = 1 do:
(a) equiv, γ := CuspEquiv(Γ, R, S, s(q) · a, a). 
Proof. Apply algorithm 3.5.9. The correctness follows from proposition 3.5.8.
Relying on 3.5.6 and 3.5.9, we may now formulate an algorithm to compute the boundary map M k (Γ, ε) → B k (Γ, ε). Input :
Output :
• a matrix A.
• a list of boundary Manin symbols C.
such that A represents the boundary map µ • ∂ with respect to the bases B, C.
(
Here CuspIndex is a function that given a finite index subgroup Γ ⊆ SL 2 (Z), a list of coset representatives R for Γ\SL 2 (Z), a T -orbit table of Γ with respect to R, a cusp a and a list of cusps C, returns an index i such that a is equivalent to C[i] in B k (Γ) and an element γ ∈ Γ such that a = γ · C[i]. If a / ∈ C, it appends a to C. This function is obtained by using Algorithm 3.5.6 repeatedly.
We can now proceed to prove Theorem 3.5.1. The function CuspIndex is implemented by applying Algorithm 3.5.6. The check whether a cusp vanishes is done by applying Algorithm 3.5.9. By Corollary 3.5.7 and Corollary 3.5.10, these algorithms return the required output in O(1) basic CosetIndex operations.
Since there are 2 · [SL 2 (Z) : Γ ′ ] Manin symbols of either maximal or minimal weight, and we have to check equivalence of at most each of these against each of the cusps in the list, which has at most c ε (Γ) elements in it, it follows that the running time for Algorithm 3.5.11
3.6. Pairing Modular Symbols and Modular Forms. Let S k (Γ) = {f : f ∈ S k (Γ)} be the space of antiholomorphic cusp forms. We then have a natural pairing
The following theorem is the final ingredient needed to get a handle on the actual spaces of modular forms. 
is a nondegenerate pairing of complex vector spaces. This is still not completely satisfactory, as we would like to separate the holomorphic forms from their antiholomorphic counterparts.
3.6.1. The Action of Complex Conjugation.
We then have the following result. Then there is a complex linear involution ι :
is adjoint to ι with respect to the pairing (3.6.1). Moreover, ι * acts on Manin symbols via
We may now state the final result about the pairing, which explains how modular symbols and modular forms are related. 
We denote by c(Γ) = dim B 2 (Γ) the number of cusps of Γ. Then it follows that Corollary 3.6.7. There exists an algorithm that given a finite index subgroup Γ ⊆ SL 2 (Z) and an integer k ≥ 2, computes a basis for
Proof. In order to compute S k (Γ) + , it is necessary to replace B k (Γ) by its quotient modulo the additional relation [(−u, v)] = [(u, v)] for all cusps (u, v). Algorithm 3.5.11 can be modified, as in [29] , to treat that case, yielding the result by Theorem 3.5.1.
Hecke Operators
Now that we have a realization of S k (Γ G ), we would like to be able to compute Hecke Operators on this space. First, let us recall a few basic facts about Hecke operators in general.
Hecke Operators on
is a set such that Γ∆ = ∆Γ = ∆, and Γ\∆ is finite. Let R be a set of representatives for Γ\∆. Let
The operator T ∆ is called the Hecke operator associated to ∆.
It is a standard result that this operator is well-defined and independent of R. 
It is a consequence of the definition that ∆ must be a union of double cosets ΓαΓ, where α ∈ GL + 2 (Q). In particular, the Hecke operators are linearly spanned by the {T α }. Example 4.1.5.
(1) If Γ = Γ 1 (N), one usually considers for any n ∈ Z, the set
One usually denotes T n = T ∆ 1 n . We note that ∆ 1 n = Γ 1 0 0 n Γ , so that T n = T α , with α = 1 0 0 n . 15 (2) Let Γ = Γ(N). We may take for n ∈ Z, the set ∆ n := g ∈ M 2 (Z) | det(g) = n and g ≡ 1 0 0 n mod N Note that again we are taking ∆ n = Γ 1 0 0 n Γ.
As our implementation of modular forms is by using the dual space of modular symbols, we need the dual notion.
Again, this map does not depend on the choice of R. We then have the following result. Therefore, by Theorem 3.6.2, in order to compute the restriction of the Hecke operators T ∆ to S k (Γ) ⊕ S k (Γ), it will suffice to compute the Hecke operators T ∨ ∆ on S k (Γ). Note that in order to compute the restriction to S k (Γ) using Theorem 3.6.6, we would need T ∆ to commute with ι.
Proof. Let R be a set of representatives for Γ\ΓαΓ. For each δ ∈ ΓαΓ, we have by the assumptions on Γ and α that
Therefore, we see that
It then follows that η −1 αη ∈ ΓαΓ. The result follows from Lemma 4.1.8.
Naive Computation of T ∨
α . We will now present a naive algorithm to compute the Hecke operator T ∨ α for an arbitrary α ∈ GL + 2 (Q). Input :
• a basis B for the space of modular symbols M k (Γ).
Output : a vector representing T
(2) Let S be a set of representatives for H\Γ. Note also that Γ ⊆ SL 2 (Z) is defined using G ⊆ GL 2 (Z/NZ). Therefore, if α ∈ GL + 2 (Q) is such that α −1 Γα SL 2 (Z), a straightforward computation could be expensive (either find N such that N · α −1 Γα ⊆ SL 2 (Z) and change computations to fit, or work in GL + 2 (Q) with generators -that requires finding the generators of Γ). Moreover, as GL + 2 (Q) is not finitely generated, we do not have ready made tools for computing the intersection Γ ∩ α −1 Γα.
This has brought us to consider the following alternate path:
Strategy for computation of Algorithm 4.2.1.
(a) Implement the function (Γ, Here is an implementation of the intersection in step 1, using (a) and (b) . Input :
First, let us prove that Algorithm 4.2.3 indeed returns the correct answer. 
Finally, intersecting with Γ, one obtains
In order to be able to use the strategy 4.2, we should also show that the conjugations we are computing are in SL 2 (Z).
Proof. The first is trivial, as γ ∈ SL 2 (Z). The second follows from (4.2.5). It remains to show how to compute the conjugation in (a), and the intersection in (b) . For the conjugation in (a), we compute the generators of Γ using Farey symbols (see []). We then conjugate them to obtain the generators of the conjugated subgroup, and can compute the level and the reduction of this conjugated subgroup. For the intersection, we present the following algorithm. Input : Proof. First note that for any p ∤ N, and any e, λ p e (Γ G ∩ Γ H ) = GL 2 (Z/p e Z). Then note that
We will show that K is the entire subset above, hence the result. Let x ∈ λ N (Γ G ∩ Γ H ). 
In order to measure the complexity of Algorithm 4.2.1, in addition to the CosetIndex operation, we use In to denote group membership test in G. We will also need some notation, which we now introduce. There exists an algorithm that given a congruence subgroup of real type Γ ⊆ SL 2 (Z) of level N, an element α ∈ GL + 2 (Q) such that η −1 αη ∈ ΓαΓ and an integer k ≥ 2, computes the Hecke operator T α corresponding to the double coset ΓαΓ, on the space of cusp forms S k (Γ), in complexity
Proof. We apply Algorithm 4.2.1, using Algorithm 4.2.3 to perform step (1). The conjugation function is computed by computing a set of generators for Γ, using Farey symbols (see [15, Theorem 6 .1]), and conjugating them. Intersection is computed using Algorithm 4.2.8. This computes the dual Hecke operator T ∨ α on M k (Γ). Since Γ is of real type, and η −1 αη ∈ ΓαΓ, by Corollary 4.1.9 it follows that T ∨ α commutes with ι ∨ . This shows that it induces an operator on S k (Γ) + . Therefore, by Theorem 3.6.6 and Proposition 4.1.7, we obtain T α .
The cost of step (1) is dominated by computing the Farey symbols, which yields the cost O([SL 2 (Z) : Γ] 2 ).
In step (4), for each element in the basis [v, g] ∈ B, we compute g{0, ∞}, to get the modular symbol v ⊗ {a, b}. Then, for every r ∈ R apply r to get rv ⊗ {ra, rb}, and then use continued fractions to convert back to Manin symbols. This is done I α,Γ times.
Since g ∈ Γ\SL 2 (Z), its entries are bounded by N. Further, we can choose the representatives r ∈ R up to a multiplication by a scalar, hence we can bound its entries by N · D(α).
It follows that the entries of r · g are bounded by N 2 · det α, and so computing continued fraction expansion (Euclid's algorithm) has O(log(N 2 · D(α))) steps, for each of which one has to perform a CosetIndex operation to find the corresponding element in the vector space.
Thus, the algorithm has complexity O(C · I α,Γ log(N 2 · D(α)) + [SL 2 (Z) : Γ] 2 · In).
4.3.
Faster Implementation of the Hecke Operator T ∨ α . Algorithm 4.2.1 is still quite slow in general, since the conjugation function might be very slow, as it depends quadratically on the index. However, under some simplifying assumptions we may use the following algorithm for the conjugation of an induced congruence subgroups.
Here, we assume that (D(α), N) = 1. Input :
Let H n := λ n (y) · λ n (Γ 0 (b/a)) · λ n (y) −1 ⊆ GL 2 (Z/nZ). 
Proof. First note that replacing α by d 1 (α) −1 α, we may assume α ∈ M 2 (Z) and d 1 (α) = 1. Let Γ ′ := α −1 Γ G α ∩ SL 2 (Z). If p ∤ n · N, then λ p e (Γ ′ ) = GL 2 (Z/p e Z) (for all e). We also have
and if x · α · y = 1 0 0 n , then
But λ n (x −1 Γ G x) = GL 2 (Z/nZ), and, and so we see that (1), we see that the main contribution to the complexity of algorithm 4.2.1 comes from step (4), and this was computed in the proof of Theorem 4.2.10.
4.4.
The Hecke Operators T n . The question of computing the Hecke operators T n , when (n, N) > 1, is a difficult one. We have not been able to find in the literature a good reference even for the definition of these operators. Therefore, we restrict ourselves, for the time being, to n such that (n, N) = 1.
Adelic Definition.
The only definition given in the literature of the Hecke operator for completely general level structure is in adelic terms.
Therefore, before we state the definition, we need to set up some notation. 21 Definition 4.4.1. Let G ⊆ GL 2 (Z/NZ). We introduce
where we use the identificationẐ/NẐ ∼ = Z/NZ. Now we may define the Hecke correspondences on the corresponding Shimura variety.
We denote this correspondence by X(w). Proof. First, the choice of representatives for S G /W does not matter: if we replace each α by αw α , we would get 
. Under this identification, if we denote by ω the canonical line bundle on X G , then we may identify M k (Γ G ) with the space of global sections H 0 (X G , ω ⊗k ). The correspondence X(w) induces (by pullback) a map on global sections of line bundles T (w) : H 0 (X G , ω ⊗k ) → H 0 (X G , ω ⊗k ) given by f → α∈S/W (αw) * f . We then get the following corollary. The reason for using Definition 4.4.2 is the following important theorem. Theorem 4.4.6. (Shimura, [26, Theorem 7.9]) Let w ∈ GL 2 (Q) be such that w l = 1 for all l = p, and w p ∈ M 2 (Z p ) is an element such that det(w p ) = p. Then if p ∤ N, the correspondence X(w) on X G is rational over the field of definition of X G and satisfiesX(w) ≡
, where X →X is the reduction modulo p and F r p is the Frobenius correspondence onX G ×X p G . This, in turn, leads to the following corollary. Recall that the Hecke operators commute, hence have common eigenvalues. These are called eigenforms.
An eigenform f = ∞ n=1 a n q n is normalized if a 1 = 1. Corollary 4.4.7. Let f = ∞ n=1 a n q n ∈ S k (Γ G ) be a normalized eigenform. Let w ∈ GL 2 (Q) be such that w l = 1 for all l = p and w p ∈ M 2 (Z p ) is such that det(w p ) = p. Then T (w)f = a p f .
Proof. Let σ ∈ SL 2 (Z) be such that λ N (σ) = p · λ N (w) −2 . Then simliarly to [26] , Corollary 7.10 and Theorem 7.11, one obtains that the local factor of the zeta function of X G at p is precisely
Therefore, if f = ∞ n=1 a n q n ∈ S k (Γ G ) is a normalized eigenform for the Hecke algebra, then by (4.4.8) and the standard machinery (see e.g. [26, Section 3.5]) we see that T (w)f = a p f for all p.
Yet as another consequence, we get the following fact, which could also be shown also directly by double coset computation. This motivates the following definition. Definition 4.4.10. If p ∤ N, and w ∈ GL 2 (Q) is such that w l = 1 for all l = p, and w p ∈ M 2 (Z p ) is an element such that det(w p ) = p, we define T p := T (w).
Next, we would like to write this operator in terms of a double coset operator, as in Definition 4.1.1. In order to do that, we show first that the subgroup W in Definition 4.4.2 is also induced from a subgroup of GL 2 (Z/NZ). 
Proof. First, let us show that
, thus the claim is trivial. Now, let x ∈ W . Then, as x ∈ S G , we may write x = r · g · s with r ∈ Q × , g ∈ GL 2 (Ẑ), s ∈ GL + 2 (R), and g mod N ∈ G. Write g = g p g p , with g p ∈ l =p GL 2 (Z l ) and g p ∈ GL 2 (Z p ). Since x ∈ wS G w −1 , we have
In particular, for all l = p, we have r ′ · g l ∈ GL 2 (Z l ), and as g l ∈ GL 2 (Z l ), we see that
As we already know g p ∈ M 2 (Z p ), we see that g p mod p ∈ R p . Since g p ∈ GL 2 (Z p ), it follows that g mod p = g p mod p ∈ G p , and from g mod N ∈ G, it follows that g mod Np ∈ G × G p = G w . Thus we have shown that x ∈ S G W , so that W ⊆ S Gw .
Conversely, assume x ∈ S Gw . Then x = r · g · s with r ∈ Q × , g ∈ GL 2 (Ẑ), s ∈ GL + 2 (R), and g mod Np ∈ G w .
It follows that g mod N ∈ G and g mod p ∈ G p . In particular, we see immediately that
Looking at the determinant, we see that it actually lies in GL 2 (Z p ). In particular,
We now show how to use strong approximation to rewrite the operator T (w) in the classical description of modular curves. Lemma 4.4.12. Let G ⊆ GL 2 (Z/NZ) be a subgroup. Let p ∈ det(G) be a prime. Let w ∈ GL 2 (Q) be such that w l = 1 for all l = p, and w p ∈ M 2 (Z p ) is such that det(w p ) = p. Then the correspondence X(w) can be realized as
for some q(w) ∈ GL + 2 (Q), explicitly constructed as a function of w. Therefore T p is realized
Proof. Let δ p ∈ G be an element such that det(δ p ) = p. Let w p ∈ M 2 (Z) be such that det(w p ) = p, and let α ∈ Γ G . Then
showing that s ∈ S G . Therefore αw = α · q(w) −1 · s −1 , so that (recall that p ∈ Q × acts trivially)
[z, αw] = [z, p −1 · αw · s] = [z, α · q(w) −1 ] = [q(w) · α −1 · z, 1] By Lemma 4.4.11, W = S G W , hence Proof. Let w ∈ GL 2 (Q) be such that w l = 1 for all l = p, w p ∈ M 2 (Z p ) and det(w p ) = p. By Lemma 4.4.12, the operator T p = T (w) is given by f → β∈Γ G /Γ Gw f | q(w)·β −1 , where q(w) ∈ GL + 2 (Q). By Lemma 4.4.11, we know that
Write w p = γ 1 · p 0 0 1 · γ 2 , for some γ 1 , γ 2 ∈ SL 2 (Z p ). Then
where Γ 0 (Z/pZ) is the Borel subgroup of lower triangular matrices, and γ 1 ∈ SL 2 (Z/pZ).
so that Γβ p · pw −1 p = Γα, thus Γβ p · pw −1 p Γ = ΓαΓ, and so (as T α (f ) = δ∈Γ\ΓαΓ f | δ ), we may assume that β p · pw −1 p = α, hence q(w) = α.
Note then that, as p · α −1 = γ 1 · p 0 0 1 · γ 2 β −1 p , we see that
Thus, the map β → α · β −1 : Γ G /Γ Gw → Γ\ΓαΓ is a bijection, so that
establishing the result. Then T α is independent of α, and if f = ∞ n=1 a n q n is an eigenform of the Hecke algebra then T α f = a p f . This allows us to define the Hecke operators at primes not dividing the level (and by multiplicativity to all n such that (n, N) = 1). Definition 4.4.15. Let n be such that (n, N) = 1 and n ∈ det(G). Let α ∈ M 2 (Z) be such that det(α) = n and λ N (α) ∈ G. Let T n := T α . Therefore, Algorithm 4.2.1 can be used to compute the Hecke operators T n , when n is coprime to N.
Remark 4.4.16. Note that the definition of the Hecke operators {T n }, although independent of the choice of representatives, does depend on G, and not only on Γ G . This is not just an artifact of the proof, as the following example shows. 
Let G 2 ⊆ GL 2 (Z/7Z) be the subgroup
which is an abelian group isomorphic to Z/6Z ⊕ Z/2Z. 7)) is the familiar Hecke operator 7)) is simply the identity, since α / ∈ G 2 . However, as the above example shows, this homomorphism is not injective, and elements α in different cosets of G\N(G) give rise to different operators. 4.5. Efficient Implementation of the Hecke Operators T ∨ n , n ∈ det(G). Algorithm 4.2.1 is not as efficient as we would have liked. Specifically, the logarithmic factor obtained from the passage to modular symbols is, in practice, due to the constant, a particularly high cost. We therefore use the ideas of Merel in [20] to calculate, at least the operators {T n } more efficiently. Following Section 2.1 in [20] , we introduce the definition of a Merel pair. Definition 4.5.1. Let ∆ ⊆ GL 2 (Q) be such that Γ∆ = ∆Γ and such that Γ\∆ is finite. Let∆ = {g ∈ GL 2 (Q) |g := g −1 det(g) ∈ ∆}. Let φ :∆ · SL 2 (Z) → SL 2 (Z) be a map such that 1. For all γ ∈∆ · SL 2 (Z) and g ∈ SL 2 (Z) we have Γ · φ(γg) = Γ · φ(γ) · g.
2. For all γ ∈∆ · SL 2 (Z), we have γ · φ(γ) −1 ∈∆ (or equivalently φ(γ) ·γ ∈ ∆).
3. The map Γ\∆ →∆ · SL 2 (Z)/SL 2 (Z) which associates to Γδ the elementδSL 2 (Z) is injective. (it is necessarily surjective).
We say that the pair (∆, φ) is a Merel pair for Γ.
We can now state Merel's condition (C ∆ ):
, and let (∆, φ) be a Merel pair for Γ. We will say that u M M satisfies the condition (C ∆ ) if and only if for all K ∈∆SL 2 (Z)/SL 2 (Z) we have the following equality in C[P 1 (Q)]:
Finally, we recall the following extremely useful theorem.
Then
showing that g ∈∆ n . Proof. In [19, Proposition 8] , Merel shows that one can compute a certain set S n of O(σ 1 (n) · log n) matrices, which in [20, Proposition 18] , he proves to satisfy condition (C n ) (Definition 4.5.4). Therefore, by Corollary 4.5.9, it is enough to compute, for a vector [P, g] ∈ M k (Γ), the sum (4.5.10), implying the resulting complexity for computation of the operator T ∨ p on M k (Γ G ).
Let α ∈ M 2 (Z) be such that det(α) = p and λ N (α) ∈ G. Then by definition T α = T p . Since λ N (α) ∈ G and G is of real type, by Corollary 4.1.9, one can then compute T ∨ p on S k (Γ G ). Finally, from Proposition 4.1.7 and Theorem 3.6.6, the result follows.
Remark 4.5.12. In general, the computation of the Hecke operators {T n } for (n, N) = 1, can be done by using their multiplicativity property, so Corollary 4.5.11 is all that's needed, and gives a slightly better complexity of O(p max · log n) where p max is the largest prime factor of n.
Note also that this gives an improvement by a factor of log(N) over Algorithm 4.2.1, which is very significant in practice.
We would also like to mention that under some mild assumptions, the decomposition 3.3.2 is Hecke-equivariant, hence one can compute the Hecke operator on each of the isotypic subspaces separately. Lemma 4.5.13. Let G ⊆ G ′ ⊆ GL 2 (Z/NZ) be such that G is normal in G ′ . Let ε : G ′ /G → Q(ζ) × be a character, and let α ∈ M 2 (Z) be such that det(α) = p is a prime and λ N (α) ∈ G. Then the subspace S k (Γ G , ε) is invariant under T α .
Proof. Let f ∈ S k (Γ G , ε), and let γ ∈ Γ G ′ . Let R be a set of coset representatives for Γ G \Γ G αΓ G . Then
However, since γ ∈ Γ G ′ and λ N (α) ∈ G, it follows that λ N (γ −1 αγ) ∈ G, and so by [26, Lemma 3.29] , we see that
Remark 4.5.14. Note that it is not enough to demand that Γ G will be normal in Γ G ′ . For example, if t 2 | N and t | 24, then, as described in [22] , there is an element u t ∈ N(Γ 0 (N)) defined over Q(ζ t ) which commutes only with the Hecke operators T p such that p ≡ 1 mod t (equivalently, p splits in Q(ζ t )). Indeed, u t does not normalize the group G ⊆ GL 2 (Z/NZ) appearing in Example 2.1.3 (3).
Degeneracy Maps
Our next step would be to decompose our spaces of modular forms to irreducible modules for the Hecke algebra. This should be possible once we apply our algorithms from Section 4. The only obstacle in our path to obtain the eigenvectors lie in the fact that we still do not have a multiplicity one result due to the existence of oldforms. We therefore make a small detour, and describe the generalization to our situation of the degeneracy maps, and the decomposition to spaces of newforms. 5.1. Petersson Inner Product. Before we describe the degeneracy maps themselves, in order to obtain a good notion of oldforms, we briefly recall the definitions and properties of the Petersson inner product, so that we will consequently be able to define newforms. 
is given by
where dµτ = dxdy y 2 is the hyperbolic measure on H and V Γ = X Γ dµτ is the volume of X Γ .
The following standard results then help us to see that it is indeed a well defined inner product, and to compute adjoints of Hecke operators with respect to this inner product. (2) For all f, g ∈ S k (Γ),
In particular, if α −1 Γα = Γ then the adjoint of f → f | α is g → g| α ′ and in any case T ⋆ α = T α ′ . The correspondence between α and α ′ forces us to consider some more operators on this space.
Definition 5.1.4. Let G ⊆ GL 2 (Z/NZ), and let N(G) be its normalizer in GL 2 (Z/NZ). Then the quotient Q := Γ N(G) /Γ G acts naturally on M k (Γ G ) via
This operator is called a diamond operator.
For any irreducible representation ρ : Q → C, we let
Therefore, for any f ∈ M k (Γ G ) we have
Before we continue, we need a simple Lemma, which is a variant of [26, Lemma 3.29 ].
Lemma 5.1.6. Let Γ 1 ⊆ Γ 2 be congruence subgroups of levels N 1 , N 2 respectively. Let
Then the following assertions hold.
(1)
(2) Γ(N 1 )αΓ(N 1 ) = Γ(N 1 )βΓ(N 1 ) if and only if Γ 2 αΓ 2 = Γ 2 βΓ 2 and α ≡ β mod N 1 .
(for α, β such that (det α, N 1 ) = (det β, N 1 ) = 1)
Proof. First, (4) is simply a restatement of [26, Lemma 3.29 (4) ]. To show (3), put a = det α. By [26, Lemma 3.28] and [26, Lemma 3.9 ] (note that gcd(N H , a · N G ) = N G ), we have (4), as α ∈ Φ 2 , we know that there is an equality Γ 2 αΓ(N 2 ) = Γ 2 αΓ 2 . This shows (3). Next, to see (1) note that by [26, Lemma 3.29 (1)], we have
Since we also know Γ 1 αΓ 1 ⊆ Γ 2 αΓ 2 , (1) follows.
(2) is a special case of (1). Finally, let α ∈ Φ 1 , and Γ 1 αΓ 1 = i Γ 1 α i . Then Γ 2 αΓ 2 = Γ 2 αΓ 1 = i Γ 2 α i by (3). Assume Γ 2 α i = Γ 2 α j . Then α i = γα j for some γ ∈ Γ 2 . By (1)
Thus, there exists some δ ∈ Γ 1 such that α i ≡ δα j mod N 1 . It follows that γ ≡ δ mod N 1 .
Since Γ(N 1 ) ⊆ Γ 1 , we have γ ∈ Γ 1 . This proves (5) .
We may now state the adjoints of the Hecke operators with respect to the Petersson inner product.
Theorem 5.1.7. In the inner product spaces S k (Γ G ), the diamond operators q and the Hecke operator T p for p ∈ det(G) a prime, have adjoints q ⋆ = q −1 and T ⋆ p = σ p · T p where σ p ∈ Γ N(G) is an element such that λ N (σ p ) = p · λ N (α) −2 , and α ∈ M 2 (Z) is any element with det(α) = p such that λ N (α) ∈ G. Thus the Hecke operators q and T n for n ∈ det(G) are normal.
Proof. The first assertion is just a restatement of Proposition 5.1.3 (1) . For the second assertion, we note that if α ∈ M 2 (Z) is such that λ N (α) ∈ G and det(α) = p, then α ∈ Φ N(G) . Indeed, if ν ∈ N(G) then for any g ∈ G we have
Therefore, by Lemma 5.1.6 (3), we see that Γ N(G) αΓ N(G) = Γ G αΓ N(G) . Moreover, we have
so that γ ∈ Γ G · σ p , showing that γ = σ p . 33 Let Over(H) be the set of minimal overgroups of H in GL 2 (Z/NZ). The subspace of oldforms at level H is
and the subspace of newforms at level H is the orthogonal complement with respect to the Petersson inner product,
We have to show that the sum in this definition is well defined. Proof. We first note that by the condition det(t) | N/N G , the determinant of t assumes finitely many values, hence it is enough to show that the subset T G,d of such t's with det(t) = d is finite.
Next, we recall that if ∆ d is the set of matrices in M 2 (Z) of determinant d, then SL 2 (Z)\∆ d is finite. Since Γ H is of finite index in SL 2 (Z), the result follows.
The Hecke operators respect the decomposition of S k (Γ G ) into old and new. Proof. By Corollary 5.3.6, the Hecke operators T p for p ∈ det(G) commute with the degeneracy maps α t . By multiplicativity, it extends to T n such that n ∈ det(G).
For the diamond operators, let G i ⊆ GL 2 (Z/N i Z) for i = 1, 2 be such that λ N 2 (G 1 ) ⊆ G 2 , and let t ∈ M 2 (Z) be such that det(t) | N 1 /N 2 and t −1 Γ 1 t ⊆ Γ 2 , where Γ i is the congruence subgroup induced by G i . Let d = det(t). Then dt −1 ∈ M 2 (Z) and so if α is such that λ N 1 (α) ∈ G 1 and det(α) = p, we have
. It follows that t −1 σ p t ∈ Γ N(G 2 ) , and so for any f ∈ S k (Γ 2 ) we have
Finally, we note that λ N 2 (t −1 σ p t) = p · λ N 2 (t −1 αt) −2 , and that by the proof of Corollary 5.3.2, t −1 αt ∈ M 2 (Z) is an element such that λ N 2 (t −1 αt) ∈ G 2 . It follows that t −1 σ p t is the diamond operator at p for G 2 . This concludes the proof.
q-Expansions of Eigenforms
Using the results of section 4, we may now compute the q-expansions of eigenforms in S k (Γ G ), thus answering Problem 2.2.3.
All the ideas and methods used in this section are the same as in the case of Iwahori level, and are known (see [30] , [29] ).
The process for doing so is divided to three steps: 
is generated as a Z-module by the Hecke operators T n for n ≤ r.
Proof. Same as in [29, Theorem 9.23 ].
This allows us to decompose the space S k (Γ) ∨ = S k (Γ) ⊕ S k (Γ) to irreducible Hecke modules, as follows. Here Decompose is a recursive call to the function, and IsIrreducible is creating a random linear combination of Hecke operators, and checks that its characteristic polynomial (on the plus subspace) is irreducible. Calling Algorithm 6.2.3 with M = S k (Γ), p = 2 we obtain the decomposition we wanted.
Note that the algorithm terminates if there are no eigenvectors with multiplicities, that is there are no oldforms arising as images of forms of lower levels. In that case, the number of steps in the algorithm can be bounded using 6.2.1.
In order to deal with the images of oldforms, we may begin by identifying the new subspace, and continuing recursively. The new subspace is computed by noting that it is dual to S k (Γ G ) new := G ′ ∈Over(G),t∈T G ′ ker(α ∨ t ). Also, in order to get the old subspace one need not compute the Petersson inner product, but instead note that it is generated by the images of the β ∨ t , S k (Γ G ) old := Im(β ∨ t G ′ ∈Over(G),t∈T G ′ .
6.3.
Computing the q-Expansions. Finally, for a subspace V ⊆ S k (Γ G ) such that V ∨ is an irreducible Hecke module, we can compute the q-expansion of an eigenform (and hence of all eigenforms in V ∨ ). Algorithm 6.3.1. qEigenform(V, L). Compute the q-expansion of an eigenform.
• V ⊆ S k (Γ G ) such that V ∨ is an irreducible Hecke module.
• L -a positive integer.
Output : F ∈ Q[ [q] ] such that f = F (e 2πiτ /N ) = ∞ n=1 a n q n ∈ S k (Γ) and T n f = a n f for all n (set a 1 = 1), specified to precision q L . (4) For primes p < L, set a p := 1 c i T p (e i ), v . Complete the other a n 's using multiplicativity. (5) Return L−1 n=1 a n · q n + O(q L ). We start by showing that the algorithm returns the correct output, and measure its complexity. Lemma 6.3.2. Let G ⊆ GL 2 (Z/NZ) be a group of real type of index I G with surjective determinant such that T p is effectively computable for all p | N. There exists an algorithm that given a subspace V of S k (Γ G ) of dimension d, such that V ∨ is irreducible as a module for the Hecke algebra, and an integer L, returns the q-expansion of an eigenform up to precision q L in O(C log N(L log L+N)+NI 2 G +d 3 ), where C is the cost of a basic CosetIndex operation.
Proof. We apply Algorithm 6.3.1. Since G is of real type, by Corollary 4.1.9, the Hecke operator commutes with the star involution, so that step (1) makes sense. For any p < L we have = O(C · (L log L + N) log N + NI 2 G · In). Finally, the d 3 contribution comes from the linear algebra operations.
We can now pack everything together to produce the following corollary. Then a quick calculation of 1.78 seconds with our implementation yields the following. Proceeding to compute the invariants of the elliptic curve associated to this eigenform, we see that the modular curve X H is the elliptic curve labelled 256b1, defined by the equation y 2 = x 3 − 2x over Q, for which X H (Q) ∼ = Z/2Z × Z is generated by (0, 0) and (−1, −1). Remark 7.1.1. For this application, and some of the applications that follow, it is important to compute the j-map when the resulting curve is an elliptic curve. This can be done by computing the q-expansion of Eisenstein modular forms, and at the time of writing this paper is yet to be implemented. 7.2. Modular curves of prime-power level with infinitely many rational points. In [31, Corollary 1.6], the authors introduce a finite set of subgroups G of GL 2 (Z l ) that arise as the image of a Galois representation for infinitely many elliptic curves over Q with distinct j-invariants.
In section 6, they consider the 250 cases where G has genus 1 and show that the Jacobian of X G , J G , for each such group is isogenous to one of a certain finite set of elliptic curves. Then they compute point counts of the reduction modulo several primes to pinpoint the correct isogeny class over Q, and show that one needs only consider a certain set of 28 groups.
These are included in the examples computed in [23] , and again, using our implementation, it is possible to construct for each of these subgroups G a basis of q-eigenforms for the modular curve X G , and in particular find a projective embedding for it.
The following example took 2.120 seconds. 
