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Abstract— Most of the embedded systems that detect gases 
today are for specific types and indicate the levels of the gas 
present with their standard sensors. We introduce here an 
adaptable system that can detect and distinguish the type of 
gas in a volatile environment such as searching for 
Improvised Explosive Devices (IEDs). This is achieved with 
a small device mounted on a mobile robot through the use of 
an algorithm that is an Artificial Neural Network (ANN).  
The input layer to the ANN is an array of environmental 
and gas sensors. The small device, comprising of a 
multilayer circuit board with sensors in a rugged 
lightweight case, mounts on the mobile robot and 
communicates the gaseous data to the robot. 
The ANN is implemented in the hardware of a FPGA with 
the control of the ANN being achieved through the 
configurable processor and memory. Calibration and testing 
of the device involves the training of device and the ANN 
with specific target gases. The Accuracy of the device is 
validated through lab testing against high-end gas test 
instruments with known concentrations of gases. 
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I. INTRODUCTION 
The device developed is a small low cost intelligent gas 
detection system that can be mounted on an existing 
mobile platform that is commercially available from our 
lab. An environmental sensor array forms part of the 
device and is mounted on the underside of the design. The 
artificial neural network (ANN) is used for the pattern 
recognition and classification of the sensor data presented 
to the system on a chip FPGA.  
 
The environmental sensor array uses a number of 
different gases, temperature, humidity and pressure typed 
sensors to give the cross section of most volatile gases and 
the patterns produced by differing concentrations and the 
specific types are determined by the artificial neural 
network. 
  
This prototype has the AI algorithm in a hardware 
implementation inside the FPGA.  The FPGA utilises 
internal memory for the weightings of the ANN and the 
sensor data is transferred directly to the ANN inputs by 
the FPGA processor. 
 
The Processor uses embedded C code to communicate 
the results to the robot via a serial protocol developed for 
this application as well as interrogating the 24-bit 
Analogue to Digital Converter (ADC) for the 
measurements. 
 
 
Figure 1: Sensor Mounting on PCB 
 
The PC software developed is used to calibrate and test 
the device. The software implements the same algorithm 
as the device for direct comparison of the parallel ANNs.  
The software uses a backend database for calibration and 
test result storage. 
 
The modular device is capable of detecting trace gases 
given off by explosives, with low frequency of false 
positive events.  
 
II. RELATED LITERATURE 
The use of temperature [1], humidity [13] and pressure 
sensors as well as the gas sensors gives the added 
advantage of improving the non-linearity and inherent 
drift of the gas sensors to atmospheric noise. All sensors 
are input nodes of the ANN to allow the ANN to 
automatically reduce these effects. 
 
The design of the sensor enclosure involves a gas flow 
analysis so that the sensors all get an even distribution of 
the gas to be analysed [13]. This is critical for accurate 
comparison of different gas types.  
 
The gas sensors require signal conditioning in the 
circuit to remove the effects of noise and for biasing of the 
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resistive elements of the sensor in the circuit [7][8]. This 
often affects the resolution of the signal. So care in the 
design has to be taken for component selection. 
 
ANN use for gas analysis is widely accepted as a 
feasible option using sensor arrays [2][13]. What we show 
here is the use of an array of sensors that includes the 
environmental sensors alongside the gas sensors. The non-
linear effects of which are normalized using the ANN. 
 
Neural Network analysis of data in an embedded 
system in software is usually a slow process due to the 
limited computing power [3]. This is enough reason to 
implement a hardware solution where the ANN is realized 
in the logicware of an FPGA[6][10][11]. 
 
Explosive vapour detection requires the discrimination 
of the vapour from the interference of complex mixtures 
often found near explosives [4][5]. Where the device is 
used for explosive vapour detection such as for IEDs, the 
inclusion of environmental sensors as well as the gas 
sensors is seen as beneficial. 
 
III. OZSENSE DESIGN 
There were a number of factors that needed to be 
considered for the embedded system, such as intrinsically 
safe design, low cost, low power consumption, rugged and 
lightweight. As the Device is to be operated in a volatile 
environment, some decisions had to be made regarding 
component selection in the embedded system. Silicon 
based sensors were chosen on this basis. The silicon gas 
sensors typically have non-linear specifications and 
require either linearization techniques in analogue 
hardware or require compensation in software to allow for 
this. An environmental array was then chosen as an 
appropriate solution for distinguishing the gas from non-
linear sensors. The array consists of gas, temperature, 
humidity and pressure sensors. 
 
 
Figure 2: Processor Side of Device PCB 
 
The specific gas sensors were chosen for their high 
accuracy and repeatability. The 0.2ppm resolution of the 
sensors and the 24-bit ADC allow the device to detect 
very small changes in the gaseous environment. Using a 
cross-section of gas sensor types gives the ability to detect 
gases with similar signatures. 
 
Pressure, temperature and humidity sensors are also 
used as inputs to the neural network as the variance in 
these atmospheric conditions affect the accuracy of the 
measurements. Particularly the temperature affects on the 
gas sensors. 
 
The SHT15 Temperature / Humidity sensor used on the 
PCB is for ambient temperature and humidity 
measurements. 
 
The SCP1000 pressure sensor is utilized inside the gas 
pressure chamber for temperature and pressure 
measurements. The temperature differential between the 
chamber and the ambient air is also taken into 
consideration. 
 
 
Figure 3: Gas Sensing System 
 
 
 
Preliminary results indicate that sensor array when 
coupled with an ANN to resolve non-linearity issues 
common to most silicon-based gas sensors, improves the 
reliability through the ability to learn the nonlinear 728
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dependencies amongst the sets of inputs and outputs and 
filter environmental, robot and sensor noise. [2] 
 
 
Figure 4: 3D Diagram of Gas Chamber 
 
The FPGA was chosen as the analysis medium for 
speed and versatility. The FPGA has a soft-processor, 
memory and ANN internally for analysing the data from 
the sensors. The Processor communicates with the robot 
using serial communications with a protocol developed for 
the application. The robot initiates the sensing process by 
sending a command to the device. 
 
 
Figure 5: CISR-Deakin University OzBot Robotic Platform 
 
 
The OzBot robotic platform has been developed for 
military use in the CISR defence research lab and is a 
modular design that allows a number of sub-modules to be 
mounted directly to the chassis. The gas device allows the 
robot to communicate the detection results to the remote 
console operator.  
 
The small form factor intrinsically safe gas pump has a 
low flow rate and allows for an even flow across the array 
of sensors. The intake side of the enclosure is piped 
through the robot to the pump on the upstream side of the 
enclosure. This creates a small amount of positive 
pressure in the gas chamber of the enclosure and the flow 
of gas exits through smaller ports at the opposite end of 
the enclosure.  
 
 
Figure 6: PC Diagnostic Software 
 
 
The PC Calibration/Diagnostic software was developed 
for validation and testing of the device in the lab. The 
software communicates with the device just as the robot 
does and can interrogate the sensors indirectly. The 
communication protocol developed specifically allows 
data flow between the device and the control software.  
 
The logicware of the design is the internal parts of the 
FPGA. This includes the processor soft-design, the ANN, 
weight memory and some peripheral logic. 
 
 
Figure 7: Chebychev 3-pole Response 
 
The circuit interface to the sensors includes a 3 pole 
Chebychev filter for noise rejection. The output of the 
signal conditioning circuit feeds into an Analog Devices 
sigma-delta analogue to digital converter (ADC). The 
FPGA Processor reads this SPI ADC and the 24-bit values 
are loaded into memory.  
 
Figure 8: Sensor Signal Conditioning Circuit 
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The command processor in the FPGA is essentially 
controlled by a state machine and states change based on 
commands sent from the robot. The robot will command 
the device to initiate a sensing event and the device will 
start reading the ADC and passing the results through 
memory. This then triggers the ANN module in the FPGA 
to start processing the data as it is coming in. 
 
The command processor instructs the ANN module in 
the FPGA to load the values from memory and then feed 
them to the first layer of the 3 layer ANN along with the 
weights in internal FPGA memory. 
 
IV. BACK PROPAGATION ARTIFICIAL NEURAL NETWORK 
ALGORITHM 
 
The algorithm used in the design is a back propagation 
artificial neural network (BP-ANN). This type of MLP 
ANN is a useful tool for non-linear multi-variable 
systems. The recognition of gases using non-linear sensors 
needs some form of linearization. 
 
Training of the ANN was accomplished using a large 
number of sets of simulated data that closely matched the 
expected values of the sensors in the volatile environment 
based on the sensor datasheets. Trial and error during the 
initial prototyping phase was used to determine the 
momentum and gradient descent parameters for the 
learning algorithm. The learnt weights were then validated 
in the lab through a calibration process with a volatile mix 
of a known concentration 4-gas mix and compared to 
industry standard test hardware. 
 
Once the ANN is trained, it is capable of pattern 
recognition of data that it has not yet seen. The ANN once 
being trained with a chosen data set is then able to be used 
the learned function or behavior of the data to recognise 
the outcome of a pattern. 
 
 
Figure 9: Neuron Design in Hardware 
 
The 3-layer network has the 24 bit readings from the 
sensors as the input to the first layer. The gas, atmospheric 
pressure, temperature and humidity are all input into the 
ANN and the output layer is a list of possible gas types 
along with the concentration. 
 
Equation 1 is the formula for each neuron and shows x 
is the sensor value for the input layer and is the output of 
the previous layer for all other layers. The weighting 
values (w) are determined during the calibration or 
learning process. σ is the activation function of the neuron 
and normalizes the summation of the weighting and 
sensor products. h is the output of each neuron. 
 
 h j =σ wij
I
xi + w j
I
i=1
N
 
  
   
  
   
   
   
 (1) 
It is well known that implementation of ANN in 
software requires long computation times or large 
amounts of computing power. This leads to the decision to 
implement the design of the ANN in hardware. The FPGA 
used is large enough to implement the functionality of the 
ANN in the logicware.  
 
 
Figure 10: FPGA Firmware 
 
A number of different techniques were investigated 
including approximating the activation function. The 
algorithm is also replicated in the PC software for 
validation of the device and to check accuracy of the 
trialed implementation of the activation function. 
 
Optimised ANN prediction intervals allow for the 
dynamic behavior of the sensors, where there is change in 
gas concentrations and/or environment factors affecting 
the detection algorithms, and allow a real reduction in 
false positives. 
 
Development was conducted on an AI search algorithm 
that matches the existing learnt data to the new pattern 
being experienced. This allows the device to coerce the 
weightings of the ANN on the fly. 
 
A local database holds the previously recognized 
signatures, and can also store them on the 
Calibration/Diagnostic PC. This allows the signature to be 
compared and give the robot a degree of confidence in the 
ANN result. 730
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V. RESULTS 
There have been a number of different testing phases 
through the lifecycle of the gas device. Testing of the 
device in simulation proves the ANN and the circuit 
design.  The testing at this point has been simulated data 
in the lab to validate the AI algorithms in hardware and 
software. 
 
Multiple data sets were induced into both the PC AI 
algorithm and loaded into the FPGA memory to feed the 
embedded AI algorithm. 
 
 
Figure 11: Simulated Data Testing 
 
 
Further testing was done with a concentration of CO 
gas to test this FPGA module with a specific volatile gas 
mixture and check the responsiveness of the system and 
the accuracy of the measurement system using a lab gas 
analysis instrument with a higher resolution. 
 
The last remaining test would be to test the device 
mounted on the robot and immerse the robot in a volatile 
gaseous environment and simulate the robot looking for 
IEDs. We would then place the device on the robot in a 
singular environment to check that the robot controller is 
functioning with the module and that we are getting good 
results. 
 
Then we would introduce the explosive compounds to 
the robot's environment and look for a trace gas 
recognition event from the module. 
 
 
Figure 12: Carbon Monoxide Testing 
 
A further test would be to introduce multiple modules 
on multiple robots giving a large cross section of gases to 
test the interoperability of the modules and robots.  
 
Then the final test would be to establish the extent of 
the gas cloud based on reception from each of the robots. 
 
 
VI. CONCLUSION 
The device presented here has been shown to be a 
valuable addition to the CISR OzBot Robotic Platform. 
The device not only distinguishes the gaseous 
environment that the robot is entering but also gives the 
atmospheric conditions. 
 
The small size and weight is easily under normal 
robotic platform payloads and the power draw on the 
robot is deceptively low. 
 
The artificial neural network has shown to be accurate 
only when well trained with a number of data sets to 
minimize the error in weights. The ANN in the hardware 
of the FPGA has shown improvements over the purely 
software implementation and this is due to the inherent 
parallel nature of the FPGA hardware data processing as 
opposed to the sequential software algorithms.  
 
The testing in the lab showed that the system utilizing 
the hardware of the FPGA for the ANN is accurate and 
decidedly faster when compared with the software 
counterpart.  
 
The device has shown the ability to detect trace 
elements common to IEDs and show confidence in 
determining types. 
 
Future enhancements would be to implement the device 
onto multiple robots and enhance the AI capability for 
multiple distributed measurements.  
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