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Izbor trgovalnega portfelja z uporabo ansambelskih metod strojnega
učenja
Povzetek
V tem magistrskem delu je raziskano delovanje ansambelskih metod za izbor trgo-
valnega portfelja. Algoritmi strojnega učenja se čedalje pogosteje uporabljajo za
avtomatizacijo in izboljšanje različnih procesov. Pri uporabi strojnega učenja lahko
izbiramo med številnimi različnimi algoritmi, ki pa so za rešitev različnih proble-
mov različno primerni. Izboru neprimernega algoritma se lahko izognemo tako, da
uporabimo ansambelske metode stojnega učenja, pri katerih združimo več algorit-
mov. Poleg predstavitve teoretičnih razlogov za delovanje ansambelskih metod so v
tem magistrskem delu izbrane ansambelske metode uporabljene pri implementaciji
trgovalne strategije. Trgovalne strategije, ki uporabljajo ansambelske metode, na
testni množici podatkov prinašajo znatno višje donose kot primerjalni indeks. Do-
nose povečajo tudi glede na večino algoritmov strojnega učenja, ki so uporabljeni
za oblikovanje ansamblov. To nam pokaže, da se lahko s pomočjo ansambelskega
učenja vsaj izognemo izboru najmanj primernih algoritmov strojnega učenja za naš
problem.
Portfolio selection using ensemble machine learning
Abstract
This thesis explores the use of ensemble machine learning algorithms for portfolio
selection. Machine learning algorithms are increasingly used to automate and im-
prove processes across a wide range of fields. It is possible to choose between many
different algorithms, but not all of them are suitable to solve a given problem. In
order to avoid selecting an inappropriate algorithm, ensemble learning methods can
be used, as they combine multiple learning algorithms. This thesis starts by presen-
ting theoretical reasons for ensemble learning methods to work. Then, a selection of
ensemble learning methods is used in the implementation of a trading strategy. The
trading strategies based on ensemble learning methods produce considerably higher
returns compared to the benchmark index, when applied to a historical test dataset.
In most cases, the returns of such strategies are also higher than those obtained
when using the individual algorithms which form part of the ensemble. This shows
that ensemble learning methods can help us avoid using the least suitable machine
learning algorithms to solve a given problem.
Math. Subj. Class. (2018): 91G10, 91G70
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1. Uvod
V zadnjih letih je strojno učenje uspešno prodrlo na mnoga področja. S pomočjo
strojnega učenja je mogoče izboljšati in avtomatizirati številne procese, vključno s
trgovanjem na finančnih trgih, kjer je uporaba algoritmičnega trgovanja in stojnega
učenja za izbor portfelja v hitrem porastu. V tem magistrskem delu je predstavljeno
in delovanje treh različnih ansambelskih metod strojnega učenja za izbor trgoval-
nega portfelja. Pri izboru trgovalnega portfelja si pomagamo s klasifikacijskim al-
goritmom strojnega učenja, ki pri svojih napovedih uporablja različne kazalnike, ki
izvirajo iz tehnične in temeljne analize cene delnic. Delovanje ansambelskih modelov
je preizkušeno na podatkih o delnicah iz ameriških borz med letoma 1990 in 2014.
V prvem poglavju so predstavljene osnove strojnega učenja, vključno z definicijami
osnovnih pojmov. Bolj podrobno so predstavljene klasifikacijske naloge strojnega
učenja in teoretični cilji metod strojnega učenja. Predstavljene so tudi nekatere
popularne metode strojnega učenja.
V drugem poglavju so predstavljene ansambelske metode strojnega učenja. Pred-
stavljeni so teoretični in praktični razlogi za njihovo delovanje in uporabo. Opisane
so tudi glavne komponente, ki sestavljajo ansambelske metode. V tretjem poglavju
so podrobneje predstavljene tri uporabljene ansambelske metode. To so META–
DES, naučeno kombiniranje in postopno iskanje naprej. Predstavljeni so tudi rezul-
tati teh metod na nekaterih standardnih množicah podatkov.
V četrtem poglavju je predstavljena uporabljena trgovalna strategija. Definirani
so pojmi s področja finančnih trgov in izbora portfelja. Poleg uporabljene trgovalne
strategije so predstavljeni tudi nekateri alternativni pristopi. V petem poglavju so
predstavljeni rezultati trgovalne strategije z uporabo ansambelskih metod na množici
podatkov o delnicah iz ameriških borz med letoma 1990 in 2014.
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2. Strojno učenje
Področje strojnega učenja je na preseku verjetnosti, statistike, računalništva in
drugih ved. Ukvarja se z avtomatičnim odkrivanjem, opisovanjem in napovedova-
njem vzorcev v podatkih. Za dosego želenega končnega rezultata je pogosto poleg
zbiranja in obdelave podatkov potrebno tudi poznavanje procesa, ki generira po-
datke. Poznavanje procesa in smiselna vizualizacija podatkov nam da prvi vpogled
v strukturo podatkov, na podlagi česar se lahko odločimo za najprimernejši pri-
stop iz nabora metod strojnega učenja. Z večanjem količine podatkov se pomen
razumevanja procesa, ki generira podatke manjša, saj se lahko zanesemo na algo-
ritme strojnega učenja, ki za uspešno delovanje ne potrebujejo strogih predpostavk
o lastnostih procesa. Skupaj z večanjem količine podatkov, ki je na voljo, in z razvo-
jem algoritmov strojnega učenja, se področje strojnega učenja približuje področju
umetne inteligence.
Cilj strojnega učenja je znanje o proučevanem pojavu. Znanje je sposobnost inter-
pretacije, abstrakcije in uporabe informacije, ki jo dobimo iz podatkov in predzna-
nja. Predznanje je po navadi nabor teoretičnih in empiričnih informacij o procesu,
ki generira podatke, ali pa predpostavke oziroma prepričanja, ki nam pomagajo
proučevati proces. Znanje je lahko uporabno, napačno, pravilno, a neuporabo, ne-
popolno. Lahko ga dopolnjujemo in izboljšujemo ali bolj splošno spreminjamo z
učenjem. Področje strojnega učenja se ukvarja z načrtovanjem algoritmov, ki s po-
močjo predznanja (predpostavk) in podatkov tvori znanje o nekem pojavu. Rezultat
strojnega učenja je znanje o raziskovanem pojavu oziroma model (v literaturi se po-
javljata tudi izraza hipoteza in teorija), ki ta pojav opisuje. Model je med drugim
lahko predstavljen kot funkcija, pravilo, odločitveno drevo ali verjetnostna poraz-
delitev. Tako kot za znanje, tudi za model velja, da je lahko nepopoln in napačen
[1].
Razlogi za uporabo strojnega učenja so lahko različni. Nekatere procese lahko
s pomočjo strojnega učenja pospešimo in pocenimo. Rezultati strojnega učenja so
lahko v nekaterih primerih boljši od rezultatov analiz strokovnjakov, lahko pa so stro-
kovnjakom v pomoč pri odločanju. Koristna lastnost odločanja s pomočjo strojnega
učenja je tudi, da lahko iz nekaterih procesov odločanja izločimo človeški dejavnik,
ki v proces odločanja vnaša pristranskosti. Zato da odstranimo človeške ali pa celo
nekatere nove pristranskosti, moramo seveda ustrezno oblikovati proces strojnega
učenja in izbrati primerne učne podatke. V nekaterih primerih nam strojno učenje
omogoči, da se izognemo invazivnim posegom za pridobivanje informacij. Algoritmi
strojnega učenja so lahko uspešni tudi pri napovedovanju prihodnjih dogodkov [2].
Primer 2.1. S pomočjo strojnega učenja lahko:
• pospešimo branje naslovov na pošiljkah;
• iz procesa odločanja o dodelitvi bančnega posojila izločimo nekatere človeške
dejavnike;
• diagnosticiramo nekatere bolezni brez invazivnih posegov;
• napovemo, katere produkte bo stranka kupila.
Uporaba algoritmov strojnega učenja poteka na dveh stopnjah. Na prvi stopnji
uporabimo učni algoritem, ki iz danega predznanja in učnih podatkov določi model
ali spremeni obstoječi model. Poleg učenja, torej uporabe novih učnih podatkov,
lahko model izboljšamo tudi tako, da izberemo drugačno predznanje oziroma pred-
postavke. Več kot imamo podatkov, bolj se lahko zanesemo na pridobivanje znanja
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Slika 1. Učenje modela s pomočjo učnih podatkov in predznanja
iz podatkov in manj na predpostavke. Glavni problem, ki pojavlja ob uporabi stroj-
nega učenja je, kakšne predpostavke in kakšen učni algoritem izbrati, da se čim bolj
približamo ciljnemu znanju na kar se da učinkovit način. Pri tem je treba biti po-
sebno pozoren, da dobljeni model ne bo deloval zgolj na podatkih, na katerih se učni
algoritem uči, temveč tudi na podatkih izven te množice podatkov. Na drugi stopnji
uporabimo izvajalni algoritem. Izvajalni algoritem uporabi naučeni model za opis
realnosti, reševanje problemov in nalog ter napovedovanje lastnosti še nerealiziranih
pojavov [1]. Del izvajalnega algoritma je lahko tudi interakcija z okolico, na primer
svetovanje pri nakupu produktov, upravljanje vozila ali izvrševanje nakupov in pro-
daj na delniškem trgu. Naloga učnega algoritma je iz realiziranih dogodkov procesa
sestaviti kar se da točen splošen model proučevanega procesa, naloga izvajalnega
algoritma pa je iz splošnega modela napovedati razvoj konkretnega primera tega
procesa.
2.1. Klasifikacijska naloga. Strojno učenje lahko uporabimo za reševanje različ-
nih problemov. Problemi strojnega učenja se delijo na:
• nenadzorovano učenje;
• nadzorovano učenje:
– klasifikacija,
– regresija;
• druge oblike učenje:
– spodbujevalno učenje,
– transferno učenje.
Pri nenadzorovanem učenju imamo na voljo zgolj neoznačene podatke. To pomeni,
da ne moremo na preprost način preveriti, ali izbrani model pravilno reši konkretne
primere, in tako oceniti, kako dober je model. Naloge, ki spadajo med nenadzo-
rovano učenje, po navadi opisujejo povezanost podatkov med seboj in strukturo
podatkov. Med naloge nenadzorovanega učenja spadajo ocenjevanje verjetnostnih
porazdelitev in razvrščanje (ang. clustering) ter zmanjševanje razsežnosti problema
(ang. dimesion reduction) in zaznavanje osamelcev (ang. outliers).
Pri nadzorovanem učenju je naloga učnega algoritma odkriti povezanost med od-
visno in pojasnjevalnimi spremenljivkami. Vsak preučevan primer je “označen” z
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Slika 2. Nadzorovano in nenadzorovano učenje (vir [3])
vrednostjo odvisne spremenljivke. S pomočjo označenih podatkov lahko nadzoru-
jemo pravilnost oziroma primernost odkrite odvisnosti.
Definicija 2.2. Naloga nadzorovanega učenja X(A, Y ) proučuje sisteme, ki proiz-
vajajo merljive vrednosti:
• pojasnjevalnih spremenljivk (atributi, faktorji) A in
• odvisne spremenljivke Y.
Cilj naloge nadzorovanega učenja je poiskati model M iz množice dopustnih modelov
M, ki opisuje odvisnost odvisne spremenljivke Y od pojasnjevalnih spremenljivk A.
Rešitev naloge nadzorovanega učenja je model:
M(A) ≈ Y.
Model je pravilo, s pomočjo katerega lahko ob poznavanju vrednosti pojasnjeval-
nih spremenljivk predvidimo vrednost odvisne spremenljivke. Lahko ga iščemo in
predstavimo kot funkcijo, verjetnostno porazdelitev ali pravilo.
Nadzorovano učenje nadalje razdelimo glede na to, kakšne vrednosti lahko za-
vzame odvisna spremenljivka. Problemi, pri katerih lahko odvisna spremenljivka
zavzame zvezne vrednost, se imenujejo regresijski problemi. Ko odvisna spremen-
ljivka zavzame kvalitativno vrednost, govorimo o klasifikacijskih problemih. V kla-
sifikacijskih problemih odvisno spremenljivko imenujemo tudi razred.
Definicija 2.3.
• Klasifikacijska naloga je naloga nadzorovanega učenja pri kateri lahko vre-
dnosti odvisne spremenljivke Y zavzamejo diskretne vrednosti Y ∈ R =
{R1, . . . Rr}. Posamezni vrednosti, ki jo lahko odvisna spremenljivka za-
vzame pravimo, razred.
• Regresijska naloga je naloga nadzorovanega učenja pri kateri lahko vrednosti
odvisne spremenljivke Y zavzamejo zvezne vrednosti.
Primer 2.4. Na sliki 3 je predstavljen primer klasifikacijske naloge. Gre za razdeli-
tev rastline iris v vrste. Vsako proučevano rastlino lahko strokovnjak “označi” glede
na to, v katero vrsto spada. Označene podatke lahko skupaj z drugimi merljivimi
vrednostmi uporabimo za učenje klasifikacijskega modela. S pomočjo klasifikacij-
skega modela lahko, brez strokovne ocene, še nerazvrščene rastline razvrstimo v
vrste. S slike 3 lahko razberemo, da lahko vrsto rastline relativno dobro določimo s
pomočjo dolžine in širine cvetnega lista.
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Slika 3. Klasifikacijska naloga: Razvrstitev rastline iris v vrste
Primer 2.5. Na sliki 4 je predstavljen primer regresijske naloge. Predstavljen je
primer iskanja povezanosti med temperaturo in količino ozona v ozračju. S pomo-
čjo izmerjenih temperatur in količin ozona v ozračju lahko poskušamo odkriti vpliv
temperature na količino ozona v ozračju. Na sliki 4 lahko vidimo, da pri različnih
predpostavkah o modelu oziroma procesu dobimo različne rezultate. Linearna re-
gresija predpostavlja, da je količina ozona v linearni odvisnosti od temperature. Po
drugi strani ima regresija s pomočjo nevronske mreže bolj ohlapne predpostavke,
zato je model, dobljen s pomočjo nevronske mreže, bolj odvisen od učnih podatkov
in se jim zato tudi bolj prilega.
Klasifikacija in regresija imata veliko skupnega. Pristopi za reševanje so pogosto
sorodni. Na obe nalogi lahko na primer gledamo kot na problem aproksimacije funk-
cije. Pri regresiji iščemo funkcijo, ki preslika vrednosti pojasnjevalnih spremenljivk
v prostor realnih števil, pri klasifikaciji pa v prostor diskretnih vrednosti. Pogosto
lahko metode za reševanje regresijskih problemov z majhnimi spremembami upora-
bimo tudi v klasifikacijskih problemih in obratno [4]. V tej nalogi so obravnavani
in raziskani klasifikacijski problemi, vendar so mnogi pristopi podobni za oba tipa
nalog.
2.1.1. Učni podatki. Za iskanje povezanosti med pojasnjevalnimi in odvisno spre-
menljivko imamo na voljo množico podatkov. Pojasnjevalne spremenljivke imenu-
jemo tudi atributi ali faktorji. V nadaljevanju bo uporabljen predvsem izraz atribut.
Množico atributov označimo z A = {A1, . . . Ap}, kjer p označuje število atributov, ki
jih uporabimo pri nalogi nadzorovanega učenja. Pri odločitvi, katere atribute upo-
rabimo za napovedovanje odvisne spremenljivke, nam pomaga poznavanje procesa,
ki generira podatke.
Definicija 2.6.
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Slika 4. Regresijska naloga: Iskanje povezanosti med temperaturo
in količino ozona v ozračju
• Realiziran primer x1 = (a1, y1) procesa X je predstavljen kot množica vre-
dnosti atributov a1 = (a1,1 . . . , a1,p) ter pripadajoče vrednosti odvisne spre-
menljivke y1.
• Napoved odvisne spremenljivke modela M za realiziran primer x označimo z
yˆ:
M(x) = yˆ.
• Množico podatkov za vse realizirane primere, ki jih imamo na voljo označimo
z D = {xi = (ai, yi);xi ∈ X ∧ i ∈ {1, . . . , n}}.
Vrednosti pojasnjevalnih spremenljivk lahko zapišemo tudi v matrični obliki:
A =
⎛⎜⎜⎜⎜⎝
a1,1 a1,2 · · · a1,p
a2,1 a2,2 · · · a2,p
... ... . . . ...
an,1 an,2 · · · an,p
⎞⎟⎟⎟⎟⎠
pripadajoče vrednosti odvisnih spremenljivk pa v vektorski obliki:
Y = (y1, . . . yn)T .
2.1.2. Predznanje in predpostavke. Naloga algoritmov strojnega učenja je poiskati
model, ki bo kar se da dobro opisoval raziskovani pojav. Za iskanje in izbor naj-
primernejšega modela imamo poleg učnih podatkov na voljo tudi predznanje o po-
javu. Predznanje ali predpostavke o nalogi strojnega učenja predstavljajo znanje ali
predpostavke o proučevanem sistemu, ki določajo obliko modela in način, kako ga
iščemo. Predznanje lahko temelji na teoretičnem znanju o proučevanem pojavu ali
pa na analizi strukture ter količini učnih podatkov, ki jo imamo na voljo. Več kot
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imamo podatkov, bolj ohlapne so lahko predpostavke o modelu. Predpostavke lahko
v iskanje modela vključimo na različne načine. Lahko jih predstavimo kot:
• začetni model;
• način, s pomočjo katerega izboljšujemo obstoječi model;
• množice dopustnih modelov;
• kriterij, po katerem primerjamo različne modele.
Primer 2.7. Smiselne predpostavke:
• Če vemo, da je odvisna spremenljivka linearna funkcija pojasnjevalnih spre-
menljivk, lahko množico dopustnih modelov omejimo na linearne funkcije.
• Če vemo, da obstaja deterministična povezava med pojasnjevalnimi in odvi-
snimi spremenljivkami in vrednosti spremenljivk ne vključujejo merske na-
pake, je smiselno model iskati znotraj funkcij, ki interpolirajo učne podatke.
• Če imamo na voljo majhno število učnih podatkov, je smiselno omejiti mno-
žico možnih modelov in s tem preprečiti preveliko prileganje modela učnim
podatkom.
• Če vemo, da neka pojasnjevala spremenljivka nima velikega vpliva, ali pa
ga sploh nima, jo lahko izključimo iz nabora pojasnjevalnih spremenljivk.
Izločitev takšne pojasnjevalne spremenljivke pogosto izboljša končni model,
saj rešitev iščemo v manjšem prostoru.
Primer 2.8. Na sliki 4 lahko vidimo vpliv predpostavk na končni model. Pri uče-
nju modela s pomočjo nevronske mreže nismo omejeni na modele linearne odvisnosti
med atributi in odvisno spremenljivko. Rezultat se zato mnogo bolj prilega učnim
podatkom. V nekaterih primerih je to smiselno, v drugih pa nas preveč ohlapne
predpostavke lahko pripeljejo do pretiranega prileganja učnim podatkom in posle-
dično dobljeni model ne deluje zunaj učne množice.
2.1.3. Kriterijska funkcija. Zato da lahko iz množice vseh dopustnih modelov izbe-
remo najboljšega, potrebujemo kriterij po katerem primerjamo kakovost modelov.
Kriterijska funkcija L, ki določa kakovost modela za nalogo nadzorovanega učenja,
je po navadi odvisna od napovedi modela in dejanske vrednosti odvisne spremen-
ljivke. V kriterijsko funkcijo pogosto vključimo tudi kompleksnost modela, saj se
na ta način lahko izognemo čezmernemu prileganju učnim podatkom. V praksi mo-
ramo vrednost kriterijske funkcije oceniti na naboru realiziranih primerov problema
X(A, Y ).
Primer 2.9. V regresijskih problemih kakovost modela Mr pogosto ocenimo s po-
močjo kriterijske funkcije srednje kvadratne napake. Na množici podatkov D =
{(ai, yi);xi ∈ X ∧ i ∈ {1, . . . , n}} jo ocenimo kot:
L(D,Mr) =
1
n
n∑
i=1
(Mr(ai)− yi)2.
Primer 2.10. Za klasifikacijske modeleMk za mero kakovosti modela pogosto upo-
rabimo klasifikacijsko točnost, ki meri delež pravilno napovedanih primerov. Na
množici podatkov D = {(ai, yi);xi ∈ X ∧ i ∈ {1, . . . , n}} jo ocenimo kot:
L(D,Mk) =
1
n
n∑
i=1
1{Mk(xi) = yi}.
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2.1.4. Napoved klasifikacijskega modela. Klasifikacijski modeli določajo razred na
različne načine. Končni rezultat metod je razred, ki ga model napove za primer x:
M(x) = yˆ.
Nekatere metode razred primera napovejo neposredno, mnoge metode pa na nek
način ocenjujejo pogojno verjetnostno porazdelitev odvisne spremenljivke y primera
x = (a, y). Ocenjuje torej verjetnosti P (y = Rj|A = a). Za napoved modela
izberemo najverjetnejši razred.
Slika 5. Uporaba logistične regresije za ocenjevanje verjetnosti, da
ima avtomobil avtomatski menjalnik v odvisnosti od porabe goriva
Definicija 2.11. Verjetnostna napoved modela M za klasifikacijski primer x = (a,y)
je ocena pogojne verjetnostne porazdelitve y ∈ R = {R1, . . . Rr}. Označimo jo z
Pˆ (x) = (PˆM,R1(x), . . . , PˆM,Rr(x)),
kjer so vrednosti:
PˆM,Rj(x) = PˆM(y = Rj|A = a).
2.2. Iskanja optimalnega modela. Če prostora možnih modelov ne omejimo pre-
več, pogosto najdemo več modelov, ki se popolnoma prilegajo učnim podatkom. Na
splošno modeli, ki se popolnoma prilegajo učni množici, niso zaželeni, saj izmerjene
vrednosti v veliko primerih vsebujejo šum, poleg tega redko proučujemo probleme,
pri katerih obstaja deterministična povezanost med pojasnjevalnimi in odvisno spre-
menljivko. V takih primerih modeli, ki se popolnoma prilegajo učnim podatkom,
ne dajejo dobrih rezultatov zunaj učne množice. Tega problema se lahko lotimo
tako, da izberemo kriterijsko funkcijo, ki je odvisna od napovedi modela in tudi od
oblike modela M. V kriterijsko funkcijo po navadi vključimo pogoj, ki da prednost
preprostejšim modelom. Pogosto, še posebej, če nimamo na voljo velike količine
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podatkov, omejimo tudi množico dopustnih modelov. Na primer, omejimo se lahko
samo na linearne modele. Čeprav z dodatnimi omejitvami o obliki modela ali doda-
tnimi kriteriji primernosti modela v kriterijski funkciji dobimo enolično rešitev, ki se
podatkom ne prilega popolno, negotovost o tem, kateri izmed modelov je najprimer-
nejši v resnici ne izgine, temveč je zgolj prestavljena v problem izbire predpostavk
[4].
Ne glede na to, kako v iskanje optimalnega modela vključimo omejitve, ki nam
določijo enoličen model, lahko izbiramo med različnimi kriteriji optimalnosti. Glede
na tip problema in strukturo podatkov ter cilja, ki ga imamo, se lahko odločimo
za različne principe, s pomočjo katerih izberemo dokončni model. Verjetno najbolj
znan je princip Ockhamove britve, ki pravi, da naj iz množice primernih modelov
izberemo tistega, ki je najpreprostejši. Poleg tega principa lahko za izbiro modela
uporabimo tudi druge kriterije[1]:
• maksimizacija razumljivosti modela;
• minimizacija časovne zahtevnosti klasifikacije;
• minimizacija števila parametrov, potrebnih za klasifikacijo;
• minimizacija cene pridobivanja vrednosti parametrov potrebnih za klasifika-
cijo;
• maksimizacija prileganja modela vhodnim podatkom;
• minimizacija povprečne cene klasifikacijske napake;
• maksimizacija klasifikacijske točnosti;
• maksimizacija verjetnosti modela glede na dano predznanje in vhodne po-
datke.
2.2.1. Princip maksimiranja verjetnosti in najkrajšega opisa.
Definicija 2.12. Po principu maksimalne verjetnosti modela je optimalen model
Mopt tisti model, za katerega velja:
Mopt = arg max
M∈M
P (M |Z,D),
kjer je M množica dopustnih modelov, Z predznanje in D učni podatki.
Po principu maksimiranja verjetnosti modela izberemo model, ki maksimira ver-
jetnost modela, glede na dano predznanje in vhodne podatke. Ta kriterij je naj-
splošnejši izmed vseh naštetih kriterijev in ob določenih dodatnih predpostavkah
zadošča večini drugih kriterijev. Najbolj verjetni model ima največjo pričakovano
klasifikacijsko točnost in ob predpostavki enake cene vseh klasifikacijskih napak za-
došča tudi principu minimiziranja pričakovane cene napačne klasifikacije. Zahteva
tudi najmanj učnih podatkov in pojasnjevalnih spremenljivk za dosego zastavljene
klasifikacijske točnosti. S tega vidika je najbolj verjeten model tudi najpreprostejši
in najcenejši [1].
V realnosti verjetnosti P (M |Z,D) pogosto ne poznamo niti je ne moremo nepo-
sredno oceniti. Če se želimo čim bolj približati optimalni rešitvi po principu ma-
ksimalne verjetnosti modela, moramo najti način, kako te neznane verjetnosti čim
bolje aproksimirati [1]. Povezava principa maksimiranja verjetnosti s principom naj-
krajšega opisa nam da bolj intuitiven pogoj optimalnosti. Princip najkrajšega opisa
je formalizacija principa Ockhamove britve, ki za optimalen model določi tistega, ki
ga lahko pri danih podatki in predpostavkah najpreprosteje opišemo.
9
Definicija 2.13. Po principu najkrajšega opisa (ang. minimal description length)
je optimalen model Mopt tisti model za katerega velja:
Mopt = arg min
M∈M
I(M |Z,D),
kjer je M množica dopustnih modelov, Z predznanje in D učni podatki, I pa je
količina informacij definirana v definiciji 2.14.
Definicija 2.14. Naj bo X slučajna spremenljivka s porazdelitvijo P(X). Količina
informacij te spremenljivke je definirana kot
I(X) = −log2P (X) [bit].
Količina informacij I(M) je ocena števila bitov (količine informacij), ki jo potre-
bujemo, da izvemo, ali je model M pravilen. Vrednost I(M |Z,D) je ocena količine
informacij, ki jih potrebujemo, da izvemo, ali je model M pravilen pri danem pred-
znanju Z in podatkih D [1].
Trditev 2.15. Princip najkrajšega opisa je ekvivalenten principu maksimalne ver-
jetnosti.
Opomba 2.16. Trditev 2.15 sledi iz tega, da je logaritem monotono naraščajoča
funkcija, in zato velja:
Mopt = arg max
M∈M
P (M |Z,D) = arg min
M∈M
I(M |Z,D).
Trditev 2.17. Iskanje modela po principu najkrajšega opisa je ekvivalentno iskanju
modela, za katerega velja:
(1) Mopt = arg min
M∈M
(I(D|Z,M) + I(M |Z)) .
Dokaz. Če za pogojno verjetnost P (M |Z,D) uporabimo Bayesovo formulo in njeno
definicijo, dobimo:
P (M |Z,D) = P (Z,D|M)P (M)
P (Z,D) =
= P (D|Z,M)P (Z|M)P (M)
P (D|A)P (Z) =
= P (D|Z,M)P (M |Z)
P (D|Z) .
(2)
Če vrednost iz (2) uporabimo v količini informacij iz definicije 2.14, dobimo:
(3) I(M |Z,D) = I(D|Z,M) + I(M |Z)− I(D|Z).
Ker je vrednost I(D|Z) neodvisna od modela, je iskanje optimalnega modela po
principu najkrajšega opisa ekvivalentno:
Mopt = arg min
M∈M
(I(D|Z,M) + I(M |Z)) .

Vrednost I(D|A,M) ocenjuje, koliko informacij je potrebnih za to, da opišemo
podatke, če poznamo model in predpostavke ter predstavlja prileganje modela po-
datkom. Vrednost I(M |A) ocenjuje količino informacij, potrebnih za opis modela, če
poznamo predpostavke, in predstavlja kompleksnost modela. Kriterij iz trditve 2.17
kaže, da moramo izbrati optimalno ravnovesje med velikostjo napake I(D|A,M) in
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kompleksnostjo modela I(M |A) [1]. Problem iskanja ravnovesja med prileganjem
podatkom in kompleksnostjo modela je znan kot dekompozicija napake.
2.2.2. Dekompozicija napake modela. Pri izbiri modela moramo najti pravo ravno-
težje med vplivom podatkov in vplivom predpostavk na model. Bolj kot so predpo-
stavke ohlapne, večji bo vpliv učnih podatkov na izbor optimalnega modela. Bolj
ohlapne predpostavke pomenijo, da lahko model izbiramo iz večje množice dopustnih
modelov, ki so lahko bolj prilagodljivi in kompleksni. Če kompleksnosti modelov ne
omejimo, lahko teoretično dosežemo poljubno prileganje modela. Vendar tak model
ne bo nujno dobro opisoval realnosti. Na sliki 6 je prikazano razmerje med pristran-
skostjo in varianco modela. Če imamo ohlapne predpostavke o obliki modela, lahko
poiščemo model, ki se popolnoma prilega učnim podatkom, vendar bo tak model
slabo deloval na podatkih yunaj učne množice.
Slika 6. Prikaz razmerja med pristranskostjo in varianco
Primer 2.18 (Razdelitev napake na pristranskost in varianco.). Srednja kvadratna
napaka je definirana kot pričakovana vrednost kvadrata razlike med napovedano
vrednostjo yˆ in dejansko vrednostjo odvisne spremenljivke y in jo lahko zapišemo
kot:
E[(yˆ − y)2] = E[yˆ − y]2 + E[(yˆ − E[yˆ])2]
= Pristranskost(yˆ)2 + V arianca(yˆ).
Napako lahko torej v tem primeru razstavimo na napako zaradi pristranskosti in
napako zaradi variance. Pristranskost je sistematična napaka učnega algoritma in
jo lahko odpravimo samo s spreminjanjem učnega algoritma (predpostavk in načina
učenja). Če jo želimo zmanjšati, moramo na splošno povečati prostor modelov, v
katerem učni algoritem išče optimalen model. Po drugi strani bo dobljen model z
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večanjem prostora dopustnih modelov bolj odvisen od učnih podatkov. Varianca je
del napake, ki izvira iz dejstva, da za učenje uporabljamo omejen nabor podatkov.
Če za iskanje optimalnega modela izberemo bolj omejeno množico dopustnih mo-
delov, bo izbrani model manj odvisen od tega, katere podatke imamo na voljo za
učenje. V tem pogledu pristranskosti in variance ne moremo zmanjšati istočasno
[4].
2.2.3. Napovedovanje z izbranim modelom. Ko učni algoritem izbere najprimernejši
model, lahko ta model uporabimo za napovedovanje vrednosti odvisne spremenljivke
na novih, še neoznačenih primerih. Za napovedovanje primerov izberemo tisto na-
poved primera R iz množice vseh možnih razredov R, ki maksimira verjetnost, da
je napoved pravilna glede na naučeni model Mopt [1]:
Ropt1 = argmax
R∈R
P (r|Hopt) .
Ta napoved pa ni optimalna napoved.
Princip večkratne razlage pravi, da moramo za napovedovanje obdržati vse smi-
selne modele in njihove napovedi obtežiti z verjetnostmi, da je model pravilen. Op-
timalna napoved je torej [1]:
ropt = argmax
r∈R
∑
M∈M
(P (r|M)P (M |A,D)) .
Princip večkratne razlage je v navideznem nasprotju s principom Ockhamove bri-
tve. To nasprotje lahko razrešimo tako, da razširimo množico dopustnih modelov,
tako da vključuje modele, sestavljene iz osnovnih modelov. V praksi učni algori-
tem uporabi princip maksimalne verjetnosti za iskanje množice primernih, dovolj
verjetnih modelov, princip večkratne razlage pa uporabi izvajalni algoritem za iz-
bor ustrezne kombinacije modelov iz množice modelov, ki jo določi učni algoritem
[1]. S kombiniranjem različnih modelov za sestavljanje novih modelov se ukvarjajo
ansambelske metode stojnega učenja, ki so podrobneje opisane v poglavju 3. Ideja
metode dinamičnega izbora ansambla s pomočjo meta-klasifikatorja v osnovi temelji
na principu večkratne razlage. Za oceno verjetnosti pravilnosti osnovnih modelov
uporablja dodaten model strojnega učenja, ki ga imenujemo meta-model. Metoda
je podrobneje predstavljena v poglavju 4.1.
Slika 7. Proces učenja in testiranja oziroma validacije modela
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Slika 8. Klasifikacijska meja logistične regresije in algoritma naj-
bližjih sosedov (K-nn) ter učni podatki
2.3. Testiranje modela. Potem ko naučimo model, po navadi želimo oceniti, kako
dobro bo deloval pri reševanju problema, s katerim se ukvarjamo. Prvo oceno o tem,
kako dobro bo model deloval, nam ponudi vrednost kriterijske funkcije, ocenjene na
učni množici. S slike 8 lahko na primer že iz rezultatov na učni množici razberemo, da
je model, ki ga dobimo s pomočjo algoritma najbližjih sosedov, verjetno primernejši
od modela, ki ga da logistična regresija. Po drugi strani je lahko ocenjevanje modelov
na učni množici zavajajoče, kot je to prikazano na sliki 6. To še posebej velja za
algoritme stojnega učenja, ki nimajo posebej omejene množice dopustnih modelov.
Primer čezmernega prileganja učnim podatkom je predstavljen na sliki 9.
2.3.1. Razdelitev podatkov. V praksi problem čezmernega prileganja podatkom re-
šimo tako, da množico podatkov, za katere poznamo tako vrednosti odvisne in poja-
snjevalnih spremenljivk, razdelimo na učne in testne podatke. Učni algoritem sestavi
model na učnih podatkih, izvajalni algoritem pa s pomočjo tega modela napove vre-
dnosti odvisnih spremenljivk na testnih podatkih. Ker imamo na voljo dejanske
vrednosti odvisnih spremenljivk, lahko na testni množici ocenimo delovanje modela.
Če imamo na voljo dovolj podatkov, množico podatkov pogosto razdelimo na
učno, validacijsko in testno množico podatkov. Testno množico uporabimo za učenje
modela. S pomočjo validacijske množice ocenimo delovanje različnih modelov na
množici podatkov, ki ni uporabljena za učenje modela. Testno množico uporabimo
za to, da preverimo delovanje dokončno izbranega modela na možici podatkov, ki ni
na nikakršen način vključena v proces izbora optimalnega modela [4].
• Učna množica podatkov: Du = {(aui , yui ); i = 1, . . . , nu}.
• Validacijska množica podatkov: Dv = {(avi , yvi ); i = 1, . . . , nv}.
• Testna množica podatkov: Dtest = {(atesti , ytesti ); i = 1, . . . , ntest}.
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Slika 9. Pretirano prileganje učnim podatkom
Primer 2.19. Na sliki 9 so prikazani modeli polinomske regresije različnih stopenj.
Modele naučimo na učni množici. Iz nabora petih modelov najprimernejšega iz-
beremo s pomočjo napake na validacijski množici podatkov. Po tem, ko izberemo
najprimernejši model, ga še enkrat testiramo na testni množici.
2.3.2. Navzkrižno preverjanje. Če imamo na voljo dovolj veliko količino podatkov,
lahko podatke razdelimo na učno in validacijsko množico in s pomočjo validacijske
množice ocenimo delovanje posameznih modelov. Če nimamo na voljo dovolj po-
datkov, da bi lahko zanesljivo ocenili delovanje modelov, lahko uporabimo metodo
navzkrižnega preverjanja. Pri metodi K-kratnega navzkrižnega preverjanja podatke
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naključno razdelimo na K enako velikih delov, in sicer tako, da vsaj približno ohra-
nimo prvotno porazdelitev podatkov med razredi. En del izločimo iz učne množice in
ga uporabimo za ocenjevanje napake različnih modelov, preostale podatke pa upora-
bimo za učenje modelov. Ta postopek ponovimo K-krat, kjer vsakič izvzamemo drug
del podatkov in na izvzetem delu podatkov preverimo delovanje modela. Tudi pri
ocenjevanju napake s pomočjo K-kratnega navzkrižnega preverjanja moramo najti
pravo ravnotežje med napako ocene, ki izvira iz variance in pristranskosti. Čer za
validacijsko množico uporabimo samo en primer (K = nu), je ta ocena sicer blizu
nepristranske, vendar pa ima visoko varianco. Če izberemo manjši K, ima ocena
nižjo varianco, vendar večjo pristranskost. Empirični rezultati so pokazali, da po
navadi K med 5 in 10 privede do najboljših ocen napake s pomočjo K-kratnega
prečnega preverjanja [4].
Slika 10. 3-kratno navzkrižno preverjanje
2.4. Mere kakovosti modelov. Za testiranje modelov imamo na voljo več raz-
ličnih metod in mer. Pri regresijskih nalogah pogosto izberemo kriterijsko funkcijo
srednje kvadratne napake. Pri klasifikacijskih problemih imamo na voljo več raz-
ličnih mer. Različne mere ocenjujejo različne lastnosti in vidike modela, zato je
izbira mere zelo odvisna od problema, s katerim se ukvarjamo, in od namena oce-
njevanja kakovosti modela. Za hiter vpogled v delovanja klasifikacijskih metod z
različnih vidikov je zelo koristno proučiti tabelo napačnih klasifikacij, ki v obliki
tabele predstavi porazdelitev napovedanih in dejanskih razredov na izbrani množici
klasifikacijskih primerov. V tabeli 1 je predstavljena tabela klasifikacijskih napak
za klasifikacijsko naloge z dvema razredoma. Iz tabele napačnih klasifikacij lahko
hitro razberemo veliko različnih lastnosti problema in modela. Če vrednosti v tabeli
delimo s številom vseh primerov v množici, na kateri preverjamo delovanje modela,
dobimo deleže primerov v vsaki kategoriji. V takem primeru nam vsota vrednosti
po diagonali pokaže delež primerov, ki jih model pravilno klasificira (klasifikacijska
točnost). Vsota vrstic predstavlja apriorno porazdelitev primerov po razredih, vsota
stolpcev pa porazdelitev napovedi. Razlika med vsoto vrstice in stolpca, ki predsta-
vljata isti razred, nam pokaže pristranskost modela [1]. Tabela napačnih klasifikacij
je uporabna tudi, če se ukvarjamo s problemi, ki imajo več kot le dva razreda.
Pogosto si želimo modele oceniti z eno samo številsko vrednostjo, ki na nek način
opisuje delovanje modelov. Pri tem pogosto uporabljamo mere, ki uporabljajo raz-
merja med različnimi vrednostmi iz tabele napačnih klasifikacij. V naslednjem delu
so predstavljene nekatere takšne mere.
2.4.1. Klasifikacijska točnost. Mera, ki jo lahko vedno izpeljemo iz tabele napačnih
klasifikacij, je klasifikacijska točnost. Vsak klasifikacijski primer pripada enemu iz-
med možnih razredovR = {R1, . . . Rr}. Če vemo, kateremu razredu primer pripada,
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klasificiran kot vsota
pravi razred P N
P RP LN POZ = RP + LN
N LP RN NEG = LP + RN
vsota NP = RP + LP NN = LN + RN N = RP + LP + LN + RN
• P – pozitivni razred; N – negativni razred.
• RP – število pravilno napovedanih pozitivnih primerov (resnično pozitiven).
• LP – število napačno napovedanih pozitivnih primerov (lažno pozitiven).
• RN – število pravilno napovedanih negativnih primerov (resnično negativen).
• LN – število napačno napovedanih negativnih primerov (lažno negativen).
• NP – število napovedanih pozitivnih primerov (napovedano pozitiven).
• NN – število napovedanih negativnih primerov (napovedano negativen).
• POZ – število pozitivnih primerov.
• NEG – število negativnih primerov.
Tabela 1. Tabela napačnih napovedi.
Slika 11. Diagram napovedi v binarni klasifikaciji
je preprosto preveriti, ali je model pravilno napovedal razred tega primer. Klasifi-
kacijska točnost je delež pravilno napovedanih primerov in jo izračunamo kot:
Točnost = število pravilno rešenih primerovštevilo primerov ,
V primeru binarnega klasifikacijskega problema in zapisa iz tabele 1 je to:
Točnost = RP +RN
N
Klasifikacijska točnost ocenjuje verjetnost, da bo model pravilno klasificiral na-
ključno izbran primer. V realnosti lahko klasifikacijsko točnost le redko točno
določimo, saj ne poznamo vseh možnih klasifikacijskih primerov problema. Zato
klasifikacijsko točnost ocenimo s pomočjo omejene množice klasifikacijskih prime-
rov.
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Za vsak klasifikacijski problem lahko ocenimo minimalno klasifikacijsko točnost,
ki jo od klasifikacijskega modela pričakujemo. Model mora pravilno napovedati več
primerov, kot če bi primere klasificirali naključno. Ocenimo jo lahko z deležem pri-
merov v večinskem razredu [1]. Klasifikacijska točnost sama po sebi ne da popolnega
vpogleda v delovanje modela. Njena uporaba je lahko precej zavajajoča. Rezultati
so še posebej nezanesljivi za klasifikacijske naloge z neuravnoteženimi razredi. Kla-
sifikacijska točnost nam ne da nobene informacije o tem, kako dobro deluje model
za vsak posamezni klasifikacijski razred. Drugi problem klasifikacijske točnosti je,
da implicitno predpostavimo, da imajo vse napake enako ceno. V praksi nas zanima
uspešnost za vsak razred posebej, saj imajo različne napake različne posledice. Če
imamo na voljo ceno različnih napačnih klasifikacij, lahko delovanja modela ovre-
dnotimo tako, da različno utežimo napačne napovedi v različnih razredih ali pa
izračunamo ceno napačnih klasifikacij modela.
Primer 2.20.
• Klasifikacijski model za prognozo ponovitve raka ima klasifikacijsko točnost
80 %.
• Klasifikacijski model za lokalizacijo primarnega tumorja ima klasifikacijsko
točnost okoli 40 %.
Na prvi pogled bi rekli, da je prvi model uporaben, drugi pa ne. Vendar pa je ocena
kakovosti modela odvisna tudi od porazdelitve v razrede. Prvi problem ima samo
dva razreda, drugi pa 22 [1].
2.4.2. Brierjeva mera. Če uporabljamo klasifikacijske metode, ki vrnejo verjetno-
stno porazdelitev po razredih in za razred primera določijo razred z največjo ver-
jetnostjo, lahko klasifikacijsko točnost nadgradimo. Nadgradimo jo tako, da pri
ocenjevanju delovanja modela upoštevamo tudi verjetnostno porazdelitev. Takšna
mera se imenuje Brierjeva mera in je povprečna kvadratna napaka ocenjene verje-
tnostne porazdelitev in dejanskega razreda. Ocena Brierjeve mere na testni množici
je:
BrierjevaMera =
∑
xi∈Dtest
(PˆM,Rj(xi)− 1{Rj = yi})2,
kjer je:
1{R = y} =
⎧⎨⎩1, za R = y0, sicer .
2.4.3. Občutljivost, specifičnost in natančnost. Če nimamo dobre ocene cene klasifi-
kacijske napake, je za realnejšo oceno delovanja modela poleg klasifikacijske točno-
sti treba uporabiti še druge mere. Za klasifikacijske probleme z dvema razredoma
lahko uporabimo občutljivost in specifičnost. Občutljivost ali priklic predstavlja de-
lež pravilno napovedanih pozitivnih klasifikacijskih primerov. Če uporabimo oznake
iz tabele 1, jo ocenimo kot:
Občutljivost = RP
RP + LN =
RP
POZ
.
Na drugi strani je specifičnost delež pravilno napovedanih negativnih klasifikacijskih
primerov:
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Specifičnost = RN
RN + LP =
RN
NEG
.
Občutljivost in specifičnost se pogosto uporabljata za ocenjevanje kakovosti na-
povedi medicinskih diagnostičnih testov. V praksi za take primere določimo spodnjo
mejo sprejemljive specifičnosti in maksimiramo občutljivost [1].
Za nekatere tipe klasifikacijskih problemov je uporabna tudi mera natančnost, ki
meri delež pravilno napovedanih pozitivnih primerov izmed vseh pozitivnih napo-
vedi.
Natančnost = RP
RP + LP =
RP
NP
.
Primer 2.21. Laboratorijski test za določeno bolezen ima občutljivost 0,85 in spe-
cifičnost 0,95. Interpretacija tega rezultata je [1]:
• Če je pacient bolan, bo test pacienta klasificiral kot bolnega z verjetnostjo
0,85.
• Če pacient ni bolan, bo test z verjetnostjo 0,05 pacienta napačno klasificiral
kot bolnega.
2.5. Različne metode strojnega učenja. V klasifikacijskih nalogah iščemo mo-
del, ki bo sposoben določiti, v kateri razred spada posamezni primer, glede na vre-
dnosti danih atributov. Iščemo torej preslikavo iz prostora atributov v prostor ra-
zredov. Preslikavo lahko iščemo na različne načine. Glede na to, na kakšen način
iščemo model, razdelimo algoritme strojnega učenja na statistične klasifikatorje,
odločitvena drevesa, metode najbližjih sosedov, diskriminantne funkcije in metode
podpornih vektorjev (SVM) ter umetne nevronske mreže [1]. Različne metode imajo
različne prednosti in slabosti in so zato primerne za različne probleme.
2.5.1. Statistični klasifikatorji. Statistične klasifikacijske metode so metode, pri ka-
terih poskušamo oceniti skupno verjetnostno porazdelitev atributov in odvisne spre-
menljivke P (A, Y ) oziroma pogojno verjetnost P (Y |A). Primeri takih metod so
logistična regresija in Bayesove verjetnostne mreže.
Logistična regresija je metoda, pri kateri s pomočjo regresije ocenimo verjetnostno
porazdelitev P (Y |A). Za binarne klasifikacijske probleme predpostavimo, da velja
linearna odvisnost med atributi in pogojno verjetnostjo [5]:
P (Y = 1|X) = β0 + β1A.
To oceno verjetnosti nato uporabimo za izbor najverjetnejšega razreda primerov.
Metoda Bayesove verjetnostne mreže uporablja Bayesov izrek in usmerjene aci-
klične grafe za modeliranja odvisnosti med različnimi spremenljivkami [4]. Najpre-
prostejša metoda Bayesovih verjetnostnih mrež je naivni Bayesov klasifikator (ang.
Naive Bayes), ki predpostavi, da so atributi, ki vplivajo na odvisno spremenljivko,
med seboj neodvisni [6]. To pomeni, da verjetnost vsakega razreda iščemo v obliki:
P (Y = R|A) = P (Y = R)
p∏
i=1
P (Ai | Y = R),
kjer je P (Y = R|A) pogojna verjetnost, da je klasifikacijski primer iz razreda R pri
znanih vrednostih pojasnjevalnih spremenljivk A = {A1, . . . , Ap}. Vrednost P (Y =
R) je brezpogojna verjetnost, da je klasifikacijski primer iz razreda R, P (Ai | Y = R)
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pa pogojna verjetnost, da je vrednost i-tega atributa enaka Ai, pri pogoju, da je
klasifikacijski primer iz razreda R.
2.5.2. Odločitvena drevesa. Odločitvena dreves, so drevesa s pomočjo katerih raz-
vrstimo klasifikacijski primer glede na vrednosti atributov. V vsako vozlišče drevesa
postavimo atribut ali kombinacijo atributov, ki najbolje razdeli učne podatke v
različne klasifikacijske razrede glede na vrednosti atributa v vozlišču. Podatke s
pomočjo vozlišč delimo, dokler ne dosežemo želenega rezultata v izbrani metriki.
Zadnje vozlišče se imenuje list in določi klasifikacijo razreda odločitvenega drevesa.
Primer odločitvenega drevesa je prikazan na sliki 12.
Slika 12. Odločitveno drevo za razvrstitev rastline iris v vrste
Iskanje optimalne razdelitve je nedeterministično polinomsko (NP) težak problem.
To pomeni, da lahko optimalnosti rešitve sicer preverimo v polinomskem času, ven-
dar pa na splošno ni algoritma, ki bi rešitev poiskal v polinomskem času. Zato
za iskanje optimalne razdelitve uporabljamo hevristične pristope, ki nas pripeljejo
blizu optimalne rešitve. Obstaja več različnih načinov ocenjevanja kakovosti razdeli-
tve, vendar na splošno nobena ne deluje bolje od preostalih, zato moramo delovanje
različnih metod za konkretno nalogo strojnega učenja oceniti [6].
Primer 2.22. Ginijeva nečistost (ang. Gini impurity) je primer metode, ki je po-
gosto uporabljena za razdelitev vozlišč. Ginijeva nečistost meri delež napačnih na-
povedi razredov učnih primerov v vozlišču, če bi razred določili naključno glede na
porazdelitev učnih primerov med razredi v vozlišču. Izračunamo ga po formuli:
Gini =
∑
i∈R
pi
∑
k ̸=i
pk = 1−
∑
i∈R
p2i ,
kjer je pi delež učnih primerov, ki pripadajo razredu i ∈ R = {R1, . . . Rr}.
Mera doseže minimalno vrednost 0, ko vsi učni primeri, razporejeni v vozlišče,
pripadajo istemu razredu, in maksimalno vrednost 1, ko so primeri v vozlišču ena-
komerno porazdeljeni med vsemi razredi.
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Modeli, naučeni s pomočjo odločitvenih drevesa, so močno odvisni od učnih po-
datkov in imajo veliko varianco in majhno pristranskost, zato se pogosto uporabljajo
v ansambelskih metodah [4]. Ansambelske metode so podrobneje opisane v nasle-
dnjem poglavju. Ena od boljših in bolj popularnih ansambelskih metod, ki uporablja
odločitvena drevesa, je metoda naključni gozd (ang. Random Forest). Ta upora-
blja metodo samovzorčenja podatkovne množice (ang. bootstrap aggregating, okr.
bagging) za učenje več različnih odločitvenih dreves. Metoda samovzorčenja po-
datkovne množice je podrobneje opisana v poglavju 3.3. Druga pomembna lastnost
metode naključni gozd, je, da v vsakem vozlišču izbira najboljšo kombinacijo atribu-
tov iz naključno izbrane podmnožice vseh atributov. To vsaj do neke mere prepreči
preveliko prilagajanje učnim podatkom [4].
Slika 13. Primer nevronske mreže, kjer X označujejo vhodni sloj, Z
skriti sloj, Y pa izhodni sloj (Vir [4])
2.5.3. Nevronske mreže. Algoritmi nevronskih mrež posnemajo delovanje bioloških
nevronskih mrež. Nevronske mreže so sestavljene iz nevronov, ki so razporejeni v
vhodni, skriti in izhodni sloj. Vhodni sloj predstavlja vrednosti atributov, ki se v
obliki signalov prek povezav do nevronov v skritem sloju transformira v vrednosti v
izhodnem sloju. Izhodni sloj napove razred, verjetnostno porazdelitev razredov ali
vrednost regresijske odvisne spremenljivke [1].
Če so A atributi in M(A) napovedi modela za vrednosti odvisne spremenljivke Y,
lahko nevronsko mrežo z enonivojskim skritim slojem zapišemo kot:
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Zm = σ(α0,m + αTmA),m = 1, · · · ,M
Tk = β0,k + βTk Z, k = 1, · · · ,K
M(A) = gk(T ), k = 1, · · · ,K,
kjer so Z = (Z1, · · · , ZM) vrednosti nevronov v skritem sloju in T = (T1, · · · , TK)
vrednosti v izhodnem sloju. Funkcija σ se imenuje pragovna ali aktivacijska funkcija.
Pogosto se za aktivacijsko funkcijo uporabi sigmoidna funkcija σ(v) = 11+e−v . Za
regresijske naloge za izhodno funkcijo g pogosto uporabimo funkcijo gk(T ) = Tk, za
klasifikacijsko nalogo pa funkcijo softmax:
gk(T ) =
eTk∑K
l=1 e
l
,
ki zagotovi, da je vsota vrednosti izhodnih slojev enaka 1 [4].
Slika 14. Primer klasifikacije s pomočjo algoritma 5-nn
2.5.4. Najbližji sosedje. Metoda K-tih najbližjih sosedov (K-nn) za določitev razreda
novega primera neposredno uporabi razrede K-tih primerov iz učne množice, ki so
najbližji primeru v prostoru atributov. Ko želimo algoritem uporabiti za napovedo-
vanje novega primera, izvajalni algoritem poišče najbližje sosede in glede na razrede
sosedov določi razred. Za razred primera po navadi izberemo razred, ki je najpogo-
stejši v množici sosedov primera. Metoda K-nn je lena metoda učenja, saj na stopnji
učenja zgolj shrani vse učne primere. To pomeni, da je učenje te metode kratko,
vendar pa je napovedovanje posameznih primerov časovno zahtevno.
Tudi metoda K-nn na nek način poskuša oceniti pogojno verjetnost P (Y |A), in
sicer tako, da pogojno verjetnost oceni s pomočjo razredov v okolici X na množici
učnih podatkov:
P (Rk|X = x) ≈ 1
K
∑
i∈NK
1{yi = Rk}.
Ta ocena z večanjem količine podatkov konvergira k dejanski pogojni verjetnosti
[4]. Po drugi strani pa je metoda z večanjem podatkov tudi čedalje počasnejša pri
napovedovanju.
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Slika 15. Iskanje SVM meje (Vir [6])
2.5.5. Podporni vektorji. Metode podpornih vektorjev (ang. support vector ma-
chine, okr. SVM), iščejo hiperravnine, ki razdelijo podatke med razrede. Metode
podpornih vektorjev izberejo tako hiperravnino, da maksimira razdaljo do najbližjih
učnih primerov [5]. To je za dvodimenzionalen primer prikazano na sliki 15.
Razmejitev po takem principu je odvisna od zelo majhnega števila učnih prime-
rov. Ti primeri se imenujejo podporni vektorji. Poleg tega, da je takšna metoda
lahko zelo občutljiva na izbor učne množice, takšna razmejitev pogosto sploh ne
obstaja. Ta problem rešimo tako, da dovolimo, da so nekateri klasifikacijski primeri
na napačni strani hiperravnine, ki ločuje razrede. Iščemo torej hiperravnino z ma-
ksimalno razdaljo do učnih podatkov, brez izbranega števila učnih primerov. Število
primerov, ki lahko kršijo ločitev na razrede, je hiperparameter, torej parameter, ki
ga moramo določiti pred učenjem. Takšne metode nam dajo linearno razmejitev,
ki v nekaterih primerih kljub odstranitvi dela učnih podatkov ni mogoča. Ta pro-
blem razrešimo tako, da atribute preslikamo v prostor višjih dimenzij. To po navadi
naredimo s pomočjo jedrnih funkcij (ang. kernel functions):
K(A,AT ) = ⟨h(A), h(AT )⟩,
ki omogočajo precejšno, tudi neskončno razširitev prostora, vendar hkrati ne po-
večajo bistveno računske zahtevnosti [4]. V tem razširjenem prostoru poiščemo
linearne meje, ki v originalnem prostoru predstavljajo nelinearne meje.
Glavna prednost metode SVM je, da jo lahko zapišemo kot kvadratičen optimi-
zacijski problem z linearnimi omejitvami, torej kot konveksen problem. To pomeni,
da metode SVM ne obstanejo v lokalnem ekstremu, kot se lahko zgodi pri učenju
nevronskih mrež [4].
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Odločitvena
drevesa
Nevronska
mreža
Naivni
Bayesov
klasifika-
tor
K-nn SVM
Klasifikacijska
točnost
** *** * ** ****
Hitrost učenja *** * **** **** *
Hitrost razvršča-
nja
**** **** **** * ****
Manjkajoče vre-
dnosti
*** * **** * **
Nepomembni atri-
buti
** ** * ** ***
Različni tipi atri-
butov
**** ***
(ne diskretni)
***
(ne zvezni)
***
(ne diskretni)
**
(ne diskretni)
Vpliv šuma ** ** *** * **
Čezmerno prilega-
nje podatkom
** * *** *** **
Inkrementalno
učenje
** *** **** **** **
Transparentnost
modela
**** * **** ** *
Tabela 2. Pregled splošnih lastnosti različnih klasifikacijskih metod
strojnega učenja, kjer **** predstavlja dobro in * slabo (Vir [6])
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3. Ansambelske metode strojnega učenja
Izrek o neobstoju brezplačnega kosila za algoritme strojnega učenja nam pove,
da metoda strojnega učenja, ki bi bila najboljša izbira za vsak problem ne obstaja
[7]. Različne metode strojnega učenja iščejo optimalen model v različnih prosto-
rih dopustnih modelov in uporabljajo različne metode iskanja optimalnega modela
ter različne pogoje optimalnosti. Nekatere metode imajo eksplicitne predpostavke o
porazdelitvi podatkov, dejanske verjetnostne porazdelitve različnih problemov stroj-
nega učenja pa so različne. Vse to pomeni, da ne obstaja ena sama metoda strojnega
učenja, ki bi bila optimalna izbira za večino problemov. Obstajajo sicer algoritmi,
ki lahko načeloma dajo dobre rezultate za probleme, ki se zelo razlikujejo med seboj,
vendar pa to pomeni, da zelo verjetno lahko poiščemo algoritem, ki bo za konkreten
problem primernejša izbira.
Za rešitev naloge strojnega učenja imamo na voljo precej različnih algoritmov, ki
jih lahko uporabimo. Zaradi različnih lastnosti algoritmov lahko izbor primernih
algoritmov zožimo glede na problem in potrebe.
• Izbor metode je odvisen od količine in tipa podatkov. Tako so na primer
metode za probleme, pri katerih imamo na voljo majhno ali veliko količino
podatkov, različne. Skoncentriranost podatkov v enem delu prostora atri-
butov ali pa razpršenost po celotnem prostoru tudi vpliva na uporabnost
različnih metod.
• Pri nekaterih problemih imamo časovno omejitev za učenje modela in ča-
sovno omejitev delovanja izvajalnega algoritma. Različne metode stojnega
učenja pa potrebujejo različno količino časa za učenje in napovedovanje.
• Pri nekaterih problemih morajo biti razlogi za napoved algoritma jasni in
pregledni, pri drugih lahko uporabimo modele, ki so “črna škatla”.
Čeprav nam različne omejitve zožijo množico metod, ki so primerne, nam po na-
vadi ostane več možnih izbir učnega algoritma, ki so primerni za dani problem. Poleg
tega veliko učnih algoritmov uporablja hiperparametre. Hiperparametri so parame-
tri, ki jih določimo zunaj učnega algoritma. Izbrati jih moramo torej pred začetkom
učenja. Ti parametri prav tako kot različne metode učenja določajo množico dopu-
stnih modelov ter usmerjajo učni algoritem pri iskanju optimalnega modela.
Primer 3.1. Primeri hiperparametrov:
• Število učnih točk, ki jih lahko izpustimo iz iskanja ločitvene hiperravnine
pri metodi SVM.
• Število nevronov in povezanost nevronov v skritem sloju nevronske mreže.
• Število sosedov v K-nn metodi.
Modeli, ki jih dobimo z uporabo različnih učnih algoritmov in z različnimi izbori
hiperparametrov dajejo različne rezultate, naš cilj pa je izbrati tistega, ki bo najbo-
lje deloval na primerih, ki niso vključeni v učno množico. Zato moramo delovanje
modelov oceniti. Da se izognemo prevelikemu prileganju modela učnim podatkom,
model ocenimo na množici podatkov, ki ni vključena v učno množico. Kljub pri-
merjavi delovanja modelov zunaj učne množice lahko le redko zanesljivo izberemo
najboljši model.
Pri izboru zgolj enega modela poleg možnosti, da ne izberemo najboljšega mo-
dela, ne moremo izkoristiti dejstva, da različni modeli delajo napake na različnih
primerih [8]. Prav zaradi tega, ker so modeli različni, lahko njihova združitev v
eno napoved izboljša rezultate napovedi celo v primerjavi z najboljšim modelom iz
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Slika 16. Regresijski ansambelski model, sestavljen iz osnovnih modelov
nabora naučenih modelov [9]. Metode za sestavljanje končnega modela iz več mode-
lov se imenujejo ansambelske metode strojnega učenja, proces učenja ansambelskih
modelov pa se imenuje ansambelsko učenje.
Definicija 3.2. Naloga strojnega učenja X(A, Y ), ki jo želimo rešiti z ansambelsko
metodo, se imenuje osnovni problem.
Definicija 3.3. Množico modelov, ki jih združimo v ansambelsko napoved, imenu-
jemo nabor osnovnih modelov in jo označimo z M = {M1, . . . ,MN}.
Ansambelske metode so sestavljene iz treh stopenj, ki pa so lahko med seboj po-
vezane. Na prvi stopnji naučimo različne modele, ki jih vključimo v nabor osnovnih
modelov M. Na drugi stopnji iz nabora osnovnih modelov izberemo modele, ki
so najprimernejši za klasifikacijo, na zadnji stopnji pa napovedi izbranih modelov
združimo v končno napoved za osnovni problem.
3.1. Razlogi za delovanje ansambelskih metod. Ena izmed teoretičnih razlag
za delovanje ansambelski metod izvira iz Condorcetovega izreka o poroti, ki opisuje
delovanje sistema večinskega glasovanja pri odločanju skupine porotnikov [10]. Izrek
je uporaben tudi za opis delovanja preproste ansambelske klasifikacijske metode, pri
kateri za razred napovemo tisti razred, ki ga napove največ modelov iz nabora
osnovnih modelov. Delovanje takega ansambla je opisano v primeru 3.4.
Primer 3.4. Na voljo imamo N osnovnih modelov M = {M1, . . . ,MN}, kjer vsak
izmed modelov pravilno napove poljuben klasifikacijski primer z verjetnostjo 1− p.
Napoved vsakega modela iz M je neodvisna od napovedi preostalih modelov. Za
napoved ansambla uporabimo metodo večinskega glasovanja. V praksi to pomeni,
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da izberemo razred, ki zbere največ glasov. Za preprostejši prikaz delovanja takega
ansambla pa privzamemo, da določimo tisti razred, ki prejme več kot polovico glasov
modelov. Če noben razred ne prejme dovolj glasov, štejemo napoved za napačno.
Verjetnost, da bo k modelov napačno napovedalo primer, je:(
N
k
)
pk(1− p)(N−k),
verjetnost, da bo ansambel izbral napačen razred, pa je:
(4)
N∑
k>N/2
(
N
k
)
pk(1− p)(N−k).
Če je verjetnost napake posameznega modela p < 12 , se da pokazati, da je z na-
raščajočim številom modelov v ansamblu (N) zaporedje (4) monotono padajoče.
Ko gre število modelov N proti neskončnosti, se zaporedje približuje 0 [11]. Pri
danih predpostavkah torej vidimo, da preprost ansambel napoveduje bolje od po-
sameznega modela, pravilnost napovedi pa se izboljšuje z dodajanjem novih, dovolj
dobrih modelov.
V realnosti napovedi različnih modelov niso neodvisne, niti niso vsi modeli enako
dobri. Vendar nam opisani primer kaže, kaj je osnovni cilj na stopnji učenja nabora
modelov in izbora modelov. Zato da lahko sestavimo ansambelski klasifikacijski mo-
del, ki bo bolj uspešen kot vsak posamezen klasifikacijski model iz nabora osnovnih
modelov, morajo biti modeli točni in raznovrstni. Modeli so točni, če so verjetnosti
pravilne napovedi večje kot v primeru, če razred napovemo naključno, in raznovrstni,
če delajo napake na različnih primerih [12].
Obstajajo tudi povsem praktični razlogi za delovanje ansambelski metod. V
članku [12] so navedeni trije razlogi.
3.1.1. Statistični razlog. Na učni algoritem lahko gledamo, kot na iskanje pravilnega
modela v množici dopustnih modelov M. Ker imamo za učenje na voljo omejeno
število podatkov in ker je prostor dopustnih modelov velik, lahko le redko dejansko
najdemo optimalen model. Pogosto lahko naučimo množico modelov, ki delujejo
podobno dobro. Z združitvijo različnih modelov v ansambel lahko izločimo možnost,
da izmed modelov, ki delujejo približno enako dobro na validacijski množici izberemo
tistega, ki je najbolj oddaljen od pravilnega modela.
Statistični razlog je grafično predstavljen na sliki 17a. V notranjosti območja
dopustnih modelov je s črtkano črto označeno območje modelov, ki so enako dobri
na validacijski množici. Če za model izberemo kombinacijo modela M1, M2 in M3,
se lahko približamo optimalnemu modelu Mopt.
3.1.2. Reprezentacijski razlog. Drugi razlog je prav tako bodisi posredno ali neposre-
dno rezultat omejene količine podatkov. Povzroča ga dejstvo, da iščemo optimalen
model v omejeni množici dopustnih modelov, v katero optimalen model pogosto ni
vključen. Množico dopustnih modelov pogosto omejimo, da se izognemo čezmer-
nemu prileganju učnim podatkom. Problem omejene množice dopustnih modelov ni
omejen samo na primere učnih algoritmov, v katerih je množica dopustnih mode-
lov eksplicitno omejena. Nekateri algoritmi, kot so nevronske mreže in odločitvena
drevesa, lahko v teoriji aproksimirajo poljubno funkcijo, vendar je v praksi dejanski
prostor možnih modelov, ki jih učni algoritem lahko doseže, odvisen tudi od učne
26
(a) Statistični razlog (b) Reprezentacijski razlog
(c) Računski razlog
Slika 17. Grafična predstavitev razlogov za delovanje ansambelskih
metod
množice [12]. Z združitvijo več modelov lahko razširimo množico dopustnih mode-
lov in se na ta način približamo optimalnemu modelu, tudi če je ta zunaj množice
dopustnih modelov posameznih učnih algoritmov.
Reprezentacijski razlog je grafično predstavljen na sliki 17c. Optimalen model
Mopt je lahko zunaj množice dopustnih modelov. Ansambelski modeli lahko razširijo
množico dopustnih modelov in se tako približajo optimalnemu modelu.
3.1.3. Računski razlog. Ansambli lahko delujejo bolje kot posamezni modeli tudi, če
imamo na voljo veliko količino podatkov. Razlog za to je računski. Veliko algoritmov
strojnega učenja deluje tako, da iščejo globalni optimum, vendar lahko obstanejo v
lokalnem optimumu. Iskanje optimalne nevronske mreže in odločitvenega drevesa
je NP težak primer, kar pomeni, da z večanjem količine podatkov vse težje najdemo
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optimalen model [13], [14]. Če se učni algoritmi približujejo optimalnim modelom z
različnih smeri, lahko združeni modeli dajo boljši rezultat od posameznega modela.
Na sliki 17b so prikazane različne smeri, po katerih se približujemo optimalnemu
modelu Mopt.
Slika 18. Postopek učenja ansambelskih metod
3.2. Postopek učenja ansambelskih metod. Uporaba ansambelskih metod je
raziskana predvsem za klasifikacijske naloge [1]. Poleg ideje o tem, kako čim bolj
učinkovito združiti različne modele ter se tako izogniti problemu izbora enega samega
najboljšega modela, je prevladujoča tema raziskovanja ansambelskega učenja osno-
vana na ideji iz primera 3.4. Primer 3.4 kaže, da lahko točen klasifikator sestavimo
tudi iz nabora modelov, ki so pri napovedovanju le nekoliko boljši od naključnega
izbora razreda. Taki klasifikacijski modeli se imenujejo šibki klasifikatorji.
Obstaja več različnih pristopov k ansambelskim metodam. Različne ansambel-
ske metode delujejo na različne načine in imajo zato različne prednosti in slabosti.
Na splošno je glavni cilj ansambelskih metod izboljšati točnost klasifikacijskega mo-
dela. Cena za večjo točnost je po navadi vsaj netransparentnost modela. Precej
ansambelskih metod je tudi računsko zahtevnejši. Glede na to, da lahko tudi med
ansambelskimi metodami izbiramo iz širokega nabora zelo različnih metod, vidimo,
da izrek o neobstoju zastonj kosila velja tudi za takšne metode.
Ansambelske metode za klasifikacijske naloge so sestavljene iz treh stopenj:
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(1) učenja nabora osnovnih modelov za napovedovanje osnovnega problema;
(2) izbor primernih modelov iz nabora osnovnih modelov;
(3) združitev napovedi izbranih modelov v napoved ansambla.
Stopnje so pogosto med seboj povezane, različne ansambelske metode pa uporabljajo
različne principe na vsaki stopnji.
3.3. Učenja nabora osnovnih modelov. Na prvi stopnji je glavni cilj dobiti
množico osnovnih modelov M = {M1, . . . ,MN}, ki bodo po vzoru primera 3.4 čim
bolj točni in med seboj čim manj odvisni. Za dosego tega cilja lahko uporabimo
[15]:
• različno množico učnih podatkov;
• različne učne algoritme;
• različen nabor pojasnjevalnih spremenljivk.
Učenje nabora osnovnih modelov lahko razdelimo na vzporedno in zaporedno. Pri
vzporednih metodah posamezni modeli niso odvisni od preostalih modelov iz nabora
osnovnih modelov. Velika prednost vzporednih metod je, da lahko proces učenja
nabora osnovnih modelov paraleliziramo, zato je čas učenja relativno kratek. Pri
zaporednih metodah učenja je vsak dodaten model odvisen od že naučenih modelov.
V primeru 3.5 je predstavljena tipična vzporedna, v primeru 3.6 pa tipična zaporedna
metoda učenja nabora osnovnih modelov.
Primer 3.5. [Samovzorčenje podatkovne množice]
Pogost primer vzporednega učenja modelov je samovzorčenje podatkovne mno-
žice, ki ga je prvič opisal Leo Breiman [16]. Samovzorčenje (ang. bootstraping) je
metoda, s pomočjo katere lahko eno množico podatkov razmnožimo v več množic po-
datkov s podobnimi porazdelitvami. Metoda samovzorčenja za to uporablja žrebanje
z vračanjem. Metoda samovzorčenja podatkovne množice uporablja samovzorčenje
za razmnoževanje množice učnih podatkov. Vsako množico učnih podatkov, do-
bljeno s samovzorčenjem, uporabimo za učenje novega modela. Do različnih učnih
množic pridemo tako, da iz originalne množice učnih podatkov:
D = {xi = (ai, yi);xi ∈ X ∧ i ∈ 1, . . . , n}
izžrebamo n učnih primerov z vračanjem, da dobimo množico:
D(n) = {xj = (a(j), y(j));xj ∈ X ∧ j ∈ {1, . . . , n}}.
Tako dobljene množice lahko vključujejo isti učni primer iz originalne učne množice
večkrat, nekaterih pa sploh ne. S pomočjo zgeneriranih množic naučimo modele, ki
so med seboj različni.
Metoda samovzorčenja podatkovne množice se pogosto uporablja v kombinaciji
z nestabilnimi metodami strojnega učenja, saj je glavna lastnost metode samovzor-
čenja podatkovne množice, da zmanjša varianco napovedi osnovnih modelov. Ne-
stabilne metode so metode, pri katerih imajo majhne spremembe učnih podatkov
lahko velik vpliv na končni model. Primer nestabilnih metod so odločitvena dre-
vesa. Metoda samovzorčenja podatkovne množice ni primerna za stabilne metode,
pri katerih se napovedi ne spreminjajo bistveno pri majhnih spremembah učnih po-
datkov. Primer stabilne metode je K-nn. Breiman je v [16] pokazal, da uporaba
metode z uporabo odločitvenih dreves ali pa nevronskih mrež izboljša klasifikacijsko
točnost v primerjavi z enim samim modelom. Po drugi strani naj bi uporaba metode
samovzorčenja podatkovne množice za K-nn nekoliko poslabšala rezultat.
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Primer 3.6. [Uteževanje podatkovne množice]
Primer zaporednega učenja je metoda uteževanja podatkovne množice (ang. boo-
sting). Metoda uteževanja podatkovne množice podobno kot metoda samovzorčenja
podatkovne množice iz množice učnih podatkov Dn izžreba n primerov z vračanjem,
vendar pa verjetnosti izžrebanja primerov niso enakomerno porazdeljene med pri-
meri. Glavna razlika med tema metodama je, da ima vsak primer iz učne množice
pri uteževanju podatkovne množice različno verjetnost, da bo izžreban. Verjetno-
stne uteži posameznih učnih primerov določimo glede na to, kako dobro modeli,
ki so že naučeni, napovedujejo učne primere. Taka metoda posveti več pozornosti
problemom, ki so težji za razvrstitev. V prvi iteraciji imajo vsi učni primeri enako
utež. V naslednji iteraciji pa so uteži odvisne od tega, ali je model zgrajen v prejšnji
iteraciji pravilno napovedal učni primer. Primerom, ki jih model napove napačno,
utež povečamo, primerom, za katere je napoved pravilna, pa zmanjšamo. Proces
ponavljamo, dokler ne dosežemo želene točnosti.
Metoda uteževanja podatkovne množice lahko dosega boljše rezultate od metode
samovzorčenja podatkovne množice in jo lahko uporabljamo tudi za stabilne metode
strojnega učenja. Po drugi strani so mnoge implementacije metode uteževanja po-
datkovne množice bolj nagnjene k prevelikemu prileganju učnim podatkom. Eden
od načinov, s pomočjo katerega se lahko izognemo čezmernemu prileganju učnim po-
datkom, je, da iz nabora osnovnih modelov poleg modelov, ki nimajo dovolj velike
klasifikacijske točnosti, izključimo tudi tiste s preveliko točnostjo [1].
3.4. Izbor primernih modelov. Potem, ko s pomočjo izbrane metode dobimo
nabor osnovnih modelov M = {M1, . . . ,MN}, izberemo modele, ki so primerni za
napovedovanje. Za izbor modelov lahko uporabimo različne kriterije in različne
metode. V skladu s primerom 3.4 je pogosto glavni cilj izbrati točne in raznovrstne
modele. Večina metod izbira modele glede na klasifikacijsko točnost, ki jo, če je to
mogoče, ocenimo na validacijski množici.
Izbor modelov za končno napoved lahko razdelimo na statične in dinamične me-
tode [17]. Pri statičnih metodah iz nabora osnovnih modelov “enkrat za vselej”
izberemo modele, ki ustrezajo našim kriterijem, in jih nato uporabljamo za napo-
vedovanje vseh primerov osnovnega problema. Modele torej izberemo glede na to,
kako primerni so za napovedovanje “povprečnega” primera osnovnega problema.
Po drugi strani pri dinamičnih modelih iz nabora osnovnih modelov izberemo
model za vsak primer osnovnega problema posebej. Izberemo jih glede na to, kako
primerni so za napovedovanje konkretnega primera. Razlika med statičnimi in di-
namičnimi modeli je predstavljena v primerih 3.7 in 3.8.
Primer 3.7. [Statični izbor modelov]
Na voljo imamo modele M = {M1, . . . ,MN}. Za vsak model lahko na nek način
ocenimo verjetnost, da je model M ∈M pravilen oziroma optimalen:
P (M optimalen) = verjetnost, da je model M optimalen model.
Iz nabora osnovnih modelov izberemo samo modele, za katere je verjetnost, da so
optimalni, dovolj velika. Izbrane modele uporabimo za napovedovanje vseh primerov
naloge.
Primer 3.8. [Dinamičen izbor modelov]
Na voljo imamo modele M = {M1, . . . ,MN}. Za vsak model in primer problema
strojnega učenja x = (a, y) lahko na nek način ocenimo verjetnost, da model M
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pravilno napove primer x:
P (M(a) = y) = verjetnost, da model M pravilno napove primer x = (a, y).
Iz nabora osnovnih modelov izberemo samo modele, za katere je verjetnost, da bodo
pravilno napovedali primer x, dovolj velika. Za napovedovanje drugih primerov
uporabimo drug izbor modelov.
Najpreprostejša statična metoda je, da za vsak model ocenimo klasifikacijsko toč-
nost na validacijski množici in uporabimo delež najboljših modelov iz nabora osnov-
nih modelov. Preprost način dinamičnega izbora ansambla je, da izberemo modele,
ki dosegajo visoko klasifikacijsko točnost na množici tistih primerov iz validacijske
množice, ki so na nek način podobni primeru, ki ga želimo klasificirati.
3.5. Združitev modelov. Če na stopnji izbora modelov za napovedovanje izbe-
remo zgolj en model, uporabimo napoved izbranega modela. Če na stopnji izbora
izberemo več modelov, moramo njihove napovedi na nek način združiti v dokončno
napoved osnovnega problema.
Definicija 3.9. Napoved modela Mi ∈ M = {M1, . . . ,MN} za primer x = (a, y)
označimo z:
Mi(a) = yˆi.
Napoved ansambelskega modela M˜ , sestavljenega iz nabora osnovnih modelov M,
za primer x = (a, y) označimo z:
M˜(a) = yˆ.
3.5.1. Glasovanje. Osnovna metoda za združitev napovedi, ki se pojavlja v različnih
oblikah, je glasovanje. V primeru 3.4 je že na kratko predstavljena metoda večin-
skega glasovanje. V kontekstu ansambelskega strojnega učenja izraz pomeni, da za
napoved ansambla izberemo tisti razred, ki ga napove največ modelov iz nabora
osnovnih modelov.
Primer 3.10. [Večinsko glasovanje]
Za klasifikacijski primer x = (a, y) imamo na voljo nabor osnovnih modelov M =
{M1, . . . ,MN}. Ansambel z uporabo večinskega glasovanja za klasifikacijski primer
x izbere razred yˆ ∈ R = {R1, . . . Rr}, ki prejme največ glasov modelov iz M:
yˆ = arg min
Rk∈R
∑
i∈N
1{yˆi = Rk}.
Za združevanje po metodi večinskega glasovanja ima vsak model iz nabora osnov-
nih modelov po navadi en sam glas kot je v primeru 3.10. Obstajajo tudi metode,
v katerih lahko vsak model glasuje za več razredov. Takšne metode so posebno
uporabne, ko osnovni modeli napovejo verjetnost vsakega razreda.
Primer 3.11. [Glasovanje z verjetnostnim porazdelitvami]
Na voljo imamo nabor osnovnih modelovM = {M1, . . . ,MN}. Vsak model Mi ∈M
nam da verjetnostno porazdelitev klasifikacijskega primera x = (a, y). Vrednost:
PˆMi(y = Rj)
predstavlja oceno verjetnosti, da klasifikacijski primer x spada v razred Rj, ki jo da
model Mi. Za napoved ansambla izberemo razred, ki doseže maksimalno vsoto ocen
verjetnosti vseh modelov iz M:
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yˆ = arg min
Rk∈R
∑
i∈N
PˆMi (y = Rk) .
3.5.2. Uteženo glasovanje. Primer 3.11 v nekem smislu že spada v uteženo glasova-
nje, vendar je ideja uteženega glasovanja v osnovi nekoliko drugačna. Glasovanje
namreč nadgradimo tako, da glasove posameznih modelov različno utežimo. Za
uteži pogosto uporabimo vrednosti, ki jih uporabimo že na stopnji izbora primer-
nih modelov. Precej ansambelskih metod poskuša na nek način oceniti verjetnosti,
da je model optimalen, kot v primeru 3.7. Takšne uteži lahko nato uporabimo za
utežitev ansambla, ki deluje po metodi večinskega glasovanja ali pa glasovanja z
verjetnostnim porazdelitvami.
Primer 3.12. [Statično Bayesovo glasovanje]
Na voljo imamo nabor osnovnih modelovM = {M1, . . . ,MN}, ki nam ocenijo verje-
tnostne porazdelitve razredov R klasifikacijskega primera x = (a, y). Za ansambel-
sko napoved izberemo razred yˆ, ki je najverjetnejši glede na verjetnostno napoved
modela, in verjetnost, da je model optimalen, glede na dano množico podatkov D:
yˆ = arg min
Rk∈R
∑
i∈N
(
P (Mi optimalen|D)PˆMi (y = Rj)
)
.
Verjetnosti, da smo izbrali optimalen model, lahko v nekaterih primerih pribli-
žno ocenimo [12]. Pogosto za oceno optimalnosti modelov uporabimo kar točnost
modelov na validacijski množici. Za oceno kakovosti modelov lahko uporabimo več
različnih mer. Nekatere izmed mer so opisane v poglavju 2.4. Različne mere lahko
združimo. V poglavju 4.3 je predstavljena metoda, ki za utežitev modelov uporablja
več različnih kriterijev.
Poleg statične metode, opisane v primeru 3.12, lahko tudi pri združevanju mode-
lov uporabimo dinamične metode. Dinamične metode združevanja modelov namesto
optimalnosti modela ocenjujejo verjetnost, da bo model pravilno napovedal konkre-
ten primer.
Primer 3.13. [Dinamično Bayesovo glasovanje]
Na voljo imamo nabor osnovnih modelovM = {M1, . . . ,MN}, ki nam ocenijo verje-
tnostne porazdelitve razredov R klasifikacijskega primera x = (a, y). Za ansambel-
sko napoved izberemo razred yˆ, ki je najverjetnejši glede na verjetnostno napoved
modela, in verjetnost, da bo model pravilno napovedal primer x glede na dano
množico podatkov D:
yˆ = arg min
Rk∈R
∑
i∈N
(
P (Mi(a) = y|D)PˆMi (y = Rj)
)
.
Verjetnosti, da bo model pravilno napovedal konkreten klasifikacijski primer,
lahko ocenimo z lokalno točnostjo na validacijski množici. Lokalna točnost je ocena
klasifikacijske točnosti metode na podatkih, ki so podobni primeru, ki ga želimo
napovedati.
3.5.3. Ansambli, sestavljeni s pomočjo meta-učenja. Meta-učenje se ukvarja z iska-
njem lastnosti osnovnega problema strojnega učenja. Za to uporablja meta-podatke
o tem problemu. Meta-podatki so podatki, ki opisujejo lastnosti osnovnega pro-
blema. Ugotovitve pridobljene s pomočjo meta-učenja nam lahko pomagajo pri
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odločitvi, kateri tip algoritmov stojnega učenja je smiselno uporabiti za reševanje
problema.
Primer 3.14. Primeri meta-podatkov so:
• velikost množice učnih podatkov;
• število in tip atributov, ki jih imamo na voljo;
• porazdelitev učnih primerov po razredih;
• napovedi modelov iz nabora osnovnih modelov.
Meta-učenje se lahko na različne načine uporablja tudi za združitev napovedi mo-
delov iz nabora osnovnih modelov. Metoda naučenega kombiniranja (ang. stacking),
ki je opisana v poglavju 4.2, meta-učenje uporablja neposredno za združitev napo-
vedi in kot atribute meta-učenja uporablja napovedi modelov iz nabora osnovnih
modelov. Metoda dinamičnega izbora ansambla s pomočjo meta-učenjaMETA-DES
uporablja meta-učenje za oceno uteži, ki so uporabljene za združitev, kot je opisano
v poglavju 3.5.2. Metoda META-DES je podrobneje predstavljena v poglavju 4.1.
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4. Primerjava ansambelskih metod
Cilj ansambelskih metod je sestaviti model iz več osnovnih modelov. Ker raz-
lični modeli delajo napake na različnih primerih, združitev različnih modelov lahko
pripelje do boljšega rezultata. V poglavju 3 so predstavljeni različni pristopi za se-
stavljanje ansambla. V tem poglavju so podrobneje predstavljeni trije ansambelski
algoritmi. Predstavljeni so algoritemi META-DES, naučeno kombiniranje in iskanje
naprej. Predstavljeni algoritmi so nato v poglavju 4.4 testirani na izbranih podatkih.
Metoda iskanja naprej spada med statične ansambelske metode, META-DES in
naučeno kombiniranje pa sta dinamični ansambelski metodi. Večina dinamičnih
ansambelskih metod v literaturi se ukvarja s klasifikacijskimi nalogami in deluje
tako, da za vsak model iz nabora osnovnih modelov posebej oceni, kako primeren je
za napovedovanje konkretnega klasifikacijskega primera. Primernost vsakega modela
M iz nabora osnovnih klasifikatorjev M za napovedovanje klasifikacijskega primera
x metode ocenijo tako, da pogledajo delovanje modelaM na primerih, ki so podobni
primeru x. Nato iz nabora osnovnih modelov izberemo zgolj modele, ki so dovolj
dobri. Glavne razlike med metodami dinamičnih ansamblov izvirajo iz tega kako:
• določijo, kateri primeri so si med seboj podobni;
• določijo kompetentnost klasifikacijskega modela.
V članku [18] so primerjane napovedi različnih dinamičnih ansambelskih metod.
Pokazano je, da so napovedi različnih dinamičnih metod različne. To pomeni, da
lahko z združitvijo različnih metod dobimo boljše rezultate. Metoda dinamičnega
izbora ansambla s pomočjo meta-učenja (imenovana META–DES), opisana v članku
[19], to poskuša narediti z uporabo dodatnega algoritma strojnega učenja, ki različne
mere kakovosti modelov združi v eno mero.
4.1. Metoda META–DES. Metoda dinamičnega izbora ansambla s pomočjo me-
ta-učenja META–DES je ansambelska metoda, ki za končno napoved uporablja
meta–učenje [19]. Tako kot večina ansambelskih metod, tudi metoda META–
DES deluje na treh stopnjah. Na prvi stopnji naučimo nabor osnovnih modelov
M = {M1, . . . ,MN}. Na stopnji izbora iz nabora osnovnih modelov izberemo kom-
petentne modele Mˆ ⊂M, ki jih nato na zadnji stopnji združimo za napoved klasi-
fikacijskega primera. Metoda META–DES se na prvi in zadnji stopnji ne razlikuje
bistveno od drugih ansambelskih metod. Na stopnji produkcije osnovnih klasifika-
torjev je cilj naučiti med seboj različne in točne modele, kot je opisano v poglavju 3.3
o učenju nabora osnovnih modelov. Na zadnji stopnji združitve napovedi modelov
lahko uporabimo različne načine glasovanja, kot je predstavljeno v poglavju 3.5.1
[20]. Ključna razlika med metodo META–DES in preostalimi metodami dinamič-
nega izbora ansambla nastopi na stopnji izbora primernih klasifikatorjev iz nabora
osnovnih klasifikatorjev. META–DES za izbor modelov z uporabo meta–učenja
poskuša oceniti kompetentnost posameznih modelov. Izbrani so samo osnovni mo-
deli, za katere meta–model oceni, da so dovolj dobri za napovedovanje konkretnega
primera.
Definicija 4.1. Meta–razred π(M,x) ∈ ΠM,X = {kompetenten, nekompetenten}
modela M za klasifikacijski primer x = (a, y) opredeli, ali model M pravilno napove
primer x.
• ModelM je kompetenten za napovedovanje razreda primera x, če za napoved
primera x velja M(a) = y.
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Slika 19. Shematična predstavitev metode META-DES
• Model M je nekompetenten za napovedovanje razreda primera x, če za na-
poved primera x velja M(a) ̸= y.
Meta–atributi ΦM,X = {Φ1, · · · ,Φp} so vrednosti, ki jih lahko izmerimo in vplivajo
na meta-razred.
Definicija 4.2. Za rešitev osnovne klasifikacijske naloge strojnega učenja X(A, Y )
imamo na voljo osnovni model M . Meta-naloga Λ = (ΦM,X ,ΠM,X) je naloga stroj-
nega učenja, v kateri iščemo meta-model λ, ki s pomočjo meta-atributov ΦM,X na-
pove meta-razred ΠM,X modela M za primer X.
Iščemo torej povezavo med meta-atributi in meta–razredom osnovne naloge stroj-
nega učenja:
λ(Φ) ≈ Π.
35
Ta meta–model uporabimo za izbor modelov iz nabora osnovnih modelov M =
{M1, . . . ,MN}, ki bodo z večjo verjetnostjo pravilno napovedali klasifikacijski primer
x.
4.1.1. Razdelitev podatkov. Da se izognemo prevelikemu prileganju modela učnim
podatkom, množico podatkov, ki jo imamo na voljo za učenje, razdelimo na več
delov. Pri metodi META–DES moramo množico podatkov D = {xi = (ai, yi);xi ∈
X ∧ i ∈ {1, . . . , n}} razdeliti na štiri dele. Dva dela sta uporabljena za učenje
ansambelske metode, dva pa sta uporabljena za testiranje delovanja metode.
• Učna množica: DM = {(aMi , yMi ); i = 1, . . . , nM}.
• Meta–učna množica: Dλ = {(aλi , yλi ); i = 1, . . . , nλ}.
• Množica dinamičnega izbora Dsosed = {(asosedi , ysosedi ); i = 1, . . . , nsosed}.
• Testna množica podatkov Dtest = {(atesti , ytesti ); i = 1, . . . , ntest}.
Učna množica podatkov DM je uporabljena za učenje nabora osnovnih modelov.
Naslednji del podatkov je meta–učna množica Dλ, ki je namenjena učenju meta–
modela λ. Meta–model je model, ki ocenjuje verjetnosti, da bo osnovni model
pravilno napovedal klasifikacijski primer. Zato da lahko zanesljivo testiramo delo-
vanje metode META–DES, sta potrebni še dve množici podatkov. Testna množica
podatkov Dtest vsebuje testne primere, na katerih uporabimo metodo META–DES.
Metoda META–DES za učenje meta-modela in napovedovanje primernosti modela
potrebuje še meta–atribute. Te sestavimo s pomočjo množice dinamičnega izbora
Dsosed. Množica dinamičnega izbora Dsosed je uporabljena zato, da poiščemo pri-
mere, ki so podobni primerom iz testne množice Dtest.
4.1.2. Meta–atributi. Potem ko imamo na voljo M = {M1, . . . ,MN}, moramo na-
učiti meta–model λ. Za učenje meta–modela uporabimo meta–učno množico po-
datkov Dλ. Iz podatkov osnovnega problema Dλ sestavimo meta–nalogo Λ =
(ΦM,X ,ΠM,X), ki jo sestavljajo meta–atributi ΦM,X in meta–razred ΠM,X .
Za vsak klasifikacijski primer x ∈ Dλ uporabljen v meta–učni množici sestavimo
vektor meta–atributov φM,x = {φ1, . . . , φp}. Meta–atributi so vrednosti, ki vsebu-
jejo informacijo o tem, ali bo posamezni model iz nabora osnovnih modelov pravilno
napovedal klasifikacijski primer. V metodi META–DES je uporabljenih 5 različnih
meta–atributov, nekateri izmed njih so sestavljeni iz več vrednosti. Večino vek-
torjev meta–atributov φM,x sestavimo s pomočjo podatkov iz množice Dλ \ {x} in
merijo delovanje modela M na primerih podobnih x. Za iskanje podobnosti med
klasifikacijskimi primeri uporabimo algoritem najbližjih sosedov (K-nn). Za primer
x v množici Dλ \ {x} poiščemo primere, ki so v neki metriki in v nekem prostoru
najbližje primeru x. Metoda META–DES za metriko uporablja evklidsko razdaljo
in dva različna prostora, v katerih izbere sosednje primere. Prvi prostor je prostor
osnovnih atributov A, drugi pa je prostor napovedi modelov iz nabora osnovnih
modelov M. Prostor napovedi osnovnih modelov se imenuje odločitveni prostor.
Množica primerov, ki so podobni primeru x v prostoru osnovnih atributov, se ime-
nuje pristojna okolica (ang. region of competence), množica primerov, ki so podobni
v odločitvenem prostoru, pa profil osnovnih napovedi (ang. output profile).
Definicija 4.3. Pristojna okolica osnovnega klasifikacijskega primera x = (a, y) na
množici D je urejena množica klasifikacijskih primerov ρ = {x[1], . . . , x[k], . . . , x[K]}
iz množice D \{x}, kjer x[k] označuje k-tega najbližjega soseda primera x v prostoru
osnovnih atributov A. K je izbran parameter in predstavlja število sosedov, ki jih
vključimo v pristojno okolico.
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Definicija 4.4. Odločitveni prostor (OP) klasifikacijskega primera x = (a, y) za
nabor osnovnih modelov M = {M1, . . . ,MN} je vektor vseh napovedi modelov:
OP (a) = {M1(a), . . . ,MN(a)},
kjer jeMi(a) napoved osnovnega klasifikacijskega modelaMi za klasifikacijski primer
x.
Definicija 4.5. Profil osnovnih napovedi osnovnega klasifikacijskega primera x =
(a, y) na množici D je urejena množica klasifikacijskih primerov σ = {x[1], . . . , x[Kp]}
iz množice D \ {x}, kjer x[k] označuje k-tega najbližjega soseda primera x v odloči-
tvenem prostoru klasifikacijskega primera x. Kp je izbran parameter in predstavlja
število sosedov, ki jih vključimo v odločitveni prostor.
Definicija 4.6. Meta–atributi za osnovni klasifikacijski primer xj = (aj, yj) ∈ Dλ
in klasifikacijski model Mi ∈M so:
φ1 – Pravilnost klasifikacije na pristojni okolici: Meta–atribut φ1 je vektor dolžine
K. Na k-tem mestu vektorja φ1 je 1, če klasifikatorMi pravilno napove razred
primera xk ∈ ρj, in 0, če ga napove narobe.
φ2 – Posteriorne verjetnosti na pristojni okolici: Meta–atribut φ2 je vektor dol-
žine K. Na k-to mesto vektorja φ2 vstavimo oceno posteriorne verjetnosti
klasifikacijskega modela Mi za primer xk ∈ ρj za dejanski razred yk primera,
torej PˆMi,yk(xk) = PˆMi(y = yk|A = ak).
φ3 – Lokalna točnost: Meta–atribut φ3 vsebuje eno samo vrednost, ki predstavlja
točnost modela Mi na celotni pristojni okolici ρj.
φ4 – Pravilnost klasifikacije na profilu: Meta–atribut φ4 je vektor dolžine Kp.
Na k-tem mestu vektorja φ4 je 1, če klasifikator Mi pravilno napove razred
primera xk ∈ σj, in 0, če ga napove narobe.
φ5 – Klasifikatorjeva gotovost: Meta–atribut φ5 vsebuje eno samo vrednost in
sicer verjetnostno napoved modela Mi za osnovni klasifikacijski primer xj =
(aj, yj). Vrednost φ5 je torej enaka PˆMi,yj(xj) = PˆMi(y = yj|A = aj).
Vse te vrednosti sestavimo v vektor meta–atributov:
φ(M,x) = (φ1, φ2, φ3, φ4, φ5).
Slika 20. Shematična predstavitev meta-problema
Za osnovni klasifikacijski primer xj = (aj, yj) ∈ Dλ imamo na voljo pristojno
okolico ρj in profil napovedi σj iz množice Dλ \ {xj}. Meta–atributi φ1, φ2 in φ3
uporabljajo informacije o delovanju modela na pristojni okolici ρj. Ti meta–atributi
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so med seboj relativno sorodni. Meta–atribut φ2 je zgolj utežena vrednost meta–
atributa φ1, kjer so uteži verjetnostne napovedi osnovnega modela za primere iz
pristojne okolice ρj. Meta–atributi φ3 je povprečna vrednost meta–atributa φ1.
Meta–atribut φ4 uporablja informacije iz profila napovedi σj. Meta–atribut φ5
je odvisen zgolj od primera xj in ocenjuje gotovost osnovnega modela za napoved
razreda primera xj.
4.1.3. Priprava meta–problema. Ker je po metodi iz članka [19] za vse modele iz na-
bora osnovnih modelov sestavljen en sam meta–model, lahko množico meta-primerov
sestavimo iz podatkov za vsak osnovni primer x = (a, y) ∈ Dλ in vsak osnovni model
M ∈M, za katerega določimo meta-razred primera:
π(M,x) =
⎧⎨⎩kompetenten; M(a) = ynekompetenten; M(a) ̸= y .
Meta–atribute po metodi META–DES sestavimo, kot je opisano v poglavju 4.1.2.
Ker dobimo en meta-učni primer za vsak klasifikacijski primer x ∈ Dλ in vsak mo-
del M ∈M, imamo na voljo N × nλ meta–učnih primerov. Vrednost N predstavlja
število osnovnih modelov v naboru osnovnih modelov, vrednost nλ pa število učnih
primerov v meta–učni množici. Vendar metoda META–DES ne uporabi vseh pri-
merov, ki so na voljo. V člankih [21] in [22] je pokazano, da so najtežji primeri za
določitev primernosti modelov v okviru dinamičnega izbora tisti primeri, pri katerih
so napovedi osnovnih modelov različne. Ker metoda META–DES poskuša pravilno
napovedati delovanje posameznih modelov predvsem za takšne primere, metoda za
meta–učenje uporablja primere, za katere so napovedi osnovnih modelov dovolj raz-
lične. Za mero različnosti napovedi uporabimo stopnjo soglasja.
Definicija 4.7. Stopnja soglasja H(x,M) med modeli iz nabora osnovnih modelov
M = {M1, . . . ,MN} za napoved primera x = (a, y) je delež glasov, ki jih prejme
razred z največ glasovi.
H(x,M) = maxj {1{Mi(a) = Rj}; j = 1 . . . r}
N
.
Za učenje meta–modela λ izberemo samo primere x ∈ Dλ, za katere je stopnja
soglasja pod vnaprej izbrano mejo, označeno s hM . Za vsak meta–učni primer
mora torej veljati H(x,M) < hM . Tako dobimo množico meta–učnih podatkov
(φ(M,x), π(M,x)), ki jih uporabimo za iskanje meta–modela λ:
λ(Φ) ≈ Π.
4.1.4. Učenje meta–klasifikatorja. Po metodi META–DES iz članka [19] je za vse
klasifikatorje iz nabora osnovnih klasifikatorjev M = {M1, . . . ,MN} naučen samo
en meta–klasifikator λ, ki določi kompetentnost vsakega modela za napoved posa-
meznega klasifikacijskega primera. Tako za vsak klasifikacijski primer iz množice
Dλ, za katerega velja H(x,M) < hM , dobimo N učnih primerov. Na ta način lahko
z večanjem števila modelov v naboru osnovnih modelov dobimo zadostno količino
podatkov za učenje meta–modela tudi, če je sicer razpoložljiva količina podatkov
za učenje majhna [19]. Poleg takega modela je v tem delu preizkušena še variacija
metode META–DES, pri kateri za vsak model iz nabora osnovnih modelov naučimo
svoj meta–model.
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V članku [19] je za učenje meta–modela λ uporabljenih 75 % podatkov iz mno-
žice Dλ, preostalih 25 % pa ostane za validacijsko množico, na kateri je preverjeno
delovanje meta–klasifikatorja. Na tem delu je izbrano tudi najprimernejše število
sosedov v pristojni okolici K in število sosedov v profilu napovedi Kp ter prag sto-
pnje soglasja hC . V članku je za meta–model uporabljen algoritem nevronskih mrež.
Psevdo koda 1: Učenje meta-modela.
Podatki:
Učni podatki Dλ,
nabor osnovnih modelov M.
Rezultat:
Meta-model λ.
◃ množica meta-učnih primerov
1 Λ = ∅
2 for x = (a, y) ∈ DM do
◃ dodaj meta-učne primere, če so napovedi dovolj različne
3 if H(x,M) < hC then
4 ρ = pristojna okolico primera x na Dλ \ {x}
5 σ = profil napovedi σ primera x na Dλ \ {x}
◃ meta-atributi
6 φ(x) =MetaAtributi(x, ρ, σ,M)
◃ meta-razred, za vsak osnovni model
7 for M ∈M do
8 if M(a) = y then
9 Π(M,x) = kompetenten
10 else if M(a) ̸= y then
11 Π(M,x) = nekompetenten
12 Λ = Λ ∪ (φ(x),Π(M,x))
13 end
14 end
◃ učenje meta-modela s pomočjo meta-problema
15 λ = strojnoUčenje(Λ)
4.1.5. Uporaba meta–modela na osnovnem klasifikacijskem problemu. Ko imamo na-
bor osnovnih modelov M in meta–klasifikator λ, lahko uporabimo metodo META–
DES za napovedovanje osnovnega klasifikacijskega problema. Za končen pregled
rezultatov delovanja metode META–DES so uporabljeni primeri iz testne množice
Dtest. Za klasifikacijski primer x ∈ Dtest iz množice podatkov dinamičnega izbora
Dsosed izberemo pristojno okolico ρ in profil napovedi σ, ki sta uporabljena za sesta-
vitev vektorja meta–atributov φ(M,x) za vsak model M ∈M.
S pomočjo meta-atributov φ(M,x) z meta–modelom λ za vsak model M ∈ M
napovemo kompetentnost modela M za napovedovanje klasifikacijskega primera x.
S pomočjo napovedane kompetentnosti določimo podmnožico modelov iz nabora
osnovnih modelov Mˆ ⊂M, ki so dovolj kompetentni za napovedovanje klasifikacij-
skega primera x. V članku [19] je za končno napoved izbran tisti razred, ki dobi
največ glasov osnovnih modelov iz množice kompetentnih modelov Mˆ. V primeru
izenačenja glasov se upoštevajo še verjetnostne napovedi PˆM,·(x) modelov iz Mˆ.
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V članku [20] je raziskano tudi delovanje metode z uporabo uteženega glasovanja.
Pokazano je, da uporaba uteženega glasovanja nekoliko izboljša napovedi metode
META–DES.
Slika 21. Napovedovanje klasifikacijskega primera z metodo META-DES
Psevdo koda 2: Napovedi ansambla META-DES.
Podatki:
Klasifikacijski primer x = (a, ?),
nabor osnovnih modelov M ,
meta–model λ ,
množica dinamičnega izbora Dsosed.
Rezultat:
Napoved razreda primera x: yˆ.
1 M˜ = ∅
2 ρ = pristojna okolico primera x na Dsosed
3 σ = profil napovedi σ primera x na Dsosed
4 for vsak osnovni model M ∈ M do
5 φ =MetaAtributi(x, ρ, σ,M)
6 if λ(φ) = M kompetenten za x then
7 M˜ = M˜ ∪M
8 end
9 yˆ = VečinskoGlasovanje(M˜ , x)
4.2. Naučeno kombiniranje. Metoda naučenega kombiniranja je preprosta an-
sambelska metoda, ki je bila prvič predstavljena v članku [23]. Za združevanje
napovedi modelov uporablja meta-učenje, vendar na nekoliko drugačen, bolj nepo-
sreden in preprost način kot metoda META–DES. Metoda naučenega kombiniranja
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za klasifikacijski (ali regresijski) primer x = (a, y) za meta-atribute uporablja napo-
vedi modelov iz nabora osnovnih modelov (odločitveni prostor iz definicije 4.4), za
meta-razred pa uporabi kar razred y osnovnega problema x.
Za ansambelsko metodo naučenega kombiniranja zadostuje, da učno množico raz-
delimo na tri dele:
• Učna množica: DM = {(aMi , yMi ); i = 1, . . . , nM}.
• Meta–učna množica: Dλ = {(aλi , yλi ); i = 1, . . . , nλ}.
• Testna množica podatkov Dtest = {(atesti , ytesti ); i = 1, . . . , ntest}.
Potem, ko na učni množici naučimo nabor osnovnih modelov, lahko uporabimo
dodaten algoritem strojnega učenja za združitev modelov. Ta model imenujemo
meta–model λ.
Psevdo koda 3: Učenje meta-modela naučenega kombiniranja in uporaba
metode za napovedovanje.
Podatki:
Klasifikacijski primer x = (a, ?) ∈ Dtest,
nabor osnovnih modelov M,
meta–učna množica Dλ,
Rezultat:
Napoved razreda primera x: yˆ
◃ Sestavi meta-problem
1 Λ = ∅
2 for (aλ, yλ) ∈ Dλ do
3 φ = OP (aλ)
4 Π = yλ
5 Λ = Λ ∪ (φ, π)
6 end
◃ Učenje meta-modela
7 λ = strojnoUčenje(Λ)
◃ Uporaba meta-modela
8 yˆ = λ(OP (a))
4.3. Postopno iskanje naprej. Metoda postopnega iskanja naprej (ang. forward
stepwise search) je predstavljena v članku [24]. Je statična metoda ansambelskega
učenja, ki uporablja uteženo glasovanje. Na stopnji učenja nabora osnovnih mode-
lov lahko izberemo poljubno metodo generiranja raznovrstnih modelov. Za združitev
napovedi modelov metoda uporablja uteženo glasovanje in v osnovi temelji na prin-
cipu učenja velikega števila modelov in izbora (ang. overproduce and choose).
Osnovna ideja metode postopnega iskanja naprej je, da glasove modelov iz nabora
osnovnih modelov utežimo tako, da se dopolnjujejo in skupaj delujejo dobro. Modele
v ansambel vključimo glede na to, kako dobro dopolnjujejo kombinacijo že izbranih
modelov, ne glede na to, kako dobro delujejo samostojno. V prvem koraku na učni
množici naučimo nabor osnovnih modelov in sestavimo začetni ansambel. Za vsak
model iz osnovnega nabora modelov preverimo, kako se delovanje ansambla spre-
meni, če ga dodamo ansamblu. Model, ki najbolj izboljša obstoječi ansambel glede
na izbrano kriterijsko funkcijo, dodamo ansamblu. Postopek dodajanja modelov
ponavljamo, dokler ne dosežemo zastavljenih kriterijev.
V članku [24] je nabor osnovnih modelov sestavljen iz okoli 2000 modelov, ki so
naučeni z različnimi učnimi algoritmi in različnimi hiperparametri. Iz nabora pred
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začetkom sestavljanja ansambla ne izločimo nobenega modela, ne glede na to, kako
slabo deluje. Po drugi strani je v članku [25] pokazano, da lahko, če iz velikega
nabora modelov izberem zgolj delež najboljših modelov, dosežemo še nekoliko boljše
rezultate.
Ker lahko implementacija osnovne ideje te metode privede do prevelikega prilega-
nja učnim podatkom, je v članku [24] metoda nekoliko prilagojena. Za izboljšanje
delovanja ansambla dodamo sledeče prilagoditve:
• Vsak model iz nabora osnovnih modelov lahko v ansambel vključimo večkrat.
Tako damo boljšim modelom večjo težo pri odločanju. S tem, ko utežimo
modele z različnimi utežmi, je postopek bolj uporaben tudi za primere, ko
nimamo zelo velikega nabora osnovnih modelov.
• Pred začetkom iskanja optimalnega ansambla sestavimo začetni ansambel.
Da preprečimo prevladovanje enega samega modela v ansamblu, kar lahko
privede do prevelikega prileganja učnim podatkom, v začetnem ansamblu
uporabimo izbran delež najboljših modelov z enako utežjo.
• Na vsaki iteraciji iz nabora osnovnih modelov M naključno izberemo pod-
množico modelov Mˆ ⊂ M. Na tej iteraciji ansamblu lahko dodamo samo
model iz podmnožice Mˆ. Da lahko vsak model iz podmnožice Mˆ pride do
izraza, isto podmnožico modelov obdržimo za nekaj iteracij. Tako v bistvu
na vsaki iteraciji iščemo optimalen ansambel, sestavljen iz modelov iz Mˆ, ki
ga dodamo obstoječemu ansamblu. Na ta način se izognemo temu, da bi en
model popolnoma prevladoval v ansamblu in s tem potencialno privedel do
čezmernega prileganja učnim podatkom.
Psevdo koda 4: Korak ansambelske metode postopno iskanje naprej.
Podatki:
Nabor osnovnih modelov M,
število naključno izbranih modelov b,
trenutne uteži Uzacetne.
Rezultat:
Nove uteži Unov.
1 Mˆ = p naključno izbranih modelov iz M
2 for vsak osnovni model M iz Mˆ do
3 UMtemp = povečaj utež modela M v utežeh Uzacetne;
4 LM = Ocena delovanje ansambla z utežmi UMtemp.
5 end
6 Unov = optimalne uteži UMtemp glede na vrednost LM .
Za merjenje kakovosti ansambla lahko uporabljamo različne mere. V članku [24]
je uporabljenih deset mer. Med njimi so klasifikacijska točnost, Brierjeva mera in
mere, ki uporabljajo klasifikacijsko natančnost in občutljivost. Vsaka od teh mer je
normalizirana tako, da vrednost 0 predstavlja slab model, vrednost okoli 1 pa dober
model. Za kriterijsko funkcijo uporabimo vsoto vseh normaliziranih mer. Sicer
lahko po tej metodi uporabimo poljubno mero kakovosti modelov, za katero želimo
optimizirati ansambel. Nekatere mere, uporabljene v članku [24], so na primer
uporabne samo za klasifikacijo z dvema razredoma, zato jih je treba prilagoditi za
primere klasifikacije v več razredov.
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V članku [25] je empirično pokazano, da najboljši ansambel glede na specifično
mero dobimo, če uporabimo to mero za kriterij. Hkrati so ansambli, ki jih opti-
miziramo glede na Brierjevo mero, primerljivo dobri tudi glede na večino drugih
mer kakovosti modelov. Rezultati ansambla, dobljenega po metodi postopnega is-
kanja naprej, so v članku [24] primerjani z rezultati nekaterih drugih ansambelskih
metod, med drugim preprostim ansamblom po metodi večinskega glasovanja in me-
todi naučenega kombiniranja. Metoda postopnega iskanja naprej daje konsistentno
boljše rezultate od vseh testiranih ansambelskih metod in je po navadi boljša tudi
od najboljšega modela iz nabora osnovnih modelov [24].
Slaba stran te metode je, da je učenje tako velikega nabora osnovnih modelov
računsko zahtevno. Po drugi strani je učenje modelov med seboj neodvisno, zato jih
lahko učimo paralelno. Sam algoritem sestavljanja ansambla po tej metodi je sicer
računsko relativno nezahteven.
4.4. Empirična premerjava različnih ansambelskih metod. V tem poglavju
so predstavljeni empirični rezultati ansambelskih metod META-DES, postopno iska-
nje naprej in metode naučenega kombiniranja. Ansambelske metode so uporabljene
na različnih podatkih z dvema različnima načinoma učenja nabora osnovnih mode-
lov. Testirani sta dve različici metode META-DES. Prva nauči en meta-model za
vse modele iz nabora osnovnih modelov, druga metoda META–DES pa nauči en
meta-model za vsak model iz nabora osnovnih modelov. Za primerjavo delovanja
modelov uporabimo klasifikacijsko točnost. Ansambelske metode so primerjane še z
najboljšim modelom iz nabora osnovnih modelov, izbranem na validacijski množici
(v tabeli 4 označen z Izbor med validacijo). Za predstavo o delovanju ansambelskih
metod so prikazane tudi klasifikacijske točnosti, ki jih sicer v realnosti ne moremo
doseči:
• povprečna klasifikacijska točnost modelov iz nabora osnovnih modelov (Pov-
prečen model);
• najboljši model iz nabora osnovnih modelov izbranem na testni množici (Naj-
boljši model);
• orakelj.
Optimalna teoretična ansambelska metoda, ki se ji želimo približati, se imenuje
orakelj. Orakelj je metoda, ki pravilno napove vse klasifikacijske primere, za katere v
naboru osnovnih klasifikatorjevM obstaja vsaj en model, ki primer pravilno napove.
Definicija 4.8. Orakelj je metoda dinamičnega ansambla, ki iz nabora osnovnih
modelov M = {M1, . . . ,MN} za vsak klasifikacijski primer x izbere tiste modele, ki
pravilno napovejo primer x.
4.4.1. Podatki. Za testiranje metod je uporabljenih 5 množic podatkov, ki se pogosto
uporabljajo za testiranje klasifikacijskih metod strojnega učenja. Množice podatkov
vsebujejo različno število podatkov, atributov in razredov.
4.4.2. Postopek testiranja. Testiranje metod je izvedeno s pomočjo 10-kratnega nav-
zkrižnega preverjanja. Podatki so razdeljeni na učno, meta-učno, množico dinamič-
nega izbora in testno množico podatkov. Pri metodah, ki za sestavo ansambla ne
potrebujejo množice dinamičnega izbora, je ta del podatkov, skupaj z meta-učno
množico, uporabljen za sestavo ansambla. Podatki so razdeljeni tako, da je v vsa-
kem delu ohranjena približno enaka porazdelitev podatkov med razredi.
Za sestavo ansambla po metodi postopnega iskanja naprej uporabimo 200 osnov-
nih iteraciji. Na vsaki iteraciji obstoječim utežem ansambelskega modela dodamo
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Podatki Učni primeri Atributi Razredi Vir
Ionosphere 351 34 2 UCI
Blood Transfusion 748 4 2 UCI
Pima Indians Diabetes 768 8 2 UCI
Vehicle Silhouettes 946 18 4 UCI
Website Phishing 1353 9 3 UCI
Tabela 3. Podatki, uporabljeni za testiranje različnih ansambelskih
metod
model, ki je izbran izmed naključnih 30 % vseh modelov iz nabora osnovnih mo-
delov glede na to, kako izboljša obstoječi ansambel. Kakovost ansambla merimo s
pomočjo klasifikacijske točnosti in Brierjeve mere.
Metoda naučenega kombiniranja za učenje meta-algoritma uporablja naivni Ba-
yesov klasifikator.
Obe metodi META–DES uporabljata parametre, ki so priporočeni v članku [26].
Za število podobnih primerov, ki jih iščemo na prostoru atributov začetnega pro-
blema (pristojna okolica), izberemo K = 7, za število podobnih primerov v pro-
storu napovedi modelov iz nabora osnovnih modelov (profil napovedi) pa izberemo
Kp = 5. Za izbor meta-učnih podatkov uporabimo stopnjo soglasja H = 70 %. Za
napovedovanje uporabimo princip uteženega glasovanja, kjer za uteži posameznih
modelov uporabimo kompetentnost posameznega modela za klasifikacijski primer,
napovedano s pomočjo meta-modela.
4.4.3. Nabor osnovnih modelov. Za učenje nabora osnovnih modelov sta uporabljena
dva pristopa. V prvem pristopu naučimo 10 različnih odločitvenih dreves s pomo-
čjo metode samovzorčenja podatkovne množice. V drugem za generiranje nabora
osnovnih modelov uporabimo različne metode strojnega učenja. Za učenje modelov
so uporabljeni algoritmi, dostopni v R paketu Caret. Uporabljenih je 8 metod in
sicer naključni gozd (rf), C5.0 , naivni Bayesov klasifikator (nb), kaznovalna diskri-
minantna analiza (ang. Penalized Discriminant Anaylsis, okr. PDA), K-nn, metoda
gradientnega sestopa (ang. Gradient Boosting Machines, okr. GBM), večnivojski
perceptron (ang. Multi-Layer-Perceptron, okr. MLP) in povprečen model nevrosn-
kih mrež (ang. Model Average Neural Network, okr. avNNet). Za učenje osnovnih
modelov so uporabljeni hiperparametri, kot so določeni v osnovni implementaciji v
R paketu Caret.
4.4.4. Rezultati. V tabeli 4 so predstavljeni rezultati različnih ansambelskih metod
na različnih podatkih in različnih naborih osnovnih modelov. Številka 1 pri podat-
kih označuje nabor osnovnih modelov, naučenih s pomočjo metode samovzorčenja
podatkovne množice, številka 2 pa označuje nabor različnih metod strojnega uče-
nja. META-DES 1 predstavlja metodo META-DES, pri kateri uporabimo en sam
meta-model za vse modele iz nabora osnovnih modelov, META-DES 2 pa metodo,
pri kateri za vsak model iz nabora osnovnih modelov naučimo svoj meta-model.
Izmed testiranih metod se za najboljšega najpogosteje izkaže metoda naučenega
kombiniranja. Izmed desetih testnih primerov da najboljše rezultate v sedmih pri-
merih. Metoda naučenega kombiniranja je v petih primerih boljša tudi od najbolj-
šega modela, izbranega na sami testni množici. Rezultati preostalih modelov se na
splošno kvečjemu približajo delovanju najboljšega modela, izbranega na validacijski
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množici. Metoda META-DES redko privede do boljših rezultatov kot izbor naj-
boljšega modela na validacijski množici, vendar je konsistentno boljša od povprečne
klasifikacijske točnosti modelov iz nabora osnovnih modelov. Boljše rezultate daje
metoda META-DES, pri kateri uporabimo en sam meta-model za določanje kompe-
tentnosti modelov.
META-
DES 1
META-
DES 2
Naučeno
kombini-
ranje
Iskanje
naprej
Izbor med
validacijo
Povprečen
model
Najboljši
model
Orakelj
Ionosphere 1 85,67 85,55 90,23 86,05 89,23 82,43 89,48 97,98
Ionosphere 2 88,47 90,19 93,85 89,39 91,91 80,42 93,50 99,77
Transfusion 1 76,63 76,57 76,62 77,48 77,00 74,01 78,61 91,62
Transfusion 2 77,54 77,48 76,78 77,70 77,59 73,03 79,53 95,36
Pima 1 72,76 72,45 73,70 72,03 72,86 69,54 73,85 96,46
Pima 2 73,75 72,60 73,18 74,27 75,26 68,67 76,41 97,86
Vehicle 1 67,90 67,04 70,26 67,33 65,01 60,76 66,81 95,69
Vehicle 2 72,73 71,94 78,41 74,86 77,85 64,96 78,80 97,00
Phishing 1 83,43 83,67 86,62 83,99 83,46 82,19 84,79 93,50
Phishing 2 84,32 84,35 88,33 85,53 87,30 76,17 87,77 96,66
Tabela 4. Tabela rezultatov testiranja ansambelskih modelov
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5. Trgovalna strategija
5.1. Osnove delniških trgov. Na delniških trgih se srečujejo kupci in prodajalci
delniških vrednostnih papirjev oziroma delnic. Delnice so vrednostni papirji, ki
izkazujejo delež v lastništvu delniške družbe. Lastnik delnice lahko sodeluje pri
upravljanju podjetja in prejme delež dobička, ki ga podjetje izplača lastnikom. Te-
oretična vrednost delnice in posledično podjetja, ki je izdalo delnico, je odvisna od
tega, kakšna izplačila bodo dobili lastniki delnice v prihodnosti in kako tvegana so
ta izplačila.
V praksi se vrednost delnic oblikuje na delniških trgih, kjer vlagatelji prodajajo in
kupujejo delnice. Na trgu se srečujejo vlagatelji z različnimi funkcijami in lastnostmi.
Investicijski skladi, banke in zavarovalnice so na primer v različnih merah regulirane
in omejene. Glavni cilj vseh vlagateljev je doseči čim višje donose pri tveganju, ki so
ga pripravljeni in jim ga pravila dovoljujejo prevzeti. Za dosego čim višjih donosov
vlagateljev sestavljajo in upravljajo portfelje, ki so sestavljeni iz različnih naborov
delnic.
Definicija 5.1.
• Naložbeni univerzum je nabor vseh delnic, v katere lahko vlagatelji vložijo
svoja sredstva.
• Portfelj je nabor delnic, v katere vlagatelj vloži svoja sredstva. Vlagatelj
delnico vključi v svoj portfelj tako, da jo kupi na trgu. Vlagatelj lahko
delnico iz svojega portfelja proda na trgu. Proda lahko tudi delnico, ki ni
vključena v njegov portfelj (primer 5.6).
• Prodaja delnice, ki je vlagatelj nima v portfelju, se imenuje kratka prodaja.
Interakcije med upravljalci različnih portfeljev z različnimi omejitvami in različ-
nimi ocenami o vrednosti in tveganosti delnice oblikujejo tržno ceno delnice. V
grobem prevladujeta dva pogleda na cene instrumentov na finančnih trgih. Razli-
kujeta se v pogledu na “pravilnost” cene na trgu.
Hipoteza učinkovitega trga pravi, da je vsaka informacija o prihodnjih donosih
finančnega instrumenta v trenutku odražena v ceni na trgu. Analize in raziskave
vseh akterjev na trgu se prek trgovanja odrazijo v ceni, zato je ocena vrednosti
finančnega instrumenta, odražena v ceni na trgu, boljša od ocene vrednosti vsakega
posameznega vlagatelja. Ker je cena na trgu najboljša ocena vrednosti finančnega
instrumenta, z analizami in raziskavami ni mogoče doseči donosov, ki bi presegali
tržne nagrade za prevzeto tveganje. Ob predpostavki, da hipoteza učinkovitega
trga drži, vlaganje sredstev v odkrivanje napačno ovrednotenih delnic ali odkrivanje
vzorcev v ceni delnic ni smiselno. Za dosego tržnega donosa pri izbranem tveganju
je treba izbrati zgolj portfelj delnic, ki je dovolj razpršen oziroma diverzificiran.
Dovolj diverzificiran portfelj ne vsebuje tveganj, ki so lastna posamezni delnici.
Vlagatelji tako prevzemajo zgolj sistematično tveganje, torej tveganje, ki je prisotno
na ravni celotnega gospodarstva oziroma naložbenega univerzuma. Na sliki 22 je
grafično predstavljen Markowitzev model optimizacije portfelja, ki pravi, da moramo
za dosego optimalne kombinacije pričakovanih donosov in tveganja, sredstva vložiti
v kombinacijo diverzificiranega portfelja (tangentni portfelj) in netvegane naložbe.
Če teorija učinkovitega trga ne drži in nekatere relevantne informacije niso v tre-
nutku odražene v cenah na trgu, lahko s hitro in točno analizo nekateri vlagatelji
dosežejo donose, ki so večji od tržnih donosov glede na prevzeto tveganje. Mnogi
akterji na finančnih trgih verjamejo, da lahko s skrbno analizo konstantno izbirajo
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Slika 22. Markowitzev model optimizacije portfelja
portfelj, ki bo prinašal višje donose od tržnih. Za identifikacijo napačno ocenjenih
delnic se uporabljata dva pristopa in sicer tehnična analiza in temeljna (fundamen-
talna) analiza.
5.2. Tehnična in temeljna analiza. Če privzamemo, da velja hipoteza učinkovi-
tega trga, cene finančnih instrumentov odražajo vse trenutno dostopne informacije.
Cene se spremenijo zgolj v trenutkih, ko so na voljo nove informacije, ki vplivajo na
vrednost finančnega instrumenta. Gibanje cene je zato nepredvidljivo in neodvisno
od preteklih razvojev cen. Po drugi strni finančni trgi v praksi niso abstrakten po-
jem, temveč sklop mnogih različnih finančnih inštitucij, vsaka s svojimi omejitvami
in svojimi prednostmi, ki prek medsebojnih interakcij tvorijo kompleksen sistem.
Nova informacija, ki je relevantna za vrednost finančnega instrumenta, se v ceno
delnice morda ne prenese v trenutku. Odziv posameznih akterjev lahko na primer
v naslednjem krogu sproži odziv mnogih drugih akterjev. Poleg tega na trgu ni
prisotno neomejeno število akterjev z neomejenimi finančnimi in analitičnimi spo-
sobnostmi. Omejeno število akterjev lahko povzroči, da se nekatere informacije zgolj
delno ali pa se sploh ne prelijejo v ceno delnice na trgu.
V modelih finančnih trgov je pogosta predpostavka, da so akterji na finančnih
trgih racionalni. Poleg kompleksnosti finančnih trgov lahko vzorce v cenah ustvari
tudi dejstvo, da se vlagatelji v realnosti ne vedejo vedno racionalno. Če se večje
skupine vlagateljev na nove informacije odzivajo podobno in delajo enake napake,
se lahko te napake odrazijo tudi v tržnih cenah. Enaki odzivi skupin vlagateljev
lahko privedejo do prisotnosti vzorcev v cenah delnic. Nekateri vlagatelji posku-
šajo te vzorce odkriti in izkoristiti za netvegan zaslužek s pomočjo tehnične analize.
Sistematično napačne ocene prihodnjih razvojev lahko povzročijo napačna ovredno-
tenja finančnih instrumentov. Napačno ovrednotene instrumente lahko odkrijemo s
pomočjo temeljne analize.
5.2.1. Tržne anomalije. V raznih virih je dokumentiranih veliko pojavov, ki niso v
skladu s hipotezo učinkovitega trga. Ti pojavi se imenujejo tržne anomalije. Ne-
katere anomalije s časom izginejo. To na nek način potrjuje hipotezo učinkovitih
trgov, ki pravi, da bodo vlagatelji nepravilnosti na trgu izkoristili za netvegan do-
biček in na ta način anomalijo odpravili. To pa ne velja za vse anomalije. Nekatere
anomalije se namreč pojavljajo tudi dolgo po tem, ko so dobro znane. Razloge za to
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lahko iščemo v strukturi finančnih trgov, stroških trgovanja in sistematično napač-
nih ocenah in reakcijah vlagateljev. Sam obstoj anomalij nakazuje na to, da na trgu
morda obstajajo napačno ocenjeni finančni instrumenti. Te napačne ocene lahko
posledično morda izkoristimo za dosego netveganega dobička.
Primer 5.2. Primer tržnih anomalij:
• Učinek majhnega podjetja je anomalija, na katero opozarja članek [27], kjer
je pokazano, da delnice manjših podjetij prinašajo višje donose kot delnice
večjih podjetij, tudi po tem, ko donose prilagodimo glede na tveganje. Od
odkritja te anomalije so donosi delnic manjših podjetij glede na večja podjetja
padli [28].
• Anomalija razmerja med ceno delnice in dobičkom podjetja P/E je anomalija,
ki temelji na temeljnem kazalniku (P/E) in pravi, da so donosi delnic podjetij
z nizko ceno delnice na trgu glede na dobičke podjetja bolj dobičkonosni od
delnic podjetij, pri katerih je to razmerje visoko [28]. Podobno velja za
anomalijo razmerja med ceno in knjigovodsko vrednostjo P/B.
• Dolgoročni obrat je anomalija, ki je opisana v članku [29]. Članek pokaže,
da delnice, ki so v preteklih 36 mesecih prinašale nižje donose, v prihodnosti
prinašajo višje donose. Takšen vzorec sta avtorja pripisala čezmernim odzi-
vom vlagateljev na dobre in slabe novice. Obrat v donosih pride do izraza
v daljšem obdobju, v krajših časovnih obdobjih je rezultat obraten. Krat-
koročno nadaljevanje vzorca je pojav, pri katerem so donosi najdonosnejših
delnic v zadnjega pol leta višji od donosov najmanj donosnih delnic. Oba
pojava nakazujeta, da lahko s pomočjo preteklih donosov delnice do neke
mere napovemo prihodnje donose delnice.
• Zdrs po objavi rezultatov (ang. post-earings-announcement-drift) je pojav,
pri katerem imajo objave nepričakovanih informacij, kot je na primer višji
dobiček od pričakovanj, učinek na ceno še v naslednjih nekaj mesecih. Prvič
je bila ta anomalija dokumentirana v članku [30], kjer je opisan pojav, pri
katerem so donosi delnice ob nepričakovani pozitivni novici še tri mesece po
objavi novice višji od tržnih donosov.
• Januarski učinek pravi, da so donosi januarja navadno višji kot v preostalih
mesecih [31]. Januarski učinek je v glavnem pripisan decembrskim prodajam
delnic zaradi davčnih razlogov. Ob koncu prodaje delnic z namenom davčne
optimizacije se cene delnic izrazito dvignejo, kar povzroči januarski učinek.
5.2.2. Tehnična analiza. Vlagatelji s pomočjo tehnične analize poskušajo napove-
dati prihodnji razvoj cen finančnih instrumentov na trgu s pomočjo analize prete-
klih podatkov o trgovanju. Glavni viri podatkov za tehnično analizo so pretekle
cene na trgu in pretekel obseg trgovanja. Uporabniki tehnične analize verjamejo, da
razvoj cen na trgu vsebuje ponavljajoče se vzorce, zato pretekel razvoj tržnih cen do
neke mere napove prihodnji razvoj cen. To prepričanje med drugim podpirajo ano-
malije, kot so dolgoročni obrat, kratkoročno nadaljevanje vzorca in zdrs ob objavi
rezultatov.
Tradicionalno se za odločitev o prodaji oziroma nakupu s pomočjo tehnične analize
uporabljajo grafi z različnimi tehničnimi kazalniki, ki naj bi napovedovali prihodnje
gibanje cen. Z začetkom algoritmičnega trgovanja različni tehnični kazalniki pri-
vzemajo vlogo pojasnjevalnih spremenljivk v algoritmih strojnega učenja. Tehnični
kazalniki se uporabljajo predvsem za napovedovanje donosov v relativno bližnji pri-
hodnosti.
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Primer 5.3. Opis tehničnih kazalnikov, ki so prikazani na sliki 23:
• Bollingerjev pas je kazalnik, ki je sestavljen iz drsečega povprečja cene v
preteklih intervalih in večkratnika standardnega odklona. Izračunan je kot:
Bollingerjev pas = drseče povprečje cene ±K × standardni odklon cene.
Standardni parametri:
– Za izračun drsečega povprečja in standardnega odklona cene izberemo
20 časovnih intervalov, za K vzamemo 2.
Primeri uporabe:
– Cena nad zgornjim pasom je običajno interpretirana kot precenjenost
delnice, cena pod spodnjim pasom pa podcenjenost.
• Indeks relativne moči (ang. Relative Strenght Index, okr. RSI) je kazalnik,
ki meri smer in velikost spremembe cene v izbranem obdobju. Kazalnik RSI
zavzame vrednosti med 0 in 100.
RSI = 100− 1001 +RS
RS = Povprečen pozitivni donos v intervalih obdobjaPovprečen negativen donos v intervalih obdobja
Standardni parametri:
– RSI uporabi podatke iz prejšnjih 14 časovnih intervalov, lahko pa upo-
rabimo tudi več ali manj intervalov v obdobju.
Primeri uporabe:
– Vrednosti nad 70 nakazujejo, da je cena delnice v zadnjem obdobju
pretirano zrasla in bo zato v naslednjem obdobju bolj verjetno padla.
– Vrednosti pod 30 nakazujejo, da je cena delnice v zadnjem obdobju
pretirano padla in bo zato v naslednjem obdobju bolj verjetno zrasla.
• Drseča sredina konvergence divergence (ang. Moving Average Convergence
Divergence) je kazalnik, ki spremlja razmerja med tremi eksponentno ute-
ženimi drsečimi povprečji cene delnice. Predstavimo ga kot dve črti in sicer
črta MACD in signalna črta.
Standardni parametri:
– Vrednost črte MACD je razlika med 26-dnevno in 12-dnevno eksponen-
tno uteženim povprečjem.
– Vrednost signalne črte je 9-dnevno eksponentno uteženo povprečje.
Primeri uporabe:
– Padec črte MACD pod signalno črto naj bi nakazoval, da bo cena delnice
padla.
– Divergenca med črto MACD in ceno delnice je znak, da se bo trend
gibanja cene obrnil.
– Ko črta MACD hitro zraste, to označuje, da je cena delnice previsoka.
5.2.3. Temeljna analiza. Vlagatelji s temeljno analizo ocenjujejo vrednost finanč-
nih instrumentov s pomočjo analize dejavnikov, ki vplivajo na vrednost podjetja.
Uporabniki temeljne analize so prepričani, da nekatere informacije, ki vplivajo na
vrednost podjetja, še niso vsebovane v ceni na trgu in da se bo ta informacija prej ali
slej odrazila na ceni delnice. S pravilno oceno vrednosti delnice lahko identificirajo
tiste delnice, ki so precenjene ali podcenjene.
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Slika 23. Tehnični kazalniki Bollingerjev pas, RSI in MACD
Primer 5.4. Temeljno analizo lahko uporabimo za vrednotenje posameznega pod-
jetja ali pa primerjavo cene delnice podobnih podjetij.
• Investitor uporablja temeljno analizo podjetja, da oceni pravilno vrednost
delnice. Na podlagi svoje ocene in cene na trgu se odloči, ali je delnica
precenjena, podcenjena ali pa je cena pravilna. Vlagatelj delnico:
– kupi, če oceni, da je cena delnice podcenjena,
– proda, če oceni, da je cena delnice precenjena.
• Vlagatelj uporablja temeljno analizo za primerjavo podjetij, ki delujejo v
isti panogi. Na podlagi različnih kazalnikov oceni, ali so nekatera podjetja
precenjena glede na vrednosti delnic drugih podjetij.
– Delnice podjetja, ki je glede na kazalnike podcenjeno v primerjavi z
drugimi podjetji, vlagatelj kupi.
– Delnice podjetja, ki je glede na kazalnike precenjeno v primerjavi z
drugimi podjetji, vlagatelj proda.
Da pravilno ocenimo vrednost delnice pri temeljni analizi, analiziramo mikroeko-
nomske in makroekonomske dejavnike, ki vplivajo na vrednost delnice. Pri analizi
mikroekonomskih dejavnikov se posvetimo podjetju, ki ga analiziramo. Zanima nas
poslovanje in finančno stanje podjetja, kako se primerja s konkurenčnimi podjetij
in kdo podjetje vodi. Pri analizi makroekonomskih dejavnikov se posvetimo ma-
kroekonomskemu okolju, v katerem podjetje posluje, kako to vpliva na vrednost
podjetja in kakšen je predviden razvoj makroekonomskih dejavnikov v prihodnosti.
S pomočjo temeljne analize lahko pridemo do presežnih donosov glede na privzeto
50
tveganje, če cene na trgu ne odražajo vseh informacij, ki vplivajo na finančne to-
kove, ki jih bo delnica generirala v prihodnosti. Temeljni kazalniki se v kombinaciji
s strojnim učenjem uporabljajo predvsem kot atributi za napovedovanje vrednosti
delnic v daljšem časovnem obdobju.
Primer 5.5. Primeri kazalnikov, ki opisujejo poslovanje in ceno delnice konkretnega
podjetja, so:
• pretekla in prihodnja rast dobička;
• izplačane dividende;
• razmerje med ceno delnice in dobičkom podjetja P/E;
• razmerje med ceno delnice in knjigovodsko vrednostjo podjetja P/B;
• razmerje med dolgom in kapitalom podjetja.
Različna podjetja so različno občutljiva na makroekonomske pogoje, zato ti vplivajo
tudi na vrednost in ceno na trgu. Primer nekaterih kazalnikov, ki merijo makroe-
konomske pogoje, so:
• gospodarska rast;
• rast gradbenega sektroja;
• obrestne mere in cena zadolževanja;
• inflacija.
5.3. Pregled trgovalnih strategij, ki uporabljajo strojno učenje. Trgovalna
strategija določa pravila, po katerih v portfelj vključujemo in izključujemo finančne
instrumente. Cilj trgovalne strategije je doseči čim višje donose pri tveganju, ki
smo ga pripravljeni sprejeti. Delnice, za katere pričakujemo višje donose pri nižjem
tveganju, kupimo, tiste delnice, za katere pričakujemo nižje donose, pa kratko pro-
damo. Pri kratki prodaji si delnico, ki je nimamo v lasti, izposodimo in jo prodamo
po tržni ceni. Delnico pozneje ponovno kupimo na trgu in jo vrnemo posojevalcu.
Na ta način lahko realiziramo pozitivne donose, ko cena delnice na trgu pade.
Primer 5.6. Cena delnice na trgu je 100. Delnico si sposodimo in jo prodamo za
100. Naslednji dan cena delnice pade na 90. Delnico kupimo po ceni 90 in jo vrnemo
posojevalcu. Na ta način smo zaslužili 10.
Pri implementaciji trgovalnih strategij si lahko pomagamo s preprostimi pravili,
kot je na primer uporaba vrednosti tehničnega kazalnika RSI. V zadnjih letih veliko
trgovalnih strategij na različne načine uporablja algoritme strojnega učenja. Trgo-
valne strategije, ki uporabljajo strojno učenje, se razlikujejo po tem, kaj poskušamo
s pomočjo strojnega učenja napovedovati in kako je sam problem stojnega učenja za-
stavljen. V naslednjih odstavkih so opisane nekatere trgovalne strategije z uporabo
strojnega učenja.
V članku [32] sta primerjana algoritma SVM in nevronske mreže za napovedovanje
smeri gibanja korejskega delniškega indeksa (KOSPI) v naslednjem dnevu. Problem
je zastavljen kot klasifikacijska naloga strojnega učenja z razredoma “rastoči” in
“padajoči” indeks. Za napovedovanje je uporabljenih 12 tehničnih kazalnikov. Re-
zultati v članku nakazujejo, da algoritem SVM daje boljše rezultate od algoritma
nevronskih mrež. V članku [33] je predstavljena podobna metoda za napovedovanje
smeri tedenske spremembe vrednosti japonskega delniškega indeksa (NIKKEI 225).
Tudi v tem članku je algoritem SVM primerjan z nekaterimi drugimi klasifikacij-
skimi algoritmi. Na splošno SVM daje boljše rezultate od preostalih preizkušenih
algoritmov strojnega učenja. Uporaba ansambelske metode, ki uporablja uteženo
glasovanja vseh modelov, rezultate še izboljša.
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Slika 24. Razdelitev delnic v razred s pozitivnimi donosi in razred
z negativnimi donosi
Nekatere metode so namesto na napovedovanje smeri delniškega indeksa osredo-
točene na izbor portfelja delnic. Za izbor portfelja algoritmi strojnega učenja po
navadi poskušajo na nek način razvrstiti delnice od tistih z največjimi donosi do
tistih z najnižjimi donosi. Za razvrstitev lahko uporabimo tako regresijski model
kot klasifikacijski model. V članku [34] je predstavljen poskus identifikacije najdo-
nosnejših delnic na avstralskem delniškem trgu s pomočjo SVM modela. Delnice so
razdeljene na dva razreda, in sicer na 25 % najdonosnejših delnic v letu in preostalih
75 % delnic. Model je naučen s pomočjo osmih temeljnih kazalnikov o finančni sliki
podjetja. Tak model poskuša oceniti verjetnost, da bo delnica spadala v razred 25 %
najdonosnejših delnic. Delnice razvrstimo glede na te verjetnosti in v portfelj vklju-
čimo tistih 25 % delnic iz celotnega naložbenega univerzuma, ki jim model napove
največjo verjetnost, da bodo spadale v 25 % najdonosnejših delnic. Deleži v por-
tfelju so enakomerno porazdeljeni med vsemi delnicami, ki so vključene v portfelj.
Tak model je v 5-letnem obdobju, med letoma 1995 in 1999, dosegel 208 odstotne
donose. To je boljše od primerjalnega portfelja, ki je v tem obdobju dosegel 71
odstotne donose. Za primerjalni portfelj sredstva porazdelimo enakomerno med vse
delnice.
V članku [35] je uporabljen algoritem podpornih vektorjev (ang. Support Vector
Regression, okr. SVR) za napovedovanje prihodnjih letnih donosov za 200 delnic z
največjo tržno kapitalizacijo na tajvanski borzi. Za napovedovanje donosov je upo-
rabljenih 14 temeljnih kazalnikov. Pri tej trgovalni strategiji je točnost napovedanih
donosov pomembna samo do te mere, da lahko razvrstimo delnice od najdonosnejše
do najmanj donosne. V članku so predstavljeni rezultati za portfelje, v katerih izbe-
remo 10, 20 ali 30 delnic z najvišjo napovedano donosnostjo. Ob primerno izbranih
hiperparametrih SVR učnega algoritma vse trgovalne strategije prinesejo višje do-
nose od primerjalnega portfelja, ki je sestavljen iz enakomerno uteženih delnic iz
univerzuma delnic.
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6. Trgovalna strategija z uporabo ansambelskega strojnega učenja
Trgovalna strategija, ki je uporabljena za oceno delovanja metode ansambelskega
strojnega učenja META-DES, naučenega kombiniranja in postopnega iskanja naprej
je osnovana na principih, ki so opisani v članku [36]. Ključne lastnosti te trgovalne
strategije so:
(1) Iz celotnega univerzuma delnic vsak teden izberemo 10 % delnic, ki jih ku-
pimo, in 10 % delnic, ki jih kratko prodamo.
(2) Portfelj sestavimo enkrat na teden. To pomeni, da delnice držimo en teden
in za potrebe trgovalne strategije napovedujemo tedenske donose.
(3) Vsak teden delnice razdelimo na dva razreda, in sicer na razred “boljših” in
“slabših” delnic.
(4) Za napovedovanje, v kateri razred bo spadala posamezna delnica, upora-
bljamo klasifikacijski algoritem strojnega učenja.
(5) Za atribute klasifikacijskega problema uporabimo tehnične in temeljne ka-
zalnike.
(6) Napovedi klasifikacijskega algoritma uporabimo za razvrstitev delnic od tiste,
ki bo najverjetneje pripadala razredu “boljših” delnic, do tiste, ki bo glede
na napoved najverjetneje pripadala razredu “slabših” delnic.
(7) Kupimo delnice, ki bodo najverjetneje pripadale “boljšemu” razredu.
(8) Kratko prodamo delnice, ki bodo najverjetneje pripadale “slabšemu” razredu.
(9) Strošek vsake transakcije je 0, 05 dolarjev. Zdrs cene ob transakciji je 0, 01 %.
Pri ocenjevanju trgovalnih strategij moramo biti pozorni na nekatere pasti testi-
ranja na zgodovinskih podatkih. Upoštevati moramo tako trgovalne stroške kakor
tudi zdrs pri nakupu in prodaji delnic (ang. slippage). Zdrs predstavlja razliko med
kotirano ceno in ceno, po kateri lahko delnico dejansko kupimo. Izogniti se moramo
tudi pristranskosti preživetja (ang. survivorship bias). Če za testiranje izberemo
zgolj delnice, ki so prisotne v indeksu v času testiranja, iz testiranja izključimo del-
nice, ki so bile v preteklosti iz indeksa umaknjene. Na ta način so iz nabora možnih
naložb izločene nekatere izjemno slabe naložbe. Temu se izognemo tako, da na-
ložbeni univerzum vsebuje tudi delnice, ki so bile v nekem trenutku odstranjene iz
indeksa.
6.1. Klasifikacijska naloga. Za trgovalno strategijo uporabimo klasifikacijsko na-
logo, v kateri delnice vsak teden razdelimo v dva razreda. Ena možnost je, da jih
razdelimo na delnice s pozitivnimi in negativnimi donosi. Primer takšne razdelitve
je prikazan na sliki 24 in je med drugim uporabljen v članku [32]. V članku [34]
je uporabljen drugačen princip razdelitve delnic v razrede. Delnice so razdeljene
na 25 % najbolj donosnih in 75 % delež preostalih delnic. Problem obeh razdelitev
je, da razredi ne vsebujejo nujno enakega deleža delnic. Velika večina standardnih
algoritmov strojnega učenja predpostavlja, da so razredi uravnoteženi, zato so lahko
rezultati algoritmov strojnega učenja na podatkih z neuravnoteženimi razredi zelo
slabi [37]. Glede na to, da imamo pri razdelitvi delnic v razrede nekaj svobode,
je razrede smiselno izbrati tako, da so uravnoteženi. V članku [36] so delnice vsak
teden razdeljene na razred:
• delnic s tedenskim donosom, večjim od mediane tedenskih donosov v univer-
zumu delnic (razred boljših);
• delnic s tedenskim donosom, manjšim od mediane tedenskih donosov v uni-
verzumu delnic (razred slabših).
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Na tak način, vsak teden, že po sami definiciji razredov dobimo uravnoteženo mno-
žico podatkov.
6.2. Podatki. Za učenje in testiranje ansambelskih metod strojnega učenja imamo
na voljo množico podatkov o delnicah iz ameriških borz z naslednjimi lastnostmi:
• Imamo podatke za vrednosti temeljnih in tehničnih kazalnikov, ter zaključnih
cen delnic v vsakem dnevu, od 2. februarja 1990 do 27. junija 2014.
• Skupno imamo za učenje in testiranje na voljo 2.086.582 primerov, ki so
sestavljeni iz 5.724 različnih delnic podjetij, v obdobju 1.274 tednov.
• V vsakem tednu v povprečju lahko izbiramo med 1.637 delnicami.
• Za vsako podjetje imamo v vsakem tednu na voljo 172 pojasnjevalnih spre-
menljivk, ki so sestavljene iz različnih tehničnih in temeljih kazalnikov.
• Na voljo imamo tudi tedenske donose, ki jih uporabimo za definiranje razre-
dov in oceno delovanja trgovalne strategije.
Slika 25. Razdelitev podatkov na učno, valadicijsko in testno množico
Podatki so razdeljeni na učno, validacijsko in testno množico. Kot je prikazano
na sliki 25, učni in testni podatki obsegajo obdobje približno 10 let, validacijski pa
4 leta. Zato da dobimo vpogled v to, kako dobro trgovalna strategija deluje v času
različnih režimov na trgu, je dobro, da testna množica vsebuje tudi obdobje finančne
krize. Iz gibanja vrednosti indeksa Russell 3000 na sliki 26 je razvidno, da testni
podatki vsebujejo raznovrstne režime gibanja vrednosti delnic. Indeks Russell 3000
je indeks vrednosti 3000 največjih delniških družb v ZDA.
6.3. Učenje ansambelskih modelov. Trgovalna strategija opisana v članku [36]
za učenje algoritma strojnega učenja uporablja zgolj delež skrajnih primerov vsakega
razreda v vsakem tednu. Za učenje je torej vsak teden izbranih zgolj 5 % najdono-
snejših delnic in 5 % delnic z najnižjimi tedenskimi donosi. Takšna metoda poleg
boljših rezultatov prinese tudi krajši čas učenja. Razlog za boljše delovanje mode-
lov, naučenih na primerih z najvišjimi in najnižjimi donosi, je, da donosi preostalih
delnic morda niso odvisni od pojasnjevalnih spremenljivk, temveč od drugih dejav-
nikov in zato predstavljajo šum, ki ne pripomore k izgradnji boljšega modela [36].
V trgovalni strategiji, opisani v tem delu, so skrajni primeri v vsakem tednu upora-
bljeni za učenje nabora osnovnih modelov. To nam omogoči, da preostale podatke
uporabimo za sestavo ansambelskega modela. Tudi iz podatkov, ki nam ostanejo
po učenju osnovnih modelov, vsak teden izberemo samo 5 % najdonosnejših delnic
in 5 % najmanj donosnih delnic, ki jih uporabimo za učenje ansambelskega modela.
Razdelitev podatkov na učno množico za učenje osnovnih modelov in množico za
učenje ansambelskega modela je na primeru prikazana na sliki 27.
Nabor osnovnih modelov sestavljajo trije modeli. Nabor osnovnih modelov se-
stavljajo model, naučen s pomočjo metode SVM, in dva modela, ki sta naučena s
pomočjo različnih metod naključnega gozda. Za sestavljanje ansambla so tako kot v
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Slika 26. Vrednost indeksa ameriških delnic Russell 3000 v obdobju
od leta 1990 do 2014
Slika 27. Razdelitev časovne vrste podatkov na učno, validacijsko
in testno množico
poglavju 4.4 uporabljene tri metode, in sicer metode META–DES, postopno iskanje
naprej in metoda naučenega kombiniranja.
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6.3.1. META–DES. Za sestavo ansambla po metodi META–DES je uporabljenih
več različnih hiperparametrov. Za vsak nabor hiperparametrov naučimo dve razli-
čici meta-modela, tako kot v poglavju 4.4. Prvi model je model, pri katerem upo-
rabimo en sam meta–model za napovedovanje uspešnosti napovedi za vse modele iz
nabora osnovnih modelov. Drugi model je model, pri katerem za vsak osnovi model
uporabimo svoj meta–model. Za uporabo na testni množici podatkov iz teh dveh
kategorij modelov glede na rezultate na validacijski množici izberemo dva najboljša
modela.
Za model META–DES naučimo modele z naslednjimi hiperparametri:
• število podobnih primerov K in Kp: 50, 100, 350, 500 in 750;
• stopnja soglasja H(x,M): 100 %, 70 %;
• metrika iskanja sosedov: evklidska in Čebiševa.
Glede na rezultate na validacijski množici podatkov za testiranje na testni množici
izberemo modela s temi hiperparametri:
• število podobnih primerov K in Kp: 100;
• stopnja soglasja H(x,M): 70 %;
• metrika iskanja sosedov: evklidska.
6.3.2. Naučeno kombiniranje. Za učenje meta-modela po metodi naučenega kombi-
niranja uporabimo algoritme GBM, SVM, naključni gozd in naivni Bayesov klasi-
fikator. Glede na rezultate na validacijski množici na testni množici preizkusimo
delovanje metode, ki za učenje uporablja naivni Bayesov klasifikator.
6.3.3. Postopno iskanje naprej. Po metodi postopnega iskanja naprej naučimo mo-
dele s sledečimi hiperparametri:
• število iteracij: 100 in 200;
• število naključno izbranih modelov na vsaki iteraciji: 2 in 3 (vsi modeli).
Glede na rezultate na validacijski množici podatkov za testiranje na testni množici
izberemo model z 200 iteracijami, pri katerem na posamezni iteraciji ne izločimo
nobenega modela.
6.4. Rezultati trgovalnih strategij.
6.4.1. Načini in mere testiranja. Za testiranje trgovalnih strategij, ki uporabljajo
modele, dobljene s pomočjo različnih metod stojnega učenja, so uporabljeni podatki
od 1. 3. 2004 do 1. 7. 2014. Zato da dobimo bolj realistično predstavitev delovanja
različnih modelov, ta del podatkov ni na nikakršen način vključen v izbiro hiper-
parametrov modelov, učenja modelov in izbiro načina uporabe napovedi modelov v
trgovalni strategiji. Delovanje različnih modelov je testirano na štirih delih testne
množice, in sicer:
• na celotni množici od 1. 3. 2004 do 1. 7. 2014;
• na obdobju pred finančno krizo leta 2008 od 1. 3. 2004 do 1. 6. 2007;
• na obdobju med finančno krizo od 1. 6. 2007 do 1. 1. 2011;
• na obdobju po finančni krizi od 1. 1. 2011 do 1. 7. 2014.
Razdelitev podatkov in vrednost indeksa Russell 3000 v tem obdobju je predsta-
vljena na sliki 28. Testiranje na podmnožicah celotne testne množice nam da boljši
vpogled v delovanje modelov v različnih časovnih obdobjih, hkrati pa lahko dobimo
vpogled v to, ali je delovanje posameznega modela konsistentno skozi čas, relativno
glede na delovanje drugih modelov.
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Slika 28. Razdelitev testnih podatkov
Za primerjavo rezultatov modelov je uporabljenih več različnih mer, ki prikazujejo
dobičkonosnost, tveganje in razmerje med tveganjem in donosi trgovalnih strategij.
Definicija 6.1. Dnevni donos trgovalne strategije v dnevu t je:
Rt =
Vt − Vt−1
Vt−1
,
kjer je Vt vrednost portfelja v dnevu t.
Definicija 6.2. Kumulativni donos do časa T je donos v celotnem obdobju, v ka-
terem spremljamo trgovalno strategijo, in ga izračunamo kot:
KumulativniDonos(T ) = VT − V0
V0
=
T∏
t=1
(1 +Rt)− 1,
kjer je V0 vrednost začetne naložbe, VT končna vrednost portfelja, Rt pa je dnevni
donos.
Definicija 6.3. Povprečni letni donosi v obdobju T trgovalnih dni je donosi, ki ga
trgovalna strategija v povprečju prinese v obdobje enega leta, in ga izračunamo kot:
PovprečniLetniDonos(T ) = (1 +KumulativniDonos)252/T − 1,
kjer je T število, dni v katerih so borze odprte, od začetka implementacije trgovalne
strategije.
Definicija 6.4. Anualizirana volatilnost donosov trgovalne strategije v obdobju do
časa T je:
V olatilnost(T ) =
√
252V ar(Rt)Tt=1
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Definicija 6.5. Največji padec pod gladino je največji padec vrednosti portfelja v
časovnem obdobju T izražen kot:
PadecPodGladino(T ) = max
i
vrhi − dnoi
V rhi
,
kjer je dno najnižja vrednost portfelja po vrh-u, vrh pa je najvišja vrednost portfelja
od prejšnjega dna.
Definicija 6.6. Sharpov količnik je razmerje med povprečnim letnim donosom in
anualizirano volatilnostjo:
Sharp(T ) = PovprečniLetniDonos(T )
V olatilnost(T )
6.4.2. Opis rezultatov. Rezultati na celotni testni množici so predstavljeni v tabeli
5 in na slikah 29 in 30. Najboljše rezultate da trgovalna strategija, ki uporablja
osnovni model SVM. Vsi ansambelski modeli dajejo nekoliko slabše rezultate od
najboljšega osnovnega modela, vendar precej boljše od preostalih osnovnih modelov.
Povprečni letni donosi trgovalnih strategij so med 30 % in 40 %, kar je znatno več od
povprečnih letnih donosov primerjalnega indeksa Russell 3000. Tveganje različnih
trgovalnih strategij je med seboj podobno. Volatilnost je za vse modele v bližini
31 %, kar je nekoliko več kot volatilnost indeksa Russell 3000. Najgloblji padec za
najboljšo metodo je primerljiv z najglobljim padcem indeksa Russell 3000.
Med ansambelskimi metodami da najboljše rezultate metoda iskanja naprej. Iz-
med metod META-DES se bolje obnese metoda, ki uporablja en sam meta-model
za ocenjevanje vseh osnovnih modelov (META–DES 1). Najslabša ansambelska
metoda je metoda naučenega kombiniranja.
Slika 30 prikazuje vrednost portfeljev na logaritemski skali. Logaritemska skala
nam omogoči boljši vpogled v delovanje različnih metod skozi čas. S slike 30 je raz-
vidno, da trgovalne strategije dajo boljše rezultate od primerjalnega indeksa Russell
3000 zgolj v nekaterih obdobjih. Naklon logaritemske vrednosti portfelja v obdobju
od sredine leta 2007 do konca leta 2008 je za trgovalne strategije in indeks podo-
ben. Enako velja za končno obdobje testne množice, približno od leta 2011 dalje.
Takšno vedenje trgovalnih strategij potrjujejo tudi testiranja trgovalnih strategij na
različnih podmnožicah testne množice, ki so predstavljena na slikah 31, 32 in 33.
Razmerje med trgovalnimi strategijami z uporabo različnih metod strojnega učenja
je podobno v vseh testiranih obdobjih. Delovanje modelov je nekoliko premešano
zgolj v zadnjem testnem obdobju od leta 2011 naprej. To je razvidno s slike 33 in iz
tabele 8. V tem obdobju je najboljši osnovni model Random Forest (ZS), najboljši
ansambelski model pa je metoda META–DES 2.
META-
DES 1
META-
DES 2
Naučeno
kombini-
ranje
Iskanje
naprej
Random
Forest (RL)
Random
Forest (ZS)
SVM Russell
3000
Kumulativni donos 1930,52 1894,96 1851,49 2042,45 1390,99 1387,90 2429,69 75,03
Povprečni letni donos 36,54 36,29 35,98 37,30 32,25 32,22 39,68 5,96
Volatilnost 31,01 31,16 31,16 30,87 31,10 30,57 30,69 21,09
Padec pod gladino 63,06 62,27 63,64 59,91 62,22 58,71 57,51 57,07
Sharpov količnik 1,18 1,16 1,15 1,20 1,04 1,05 1,29 0,28
Tabela 5. Rezultati različnih metod strojnega učenja od 1. 3. 2004
do 1. 7. 2014
58
Slika 29. Donosi na celotni testni množici od 2004 do 2014
Slika 30. Donosi na celotni testni množici od 2004 do 2014 na loga-
ritemski skali
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Slika 31. Donosi na testni množici od 1. 3. 2004 do 1. 6. 2007
META-
DES 1
META-
DES 2
Naučeno
kombini-
ranje
Iskanje
naprej
Random
Forest (RL)
Random
Forest (ZS)
SVM Russell
3000
Kumulativni donos 238,21 222,60 218,41 243,71 170,25 153,67 253,18 30,19
Povprečni letni donos 57,60 54,85 54,09 58,55 44,94 41,56 60,17 10,35
Volatilnost 18,20 18,18 18,24 18,05 18,26 17,53 17,93 10,75
Padec pod gladino 15,41 16,34 15,24 16,49 12,92 13,13 16,74 8,43
Sharpov količnik 3,17 3,02 2,96 3,24 2,46 2,37 3,36 0,96
Tabela 6. Rezultati različnih metod strojnega učenja od 1. 3. 2004
do 1. 6. 2007
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Slika 32. Donosi na testni množici od 1. 6. 2007 do 1. 1. 2011
META-
DES 1
META-
DES 2
Naučeno
kombini-
ranje
Iskanje
naprej
Random
Forest (RL)
Random
Forest (ZS)
SVM Russell
3000
Kumulativni donos 234,54 228,78 233,58 256,89 214,88 204,46 298,55 -9,88
Povprečni letni donos 35,57 34,98 35,47 37,80 33,52 32,39 41,68 -2,59
Volatilnost 40,46 40,74 40,80 40,08 40,78 40,00 39,84 27,93
Padec pod gladino 63,06 62,27 63,64 59,91 62,22 58,71 57,51 57,07
Sharpov količnik 0,88 0,86 0,87 0,94 0,82 0,81 1,05 -0,09
Tabela 7. Rezultati različnih metod strojnega učenja od 1. 6. 2007
do 1. 1. 2011
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Slika 33. Donosi na testni množici od 1. 1. 2011 do 1. 7. 2014
META-
DES 1
META-
DES 2
Naučeno
kombini-
ranje
Iskanje
naprej
Random
Forest (RL)
Random
Forest (ZS)
SVM Russell
3000
Kumulativni donos 68,01 76,59 71,81 63,83 64,30 83,82 68,73 45,11
Povprečni letni donos 19,02 21,02 19,91 18,02 18,13 22,66 19,19 13,31
Volatilnost 25,24 25,25 25,09 25,59 24,87 24,93 25,50 17,30
Padec pod gladino 34,28 33,48 32,65 35,50 32,35 29,02 36,52 21,09
Sharpov količnik 0,75 0,83 0,79 0,70 0,73 0,91 0,75 0,77
Tabela 8. Rezultati različnih metod strojnega učenja od 1. 1. 2011
do 1. 7. 2014
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7. Zaključek
V tem magistrskem delu so bile predstavljene in testirane ansambelske metode
strojnega učenja na primeru izbora trgovalnega portfelja. V prvem delu sta pred-
stavljena delovanje algoritmov strojnega učenja in argumentacija za uporabo ansam-
belskih metod strojnega učenja. Podrobno so opisane tudi tri ansambelske metode,
ki so uporabljene za izbor trgovalnega portfelja. Za izbor trgovalnega portfelja upo-
rabimo klasifikacijski algoritem, ki je osnovan na podlagi ideje iz članka [36].
Uporabljene so štiri ansambelske metode. Dve verziji metode META–DES sta
osnovani na podlagi postopka iz članka [19]. Metoda poskuša s pomočjo uporabe
dodatnega algoritma stojnega učenja (meta–model) določiti, ali bo izbrani osnovni
model pravilno napovedal konkreten klasifikacijski primer. V originalni izvedbi je
za vse ocenjevanje primernosti vseh osnovnih modelov uporabljen isti meta–model.
Druga izvedba metode META–DES za vsak osnovni model uporabi svoj meta–
model. Na testnih podatkih v poglavju 4.4 je prva metoda nekoliko boljša. Pri
uporabi za izbor portfelja delnic v poglavju 6.4, pa je boljša druga metoda.
Uporabljena je tudi metoda naučenega kombiniranja, ki s pomočjo dodatnega
algoritma strojnega učenja združi napovedi vseh osnovnih modelov v ansambelsko
napoved. Metoda naučenega kombiniranja je sicer na testnih podatkih dala najboljše
rezultate, vendar pa je bila pri uporabi v trgovalni strategiji najslabša ansambelska
metoda.
Metoda postopnega učenja naprej, opisana v članku [24], osnovnim modelom pri-
piše takšne uteži, da ansambel na učnih podatkih proizvede najboljši rezultat glede
na izbrano mero. Ta metoda je dala na testnih podatkih rezultat, ki je bil nekoliko
boljši od metode META–DES in nekoliko slabši od metode naučenega kombiniranja.
Pri uporabi v trgovalni strategiji je dosegla najboljše donose izmed vseh testiranih
ansambelskih metod.
Vsi ansambelski algoritmi, ki so uporabljeni za izbor trgovalnega portfelja, so
relativno blizu najboljšemu osnovnemu modelu in znatno boljši od preostalih osnov-
nih modelov. To nakazuje, da se lahko z uporabo ansambelskega učenja izognemo
izboru najslabšega modela iz nabora osnovnih modelov, hkrati pa ne izgubimo bi-
stveno proti najboljšemu modelu.
Donosi trgovalne strategije z uporabo strojnega učenja so na obdobju od leta
2004 do leta 2014 v vseh primerih boljši od primerjalnega indeksa Russell 3000.
Če pogledamo podintervale obdobja od leta 2004 do 2014, vidimo, da je trgovalna
strategija delovala bistveno bolje od primerjalnega indeksa v letih od 2004 do leta
2007 ter v letu 2009, takoj po finančni krizi v letu 2008. V preostalih obdobjih so
donosi trgovalne strategije relativno podobni primerjalnemu indeksu.
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