Abstract-In the last decade, there has been a growing interest in emotion analysis research, which has been applied in several areas of computer science. Many authors have contributed to the development of emotion recognition algorithms, considering textual or non verbal data as input, such as facial expressions, gestures or, in the case of multi-modal emotion recognition, a combination of them. In this paper, we describe a method to detect emotions from gestures using the skeletal data obtained from Kinect-like devices as input, as well as a textual description of their meaning. The experimental results show that the correlation existing between body movements and spoken user sentence(s) can be used to reveal user's emotions from gestures.
I. INTRODUCTION AND BACKGROUND
Nowadays, there is a growing interest in the field of emotion recognition, which can be defined as the process of identifying human emotions by different modes of expressions. According to the popular categorization proposed by Ekman [1] , human emotions are basically six, namely anger, disgust, fear, joy, sadness and surprise.
Indeed, many computer scientists and researchers have significantly contributed to the development of innovative algorithms of sentiment and emotion analysis [2] . Emotion recognition has a practical use in several areas, such as social media marketing and analysis [3] , human-robot interaction [4] and automobile safety systems [5] . Until now, the algorithms devoted for such specific task have mainly focused on the analysis of speech and facial expressions. Nevertheless, there is a notable evidence that affective states are largely communicated also through body movements and gestures, in some cases better than the other communication channels [6] . The interest towards this modality of expression is now growing [7] , and several works have recently investigated the motion cues that mainly convey affective information [8] .
Multi-modal emotion recognition tries to combine different communication channels simultaneously to improve the recognition performance. There are several works which implement such an approach, and have shown that the combination of even just two modalities of expression increases significantly the performance of the related emotion classifier [9] , [10] , [11] , [12] . In particular, speech and gesture channels are internally coordinated towards conveying communicative intentions [13] and make a unified meaning with the verbal part of an utterance [14] . As a consequence, there should exist a sort of "correlation" between gestures performed by a user and what s/he feels, thinks and says while moving his/her body: if a gesture and a sentence are simultaneous, then they can be considered somehow mutually correlated [15] . Assuming that this correlation exists, then it is questionable whether there is a correlation between an emotion recognized from a sentence spoken while performing a gesture (via some textual emotion recognition algorithm), and the emotion recognized using only that gesture as input.
Starting from this assumption, we propose a system for recognizing emotions from body gestures. At this purpose, Kinect-like data (i.e. RGB-D videos, audio and joint sequences [16] ) can be used for extracting significant features for gesture recognition [17] . For the purposes of this paper, we evaluated some available datasets for emotion recognition [18] , [19] and [20] and found that several of them provide data taken from a Kinect-like device. In particular, the one proposed in Chalearn multimodal gesture recognition dataset [21] also offered gesture information along with their audio/text description in Italian and for this reason has been used to assess the performance of the proposed system. We assume that the gestures are associated to a textual description (i.e. a sentence representing the gesture meaning), spoken by the user while s/he is performing the gesture. Then, our system associates emotion labels to body gestures by applying a sentiment analysis algorithm to their associated sentence. After the labeling phase, new (unseen) body gestures can be labeled with an emotion by analyzing only their skeletal data. II. SYSTEM DESCRIPTION Our emotion recognition system is based on body gestures as data input, and uses a mapping which exploits the existing knowledge about emotion recognition from textual data. Figure 1 reports the main building blocks of the proposed system and depicts the internal logical information flow. The system is composed of two modules, namely Training and Recognition.
In the design of the Training module, we assume the availability of a Gesture-Sentence input dataset, namely D s . Each of its records has the form < G i , S i >, i.e. a pair which links a gesture G i (i.e. a temporal skeletal joints sequence) to a sentence S i (i.e. the text spoken by the performing user). Its output is a Gesture-Emotion dataset D g , which contains gesture-emotion pairs in the form < G i , E i >, where a gesture G i is associated to the emotion E i .
The Recognition module accepts a new (unseen) gesture G new as well as the background knowledge D g , and outputs the emotion E derived from the gesture G new .
The following subsections describe the implementation details of the two system modules.
A. Training
The Training module is based on the assumption that the meaning of a gesture G is expressed by a sentence S. In order to compute the mapping between text and emotion, we have used a lexical-semantic approach based on sentiment analysis, according to the belief that it is possible to infer emotion properties from the emotion words [22] .
We used a Naive Bayes classifier trained on the emotions lexicon obtained from the Word-Net Affect Lexicon. The lexicon associates a synset of WordNet to a set of affective labels in order to mark the specific synsets as representatives of an affective concept. The lexicon is composed by a set of emotional words defined in the Semeval 2007 context [23] .
Let us define the variable x ∈ {anger, disgust, fear, joy, sadness, surprise} indicating a possible emotion label.
Each sentence S is thus mapped into a vector V (x), which belongs to an emotional space whose dimensions are the six basic emotions given by Ekman. In other words, each sentence is coded as an emonoxel, analogously as the knoxel in the conceptual space paradigm [24] .
The components of the generic emonoxel V are computed from the Naive Bayes as the probability to have the sentence S given a certain emotion:
From the emonoxel V , the largest component E is selected, which represents the predominant emotion expressed by sentence S:
As a consequence, being a gesture paired with a sentence, it is possible to consider an indirect mapping between a gesture and an emotion, through the sub-symbolic coding of the sentence. Starting from this assumption, the system generates a gesture-emotion dataset D g as described in Algorithm 1.
Algorithm 1 Gesture-Emotion dataset generation algorithm. 1: Define a new empty database
compute the Emonoxel V i using Equation (1) 4:
compute the Emotion E i using Equation (2) 5:
B. Gesture Recognition
The most adopted mathematical frameworks which implement Gesture Matching are Hidden Markov Models (HMMs) and Dynamic Time Warping (DTW). We chose DTW because it has been demonstrated to be more appropriate for applications involving gesture recognition [25] .
DTW is a method for computing the distance between two differently sized sequences. From a geometric point of view, it aligns the sequences by making use of some simple operations accounted in the computation of the distance. Let us define the following quantities: If we think to the Recognition module as a black-box F , then it computes E = F (G new , D g ), i.e. it outputs the emotion E to be associated to the incoming gesture G new by using the background knowledge D g . Figure 1 instead describes the module as a white box: the inputs D g and G new are processed by the Gesture Matching block, which computes Dynamic Time Warping distance between G new and each gesture G contained in the records of D g . Then it applies a simple nearest neighbor classifier to compute the closest gesture G * as:
The related output emotion E * is retrieved from the record G new,i ← the i-th column of G new
5:
for j ← 1 to W 6:
III. EXPERIMENTAL ASSESSMENT
We used the database described in [21] , made of 7663 gestures, represented by RGB videos, depth information, skeletal frames (each one represented by a set of (x, y, z) coordinates of 20 joints, i.e. a 20×3 matrix), and a textual description of the gesture meaning.
The Training module was run to extract emotions from the textual description of each gesture. These emotions were assumed as ground-truth for the rest of the experiment. We thus generated a gesture-emotion dataset D g which counted
After that, we tested the performance of the Recognition module: we created different training sets by using different percentages of the whole dataset (between 50% and 95% with 5% steps, with the addition of 99%), and used the remaining samples as test set. We resampled the training set 350 times for each split percentage, in order to get more reliable results. Moreover, we have run Dynamic Time Warping using three different metrics d(·, ·) which were: i) Manhattan, ii) Cosine and iii) Euclidean distances. For implementation needs, we linearized each 20×3 frame matrix into a N = 60-dimensional vector.
For each run, we computed the 6-by-6 confusion matrix, whose rows represent true emotions, and columns represent the output of the recognition process. Thus, we were able to compute the accuracy, precision and recall metrics of the recognition module [26] . Figure 2 shows the results obtained by averaging the performance metrics over the 350 runs for each training percentage. The Recognition module performs quite well in all the cases, although it seems that Euclidean distance achieves better results. This is probably due to the fact that it represents the shortest path between two points in space while Manhattan is only a rough approximation. As regards the Cosine distance, its performance is very near to the Euclidean distance and may be more convenient to be used in a real-time context as it requires less computational effort (provided that the vector representing each gesture frame is normalized). The computed metrics ranged approximately between 73% and 78% for Manhattan distance, and between 75% and 81% for Cosine and Euclidean. It is also quite interesting noting that as the number of samples used in the training set increases, then the related performance increases as well. This is not surprising, as a greater number of samples in the training set increases the chances to match the correct gesture for DTW. From a qualitative point of view, we think that performance metrics values are limited by the nearest neighbor classifier which is very sensitive to noise. A better solution would use a training set made up of very few examples (prototypes) selected by using a suitable clustering algorithm: this would certainly reduce the noise and lower the computational burden (due to the comparisons needed by DTW), thus increasing the possibilities for our system to be used in a real-time context.
IV. CONCLUSION
In this paper we described a system for mapping body gestures to emotions. If gestures are associated to spoken sentences (which can be mapped into emotions), then it is possible to recognize emotions directly from gestures. The emotion recognition task have shown good performance despite it is carried out by a simple one nearest-neighbor classifier. We are thus planning to improve our system by using more sophisticated algorithms. This should lower misclassifications due to the high sensitivity to noise of the proposed classifier. Finally, we would be interested in testing our system by including facial expressions and vocal prosody data, testing its real-time capabilities and check how it generalizes to different datasets.
