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I. GøRøù 
Biliúim dünyasÕndaki büyük geliúmeler, her alanda üretilen 
verinin miktarÕnÕn da çok hÕzlÕ bir úekilde artmasÕna sebep 
olmuútur. ønternetin yaygÕnlaúmasÕ ve Web 2.0 ile beraber 
sosyal medya ve kullanÕcÕlar arasÕnda paylaúÕmÕn artmasÕ, 
çevrimiçi yayÕn yapan gazete, dergi, blog gibi kaynaklar 
aracÕlÕ÷Õyla yayÕnlanan bilgi miktarÕnÕ daha önce görülmedik 
boyutlara çÕkarmÕútÕr. Benzer úekilde bilim dünyasÕnda önceki 
yÕllarla karúÕlaútÕrÕlmayacak sayÕlarda yeni yayÕnlar yapÕlmakta 
ve dokümanlar üretilmektedir. 
Ancak veri miktarÕndaki artÕú bu verileri 
anlamlandÕrabilecek, ne ile ilgili oldu÷unu anlayabilecek, ait 
olduklarÕ sÕnÕflarÕ bulabilecek algoritmalarÕn geliútirilmesi 
mümkün oldu÷unda kÕymetli olabilmektedir. øúlenemeyen ve 
bilgiye dönüútürülemeyen veriden faydalanÕlamaz.   
     Bilgisayar Bilimlerinin Veri Madencili÷i ve Makine 
Ö÷renmesi gibi dallarÕ veri analizi ile ilgili önemli yöntemler 
ve algoritmalar sunmaktadÕr. Ancak bu algoritmalar geleneksel 
olarak çok büyük miktarda veriyi iúlemek için 
tasarlanmamÕúlardÕr. Bir algoritmanÕn iúleyebilece÷i veri 
miktarÕ donanÕmsal kaynaklarÕn kapasitesi ile yakÕndan 
ilgilidir. Çok büyük analizler yapabilmek için iúlem ve 
depolama kapasitesi yüksek bilgisayarlara ihtiyaç
 
duyulmaktadÕr. Ancak yüksek kapasiteli bilgisayarlar yüksek 
maliyetleri nedeniyle çok az sayÕda bulunabilmekte ve bunlara 
araútÕrmacÕlarÕn önemli bir kÕsmÕnÕn eriúim imkanÕ 
olamamaktadÕr.   
Geleneksel hesaplama yöntemleriyle analiz edilemeyecek 
boyutlardaki verileri ifade etmek için Büyük Veri (Big Data) 
kavramÕ kullanÕlmaktadÕr. Son yÕllarÕn en popüler konularÕndan 
birisi olan Büyük Veri, Bulut Biliúim, Paralel Hesaplama, 
MapReduce gibi teknolojileri kullanarak kolaylÕkla 
bulunabilecek, pahalÕ olmayan bilgisayarlar üzerinde çok 
büyük verilerin analizine olanak sa÷lamaktadÕr.    
Bulut Biliúim donanÕmsal ve yazÕlÕmsal kaynaklarÕn servis 
olarak sunularak geleneksel istemci sunucu mimarilerine göre 
çok daha yüksek ölçeklenebilirli÷e ulaúÕlmasÕnÕ sa÷layan 
modern bir yaklaúÕmdÕr. Bulut Biliúim sayesinde ortalama 
özellikli sunucular üzerinde çok sayÕda sanal sunucu 
çalÕútÕrÕlabilmekte ve donanÕmsal kaynaklarÕn daha optimize 
kullanÕlmasÕ sa÷lanmaktadÕr. 
Doküman analizinde çok kullanÕlan metin madencili÷i, 
metinden yüksek kaliteli bilginin çÕkartÕmÕ iúlemi olarak 
tanÕmlanabilir. Metin madencili÷i iúlemleri arasÕnda metin 
sÕnÕflandÕrma, metin kümeleme, konu çÕkartÕmÕ, duygu analizi, 
doküman özetleme ve iliúki keúfi gibi konular bulunmaktadÕr. 
II.ARKA PLAN
A. Da÷ÕtÕk Sistemler 
     Da÷ÕtÕk sistemlerin birçok tanÕmÕ bulunmasÕna ra÷men 
en genel haliyle kullanÕcÕlarÕna tek bir bilgisayarmÕú gibi 
görünen ancak birbirinden ba÷ÕmsÕz bilgisayarlardan oluúan 
sistem olarak tanÕmlanabilir [1].  
 Da÷ÕtÕk sistemlerin bazÕ temel özellikleri úunlardÕr: bu 
sistemler  çeúitli bilgisayarlarÕn ço÷unlukla kullanÕcÕlardan gizli 
olarak, nasÕl haberleútikleri arasÕndaki ayrÕmÕ yapabilmektedir. 
Baúka bir önemli özellik de kullanÕcÕlar ve uygulamalar bir 
da÷ÕtÕk sistem ile tutarlÕ ve de÷iúmeyen bir yolla, nerede ve ne 
zaman olursa olsun karúÕlÕklÕ etkileúimde bulunabilirler.  
     Prensipte, da÷ÕtÕk sistemlerin geliútirilebilir ve 
ölçeklenebilir olmasÕ istenir. Bu karakteristik özellik, ba÷ÕmsÕz 
bilgisayarlara sahip olmanÕn ve bu bilgisayarlarÕn bir bütün 
olarak sisteme dahil olmalarÕnÕn kullanÕcÕlardan gizlenmesinin 
do÷rudan bir sonucudur. BazÕ kÕsÕmlarÕ geçici olarak kullanÕm 
dÕúÕ olsa bile, da÷ÕtÕk sistemler normal ve sürekli bir úekilde 
etkin durumdadÕr. KullanÕcÕlar ve uygulamalar sistemdeki 
de÷iúim ve onarÕmlarÕ görmemeli ve daha fazla kullanÕcÕ ve 
,
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uygulamaya hizmet edebilmek için yeni kaynaklarÕn eklendi÷i 
gösterilmemelidir.  
Tek sistem görünümünü sunmanÕn yanÕnda, heterojen 
bilgisayar ve a÷larÕ desteklemek için, da÷ÕtÕk sistemler 
genellikle bir yazÕlÕm katmanÕ vasÕtasÕyla düzenlenir. Bu 
yazÕlÕm mantÕksal olarak kullanÕcÕ ve uygulamalardan oluúan 
yüksek seviyeli bir katman ile iúletim sistemleri ve orta katman 
yazÕlÕmÕ denilen temel iletiúim hizmetleri içeren katmanlardan 
oluúur. ødeal bir da÷ÕtÕk sistemin özellikleri arasÕnda 
heterojenlik, ölçeklenebilirlik, güvenli olma ve hata toleransÕ 
bulunur.  
%+DGRRS
     Hadoop, terabaytlarla ifade edilen ya da daha büyük 
verileri iúlemek amacÕ ile oluúturulmuú bir kütüphanedir. 
Hadoop Distributed File System (HDFS) adÕ verilen da÷ÕtÕk 
dosya sistemine sahip olup Java ile geliútirilmiútir. Hadoop’ta 
uygulama yaparken kullanÕlan dosya sistemi HDFS (Hadoop 
File System) olarak adlandÕrÕlmÕútÕr. Bir adet Namenode ve 
buna ba÷lÕ olan birden çok Datanode’dan oluúan HDFS’de 
master görevini Namenode yapmaktadÕr. Namenode 
tarafÕndan gönderilen komutlar Datanode’lar tarafÕndan alÕnÕr 
ve buna göre iúlemler yapÕlÕr.  
     Da÷ÕtÕk bir dosya sistemine sahip olan HDFS ile birden 
fazla sunucunun diski bir araya gelerek tek bir sanal disk 
oluúturulur. HDFS’de verilerin bir kopyasÕ birden fazla 
dü÷ümde kayÕt altÕna alÕndÕ÷Õ için hata anÕnda veri kaybÕ 
yaúama durumu olmamaktadÕr.  
     Hadoop birçok firma ve akademik grup tarafÕndan büyük 
verileri analiz etmek amacÕ ile kullanÕlmaktadÕr. Güvenilir, 
ölçeklenebilir ve veriyi düúük bütçeler ile iúleyebilir olmasÕ 
Hadoop’u popüler kÕlmaktadÕr. Veriler analiz edilirken tek 
makine yerine birden fazla makineye da÷ÕtÕldÕ÷Õndan iúin 
tamamlanma süresi minimuma inmektedir.  
     Hadoop, tek bir sunucu üzerinde çalÕúabildi÷i gibi, kendi 
CPU ve hafÕza birimi bulunan binlerce sunucusu olan bir 
küme üzerinde de çalÕúabilir. Hadoop, Common, HDFS, 
YARN ve MapReduce olmak üzere dört modülden oluúur.   
TABLO I +$'22302'h//(5, 
Common  Tüm Hadoop modüllerini destekleyen 
ortak modül 
HDFS Da÷ÕtÕk dosya sistemi 
YARN Kaynak yönetimi ve iú zamanlamasÕ yapan 
kütüphane 
MapReduce  Da÷ÕtÕk, paralel hesaplama kütüphanesi 
      Hadoop, GFS (Google File System) tabanlÕ geliútirilmiú 
olan bir Hadoop Da÷ÕtÕk Dosya Sistemine (HDFS) sahiptir. 
HDFS dosyalarÕn bir küme üzerinde da÷ÕtÕlmalarÕndan 
sorumludur [2].  
     Hadoop sisteminde veriler bloklara bölünür. Her bir blo÷un 
büyüklü÷ü varsayÕlan olarak 64 MB olarak ayarlanmÕútÕr. 
FarklÕ blok büyüklü÷ü dfs.block.size parametresiyle 
ayarlanabilir.  Verilerin bloklara ayrÕlmasÕ 64 MB’lÕk veri 
büyüklü÷ü elde edilen satÕrdan sonra yeni bir blok oluúturarak 
gerçekleútirilir [3]. 
&0DS5HGXFH
     MapReduce, büyük verileri iúlemek için geliútirilmiú 
da÷ÕtÕk bir programlama modelidir [4]. Da÷ÕtÕk bir sistemde 
veriler MapReduce ile analiz edilirken iki fonksiyon kullanÕlÕr. 
Bunlardan birincisi map fonksiyonu di÷eri de reduce 
fonksiyonudur [5].        
     MapReduce modelinin ilk adÕmÕ, elemanlarÕ bir anahtar ile 
eúleútirip bir sonraki iúleme hazÕr hale getirir. økinci adÕmda 
iteratör ile aynÕ anahtar için bir de÷erler listesi alÕr ve bunlarÕ 
biriktirip, filtreleyip, örnekleyip azaltÕr. SonuçlarÕnÕ da HDFS 
veya HBASE NoSQL veritabanÕna yazar[6]. 
ùekil. 1.  MapReduce [7] 
'$SDFKH0DKRXW
     Apache Mahout, Hadoop platformu üzerinde, da÷ÕtÕk bir 
úekilde ölçeklenebilir makine ö÷renmesi algoritmalarÕnÕ sunan 
Apache tarafÕndan tasarlanmÕú olan bir projedir[8]. 
    Öneri sistemleri, sÕnÕflandÕrma ve kümeleme gibi iúlemler, 
MapReduce kullanÕlarak ve da÷ÕtÕk olarak Mahout ile 
kolaylÕkla yapÕlabilmektedir. Mahout facebook, twitter, 
amazon gibi büyük firmalar tarafÕndan günümüzde 
kullanÕlmaktadÕr. Mahout ile kümeleme yöntemlerini 
kullanarak verileri gruplayabilir ve ya sÕnÕflandÕrma 
algoritmalarÕ ile önceden isimlendirilmiú veriler üzerinden 
karar a÷açlarÕ oluúturulabilir.  
(%XOXW%LOLúLP
     Kurulum gereksinimi olmadan her yerde çalÕúma deste÷i 
sunan bulut biliúim hizmeti, bilgiyi çevrimiçi olarak da÷ÕtÕrken 
aynÕ zamanda gerekli yazÕlÕmlarÕ da paylaúarak mevcut olan 
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hizmetlerin bir a÷ üzerinden kullanÕlmasÕnÕ sa÷lar. Elektronik 
posta, bulut biliúim için tipik bir örnek olup evlerde veya 
iúyerlerinde bir yapÕlandÕrma olmaksÕzÕn bu hizmetten 
faydalanÕlmaktadÕr. Bunun dÕúÕnda bulut depolama hizmetine 
örnek olarak Dropbox, GoogleDrive, iCloud verilebilir.  
     KullandÕ÷Õn kadar öde mantÕ÷Õyla çalÕúan çeúitli ticari 
bulutlar mevcut olup bunlara örnek olarak Google Cloud, 
Amazon EC2, GoGrid, FlexiScale verilebilir. Buna ek olarak, 
OpenStack, Eucalyptus, OpenNebula, ve Nimbus gibi açÕk 
kaynaklÕ bulut biliúim yazÕlÕmlarÕ kullanarak özel bulutlar 
oluúturmak mümkündür [9]. 
F. Zemberek 
AçÕk kaynak kodlu do÷al dil iúleme kütüphanesi Zemberek 
bir OpenOffice ve LibreOffice eklentisi olup Java ile 
geliútirilmiútir ve platform ba÷ÕmsÕzdÕr [10].  
Kelime gövdelerinin bulunmasÕ, gereksiz kelimelerin 
bulunup temizlenmesi için kullanÕlan Zemberek ile kelime kök 
ve gövdeleri, edatlar, ba÷laçlarÕn tespiti gibi dil bilgisi 
gerektiren iúlemler otomatik bir úekilde yapÕlÕr ve dokümanlar 
bu ön iúlemlerden sonra hesaplama ortamÕna aktarÕlmaya hazÕr 
hale gelmiú olur.  
III.'$ö,7,.'2.h0$16,1,)/$1',50$
8<*8/$0$6, 
     Dijital dokümanlarÕn sayÕlarÕnÕn gün geçtikçe çok hÕzlÕ bir 
úekilde artmasÕyla birlikte dokümanlarÕn  önceden belirlenmiú 
sÕnÕflara ayrÕlmasÕ son yÕllarda oldukça önem kazanmÕú bir 
konu olmuútur. Doküman sÕnÕflandÕrma yöntemleri  ile 
dokümanlar kategorilere, baúlÕklara ayrÕlabilir, spam 
(önemsiz) olup olmadÕ÷Õ, hangi dilde yazÕldÕ÷Õ, hangi duygu 
durumunu gösterdi÷i tespit edilebilir.  
     Uygulama yapÕlacak olan platformlarda Hadoop kümeleri 
kurulumlarÕ yapÕldÕktan sonra ilk olarak Google Cloud 
üzerinde, Tübitak Dergipark’tan çekilmiú olan akademik 
makalelerin PDF dosyalarÕndan metinlerin çÕkarÕlmasÕ iúlemi 
gerçekleútirilip, bu metinlerin hangi dilden oldu÷u tespit 
edilmiútir. Metinler öncelikle MongoDB NoSQL 
veritabanÕnda kaydedilmiútir. PDF dosyalarÕndan metin 
çÕkarÕmÕ için  Apache Tika kullanÕlmÕútÕr    
A. Apache Mahout ile Naive Bayes SÕnÕflandÕrma 
    PDF dokümanlarÕndan çÕkarÕlmÕú olan içerikler do÷al dil 
iúleme kütüphanesi olan Zemberekten geçirilerek gereksiz 
kelimeler (stop-word) atÕlmÕútÕr. MongoDB’de tutulan 
metinler Hadoop üzerinde iúlenebilmek için HDFS’e 
atÕlmÕútÕr. TÜBøTAK Dergipark sitesinde verilen kategorilerin 
her birisi bir sÕnÕf olarak kabul edilmiú ve böylece beú sÕnÕf 
elde edilmiútir.  
   SÕnÕflandÕrÕlmamÕú dergiler veri setine eklenmemiútir. 
HDFS’e veriler atÕlÕrken her yayÕn kendi ismindeki klasörün 
altÕna kopyalanmÕútÕr. HDFS’te var olan bir klasörün altÕna 
mühendislik, hukuk, yaúam, sosyal  ve tÕp olmak üzere beú adet 
sÕnÕfÕ temsil eden klasörler ve onlarÕn altÕnda da o sÕnÕfa ait 
yayÕnlar kaydedilmiútir.  
Bu úekilde depolanan dokümanlar üzerinde, aúa÷Õda gösterilen 
komutlar kullanÕlarak Naive Bayes sÕnÕflandÕrma yapÕlmÕútÕr 
[11]: 
./mahout seqdirectory -i /academic -o /academic-
seq
./mahout seq2sparse -i /academic-seq -o 
/academic-vectors -lnorm -nv -wt tfidf
./mahout split -i /academic-vectors/tfidf-vectors 
--trainingOutput /academic-train-vectors --
testOutput /academic-test-vectors --
randomSelectionPct 40 --overwrite --sequenceFiles 
-xm sequential
./mahout trainnb -i /academic-train-vectors -el -
o /academic-model -li /academic-labelindex -ow -c
./mahout testnb -i /academic-test-vectors -m 
/academic-model -l /academic-labelindex -ow -o 
/academic-testing –c
     Toplam verinin %40’Õ olan 19066 adet veri test verisi 
olarak kullanÕlmÕú, 28599 tanesi de e÷itim verisi olarak 
ayrÕlmÕútÕr. Google Cloud üzerinde çalÕútÕrÕlan programda %89 
do÷ruluk oranÕ gözlenmiútir. 
=======================================================
Summary
-------------------------------------------------------
Correctly Classified Instances    :  17116    89.7724%
Incorrectly Classified Instances  :   1950  10.2276%
Total Classified Instances   :    19066
=======================================================
Confusion Matrix
-------------------------------------------------------
a     b     c     d     e    <--Classified as
2927  64  89  14  185    |  3279   a   = engineering
4   1   2   0   34   |  41   b   = law
81  213   5473  251   381    |  6399   c   = life
60  80  56  4879  364    |  5439   d   = medicine
17  17  9   29  3836   |  3908   e   = social
=======================================================
Statistics
-------------------------------------------------------
Kappa    0.8611
Accuracy    89.7724%
Reliability   60.8491%
Reliability (standard deviation)    0.4638
Weighted precision   0.9222
Weighted recall    0.8977
Weighted F1 score    0.9064
15/11/23 23:14:38 INFO MahoutDriver: Program took 52452 ms 
(Minutes: 0.8742)
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økinci olarak, Amazon Cloud üzerinde 3 adet dü÷ümden 
oluúan bir Hadoop kümesi üzerinde Apache Mahout ile Spark 
kullanÕlarak Naive Bayes SÕnÕflandÕrma yapÕlmÕútÕr. Komutlar 
çalÕútÕrÕlana kadarki verilerin içeriklerinin çÕkarÕlmasÕ, 
zemberekten geçirilmesi, her yayÕnÕn isminin oldu÷u klasöre 
atÕlmasÕ gibi yukarÕda anlatÕlanlar ile aynÕ olmak üzere 
aúa÷Õdaki komutlar çalÕútÕrÕlarak sonuç elde edilmiútir: 
mahout seq2sparse -i /file.seq -o /spark-sparse -
lnorm -nv -wt tfidf
mahout split -i /spark-sparse/tfidf-vectors --
trainingOutput /spark-training --testOutput /spark-
test --randomSelectionPct 40 --overwrite --
sequenceFiles -xm sequential
mahout spark-trainnb -i /spark-training -o /spark-
model -ow
mahout spark-testnb -i /spark-test -m /spark-model
 Sonuçlar %91 do÷ru sÕnÕflandÕrma oranÕna ulaúÕldÕ÷ÕnÕ 
göstermektedir. 
=====================================================
Summary
-----------------------------------------------------
--
Correctly Classified Instances: 17445 91.4836%
Incorrectly Classified Instances: 1624 8.5164%
Total Classified Instances: 19069
=====================================================
Confusion Matrix
-----------------------------------------------------
--
d    c  a   b    e   <--Classified as
4941 85   98  10   326  |  5460   d  = medicine
214  5770 106 19   299  |  6408   c  = life
17   102  2986 9   163  |  3277   a  = engineeering
0  1    4  9   29   |  43   b  = law
43   16   39   44  3739 |  3881   e  = social
=====================================================
Statistics
----------------------------------------------------
Kappa:  0.8832
Accuracy:  91.4836%
Reliability:  64.8216%
Reliability (std dev):  0.4268
Weighted precision:  0.9218
Weighted recall:  0.9148
Weighted F1 score:  0.9166
TABLO II %(ù.$7(*25øø/(6,1,)/$1',50$ødø17(67
6h5(/(5ø 
Kümedeki 
Makine SayÕsÕ 
 Test Süreleri 
(ms) 
4 114577 
5 109275 
6 90721 
7 99973 
    Sonuçlardan görülece÷i gibi, 3 dü÷ümden oluúan küme 
üzerinde Apache Mahout  ile Naive Bayes SÕnÕflandÕrma 
yapÕlÕp yüksek baúarÕ oranÕ elde edilmiútir. AynÕ úekilde 
Google Cloud üzerinde bu kez makine sayÕlarÕ de÷iútirilerek 
testler yapÕlmÕútÕr. 4 makine için testlerin bitme süresi 
114577ms iken makine sayÕsÕ arttÕkça testlerin bitme süresinin 
kÕsaldÕ÷Õ görülmüútür. 
TABLO III 7(679(5ø0ø.7$5,1$*g5(6,1,)/$1',50$
%$ù$5,7$%/268 
Test veri seti (%) BaúarÕ OranÕ (%) 
10 88.0504 
20 88.1862 
30 89.574 
40 89.7724 
      Apache Mahout kullanÕlarak, test veri setinin tüm veri 
setine oranÕ %40 iken sÕnÕflandÕrma yapÕldÕ÷Õnda %89.7724 
baúarÕ oranÕ elde edilmiútir. Test veri seti yüzdesi 
de÷iútirildi÷inde baúarÕ oranÕnÕn da de÷iúti÷i gözlenmiútir. 
Örne÷in Tablo 4.6’da test veri seti %10 iken baúarÕ oranÕ 
%88.050 olmuú, %20 iken baúarÕ oranÕ %88.1862 ve %30 iken 
%89.574 úeklinde test veri seti oranÕ arttÕkça baúarÕ oranÕnÕn 
da arttÕ÷Õ sonucuna ulaúÕlmÕútÕr 
ùekil. .  0DNLQHVD\ÕVÕ%LWPHVUHVL 
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IV.SONUÇLAR
     Bu çalÕúmada da÷ÕtÕk makine ö÷renmesi algoritmasÕnÕn 
büyük verilere uygulanarak akademik makalelerin 
sÕnÕflandÕrÕlmasÕ çalÕúmasÕ özetlenmiútir. Bunun için açÕk 
kaynak kodlu yazÕlÕmlar incelenip yeni ve popüler teknolojiler 
ile bunlarÕn veriler üzerine uygulanmasÕ yöntemleri üzerinde 
durulmuútur. Bulut üzerinde verileri iúlemek için Apache 
Mahout teknolojisi ile uygulama gerçekleútirilmiútir.  
     Sa÷lÕk, sosyal, mühendislik, hukuk ve tÕp olmak üzere beú 
kategoriye ayrÕlmÕú olan dokümanlarÕn Apache Mahout 
kullanÕlarak, Naive Bayes algoritmasÕ ile sÕnÕflandÕrÕlmasÕ 
gerçekleútirilmiútir. YapÕlan sÕnÕflandÕrma ile kategorilerin 
tahmini ve performans anlamÕnda yüksek baúarÕ oranÕ elde 
edildi÷i gözlenmiútir.  
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