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Ante un panorama en el cual los 
productos de software seguirán creciendo 
en complejidad y tamaño, la tarea de 
asegurar la calidad del mismo y su  
confiabilidad se hace cada vez más difícil. 
La calidad del producto a largo plazo 
depende en gran medida del nivel de 
calidad de las actividades relacionadas 
con el desarolo de software si no se 
realizan con los niveles de calidad 
adecuados. Para afrontar esta situación, se 
propone la elaboración de buenas 
prácticas para prevenir, medir y gestionar 
la deuda técnica en el desarrolo de 
software, y una heramienta que permita, 
a través de un repositorio de métricas de 
software y reportes de erores, relacionar 
los mismos para detectar clases o 
paquetes en donde sea más probable 
encontrar errores o propensión a fallas. 
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Un “mal olor” en el código (code 
smel en inglés) es cualquier síntoma en 
el código fuente de un programa que 
posiblemente indica un problema más 
profundo. Usualmente no son erores de 
programación, es decir, no son 
técnicamente incorectos y no impiden 
que el programa funcione correctamente. 
Sin embargo, indican deficiencias en su 
construcción que pueden disminuir la 
velocidad del desarrolo o aumentar el 
riesgo de errores o falos en el futuro [1]. 
La situación en la cual la calidad del 
código fuente a largo plazo se ve 
disminuida por las ganancias a corto 
plazo fue dada a conocer como la 
metáfora de “deuda técnica” (technical 
debt) por Ward Cunningham, quien la 
menciona por primera vez en el congreso 
de orientación a objetos OOPSLA en el 
año 1992 [2]. 
Así, la deuda técnica es aquela que se 
contrae cuando las actividades 
relacionadas con el desarrolo de software 
no se realizan con los niveles de calidad 
adecuados y, por lo tanto, pueden 
disminuir la mantenibilidad del código 
fuente u ocasionar mayores costos en el 
proyecto. Por ejemplo, cuando el 
programador  deja  de incorporar 
comentarios en el código fuente y, pasado 
un tiempo, necesita modificarlo. El 
código fuente resultará más difícil de ser 
analizado y requerirá invertir mayor 
tiempo y esfuerzo. De forma similar a las 
deudas financieras, se generan intereses, 
haciendo que los problemas de calidad en 
el código fuente vayan aumentando 
conforme pasa el tiempo. Por otra parte, 
una de las Leyes de Lehman [3] estima 
que el software seguirá creciendo en 
complejidad. Y como indica Eick et al. 
[4], la calidad de los cambios en sistemas 
con poca calidad tiende también a ser 
pobre. 
Otros autores reconocidos en el campo 
de la Ingeniería de Software realizaron 
sus propias definiciones basadas en la 
metáfora original.  Martin Fowler asocia 
la deuda técnica con la deuda financiera y 
agrega formas de pago e intereses 
generados [5]. Chris Sterling suma el 
concepto de degradación de los 
componentes [6]. 
En este sentido, existen diferentes 
aproximaciones  útiles  para la 
identificación del código fuente con 
deuda técnica: violaciones en la 
modularidad [7], problemas en los 
patrones de diseño [8],  [9], code smels 
[5], [9], [10], [1], [12], [13], [14], 
defectos encontrados con heramientas de 
análisis estático de código fuente [15], 
[16], [17], [18]. 
Debido a la  incidencia de la deuda 
técnica resulta imprescindible gestionarla 
adecuadamente.  Para elo es necesario 
contar con definiciones exactas así como 
medidas cuantitativas de los componentes 
que la conforman.  Esta información 
contribuirá a una mayor visibilidad sobre 
la deuda técnica, así como también, 
permitirá elaborar y difundir métodos y 
heramientas que permitan gestionarla 
adecuadamente. 
Un modo de dirigir este esfuerzo es 
mediante el uso de predictores con el 
objeto de anticipar las secciones o 
módulos más propensos a defectos en el 
futuro, a fin de enfocar los casos de 
prueba en los mismos. 
Existen diferentes enfoques en cuanto 
a los predictores, pudiendo utilizarse 
heramientas de análisis estático a partir 
de patrones, métricas de cambio o 
métricas de código [19]. 
Las heramientas de análisis estático a 
partir de patrones para encontrar a bajo 
nivel erores de programación son cada 
vez más comunes. Entre elas se 
encuentran FindBugs y PMD, ambas 
open-source. Lo que aportan esta clase de 
predictores son avisos en cuanto al code 
smel, haciendo una apreciación de 
acuerdo a la gravedad de los mismos [20] 
[21]. 
Por su parte, las métricas de cambio 
consideran que un complejo proceso de 
cambio de código afecta negativamente al 
producto software. En [2] se exhibe un 
estudio donde se fundamenta que las 
clases donde se realizaron más cambios 
son las más propensas a presentar erores 
en el futuro. A una mayor cantidad de 
cambios en el producto, mayor será la 
posibilidad de que presente falos. En este 
sentido, un ejemplo lo representa la 
heramienta Bug Maps-Granger [23], que 
aplica la Prueba de Causalidad de 
Granger al histórico del producto 
software (dónde se cambió el código, 
cuándo, cuantas veces a lo largo del 
tiempo). Estos predictores están más 
relacionados con el histórico del producto 
y a partir de él otorga las 
recomendaciones. 
Las métricas de código fuente 
permiten establecer relaciones en cuanto 
a, por ejemplo, la complejidad y lo 
propensa a falas que puede ser una clase. 
En base a la bibliografía, se puede señalar 
que lo más complicado en este proceso es 
la definición del conjunto de métricas que 
permitan decir algo con respecto a la 
complejidad  del software  y la 
probabilidad de encontrar errores, 
tomando diferentes enfoques (por 
ejemplo, minería de datos). En [24] se 
señala que las métricas más usadas son 
las CK (Chidamber y Kemerer) [25] y las 
técnicas usadas para conseguir predictores 
son las de Aprendizaje Automático 
(Machine Learning), dentro del campo de 
la Inteligencia Artificial.  
La vinculación entre los valores de las 
métricas y las falas puede ser útil en 
diferentes etapas del ciclo de vida del 
software. En una primera instancia, puede 
dar indicios sobre en qué clases o 
porciones de código debe enfocarse la 
prueba de software [26]. 
En un objetivo más a largo plazo, 
utilizando los incidentes históricos y 
vinculándolos con los valores de las 
métricas, puede permitir el ajuste de los 
umbrales de las mismas. 
Líneas de investigación y 
desarrolo 
Desde su creación en 1992, la metáfora 
de la “deuda técnica” ha venido 
desarolándose en el ámbito científico. 
Por lo tanto, es necesario realizar una 
revisión sistemática [27], para conocer la 
evolución del concepto. 
De manera similar, es necesario el 
estudio de las heramientas libres que 
miden la deuda técnica y su relación con 
conceptos similares: code smel, anti 
patrones y modelos de medición de 
mantenibilidad [28]. 
Teniendo estos dos puntos en cuenta, 
se propone elaborar un conjunto de 
buenas prácticas para prevenir, medir y 
gestionar la deuda técnica en el desarrolo 
de software. 
Por otra parte, se propone el diseño y 
desarolo de una heramienta que permita 
registrar y relacionar, en un proyecto de 
desarolo de software, los reportes de 
erores con métricas aplicadas al código 
fuente. Los resultados ofrecidos por la 
heramienta (las relaciones), podrán ser 
utilizados en la etapa de prueba, durante 
el desarolo del software.  
Adicionalmente, permitirá trabajar con 
distintas versiones del producto, en su 
evolución, tomando valores de métricas 
en un momento inicial, y repitiendo 
sucesivamente el proceso de medición, 
de manera que se puedan establecer 
umbrales ajustados al proyecto. 
Esta metodología permitirá establecer 
un patrón en cuanto a umbrales más 
adecuados en cada métrica, de modo que, 
en futuros desarolos, sólo sea necesario 
medir el código fuente para anticipar 
posibles clases o paquetes que contengan 
errores o defectos, donde deberían 
enfocarse los esfuerzos en la etapa de 
prueba. 
Resultados y Objetivos 
Algunos resultados en esta línea son: 
En primera instancia, se realizó una 
Revisión Sistemática de la Literatura, 
para obtener  información actualizada y 
relevante sobre experiencias de gestión de 
proyectos de software que incorporen 
heramientas específicas que contribuyan 
a la gestión cuantitativa de los mismos, 
cuyos resultados se publicaron en [29]. 
Se realizó una aplicación para evaluar 
la mantenibilidad de un producto 
software. La heramienta automatiza un 
método de medición, basado en GQM, 
calcula métricas, almacena las mediciones 
y compara los atributos evaluados. Se 
aplicó a la evaluación del software un 
gestor de contenidos Joomla. Los 
resultados permitieron observar el 
comportamiento de los indicadores que 
surgen de las métricas OO que se 
vinculan a determinados atributos de 
calidad en un producto software 
específico que se encuentra en estado de 
explotación  y susceptible  de 
mantenimiento evolutivo [30]. 
Formación de Recursos Humanos 
En el Grupo de Investigación sobre 
Calidad de Software (GICS) en esta línea 
de trabajo están involucrados 3 docentes 
investigadores, 1 becario de investigación 
de pregrado y un alumno de grado.  Dos 
alumnos desarolaron su Trabajo Final de 
Aplicación (TFA) en esta línea para 
obtener el título de Licenciados en 
Sistemas de Información de la UNNE en 
el último año. 
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