A novel optimization algorithm, called accelerated particle swarm optimization (APSO), is proposed for dynamic spectrum sensing in cognitive radio networks. While modified swarm-based optimization algorithms focus on slight variations of the standard mathematical formulas, in APSO, the acceleration variable of the particles in the swarm is also considered in the search space of the optimization problem. We show that the proposed APSO-based dynamic spectrum sensing technique is more efficient than existing methods, which are entirely based on the original particle swarm optimization algorithm.
Introduction: Cognitive radio (CR) has emerged as a promising technology to give solutions to the continuously increasing traffic demand [1] . To this end, new techniques for efficient spectrum management in CR networks (CRNs) have been proposed so far, such as the opportunistic use of spectrum. This approach enables unlicensed users to access licensed frequency bands detected to be idle [2] . However, opportunistic use of spectrum requires reliable spectrum sensing of weak primary signals. Cooperative spectrum sensing is a new communication paradigm that can provide significant multiplexing and diversity gains in CRNs [3, 4] .
Particle swarm optimization (PSO) is an effective computational method for optimizing continuous nonlinear functions [5] [6] [7] . However, PSO has also been proved to be a useful technique for spectrum sensing in CRNs [8] [9] [10] . In this letter, we propose a novel robust spectrum sensing technique for CRNs employing an optimization algorithm, namely accelerated PSO (APSO) [11, 12] . Derived from physics laws, APSO enriches the swarm intelligence theory with the involvement of the acceleration factor of the swarm in the model equations. In the sequel, we describe in detail the APSO-based spectrum sensing algorithm and we compare its performance with the standard PSO-based method [8] .
System Model: We consider the cooperative spectrum sensing network of Fig. 1 consisting of M CRs that send their locally sensed statistics to a fusion center. The binary hypothesis test, with H 0 and H 1 representing the hypothesis of signal being absent and present, respectively, at the kth time instant, is given by H 0 : rm(k) = nm(k) and H 1 : rm(k) = hms(k) + nm(k), m = 1, 2, . . . , M , where s(k) is the transmitted signal from the primary user, hm and nm(k) ∼ CN (0, σ 2 m ) denote the channel gain (being constant during the detection interval) and the zero-mean additive white Gaussian noise (AWGN) of variance σ 2 m , respectively, while rm(k) represents the received signal by the the mth CR. Problem Formulation: Given a targeted probability of false alarm P f , the probability of detection P d can be calculated in terms of the transmitted power Es = N−1 k=0 |s(k)| 2 (assumed to be known at the fusion center of the CRN), the weight vector w, and the channel power gain vector
where
2 /2 dt is the Gaussian Q-function, and
In (2), diag(χ) denotes a square matrix with the entries of vector χ being in its main diagonal and zeros elsewhere.
The goal is to find the optimal weight vector that maximizes the probability of detection in (1), which is equivalent to the minimization of its argument, since P d (·) is a monotonically decreasing function. Thus, the optimization problem becomes wopt = arg w min f (w), where f (w) is the fitness function to be optimized, given by
APSO-based Spectrum Sensing Algorithm: The PSO method, originally proposed in [5] and later refined in [6, 7] , has been applied in areas of optimization analysis, computational intelligence, and scheduling applications. More than thirty PSO variants and hybrid algorithms combining PSO with existing techniques have been proposed so far to achieve accelerated results. However, current algorithms neglect the acceleration factor of the particles in the swarm. It is important to note that the abbreviation "APSO" has already been adopted in the literature to stand for modified (accelerated) PSO algorithms, where the term "acceleration" characterizes the convergence of the algorithm. In the sequel, we introduce novel swarm model equations, involving also the acceleration factor of the particles. From Newton's 2nd law, and after adopting notation f t f (t) for mapping t → f (t), velocity and position can be written in terms of the acceleration factor a t in discrete form as
In standard PSO algorithm, let
T and
T be the velocity and position vectors of the ith particle at iteration t, where D is the number of particle dimensions, and i = 1, . . . , S, with S being the size of the swarm. Let now
T be the best (position vector) solution obtained from the ith particle up to iteration t, and p t
T the best (position vector) solution obtained from p t i in the population at iteration t. In this case, we can adjust the velocity and position equations as
where c 1 , c 2 are acceleration coefficients, ξ, η are random numbers uniformly distributed in the [0, 1] interval, ω is an inertia weight, and d = 1, . . . , D = M [6] . From (4), and taking into account (5) and (6), we notice the absence of the acceleration factor, which we can define now as
T is the acceleration vector of the ith particle at iteration t. Note that, the two terms on the right side of (7) are similar to elastic forces f = kcx, where kc is the elastic constant and x the distance vector from the center of mass (Hooke's law).
Therefore, the velocity and position equations, considering also t = 1 in (4), can now be expressed as
The proposed APSO is described in Algorithm 1, where the the fitness values (FVs) can be computed with the aid of Algorithm 2.
In step (iv) of Algorithm 1, we can introduce further constraints on the acceleration behavior of swarm particles, such as the variation of the mean acceleration of swarm particles with respect to the number 
T , where b is the index of the particle with the highest (negative) value. (iii) Set t = t + 1 and update velocity v t i,d according to (8) .
(iv) Define acceleration factor as in (7). (v) Update position x t i,d according to (8) . (vi) Compute the FV for each particle in the population. For the ith particle, if its FV is greater than the FV of p
. If the ith particle's FV is greater than the FV of p
T . Else, if there is no particle with FV greater than the FV of p Set w (i.e., p t i from Algorithm 1) and compute f (w) 11 : end for of iterations. This is in agreement with past studies that introduced randomness in acceleration coefficients according to the pseudo-code [7] 
where iter is the current iteration, maxit the maximum preselected iterations, amax the maximum selected acceleration, and rand(1, 1) denotes a single uniformly distributed random number within [0, 1] .
Simulation Results: Simulations were based on a targeted probability of false alarm equal to P f = 0. T dBs. Finally, the optimal value for the swarm size, which takes into account both performance and optimization, has been found to be S = 30.
From Fig. 2a , we can see that the proposed APSO algorithm has improved performance compared to the standard PSO over a number of 500 iterations. Further studies concerning the equation of position in (8) , revealed certain sensitivity of the optimization performance to an extra coefficient ε, referred to as timestep parameter in [12] , according to
In Fig. 2b , the performance of APSO taking into account (10) with ε = 2 instead of (8), i.e., ε = 0.5, is shown to be even better when compared to the standard PSO algorithm.
Conclusion:
In this letter, we presented an improved version of the standard PSO algorithm, called APSO, which considers also the acceleration factor of the swarm particles in the associated model equations. The novel swarm intelligence algorithm has been employed for dynamic spectrum sensing in a cooperative cognitive radio network. The simulation results revealed that the proposed APSO is a promising tool for robust cooperative spectrum sensing, providing higher probabilities of detection than the standard PSO algorithm.
