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Abstract
The cone Gˆ of a finite graph G is obtained by adding a new vertex p, called the cone point, and joining
each vertex of G to p by a simple edge. We show that the rank of the reduced homology of the independent
set complex of the cycle matroid of Gˆ is the cardinality of the set of the edge-rooted forests in the base graph
G. We also show that there is a basis for this homology group such that the action of the automorphism
group Aut(G) on this homology is isomorphic (up to sign) to that on the set of the edge-rooted forests in G.
c© 2006 Elsevier Ltd. All rights reserved.
1. Introduction
Let G be a finite graph and let I (G) denote the independent set complex of the cycle matroid
of G: I (G) is a simplicial complex with the vertex set E(G), the set of edges of G, and σ ⊂ E(G)
is a face of I (G) if σ does not contain any cycle. An important property of I (G) is shellability,
which implies that I (G) has the homotopy type of a wedge of (n−2)-dimensional spheres, where
n is the order of G. Therefore, a topological invariant that one naturally associates with I (G) is
the rank of the top reduced homology group H˜n−2(I (G)). We will denote this invariant by α(G)
throughout the paper.
It is well known that when G is connected, α(G) is the number of the spanning trees in G
with internal activity zero (refer to [1, Theorem 7.8.1] for a matroid theoretic generalization of
this result). This result is somewhat unnatural in that the internal activity of a spanning tree in
G depends on the ordering of E(G), whereas α(G) is independent of such orderings. However,
for the complete graph Kn , a new combinatorial interpretation for α(Kn) that is independent of
any ordering of E(Kn) was found in [3]: α(Kn) is the cardinality of the set of all edge-rooted
forests in Kn−1 (refer to Section 2 for the definition of the edge-rooted forests). Moreover, it
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was shown that one can associate an edge-rooted forest in Kn−1 with a fundamental cycle in
H˜n−2(I (Kn)), the collection of which then forms a basis for H˜n−2(I (Kn)). It is also worth noting
that a formula for α(Kn) is known in terms of the Hermite polynomial, a generating function for
partial matchings (degree 1 subgraphs) in a graph (refer to [6]).
In this paper, we will generalize the results in [3] to the following class of graphs: define
the cone Gˆ of a finite graph G to be the graph obtained by adding a new vertex p, called the
cone point, and joining each vertex of G to p by a simple edge. For example, the complete
graph Kn+1 is the cone of Kn and the wheel Wn is the cone of the circuit Cn . The first main
result of this paper is that α(Gˆ) is again the cardinality of the set Fe(G) of all edge-rooted
forests in G. We will show this by constructing a bijection between Fe(G) and the set of all
spanning trees in Gˆ with internal activity zero. Also we will create a set of fundamental cycles
in H˜n−1(I (Gˆ)) that is naturally associated with Fe(G). By means of a partial ordering in Fe(G)
which we will discuss in Section 2.2, we will see that this set forms a basis for H˜n−1(I (Gˆ)).
Most importantly, we will also establish that, when G is simple, the action of the automorphism
group Aut(G) on H˜n−1(I (Gˆ)) is isomorphic to the permutation action on Fe(G) tensored with
the sign representation.
Throughout the paper, we will assume that G is a non-empty finite graph with the vertex set
[n] = {1, . . . , n} when the order of G is n > 0. Multiple edges are allowed in G unless otherwise
stated. An m-dimensional face σ ∈ I (G) is identified with the spanning forest F = F(σ ) of G
(hence V (F) = V (G)) whose edges are the m + 1 elements of σ . A face σ of I (G) and the
corresponding spanning forest F = F(σ ) will both be denoted by F . When G is connected, a
facet (a maximal simplex under inclusion) of I (G) is a spanning tree in G.
2. Edge-rooted forests
We refer the reader to [7] for matroids in general and the excellent article [1] for the definitions
and results concerning independent set complexes of matroids that will be used throughout this
paper.
2.1. A new combinatorial interpretation for α(Gˆ)
First, we review internal activity. Let G be a finite graph equipped with a linear ordering ω
of E(G) the set of its edges. Given a spanning tree T in G, deleting an edge e in T creates a
forest with two components, say T1 and T2. The fundamental bond of e with respect to T is the
set EG(T1, T2) of all edges in G having one vertex in T1 and the other in T2. In particular, e
is always in its own fundamental bond. The edge e ∈ T is said to be internally active if e is
ω-smallest in its fundamental bond. Otherwise e is internally passive. The internal activity of T
is the number of internally active edges in T .
Recall that the cone Gˆ of a graph G is obtained by adding a cone point p to G, and joining
each vertex of G to p by a simple edge. For the coned graph Gˆ, we will use the following ordering
of E(Gˆ) to determine the spanning trees in Gˆ with internal activity zero. Let V (G) = [n], and
let the vertices of Gˆ be linearly ordered by p < 1 < 2 < · · · < n. Let ω be the resulting
lexicographic ordering of E(Gˆ): {p, 1}<ω{p, 2}<ω · · ·<ω{p, n}<ω · · ·<ω{n − 1, n}. Hence
every edge in the base G is larger than the edges in the star of p in this ordering.
Now given any spanning tree T in Gˆ, define the support of T to be T ∩ G. Note that T ∩ G
is a spanning forest in G, and there is exactly one vertex in each component of T ∩ G that is
adjacent to p in T . This vertex will be called a connecting root. The following lemma is a key
result of this section, whose proof is immediate and will be omitted.
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Lemma 1. A spanning tree T in Gˆ has zero internal activity with respect to ω iff no connecting
root in T ∩ G is the smallest vertex in its component. 
The set of all spanning trees in Gˆ with internal activity zero with respect to ω will be denoted
by T 0(Gˆ, ω), or simply T 0. From Lemma 1, it is clear that the support of every T ∈ T 0 is a
spanning forest F in G satisfying the following property: every component of F contains at least
one edge. We will denote the set of all spanning forests in G with this property by Fe(G).
Given F ∈ Fe(G), we will associate two important sets Rv(F) and Re(F) with F as follows.
Let {C1, . . . , Cd } be the set of the components of F . For each i , define V ∗(Ci ) to be the vertex set
V (Ci ) minus the smallest vertex in Ci . Note that no V ∗(Ci ) is empty. Also note that no E(Ci ) is
empty. Now define Rv(F) to be the collection of the sets {v1, . . . , vd } such that vi ∈ V ∗(Ci ) for
each i . Similarly, define Re(F) to be the collection of the sets {e1, . . . , ed} such that ei ∈ E(Ci )
for each i . We will often denote an element of Rv(F) by v, and that of Re(F) by e. Note that
we have |Rv(F)| =∏1≤i≤d |V ∗(Ci )| and |Re(F)| =∏1≤i≤d |E(Ci )|. Therefore, it follows that|Rv(F)| = |Re(F)| because |V ∗(Ci )| = |V (Ci )| − 1 = |E(Ci )| for all i .
Every T ∈ T 0 is determined once a connecting root is specified in each component of its
support T ∩ G, and a connecting root may be any vertex in a component except the smallest
vertex. Hence, we may identify T 0 with the following set of pairs
Fv(G) := {(F, v) : F ∈ Fe(G) and v ∈ Rv(F)},
via the bijection given by T → (T ∩ G, v) where v is the set of connecting roots. The inverse of
this is given by (F, v) → F ∪ vˆ, where vˆ is the cone of v with the cone point p. Hence we may
refer to a pair (F, v) as an element in T 0 via this bijection. In particular, we have |T 0| = |Fv(G)|.
We may also write Fv for Fv(G) when G is understood. The following is the main definition of
this section.
Definition. An edge-rooted forest in G is a forest F ∈ Fe(G) together with one edge in each
component of F marked as an edge root. Equivalently, we define the set Fe(G) of all edge-rooted
forests in G to be the following set of pairs:
Fe(G) := {(F, e) : F ∈ Fe(G) and e ∈ Re(F)}.
For (F, e) ∈ Fe(G), we will call F the support and e the set of edge roots. We may write Fe for
Fe(G) when G is understood.
The following proposition is a new interpretation of α(Gˆ) for a coned graph Gˆ that is
independent of any ordering of E(Gˆ).
Proposition 2. Let Gˆ be a cone of a finite graph G. Then α(Gˆ) equals the cardinality of the set
of all edge-rooted forests in G, i.e., α(Gˆ) = |Fe(G)|.
Proof. Since we have |Rv(F)| = |Re(F)| for every F ∈ Fe(G), it follows that |Fv(G)| =
|Fe(G)|. Now the result follows because we have α(Gˆ) = |T 0(G)| [1, Theorem 7.8.1] and
|T 0(G)| = |Fv(G)|. 
Examples. 1. Since Kn+1 is a cone of Kn (n ≥ 1), we see that α(Kn+1) = |Fe(Kn)|. Since
the number of edge-rooted trees with m vertices is (m − 1)mm−2, it follows that an exponential
generating function for α(Kn+1) is
∑
n≥0
α(Kn+1)
xn
n! = exp
(∑
m≥2
(m − 1)mm−2 x
m
m!
)
.
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2. For the wheel Wn of order n + 1, we will show that α(Wn) = 2n − 2. Since Wn is a cone of
the circuit Cn , we will show that |Fe(Cn)| = 2n − 2. Note that an edge-rooted spanning forest
in Cn can be constructed in two steps as follows. First pick a non-empty subset E ∈ E(Cn) with
|E | even and assign to each e ∈ E a plus or minus sign in such a way that the signs will alternate
as one goes around Cn . Then we will get two edge-rooted spanning forests in Cn , the first by
marking those edges with the plus signs as edge-roots and deleting those with the minus signs,
and then the second by doing the same thing with the signs switched. It is clear that every edge-
rooted forest in Cn can be obtained this way. Therefore it follows that |Fe(Cn)| = 2(2n−1 − 1).
3. Let a fan Fn of order n + 1 be the cone of the path Pn of length n. Then one can show by a
similar argument as above that there is one edge-rooted forest in Pn for each odd sized subset of
E(Pn). Hence α(Fn) = 2n−1.
2.2. Fe(G) and Fv(G) as isomorphic posets
In this subsection we will write Fe for Fe(G) and Fv for Fv(G). Certain partial orders on Fe
and Fv will play a crucial role when we construct a basis for the reduced homology of I (Gˆ) in
Section 3.
We begin by defining a partial order on Re(F) and a partial order on Rv(F) that are isomorphic
for each F ∈ Fe(G). Since the construction of these partial orders are completely analogous, we
will define them simultaneously by letting R denote either Re(F) or Rv(F) in what follows.
Given F ∈ Fe(G), let {C1, . . . , Cd } be the set of the components of F . Let x′ = {x ′1, . . . , x ′d}
and x = {x1, . . . , xd} be a pair of elements in R, where x ′i and xi are from the same component
Ci for each i . Define x′ ≤R x iff for each i , x ′i lies on the unique directed path Pxi (in Ci ) from
the smallest vertex in Ci to xi (including xi ). Now define the mapping ν : Re(F) → Rv(F) by
ν({e1, . . . , ed}) = {v1, . . . , vd }, where vi is the terminal vertex of the path Pei in Ci for every i . It
is easy to check that ν is an order preserving bijection. Hence, Re(F) and Rv(F) are isomorphic
as posets.
Now we define the partial orders Ωe and Ωv on Fe and Fv , respectively. First, define Ωe by
(F ′, x′) ≤ (F, x) iff
(a) F ′ is a proper subgraph of F , or
(b) F ′ = F and x′ ≤ x in Re(F).
Ωv is defined similarly with x′, x ∈ Rv(F) in (b). Clearly,Fe and Fv are isomorphic as posets
via the isomorphism V : Fe → Fv given by V(F, e) = (F, ν(e)). The following lemma is
immediate from the above discussion. We will refer to this lemma in Section 3.
Lemma 3. Fix F ∈ Fe(G), and suppose (F, e) ∈ Fe. Then, V(F, e) is the Ωv-largest element in
the set of all (F, v) ∈ Fv such that every vertex in v is a vertex of an edge in e. 
3. The homology of I (Gˆ)
The most important operation in constructing a basis for the homology of I (Gˆ) is the join
of simplicial complexes, which we now review briefly. Let K , L, and M be (finite) simplicial
complexes with mutually disjoint vertex sets. The join of K and L is defined by
K ∗ L = {σ ∪ τ : σ ∈ K and τ ∈ L}.
The join is clearly commutative and associative: K ∗ L = L ∗ K and (K ∗ L)∗ M = K ∗ (L ∗ M).
Furthermore σ ∪ τ is a facet of K ∗ L iff σ and τ are facets of K and L, respectively. It is a
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well-known fact from topology that if K and L are homeomorphic to spheres (of dimensions i
and j ), then K ∗ L is also homeomorphic to a sphere (of dimension i + j + 1). (Refer to [4]
or [5].) Also note that the join is compatible with an isomorphism of complexes: if K ∗ L is a
subcomplex of a complex A, and if g is an isomorphism on A, then g(K ∗ L) = g(K ) ∗ g(L).
Now, for each edge-rooted forest (F, e) ∈ Fe(G) of a finite graph G, we will construct a
subcomplex SF,e of I (Gˆ) as follows. For each e ∈ e, let eˆ be the cone of e with the same cone
point p of Gˆ. Clearly eˆ is isomorphic to K3. Given a finite set E , let D(E) denote the set of all
proper subsets of E . Define Se := D(E(eˆ)). Then Se is a subcomplex of I (Gˆ) homeomorphic to
the 1-dimensional sphere S1. For each non-root edge e ∈ E(F)\e, define e˜ to be the edge {p, v},
where v is the vertex of e that is farthest from the edge root of the component of F that contains
e. Define Σe := D({e, e˜}), which is a subcomplex of I (Gˆ) homeomorphic to the 0-dimensional
sphere S0. Finally define SF,e to be the join of all of Se (e ∈ e) and all of Σe (e ∈ E(F) \ e).
Proposition 4. Let G be a finite graph of order n. For every (F, e) ∈ Fe(G), SF,e is a full
dimensional subcomplex of I (Gˆ) and homeomorphic to the (n − 1)-dimensional sphere.
Proof. Since SF,e is a join of simplicial complexes that are homeomorphic to either S1 or S0, it
is homeomorphic to a sphere. Therefore it suffices to show that every facet of SF,e is a spanning
tree in Gˆ because every spanning tree in Gˆ has cardinality n, hence dimension n − 1.
First, suppose that F is a spanning tree in G. Let e1, . . . , en−1 be an ordering of the edges
of F such that e1 is the edge root of F and {ei : 1 ≤ i ≤ t} forms a subtree of F for all
1 ≤ t ≤ n − 1. Also for 2 ≤ i ≤ n − 1, let vi be the unique vertex of ei that is not shared by any
of the previous edges e1, . . . , ei−1. Then it is easy to see that e˜i = {p, vi }. Clearly the facets of
Se1 correspond to the three spanning trees in eˆ1, and adjoining e2 or e˜2 to these trees will result
in trees with the vertex set V (eˆ1) ∪ v2. In other words, every facet of Σe2 ∗ Se1 is a tree with the
vertex set V (eˆ1)∪ v2. Continuing this way, one can show that every facet of Σet ∗ · · · ∗Σe2 ∗ Se1
(2 ≤ t ≤ n − 1) is a tree with the vertex set V (eˆ1) ∪ {v2, . . . , vt }. It follows that the every facet
of SF,e1 is a spanning tree in Gˆ.
Now suppose that F has components C1, C2, . . . , Cd (d ≥ 2) with the set of edge roots
e = {e1, . . . , ed }. For each 1 ≤ i ≤ d , let SCi ,ei be the simplicial join of Sei and all of Σe
(e ∈ E(Ci )− ei ). Define SF,e := SC1,e1 ∗ · · · ∗ SCd ,ed . A facet T of SF,e is given by T =
⋃d
i=1 Ti
where Ti is a facet of SCi ,ei (1 ≤ i ≤ d). Furthermore, we see that each Ti is a tree with the
vertex set p ∪ V (Ci ) by the above discussion. Since F is a spanning forest in G, the sets V (Ci )
form a partition of V (G). Hence it follows that T is a spanning tree in Gˆ. 
Several important remarks about the above proof are in order. If a spanning tree T in Gˆ is a
facet of SF,e, then it is clear that T ∩G is a subgraph of F . Moreover, if T ∩G equals F , then the
connecting roots in T ∩ G are vertices of the edges in e. From this fact and Lemma 3, it follows
that if F ∪ vˆ is a facet of SF,e for (F, v) ∈ Fv , then we have (F, v) ≤ V(F, e) in Fv . Also note
that for each (F, e) ∈ Fe, the sets E(eˆ) (e ∈ e) and {e, e˜} (e ∈ E(F) \ e) form a partition of
E(Fˆ). Lastly, one can check from the construction of SF,e that the facet {{p, v} : v ∈ V (G)}
appears in SF,e for every (F, e) ∈ Fe.
Since SF,e is a join of simplicial complexes for every (F, e) ∈ Fe, it will be convenient to
regard its fundamental cycle in H˜n−1(I (Gˆ)) as an element in the exterior face ring of I (Gˆ) [2],
which we now review briefly. Let A be a finite simplicial complex with the vertex set E . Let W
be the free abelian group generated by the elements in E . Let Λ(W ) be the exterior algebra on
W generated by the monomials wσ := e1 ∧ · · · ∧ es for each subset σ = {e1, . . . , es} ⊂ E with
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wφ = 1. (Here we assume an ordering in each σ so that wσ is well defined.) We will refer to σ
as the support of a monomial e1 ∧ · · · ∧ es . Let I be the ideal of Λ(W ) generated by all wσ with
σ ∈ A. The exterior face ring of A is the quotient Λ(A) := Λ(W )/I . As a Z-module, Λ(A) is
isomorphic to the simplicial chain complex of A. As for the boundary operator ∂ of Λ(A), one
can check that if σ and τ are disjoint with σ ∪ τ ∈ A, then we have
∂(wσ ∧ wτ ) = ∂wσ ∧ wτ + (−1)|σ |wσ ∧ ∂wτ .
For x ∈ Λ(A), define Ax to be the subcomplex of A generated by the supports of all
monomials in x . Now let x, y ∈ Λ(A) with x homogeneous of degree d . Suppose Ax and Ay
have no common vertex and Ax ∗ Ay is a subcomplex of A. Using the above equation, one can
check the following:
∂(x ∧ y) = ∂x ∧ y + (−1)d x ∧ ∂y.
If the dimension of A is d ≥ 0, then we may identify H˜d(A) with the submodule of Λ(A)
generated by the cycles of degree d + 1. (Recall that z ∈ Λ(A) is a cycle if ∂(z) = 0). Lastly, let
g be an automorphism of A. Then, we note that g induces a (ring) automorphism of Λ(A) and an
automorphism of the reduced homology groups of A.
Now we are ready to express a fundamental cycle of SF,e as an element of Λ = Λ(I (Gˆ)). For
each e ∈ e, let e, e`, and e´ denote the three edges in eˆ and define xe := e ∧ e´ + e´ ∧ e` + e` ∧ e ∈ Λ.
Note that xe is well defined only up to sign because if we switch e` and e´, xe will change the sign.
For each e ∈ E(F) \ e, define ye = e − e˜ ∈ Λ. Clearly, xe’s and ye’s are cycles, i.e., ∂xe = 0 and
∂ye = 0. Finally, let
zF,e =
(∧
e∈e
xe
)
∧
( ∧
e∈E(F)\e
ye
)
.
Since each xe is defined only up to sign, so is zF,e. We will eliminate this ambiguity as follows.
Assume the order of G is n. Let w ∈ Λ(I (Gˆ)) be the monomial w := e1 ∧ · · · ∧ en , where ei is
the edge {p, i} for all i . (p is the cone point of Gˆ.) By the remark following Proposition 4, we see
that w is the monomial of full degree n that appears in zF,e (expressed as a sum of monomials)
for every (F, e) ∈ Fe(G). Now define each zF,e so that the coefficient of w in zF,e is +1.
Clearly, zF,e is homogeneous. Moreover, one can check that σ is the support of a monomial in
zF,e iff σ is a facet of SF,e. Furthermore, the above equations for the boundary operator implies
that ∂zF,e = 0. Hence, zF,e is a fundamental cycle of SF,e.
Theorem 5. Let G be a finite graph of order n. Then, the set of the cycles {zF,e : (F, e) ∈ Fe(G)}
forms a basis for H˜n−1(I (Gˆ)).
Proof. In this proof, the coefficient of (F, v) (∈ Fv) in a cycle z will mean the coefficient of the
monomial in z whose support is the tree F ∪ vˆ. In [1, Theorem 7.7.2 and 7.8.4], it was shown that
there is a basis {ρF,v : (F, v) ∈ Fv} of H˜n−1(I (Gˆ)) that is uniquely determined by the condition
that for each ρF,v, (i) the coefficient of (F, v) in ρF,v is 1 and (ii) that of any other element of Fv
is zero. (See Section 4 for the construction of this basis.) We will prove the theorem by showing
that the square matrix M representing each zF,e as a linear combination of {ρF,v : (F, v) ∈ Fv}
has determinant ±1.
To this end, we index the columns of M by the elements of Fe in a list that preserves the
partial order Ωe, and index the rows of M by the exact image of this list under the isomorphism
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V . In particular, the rows of M are indexed by the elements of Fv in a list that preserves Ωv .
Then the above property of {ρF,v : (F, v) ∈ Fv} implies that the entries in the column of M
indexed by (F, e) are the coefficients of elements of Fv in zF,e. It is clear from the construction
of zF,e that all of the entries of M are 0, 1, or −1. Moreover, the diagonal entries of M are
the coefficients of V(F, e) in zF,e for (F, e) ∈ Fe, and they are clearly ±1. From the remarks
following Proposition 4 and the definition of Ωv , it follows that the only non-zero entries in the
column indexed by (F, e) are on or above the row indexed by V(F, e). Therefore M is upper
triangular with ±1’s on the diagonal, and det(M) = ±1. 
Now we proceed to investigate the action of Aut(G) on H˜(I (Gˆ)) for a finite simple graph
G. In what follows, if g ∈ Aut(G) induces an automorphism of a set X , we will continue to
denote this automorphism by g. It is clear that every g ∈ Aut(G) induces a permutation on the
set Fe(G). Also, given any subset e = {e1, . . . , ed } of E(G), define g(e) := {g(e1), . . . , g(ed)}.
Then we have the action of Aut(G) on Fe defined by g(F, e) := (g(F), g(e)). We also note that
since g ∈ Aut(G) induces an automorphism of I (Gˆ), it also induces a (ring) automorphism of
Λ(I (Gˆ)). The following theorem is a key result of this paper.
Theorem 6. Let G be a finite simple graph of order n. The action of the automorphism group
Aut(G) (as a subgroup of the symmetric group Sn) on H˜n−1(I (Gˆ)) is isomorphic to the
permutation action on Fe(G) tensored with the sign representation sgn.
Proof. We will show that g(zF,e) = sgn(g) · zg(F,e) for every g ∈ Aut(G) and (F, e) ∈ Fe(G).
Note that we have
g(zF,e) =
(∧
e∈e
g(xe)
)
∧
( ∧
e∈E(F)\e
g(ye)
)
= ±
( ∧
e∈g(e)
xe
)
∧
( ∧
e∈E(g(F))\g(e)
ye
)
.
From this, we conclude that g(zF,e) = ±zg(F,e). Now let w ∈ Λ(I (Gˆ)) be the monomial
w = e1 ∧ · · · ∧ en . (Refer to the remark after the definition of zF,e.) We saw that w is the
monomial of full degree n that appears with coefficient +1 in every zF,e. Moreover, we have
g(w) = eg(1) ∧ · · · ∧ eg(n) = sgn(g) · e1 ∧ · · · ∧ en = sgn(g) · w. Now it follows that we must
have g(zF,e) = sgn(g) · zg(F,e). 
4. Bases for the homology of I (Gˆ) indexed by Fv(G)
We will briefly describe two additional bases of H˜∗(I (Gˆ)), the first of which will be the basis
{ρF,v : (F, v) ∈ Fv} [1, Theorem 7.8.4]. For each (F, v) ∈ Fv , we will define SF,v, a full
dimensional subcomplex of I (Gˆ) homeomorphic to a sphere. First suppose T is a spanning tree
in G with the vertex set [n]. For a given v ∈ [n] (v = 1), let Pv be the unique path in T from 1 to
v. We decompose T into paths inductively as follows. Let P1 = Pv and suppose P1, P2, . . . , Pt
have been defined (t ≥ 1). Let vt+1 be the smallest vertex in T \ (⋃tj=1 Pj ) and Pt+1 be the
unique path in T from some vertex in (
⋃t
j=1 Pj ) to vt+1. Now let Bv = E(Pv)∪{{p, 1}, {p, v}}
and B j = E(Pj )∪{p, v j } for all j ≥ 2; define ST ,v to be the join of D(Bv) and {D(B j )} (where
D(E) is the set of all proper subsets of E as before). It is clear that ST ,v is a sphere. Also one
can check that T ∪ vˆ is the only element in T 0 that appears as a facet in ST ,v . In general, for
(F, v) ∈ Fv with v = {v1, . . . , vd }, we define SF,v to be the join of {SCi ,vi }, where {Ci } is the
set of the components of F with the connecting roots vi ∈ Ci for each i . Again it can be checked
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that F ∪ vˆ is the only element of T 0 that is a facet of ST ,v . Then for each (F, v) ∈ Fv , ρF,v may
be defined as a fundamental cycles of SF,v in H˜n−1(I (Gˆ)).
The second basis is constructed as the set of fundamental cycles of {S′F,v}, which we define
as follows. Let T , v, and Pv be as above. Given an edge e ∈ T \ Pv , let Be = {e, e˜} where e˜ is
the edge connecting the cone point p of Gˆ and the vertex of e that is farthest from Pv . Define
ST ,v to be the join of D(Bv) and {D(Be) : e ∈ T \ Pv}. For general (F, v) ∈ Fv , we define S′F,v
analogously as above. Now define Z ′ = {z′F,v :} to be the fundamental cycles of {S′F,v} for each
(F, v) ∈ Fv . One can show by using the partial orderΩv that the matrix M representing z′F,v’s as
a linear combination of ρF,v’s has determinant ±1. Therefore the set Z ′ = {z′F,v : (F, v) ∈ Fv}
also forms a basis for H˜n−1(I (Gˆ)). In [3], Z ′ was used in analyzing the action of the involution
(1 n) ∈ Sn on H˜n−2(I (Kn),Z2).
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