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Abstract
Belief revision theory studies how an ideal epistemic agent should revise
her beliefs when she receives new information. In part I I will first present
the AGM theory of belief revision (Alchourrón & Gärdenfors & Makinson
1985). Then I will focus on the problem of iterated belief revisions.
2
1 Introduction
Belief revision theory studies how an ideal epistemic agent should revise her be-
liefs when she receives new information. Sophia believes many things, among
others that it will rain on Tuesday, that it will be sunny on Wednesday, and that
weather forecasts are always reliable. Belief revision theory tells Sophia how
to revise her beliefs when she learns that the weather forecast for Tuesday and
Wednesday predicts rain. As we will see, this depends on the details of her be-
liefs, but under one way of filling in the details she should keep her belief that it
will rain on Tuesday and give up her belief that it will be sunny on Wednesday.
To state in full detail how Sophia should revise her beliefs when she learns new
information we need a representation of her old beliefs and of the new information
she receives.
Belief revision theory models belief as a qualitative attitude towards sentences
or propositions: an ideal epistemic agent believes a proposition, or she disbelieves
the proposition by believing its negation, or she suspends judgment with respect
to the proposition and its negation. This is different in the theory of subjective
probabilities, which is sometimes referred to as Bayesianism (Easwaran 2011a,
2011b). Here belief is modeled as a quantitative attitude towards a sentence or
proposition: an ideal epistemic agent believes a proposition to a specific degree,
her degree of belief or credence for the proposition. As we will see, though, in
order to adequately model conditional beliefs and iterated belief revisions, belief
revision theory has to model the ideal epistemic agent’s beliefs with more than
just the set of sentences or propositions she believes.
2 The AGM Theory of Belief Revision
The AGM theory of belief revision derives its name from the seminal paper by
Alchourrón & Gärdenfors & Makinson (1985). Comprehensive overviews can be
found in Gärdenfors (1988), Gärdenfors & Rott (1995), and Rott (2001).
One version of the AGM theory of belief revision represents the agent’s old
beliefs with a set of sentences from some formal language, her belief set, together
with an entrenchment ordering over these sentences that represents how strongly
the agent holds the beliefs in her belief set. The entrenchment ordering represents
the details of the agent’s beliefs. The new information is represented by a sin-
gle sentence. The theory distinguishes between the easy case, called expansion,
where the new information does not contradict the agent’s old belief set and is
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simply added conjunctively and the general case, called revision, where the new
information might contradict the old belief set. The general case is difficult, be-
cause the agent has to turn her old belief set, which is assumed to be consistent,
into a new belief set that contains the new information and is consistent. Usually
the general case is dealt with in two steps: in a first step, called contraction, the
old belief set is cleared from everything that contradicts the new information. In a
second step one simply expands by adding the new information conjunctively. So
the hard work is done by contraction which turns the general case of revision into
the easy case of expansion.
A formal language L is defined inductively as follows. L contains the con-
tradictory sentence ⊥ and all elements of a given countable set of propositional
variables PV =
{
p, q, r, . . .
}
. Furthermore, whenever α and β are sentences of L,
then so are the negation of α, ¬α, as well as the conjunction of α and β, α ∧ β.
Finally, nothing else is a sentence of L.
The new information is represented by a single sentence α from L. The ideal
epistemic agent’s old beliefs are represented by a set of sentences, her belief set
B ⊆ L, and an entrenchment ordering  for B. Where ` is the consequence
relation on L and Cn (B) = {α ∈ L : B ` α} the set of consequences of B, the
entrenchment ordering has to satisfy the following postulates. For all α, β,γ ∈ L:
1 If α  β and β  γ, then α  γ. Transitivity
2 If β ∈ Cn ({α}), then α  β. Dominance
3 α  α ∧ β or β  α ∧ β. Conjunctivity
4 If ⊥ < Cn (B), then: α < B just in case for all β ∈ L: α  β. Minimality
5 If for all α from L: α  β, then β ∈ Cn (∅). Maximality
Expansion, revision, and contraction turn belief sets and new information into
belief sets. Formally they are functions from ℘ (L) × L into ℘ (L). Expansion
+˙ turns each old belief set B ⊆ L and sentence α ∈ L into the new belief set
B+˙α = Cn (B ∪ {α}). Revision ∗ turns each old belief set B ⊆ L and sentence
α ∈ L into a new belief set B ∗ α, where ∗ is required to satisfy the following
postulates. For all B ⊆ L and all α, β ∈ L:
∗1. B ∗ α = Cn (B ∗ α). Closure
∗2. α ∈ B ∗ α. Success
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∗3. B ∗ α ⊆ Cn (B ∪ {α}). Inclusion
∗4. If ¬α < Cn (B), then B ⊆ B ∗ α. Preservation
∗5. If Cn ({α}) = Cn ({β}), then B ∗ α = B ∗ β. Congruence
∗6. If ¬α < Cn (∅), then ⊥ < B ∗ α. Consistency
∗7. B ∗ (α ∧ β) ⊆ Cn ((B ∗ α) ∪ {β}). Conjunction 1
∗8. If ¬β < B ∗ α, then Cn ((B ∗ α) ∪ {β}) ⊆ B ∗ (α ∧ β). Conjunction 2
The two-step view of revision according to which it consists in first contracting
the old belief set by the negation of the new information, thus making it consistent
with the new information (as well as everything implied by the new information),
and then expanding it by adding the new information conjunctively is described
by the Levi identity (Levi 1977):
B ∗ α = Cn (B−˙¬α ∪ {α})
The Levi identity puts contraction −˙ center stage of the revision process. Contrac-
tion −˙ turns each old belief set B ⊆ L and sentence α ∈ L into a reduced belief
set B−˙α that is cleared from α (as well as everything implying α) and required to
satisfy the following postulates. For all B ⊆ L and all α, β ∈ L:
−˙1. B−˙α = Cn (B−˙α). Closure
−˙2. If α < Cn (∅), then α < Cn (B−˙α). Success
−˙3. B−˙α ⊆ Cn (B). Inclusion
−˙4. If α < Cn (B), then B−˙α = B. Vacuity
−˙5. If Cn ({α}) = Cn ({β}), then B−˙α = B−˙β. Congruence
−˙6. Cn (B) ⊆ Cn ((B−˙α) ∪ {α}). Recovery
−˙7. (B−˙α) ∩ (B−˙β) ⊆ B−˙ (α ∧ β). Conjunction 1
−˙8. If α < B−˙ (α ∧ β), then B−˙ (α ∧ β) ⊆ B−˙α. Conjunction 2
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The Levi identity turns each contraction operator −˙ satisfying −˙1-−˙8 into a re-
vision operator ∗ satisfying ∗1-∗8. The converse is true of the Harper identity
(Harper 1976):
B−˙α = B ∗ ¬α ∩ Cn (B)
Given a fixed belief set B we can use an entrenchment ordering  for B to define
a revision operator ∗ as follows:
B ∗ α = Cn ({β ∈ L : ¬α ≺ β} ∪ {α}) ,
where α ≺ β holds just in case α  β and β  α.
The idea behind this equation is the following: when the agent revises ∗ her
old belief set B by the new information α she first has to clear B from ¬α as
well as everything else that is as entrenched as, or less entrenched than, ¬α. For
instance, B also has to be cleared from everything implying ¬α. However, all
sentences β from the agent’s old belief set B that are more entrenched than ¬α
can be preserved. This gives us the preserved belief set
{
β ∈ L : ¬α ≺ β}. Then
one adds the new information α to obtain
{
β ∈ L : ¬α ≺ β} ∪ {α}. Finally one
adds everything that is implied by the preserved belief set together with the new
information.
Then one can prove
Theorem 1 Let L be a formal language and let B ⊆ L be a belief set. For each
entrenchment ordering  for B satisfying  1- 5 there is a revision operator ∗
satisfying ∗1-∗8 such that B ∗ α = Cn ({β ∈ L : ¬α ≺ β} ∪ {α}). For each revision
operator ∗ satisfying ∗1-∗8 there is an entrenchment ordering  for B satisfying
 1- 5 such that B ∗ α = Cn ({β ∈ L : ¬α ≺ β} ∪ {α}).
See Gärdenfors (1988) and Gärdenfors & Makinson (1988).
There is a different way of representing postulates ∗1-∗8 for revision operators
∗ due to Grove (1988). Similar to Lewis’ (1973) theory of counterfactuals it uses
systems of spheres defined on a set of possible worlds instead of entrenchment
orderings defined on a formal language. A set of possible worlds can be thought
of as a set of complete or maximally specific ways the world might be. One
approach, used by Grove (1988), is to identify possible worlds with maximally
consistent sets of sentences from L, i.e. sets of sentences that are consistent,
but that become inconsistent as soon as a single new sentence is added. Another
approach is to take possible worlds as primitive. For present purposes we do not
have to take a stance on this issue and can assume that we are given a set of
possible worlds WL relative to which we interpret the sentences from L.
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~α = {w ∈WL : w |= α} is the proposition expressed by the sentence α, i.e.
the set of possible worlds in which α is true. If we follow Grove (1988) and
construct WL as the set of maximally consistent sets of sentences from L, then
w |= α holds just in case α ∈ w. If possible worlds are taken as primitive, |= has
to be analyzed differently. Either way there may be propositions B ⊆WL that are
not expressed by any sentence α from L. ~B = {w ∈WL : w |= α for all α ∈ B}
is the proposition expressed by the set of sentences B. If we follow Grove (1988)
and construct WL as the set of maximally consistent sets of sentences from L,
then for each proposition B ⊆ WL there is a set of sentences from L, t (B), such
that B = ~t (B) (it is
⋂ {A ⊆ L : A is maximally consistent andA ∈ B}). This
means that every proposition B ⊆WL can be expressed by a set of sentences from
L. If possible worlds are taken as primitive this has to be stipulated. We assume
this stipulation to be made.
Let B ⊆WL be a proposition and let S ⊆ ℘ (WL) be a set of propositions. S is
a system of spheres in WL that is centered on B if and only if for all A,C ⊆ WL
and all α ∈ L:
S1 If A,C ∈ S, then A ⊆ C or C ⊆ A. S is nested
S2 B ∈ S, and: if A ∈ S, then B ⊆ A. S is centered on B
S3 WL ∈ S.
S4 If ~α∩D , ∅ for some D ∈ S, then there is D∗ ∈ S such that: ~α∩D∗ , ∅,
and D∗ ⊆ E for all E ∈ S with ~α ∩ E , ∅.1
In combination with S3 requirement S4 says that for each consistent sentence α
there is a smallest sphere D∗ ∈ S intersecting ~α. Let cS (α) := ~α ∩ D∗ and
define cS (α) = ∅ if α is inconsistent. cS (α) is the set of α-worlds that are “closest”
to the center B, where closeness is spelt out in terms of the system of spheres S.
If α is consistent with (a set of sentences expressing) the center B, then cS (α) is
just the intersection of the center B with the set of α-worlds, ~α ∩ B. Otherwise
one has to leave the center and move to the first sphere D∗ that intersects with the
proposition expressed by α and take their intersection, ~α ∩D∗, as cS (α).
1In one respect Grove’s (1988) notion of a system of spheres is more general than Lewis’
(1973) notion as it allows S to be centered on arbitrary propositions B ⊆ WL, whereas Lewis
(1973: 14f) requires the center B to contain the actual world (and nothing but the actual world).
In another respect Grove’s (1988) notion is less general than Lewis’ (1973) as requirement S4
effectively makes the limit assumption, which Lewis (1973: 19f) famously rejects.
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Given a fixed belief set B we can use a system of spheres S centered on ~B
to define a revision operator ∗ as follows:
B ∗ α = t
(
cS (α)
)
The idea is that what you end up believing after revising ∗ your old beliefs B with
the new information α is (a set of sentences expressing) the proposition cS (α) that
contains the α-worlds that are closest when the proposition expressed by your old
beliefs, ~B, is the center. Expansion is the special case where the proposition
expressed by the new information intersects the proposition expressed by the old
beliefs, ~α ∩ ~B , ∅. In the general case of revision this intersection may be
empty so that one has to leave the innermost sphere ~B and move to the smallest
sphere D∗ that intersects with ~α.
Grove (1988) proves
Theorem 2 Let L be a formal language, let B ⊆ L be a belief set, and let WL
be a set of possible worlds relative to which the sentences from L are interpreted.
For each system of spheres S in WL that is centered on ~B and satisfies S1-S4
there is a revision operator ∗ satisfying ∗1-∗8 such that B ∗ α = t
(
cS (α)
)
. For
each revision operator ∗ satisfying ∗1-∗8 there is a system of spheres S in WL that
is centered on ~B and satisfies S1-S4 such that B ∗ α = t
(
cS (α)
)
.
We can picture a system of spheres centered on ~B as an “onion” around ~B.
The shaded area ~B∗α is the strongest proposition the agent believes after revis-
ing her old belief set B by the new information α:
~B
~α
~B ∗ α
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In the AGM theory of belief revision the ideal epistemic agent’s old beliefs are
represented by her belief set B together with her entrenchment ordering  for B.
The latter ordering guides the revision process in that it specifies which elements
of the old belief set are given up and which are kept when new information δ is
received. The result of revising the old belief set by new information is a new
belief set B ∗ δ. Sophia’s old belief set B includes the beliefs that it will rain
on Tuesday, that it will be sunny on Wednesday, and that weather forecasts are
always reliable. Suppose her belief α that it will be sunny on Wednesday is less
entrenched than her belief β that it will rain on Tuesday, which in turn is less
entrenched than her belief γ that weather forecasts are always reliable, α ≺ β ≺ γ.
On Monday Sophia learns that the weather forecast for Tuesday and Wednes-
day predicts rain, δ. Consequently she has to give up her belief α that it will
be sunny on Wednesday or her belief γ that weather forecasts are always reli-
able. The reason is that it follows from δ that one of those two beliefs is false,
¬α ∨ ¬γ ∈ Cn ({δ}). This implies that α ∧ γ  ¬δ. Since β ∈ Cn ({γ, δ})
there is no need for Sophia to give up her belief β that it will rain on Tuesday,
and we assume ¬δ ≺ β so that Sophia’s entrenchment ordering looks as follows:
α ∼ α ∧ γ  ¬δ ≺ β ≺ γ, where x ∼ y holds just in case x  y and y  x. Thus
Sophia’s new belief set is B ∗ δ = Cn ({x : ¬δ ≺ x} ∪ {δ}) = Cn ({β,γ, δ,¬α}).
To Sophia’s surprise it is sunny on Tuesday after all. Therefore Sophia wants
to revise her newly acquired belief set B ∗ δ a second time by ¬β to correct her
belief β that it will rain on Tuesday. In addition, Sophia has to give up her belief
δ that the weather forecast for Tuesday and Wednesday predicts rain (she might
have misheard the weather forecast, say) or her belief γ that weather forecasts
are always reliable (she might have been too gullible, say). The reason is that
it follows from ¬β that one of those two beliefs is false, ¬δ ∨ ¬γ ∈ Cn (¬β).
Unfortunately AGM belief revision theory is of no help here. While Sophia could
use her entrenchment ordering to revise her old belief set B to a new belief set
B ∗ δ, the entrenchment ordering itself has not been updated and so is silent as
to whether δ is more entrenched than γ (she was too gullible, say) or γ is more
entrenched that δ (she misheard the weather forecast, say) or γ is as entrenched
as δ (she was too gullible and misheard the weather forecast, say). This, however,
is exactly the kind of information that Sophia would need to revise her beliefs a
second time.
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3 Iterated Belief Revision
More generally, the problem is that Sophia’s beliefs are represented as a belief
set plus an entrenchment ordering before the revision process, but as a belief set
without an entrenchment ordering after the revision process. To handle iterated
belief revisions the ideal epistemic agent’s beliefs have to be represented in the
same way before and after the revision process. Gärdenfors & Rott (1995: 37)
call this the “principle of categorical matching”.
Nayak (1994), Boutilier (1996), Darwiche & Pearl (1997), Segerberg (1998)
and Fermé (2000), Rott (2003), Rott (2006), and others do exactly this. They
augment the AGM postulates by further postulates specifying how the ideal epis-
temic agent should revise her entrenchment ordering in addition to her belief set
when she receives new information. On their accounts the agent’s beliefs are rep-
resented as a belief set plus an entrenchment ordering both before and after the
revision process, and both of these two elements are revised when new informa-
tion is received.
Let us have a closer look at the proposal by Darwiche & Pearl (1997). In
addition to ∗1-∗8 they propose the following four postulates for iterated belief
revision. For all B ⊆ L and all α, β ∈ L:
∗9. If β ∈ Cn ({α}), then (B ∗ β) ∗ α = B ∗ α.
∗10. If ¬β ∈ Cn ({α}), then (B ∗ β) ∗ α = B ∗ α.
∗11. If β ∈ B ∗ α, then β ∈ (B ∗ β) ∗ α.
∗12. If ¬β < B ∗ α, then ¬β < (B ∗ β) ∗ α.
In order to perspicuously represent these four postulates it is helpful to consider
the following reformulation of a system of spheres S in WL centered on B. Let
B ⊆WL be a proposition and let ≤ be a binary relation on WL. ≤ is a plausibility
ordering on WL with center B just in case for all w,w′,w′′ ∈WL and A ⊆WL:
≤1 w ≤ w′ or w′ ≤ w. ≤ is connected
≤2 If w ≤ w′ and w′ ≤ w′′, then w ≤ w′′. ≤ is transitive
≤3 w ∈ B if and only if ∀w∗ : w ≤ w∗.
≤4 If A , ∅, then {v ∈ A : v ≤ w∗∀w∗ ∈ A} , ∅.
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So a system of spheres centered on B can be understood as a plausibility ordering
with the center B being the set of most plausible possible worlds.
In terms of such a plausibility ordering the problem with the original AGM
approach is the following. Before the revision process the agent’s beliefs are
represented as a belief setB plus a plausibility ordering ≤B with center ~B. After
the revision process the agent’s beliefs are represented as a belief set B ∗ α, but
without a corresponding plausibility ordering ≤B∗α. The principal of categorical
matching urges us to represent the agent’s beliefs as a belief set plus a plausibility
ordering both before and after the revision process. In these terms postulates ∗9-
∗12 say the following:
≤5. If w,w′ ∈ ~α, then w ≤B w′ just in case w ≤B∗α w′.
≤6. If w,w′ < ~α, then w ≤B w′ just in case w ≤B∗α w′.
≤7. If w ∈ ~α and w′ < ~α, and if w <B w′, then w <B∗α w′.
≤8. If w ∈ ~α and w′ < ~α, and if w ≤B w′, then w ≤B∗α w′.
Here w < w′ holds just in case w ≤ w′ and w′  w.
Grove (1988) proves
Theorem 3 Let L be a formal language, let B ⊆ L be a belief set, and let
WL be a set of possible worlds relative to which the sentences from L are in-
terpreted. For each plausibility ordering ≤ on WL with center ~B that satis-
fies ≤ 1-≤ 4 there is a revision operator ∗ satisfying ∗1-∗8 such that B ∗ α =
t ({v ∈ ~α : v ≤ w∀w ∈ ~α}). For each revision operator ∗ that satisfies ∗1-∗8
there is a plausibility ordering ≤ on WL with center ~B satisfying ≤ 1-≤ 4 such
that B ∗ α = t ({v ∈ ~α : v ≤ w∀w ∈ ~α}).
Darwiche & Pearl (1997) prove
Theorem 4 Let L be a formal language, let B ⊆ L be a belief set, and let WL
be a set of possible worlds relative to which the sentences from L are interpreted.
Suppose ∗ satisfies ∗1-∗8 and ≤B is the corresponding plausibility ordering on WL
with center ~B such that ≤ 1-≤ 4 and B ∗ α = t ({v ∈ ~α : v ≤ w∀w ∈ ~α}).
Then ∗ satisfies ∗9-∗12 just in case ≤B satisfies ≤ 5-≤ 8.
These approaches to iterated belief revision, of which Darwiche & Pearl (1997) is
just one among many, have in common that the agent’s beliefs are represented as
a belief set plus an entrenchment ordering/system of spheres/plausibility ordering
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both before and after the revision process. They also have in common that the new
information is represented as a single sentence or a single proposition. The latter
is also true for the approach by Jin & Thielscher (2007) discussed below, but
different for what Rott (2009) calls “two-dimensional” belief revision operators
(see Cantwell 1997 and Fermé & Rott 2004 and Rott 2007).
In “one-dimensional” belief revision the new information comes as a “naked”
(Rott 2007) sentence or proposition, and it is the job of the various belief revi-
sion methods – lexicographic revision (Nayak 1994), natural revision (Boutilier
1996), irrevocable revision (Segerberg 1998, Fermé 2000), irrefutable revision
(Rott 2006), and others – to say where exactly in the new entrenchment order-
ing/system of spheres/plausibility ordering that sentence or proposition should be
placed. In two-dimensional belief revision it is the new information itself that car-
ries this information, at least to some extent. Here the new information does not
merely say that the input sentence α should be accepted.2 It additionally specifies
how firmly α should be accepted by requiring α to be (at least) as entrenched as
some “reference sentence” β so that the new information is of the form β  α.
Let us return to our example. On Monday Sophia learns that the weather
forecast for Tuesday and Wednesday predicts rain, δ. In one-dimensional belief
revision she picks one of the iterated belief revision methods and revises her old
belief set B and entrenchment ordering B to obtain a new belief set B ∗ δ and
entrenchment ordering B∗δ. Different methods return different outputs, but on
all of them she ends believing that it will rain on Tuesday, β. On Tuesday she
sees that is sunny, ¬β. In one-dimensional belief revision Sophia proceeds as
before. In two-dimensional belief revision Sophia does not merely receive the
qualitative information ¬β, but the comparative information ¬γ  ¬β, indicating
that she trusts her sight at least as much as the weather forecast. While there still
are several belief revision methods to choose from (Rott 2009) – among others,
reflecting the fact that Sophia can respect ¬γ  ¬β by lowering the doxastic status
of ¬γ or by raising the doxastic status of ¬β – the new information now is more
specific and leaves less room to be filled by the revision method. It is then only a
small step to equip Sophia with the quantitative, numerical information that ¬β is
entrenched to a specific degree. In that case the new information determines where
¬β is located in the new entrenchment ordering. The revision method merely has
to incorporate this into Sophia’s old beliefs in a coherent way. We will take this
step in part II.
2For present purposes we can ignore the case of “non-prioritized” belief revision, where the
new information need not be accepted. See Hansson & Fermé & Cantwell & Falappo (2001).
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Before doing so let us briefly return to the qualitative approaches to iterated
belief revision. As Jin & Thielscher (2007) point out the accounts by Darwiche &
Pearl (1997) and others are still too permissive in the sense that beliefs are given
up unnecessarily. As a consequence they additionally require the ideal epistemic
agent to consider the new information β independent of a sentence α after revi-
sion by β if she did so before. While the idea behind Jin & Thielscher (2007)’s
proposal seems to be correct, their actual proposal is too strong. The reason is that
their notion of dependence is too strong in the sense that too many sentences are
rendered independent. According to them a believed sentence α is independent
of another sentence β if the believed sentence α is still believed after revision by
the negation of the other sentence, ¬β. But I can receive new information ¬β,
say, that the captain of my favorite football will not be fit for the match, whose
negation β is positively relevant to, and so not independent of, a belief of mine α,
say, that my favorite football team will win the match, without making me give up
that belief of mine altogether. More generally, the ways two sentences can depend
on each other are many and varied, and the qualitative and comparative notions of
AGM belief revision theory seem to be too coarse-grained to capture those. Hild
& Spohn (2008) argue axiomatically that, in order to adequately represent all de-
pendencies, and to handle indefinitely iterated belief revisions, one has to go all
the way to quantitative, numerical ranking functions.
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