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1 Introduction
Mellin amplitudes are an alternative representation of conformal correlation functions that
are analogous to scattering amplitudes. In particular, we shall show that the Operator
Product Expansion (OPE) leads to the factorization of the residues of the poles of Mellin
amplitudes. In the future, we hope these factorization properties can be used to compute
Mellin amplitudes more efficiently with BCFW-type recursion relations.
The existence of a convergent OPE is a basic property of a Conformal Field Theory
(CFT). This means that we can replace the product of k local operators (inside a correlation
function) by an infinite sum of local operators
O1(x1) . . .Ok(xk) =
∑
p
C(1...k,p)µ1...µJ (x1, . . . , xk, y, ∂y)Oµ1...µJp (y) , (1.1)
where p runs over all primary local operators. This sum converges inside a n-point corre-
lation function if there is a sphere centred at y that contains all points x1, . . . , xk and does
not contain any of the other n− k points, as depicted in figure 1. Therefore, we can write
〈O1(x1) . . .On(xn)〉 =
∑
p



























Figure 1. In a CFT correlation function, one can replace multiple operators inside a sphere by a
(infinite) sum of local operators inserted at the center of the sphere.
Notice that the OPE coefficient function is entirely determined by the (k+1)-point function,
〈O1 (x1) . . .Ok (xk)Oν1...νJp (z)〉 = C(1...k,p)µ1...µJ (x1, . . . , xk, y, ∂y) 〈Oµ1...µJp (y)Oν1...νJp (z)〉, (1.3)
where we have chosen a basis of operators that diagonalizes the two-point functions. This
suggests that using the OPE one should be able to factorize n-point functions in products
of lower point functions (in this case, k + 1 times n − k + 1). Following Mack [1, 2], we
shall argue that this factorization is best formulated in Mellin space.
Consider the Mellin amplitude associated with a n-point function of scalar primary
operators Oi of dimension ∆i,1







where the integration [dγ] is subject to the constraints2
n∑
i=1
γij = 0 , γij = γji , γii = −∆i , (1.5)
ensuring that the correlation function transforms appropriately under conformal transfor-
mations. The integration contours for the independent γij variables run parallel to the
imaginary axis. The Mellin amplitude M depends on the variables γij subject to the
constraints (1.5) but we shall often keep this dependence implicit to simplify our formulas.
It is convenient to introduce a set of auxiliary vectors {p1, . . . , pn} such that γij = pi ·pj .
Then, the constraints (1.5) follow from momentum conservation
∑n
i=1 pi = 0 and on-
shellness p2i = −∆i.
1We use γij for Mellin variables, instead of the standard notation δij to avoid confusion with the
Kronecker-deltas that proliferate in this work. Throughout this paper, M(γij) denotes a function
M(γ12, γ13, . . . ) of all Mellin variables.
2The notation [dγ] includes the a factor of 1
2pii
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Figure 2. The multiple OPE of figure 1 leads to the factorization of the residues of the poles of
the Mellin amplitude in terms of lower-point Mellin amplitudes.
As explained in [3] (section 2.1), for each primary operator Op, with dimension ∆
and spin J , that appears in the OPE (1.1), the Mellin amplitude has an infinite sequence
of poles
M ≈ Qm














Notice that the position of the poles can be thought as the on-shellness condition for the
total momentum injected into the first k operators. Moreover, the residues Qm factorize in
terms of the Mellin amplitudes for a (k + 1)-point function (Left) and a (n− k + 1)-point
function (Right), as depicted in figure 2. When the exchanged operator has spin zero, the
formulas are particularly simple3
Q0 = −2Γ(∆)MLMR , Qm = −2Γ(∆)m!(




where (x)m = Γ(x + m)/Γ(x) is the Pochhammer symbol and d is the spacetime dimen-












and similarly for Rm. In sections 4 and 5 we will derive these and similar factorization
formulas for the residues associated with primary operators with non-zero spin. However,
before that we must discuss the generalization of the Mellin representation (1.4) for corre-
lation functions involving tensor operators (section 3). In order to make the analogy with
scattering amplitudes more explicit, we start by reviewing their factorization properties
3These formulas were first derived in [3] for correlation functions given by Witten diagrams in AdS. This






1 + ∆− d
2
) (1.8)
from the result of [3]. This mismatch follows from a different choice of normalization for the operators O.


























Figure 3. Scattering amplitudes have poles when the momentum p =
∑k
a=1 pa approaches the
mass shell, p2 +M2 = 0, of a particle in the theory. The residue of this pole factorizes in terms of
lower point scattering amplitudes.
in section 2. In section 6, we generalize a formula proposed in [4], relating the Mellin
amplitude of a CFT correlator to the scattering amplitude of the dual bulk theory through
the flat space limit of Anti-de Sitter (AdS) spacetime. In addition in appendix C we check
that, in the flat space limit, our factorization formulas for Mellin amplitudes reduce to the
standard factorization formulas for scattering amplitudes. Finally, we conclude in section 7
with some ideas for the future.
2 Factorization of scattering amplitudes
In this section, we review the factorization properties of scattering amplitudes of n scalar
particles. In particular, we study their poles associated to the exchange of particle with
mass M and spin J . The residues of these poles factorize in terms of left and right scattering
amplitudes (see figure 3) involving the exchanged particle as an external state. The case
of spin J = 0 is particularly simple,
Res
p2=−M2
(T ) = TLTR (2.1)
where p =
∑k
a=1 pa is the total momentum injected on the left part of the diagram and TL
and TR are the scattering amplitudes associated to the left and right scattering amplitudes
(see figure 3). Before generalizing this formula for general spin J we must introduce some
notation for scattering amplitudes involving one particle with spin J .
2.1 Scattering amplitudes for spinning particles
A scattering amplitude of a massive vector boson and k scalars is a function of the polar-
ization vector ε and the momenta p and pi (see figure 4). It can be written as
T (ε, p, pi) =
k∑
a=1
ε · pa T a(pi · pj) (2.2)


























Figure 4. Scattering amplitude of k scalar particles and one particle with spin. The polarization
of the spinning particle is encoded in the null vector ε.
can be used to write p · pi in terms of pi · pj . Moreover, the condition ε · p = 0 leads to the
redundancy
T a(pi · pj)→ T a(pi · pj) + Λ(pi · pj) (2.4)
for any function Λ of the Lorentz invariants pi ·pj . If the vector particle is massless (photon)
then we have gauge invariance
T (ε+ λp, p, pi) = T (ε, p, pi) , ∀λ ∈ R , (2.5)
which leads to the constraint
k∑
a=1
p · pa T a(pi · pj) = 0 . (2.6)
Consider now the scattering amplitude of a massive spin J boson and k scalars. In
this case the polarization vector is a symmetric and traceless tensor with J indices, which
we shall encode with a null polarization vector with just one index εµ. In this way we can
write the scattering amplitude as a function of ε and the momenta p and pi as follows








T a1...aJ (pi · pj) (2.7)
where T a1...aJ (pi ·pj) are functions of the Lorentz invariants pi ·pj , totally symmetric under
permutations of the indices a1 . . . aJ . The condition ε · p = 0 leads to the redundancy
T a1...aJ (pi · pj)→ T a1...aJ (pi · pj) +
J∑
m=1
Λa1...am−1am+1...aJ (pi · pj) (2.8)
where Λa1...am−1am+1...aJ (pi ·pj) is any function of pi ·pj that depends on one less index and
it is symmetric under permutations of its indices.
When the spin J field is massless, the gauge invariance T (ε + λp, p, pi) = T (ε, p, pi)
leads to the constraint
k∑
a1=1

















2.2 Factorization on a vector particle














where gµν is the Euclidean space metric. If such a particle exists then we expect a pole in


























T aL T iR Ωai (2.12)
where T aL is the scattering amplitude for the first k scalars and one vector particle in the
notation of equation (2.2) (similarly for T iR). For later convenience we introduced
Ωij ≡ pµi pνjΠµν(p) = (pi · pj) +
1
M2
(p · pi)(p · pj). (2.13)
We point out that in (2.12) there is no divergence when M = 0 due to the transversality
condition (2.6).
2.3 Factorization on a spin 2 particle
A particle with mass M and spin J = 2 can be represented as a symmetric and traceless
tensor hµν such that ∂µh
µν = 0. These conditions can be used to fix its propagator in
momentum space Dµνσρ(p) =
Pµνσρ(p)
p2+M2
where Pµνσρ(p) must be
– transverse with respect to the momentum p of the particle, i.e. pµPµνσρ(p) = 0,
– symmetric in the exchange of µ↔ ν and ρ↔ σ,
– traceless, i.e. gµνPµνσρ(p) = 0,
















where Πµν = gµν +
1
M2
pµpν is the on-shell projector onto the space orthogonal to p and
gµν is the flat metric for Rd+1.4
4We work in d+ 1 dimensions for later convenience when considering the flat space limit of AdSd+1 dual

















The residue of a scattering amplitude of n scalars at the pole associated to an exchanged















where T abL is the scattering amplitude of the first k scalar particles and one spin 2 particle
in the notation of equation (2.7).
2.4 Factorization on a spin J particle
A particle with mass M and spin J can be represented as a symmetric, traceless and
divergenceless tensor with J indices. Once again we can fix its propagator in momentum
space Dµ1...µJµ′1...µ′J (p) =
1
p2+M2
Pµ1...µJµ′1...µ′J (p) providing P (p) to be a traceless projector
transverse to the momentum p and totally symmetric in the exchange of the µi and the µ
′
i






Π . . .Π
J−2r︷ ︸︸ ︷
Π′ . . .Π′
r︷ ︸︸ ︷




(1 + J − 2r)2r(
d




where we have suppressed the indices in the expression and Π, Π′ and Π′′ are the already
defined projector Πµν with respectively zero, one or two primed indices. The Π
′ are defined
with the unprimed index first and each term in the sum is meant to be symmetrized in the
primed and unprimed indices separately.
The factorization formula for the residue associated with the exchange of a spin J




















where T a1...aJ is defined in equation (2.7).
To better understand the physical meaning of Ωij we consider the scattering of k
particles going into n− k with energy-momenta pµi = (Ei, ~pi) in the center of mass frame.
Calling Ecm =
∑k
a=1Ea the total energy in the center of mass we have p
µ ≡ ∑ka=1 pµa =
(Ecm,~0). Noticing that at the factorization pole Ecm = M , we find
Ωij = −EiEj + ~pi · ~pj + (−EiEcm)(−EjEcm)
M2
= ~pi · ~pj . (2.19)
In the case of 2 → 2 scattering (k = 2 and n = 4), we have ~p2 = −~p1, ~p4 = −~p3 and
~p1 · ~p3 = |~p1||~p3| cos θ, with θ the scattering angle. This gives
Res
p2=−M2









































i`T i1...iJR . (2.21)
Notice that the scattering amplitude between two scalars and a spin J particle is charac-
terized by a single number. This is not obvious in the representation (2.7) which involves
J+1 terms (T 11...1L , T 21...1L , . . . ,T 22...2L ), but it follows from the redundancy (2.8) which can
be used to eliminate J terms. As a consistency check one can verify that TL and TR are
invariant under the redundancy (2.8).
3 Mellin representations for tensor operators
The goal of this section is to generalize the Mellin representation (1.4) for correlation func-
tions of scalar operators, to correlation functions involving tensor operators. In particular,
we shall focus our attention on correlators of k scalar operators and one tensor operator
because this is what we need to write factorization formulas for n-point functions of scalar
operators.
Throughout this paper, we will make significant use of the embedding formalism for
CFTs [6–11]. In this formalism, points in Rd are mapped to null rays through the origin of
Md+2 and the conformal group acts as the Lorentz group SO(d+ 1, 1). Primary operators
of dimension ∆ and spin J are encoded into homogeneous functions of two null vectors
P,Z ∈Md+2,
O(λP, αZ) = λ−∆αJO(P,Z) , ∀α, λ ∈ R . (3.1)
The vector P parametrizes the light cone of the embedding spaceMd+2 and Z is an auxiliary
polarization vector that encodes the tensor nature of the operator. Finally, we impose
Z · P = 0 and
O(P,Z + βP ) = O(P,Z) , ∀β ∈ R . (3.2)
for each operator to avoid over-counting of degrees of freedom [12].
3.1 Vector operator
Let us start with the case of a vector primary operator and k scalars,
〈O(P,Z)O1(P1) . . .Ok(Pk)〉 . (3.3)
















(−2Pi · P )γi+δai
, (3.4)





















as required by (3.1) applied to each scalar operator. Imposing (3.1) for the vector operator,
we obtain the final constraint
k∑
i,j=1
γij = 1−∆ . (3.6)
In this case, it is convenient to think of γij for 1 ≤ i < j ≤ k as the independent Mellin
variables subject to the single constraint (3.6) (recall that γii = −∆i). From (3.2), we




a = 0 . (3.7)
















(−2Pi · P )γi+δai
, (3.8)
where the Da is the following differential operator,
5
Da = (P · Pa)(Z · ∂P )− (Z · Pa)(P · ∂P − Z · ∂Z) . (3.9)
This was suggested in [14] from the study of Witten diagrams. In this representation, the
Mellin variables obey the same constraints (3.5) and (3.6). Acting with the differential






Mˇa − Mˇ b
)
. (3.10)
Notice that the constraint (3.7) on Ma is automatic in terms of Mˇa. On the other hand,
the second description Mˇa is redundant because the shift
Mˇa → Mˇa + Λ (3.11)
leaves Ma invariant for any function Λ of the Mellin variables γij . Since these two repre-
sentations are equivalent, we shall use them according to convenience. For example, Ma
seems to be more useful to formulate factorization and impose conservation, while Mˇa
leads to a simpler formula for the flat space limit.
3.2 Tensor operator
Let us now generalize the Mellin representation for the correlator (3.3) involving one pri-

















(−2Pi · P )γi+{a}i
(3.12)

















where {a} stands for the set a1, . . . , aJ and {a}i counts the number of occurrences of i in
the list a1, . . . , aJ , i.e.
{a}i = δa1i + · · ·+ δaJi . (3.13)




γij , γij = γji , γii = −∆i ,
k∑
i,j=1
γij = J −∆ , (3.14)








a1 + · · ·+ δaJa1 )Ma1a2...aJ = 0 . (3.15)
















(−2Pi · P )γi+{a}i
. (3.16)
Since [Da, Db] = 0, we can choose Mˇ
a1...aJ invariant under permutation of the indices al.







(−2Pi · P )γi+{a}i
= 0 (3.17)
we conclude that the correlator is invariant under




where Λa2...aJ is any function of the Mellin variables that depends on one less index. Notice
that this is the direct analogue of the redundancy (2.8) of scattering amplitudes.
To see how is the relation between the two representations we first give the example

























Mˇa1a2 − Mˇa1b2 − Mˇ b1a2 + Mˇ b1b2
]
(3.19)







leaves Mab invariant. Moreover, since Mˇa1a2 − Mˇ b1a2 − Mˇa1b2 + Mˇ b1b2 is antisymmetric in





a1a2 = 0 (3.21)

















































as the sum over all possible terms with q indices from the set {a} and J − q indices from
the set {b}. This formula was built as a generalization of (3.10) and (3.19) in a way such
that the following two properties hold: the constraint (3.15) is automatically satisfied for
any Mˇa1...aJ and (3.19) is invariant under the redundancy (3.18).
3.3 Conserved currents






〈O(P,Z)O1(P1) . . .Ok(Pk)〉 = 0 . (3.24)





a]ab = 0 , (3.25)
where, given a function f of the variables γij , we define
[f(γij)]








i ) , [f(γij)]ab = f(γij − δai δbj − δaj δbi ) . (3.26)
The variables γab in equation (3.25) are subject to the constraints
γab = γba , γaa = −∆a ,
k∑
a,b=1
γab = −d , (3.27)
so that the arguments of the Mellin amplitude Ma satisfy the constraint (3.6).
A conserved tensor (with ∆ = J + d− 2) satisfies a similar equation [12],
∂
∂PM
DMZ 〈O(P,Z)O1(P1) . . .Ok(Pk)〉 = 0 , (3.28)


















This imposes an additional constraint on the Mellin amplitudes,










abc3...cJ ]ab , (3.30)

















4 Factorization from the shadow operator formalism
Using the multiple OPE (1.1), one can write a CFT n-point function as a sum over the
contribution of each primary operator (and its descendants), as written in equation (1.2).
As explained in [3], each term in this sum gives rise to a series of poles in the Mellin




(y − z)2(d−∆) 〈O(z)| (4.1)




ddyddz〈O1(x1) . . .Ok(xk)O(y)〉 Γ(d−∆)
(y − z)2(d−∆) 〈O(z)Ok+1(xk+1) . . .On(xn)〉 , (4.2)
gives the contribution of the operator O in the multiple OPE of O1 . . .Ok, to the n-point
function 〈O1(x1) . . .On(xn)〉. In fact, this integral includes an extra shadow contribution,
which can be removed by doing an appropriate monodromy projection [16]. Fortunately, if
we are only interested in the poles of the Mellin amplitude, this monodromy projection is
very simple to perform in Mellin space. The reason is that the Mellin amplitude of (4.2) has
poles associated with the operator O and other poles associated with its shadow. Therefore,
the monodromy projection amounts to focusing on the first set of poles. This follows from
the fact that each series of poles in Mellin space gives rise to a power series expansion in
position space with different monodromies.
Let us start by considering the case where the exchanged operator O is a scalar. If
we normalize the operator to have unit two point function 〈O(x)O(0)〉 = |x|−2∆, the













as we show in appendix A.4. We start by writing the correlation functions that appear
in (4.2) in the Mellin representation,
















λab , λab = λba , λaa = −∆a ,
k∑
a,b=1
λab = −∆ . (4.5)
The integration measure [dλ] denotes (k−2)(k+1)/2 integrals running parallel to the imagi-
nary axis, over the independent variables λab that remain after solving the constraints (4.5).
Similarly, the second correlator in (4.2) reads
































ρij , ρij = ρji , ρii = −∆i ,
n∑
i,j=k+1
ρij = −∆ . (4.7)
We use a, b to label the first k points of the n-point function and i, j to denote the other
n− k points. In appendix A.1, we insert (4.4) and (4.6) in (4.2) and simplify the resulting








































Expression (4.8) is the final result for the Mellin amplitude MO of the conformal inte-
gral (4.2). As expected, the Mellin amplitude MO has poles at γLR = d − ∆ + 2m for
m = 0, 1, 2, . . . , which are associated with the shadow of O . We are not interested in
these poles because they are not poles of the Mellin amplitude M of the physical n-point
function. On the other hand, MO has poles at γLR = ∆ + 2m for m = 0, 1, 2, . . . , which
are also present in the n-point Mellin amplitude M with exactly the same residues. Our
goal is to compute these residues. From (4.8), we conclude that both FL and FR must
have simple poles at γLR = ∆ + 2m. In appendix A.1, we deform the integration contours













We can now return to (4.8) and conclude that the poles of the Mellin amplitude associated
with the exchange of a scalar operator O (of dimension ∆) between the first k operators
and the other (n− k) operators of a n-point function, is given by equations (1.6)–(1.10).
With this method, one can find similar factorization formulas for the residues of poles
associated with tensor operators. One just needs to generalize the projector (4.1) for
tensor operators and perform several conformal integrals using (a generalized) Symanzik’s
formula. We describe this calculation in appendix A.2 for the case of vector operators. The
result is that the residues Qm in equation (1.6) are given by
Qm = ∆Γ(∆− 1)m!(














































is constructed in terms of the Mellin amplitude MaL of the correlator of the first k scalar
operators and the exchanged vector operator, as defined in (3.4) and similarly for the right
factor Rim. Notice that the second term vanishes for m = 0 due to the transversality











In appendix A.3 we extend this method to compute factorization formulas for operators
with spin 2. However, the calculations quickly become very lengthy as spin increases. In
the next section, we shall describe an alternative method to achieve the same goal.
5 Factorization from the conformal Casimir equation
Given a n-point function, we can perform a multiple OPE expansion of the first k operators
as described in (1.2) to obtain a sum over the contributions of the exchanged primary
operators Op and their descendants,
〈O1(P1) . . .On(Pn)〉 =
∑
p
Gp(P1, . . . , Pn) . (5.1)
















, P ∈Md+2 , (5.3)
are the generators of the Lorentz group acting on the embedding space Md+2. Then each
Gp(P1, . . . , Pn) is an eigenfunction of the Casimir C with eigenvalue
c∆J = ∆(∆− d) + J(J + d− 2) ,
where J and ∆ are the spin and the conformal dimension of the exchanged operator Op, i.e.
CGp(P1, . . . , Pn) = −c∆JGp(P1, . . . , Pn) . (5.4)
This equation takes a simpler form in Mellin space. In fact, the Mellin transform Mp(γij)
of Gp(P1, . . . , Pn) has to satisfy the following shifting relation [3]






































i=k+1 γai and that the definition for the square brackets
was given in (3.26). The Mellin amplitude Mp(γµν) has the following pole structure
Mp ≈ Qm
γLR − (∆ + 2m− J) , m = 0, 1, 2, . . . . (5.6)
where the residues Qm are functions of the Mellin variables γµν which satisfies the on shell
condition γLR = ∆ + 2m − J . Therefore, the full Mellin amplitude M =
∑
pMp will also
have these poles with the same residues.6 Studying equation (5.5) close to the poles (5.6),
we obtain an equation for the residues Qm, which can be written as
Ĉ (Qm) = 0 , m = 0, 1, 2, . . . , (5.7)
where Ĉ is the operator















and η = (2m − J)(d − 2∆ − 2m + J) + J(J + d − 2). In particular, we notice that for
m > 0 (5.7) is a recurrence equation for Qm in terms of Qm−1, while for m = 0 (5.7)
reduces to a constraint on Q0 (since Q−1 = 0). In the rest of this section, we present a
way to find Qm using
5.1 Factorization for scalar exchange
In the scalar case it is natural to guess a factorization formula of the kind
Qm = κ∆0 m!(




where Lm and Rm are respectively functions of the Mellin variables on the left (γab with
a, b = 1, . . . k) and on the right (γij with i, j = k + 1, . . . n) such that L0 = ML and





is a function of m
that we introduced for convenience and that could in principle be absorbed in the definition
of Lm and Rm. Since Qm does not depend on the mixed variables γai (with a = 1, . . . k
and i = k + 1, . . . n), then [Qm]ai,bjaj,bi = Qm trivially. Therefore, equation (5.7) reduces to







γabγij [Qm−1]ab,ij = 0 . (5.10)
This equation is automatically satisfied for m = 0. Notice that the ansatz Qm is consistent
with equation (5.10). In fact, given a Qm−1 factorized in functions of left and right Mellin
variables, (5.10) implies that Qm is also factorized in the same way. Replacing Qm in (5.10)



































which can be solved separately for Lm and Rm in terms of L0 = ML and R0 = MR. In


















and similarly for Rm. The final result exactly matches (1.9) up to an overall factor that
cannot be fixed by the Casimir equation, since it is a homogeneous equation. We will
discuss how to fix the normalization in section 5.5.
5.2 Factorization for vector exchange
For spin J = 1 the left and right Mellin amplitudes can be represented as functions MaL and




L = 0 as discussed in (3.7), where





The solution of (5.7) should depend on the left and the right Mellin amplitudes MaL
and M iR in a form invariant under permutations of the left points Pa with a = 1, . . . , k and
of the right points Pi with i = k + 1, . . . , n. Considering that the scalar solution takes the











with Lam and R
i
m defined in (4.13). This ansatz is actually the complete solution in the case
m = 0, but it fails to solve the Casimir equation (5.7) for higher m. In fact, acting with
the Casimir operator (5.8) on the ansatz Q(1)m times a function f (1)m that does not depend
on the Mellin variables, we find (see appendix B.1)
Ĉ(f (1)m Q(1)m ) =2m
(






















L = 0 due to the
transversality condition (3.7). Therefore Q(2)0 = 0 and Q(1)0 automatically solves (5.14) for
m = 0. Acting with the Casimir operator (5.8) on f
(2)
m Q(2)m we find (see appendix B.1)
Ĉ(f (2)m Q(2)m ) =
(
ηf (2)m + 4(m− 1)2f (2)m−1
)
Q(2)m . (5.16)
Notice that the action of the Casimir operator Ĉ on the structures Q(1)m and Q(2)m closes
because it does not produce any new structure. Thus, we can find the solution of the






















Since Q(1)m and Q(2)m are linearly independent, we need to set to zero the coefficients multi-




(d− 2∆− 2m)f (1)m + 2mf (1)m−1 = 0 , m ≥ 0 , (5.18)
that can be solved up to an overall constant f
(1)
0 that we will call κ∆1,
f (1)m = κ∆1
m!
(1− d/2 + ∆)m . (5.19)
Setting to zero the terms multiplying Q(2)m , we find a recurrence relation for f (2)m ,
ηf (2)m + 4(m− 1)2f (2)m−1 + 2
(
f (1)m − f (1)m−1
)
= 0 , m ≥ 1 , (5.20)
that, once we substitute (5.19), can be solved as
f (2)m = κ∆1
m!
(1− d/2 + ∆)m
d− 2∆
2m(∆− d+ 1) . (5.21)
Therefore the final result is
Qm = κ∆1 m!














which matches the result (4.12) that we found in the previous section using the shadow
method.
5.2.1 Conserved currents
The conformal dimension of a conserved current is ∆ = d − 1. For such a value of ∆
equation (5.22) naively looks divergent. However, the conserved current relation (3.25)
implies that Q(2)m = 0. To see this, we use the fact that L˙m can be defined by (formula (B.5)









, m ≥ 1 . (5.23)








ab = 0 , (5.24)












, m ≥ 2 , (5.25)
we conclude that L˙m = 0 for any m. So we can simplify (5.22) as follows





























5.3 Factorization for spin J = 2 exchange
As in the vector case, a natural way to construct the ansatz for J = 2 is to take the left
and right Mellin amplitudes MabL and M
ij
R and “contract” them with two mixed variables






















and similarly for Rijm. This time our guess does not work even for m = 0 but this is easily






R , as explained in appendix B.2. The final result















where κ∆2 is an overall constant not yet fixed.
To find the result for general m we use the same idea as in the vector case. We promote
Q0 to be a function of m replacing MabL by Labm and M ijR by Rijm. Then we act on this ansatz
with the Casimir operator Ĉ and we get new structures until the action of Ĉ closes. The
















































Finally, we take a linear combination of all the structures and fix all the coefficients im-
posing (5.7), as detailed in appendix B.2. The final result is
Qm = κ∆2 m!(


















































For the stress-energy tensor (∆ = d) we can once again simplify the factorization for-
mula (5.32) using the conserved tensor relation (3.30). As we show in appendix B.3.4, one














∀ c = 1, . . . , n . (5.35)
Since L˙cm and L˜m satisfy exactly the same recurrence relation (equations (B.20) and (B.25)
in appendix B.3.4), we conclude that L˙cm =
L˜m
d . Using this fact we can rewrite the




Q(5)m , Q(3)m =
γ2LR
d2




where γLR = d+ 2m− 2. The final form of the residues is then
















5.4 Factorization for general spin J exchange
The hope of having a closed formula for general spin J and general m was lost after we
found the J = 2 result. The proliferation of different structures and the complicated
functions that multiply them do not seem easy to generalize. However, we conjecture the


















+ · · ·+ δaJa` δiJi` ) , (5.38)
where κ∆J is a coefficient that we will fix in section 5.5 and {a} = a1 . . . aJ and {i} =
i1 . . . iJ . We were not able to prove that (5.38) solves the Casimir equation (5.7) in full
7Notice that Q(2)0 = 0 which means that the divergence of h(2)0 is immaterial and Q0 is finite. Moreover,
since 2Q(3)1 = Q(4)1 = 2Q(5)1 , also the residue Q1 is finite because the combination h(3)m + 2h(4)m + h(5)m does
not diverge at m = 1.

















generality, but we proved it for J up to 7 using Mathematica (and also for higher spin J
fixing k and n).
The knowledge of (5.38) is itself a fairly interesting result. In fact, using (5.38) as the
seed of the recurrence relation (5.7) and imposing that Qm is a polynomial of degree J
in the mixed variables γai, one can recursively compute Qm for any m. Moreover, (5.38)
encodes the contribution of the exchanged primary operator and all its descendants with
minimal twist (dimension minus spin), which dominate in the Lorentzian OPE limit.
5.5 Factorization of the four point function
In the four-point function case (n = 4 and k = 2), the residues of the Mellin amplitudes
for any J are known [1, 17]. We want to match this result with our conjecture (5.38) for
the first residue Q0. To do so we need to replace the actual expressions for the left and
right Mellin amplitudes in (5.38). In this case, the left and right Mellin amplitudes are
just constants because they correspond to three-point functions. We first consider the left
three point function of two scalar operators O1, O2 and the exchanged operator O with
spin J and conformal dimension ∆
〈O1(P1)O2(P2)O(Z3, P3)〉 = c12O
(
(Z3 · P1)(−2P2 · P3)− (Z3 · P2)(−2P1 · P3)
)J
(−2P1 · P2)γ12(−2P1 · P3)γ1+J(−2P2 · P3)γ2+J , (5.39)
where c12O is the usual structure constant and
γ12 =
∆1 + ∆2 −∆ + J
2
, γ1 =
∆1 + ∆−∆2 − J
2
, γ2 =
∆2 + ∆−∆1 − J
2
. (5.40)




1 . . . 1
J−j︷ ︸︸ ︷
2 . . . 2
L = c12O
(−1)J−j
Γ(γ12)Γ(γ1 + j)Γ(γ2 + J − j) (5.41)
and all other components of Ma1...aJL are related to this by permutations of the indices,
which in this case can only take the values 1 or 2. Replacing this expression for ML (and
similarly for MR with 1→ 3 and 2→ 4) in (5.38) we obtain9












Matching this result with the one computed in [17] we find agreement if
κ∆J = (−2)1−J(∆ + J − 1)Γ(∆− 1) . (5.43)
Even though κ∆J was determined for the case of k = 2 and n = 4, we conjecture that κ∆J
does not depend on the parameters k and n. This conjecture is supported by the results
obtained using the shadow method for J = 0, 1, 2. Moreover, in appendix C.3 we find an
independent hint that (5.43) holds. In particular we matched the leading behavior at large
∆ of (5.43) asking that, in the flat space limit, formula (5.38) reproduces a piece of the
amplitude factorization (2.18).
9We derive this result in appendix B.4.1. Actually we had to use a combinatorial identity that we were

















6 Flat space limit of AdS
The Euclidean conformal group in d dimensions is isomorphic to SO(d+ 1, 1). The gener-
ators of the algebra JAB (with A,B = 0, 1, . . . , d + 1) are antisymmetric and satisfy the
usual commutation relations
[JAB,JCD] = i (ηADJBC + ηBCJAD − ηACJBD − ηBDJAC) . (6.1)










A conformal primary operator with scaling dimension ∆ and spin J is an eigenfunction of
the Casimirs with eigenvalues
c
(2)




2(∆− d)2 + J2(J + d− 2)2 + 1
2
(d− 1)[d∆(∆− d) + (d− 4)J(J + d− 2)] . (6.4)
The group SO(d+ 1, 1) is also the isometry group of Euclidean AdSd+1 (or hyperbolic
space) defined by the hypersurface
− (X0)2 + (X1)2 + · · ·+ (Xd+1)2 = −R2 , (6.5)
embedded in (d + 2)-dimensional Minkowski space. R is the radius of curvature of AdS.
The flat space limit amounts to approximating AdS by its tangent space Rd+1 at the point
XA = (R, 0, . . . , 0), as shown in figure 5. The Poincare´ group of Rd+1 is then obtained






Jµ 0, µ = 1, . . . , d+ 1 , (6.6)
and the rotation generators are simply given by Jµν with µ, ν = 1, . . . , d + 1. This leads
to the usual Poincare´ algebra
[Jαβ ,Jγδ] = i (ηαδJβγ + ηβγJαδ − ηαγJβδ − ηβδJαγ) , (6.7)
[Jαβ ,Pγ ] = i (ηβγPα − ηαγPβ) , [Pµ,Pν ] = 0 . (6.8)







W 2 ≡ 1
2
P2J 2µν +PαP





































Figure 5. Euclidean AdSd+1 embedded in Minkowski space Md+2. The tangent space Rd+1 is a
good local approximation to AdS in a region smaller than the AdS radius of curvature.
From the physical point of view, the flat space limit requires the radius of curvature of AdS
to be much larger than any intrisic length `s of the bulk theory.
11 In the dual CFT, the
dimensionless ratio R/`s ≡ θ is a coupling constant that parametrizes a family of theories.
However, not all observables of a CFT with θ  1 correspond to flat space observables
of the dual bulk theory. For example, states of the CFT on the cylinder Sd−1 × R with
energy ∆ of order one, are dual to wavefunctions that spread over the scale R and can
not be described in flat space. On the other hand, states with large energy such that
limθ→∞∆/θ = α correspond to states with mass M = α/`s in flat space. In fact, for such
a state with energy ∆ and spin J , we obtain the usual eigenvalues M2 and M2J(J +d−2)
of the Casimirs P2 and W 2, associated with massive particles of spin J in flat space.
It is natural to ask what happens to other observables under this flat space limit. In
particular, in this section we will be interested in obtaining scattering amplitudes on Rd+1
as a limit of the Mellin amplitudes of the same theory in AdS. The Mellin amplitudes
depend on the Mellin variables γij and on the CFT coupling constant θ. As explained
in [4, 18], the flat space limit corresponds to
θ →∞ , γij →∞ , with γij
θ2
fixed . (6.11)
We shall consider a local interaction vertex between a set of fields (scalar, vector,
etc) and compare the associated tree level scattering amplitude in flat space with the
corresponding Mellin amplitude of the CFT correlation function obtained by computing
the tree-level Witten diagram using the same vertex in AdS (see figure 6). By considering
an infinite class of local interactions we will be able to derive a general relation between the
scattering amplitude and the Mellin amplitude, as it was done in [4, 18] for scalar fields.
To make the exposition pedagogical we will start with a simple interaction vertex for a
vector particle and k scalar particles and then generalize to interactions involving a spin J
particle.
























Figure 6. (Left) Scattering amplitude associated with a tree level Feynman diagram with a
single interaction vertex. (Right) Mellin amplitude associated with tree level Witten diagram using
the same interaction vertex but now in AdS. The flat space limit of AdS leads to the general
relation (6.34) between the two amplitudes.
6.1 Scattering amplitude with a vector particle
6.1.1 Simple local interaction
Let us start with the simplest example involving a massive vector field Aµ. Consider the
local interaction vertex12
gAµ(∇µφ1)φ2 . . . φk (6.12)
with scalar fields φi and coupling constant g. The associated scattering amplitude is
T = g ε · p1 (6.13)
where ε is the polarization vector of the massive vector boson and pi is the momentum
of the particle φi. The polarization vector obeys ε · p = 0 where p is the momentum of
the vector boson. Comparing with equation (2.2), we conclude that all T l vanish except
T 1 = g.
The basic ingredients to evaluate the Mellin amplitude associated with the tree-level
Witten diagram using the same interaction vertex in AdS are the bulk to boundary prop-
agators of a scalar field,13
Π∆,0(X,P ) =
C∆,0
(−2P ·X)∆ , (6.14)





PA(Z · ∂P )− ZA(P · ∂P )
] 1
(−2P ·X)∆ , (6.15)
where X is a point in AdSd+1 embedded in Md+2 (i.e. X2 = −1), A is an embedding AdS
index, and [19]
C∆,J = (J + ∆− 1)Γ(∆)
2pi
d
2 (∆− 1)Γ (∆ + 1− d2) . (6.16)
12Generically, the coupling constant g is dimensionful and therefore it defines an intrinsic length scale `s
of the bulk theory, as discussed above.

















The correlation function of k scalars and one vector operator associated with the interac-
tion (6.12) is


















where D1 is precisely the differential operator given in equation (3.9) that was used to
define the Mellin amplitudes Mˇ . The AdS covariant derivative ∇A can be easily computed
using the embedding formalism. As explained in [19], it amounts to projecting embedding







Performing the integral over the bulk position X,14 we conclude that the correlation func-



























where the Mellin variables γij obey the constraints (3.5) and (3.6). Comparing with the














and Mˇ l = 0 for l = 2, 3, . . . , k. We conclude that for this simple interaction both the
scattering amplitudes T l and the Mellin amplitudes Mˇ l are constants. In addition, they
are proportional to each other Mˇ l ∝ T l. This suggests, as already observed in [14],
that the representation Mˇ l is more suitable to study the flat space limit of AdS than the
representation M l also introduced in section 3.
6.1.2 Generic local interaction
The interaction (6.12) is the simplest local vertex for one vector and k scalar operators.
The generalization to other interactions follows essentially the same steps with minor mod-
ifications. Take the following local interaction vertex
g∇ . . .∇Aµ∇ . . .∇(∇µφ1)∇ . . .∇φ2 . . .∇ . . .∇φk (6.21)




















(−2Pi · Pj)γij , (6.19)
where the integration variables satisfy
∑n

















where there are αij derivatives acting on the field φi contracted with derivatives acting on
the field φj and αi derivatives acting on Aµ contracted with derivatives acting on φi. In
total, the vertex contains 1 + 2
∑k
i=1 αi + 2
∑k
i<j αij ≡ 1 + 2N derivatives. The scattering
amplitude associated to this interaction is given by






(−pi · pj)αij =
k∑
l=1
ε · pl T l(pi · pj). (6.22)
where the last equality defines the partial amplitudes introduced in section 2.1. Notice
that, as in the previous example, only T 1 is non-zero.
Consider now the correlation function of k scalars and a vector operator associated with
the Witten diagram using the same interaction vertex but now in AdS. One should replace
the fields in (6.21) by bulk-to-boundary propagators, compute their covariant derivatives,
contract the indices and integrate over the interaction point X in AdS. As we shall argue
below, in the flat space limit one can replace covariant derivatives by simple partial deriva-
tives in the embedding space (i.e., we drop the second term in the projector (6.18)). Using


































The integral over X is again of Symanzik type and can be done using (6.19). After shift-
ing the integration variables γij in (6.19) to bring the result to the standard form (3.8),
we obtain



















and Mˇ l = 0 for l > 1. We conclude that the Mellin amplitude is a polynomial of degree
N . Moreover, its leading behaviour at large γij is Mˇ
1 ∝ ∏ki<j γαijij ∏ki=1 γαii . Notice that
this is exactly the form of the scattering amplitude (6.22) if we identify γij ↔ pi ·pj (which
implies γi ↔ p · pi). In fact, we can write a general formula for the relation between the
Mellin amplitude at large γij and dual scattering amplitude,











2 e−βT l(pi · pj = 2βγij) , (6.25)
where the goal of the β-integral is to create the first Γ-function in (6.24), which has infor-
mation about the number of derivatives in the interaction vertex.
Let us return to the approximation used to compute AdS covariant derivatives. Notice

















expressions but with lower powers of (−2Pi ·Pj). In other words, the effect of the neglected
terms can be thought of as an interaction with smaller number of derivatives. Therefore,
they give rise to subleading contributions in the large γij limit of the Mellin amplitude Mˇ
l.
6.2 Scattering amplitude with a spin J particle
Consider a local interaction of the form
g(∇ . . .∇hA1...AJ )(∇ . . .∇φ1) . . . (∇ . . .∇φk). (6.26)
with a total of 2N+J derivatives distributed in the following way: there are αij derivatives
acting on φi contracted with derivatives acting on φj ; there are αi derivatives acting on
hA1...AJ contracted with derivatives acting on φi; there are βi derivatives acting on φi
contracted with indices of the spin J field. The scattering amplitude associated to this
interaction is given by









(−pi · pj)αij . (6.27)
Comparing with the representation (2.7), we conclude that the only non-zero components
of T a1...aJ are the ones with βi indices equal to i,
T
β1︷ ︸︸ ︷
1 . . . 1
β2︷ ︸︸ ︷
2 . . . 2 ...
βk︷ ︸︸ ︷






(−pi · pj)αij . (6.28)
Consider now the correlation function of k scalars and a tensor operator associated with
the Witten diagram using the same interaction vertex but now in AdS. One should replace
the fields in (6.21) by bulk-to-boundary propagators, compute their covariant derivatives,
contract the indices and integrate over the interaction point X in AdS. For the same
reason that was explained in the last subsection, in the flat space limit, we can replace
AdS covariant derivatives by the corresponding embedding partial derivatives. The main
difference from the spin one example is that the bulk-to-boundary propagator for a spin J
field has more indices. It is convenient to write the spin J bulk-to-boundary propagator as
Π∆,J(X,P ;W,Z) = C∆,J
(






(P ·W )(Z · ∂P )− (Z ·W )(P · ∂P − Z · ∂Z)
)J 1
(−2P ·X)∆
where the normalization constant C∆,J is given by (6.16) and the vector W is null, to encode
the property that the field is symmetric and traceless. Notice that the vector W is just
an artifact to hide bulk indices and for that reason it will not appear in the final formula.
In fact these indices should be contracted with J derivatives that act on the remaining






















(W · ∂Pi)βiΠ∆i,0(X,Pi) (6.30)
where the notation ~W denotes that we should expand the expression and use
~WA1 . . . ~WAJWB1 . . .WBJ = PA1...AJ ,B1...BJ , (6.31)
where P is a projector onto symmetric and traceless tensors. After taking the partial
















Acting with the remaining 2N derivatives, we conclude that the Witten diagram associated
































The integral over X is again of Symanzik type and can be done using (6.19). After shift-




1 . . . 1
β2︷ ︸︸ ︷
2 . . . 2 ...
βk︷ ︸︸ ︷
















(γi + βi)αi (6.33)
and all other components of Mˇa1...aJ are zero. We conclude that the Mellin amplitude is
a polynomial of degree N . Moreover, its leading behaviour at large γij is proportional to
the scattering amplitude (6.27) if we identify γij ↔ pi · pj . In fact, we can write a general
formula for the relation between the Mellin amplitude at large γij and dual scattering
amplitude,















15Notice that the differential operator in equation (6.29) can be written as WADA where DA is
null, i.e. DADA = 0 on the null cone (P 2 = P · Z = Z2 = 0). This implies that DA1 . . .DAJ =

















where we reintroduced the AdS radius R and










In the last equation, we have converted to the standard CFT normalization of operators,
which corresponds to 〈O(x)O(0)〉 = |x|−2∆ for scalar operators and (A.34) for tensor
operators. This differs from the natural AdS normalization by OAdS(x) =
√C∆,J OCFT(x).
The inverted form of equation (6.34),






















realizes the flat space limit intuition that the Mellin amplitude can be used to define the
scattering amplitude. The final formulas (6.34) and (6.36) were derived based on the
interaction vertex (6.26). However, this vertex is a basis for all possible interactions, so
we expect the final formulas to be valid in general. As a consistency check, we show in
appendix C that using (6.34) in the factorization formulas for Mellin amplitudes derived in
the previous sections, we recover the correct factorization properties of flat space scattering
amplitudes reviewed in section 2.
7 Conclusion
In the context of scattering amplitudes, understanding their factorization properties is the
starting point for the construction of recursion relations (like BCFW [21]). Such recursion
relations determine n-particle scattering amplitudes in terms of scattering amplitudes with
a smaller number of particles. In some cases (gluons or gravitons), this can be iterated
successively until all scattering amplitudes are fixed in terms of the 3-particle amplitudes.
Our long term goal is to generalize this type of recursion relations for Mellin amplitudes.16
This work was the first step in this direction. We derived factorization formulas for the
residues of n-point Mellin amplitudes of scalar operators, associated with the exchange of
primary operators of spin J = 0, 1, 2. For J > 2, we only obtained partial results because
formulas become rather complicated.
The next step is to understand the factorization of Mellin amplitudes of operators with
spin. In particular, the case of correlation functions of the stress-energy tensor Tµν should
be particularly interesting, in analogy to graviton scattering amplitudes. This approach
might eventually explain in what circumstances the 3-point function of Tµν completely
fixes all correlation functions of Tµν . Notice that this is the missing link to prove the
conjecture [23] that any CFT with a large N expansion and with a parametrically large
dimension of the lightest single-trace operator above the stress tensor, is well described by
pure Einstein gravity in AdS. In fact, an important part of this conjecture was recently
proven in [24]. In this work, the authors showed that the existence of such a large gap in

















the spectrum of single-trace operators implies that the 3-point function of Tµν is given by
Einstein gravity in AdS (with higher curvature corrections parametrically small).
Simpler but still very interesting objects to study are correlation functions of conserved
currents. Here, one can explore the analogy with gluon scattering amplitudes. The first
obstacle to surpass, is to define a Mellin representation for the n-point function of conserved
currents
〈O1(P1, Z1) . . .Ok(Pn, Zn)〉 . (7.1)



















where the Mellin variables obey
γij = γji , γii = 1−∆i ,
n∑
j=1
γij = 0 . (7.3)
Unfortunately, this is incomplete because in general the correlation function also contains
terms proportional to Zi · Zj . It is unclear what is the most convenient definition of the
Mellin amplitudes in this case. This is a question for the future.
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A Factorization from the shadow operator formalism
In this appendix, we detail the calculations involved in the factorization method described
in section 4. We consider exchanged operators of spin 0, 1 and 2. Auxiliary calculations
are presented in the last three subsections: in A.4 we construct the projector for traceless
symmetric tensors, in A.5 we evaluate some useful conformal integrals and in A.6 we derive

















A.1 Factorization on a scalar operator
In this subsection we fill in the gaps of the derivation presented in section 4. We shall use
the notation
[xab]
γ = [xa − xb]γ ≡ Γ(γ)
(xa − xb)2γ (A.1)














where I is the scalar conformal integral
I =
∫






[xi − z]ρi (A.3)














2 . Replacing this expression in (A.2) and
shifting the integration variables γµν to absorb the factors [xab]
λab and [xij ]
ρij leads directly
to (4.8).
We shall now determine the residue of FL at γLR = ∆+2m by deforming the integration
contours in (4.9). Using the constraints (4.5) we can solve for
λ12 = −1
2







and use as independent integration variables λ13, λ14, . . . , λ1k and λab for 2 ≤ a < b ≤ k.













These (k − 2)(k + 1)/2 integrals can be done by deforming the contour to the right and
picking up poles of the integrand in (4.9). There are explicit poles of the Γ-functions at






























where λ12 is given by (A.5) with λab = γab + nab ,
λ12 = γ12 − 1
2




and the prime denotes that ab = 12 is absent from the sum or product. From (A.7),
it is clear that FL will have poles when γ12 − λ12 = −n12 with n12 = 0, 1, 2, . . . . This
corresponds to a pole at

















A.2 Factorization on a vector operator
This section will be very similar to the scalar case. The main difference is that we will use
the embedding formalism to simplify the calculations. The goal is to determine the poles
and residues of the Mellin amplitude associated with
〈O1(P1) . . .Ok(Pk)|O|Ok+1(Pk+1) . . .On(Pn)〉 =
∫
dQ1dQ2〈O1(P1) . . .Ok(Pk)O(Q1, Z1)〉
Γ(d−∆ + 1)
N∆,1
( ~Z1 · ~Z2)(Q1 ·Q2)− ( ~Z1 ·Q2)(Q1 · ~Z2)
(−2Q1 ·Q2)d−∆+1 〈O(Q2, Z2)Ok+1(Pk+1) . . .On(Pn)〉
(A.11)
where we have used the projector for tensor operators described in appendix A.4.
We shall use the notation
[P,Q]a =
Γ(a)
(−2P ·Q)a , [Pij ]
a = [Pi, Pj ]
a =
Γ(a)
(−2Pi · Pj)a (A.12)
to shorten the expressions that follow. We start by writing the correlation functions that
appear in (A.11) in the Mellin representation,


















λab , λaa = −∆a , λab = λba ,
k∑
a,b=1
λab = 1−∆ . (A.13)
Similarly,




































ρij , ρii = −∆i , ρij = ρji ,
n∑
i,j=k+1
ρij = 1−∆ . (A.14)





































(Pl · Pr)[Q12]d−∆ − (Pl ·Q2)(Pr ·Q1)[Q12]d−∆+1
)
(A.15)
where δla and δ
r
i are Kronecker-deltas. Expanding the last line, we obtain two integrals
with different structure. The integral over Q1 and Q2 of the first term in (A.15) can be
done using the conformal integral for scalars (A.72). The integral over Q1 and Q2 in the
second term of (A.15) can be done using the vector conformal integral (A.81). Putting all













F lL × F rR (A.16)








































and similarly for Rrm. The contribution of the physical operator O to the pole structure of
MO can therefore be written as
M ≈ m!(






























(∆− d− 1)Γ(∆− d+ 1)

















A.3 Factorization on a spin 2 operator
The derivation of factorization corresponding to the exchange of an operator of spin two
follows the same steps as the scalar and vector cases.We first consider the projector for
spin two operators defined in appendix A.4,





( ~Z1 · ~Z2)(Q1 ·Q2)− ( ~Z1 ·Q2)(Q1 · ~Z2)
)2
(−2Q1 ·Q2)d−∆+2 〈O(Q2, Z2)| ,
where spin two primary field O is inserted at the points Q1 and Q2. We insert |O| in the
scalar n−point function in such a way to have k+ 1 operators on the left and n− k+ 1 on
the right, namely







































where the factor W comes from the projector and is given by,
W = 16 (Pl1 ·Z1)(Pl2 ·Z1)((
←−
Z 1 ·−→Z 2)(Q2 ·Q1)−(Q2 ·←−Z 1)(Q1 ·−→Z 2))2(Pr1 ·Z2)(Pr2 ·Z2) . (A.23)
More concretely, W is given by the sum of the following 6 terms
WI = Pl1r1Pl2r2Q
2












, WV I = P˜l1,2P˜l2,2P˜r1,1P˜r2,1 ,
(A.24)
where we used the notation P˜a,i = −2Pa · Qi. Notice that both WIV and WV have fac-
tors that can be absorbed in (A.22) bringing down factors of (λl1 + δ
l2
l1
) and (ρr1 + δ
r2
r1 )
respectively. These structures project to zero once the transversality condition (3.15) is
used. The integrals involving the structures WI and WII can be done using the conformal








































































The square brackets [ · ]ab shift the integration variable γab by one as defined in (3.26)
and they arise from the terms
∫









l1l2 . Notice that MII is written in terms of such square brackets while in MI
they do not appear. This is because when we absorb the factors [Pab]
λab (and [Pij ]
ρij ) in
the single term [Pµν ]
γµν we need to shift the variables γµν by λab (and by ρij) only if γµν is















It is then easy to see that the structures coming from MI and MII have respectively the
same form of Q(1)m and Q(5)m in (5.30). The contribution from the structure WIII can be















× [A(γr2l2 + δr1r2δl1l2 ) +B(γl2 + δl1l2 )(γr2 + δr1r2 )] . (A.30)
The result of MIII gives two terms that have the same form of Q(1)m and Q(2)m . The structure
WV I involves the spin two conformal integral (A.88). The contribution of WV I to the






































where Y(i)l1l2r1r2 is defined in (A.103). Notice that every term Y
(i)
l1l2r1r2
in MV I has the same
form of the structure Qim. After gathering all structures from MI ,MII ,MIII and MV I , and

















A.4 Projector for tensor operators
In the embedding formalism, the projector for tensor operators takes the form [16]





( ~Z1 · ~Z2)(P1 · P2)− ( ~Z1 · P2)(P1 · ~Z2)
)J
(−2P1 · P2)d−∆+J 〈O(P2, Z2)|
where the symbols ~Z1 and ~Z2 mean that we should expand and contract using
~ZB1 . . . ~ZBJ ZA1 . . . ZAJ = piA1...AJ ,B1...BJ , (A.32)
where piA1...AJ ,B1...BJ is the projector onto traceless symmetric tensors with J indices. To
determine the normalization constant N∆,J we impose that
〈O(P,Z) . . . 〉 = 〈O(P,Z)|O| . . . 〉 (A.33)
where the dots stand for any other operators. We normalize the operator O to have the
following two point function
〈O(P,Z)O(P1, Z1)〉 = ((Z · Z1)(−2P · P1)− 2(Z · P1)(P · Z1))
J
(−2P · P1)∆+J . (A.34)
In general, the correlation function 〈O(P,Z) . . . 〉 of O with any other operators can be
written as a linear combination (or integral) of
((Z · Y1)(P · Y2)− (Z · Y2)(P · Y1))J
(−2P ·X)∆+J (A.35)
with different X, Y1 and Y2. Therefore, equation (A.33) is equivalent to






dP1dP2 Ω(Z,P, P1, P2, Y1, Y2)
(−2P · P1)∆+J(−2P1 · P2)d−∆+J(−2P2 ·X)∆+J
where the numerator Ω(Z,P, P1, P2, Y1, Y2) is given by(
(Z ·P1)(P · Z1)− (Z · Z1)(P · P1)
)J (
( ~Z1 · ~Z2)(P1 · P2)− ( ~Z1 · P2)(P1 · ~Z2)
)J
(





(P1 · Z)(P · Y1)(P2 · P1)(P2 · Y2)− (P1 · P )(Z · Y1)(P2 · P1)(P2 · Y2)
(P1 · Z)(P · P2)(Y2 · P1)(P2 · Y1)− (P1 · P )(Z · P2)(Y2 · P1)(P2 · Y1) (A.38)
(P1 · P )(Z · P2)(Y1 · P1)(P2 · Y2)− (P1 · Z)(P · P2)(Y1 · P1)(P2 · Y2)


















To perform the integrals we use the following trick∫
dP2 Ω(Z,P, P1, P2, Y1, Y2)
















































)2J Ω(Z,P, P1, P2, Y1, Y2)
(−2P1 ·X)d−∆+J (A.42)






+ (h−∆ + J) X
X2
. (A.43)
Doing the integral over P1 using the same technique we obtain∫
dP1dP2 Ω(Z,P, P1, P2, Y1, Y2)
(−2P · P1)∆+J(−2P1 · P2)d−∆+J(−2P2 ·X)∆+J (A.44)
=
pidΓ(∆− J − h)Γ(h−∆− J)

















pidΓ(∆− J − h)Γ(h−∆− J)

















(−X2)∆−h+J Ω(Z,P, P1, P2, Y1, Y2)
(−2P ·X)∆+J
It is not hard to see that expanding the derivatives in the last expression leads to
4J∑
n=0
Qn(X,Z, P, Y1, Y2)
(−2P ·X)∆+J+n (A.47)
where Qn are homogeneous polynomials of degree n in X, degree (J + n) in P and degree
J in Z, Y1 and Y2. Moreover, the polynomials Qn inherit the following properties from the
function Ω,
Qn(X,Z, P, Y1, Y2) = Qn(X,Z + αP, P, Y1, Y2) (A.48)
= Qn(X,Z, P, Y1 + αY2, Y2) (A.49)
= Qn(X,Z, P, Y1, Y2 + αY1) (A.50)
This means that Qn can only depend on Z, Y1 and Y2 through the antisymmetric tensors




2 . All these properties together, imply that Qn must be proportional to


































(−X2)∆−h+J Ω(Z,P, P1, P2, Y1, Y2)
(−2P ·X)∆+J
= A∆,J
((Z · Y1)(P · Y2)− (Z · Y2)(P · Y1))J
(−2P ·X)∆+J (A.52)





























Using Mathematica we verified this formula up to J = 3. Unfortunately, higher values of
J take too much time to compute all the derivatives in (A.52).
A.5 Conformal integrals
A.5.1 Integration over one point


















µ=1 ∆µ = d and the measure [dγµν ] is the usual measure over the constraint surface∑n






























































µ are vectors in the embedding space Md+2



























µ=1 ∆µ = d+ l. We can write














QA1 . . . QAl
(−2Q · T )d+l (A.61)




























µν − traces (A.63)
where the integration variables have to satisfy a constraint that depends on the set of




µν = ∆µ + δ
α1
µ + · · · + δαlµ . In practice we will often need to
compute only a piece of (A.63) because we will have a special point that we can now call
P1, and we will be interested only in the terms of I
A1...Al that are not proportional to PAi1
for any i = 1, . . . l. With this simplification we can rewrite the integral IA1 in such a way
















µ + . . . (A.64)





γµν + ∆µ (A.65)








∆µ −∆1 + 1 = d+ 2− 2∆1 . (A.66)
We can similarly rewrite IA1A2 neglecting terms proportional to PA11 and P
A2
1 . In this case

















































µν −δα1µ δα2ν −δα2µ δα1ν (A.68)
where the dots are the terms proportional to PA11 and P
A2
1 , and where in the second line
we just absorbed Pα1α2 in the integrand. Now we can simplify the first integral as we did



















µν − δα1µ δα2ν − δα2µ δα1ν = γ̂µν . In this way the sum over α1 and α2 only acts on the variable






























































∆µ −∆1 = d+ 2− 2∆1 . (A.71)
A.5.2 Conformal integral — integrating over two points












where the variables λa and ρi satisfy,
k∑
a=1
λa = ∆ ,
n∑
i=k+1
ρi = ∆. (A.73)




















a=1 βa = d − ∆ and
∑
b:a 6=b βab = λa − βa, in particular we have
∑
a,b:a 6=b βab =


















where the variables τµν satisfy
∑n













We can change variables,
τµν =
{































where the integration variables γµν satisfy the following constraints
n∑
µ=1
γµν = 0 , γaa = −λa , γii = −ρi , for
{
a = 1, . . . k
i = k + 1, . . . n
. (A.79)


















2 . In the derivation of
this result we have used the identity (A.106).
Vector integral. The goal of this section is to compute the conformal integral,
Il, r =
∫











where the variables λa and ρi satisfy,
k∑
a=1
λa = ∆− 1 ,
n∑
i=k+1
ρi = ∆− 1. (A.82)
This integral enters in the factorization of the vector and spin two, where we have the
transversality condition (3.15). A moment of thought shows that it is sufficient to compute
Il,r up to terms proportional to λl or ρr, so in the following we will drop these. Let us
integrate first over Q1, using (A.64) we have∫























a + . . . (A.83)
where the dots stand by terms proportional to Pr ·Q2 that we can drop since they give rise

























Now we compute the integral over Q2 which is also of Symanzik type. Using (A.55) and
shifting the integration variables in order to absorb the factors Pcr and [Pab]




















where the integration variables γµν have to satisfy the following constraints
n∑
µ=1
γµν = 0 , γaa = −λa , γii = −ρi , for
{
a = 1, . . . k
i = k + 1, . . . n
. (A.85)










γcr (A(λl + δ
c





where A = ∆−1−γLR2 and B =
2∆−d
2 and where we defined as usual γl =
∑n
i=k+1 γli.















Spin two integral. The goal of this section is to evaluate the integral,
Il1l2, r1r2 =
∫





















λa = ∆− 2
n∑
i=k+1
ρi = ∆− 2 . (A.89)
Such integral enters the factorization formula of the spin two operator where we can neglet
terms proportional to ρr1 + δ
r2
r1 or λl1 + δ
l2
l1
(and also for terms with l1 ↔ l2 and r1 ↔ r2)
because they do not contribute in the final result due to the transversality condition (3.15).
















(A−B)(1 + A−B)λlρr + (A−B)(B − 1)(γrλl + γlρr)
]
. (A.86)






























]βa+δl1a +δl2a +δa1a +δa2a ∏
1≤a<b≤k
[Pab]
βab + . . .













where the dots stand for contributions proportional to Q2 · Pr1 and Q2 · Pr2 that do not



















β̂ab = 2∆− d− 2 . (A.93)
Let us rewrite rewrite the two integrands absorbing the factor (Q2 · Pl1)(Q2 · Pl2),

































































































where we have shifted the integration variables to repack all the factors [Pab]
βab , (Pl1 ·









γiν = ρi for
{
a = 1, . . . k
i = k + 1, . . . n
. (A.96)





























where Yl1l2r1r2 is given by the sum of the following structures




















Y(4,R)l1l2r1r2 =B(A−B)γr1r2γl1(γl2 + δ
l2
l1
)(1− δr2r1 ) (A.102)
Y(5)l1l2r1r2 =(A−B + 1)(A−B)(1− δ
l2
l1



























a = 1, . . . k
i = k + 1, . . . n
. (A.105)
A.6 Constrained Mellin integral identity
The goal of this section is to analyze an integral over Mellin variables βab constrained by∑













1≤a<b≤k αab. This type of integral can be easily generalized to the case where










where we have shifted the integration variables to reduce this case to the previous one.


















1≤a<b≤k βab = B, one can solve for β12 in terms of the other (k+1)(k−2)/2








































We can now generalize this type of integrals to the case of any polynomial dependence in
βab just taking linear combination of (A.109), since F{fi,pi}(βab) can be used as a basis for
the polynomials in βab. A useful example is given by a quadratic term in βab. In fact, using








p1 − δp2f1 δ
f2














Γ(B + 1)Γ(A−B + 1)
Γ(A+ 2)
.
B Factorization from the Casimir equation
The goal of this appendix is to fill in the gaps in the derivation of the factorization formulas
in section 5 of the main text. In the next subsection, we detail the vector case and in
subsection B.2, we discuss the spin J = 2 case. In subsection B.3, we prove some recurrence
formulas that are useful in the cases J = 0, 1, 2. In the last subsection B.4, we provide
more details about the residue of the first pole of the Mellin amplitude associated with the
exchange of an operator of general spin J . In particular, we will match with the results for
the four point function found in [1, 17].
B.1 Factorization for spin J = 1
In this subsection we prove formulas (5.14) and (5.16). First we consider that in the action
of the casimir operator Ĉ defined in (5.8) there is a term of the kind [ · ]ai,bjaj,bi , which only
shifts the mixed variable and it does not act on Lm and Rm. Moreover the action of [ · ]ai,bjaj,bi
on a mixed variable γcl can be written in a simple way, namely
[γcl]
ai,bj








l − δac δjl − δbcδil . (B.1)









Q(1)m − [Q(1)m ]ai,bjaj,bi
)









Q(2)m − [Q(2)m ]ai,bjaj,bi
)
= 0 . (B.3)
The second part of the computation is more subtle since Ĉ also contains a term [Qm−1]ab,ijai,bj

















appendix B.3) the following recurrence relations to connect structures defined at m− 1 to














































γabγij [Q(2)m−1]ab,ijai,bj = 4(m− 1)2Q(2)m . (B.8)
Formulas (5.14) and (5.16) descend respectively from (B.2) and (B.7) and from (B.3)
and (B.8).
B.2 Factorization for spin J = 2
B.2.1 Solving the m = 0 case











Acting with the Casimir equation operator (5.8) on (B.9) and using the transverse rela-
tion (3.15) we obtain

























The action of Ĉ on Q(2)0 is
Ĉ(Q(2)0 ) = 2∆Q(2)0 + 2Q(3)0 . (B.12)
It is trivial to see that Q(1)0 +Q(2)0 solves the Casimir equation. Moreover we can rewrite

















B.2.2 Solving for a general m















We start applying the Casimir operator (5.8) and the transverse relation (3.15) to (B.13).
This action generates some structures. We then act with Ĉ on the new structures until its
action closes. We find
Ĉ(f (1)m Q(1)m ) =
[
(η − 4(γLR + 1))f (1)m + (2m)2f (1)m−1
]
Q(1)m + 4[f (1)m − f (1)m−1]Q(2)m + 2f (1)m−1Q(5)m
Ĉ(f (2)m Q(2)m ) =
[
(η − 2γLR)f (2)m + (2(m− 1))2f (2)m−1
]
Q(2)m + 2[f (2)m − f (2)m−1]Q(3)m + 2f (2)m−1Q(4)m
− 2f (2)m−1Q(5)m
Ĉ(f (3)m Q(3)m ) =
[
ηf (3)m + (2(m− 2))2f (3)m−1
]
Q(3)m + 4(m− 2)f (3)m−1Q(4)m + 4f (3)m−1Q(5)m
Ĉ(f (4)m Q(4)m ) =
[
ηf (4)m + 4(m− 1)(m− 2)f (4)m−1
]
Q(4)m + 8(m− 1)f (4)m−1Q(5)m ,
Ĉ(f (5)m Q(5)m ) =
[
ηf (5)m − (2(m− 1))2f (5)m−1
]
Q(5)m
where the definitions of Q(s)m are given in (5.30) and where γLR = ∆ + 2m − 2. The
computations are similar to the J = 1 case and we had to make use of some recurrence
relations that are written in appendix B.3.4. One more time to fix the f
(s)





m Q(s)m ) = 0 and require that f (s)m = f (1)m h(s)m with h(s)m rational functions of m. In
this way we get formula (5.32).
B.3 Recurrence relations
In this appendix we demonstrate formula (5.12) for the scalar case and (B.4), (B.5), (B.6)
for the vector case. We also show some similar formulas useful in the spin two case.
First we write some formulas important to demonstrate the following results. We often
deal with the set of integer compositions
Am =
{
{λ1, . . . λn} :
n∑
i=1
λi = m, λi ∈ N0
}
,
where from now on we will denote {λ1, . . . λn} ≡ {λi}. We shall now show a simple property
of the integer composition that will be very useful in the rest of this section. It is a trivial
fact that for any j ∈ {1, . . . , n} the set
Amj ≡
{
{λi + δji } :
n∑
i=1
λi = m, λi ∈ N0
}
is contained in the set Am+1. Moreover, it is clear that Amj contains all the elements of
Am+1 except the ones that have λj = 0, namely
























Using this fact it is easy to show the following formula. Given a function of n variables
F ({λ1, . . . λn}) ≡ F ({λi}). If F ({λi})
∣∣
λj=0








F ({λi}) . (B.14)
We can use (B.14) to find∑
∑n
i=1 λi=m















for any function G({λi}).
B.3.1 Demonstration of (5.12) and (B.4)




























































and (B.16). Clearly the same





















In particular (B.4) holds.





























B.3.2 Demonstration of (B.5)




















where we consider nef symmetric in its indeces, so that nfe ≡ nef when f > e. For-













e(γab + nab) .
















































where followed the same steps of demonstration in the previous subsection except that we
used formula (B.16) instead of (B.15).







































































B.3.4 Recurrence relations for the J = 2 factorization formula
In this section we present the J = 2 analog of the recurrence relations (B.4), (B.5), (B.6).
Since the technology we needed was similar to the J = 1 case we will not write here any




























































































B.4 The first residue
In this subsection we study the first residue Q0 of the factorization formula for a generic
spin J exchange. We first rewrite formula (5.38) in a nicer way and we then match it with
the known result for the first residue of the four point Mellin amplitude.
Any object Sµ1...µJ symmetric in its indices µ1, . . . , µJ (where µi = 1, . . . n) can be
written in terms of the occurrence of the values 1, . . . , n in the indices µ1, . . . , µJ . In
particular given α` occurrences of ` ∈ {1, . . . , n} we define a new object Sα1...αn (with
down indices) as follows
Sα1...αn ≡ S
α1︷ ︸︸ ︷
1 . . . 1
α2︷ ︸︸ ︷
2 . . . 2 ...
αn︷ ︸︸ ︷

















Rewriting (5.38) in the down indices notation (B.27) we find a remarkably simple formula













i=k+1 jai and ji =
∑k
a=1 jai (where a = 1, . . . , k and i = k + 1, . . . n).
B.4.1 The first residue for k = 2 and n = 4
We want to show that for k = 2 and n = 4 (5.38) reduces to the known formula for the
first residue of the four point function computed in [1, 17] once we fix
κ∆J = (−2)1−J(∆ + J − 1)Γ(∆− 1) . (B.29)
The first part of the computation consists in finding the Mellin amplitude associated to a
three point function. Then we will plug such a formula in (B.28) and we will compare the
result with [17].









2 (−2P1 · P3)
∆1+∆3−∆2+J












(Z3 · P1)j(−Z3 · P2)J−j
(−2P1 · P3)γ1+j(−2P2 · P3)γ2+J−j (B.30)
with
γ12 =
∆1 + ∆2 −∆3 + J
2
, γ1 =
∆1 + ∆3 −∆2 − J
2
, γ2 =
∆2 + ∆3 −∆1 − J
2
. (B.31)
According to (3.12) we have,










(Z3 ·P1)j(Z3 ·P2)J−j Γ(γ1 + j)
(−2P1 ·P3)γ1+j
Γ(γ2 + J − j)
(−2P2 ·P3)γ2+J−jM
j︷ ︸︸ ︷
1 . . . 1
J−j︷ ︸︸ ︷
2 . . . 2
so that the Mellin amplitudes can be written in the down indices notation as
Mj J−j = c12O
(−1)J−j
Γ(γ12)Γ(γ1 + j)Γ(γ2 + J − j) . (B.33)
Replacing (B.33) in (B.28) and using the identity 1Γ(γ+n) =
(−1)n+J
Γ(γ+J) (1 − γ − J)J−n (that
holds for any n, J ∈ Z) we find

















(1− γ` − J)J−j`
(B.34)

















We can match (B.34) with formula (166) in [17]. The formulas look similar but the
sum in (B.34) contains only mixed variables γai while the one in (166) also depends on
the spacetime dimension d. To factorize such a dependence from (166) we need to use the
identity (B.36) with x1 = ∆− d2 = x2. In this way, once we fix (B.29), we find an agreement
between the two formulas.
We can also match equation (127) in [17]. In fact we can simplify (B.34) applying the
conjectured identity (B.37)




t=1 Γ(γt + J)
3F2(−J, γ13, γ24; 1−J−γ14, 1−J−γ23; 1) ,
where we used the constraint γ13 +γ23 +γ14 +γ24 = ∆−J . We can further use the following
hypergeometric relation
3F2(−J, b, c; d, e; 1) = (d− b)J(e− b)J
(d)J(e)J
3F2(−J, b+c−d−e−J+1, b; b−d−J+1, b−e−J+1; 1)
valid for any integer J to get




t=1 Γ(γt + J)
3F2(−J,∆− 1, γ13; γ1, γ3; 1) (B.35)
where we could have also exchanged 1→ 2 and 3→ 4 adding a factor (−1)J in the formula.
Formula (B.35) matches exactly (127) in [17] if we fix (B.29).
B.4.2 Conjectured Identity
Consider the following polynomial in the variables γ13, γ14, γ23, γ24, x1, x2,
















where the sum is over jai ≥ 0 with j13 + j23 + j14 + j24 = J . We also defined γa = γa3 +γa4
and γi = γ1i + γ2i and the same for ja and ji. It is clear from the definition that f
J is
a polynomial of degree 3J in the variables γai and degree J in the variables xa. We first
conjecture that the following ratio is independent of x1 and x2,
fJ(x1, x2; γai)
(γLR − x1 − x2 + J − 1)J =
fJ(0, 0; γai)
(γLR + J − 1)J , (B.36)
where γLR = γ13 + γ14 + γ23 + γ24. We conclude that (B.36) is a polynomial of degree 2J
in the variables γai. In fact, we also conjecture that
fJ(0, 0; γai)














(γ14)J(γ23)J 3F2(−J, γ13, γ24; 1− J − γ14, 1− J − γ23; 1) . (B.38)
Where in the last line we can also exchange 1 → 2 or 3 → 4 adding a factor (−1)J in
the formula. We verified both conjectures in general up to J = 8. We also checked their


















C Flat space limit of the factorization formulas
The mass of a spin J field in AdSd+1 is M
2 = ∆(∆−d)−J
R2
where ∆ is the conformal dimension
of the operator in the dual CFT and R is the radius of AdSd+1. In the flat space limit R
goes to infinity and to keep M finite we need to assure that ∆ scales like R. In terms of
the Mellin variables the flat space limit amounts to (6.11), so that we can be more precise
and ask for δij ,∆→∞ with fixed ratio δij∆2 .











where g(γij) is a function of γij . We want to know what is the leading behavior of fm(γij)
in the flat space limit. It is easy to to show [3] that if g(γij) is a polynomial of degree κ in
the variables γij , then, for any finite m, fm(γij) is also a polynomial of degree κ+m and












With this in mind, we can now review the scalar case. To keep the formulas more






LmRm , where g(m) = κ∆0
m!
(1− d2 + ∆)m
(C.3)
and γLR = ∆ + 2m is the position of the poles. The leading behavior of Lm and Rm is
found using (C.2) and moreover we can apply formula (6.34). Using units where R = 1 the
result for Lm (and similarly for Rm) is








































2 − γLR2 and NL is the normalization of the left Mellin
amplitude defined in (6.35). Notice that to get to (C.4) we just performed the replacement
βL → βL/tL in the integration variable. Replacing in formula (C.3) the flat space limit of





































where N is the normalization of (6.34) associated to the full scalar n-point function and
where we defined








































. As we will see later we can drastically simplify S(βL, βR)
to get






−2βLγLR + ∆2 . (C.7)
















where we defined p =
∑k
a=1 pa = −
∑n
i=k+1 pi (so that p
2
∣∣
pi·pj=2βγij = −2βγLR) and we
identified M2 = ∆2. This shows that the poles of M , in the flat space limit, give rise to a
cut that can be obtained by the integral over β in (C.8) of the unique pole of the scattering
amplitude T .
We now explain how to find formula (C.7). We need the following Mellin transform












m!(γ + x+ y)−m
. (C.9)
Using (C.9) we can Mellin transform S(βL, βR) in both the variables βL and βR,


















When m is of order one, the summand gives a negligible contribution. In fact the terms
that are going to contribute are the ones with m of order ∆2. We can then define a new
variable s = 4m
∆2
and, since s will slowly vary when m increases by a step of one, we can





. . . −→
∫ ∞
0
ds . . . . (C.11)































where we performed the change of variable s = 1/βL. Formula (C.12) is the definition of
a double Mellin transform, therefore we can identify the term in the square brackets with


















The position of the poles of the Mellin amplitude at γLR = ∆ + 2m, turned into poles at
γLR = ∆
2/(2β) in the integral in formula (C.8). This means that in the flat space limit
the contribution of the infinite sum over m will be dominated by the poles which have a
value of m that scales like ∆2. This simple observation is proven to be very effective to
simplify the factorization formulas for the exchange of operators with non zero spin. In











hs(m)Q(s)m , g(m) = κ∆J
m!
(1− d2 + ∆)m
, (C.13)
where the position of the poles is at γLR = ∆ + 2m − J . The residue Qm is expressed
as a sum over structures labeled by s and we will now see that it is easy to drop some of
such structures checking that they give rise to a subdominant contribution in the flat space
limit (once we consider that m scales like ∆2).
The factorization formula for the vector case is (C.13) where s runs from 1 to 2 and
the two structures are defined as follows
























where we put in evidence the scaling behavior in ∆. Naively one would think that the two
structures (C.14) and (C.15) have the same leading behavior in ∆ since Q(1)m contains only
one Mellin variable that scales like ∆2 and Q(2)m has two Mellin variables which scale as
∆4 but it is suppressed by ∆−2 because of the contribution of h2(m). This analysis is too




a = 0. Using this condition is enough to ensure that
the second structure (C.15) is subdominant because its naive leading term in ∆ is actually
zero. To see this we recall that the flat space limit of Lam and R
i





















+ . . .





















2 − γLR2 and where the dots stand for subleading
contributions in the flat space limit (γij ∼ ∆2 →∞). This analysis allows us to drop (C.15)
and to just compute the flat space limit of (C.14). The computation is similar to the scalar
case but now, in order to use formula (6.34), we need to express the Mellin amplitudes Ma
































(−γaγi + γaiγLR)MˇaLMˇ iR (C.19)
in which we used
∑k
a=1 γa = γLR =
∑n
i=k+1 γi. When the on shell condition γLR = γLR

























a = 1, . . . , k
i = k + 1, . . . , n
. (C.21)


































































T aL (2βLγl1l2)T iR(2βRγr1r2)S(1)ai (βL, βR) ,

















where we rescaled the integration variables βL → βL/tL and βR → βR/tR and we defined
N to be the normalization of (6.34) associated to the full scalar n-point function and
S
(1)































. Using the same kind of computation as in the scalar case
and identifying ∆ = M , we find
S
(1)































C.2 Spin two operator
The flat space limit for the factorization formula for spin J = 2 can be found in a similar
way as in the previous cases. First we find that in (5.32) there are only two structures that
contribute, namely the first and the last one. The procedure to see this is analogous to the
vector case. Once we consider γij ∼ m ∼ ∆2 all the structures naively seem to have the
same leading term in ∆ (except the fourth one that is obviously subdominant). It is then
easy to show that the naive leading term of L˙am and of L¨
a






ij = 0. This fact allows us to drop all the structures
which contain L˙am or L¨
a
m, therefore we can restrict our computation to just Q(1)m and Q(5)m .
We then write the flat space limit of Labm and L˜m









2 − γLR2 . Formula (C.27) is obtained using (C.2) and to find the flat






we first use (C.2) to get21[
Labm−1
]ab ' Labm−1 ' D(m−1,δL+m)t Mab(tδef )|t=1 . (C.29)
Then, since m ∼ γij , we can further simplify (C.29) considering the following relation
D(m−1,γ)t Mab(tγef )|t=1 ' −D(m,γ)t Mab(tγef )|t=1 , m γ, 1 . (C.30)
Combining (C.29)and (C.30) we find that (C.28) holds.

















Using formulas (C.27) and (C.28) we can write the flat space limit of Q(1)m and Q(5)m as
follows






























Now we need to express M in terms of Mˇ . To do so we use the following identities22 valid





































where Ωˇai was defined in (C.21) and





a, b = 1, . . . , k
or
a, b = k + 1, . . . , n
. (C.34)










































where N is the normalization (6.35) for a scalar n−point function,
S
(1)

































aibj(βL, βR) , (C.37)





, where NL and NR are normalization constants that arise
from using (6.34) respectively on the left and on the right Mellin amplitudes. Notice that
22A proof of such identities is given in appendix C.3.1. Notice that the difference of signature in the
definition of Ωˇ comes from the fact that
∑k





















the factor −1d in (C.37) comes from the leading term in ∆ in the expansion of h5(m) (when
we consider m ∼ ∆2). Once again following the same steps that we wrote in the scalar










































that is exactly what we expect from the flat space factorization formula (2.15).
C.3 General spin J
In (5.38) we wrote the factorization formula for any J but just for m = 0. We now want to
check that this contribution reduces in the flat space limit to one piece of the result (2.18).
If we use the notation (C.13) we now have only one structure (we denote it with s = 1) and
the other ones are unknown. From our recipe we can uplift the result of (5.38) to a general
m just putting the prefactor g(m) in front of it and replacing ML → Lm and MR → Rm.






















with γLR = ∆ + 2m− J . In particular in the flat space limit we have

























2 − γLR2 (and similarly for γR) and {a} = a1, . . . , aJ (and the same for
{i}). We need to express the result in terms of Mˇ . We will use the following identity that














































where Ωˇai is defined in (C.21). A proof of (C.42) is given in appendix C.3.1. Putting
everything together and using formula (6.34) we find







































































. In the flat space limit we can simplify S
(1)
{a}{i} as
explained in the scalar case. The result is
S
(1)


































that corresponds to the r = 0 contribution of (2.18).
C.3.1 Proof of (C.42)
We start considering that the relation (3.22) to express the representation M in terms of
Mˇ simplifies drastically in the flat space limit, since we can drop all the Kronecker-deltas.










q is defined in (3.23). In this notation, the leading contribution (in the flat





























fsl = 0 . (C.47)
For convenience we define Si1...iJ ≡
∑k
{a}=1 γa1i1 · · · γaJ iJM{a}Lfsl, a totally symmetric object
in the indices {i}. Using property (C.47) we immediately find ∑ni1=k+1 Si1...iJ = 0, that















Si1...iJγj1 · · · γjJMˇ i1...iJR = γJLR
n∑
{i}=k+1
Si1...iJMˇ i1...iJR . (C.48)
We can further simplify L replacing the definition of Si1...iJ , using (C.45) and considering
that for symmetry reasons each Mˇ
{b}{a}



















































Ωa1i1 · · ·ΩaJ iJMˇ{a}L Mˇ{i}R
where Ωai is defined in (C.21). Once we set γLR = γLR we recover formula (C.42).
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