Abstract. In "expert systems' and other apphcations of logic programming, the issue arises of whether to use rules for forward or backward inference, i.e. whether deduction should be driven by the facts available to the program or the questions that are put to it. Often some mixture of the two is cheaper than using either mode exclusively.
I. Introduction
An endangered species, with a total population of no more than 50 males and 50 females, has been under close observation in the wild for three generations, and funds have finally become available to house them in a zoo and institute a controlled breeding program, so that their descendants do not become too inbred. Complete family trees are available showing how the present 100 specimens are desended from the 100 that were alive when the project started (the average number of surviving offspring per female is 2, and, remarkably enough, all the males have much the same reproductive success rate). The degree of inbreeding among these original 100 is not known, but any further increase is highly undesirable. The zookeeper wants to breed each female with a male sharing no known common ancestor with her, but due to budgetary problems, has only an abominably slow HAL 6983 computer, running the infamous Orpgol interpreter, on which to work out the pairings. The family tree information is stored as facts of the form Child(x, y), meaning that x is a child ofy. The rule set is quite simple:
Inbred(m, f ) ~ Ancestor(a, m) A Ancestor(a, f ) Ancestor(x, y) ~ Child(y, v) ^ Child(v, w) ^ Child(w, x).
The goals are, for each of the 50 females alive, to find a male who shares no common ancestor with her (i.e. they do not satisfy Inbred(m, f); see Figure 1 ). This will have to be done by trying males one by one and rejecting the ones that do have a common ancestor with her. Since each specimen has 8 ancestors from the original 100, the probability of a random pairing being inbred can be roughly calculated as 0.928 ~_ 0.51; the true probability is slightly different, since the 8 may not all be distinct, and is close to 0.52.
Orpgol includes both forward and backward chaining, so that the zookeeper could ask HAL to use forward chaining to generate the set of all inbred pairings, or use backward chaining to determine whether a given pairing is inbred. At first he thinks he will try the backward chaining approach. He should only need to try an average of roughly two males for each female this way, or 100 pairings. But soo he realises that, if GreatGranddad98 is found to be an ancestor for Male27 but is in fact not one for Femalel6, all four of her grandparents must be found and checked to see that they are not children of GreatGranddad98 -and the same must be done for Male27's other seven ancestors, giving 32 backward chaining derivations on top of the 8 required to find Male27's ancestors, for a total of 40 per pairing, or about 4000 in total. This takes HAL much too long, so the zookeeper decides to try forward chaining, but it turns out that this means generating roughly 1300 inbred pairings; just to deduce these from the Ancestor facts requires 1300 inferences. However, if the Ancestor facts are known, HAL can determine whether a single pair is inbred with just eight steps (Figure 2 ), for a total of some 800 further inferences. Finally the zookeeper realises that he should generate all the Ancestor facts, of which there are only 800, using forward chaining, and then find the inbred pairs backwards. The task is completed shortly before the females come into heat. This kind of decision about which inference strategy to use, based on rough estimates of the time a strategy will take to solve the problem, is a frequent feature of logic programming. We would like to automate the choice between forward and backward inference directions, at least with respect to the cost of deduction. Other optimisations, such as rule ordering and ordering of terms within rules, will be ignored. The conflicts between forward and backward computation can be outlined as follows: solving a goal backwards may be much cheaper than doing the corresponding forwards deduction, because more variable bindings are available to constrain the computation. But it may be be more expensive, because several rules are applied, only one of which can solve the goal. A proposition that has been computed forward and stored can be re-used many times, or it may never be used at all. We will show how to attach numerical estimates to these factors and optimise the trade-offs.
I. STATEMENT OF PROBLEM

The Logic Programs
We consider a system whose inputs are a set F of facts (ground atomic formulae of the predicate calculus), a set R of rules (sentences of the predicate calculus having implicational force), and a set G of goals (conjunctions of atomic formulae). Rules and goals may contain variables, which are assumed to be universally quantified in the case of rules and existentially quantified in the case of goals. The purpose of the system is to solve each goal in G using the facts F and the rules R, and, in the case of goals containing variables, to find all the sets of bindings for these variables which make the goal true. The case where only a single answer is sought would require major enhancements to the cost estimation algorithms described in Section 4.
R is assumed to be finite; G need not be finite, in the sense that it may represent the expected "workload" or mix of goals for a system that is to run for an indefinite time. Likewise F may be an indefinitely long sequence of facts to be input to the system. Of course, both F and G must be describable in a finite way, or it will be impossible to reason about the behavior of the system. We assume that each fact or goal matches one of a finite set of patterns, and the relative frequenc!es of occurrence of the patterns will be used to describe F and G. If F or G is finite, the absolute sizes of the sets of facts (or goals) matching each pattern can be used instead.
We impose the restriction that clauses from R be Horn clauses, i.e. have exactly one positive literal (rules that have no positive literals, and thus can only detect a contradiction in the facts, are excluded, since they are of no use for answering goals). Horn form is not strictly necessary, and can be replaced with two requirements: first, that each clause have a distinguished 'output' literal, of either sign, and second, that no deductive steps will be done that unify two input literals or two output literals (from the same or different clauses). Here an 'input' literal is any literal that is not the output literal of the clause it appears in. The literal in a fact is an output literal; goals have only input literals. Those who are more comfortable with Horn clauses are free to substitute 'positive' for 'output' and 'negated' for 'input' where appropriate in the rest of this article.
To sidestep the question of exactly which algorithms for forward chaining and backward chaining should be used, we will consider resolution, on which most other monotonic inference methods are based. For efficiency, we specialise to a variant of lock resolution [1] . The inference mechanism will be discussed in more detail in Section 2, where it is shown that putting the output literal at the end of a clause yields deductions similar to forward chaining, and putting it at the beginning yields backward chaining. We restrict the position of the output literal to these two possibilities.
The Objective
The problem we consider is that of choosing an optimal subset R I of R to be used forwards, i.e. re-written with the output literal at the end of the clause. Optimality is initially defined with respect to the sum of the times taken by all the forwards and backwards deductions. When G is finite and the logic program is run once to prove all the goals, this is probably the appropriate cost measure. If F is finite but G is not, then clearly the time taken in forward chaining cannot be added to the total time taken in answering questions; it can be considered as an investment in quicker answers, whose payback time can be calculated. Alternatively, the rent for the space needed to store the deduced facts on disk can be included in the daily cost of operating the system and balanced against the decreased time taken to prove each goal. The set of facts for which storage costs are incurred can also be changed, as discussed below. In the case of a database, neither F nor G may be finite. What may be of interest here is the cost of computing the set of new facts that are entailed by an update, versus the cost of answering the (finitely many) questions asked before the next update.
Smith [13] has solved the problem of how to order the input literals in a single rule so as to minimise execution time, and his solution is being extended to the case of several rules considered together. However, it assumes backward chaining; while his algorithm is also applicable to forward chaining, the optimal order is often different. We assume here that the input literals of each rule have been ordered so as to execute as fast as possible; in other work [16] we examine the general problem of literal ordering for Horn clause sets.
The algorithms for finding R I require as their inputs the expected costs of using each rule forwards and backwards. We shall see that in most cases these costs can depend on the directions in which other rules are used, so that we must supply a piece of code that computes these expected costs given a tentative value for R s. Here we concentrate on a special case in which the expected costs can be shown to be almost independent of R I, making the optimisation problem much more tractable than in the general case. There is a very special case, rarely encountered in practice, where R i has no effect on the expected costs, and this case will be looked at first.
The cost estimation algorithm we shall describe in Section 4 obviously needs to know the entire set of rules before it can estimate their costs. The information about F and G that it needs consists of the sizes of sets of clauses (or relative frequencies of clauses matching certain patterns, as discussed above) and the sizes of domains of values over which variables can range; this will be discussed further in Section 4. In database terminology, R would correspond to the 'intensional database' or to a set of view definitions, F to a description of the contents of the 'extensional database', and G to a 'query model' describing the frequencies of possible queries.
It is convenient to assume that no function symbols are present, except possibly in F.
NOTATION
We define a directed graph, called the rule graph, whose nodes are the members of R and which has an arc from a rule r to a rule s iff r's output literal is unifiable with one of s's input literals. We say that s is a successor of r, and r a predecessor of s. The rule graph should not have to be acyclic, but the work we have done to date does not include techniques for dealing with cycles in it. Such techniques are being investigated by many researchers [7, 6, 4, 17] . There will be times when we add F and G to the rule graph, in the obvious places: a fact from F is the predecessor of those rules whose input literals unify with it, and a goal from G is the successor of those rules whose output literals unify with it. We do not represent individual members of F and G in the rule graph, but sets of facts or goals that match some pattern; these patterns, rather than the individual facts or goals, are unified with literals from rules when constructing the rule graph. In Figure 3 , we have put the facts at the bottom and the goals at the top, and we shall adhere to this convention henceforth.
For a node r in the rule graph, representing a rule from R, let ei(r ) be the estimated cost of using it forwards, net of the costs of using its predecessors to deduce its inputs, and eb(r) the estimated cost of using it backwards, again net of costs for its predecessors. Section 4.3 explains how to obtain these costs. We also define an indicator variable v(r) for each node r of the rule graph, with a value of 1 to denote using the rule forwards, and 0 for backwards. A complete set of values v(r) for all rules r will be called a strategy.
It will always be the case that ey(r) depends on the structure of R and on the number and distribution of facts in that part of F from which r's inputs are obtained; eb(r) can depend both on these and on that part of G from which clauses unifying with r's output literal are obtained. Moreover, eb(r) will depend on whether any of r's successors (or their successors, etc.) are used forwards, as explained more fully in Section 4.3. We can eliminate this dependence by simply insisting that all predecessors of a forwards rule be used forwards themselves, or equivalently, that R iis closed under the operation of taking predecessors. This also implies that if a rule is used backwards, so are all its successors. We shall call this coherence, i.e. a coherent strategy will be one in which no rule is used forwards unless all its predecessors are. When a set of rules is being used under a coherent strategy, all of the forward inferences can be done before any of the backward ones. The system can then store the facts inferred by the forward rules, and use them as the basis for backward inferences. Coherence thus corresponds to a simple, intuitive model of how forward and backward inference might be used together. However, coherent strategies are not necessarily more efficient than incoherent ones.
STRUCTURE OF DOCUMENT
Section 2 discusses the resolution mechanism, and established the correspondence between this and conventional forward and backward chaining.
Section 3 discusses the choice of an optimal coherent strategy, given estimates of the costs of using rules forwards and backwards. A special case of this problem is shown to be soluble in polynomial time, and this is used to build a relatively efficient algorithm for solving the general case, which is shown to be NP-complete in Section 5.
Section 4 explains the method used to estimate the cost of a set of deductions from data about F and G, given a set of rules R. Subsection 4.1 shows how numbers of resolvents are estimated using two uniformity assumptions. Subsections 4.2 and 4.3 describe the details of how to derive actual cost estimates for individual rules, which are used in the NP-completeness proof of Section 5.
Section 6 deals with the ways in which cost estimates can be wrong, and the effect of this on the strategy chosen.
The final two sections sum up the work presented and point the way to the future.
The Deductive Mechanism
Lock resolution [1] is a restricted version of standard binary resolution [11] , the restriction being that the complementary literals which are resolved away must each be the first in their respective clauses, where 'first' is defined relative to the ordering induced by a global labelling of literals with integers; substitution instances of a literal inherit its label, or 'index'. Thus the number of possible resolutions on a given clause set is substantially reduced, compared with unrestricted resolution. Lock resolution is, however, still complete if no other restrictions are added [2, p. 124].
DEFINITION OF LLNR-RESOLUTION
Here, a further restriction is imposed, namely that the ordering on the literals should correspond to the textual order in which they appear in a clause. Thus, only the literal appearing first, or leftmost, in a clause can be resolved upon. We call this restricted form of resolution LL-resolution. In view of this restriction, it is necessary to specify the order in which literals appear in a resolvent clause. The relative position of two literals derived from the same parent clause will be inherited from that parent. The literals from the parent clause whose first literal was positive (output) are put before those from the other parent, whose first literal must have been negative. Another way to say this is that they are put in the place of the negative literal that was resolved away. We call this 'negative replacement', and denote the combination of it and LL-resolution by LLNR-resolution.
It is, of course, not always the case that LLNR-resolution will be compatible with lock resolution, i.e. will yield a resolvent whose textual order still corresponds to the order induced by the indices of the literals in the parent clauses. But in the case of a recursion-free rule set we can ensure that the two orders will always agree, by the simple device of assigning the indices so that each literal in a clause has an index lower than any literal in any successor of the clause. Thus LLNR-resolution becomes a special case of lock resolution on such rule sets.
Like lock resolution, LLNR-resolution is complete on arbitrary sets of clauses; the proof is deferred to another paper. We shall see that on Horn clause sets such as we have been discussing, it can give behaviour very similar to that of pure Prolog.
The implementation of LLNR-resolution that we shall consider includes a stack or agenda of clauses to be resolved against. To use a clause, we add it to the top of the agenda. We then repeatedly pop the top clause off the agenda, store it in the database, resolve it against all possible clauses in the database, and add the resolvents to the agenda. Since the order of literals in the resolvent is important, we specify that the literals from the clause that was taken off the agenda come after those from the other parent (this causes subgoals to be generated depth2first ), and the order of literals within each parent clause is carried over unchanged. When the agenda is empty, we have deduced all the consequences of the new clause. In the interests of simplicity and speed, no attempt is made to find unifiable literals within a resolvent (factoring), nor to find clauses on the agenda that subsume each other. Each resolution step involves examining only the first literal from the top clause on the agenda. Otherwise, the estimation of computation times (Section 4) would be much more complicated. By way of gaining efficiency at the price of possibly losing completeness, we can impose a filter on which derived clauses are stored in the database; clauses that are not stored will disappear as soon as they are popped off the agenda, and so will not be available for later resolutions. One common filter is to store only unit clauses, or only positive (output) units. This, however, can lead to incomplete deduction in the forwards direction: if we have a rule like -3 A-3 B C and A is entered at a time when B is not in the database, the resolvent -3 B C will fail to generate any further resolvents, and be dropped. Then when B is entered, it will have nothing to resolve against. The opposite ordering of A and B would lead to C being successfully deduced. In general, a forwards rule will only be successfully used on a set of facts if the last one to appear on the agenda matches the first input literal of the rule.
DIRECTED CLAUSES
One way to ensure completeness of forward chaining is to wait until all the facts are in the database, and then put the rules on the agenda in such an order that no rule appears until all of its predecessors have appeared. This, of course, requires that the rule graph be acyclic. Another is to create several versions of each forwards rule, each of which begins with a different input literal, so that no matter which input fact arrives last, it triggers a sequence of resolutions involving one version of the rule and the other facts that were waiting for it. This does not require acyclicity, but does increase the cost of forward inference, since there will be many abortive inference steps like the one described in the previous paragraph.
Details of how we can simulate LLNR-resolution so as to estimate the cost of some set of facts, goals, and rules used in a particular way are deferred to Section 4.
The Optimal Coherent Strategy
In this section we examine the case where a rule that is used forwards requires all its predecessors to be so used. If there are no rules generating duplicate answers (the same conclusion being drawn from different sets of inputs to the rule), then the optimal set Rf of rules to be used forwards can be found by any linear programming method. We also mention a specialised method that is faster than general linear programming.
If some rules can generate duplicates, finding the optimal R I is NP-complete. By treating such rules separately from others, we can find the optimal set in time bounded by a polynomial in the total number of rules times an exponential in the number of 'bad' rules (and much more quickly than this in most cases).
NO DUPLICATE ANSWERS
It is shown in Section 4 that under the two restrictions mentioned above (coherence of strategy and no duplicate answers), the cost estimates eI(x ) and eb(X) have only F, R, and G as implicit arguments. In particular, they do not depend on the directions of other rules. Then the problem of finding the set of rules to be used forwards in a least total cost strategy is just an integer programming problem. Namely, recalling the definition of v(x) from Section 1.2, the total cost of a strategy (represented as a set of values for the v(x)) is
and the constraint on rule directions turns into the inequality v(y) >1 v(x) for each predecessor y of x. If this expression for the cost is minimised subject to these inequalities, the resulting values of the variables v(x) give the optimal solution to the original problem.
The Linear Program
This integer program is in fact a linear program, and hence solvable in time polynomial in the number of constraints, which is polynomial in the total number of literals in R. This is important, since integer programming in general is NP-complete. To see that we really have a linear program here, it is necessary to prove that if the above constraints were augmented by the inequalities 0 ~< v(x) ~< 1 for all x and the whole system solved as a linear program, the solution obtained would in fact give integer values to all the v(x).
Note that the simplex algorithm always obtains a solution which is a vertex of the simplex determined by the constraints. Suppose that the optimal cost can be attained with fractional values for some of the v(x). Let k~ be the lowest non-zero value taken by any v(x), and k2 the second lowest; let V be the set of variables v(x) which take the value k~. Then for any v(x) in V, the constraints on v(x) will all have one of the forms 0 ~< x, kj ~< x , x ~< k~, o r x ~< k f o r s o m e k >>, k2.
It is clear that if kj and all the variables in V were simultaneously changed to k2, or to 0, leaving the other variables unchanged, no constraint would be violated. But these changes correspond to moving in opposite directions along the surface of the simplex, and so this solution cannot be at a vertex. Thus only all-integer solutions can be vertices. (Even if some other linear programming algorithm were used, and a solution in the middle of an edge or face of the simplex were obtained, all points thereon would also be optimal, including at least two vertices.)
Roussopoulos [12] has considered another strategy choice problem, different from this one mainly in the imposition of an upper bound on the total amount of storage available for the facts deduced (it is hard to tell whether he requires his strategies to be coherent). Such a bound can be added to this problem very simply, for if s(x) is the space needed to store the results of x, and A is the total space available, we simply add the inequality Unfortunately, this causes the proof that the linear program can always return a solution in integers to break down, since changing several of the v(x) from a fractional value to 1 might violate the storage bound. So the problem of finding the optimal coherent strategy subject to a bound on some element of the total cost appears to be harder than linear programming, and may be NP-complete.
Roussopoulos also expects that (translating into the terminology used in this paper) the only facts that will be stored permanently are those which are inputs to some backward rule. This means that facts which were deduced forwards only to be used as inputs to further forwards deductions would be erased from the database afterwards. Until now we have lumped space costs with time costs, thus assuming that every fact is stored. If there is no storage bound, the linear program can be modified to consider storage costs only for those facts that are needed by a backward rule. Simply re-define the total cost of a strategy as
where e~(x) is the estimated amount of space taken up by the facts deduced by rule x. The new variable v'(x) is made to be 1 if x is a forward rule with a backward rule among its successors, and 0 otherwise, by the constraints
for all successors y of x. If x has no successors then v'(x) is made identical to v(x).
The rule graph must also be extended to include nodes for the facts in F, each of which has zero values for ei(x ) and eb (X) and 1 for v(x). These changes roughly double the numbers of variables and constraints in the linear programming problem. The proof of all-integer solutions continues to hold, since the v(x) can take exactly the same sets of values as they could in the original formulation of the problem, and each v'(x) will take the lowest value it can, which will be 0 or 1.
Strictly, this trick, and indeed any version of the linear program that purports to take account of storage space, is only valid under the constraint that rules whose sets of answers overlap are always used in the same direction as each other. Without this constraint, the amount of extra space taken up to store the facts deduced forwards by some rule could vary depending on whether another rule had already deduced some of those facts. Duplication of answers across rules can have the same effect on the complexity of the optimisation problem as duplication of answers within a single rule, which is discussed below.
The Network Flow Model
The simplex algorithm lends itself easily to modification for the case where variables have upper bounds on their values. However, it has a theoretically exponential-time worst case, and there are reasons to believe that it might prove clumsy on large rule graphs. Papadimitriou [9] has suggested a reduction of this problem to a network flow problem, a special case of linear programming which is known to be solvable in time proportional to the cube of the number of nodes in the network. This is faster than the best currently known algorithm for general linear programming. Indeed, for sparse networks an even faster algorithm has beer, devised by Sleator and Tarjan [14] with asymptotic running time O(N A log N) where N is the number of nodes and A the number of arcs.
The network for the case where storage costs are ignored is generated by adding to the rule graph two "dummy" nodes S and T, with arcs from S to every real node x and from x to T. The arc from S to x has capacity ei(x ) and that from x to T has capacity eh(x). The original arcs from a rule to its successors have infinite capacity.
In Figure 4 , these arcs are represented by thick lines. The choice of v(x) is now reduced to the problem of finding the minimum possible total capacity of a cut through this network separating S from T, as follows.
Consider a cut in this network, i.e. a set of arcs whose removal makes it impossible to find a path from S to T (recall that the maximum flow through a network corresponds to the minimal cut). Such a cut is shown in the figure, with small circles indicating where an arc is cut. If the cut has finite total capacity, then it cannot include any of the arcs between nodes of the original graph. Thus if some node x is still connected to T after the cut, and some other node y is a predecessor of x, then y is certainly also connected to Tafter the cut, via x. So the set of nodes still connected to T after a cut can be regarded as the set to be used forwards in the strategy represented by this cut. The total capacity of the cut is clearly the sum of ei(x) over all nodes x whose arc from S has been cut (T is still reachable from these nodes) plus the sum of eb (X) over all other nodes, and so it corresponds to the cost of the strategy. Now, since the maximal flow through a network is equal to the minimum cut required to disconnect the source and sink nodes, applying a standard network-flow algorithm will give us such a cut, corresponding to the least cost strategy. In practice, we do not include both the S and T arcs for each rule, but eliminate one of them by the mathematical device of subtracting min(ei(x), eb(X)) from both their capacities.
This changes the value for maximal flow (or minimum cut), but gives the same strategy as before, and may speed up the optimisation by reducing the number of arcs.
This approach can also be modified to allow for storage costs being applied only to those forward rules having a backwards successor. We do this by adding some more nodes and arcs to the network already described: new nodes representing the facts and goals, and new arcs whose capacities are storage costs. More precisely, for each pattern in F or G we create a node. For each fact or rule pattern we create an extra dummy node, with an arc from the dummy to the real node whose capacity is the cost of storing the relevant set of facts. Finally we add infinite-capacity arcs from the fact nodes to T, from S to the goal nodes, and from every real node to the dummy nodes of its predecessors, where the predecessors of a goal (and the successors of a fact) are defined in the obvious way. Any finite-capacity cut, as described above, will include the arc from a dummy node x' to its real node x precisely when some successor of x is reachable from S (i.e. done backwards) and x is connected to T (done forwards). Thus the capacity of the cut faithfully represents the cost of the corresponding set of choices for rule directions in the way described above, and the minimal cut will give the optimal choices. See Figure 5 .
The network flow algorithm has not been modified to deal with bounds on space or time. If the strategy choice problem is indeed NP-complete given such bounds, then clearly the network flow algorithm is of no use (unless P = NP).
RECURSIVE RULES
The cost estimation methods of Section 4 do not apply to sets of rules that are singly or mutually recursive. It is in general very difficult to get good estimates of the cost of using such rulesets, because the depth of a recursive computation is hard to predict. But for problem domains that have special features which make such prediction possible, the resulting estimates can readily be used in the simplex or network flow algorithms for choosing an optimal coherent strategy. In the case of singly recursive rules, the algorithms apply directly. When there is mutual recursion, the coherence condition requires that mutually recursive rules should all have the same direction as each other, so the problem can be simplified by collapsing each set of mutually recursive rules to a single rule (in the network, collapsing each cycle to a single node) and adding up their cost estimates. Once this collapsing has been done, the resulting problem can be solved like a non-recursive rule set.
DUPLICATE ANSWERS PRESENT
Some rules can generate duplicate answers to a goal, corresponding to different values of some variable which appears in the rule's input literals but not in its output literal.
For example, given a rule like -TA(x, y) ~B(y, z) C(x, z), if facts A(1, 3), B(3, 2), A(1, 4), and B(4,2) were available, then C(1,2) could be deduced twice, once with y = 3 and once with y = 4. This is discussed more fully in Section 4. If the rule's conclusions are being stored in the database, the duplicates will disappear, but if the rule is being used in backwards inference and its conclusions forgotten as soon as they are used, then duplicates will not even be detected.
If some rule r~ has a predecessor r2 which generates duplicates, the number of inputs supplied to r~ will depend on whether r 2 is used forwards or backwards, and this clearly affects the cost of using r~ backwards (a rule used forwards in a coherent strategy can receive no duplicates from its predecessors, and so only the backward costs can be affected). As will be shown in Section 4, the cost of using other rules which supply inputs to r~ can also be affected by duplicate answers from r2. So if r 3 is such a rule, the cost of using r 3 backwards will depend o n v(r 2), but the cost of using r3 forwards will not. This makes it impossible to express the cost of r3 as a linear function of v(r3) and v(r2), since the value of v(r2) affects it only when v(r3) = 0;
terms containing the product of the two indicator variables would be required to express this. Thus the linear program appears to be inapplicable. See Figure 6 .
In fact, the task of optimally choosing the v(x) under these conditions can be shown to be NP-complete, so that it cannot be solved by linear programming unless P = NP. The proof of this has been postponed to Section 5, since it depends on the cost estimates developed in Section 4.
COPING WITH DUPLICATES
This NP-completeness result is not as discouraging as it may seem to be. Considerable care was required to construct the logic program used in the proof, and we anticipate that most programs encountered in practice would not display the features that make it necessary to explore so many strategies. We therefore expect that a heuristic-guided search, endowed with the ability to discard obviously inferior strategies, could solve most such optimisation problems quite fast. We can still, for any rule, obtain an optimistic estimate of the cost of using it backwards, namely a lower bound on this cost, by assuming that all duplicates generated by other rules have been eliminated. Likewise we can get a pessimistic (upper bound) estimate by assuming that none of them have. Clearly, if we run the linear programming algorithm with optimistic estimates for the costs of using rules backwards, backwards inference will appear more attractive relative to forwards inference. So the strategy we obtain may mistakenly choose to use some rules backwards that should really be forwards, but will not make the reverse mistake, and we will get for R I a subset of the truly optimal R i. If we use pessimistic estimates for backwards costs, we will get a superset. See Figure 7 .
If either of these set inclusions is proper, so that these two strategies are not identical, we can remove from R those rules which they agree to use forwards, replace F with the sets of facts deduced by these rules, and re-compute the optimistic and pessimistic cost estimates for the remaining rules. Note that we cannot remove the rules that are agreed to be used backwards (and insert a revised set of goals), because the number of subgoals generated by the backwards rules may depend on whether duplicates are generated by the rules in the middle. However, now that some rules are definitely used forwards and generate no duplicates, while others are used backwards and will generate duplicates, there is less scope for optimism or pessimism about how many duplicates could occur. The upper and lower bounds on costs can now be tightened, which may give us better values for R I if we repeat the procedure. Should this approach fail to converge on a strategy, then an exhaustive search must be done, but can still be pruned.
The search algorithm to be outlined here is essentially an A* search as described in [8] . It is based on having a lower bound for the cost of any completion of a given partial strategy (a 'partial strategy' is an incomplete set of choices of directions for the rules). The lower bound is simply the cost of the strategy returned by running the linear program on the optimistic estimates for rule costs; since this strategy was computed using cost estimates at most as large as the true costs, it will be at most as high as the actual cost.
The search uses as its main data structure a list of partial strategies, sorted by their lower bound cost estimates. It starts with only the empty strategy, in which no directions have been chosen, and runs the linear program on optimistic and pessimistic estimates just once. Then it will iteratively remove from the list and expand (i.e. add another rule to) the partial strategy with the cheapest lower bound. It generates two new partial strategies, one in which the new rule and its predecessors are used forwards, the other with it and its successors used backwards. These are not yet added to the list.
In the first of these new strategies, there may be fewer duplicates generated than before, so the pessimistic estimates for the cost of using other rules backwards may decrease. We re-calculate these estimates and run a linear program again to see if any more rules are definitely used backwards; if so, we should re-calculate the lower bound for this partial strategy. In the second new strategy, there may be more duplicates, so that the previous optimistic estimates may increase; this could give us more rules that are definitely used forwards, when we apply the linear program. We can now insert the new partial strategies in their correct places in the list. It is unnecessary to run the linear program more than once on any partial strategy, as was suggested earlier, because it will in any case be run on the strategies obtained from the current one, and this will achieve at least as much (in terms of tightening the bounds on RI) as re-running it on the current partial strategy.
This continues until the cheapest strategy on the list is a complete strategy. The efficiency of the search will depend strongly on how realistic the lower bound estimate is, especially in the later stages. Pearl [10] has shown that the expected time complexity of an .4" search increases like the exponential of the proportional error in the heuristic estimate used. So it seems a good idea to expand a partial strategy by adding the rule with the highest ratio of duplicate answers to unique answers. Such rules can be expected to cause a large difference between optimistic and pessimistic cost estimates, so that once directions have been chosen for them, the two estimates can be expected to bracket the truth more closely. Indeed, once a partial strategy specifies directions for all the rules that can generate duplicates, the next run of the linear program will give the optimal completion of this partial strategy. Other heuristics for choosing the next rule to be added to a partial strategy can certainly be imagined, but if we want to take full advantage of the power of the linear program, the number of duplicates generated by the rule should be given some weight in this choice, and rules that do not generate duplicates should always be left until last.
FURTHER MODIFICATIONS
It can easily happen that a rule is theoretically capable of generating duplicate answers, but in fact generates very few duplicates (perhaps because it generates very few answers of any kind). Much effort may be wasted trying to decide whether those few duplicates should be eliminated or not. Therefore, it will often be advisable to halt the search before it has found the best coherent strategy, accepting some departure from optimality.
Under such a policy, we may stop the search as soon as some partial strategy is found with optimistic and pessimistic estimates for total cost which differ by a small enough amount, or with a pessimistic estimate that is low enough for the user to be willing to use the corresponding strategy rather than wait for a better one to be found. The optimiser should then return the strategy determined by running the linear program on the pessimistic estimates.
The search algorithm can easily deal with time or space bounds, by simply discarding any strategy whose optimistic estimates violate a bound. Roussopoulos points out that, if the bound imposed is very tight, it can be more efficient to generate strategies which satisfy the bound and then estimate the cost of each of them; we shall not examine this approach any further here.
Estimating Costs of Deduction
We estimate the costs of running LLNR-resolution on a set of rules, facts, and goals by means of a simulation, in which we represent each set of similar clauses that will arise during the computation by a clause, called the set's pattern, and a number, namely the expected number of instances of that pattern that will be generated. The sets F and G are represented this way, since we do not expect to know exactly what facts or goals will be in them. If we regard a clause in R as having itself as pattern and the number 1.0, then we see that the basic step needed for estimating costs is to simulate resolutions between pairs of clause sets using this representation.
The simulator accepts the sets of clauses from F, R, and G as input, and runs the LLNR-resolution procedure on them, using a special 'simulated unification' which is described below, so as to obtain descriptions (in terms of pattern and set size) of all the sets of clauses that will be generated. We use an agenda like the one described in Section 2, so that the effects of putting clauses on the agenda in different orders could be simulated if desired. However, it is not possible to simulate accurately the result of putting some of the clauses from a set on the agenda at one time and the rest at a later time, unless two sets having the same pattern are created and added to the simulated agenda at different simulated times. This would make the simulation more expensive to run.
We can combine the output of the simulator with knowledge about how long each elementary operation (unification, substitution, and so on) will take, to arrive at actual time estimates for a logic program. It is then necessary to decompose this simulated cost into a sum of individual rule costs; the difficulties involved in doing this are discussed in Section 4.3.
THE NUMBER OF RESOLVENTS
Here we describe how to estimate the numbers of resolvents generated, given estimates for the numbers of propositions matching each pattern in F a n d G; we also need to know, for each variable in any clause of R, the size of the domain of values over which that variable will range. This is important for two reasons. First, some of the equations below are couched in terms of the probability of a typical instance of some clause pattern being generated, so that in order to convert this into a cost estimate, we need to know the number of potential instances; this depends on the number of values that each variable in the clause could take. Domain sizes also affect the probability that two variables will have been bound to different values, which in turn affects the chance that a unification will be successful; however, this probability may be known independently. Note that 'domain' here refers to the set of values expected to be encountered during a particular run of the program, rather than to a set of theoretically possible values.
At this point it is useful to distinguish the set of variables in a pattern which will have had constants substituted for them at the time when unification is attempted. We call these 'bound variables' of the pattern, meaning that the simulation must know that they will be bound at run-time to constants whose values are not known yet. The other variables in the pattern will be referred to as its 'free variables', or 'variables' if there is no ambiguity. In what follows, we shall use single lower-case letters to denote free variables in patterns, and single upper-case letters to denote bound variables.
Under our assumption that all facts in F will be ground, a fact pattern cannot contain any free variables. It can contain both constants and bound variables. The pattern
StateOf(X, U.S.A.)
with the number 20 attached, tells the simulator that the actual facts will include the names of twenty out of the fifty United States, but gives no information about which ones. Rules will normally have no bound variables, since we assume that R is described completely. Goal patterns may have free and bound variables and constants. For example, the goal pattern
with the number 1, means that the system will be given the name of a single item and asked to return a list of everyone who bought 500 units of it.
Simulated Unification
Clearly the pattern of a set of resolvents will be just the result of resolving the patterns of the two parent sets. However, when a pattern that has bound variables is unified with another pattern, this represents some unifications at run-time in which constants will have been substituted for these bound variables, and the unification may fail if two unequal constants have appeared. So, when the simulator is unifying two patterns, it must take special note of their bound variables. A bound variable is always unifiable with a free variable, since this represents unifying a constant with a variable at run-time. When a bound variable unifies with a constant or bound variable, the corresponding unification at run-time will succeed if and only if the actual constant values are equal. If the second fact pattern had been B(1, 2), this would tell the simulator that this fact would be present, so it should deduce that resolvents like C(U, 2) would be generated from facts like A(U, 1). Thus we see that, in simulated unification, a bound variable acts like a variable when unified with a constant, but somewhat like a constant when unified with a free variable.
~A(x,y)~B(y,z)C(x,z) A(U,V) B(R,S) B(V, z )
c(u, s) Fig. 8 . Some simulated resolutions.
In the absence of specific information, we can estimate the probability of successful unification between a bound variable and a constant or another bound variable by assuming that all values in the domain of the bound variable are equally likely to occur. This is called the equal frequency assumption: no constant appears more often than another of the same type. The probability of a unification succeeding is, of course, the reciprocal of the number of possible values in the domain, under the equal frequency assumption. Even for domains that are in principle infinite, such as the integers, any one set of input data will contain finitely many values. Then any finite computation will be able to generate only finitely many more values, and the probability of two values being equal is finite.
Unequal Frequencies
It may be argued that probability distributions other than the uniform one should be allowed in order to give a more faithful description of the input. However, there is no convenient way to represent these distributions on non-numeric domains. Even on numeric data, smooth distributions with closed mathematical descriptions are often poor representations of the actual data.
If the distribution of actual constants in the facts and goals does not conform to the equal frequency assumption, the estimated numbers of resolvents may be almost arbitrarily badly wrong. Two safety mechanisms are possible for this. The first is to specify that some value is going to be over-or under-represented; this could be done for several values if necessary. The second is to allow the user to give the probability of successful unification directly.
We can allow for probability distributions in which individual values have higher or lower than average probability; this is handled by having a pattern P' which is an instance of another pattern P, with the distinguished value (a constant) substituted for the relevant bound variable. We can then compare the number of clauses expected to match P' with an 'expected' number based on the number attached to P and the equal frequency assumption, and attach the difference of these numbers to the pattern P' to represent a 'maverick' set of clauses. With some additional effort one could implement a mechanism for indicating that some subset of a domain is to be uniformly over-or under-represented.
However, this extra information can slow down the simulator severely, and it may be better to allow the user to tell the simulator that some pairs of bound variables are related so that the probability of a successful unification involving them is higher or lower than the equal frequency assumption would indicate. For example, in a Computer Science Department where all the students have ages between 12 and 50, the probability of a random student being the same age (in years) as another may actually be 0.2 or so. The simulator can simply use this value instead of subtracting 12 from 50 and taking the reciprocal.
Deviations from the equal frequency assumption are discussed further in Section 6.
Estimating Set Sizes
The estimated number of clauses in the set of resolvents is the product of the probability of successful unification with the number of attempted unifications, which is just the product of the estimated numbers of clauses for the parent sets. Thus if patterns Pt and P2 resolve giving P3, and the probability of the first literals of two random instances of P~ and P2 being unifiable is written Prob(Unify(P~, P2)), with N(P) being the number attached to a pattern P, then we have
In general, two literals being unified by the simulator may contain several pairs of constants or bound variables that must be equal for unification to succeed. We make an argument independence assumption, under which the event of one pair being equal is independent of other such events, so the probabilities can be multiplied. In symbols, if d(x) is the number of values in the domain of x, the probability of successful unification is
Prob(Unify(P,, P2) = ~ d(x) ' x 6 X
where X is the set of constants and bound variables in the first literal of P~ that are to be unified with constants of/)2, but excluding cases where both are constants (because then, if they are not equal, the simulator can tell directly that the unification will fail, and if they are equal, the probability of success will not be affected). If there be some free variable that occurs more than once in the arguments of P2, then all but one of the constants or bound variables o f P 1 that unify with it must also be in X, since successful unification will require that all of them unify. For example, if P~ is A(U, V) and P2 is A(x, x) then V must unify with U, and so one or other of them must be put in X.
A better way to look at this is to consider the sets of bound variables in P~, P2, and /)3. Denote these by BV(P,). The set of bound variables that should be used to calculate the unification probability is
X = (BV(P~) w BV(P2))\BV(P3)
Any bound variable that appears in P~ but not in P3 must have been unified with a constant or bound variable of P2 (or perhaps of Pl ), and so will reduce the probability of the unification succeeding. One which does appear in P3 either was unified with a free variable, which always succeeds, or else with another bound variable from P2 or Pi. In this case, the other bound variable will not appear in P3, and so its d(x) 1 will be multiplied into the probability of success. So each bound variable that appears in one of Pj or P2 but not in P3 contributes exactly once to reducing the probability of successful unification. We assume, of course, that the variables ofP l and P2 have been standardised apart.
But this analysis only applies if all the bound variables of the first literal of a pattern also appear in one of its other literals; if some do not, they may disappear from the resolvent unnecessarily. In the example used earlier, when B(R, S) resolved with ~ B(V, z) C(U, z), there was such a bound variable, namely V; had P2 been
-1 B(V, z) C(U, V, z) then P3 would have been C(U, V, S) instead of C(U, S), though
the probability of successful unification would be the same. So it is not correct to write
Prob(Unify(Pl, P2)) = H d(x) ' x 9 B V(P I ) u B V(P 2)\BV(P 3 )
However, if we define P~ to be the pattern P3 augmented with the literal obtained by applying the unifying substitution to the first literal of Pj or P2, we can say
,: ~ BV(P 1 ) ~ BV(P 2 )\BV(Pj)
In this example, P~ would be ~B(R, S) C(U, S), so that BV(P~) would be {R, S, U}. As before, BV(PI) u BV(P2) would be {R, S, U, V}, so we would get
which is correct, and can be used in Equation 1.
Duplicate Answers
These disappearing bound variables cause another problem. While each pair of instances of Pl and P2 will always generate a new instance of P~, some of these instances may differ in the binding of a bound variable that appears in P~ but not in P3. Since the actual resolution generates P3 and not P~, duplicates of some instances of P3 can occur. If instances of P3 are to be stored in the database, these duplicates will presumably be detected and eliminated, reducing the number of clauses like P3 that are available to subsequent resolutions. This has been analysed by Smith [15] as follows: Let m be the number of resolvents generated before elimination of duplicates, namely m = N(P~) in our notation. Let
~ EBV(P3) be the number of potentially distinct instances of P3 and let
E 8v(p~)\Bv (P 3 ) so that gh is the number of potentially distinct instances of P~. Then the probability of a particular instance of P3 being generated at least once, and hence stored in the database, is
Prob(Uniquelnstance(P~, P3)) = l (gh ~ h)
We now obtain
replacing Equation 1.
d(x).
(6)
x~BV(P 3)
Strictly speaking, Smith's analysis applies only when m is an integer and is known accurately rather than estimated. We will often obtain values for m that are not integers, because they are the mean value obtained from some probability distribution for m. While it is easy to re-express the binomial coefficients in terms of Stirling's approximation so that we do not embarrass ourselves trying to take the factorial of a non-integer value for m, this does not avoid a more fundamental difficulty. The quotient of the binomial coefficients is not a linear function of m, and so its value at the expected value of m will in general not be equal to its expected value given some probability distribution for m. We choose to ignore this mathematical hiccup.
In considering resolvents that are stored, we must also take account of the possibility of duplication across different rules, as well as from different inputs to the same rule. This will lead to different pairs of patterns giving rise to resolvent patterns that are the same (up to renaming of bound variables). We shall assume that the probability of a particular resolvent being generated from a given pair of parents is independent of whether it was generated in any other way, so that the results of different deductive paths interfere purely at random. Thus, if the quantity g is defined as above,
and if g/2 instances of C(U, S) are produced by resolving B(R, S) against --7 B(V, z) C(U, z), but there is also a resolution of D(P, Q) against ~ D(t, W) C(W, t)
that is estimated to produce 2g/3 such instances, then the simulator will conclude that g/3 of them are produced twice, for a net total of g/2 + 2g/3 -g/3 = 5g/6.
So for patterns of clauses that will be stored in the database, we now obtain (P~,P3) ))) (7) x~ BV (P 3) PI, P2
where the second product is taken over all pairs (P~, P2) that resolve giving P3, and P~ is obtained as described above. We should point out that for each different Pt there may be a different P~. For patterns of clauses that will appear only on the agenda, so that duplicate instances are left alone, we have
In either of these cases, it is usually wise to treat the union of sets having identical patterns (up to renaming of variables and bound variables) as a single set for the purpose of simulating further resolutions.
Given directions (forward or backward) for each rule in R, and the patterns and estimated sizes for sets of terms in F and G, we can now iteratively obtain descriptions of all the sets of resolvents generated. Coupling this with knowledge of the cost of generating an individual resolvent, we will have an estimate of the cost of the strategy. This iterative approach is clearly not adequate for dealing with recursive rules in R, which will lead to resolutions between some clauses and their own daughters. For the moment, we ignore such resolutions. In general, it i's not possible to estimate the cost of every recursive computation, because this would imply a solution to the Halting Problem. However, there may exist problem classes for which useful estimates can be made.
1.5. Factoring and Subsumption
The simulation could be made to include factoring quite easily. It could examine each clause pattern for potentially unifiable literals, and when any were found, estimate the probability of their actually unifying, using the equations given above. A new clause set representing the factored clauses could then be generated, and the size of the set representing the unfactored clauses (where the unification failed) could be reduced appropriately.
It would likewise be possible to search the clause patterns already generated for one that subsumed the current one, or might subsume it if certain unifications were to succeed, and adjust the set size.
EXECUTION MODEL AND COST ESTIMATES
The cost of the resolution process can be broken down into the following components:
1. choosing a clause to resolve on 2. finding clauses that may resolve with it 3. performing the unifications 4. constructing the resolvents, when unification succeeded 5. storing the resolvents, if needed.
Step 1 is assumed to take negligible time, since we assume the clause to be drawn from the agencta, as described in Section 2. The exact order in which resolvents are generated is not considered here, since all of them are assumed to be needed eventually; it would be important in the simulation of deductive systems that look for fewer than all of the answers to a query.
Steps 2 and 3 above are not necessarily distinct, since one way to accomplish their effect would be to attempt unifying the first literal of the chosen clause with that of every other clause in the database. We expect, however, that some index into the database would be used to pick a set of clauses likely to resolve with the chosen one. The set of 'candidate' clauses found by indexing could then be put through a filtering step to detect clauses which would not in fact resolve with the chosen clause, but such a filter might as well be regarded as the first part of the unification algorithm, and so could be regarded as part of step 3 as easily as step 2. The cost of unification itself would then be the product of the size of the candidate set with the average cost of unifying two literals, which has been extensively studied. See, for example, [5] .
We will assume that the indexing is good enough that the proportion of candidates to successfully unified answers is not large and is about the same for all literals indexed on, so that the total cost of unification will be proportional to the number of answers returned. In the context of a large database this assumption may not be realistic, since the data may not be indexed on the attributes whose values will be bound when clauses are being looked up, but 'expert system' databases are frequently small enough for multiple indexes to be made at tolerable expense. Indexing must be done even for a lookup that returns no answers, so we must add the cost of indexing, which is independent of the number of answers, but probably proportional to some function of the size of the literal being indexed on. The upshot of all this is that the total cost of steps 2 and 3 can be expected to be a linear function of the number of clauses returned, and a (possibly weaker) function of the length of the first literal of the clause taken from the agenda.
The cost of step 4 (generating resolvents) can easily be described in terms of the number of variables and the number and complexity of the literals involved. It is not hard to do the substitutions necessary for this in time proportional to the sum of the number of variables in the unifying substitution and the total number of appearances of variables in the parent clauses. However, data structures have been proposed [18] that give better performance in most cases than can be obtained by doing all substitutions immediately.
The cost of step 5 (storing resolvents) will include the cost of dereferencing variables, i.e. finding their bindings, since we assume that clauses stored in the database are fully substituted. This is acceptable if all such clauses are short; if not, another representation might have to be considered. This part of the cost will also depend on the algorithm used to index the database. We expect the cost per resolvent to be proportional to some function of the length of the resolvents. This function will presumably have roughly the same value over all resolvents matching a given pattern, so the total cost of steps 2, 3, 4, and 5 for resolutions corresponding to some pair of patterns will be a linear function of the number of resolvents generated.
In Section 5, where comparisons between costs become important, we shall use symbolic expressions rather than commit ourselves to any particular assumptions about the code used. We will, however, assume that the indexing is done the same way for all predicates, so that only the length of a literal (or clause) affects the cost of doing something with it. In a real implementation of this work, the cost estimator could be equipped with knowledge about the indexing scheme and other details, which could change certain elements of the cost relative to others by a constant factor.
BREAKING DOWN THE COSTS
We have seen how the choice of an optimal strategy becomes easy when each rule has well-defined costs for using it forwards and backwards, which are independent of anything done with the other rules. Intuitively, we may say that when the cost of one component of a strategy depends on the use of other components, it becomes hard or impossible to decide that some strategy is more expensive than another without looking at them both in detail. But when component costs are fixed, we can prove statements of the form 'Any strategy using component X costs more than one using Y instead of X', which allow drastic pruning of the search space. It turns out that this can be done only in the case where strategies are required to be coherent and no rules generate duplicate answers.
Since a clause pattern may be derived via a sequence of resolutions involving several rules from R, we need some way of assigning the cost associated with a set of clauses to one and only one rule, so that the total cost of a strategy is equal to the sum of costs over all the rules (plus, perhaps, costs for the goals in G), and so that the cost numbers for each direction of each rule accurately reflect the consequences of using that rule in that direction. We make this assignment by considering the first literal of each pattern, which must have been obtained by applying some number (possibly zero) of substitutions to a literal of a rule or goal from R or G. We charge the costs associated with the pattern against this rule or goal.
Costs of Forward Chaining
Assuming coherence and forward chaining, the cost of a rule is simple to calculate.
Consider the rule -q A(x, y) ~ B(y, z) C(x, z) as before, with fact patterns A(U, V) and B(R, S).
Coherence implies that these facts will already be available in the database.
We can use the equations from Section 4.1 to estimate the cost of resolving the rule into the database, namely 4 units, we get a grand total of 11 + 13 + 4 = 28 units. In the incoherent case, it may be that the inputs for this rule are to be found by backward chaining, so that the cost of looking them up in the database must be replaced by the cost of looking up the rule(s) that deduce them. Moreover, the answers generated by these rules may include duplicates, causing increases in the numbers of resolvents that contribute to the cost of this rule. Thus the cost of using the rule forward will depend on whether its predecessors are used backward, and if so, whether they generate duplicates.
Costs of Backward Chaining
To estimate the cost of using the rule C(x, z) --7 A(x, y) ~ B(y, z) backwards when it is triggered by some goal or subgoal clause whose first literal unifies with --7 C(x, z), we can proceed similarly, namely assume that all the facts like A(U, V) and B (R, S) are in the database, and estimate the number of intermediate clauses and resolution steps. But several difficulties arise, though most of them are easily handled if the strategy is required to be coherent.
First, the subgoal clause may well have been longer than one literal, so that the first resolvent generated will begin with ~ A(x, y) --1B(y, z) but have other literals after them. This longer resolvent may be more costly to generate than the ones generated during forward chaining (see above); if so, the cost of using the rule will depend on how the subgoal arose. This in turn depends on whether it was generated by backward chaining all the way from a goal pattern, or from an input literal of some rule that was being used forwards. In the coherent case, none of the rule's successors can be used forwards, so the subgoal clause must have come from a goal in G, and we can be sure in advance what the subgoals will look like. In the incoherent case, different strategies will give different subgoal clauses, so we must adjust the cost estimate for each new strategy, or else put up with estimates that may be inaccurate because the lengths of resolvents are not known precisely. Secondly, as remarked above, the cost (incurred by other rules) of looking in the database for unit clauses matching C(x, z) can be saved if we known that such clauses are not going to be stored. Even though this lookup cost will have been charged against rules which are successors of the rule we are considering, the saving is directly attributable to the use of this rule in the backwards direction, and can be credited to the decision to use it so. The number of such lookups the successor rules have to do will depend on whether they are used forwards or backwards, and so the total saving would vary across incoherent strategies. Coherence requires that they all be used backwards if the original rule is, so this saving is the same for all coherent strategies.
Thirdly, since duplicate answers for C(x, z) are not now assumed to be eliminated, there may be an increase in the number of answers obtained, leading to higher costs for other rules, compared with what would have happened if this rule had been used
forwards. Rules such as --1 C(u, v) -7 D(v) E(u, v)
, namely successors of the current rule, will be affected regardless of their directions, unless C appears only in their last input literal. Rules whose output literals unify with an input literal occurring after a C literal, such as rules whose output literal is D(w), will also be affected, since there will be more resolvents to unify with these rules. Even in a coherent strategy, the directions of these rules are not determined by the direction of the original rule. Thus the extra cost incurred by other rules due to duplicates generated by this rule is not even the same across all coherent strategies. Finally, the total cost of using the rule for backward inference will depend on the number of subgoals that trigger it. If all these subgoals are generated entirely by rules used in the backwards direction, then their number is determined by the structure of the set R of rules and the set G of goals. But if some successor of this rule is to be used forwards, the number of clauses it generates will depend on F rather than G. Thus, the number of subgoals given to a rule is a function of the directions in which other rules are used, namely its successors and" their successors and so on. In the coherent case, these directions are fixed by the assumption that this rule is used backwards, so this part of the cost calculation is the same for all such coherent strategies.
Summary
Under the assumption that the strategy is coherent, and that no duplicates are generated, the cost of using a rule forwards or backwards is a function of the information supplied about F, R, and G, but not of the strategy in which the rule is used.
The NP-Completeness Proof
We prove that the problem of finding the optimal coherent strategy in the presence of duplicate answers is NP-complete, even if estimating the costs for the rules is in P. The proof is by reduction from the Vertex Cover problem [3, page 46] , that of finding a smallest set of vertices of an undirected graph such that every edge of the graph is incident to a vertex in the set; this problem is known to be NP-complete. We show how to reduce any graph to a triple (F, R, G), such that the optimal coherent strategy for this problem corresponds to a minimal vertex cover. This tells us that an upper bound on the time needed to find a vertex cover is given by the time needed to find the optimal strategy (plus the costs of reducing the graph to the logic program, and of transforming the strategy to the vertex cover; these costs will be shown to be slight). To prove strategy optimisation as a whole NP-complete, we would also need to show that the cost of a strategy can be estimated in time polynomial in the size of the input data. There appear to be logic programs for which the method described in Section 4 would take exponential time, but slighly less accurate estimates could be obtained in polynomial time. This is discussed in more detail in [16] .
5.l. THE PROBLEM REDUCTION
For each vertex v of the graph, create a predicate Pv (x) of one argument, and for each edge from v to another vertex w, create a predicate P~w (x), but only one such predicate for each edge, i.e. either P~w or P,~ but not both. The idea is to arrange things so that to deduce P~w cheaply we need to deduce at least one of P~ and P,, forwards, and if either of Pv or P~ has been deduced forwards, P~w can be deduced backwards at low additional cost. The cost will be such that the optimal Rf must contain, for every P~.,, at least one of P~ and Pw, but also contains a minimal number of such P~. We shall show how to construct R, F, and G so that this holds.
Define R to contain a rule
Qo.(x) & e~(x) & Pw (x) =~ Pow(x)
for each edge vw, and for each vertex v a rule
Pvl( x, Y) & Pv2(Y) =~ P~(x).
The goal set g requires us to find all answers to all of the P~w(x).
In all cases, argument x ranges over a domain of values having size d~, and y has a domain of size d2. The fact set F contains, for all v and w, the clause sets (Qvw(X), n~), (P~I (X, Y), n 2)), (P~2 (Y), n3 ). Rather than pull values for the d, and n, out of a hat now, we shall develop the constraints on them which are needed for the proof to work, and then give a set of values which satisfy them. Consistency requires that n I ~< dj (9) n2 ~< dl d2 (10)
Let the graph have V vertices and E edges; we shall assume E > 1, otherwise the problem is trivial. We need to show that the numbers of bits needed to encode the graph itself and the (F, R, G) triple defining the logic program optimisation problem are related by some polynomial. The number of distinct predicates is 3 V + 2E; the number of rules in R is just equal to the sum of the numbers V and E of vertices and edges in the graph, and the number of bits required to represent each rule is bounded above by some expression linear in log V + log E (since each literal has to have enough bits to identify its predicate symbol); each predicate appears at most once in F and in G, and the number of bits of information attached to the predicate (describing the domain sizes of its variables, the number of answers to it that are in F, etc.) will turn out to be a linear function of log E (the numbers will be powers of E), so that the total number of bits used in this way is a linear function of E log E.
The transformation of an optimal strategy, once found, into a vertex cover is simplicity itself: for each vertex v of the original graph, check whether the corresponding P~ is in R I, and include v in the cover iff this is so. This clearly does not take exponential time.
In the next section, we give expressions for the costs of using each rule under different sets of assumptions about the rules adjacent to it in the rule graph. In the one after, we explain why the optimal strategy given these costs will yield a minimal vertex cover.
THE COSTS OF THE RULES
In what follows, we shall write G, for the cost of generating a single resolvent with i literals in it, 5:, for the cost of storing it, and/j and Lj for the costs of indexing on, and returning one match to, a pattern literal with j arguments. We shall make the reasonable assumptionsthat G, ~< G,+~, S, <~ S,+I, I, <~ /~+~,andL, ~< L,+~ forevery sensible value of i. The Equal Frequency Assumption is used to estimate unification probabilities.
In the derivation of P~, from Pv2, for each value of X there will be n:/dj facts Pv~ (X, Y), giving n2 n3/d~ attempts at unification between literals-7 Pv2 (Y) and P~2 (Z). Each such unification has probability 1/~ of succeeding, so the probability of proving P~(X) for this value of X will be roughly 1 -e m where m = n2n3/dld 2. Write/3 for 1 -era; we shall arrange for m to be large enough that/3 will be close to 1. Using forward inference, the cost to actually generate the answers to Pv(x) will include 
c23 -d, a2 (I, + C, + C2 + 12) + ~ (C~ + G, + I,) + a?---~ (L, + Go)
Here c2, represents the cost of applying the rule for Pvw and looking up the Qvw facts, c22 is the cost of finding the answers for Pv, and c23 the same for Pw. Notice that a, a2 If only Pv had been deduced forwards, c22 would be replaced by n, (/1 + ]~Lj + iG, ) and the c23 term would be multiplied by ld, d2/n2n3. Then the cost would be d, d2
Note that the last term of this is less than c22.
If both Pv and Pw had been deduced forwards, the sum would collapse to c5 = c2, + n,(I, + l(Ll + G, + I,) + i2(L, + Go))
CONSEQUENCES FOR THE OPTIMAL STRATEGY
If c, + c3 < c2 and cj + c4 < c2 then for every edge vw in the graph it will be advantageous to deduce one of Pv and Pw by forward inference, so the optimal strategy will certainly correspond to some vertex cover of the graph. To show that corresponds to a minimal vertex cover, we need to show that it would not be advantageous to deduce some extra Pv forwards, at a cost of c~, and reap savings of c3 -c5 or c4 -c5 on all the Pv,. corresponding to the edges incident to that vertex v. Since there certainly could not be more than E such edges, it will suffice to arrange that c~ > E(c3 -cs) and cl > E ( c 4 -c5). Let us set
which is consistent with the constraints stated above at (9, 10, 11) . Then c~ is a polynomial of order 5 in E, while the highest-order term in cs is that in n~ n2/d,, which is of order 3 in E. Hence c~ > Ec3 for sufficiently large values of E, so that certainly c l > E ( c 3 --c5). The highest-order term in c4 is also proportional to E 3, so that for large enough E, cl > E(c4 -c5). (17) 
(18)
Taking these together with m > 1 they dominate (13)-(l 5). The values given for the n, and d, in fact imply m = E, so that we need
Li + Go which can clearly be satisfied by a large enough value for E.
Q.E.D.
So for any specific deductive system, we can choose an E such that, for every graph with more than E edges, the Vertex Cover problem for this graph is reducible to a problem of finding the optimal coherent strategy for a certain logic program running on this deductive system. Note that this proof did not make use of the coherence assumption, and so applies equally to the problem of finding the optimal incoherent strategy in the presence of duplicate answers. This problem is in fact NP-complete even if there are no duplicates; the proof of this, and the techniques developed for solving the incoherent case, are in [16] .
Impact of Errors in the Estimates
Throughout this paper we refer to 'estimated costs' because we do not expect to be able to predict the cost of non-trivial deductive programs with absolute accuracy. In this section we discuss the sources of error in such estimation and the extent to which the 'optimised' strategies can be trusted in the presence of such errors; this is orthogonal to the possibility of using an algorithm which returns a slightly nonoptimal strategy. We obtain bounds on the amount of resources wasted by using erroneously obtained strategies.
ERRORS IN THE ESTIMATES
We assume that the software that will run the deductive program is well understood, so that the only source of error in the cost estimates will be errors in the estimated numbers of resolvents. There are three possible sources of such errors. These are errors in the input data (set sizes, domain sizes, and unification probabilities where given), departures of the actual facts and goals from the equal frequency assumption (where used), and random fluctuations within a probability distribution.
Random Noise Errors
If we have two unknown constants drawn from a uniform distribution on n elements, then the probability of their being equal is 1/n. So if we have m such pairs, the expected number of pairs of equal values is re~n, and the variance of this number is also m/n.
The standard deviation is x /~, so as the expected number of successful resolutions increases, the expected proportional error in the number decreases.
Dependencies Among the Input Data
The cost estimation is done by manipulating three sorts of quantities: numbers of resolvents generated, numbers of potential instances of patterns (found by multiplying domain sizes), and probabilities of a typical potential instance of a pattern being generated. The equal frequency assumption, where it is used, gives rise to dependencies between these quantities, by linking unification probabilities to domain sizes. If the equal frequency assumption was used erroneously, the unification probabilities derived from the domain sizes supplied by the user will be in error by different amounts than the domain sizes themselves. There is no way to disentangle these errors while still using the assumption, since the system cannot know whether the number given by the user was meant as a domain size or as the reciprocal of a unification probability; it is conceivable that users would be sure of one of these numbers but not the other.
Input Data Errors
If the numbers supplied by the user to the simulator are in error, then the user has no right to expect the optimal strategy to emerge from the algorithms described in Section 3. However, it is important to know how bad the strategy actually found will be. Since most of the operations involved in estimating costs are multiplications or divisions, we will look at the proportional errors in the estimates as a function of the proportional errors in the inputs to the simulator.
Assuming for the moment that the errors expected are symmetric about the value given, the proportional error of a product or quotient is simply the sum of the proportional errors of its arguments. That of a sum can be found by converting to absolute errors, adding these, and then dividing by the estimate for the result: if we add two quantities, one of which has expected value a with proportional error x and the other b and y, then the result will have expected value a + b and error (ax + by)/ (a + b). Another bound on the proportional error of the sum is max (x, y). There is no simple formula for the error in a combinatorial expression like that in Equation (5) from Section 4.1.4, and since the value of the expression there is a non-linear function of the quantities g, h, and m, the error resulting from a given upward error in one of these may differ from that caused by a downward error of the same size. Probably the best thing to do about this is to re-calculate the entire expression using upper and lower values of the quantities expected to be in error.
It will in any case be better to separate the errors into upwards and downwards components, especially since the upwards error (amount by which the actual value may exceed the estimate, as a proportion of the estimate) may easily exceed l, while it would be absurd for the downwards error to do so. To calculate the errors of a quotient we must now swap the proportional errors of its denominator and apply a suitable transformation ( , l)
Given upwards and downwards errors, we can calculate upper and lower bounds on our estimates, in terms of the expected errors in the input data. This will be important for the 'optimistic' and 'pessimistic' cost estimates mentioned in Section 3. However, it is not immediately obvious which errors are optimistic.
Clearly, the more facts and goals there are, the more resolvents will be generated. Increased unification probabilities, if these are given separately from domain sizes (i.e. the equal frequency assumption is overridden), also cause more resolvents to be generated. The effect of changes in domain sizes depends both on whether the equal frequency assumption is in force and on whether duplicates are being eliminated. If they are not, referring to Section 4.1.3, we see that domain sizes do not appear explicitly in equations 1 and 2, so increases in domain sizes will either have no effect on the numbers of resolvents generated, or, if the equal frequency assumption is in force, will reduce these numbers, via a reduction in unification probabilities.
When duplicates are being eliminated, Equation (5) from Section 4.1.4 must be used, and it is intuitively obvious that the number of unique answers will increase when g increases, since there is now room for more answers before some of them have to become duplicates of each other. It is equally clear that the proportional increase in the number of answers can be at most as big as that in g. Moreover, this assumes that the increased domain sizes that caused the increase in g did not lead to any change in m, the number of answers before elimination of duplicates. But if any of the domain sizes that make up g were used under the equal frequency assumption to estimate the probability of a unification, m would be reduced by increases in these domain sizes, cancelling out the effect of the increase in g, and in fact reversing it. An increase in h means an increase in the number of ways in which each possible unique answer can be duplicated, which means that duplicates can occur more easily and the number of unique answers will be the same or somewhat smaller.
It is tempting to observe that errors which increase the cost of forward chaining are likely also to increase the cost of backward chaining, and so disturb the choice of strategy rather less than might be expected. Unfortunately, it is easy to construct examples where a particular error affects only one of these costs, so that any general treatment would be unable to rely very much on this 'linkage'.
EFFECTS OF ERRORS
If the costs attached to a rule are in error, then in general the set of R I rules chosen for forward chaining will be wrong. It is easy to construct a case in which small errors in the costs could result in large changes to RI; however, the actual cost of using the erroneously obtained solution for Rlwill be close to the estimated cost, since the errors were small. It also turns out that the truly optimal cost, which would have been obtained if the correct R i had been found despite the errors, will be close to the estimated cost. In this section we obtain bounds on the differences between these costs, in terms of the errors in the cost estimates at the rules.
Call the cost returned by the optimiser using •ur cost estimates the estimated cost CE. Define the actual cost CA to be the true cost of executing the strategy found using the estimated costs, and the best cost C8 to be the cost of the strategy which the optimising algorithm would have obtained if it had had the true costs as inputs. CA -Ce and CE -CB can both be thought of as measures of how badly the output of the optimiser is misleading the user, and CA -CB is the amount of money we are causing to be wasted. All these numbers are of some interest. 
Effects on the Linear Program
ICE -CA [ <~ Z dmax(x).
x It is shown in [16] that this bound also applies to ICE -CBI, and to ICe -CAI if for each x, dj(x) and do(x) have the same sign; otherwise I C~ -C~l <. ~ dsum(x)
Effects on the Search Algorithm
When we do not have well-defined values for eb(x) and es(x), this analysis is invalid, because we cannot have well-defined values for the absolute errors. We can, however, still discuss the proportional errors in C4 and CE.
If the ratio of estimated cost to true cost is known to be between k and K for every rule, where k ~< 1 ~< K, then it is clear that k C A ~ C E ~ KCA.
Moreover, by the definition of CB, CB <<. CA, SO CB <<. CE/k. To obtain a lower bound for C8 in terms of Ce, observe that if the optimisation algorithm were given estimated costs that were below the true costs for every rule, it would return a Ce that was below CB. But if we multiply the estimated costs by 1/K then they will satisfy this, and the optimiser would return Ce/K if we gave it these costs. Thus Ce/K <<. CB, kCn <~ CE <~ KCB.
We now obtain kCA <~ KCB, and this lower bound for CB in terms of CA is in fact the best possible, as can be seen by considering the case where the estimated costs for forward and backward chaining are equal, but the true costs for backward chaining are 1/k times the estimates, and for forward chaining are 1/K times the estimates. If the optimisation algorithm arbitrarily sets R: to be empty, so that everything is backward chained, we will get CA = Ce/k whereas clearly 6"8 = CE/K. This approach is not very satisfactory, because the bounds k and K may be attained only at sets of clauses which would not appear in any strategy that would be returned by the optimiser given either the estimated or the true costs. To find the maximum plausible error in the size of any clause set that might actually be generated in an optimal strategy is going to be very difficult. To obtain bounds on CA is relatively easy, since we need only re-do the estimation of total cost for the strategy already chosen using best-and worst-case error assumptions. But to find bounds for CB we must repeat the entire optimisation process, once using optimistic values of the input data and once pessimistically. It is an elementary corollary of Murphy's Law that we should pay more attention to the CB values found using worst-case error assumptions, and to the strategy obtained this way.
Potential Modifications and Future Research
The problem of finding the optimal incoherent strategy, under the assumptions used here, is discussed in [16] , where it is shown to be NP-complete even without duplicate answers. The obvious next extension to this work will be the study of how to optimise the ordering of input literals within clauses together with the directions in which the clauses are used. This is done in [16] , where the restriction that the output literal must appear at the beginning or end of the clause is also abandoned.
Another important direction for future research will be the investigation of 'adaptive' or 'mixed' control methods, which use information gathered at run-time to change or control a strategy devised at compile-time. This could mitigate the effect of non-uniformities in the data which would cause inaccuracies in the cost estimates, while still allowing most of the work of strategy choice to be done just once at compile-time.
Conclusions
We have shown how a certain optimisation on logic programs can be performed cheaply under a fairly commonly encountered set of conditions. We have also shown how the relaxing of these conditions leads to an increase in the difficulty of doing the optimisation. In either case, once the optimisation has been done, its results are guaranteed to be no further from true optimality than the cost estimates are from the correct values.
It is difficult to quantify the benefits available from this optimisation, since problems can easily be conceived which would take arbitrarily long to solve if only one of forward and backward chaining were used, but are soluble in modest amounts of time by an appropriate combination of the two. Human programmers, confronted with such a problem, will usually make sensible choices; the claimed advantages for this procedure are that it gives the best results possible based on given cost estimates, and that it can easily be tailored to the performance of any inference engine by adjusting the calculations of es(x ) and e~(x).
