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1. Introduction
Let {Xk, k  1} be i.i.d. random variables with partial sums {Sn, n 1}. In addition to the two classical limit theorems,
the law of large numbers and the central limit theorem, there exists a third, and equally classical limit theorem, namely
the law of the iterated logarithm. Here, however, we focus on so-called lag sums or delayed sums. More precisely, let
Tn,n+nα = Sn+nα − Sn =∑n+nαk=n+1 Xk , where 0< α < 1 (and where, strictly speaking, nα := [nα]). For a strong law for delayed
sums we refer to [1].
Our focus is on analogs of the LIL for delayed sums. In contrast to a law of the iterated logarithm we have here a Law of
the Single Logarithm, an LSL, which is due to Lai [4], who proved that
limsup
n→∞
Tn,n+nα√
2nα logn
= √1− α a.s. ⇐⇒ E(|X |2/α(log+|X |)−1/α)< ∞, E X2 = 1, E X = 0,
where throughout log+ x = max{log x,1}. In a predecessor [3] we extended this result to random ﬁelds, in which setting
delayed sums turn into windows. Here we shall extend our results from there to allow for more general windows as will
be explained in more detail in the following section.
In order to set the scene, let {Xk, k ∈ Zd+} be i.i.d. random variables with partial sums Sn =
∑
kn Xk , n ∈ Zd+ , where the
random ﬁeld or index set Zd+ , d 2, is the positive integer d-dimensional lattice with coordinate-wise partial ordering .
For reasons of comparison we mention the LIL for random ﬁelds due to Wichura [7]:
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n→∞
(
lim inf
n→∞
) Sn√
2|n| log log|n| = σ
√
d (−σ√d ) a.s. ⇐⇒ E
(
X2
(log+|X |)d−1
log+ log+|X |
)
< ∞, and
E X = 0, E X2 = σ 2.
Note in particular, that the moment condition and the limit depend on the dimension d. Once again, for sums one has
a loglog-law, whereas, as we shall see for windows one has a log-law. One reason for the different behaviours is that
successive sums are more heavily dependent than successive windows, as a consequence of which the latter may oscillate
more wildly and thus have to be “tamed” more strongly.
The paper is organized as follows. We begin, in Section 2, with deﬁnitions and the statement of our main result, after
which we collect various preliminaries in Sections 3 and 4. Thus prepared we present the proof of our main result, the
LSL for delayed sums. As in [3] we then present LSL’s for subsequences and for the maximal window. We close with a
“degenerate” LSL.
2. Setting and main result
Thus, let Zd+ , d  2, denote the positive integer d-dimensional lattice with coordinate-wise partial ordering , viz.,
for m = (m1,m2, . . . ,md) and n = (n1,n2, . . . ,nd), m  n means that mk  nk , for k = 1,2, . . . ,d. The “size” of a point
equals |n| =∏dk=1 nk . Moreover, n→ ∞ means that nk → ∞, for all k = 1,2, . . . ,d. With α > 0 we shall abuse notation
for simplicity and treat the coordinates of nα = (nα1 , . . . ,nαd ) as integers. Finally, C denotes numerical constants which may
change between appearances.
Throughout the paper X and {Xk, k ∈ Zd+} are i.i.d. random variables with partial sums Sn =
∑
kn Xk , n ∈ Zd+ . In [3]
we extended Lai’s result to the multiindex setting in that we established the following result for the family of delayed
increments or windows
Tn,n+nα =
∑
nkn+nα
Xk, n ∈ Zd+,
where addition is to be taken coordinate-wise.
Theorem 2.1. Suppose that {Xk, k ∈ Zd+} are i.i.d. random variables with mean 0 and ﬁnite variance σ 2 , and set Sn =
∑
kn Xk ,
n ∈ Zd+ . If
E
(|X |2/α(log+|X |)d−1−1/α)< ∞ (2.1)
where 0< α < 1, then
limsup
n→∞
(
lim inf
n→∞
) Tn,n+nα√
2|n|α log|n| = +σ
√
1− α (−σ√1− α ) a.s. (2.2)
Conversely, if
P
(
limsup
n→∞
|Tn,n+nα |√|n|α log|n| < ∞
)
> 0, (2.3)
then (2.1) holds, E X = 0, and (2.2) holds with σ 2 = Var X. 
In this setting the windows grow at the same rate in each coordinate; the edges of the windows are equal to nαk for all
k = 1,2, . . . ,d. The aim of the present paper is to allow for different growth rates, so that the edges of the windows will be
nαkk , k = 1,2, . . . ,d, thus allowing the αk ’s to be different. We therefore deﬁne α = (α1,α2, . . . ,αd), and, for ease of nota-
tion, nα = (nα11 ,nα22 , . . . ,nαdd ), and |nα | =
∏d
k=1 n
αk
k . Our windows are from now on Tn,n+nα =
∑
nkn+nα Xk . Furthermore,
following [5], we let p be equal to the number of α’s that are equal to the smallest one. Formally, and w.l.o.g., we assume
throughout, and without further mentioning, that
0< α1  α2  · · · αd < 1 and set p = max{k: αk = α1}. (2.4)
We are now ready to state our main result.
Theorem 2.2. Suppose that {Xk, k ∈ Zd+} are i.i.d. random variables with mean 0 and ﬁnite variance σ 2 , and set Sn =
∑
kn Xk ,
n ∈ Zd+ . If
E
(|X |2/α1(log+|X |)p−1−1/α1)< ∞, (2.5)
then
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n→∞
(
lim inf
n→∞
) Tn,n+nα√
2|nα | log|n| = +σ
√
1− α1 (−σ
√
1− α1 ) a.s. (2.6)
Conversely, if
P
(
limsup
n→∞
|Tn,n+nα |√|nα | log|n| < ∞
)
> 0, (2.7)
then (2.5) holds, E X = 0, and (2.6) holds with σ 2 = Var X. 
Remark 2.1. When α1 = α2 = · · · = αd = α, we have p = d and |nα | = |n|α , so that the theorem reduces to [3], Theorem 2.1.
In the general case the moment condition depends on the smallest α and also on its multiplicity.
Remark 2.2. For various strong laws for windows we refer to [5,6].
3. Preliminaries
We recall from earlier work in the area that a partial sum Sn is a sum of |n| i.i.d. random variables, which implies that
distributional properties and various inequalities do not depend on the partial order of the index set, and thus remain valid
“automatically.” However, the Lévy inequalities, for example, concern the distribution of maxkn Sk and it is here where the
structure of the index set enters.
In order to get hold of the “size” of the index set we recall the quantities
d( j) = Card{k: |k| = j} and M( j) = Card{k: |k| j},
and their asymptotics
M( j)
j(log j)d−1
→ 1
(d − 1)! and d( j) = o
(
jδ
)
for any δ > 0 as j → ∞. (3.1)
However, here we need to consider the following more general index sets
Mα( j) = Card
{
k:
∣∣kα∣∣ jα1}= Card
{
k:
d∏
ν=1
kαν/α1ν  j
}
. (3.2)
Generalizing Lemma 3 in [5] in a straight forward manner we get
Mα( j) ∼ cα j(log j)p−1 as j → ∞ (3.3)
with a suitable constant cα > 0. Next, by partial summation,
∑
n
P
(|X | > ∣∣nα∣∣)= ∞∑
j=1
(
Mα( j) − Mα( j − 1)
)
P
(|X | > jα1)= ∞∑
j=1
Mα( j)P
(
jα1 < |X | ( j + 1)α1),
which implies that the tails of these sums behave like those of
∞∑
j=1
j(log j)p−1P
(
jα1 < |X | ( j + 1)α1)∼ c ∞∑
j=1
(log j)p−1P
(|X | > jα1).
Using a slight modiﬁcation of this, together with the fact that the inverse of the function y = xα(log x)κ asymptotically
behaves like x = y1/α(log y)−(κ/α) (except for some constant factor(s)) (cf. also [3], Lemma 3.2 for the case p = d), we arrive
at the following lemma.
Lemma 3.1. Let κ ∈ R, and suppose that {Xk, k ∈ Zd+} are i.i.d. random variables with mean 0 and partial sums Sn =
∑
kn Xk .∑
n
P
(|X | > ∣∣nα∣∣(log |n|)κ )< ∞ ⇐⇒ E(|X |1/α1(log+|X |)p−1−κ/α1)< ∞.
For ease of reference we also quote [3], Lemma 3.3.
Lemma 3.2. Let κ  1, θ > 0, and η ∈ R. Then
∞∑
i=2
∑
{n: |n|=iκ (log i)η}
1
|n|θ =
∞∑
i=2
d(iκ (log i)η)
iκθ (log i)ηθ
{
< ∞, when θ > 1κ ,
= ∞, when θ < 1κ .
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In order to obtain sharp results in the LIL one needs two truncations; one to match the Kolmogorov exponential bounds
(see e.g. [2], Section 8.2), and one to match the moment requirements. The same pertains to LSL’s. In this section we review
the truncation procedure and some immediate effects from [3]. Toward that end, let δ > 0 be small and ε a positive constant
to be chosen later and set
bn = b|n| = σδ
ε
√|nα |
log|n| . (4.1)
Deﬁne
X ′n = Xn I
{|Xn| bn}, X ′′n = Xn I{bn < |Xn| < δ√∣∣nα∣∣ log|n|}, X ′′′n = Xn I{|Xn| δ√∣∣nα∣∣ log|n|},
and let objects with primes or multiple primes, such as T ′n,n+nα , T
′′
n,n+nα , and so on, refer to the corresponding truncated
summands. Then
∣∣ET ′n,n+nα ∣∣= o(
√∣∣nα∣∣ log|n| ) as n→ ∞, (4.2)
Var
(
T ′n,n+nα
)

∣∣nα∣∣σ 2, (4.3)
Var
(
T ′n,n+nα
)

∣∣nα∣∣σ 2(1− δ) for |n| large. (4.4)
An application of the Kolmogorov exponential bounds, see e.g. [2], Lemma 8.2.1 with x = ε(1 − δ)√2 log|n| and cn = 2δ/x,
and [2], Lemma 8.2.2 with γ > 0, provide the upper and lower bounds
P
(
T ′n,n+nα > ε
√
2
∣∣nα∣∣ log |n| ) exp{−2ε2(1− δ)2
2σ 2
log |n|(1− δ)
}
= |n|− ε
2(1−δ)3
σ2 , (4.5)
P
(
T ′n,n+nα > ε
√
2
∣∣nα∣∣ log |n| ) exp{−2ε2(1+ δ)2
2σ 2(1− δ) log|n|(1+ γ )
}
= |n|−
ε2(1+δ)2(1+γ )
σ2(1−δ) , (4.6)
for |n| large.
5. Proof of Theorem 2.2
We follow the general scheme of [4] although some of the technicalities become more complicated due to the more
complicated index set.
5.1. Suﬃciency—the upper bound
We begin by taking care of the double- and triple-primed contributions.
In order for |T ′′n,n+nα | to surpass the level η
√|nα | log|n| it is necessary that at least N  η/δ of the X ′′ ’s are nonzero.
Following [3], Section 5.1.1 we obtain
P
(∣∣T ′′n,n+nα ∣∣> η
√∣∣nα∣∣ log|n| ) (|nα |
N
)(
P
(
bn < |X | δ
√(|n| + ∣∣nα∣∣) log(|n| + ∣∣nα∣∣) ))N

∣∣nα∣∣N(P(|X | > C∣∣nα∣∣1/2/ log|n|))N
 C
∣∣nα∣∣N( E(|X |2/α1(log+|X |)p−1−1/α1)
(|nα |1/2/ log|n|)2/α1(log|n|)p−1−1/α1
)N
= C (log|n|)
N((3/α1)+1−p)
|nα |N((1/α1)−1)
 C (log|n|)
N((3/α1)+1−p)
|n|N(1−α1) ,
where the last inequality is due to the fact that |nα | |n|α1 .
Since convergence of the sum over these terms necessitates N(1 − α1) > 1, and, moreover, Nδ  η, it follows that the
sum of the probabilities converges whenever η > δ1−α1 , which via the ﬁrst Borel–Cantelli lemma shows that
limsup
n→∞
|T ′′n,n+nα |√
α
 δ
1− α a.s. (5.1)|n | log|n| 1
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n
P
(|Xn| > η√∣∣nα∣∣ log|n| )=∑
n
P
(|X | > η√∣∣nα∣∣ log|n| )< ∞
if and only if (2.5) holds (recall Lemma 3.1), an application of the ﬁrst Borel–Cantelli lemma tells us that
P
(∣∣T ′′′n,n+nα ∣∣> η
√∣∣nα∣∣ log|n| i.o.) P(|Xn| > η√|nα | log|n| i.o.)= 0,
in view of which we conclude that
lim
n→∞
|T ′′′n,n+nα |√|nα | log|n| = 0 a.s. (5.2)
The next step is to take care of T ′n,n+nα . Set
λ
(k)
1 = 1, λ(k)2 = 2, and λ(k)i =
(
i
log i
)1/(1−αk)
, i = 3,4, . . . , k = 1,2, . . . ,d,
and let, for any positive integers ik , k = 1,2, . . . ,d, n ∈ Zd+ be such that nk = λ(k)ik for all k = 1, . . . ,d; n ∈ Λ for short.
Set i =∏dk=1 ik . Since, in particular, ik  i, it follows, for n ∈ Λ, that
d∏
k=1
i1/(1−αk)k  i
1/(1−α1) and
d∏
k=1
(log ik)
1/(1−αk)  (log i)d/(1−αd),
so that
|n| =
d∏
k=1
λ
(k)
ik
=
d∏
k=1
(
ik
log ik
)1/(1−αk)
 i
1/(1−α1)
(log i)d/(1−αd)
. (5.3)
With this and (3.1) in mind, the estimate (4.5) over the subset Λ now yields
∑
{n∈Λ}
P
(
T ′n,n+nα > ε
√
2
∣∣nα∣∣ log |n| ) ∑
{n∈Λ}
|n|− ε
2(1−δ)3
σ2 
∑
i
∑
|∏dk=1 ik|=i
|n|− ε
2(1−δ)3
σ2 
∑
i
d(i)
(
i1/(1−α1)
(log i)d/(1−αd)
)− ε2(1−δ)3
σ2
 C +
∑
ii0
d(i)i
− ε2((1−δ)3−2δ)
σ2(1−α1) < ∞ (5.4)
for ε > σ
√
1−α1
(1−δ)3−2δ and i0 suﬃciently large, which tells us that
limsup
n→∞{n∈Λ}
T ′n,n+nα√
2|nα | log|n|  σ
√
1− α1
(1− δ)3 − 2δ a.s. (5.5)
Finally, joining (5.1), (5.2) and (5.5) yields
limsup
n→∞{n∈Λ}
Tn,n+nα√
2|nα | log|n|  σ
√
1− α1
(1− δ)3 − 2δ +
δ
1− α1 a.s.,
and, due to the arbitrariness of δ,
limsup
n→∞{n∈Λ}
Tn,n+nα√
2|nα | log|n|  σ
√
1− α1 a.s. (5.6)
So far we have established the limsup for a special subsequence. The next point in the program is to show that the
limsup remains the same for the whole sequence. Since the procedure is the same in all dimensions we conﬁne ourselves to
carrying out the details for the case d = 2. Since in the following we shall use the letters m and n for x- and y-coordinates,
respectively, we set mj = λ(1)j and n j = λ(2)j for all j which means that the points (mj,nk) are the SW corners of the
windows we have considered so far.
The ﬁrst step is to show that the selected windows overlap, that is, that they cover all of Z2+ . For this purpose it is
enough to consider squares. An elementary computation (cf. [3]) shows that for λi = λ( j)i for j = 1 or j = 2
λi + λα > λi+1 for all i and any α ∈ (0,1).i
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In order to extend the validity of (5.6) to the full sequence we note that it suﬃces to extend (5.5), since (5.2) and (5.1)
already are overall statements.
Towards this end, let T((m,n),(m+mα1 ,n+nα2 )) be an arbitrary window. Since, trivially, mj +mα1j mj+1 +mα1j+1 (as well as
nk + nα2k  nk+1 + nα2k+1), it follows that an arbitrary window is always contained in the union of (at most) four selected
windows. We now wish to show that the discrepancy between an arbitrary window and the original ones is asymptotically
negligible, which, remembering that we conﬁne ourselves to the case d = 2, amounts to showing that
limsup
j,k→∞
max
mj<mmj+1
nk<nn j+1
∣∣∣∣∣
∑m+mα1
i1=m
∑n+nα2
i2=n X
′
i1,i2√
2mα1nα2 log(mn)
−
∑mj+mα1j
i1=mj
∑nk+nα2k
i2=nk X
′
i1,i2√
2mα1j n
α2
k log(mjnk)
∣∣∣∣∣= 0 a.s.
However, since and mj+1/mj → 1 as j → ∞ (and nk+1/nk → 1 as k → ∞) it suﬃces to show, say, that
limsup
j,k→∞
max
mj<mmj+1
nk<nnk+1
∣∣∑m+mα1
i1=m
∑n+nα2
i2=n X
′
i1,i2
−∑mj+mα1ji1=mj ∑nk+n
α2
k
i2=nk X
′
i1,i2
∣∣√
mα1j n
α2
k log(mjnk)
= 0 a.s. (5.7)
In order to pursue this task we separate, as in [3], the index set into 3 pieces depending on whether the arbitrary window
is located in “the center” or “near” one of the coordinate axes.
Proof of 5.7 when j,k M , M large. Let Dm,n denote the random variable in the numerator of (5.7). Following [3] we ﬁnd,
via the mean value theorem, that
mj+1 −mj =
(
j + 1
log( j + 1)
)1/(1−α1)
−
(
j
log j
)1/(1−α1)
∼ 1
1− α1
j
α1
1−α1
(log j)
1
1−α1
as j → ∞,
mα1j+1 −mα1j =
(
j + 1
log( j + 1)
)α1/(1−α1)
−
(
j
log j
)α1/(1−α1)
∼ α1
1− α1
j
2α1−1
1−α1
(log j)
α1
1−α1
as j → ∞,
and, since 2α1 − 1< α1, that
mα1j+1 −mα1j = o(mj+1 −mj) as j → ∞
(and similarly for nk+1 − nk and nα2k+1 − nα2k ).
Using all of this we ﬁnd that the number of summands in Dm,n equals
Card(Dm,n) ∼
(
m +mα1 −mj −mα1j
)
nα2 + (mj +mα1j −m)(n + nα2 − nk − nα2k )
+mα1j (n − nk) + (m −mj)
(
nk + nα2k − n
)
 Cmα1j n
α2
k
(
1
log j
+ 1
logk
)
as j,k → ∞.
Combining this with our estimates for the truncated expectations and variances this implies that, for mj  m  mj+1,
nk  n nk+1, and j,k → ∞,
E(Dm,n) = o
(√
mα1j n
α2
k log(mjnk)
(
1
log j
+ 1
logk
))
and Var(Dm,n) Cmα1j n
α2
k
(
1
log j
+ 1
logk
)
σ 2.
Now, let η > 0 be arbitrarily small. Using the upper exponential inequalities we obtain, for j,k large,
P
( |Dm,n|√
mα1j n
α2
k log(mjnk)
> 2η
)
 P
(
|Dm,n − EDm,n| > η
√
mα1j n
α2
k log(mjnk)
Var Dm,n
·√Var Dm,n
)
 2P
(|Dm,n − EDm,n| > Cη√log j logk√Var Dm,n )
 2exp
{
−1
2
Cη2 log j logk
}
,
uniformly in (n,m) ∈ [mj,mj+1] × [nk,nk+1]. Next, choose M large and let j,k > e2M . Then, log j logk  M(log j + logk),
which implies that
exp
{
−1Cη2 log j logk
}
 exp
{
−1Cη2M(log j + logk)
}
= ( jk)−Cη2M ,2 2
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P
(
max
mj<mmj+1
nk<nnk+1
|Dm,n|√
mα1j n
α2
k log(mjnk)
> 2η
)
 (mj+1 −mj)(nk+1 − nk) max
mj<mmj+1
nk<nn j+1
P
( |Dm,n|√
mα1j n
α2
k log(mjnk)
> 2η
)
 C j
α1
1−α1
(log j)
1
1−α1
k
α2
1−α2
(logk)
1
1−α2
(kj)−Cη2M  C( jk)−Cη2M ,
so that, by choosing M so large that Cη2M > 1 we ﬁnally may conclude that
∑
j,k
P
(
max
mj<mmj+1
nk<nnk+1
|Dm,n|√
mα1j n
α2
k log(mjnk)
> η
)
< ∞ for any η > 0,
which, in turn, veriﬁes (5.7)—for an arbitrary “central” window. 
Proof of 5.7 when k M , M large. For the “boundary” cases we consider a denser subsequence, namely
A j,k =
{
( j,k) ∈ Z2+: mj =
(
j
log j
)1/(1−α1)
, j  3, and k = 1,2, . . . ,M
}
.
Since additional windows are involved we ﬁrst have to convince ourselves that the upper bound of the limsup remains the
same, which, again, boils down to checking this for T ′n,n+nα .
Borrowing from (4.5),
P
(∣∣T ′n,n+nα ∣∣> ε
√
2
∣∣nα∣∣ log |n| ) 2|n|− ε2(1−δ)3σ2 = 2(mjk)− ε2(1−δ)3σ2 for n = (mj,k) large,
so that
∑
{n=( j,k)∈A j,k}
P
(∣∣T ′n,n+nα ∣∣> 
√
2
∣∣nα∣∣ log|n| ) 2 ∞∑
j=3
M∑
k=1
((
j
log j
)1/(1−α1)
k
)− ε2(1−δ)3
σ2
 M˜
∞∑
j=3
(
j
log j
)− ε2(1−δ)3
σ2(1−α1)
< ∞ for ε >
√
σ 2(1− α1)
(1− δ)3 ,
which is the same as
limsup
j→∞
{( j,k)∈A j,k}
∑mj+mα1j
i1=mj
∑k+kα2
i2=k X
′
i1,i2√
2mα1j k
α2 log(n jk)
 σ
√
1− α1
(1− δ)3 a.s. (5.8)
To complete the proof it remains to establish the analog of (5.7), i.e., that
limsup
j→∞
max
mj<mmj+1
nM
∣∣∑m+mα1
i1=m
∑n+nα2
i2=n X
′
i1,i2
−∑mj+mα1ji1=mj ∑n+nα2i2=n X ′i1,i2 ∣∣√
mα1j n
α2 log(mjn)
= 0 a.s. (5.9)
Continuing as before we ﬁnd that
Card(Dm,n) ∼
(
m +mα1 −mj −mα1j
)
nα2 + (m −mj)nα2  C
mα1j n
α2
log j
.
Combining this with the estimate for the truncated expectations and variances we obtain, for mj m mj+1, n  M and
j,n → ∞,
E(Dm,n) = o
(√mα1j nα2 log(mjn)
log j
)
and Var(Dm,n) C
mα1j n
α2
log j
σ 2,
which via an application of the upper exponential bound (4.5) yields
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( |Dm,n|√
mα1j n
α2 log(mjn)
> 2η
)
 P
(
|Dm,n − EDm,n| > η
√
mα1j n
α2 log(mjn)
Var Dm,n
·√Var Dm,n
)
 P
(|Dm,n − EDm,n| > Cη√log j log(mjn) ·√Var Dm,n )
∼ P(|Dm,n − EDm,n| > Cη log j√logn√Var Dm,n )
 exp
{
−1
2
Cη2(log j)2 logn
}
 exp
{
−1
2
Cη2(log j)2
}
,
so that
P
(
max
mj<mmj+1
nM
|Dm,n|√
mα1j n
α2 log(mjn)
> 2η
)
 (mj+1 −mj)M max
mj<mmj+1
nM
P
( |Dm,n|√
mα1j n
α2 log(mjn)
> 2η
)
 C j
α1
1−α1
(log j)
1
1−α1
exp
{
−1
2
Cη2(log j)2
}
 exp
{
−1
2
Cη2(log j)2 + 1
1− α1 log j
}
 exp
{
−1
2
Cη2(log j)2
}
,
from which we ﬁnally conclude that
∑
j
P
(
max
mj<mmj+1
nM
|Dm,n|√
mα1j n
α2 log(mjn)
> η
)
< ∞ for any η > 0,
which, in turn, veriﬁes (5.9).
The case j  M , M large follows by interchanging the roles of j and k. 
This, ﬁnally, concludes the proof of the upper bound:
limsup
n→∞
|Tn,n+nα |√|nα | log|n|  σ
√
1− α1 a.s. (5.10)
5.2. Suﬃciency—the lower bound
We ﬁrst derive a divergent Borel–Cantelli sum for the single primed contributions restricted to the subsets of windows
based on the subsequence λ(k)1 = 1, λ(k)2 = 2 and λ(k)i = i1/(1−αk) , i  3, k = 1,2, i.e. the SW-coordinates are (i
1
1−α1 ,k
1
1−α2 ),
the horizontal widths are i
α1
1−α1 , and the vertical widths are k
α2
1−α2 , i,k 1.
Let A denote the set of SW-coordinates involved, i.e., set
A = {n ∈ Z2+: n = (i 11−α11 , i 11−α22 ), i1, i2  1},
and set α∗ = ( 11−α1 , 11−α2 ). Recalling (3.2) and (3.3) we now observe that
Card
{
k:
∣∣kα∗ ∣∣ j}= Mα∗( j1−α1) C j1−α1 for j large.
This, together with the lower exponential bound (4.6) and partial summation, now provide the following modiﬁcation of [3],
formula (5.13):
∑
{n∈A}
P
(
T ′n,n+nα > ε
√∣∣nα∣∣ log|n| ) ∑
{n∈A}
|n|−
ε2(1+δ)2(1+γ )
σ2(1−δ) =
∞∑
j=1
∑
{|n|: |n|= j, n∈A}
|n|−
ε2(1+δ)2(1+γ )
σ2(1−δ)
=
∞∑
j=1
∑
{(i1,i2): i
1
1−α1
1 i
1
1−α2
2 = j}
(
i
1
1−α1
1 i
1
1−α2
2
)− ε2(1+δ)2(1+γ )
σ2(1−δ)
=
∞∑ ∑
α∗
∣∣kα∗ ∣∣− ε2(1+δ)2(1+γ )σ2(1−δ)
j=1 {|k |= j}
A. Gut, U. Stadtmüller / J. Math. Anal. Appl. 346 (2008) 403–414 411=
∞∑
j=1
∑
{|kα∗ | j}
1 · ( j− ε2(1+δ)2(1+γ )σ2(1−δ) − ( j + 1)− ε2(1+δ)2(1+γ )σ2(1−δ) )
 C
∞∑
j=1
j−α1 · j−
ε2(1+δ)2(1+γ )
σ2(1−δ) = ∞ (5.11)
for all ε < σ
√
(1−α1)(1−δ)
(1+δ)2(1+γ ) .
Joining this with (5.1) and (5.2) extends the validity of the lower bound to the whole set.
The next step is to prove that the selected windows are disjoint, and for this it suﬃces to check that each coordinate
with index i + 1 is larger than the corresponding coordinate of n+ nα with index i. This means we have to show that, for
0< α < 1 and λi = λ(k)i for k = 1 or k = 2,
λi + λαi < λi+1 for all i and α ∈ (0,1).
Once again, this is achieved via an elementary computation (cf. [3]).
The fact that the windows are disjoint shows that the events {T ′n,n+nα > ε
√|nα | log|n| }, n ∈ A, above are independent.
An application of the second Borel–Cantelli lemma therefore tells us that
limsup
n→∞{n: n∈A}
T ′n,n+nα√|nα | log|n|  σ
√
(1− α1)(1− δ)
(1+ δ)2(1+ γ ) .
Joining this with (5.1) and (5.2) it follows that
limsup
n→∞{n: n∈A}
Tn,n+nα√|nα | log|n|  σ
√
(1− α1)(1− δ)
(1+ δ)2(1+ γ ) −
δ
1− α1 a.s.,
and therefore, due to the arbitrariness of δ and γ , that
limsup
n→∞{n: n∈A}
Tn,n+nα√|nα | log|n|  σ
√
1− α1 a.s., (5.12)
and, since the overall limsup obviously is at least as large as the selected one, that
limsup
n→∞
Tn,n+nα√|nα | log|n|  σ
√
1− α1 a.s. (5.13)
The proof of the suﬃciency is now completed by combining (5.10) and (5.13).
5.3. Necessity
The necessity follows as in [3]. Namely, if (2.7) holds, then
limsup
n→∞
|Xn|√|nα | log|n| < ∞ a.s.,
so that, via the second Borel–Cantelli lemma and the i.i.d. assumption,
∞ >
∑
n
P
(|Xn| >√∣∣nα∣∣ log|n| )=∑
n
P
(|X | >√∣∣nα∣∣ log|n| ),
which veriﬁes (2.5) in view of Lemma 3.1, after which an application of the suﬃciency part yields (2.6) with σ 2 = Var X . 
6. Some additional results
In this section we ﬁrst extend [3], Theorem 6.1 to unequal window edges, after which we provide an LSL for the maximal
window, and, ﬁnally, an LSL for a degenerate case, viz. when some α equals 0.
6.1. Subsequences
Once again, (5.1) and (5.2) tell us that the value of the extreme limit points is determined by the behaviour of T ′n,n+nα .
As in [3], replace Λ in the computation of the upper bound by the set (we now suppress the index k referring to the
coordinates)
Λ∗ = {λ∗ = λβ = iβ/(1−αk), i  1}, for k = 1,2, . . . ,d, (6.1)i i
412 A. Gut, U. Stadtmüller / J. Math. Anal. Appl. 346 (2008) 403–414and, consequently, Λ by Λ∗ , set i =∏dk=1 ik , and observe that
|n| =
d∏
k=1
iβ/(1−αk)k 
d∏
k=1
iβ/(1−α1)k = iβ/(1−α1).
By arguing as before (recall (5.4)),
∑
{n∈Λ∗}
P
(∣∣T ′n,n+nα ∣∣> ε
√∣∣nα∣∣ log |n| ) 2 ∑
{n∈Λ∗}
|n|− ε
2(1−δ)3
σ2
= 2
∑
i
∑
{n: |n|=∏dk=1 iβ/(1−αk)k }
{∏dk=1 ik=i}
|n|− ε
2(1−δ)3
σ2
 2
∑
i
∑
{n: |n|=∏dk=1 iβ/(1−αk)k }
{∏dk=1 ik=i}
(
d∏
k=1
iβ/(1−αk)k
)− ε2(1−δ)3
σ2
 2
∑
i
∑
{n: |n|=∏dk=1 iβ/(1−αk)k }
{∏dk=1 ik=i}
i
− ε2β(1−δ)3
σ2(1−α1)
 2
∑
i
∑
{∏dk=1 ik=i}
i
− ε2β(1−δ)3
σ2(1−α1)
= 2
∑
i
d(i)i
− ε2β(1−δ)3
σ2(1−α1) < ∞ (6.2)
for all ε > σ
√
1−α1
β(1−δ)3 .
Moreover, (now d = 2) with i raised to the various powers in the computations of the lower bound replaced by i raised
to β times the same powers, and the index set A replaced by
A∗ = {n ∈ Z2+: n= (i β1−α1 ,k β1−α2 ), i  1}, (6.3)
(5.11) transforms into
∑
{n∈A∗}
P
(
T ′n,n+nα > ε
√∣∣nα∣∣ log |n| ) ∑
{n∈A∗}
|n|−
ε2β(1+δ)2(1+γ )
σ2(1−δ) 
∞∑
j=2
(log j)p j
− ε2β(1+δ)2(1+γ )
σ2(1−α1)(1−δ) = ∞ (6.4)
for all ε < σ
√
(1−α1)(1−δ)
β(1+δ)2(1+γ ) .
Joining these estimates with (5.1) and (5.2) the usual way yields the following result.
Theorem 6.1. Suppose that {Xk,k ∈ Zd+} are i.i.d. random variables with mean 0 and ﬁnite variance σ 2 , set Sn =
∑
kn Xk , n ∈ Zd+ ,
and let Λ∗ and be as deﬁned in (6.1). If
E
(|X |2/α1(log+|X |)p−1−1/α1)< ∞, (6.5)
where 0< α1  α2  · · · αd < 1, then, for β > 1,
limsup
n→∞{n∈Λ∗}
(
lim inf
n→∞{n∈Λ∗}
) Tn,n+nα√
2|nα | log|n| = σ
√
1− α1
β
(
−σ
√
1− α1
β
)
a.s. (6.6)
Conversely, if
P
(
limsup
n→∞{n∈Λ∗}
|Tn,n+nα |√|nα | log|n| < ∞
)
> 0, (6.7)
then (6.5) holds, E X = 0, and (6.6) holds with σ 2 = Var X.
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pendence for the lower bound, which is “immediate” since the subsequence here is sparser than that of the full sequence.
The converse follows as in Theorem 2.2, so there is nothing more to prove there. 
Remark 6.1. The theorem tells us that the extreme limit points get closer and approach zero as β increases, that is, the
thinner the subsequence the less wild are the observable oscillations.
Remark 6.2. It follows, in fact, that the set of limit points of
Tn,n+nα√
2|nα | log |n| is given by the whole interval [−σ
√
1− α1,
σ
√
1− α1 ].
As a special case we mention the following result which tells us what happens if we consider the points along a ray. We
leave the details to the reader.
Theorem 6.2. Under the assumptions of Theorem 6.1,
limsup
n→∞
{n=(iβ/(1−α1),...,iβ/(1−αd))}
Tn,n+nα√
2|nα | log|n| = σ
√
1− α1
dβ
a.s.
and correspondingly for the lim inf. The converse is as before.
6.2. Maximal windows
The LSL for maximal windows is immediate from Theorem 2.2 via the Lévy inequalities as in [3].
Theorem 6.3. Suppose that {Xk,k ∈ Zd+} are i.i.d. random variables with mean 0 and ﬁnite variance σ 2 , and set Sn =
∑
kn Xk ,
n ∈ Zd+ . If (2.5) holds, then
limsup
n→∞
max0knα Tn,n+k√
2|nα | log|n| = σ
√
1− α1 a.s. (6.8)
Conversely, if
P
(
limsup
n→∞
max0knα |Tn,n+k|√|nα | log|n| < ∞
)
> 0, (6.9)
then (2.5) holds, E X = 0, and (6.8) holds with σ 2 = Var X. 
6.3. A degenerate case
So far all results have been obtained under the assumption (2.4), that is, under the assumption that 0< α1  α2  · · ·
αd < 1. This naturally suggests the question what might happen if, say, α1 = 0. For d = 2 this means that the windows
expand along one axis and remain of constant width along the other one, so that one-dimensional behaviour seems logical.
This is, in fact, the case and similarly in higher dimensions. The following result, the proof of which we leave to the readers,
describes the situation.
Theorem 6.4. Suppose that {Xk,k ∈ Zd+} are i.i.d. random variables with mean 0 and ﬁnite variance σ 2 , and set Sn =
∑
kn Xk ,
n ∈ Zd+ . Further, let
0 = α1  α2  · · · αd < 1 and set q = max{k: αk = 0} and r = max{k: αk = αq+1}.
If
E
(|X |2/αq+1(log+|X |)r−q−1−1/αq+1)< ∞, (6.10)
then
limsup
n→∞
(
lim inf
n→∞
) Tn,n+nα√
2|nα | log|n| = σ
√
1− αq+1 (−σ
√
1− αq+1 ) a.s. (6.11)
Conversely, if
P
(
limsup
n→∞
|Tn,n+nα |√|nα | log|n| < ∞
)
> 0, (6.12)
then (6.10) holds, E X = 0, and (6.11) holds with σ 2 = Var X.
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