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1. Introduction
Let (I, H, η, ε) : C → X be an admissible (= semi-left-exact) reﬂection. We use here the notation of categorical Galois
theory, whose main example has:
• C= Fam(A), the category of families of objects in a category A that has a terminal object 1;
• X is the category of sets;
• I is the index set functor, and H is its right adjoint sending a set S to the S-indexed family of copies of 1;
• η : 1C → H I and ε : I H → 1C the obvious unit and counit of adjunction, respectively.
In this context: “reﬂection” means that H is fully faithful, or, equivalently, ε is an isomorphism; “admissible” means that
the induced adjunction (I B , HB , ηB , εB) : (C ↓ B) → (X ↓ I(B)) is a reﬂection, which is equivalent to semi-left-exactness in
the sense of C. Cassidy, M. Hébert, G.M. Kelly [6] (see [5] and [14]). Recall that that induced adjunction is deﬁned as follows:
• I B(A, f ) = (I(A), I( f )) for each object (A, f ) in (C ↓ B);
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B ×H I(B) H(X)
π1
π2 H(X)
H(ϕ)
B ηB H I(B)
(1.1)
for each object (X,ϕ) in (X ↓ I(B));
• (ηB)(A, f ) is determined by 〈 f , ηA〉 : A → B ×H I(B) H I(A);
• (εB)(X,ϕ) is determined by the composite of I(π2) : I(B ×H I(B) H(X)) → I H(X) and εX : I H(X) → X .
Let us also brieﬂy recall several basic notions of and related to categorical Galois theory (see [1,5,9–14]) in a form
convenient for our present purposes:
A morphism p : E → B in C is said to be an effective descent morphism if the pullback functor p∗ : (C ↓ B) → (C ↓ E) is
monadic; in this case we will also say that (E, p) is a monadic extension of B . A morphism f : A → B in C is said to be a
trivial covering morphism if the morphism (ηB)(A, f ) is an isomorphism, or, equivalently, if the diagram
A
f
ηA H I(A)
H I( f )
B ηB H I(B)
(1.2)
is a pullback. A morphism f : A → B in C is said to be split over a monadic extension (E, p) of B , if the projection
π1 : E ×B A → E is a trivial covering morphism, or, equivalently, if the diagram
E ×B A
π1
ηE×B A H I(E ×B A)
H I(π1)
E ηE H I(E)
(1.3)
is a pullback. A morphism f : A → B in C is said to be a covering morphism or a light morphism, if it is split over some
monadic extension (E, p) of B . The admissibility implies that the functor I is a ﬁbration, and the cartesian arrows with
respect to it are the same as the trivial covering morphisms. Moreover, the resulting vertical-cartesian factorization system
on C coincides with the reﬂective factorization system in the sense of [6] corresponding to the functor I considered as a
reﬂection. The localization Loc(M) (in the sense of [5]) of the class M of trivial covering morphisms coincides with the class
of all covering morphisms. The stabilization St(E) (in the sense of [5] again) of the class E of vertical morphisms is what
is called the class of monotone morphisms in [5]; it consists of all morphisms whose all pullbacks are in E. In the context
of classical Galois theory and in some other very special situations the pair (St(E), Loc(M)) becomes a factorization system;
we then say that our reﬂection admits the monotone-light factorization (on C). A necessary and suﬃcient condition for that
is given in [5]. A much stronger, not necessary but certainly suﬃcient condition is:
Condition 1.1 (Identifying X with its replete image in C).
(a) The reﬂection (I, H, η, ε) : C → X has stable units in the sense of [6], i.e. the functor I preserves pullbacks of pairs of morphisms
in C whose common codomain is in X (recall that preservation of this kind of pullbacks implies admissibility).
(b) For every object B in C there exists a monadic extension (E, p) of B with E in X.
In particular, as shown in [5], this condition holds for the reﬂection of the category CompHausdorff of compact Hausdorff
spaces into the category Stone of Stone spaces, yielding the classical monotone-light factorization due to S. Eilenberg [7]
and Whyburn [18].
The purpose of this paper is to examine Galois theory of the T0-reﬂection, for topological spaces and in a more general
context. In particular we show that it satisﬁes Condition 1.1 and therefore admits the monotone-light factorization system;
we also show that it admits the theory of locally semisimple coverings in the sense of [15], with the locally semisimple
coverings being the same as the light maps. The main result (Theorem 4.8) describes a special situation where the light
maps of a reﬂection (I, H, η, ε) : C → X are characterized as “maps with ﬁbres in X”; this special situation is far more
general than the case of the classical T0-reﬂection, and different from the situation considered in [15].
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Section 2 (= the next section) brieﬂy compares the T0-reﬂection with the totally separated reﬂection. While the ﬁrst of
them has stable units (a known result), the second one is not even admissible. The characterization of light morphisms of
the T0-reﬂection is given, with the proof postponed to Section 4.
Section 3 introduces a general context where the reﬂection (I, H, η, ε) : C→ X is constructed out of a functor U : X→ S.
In particular this gives the T0-reﬂection when U is the forgetful functor from the T0-spaces to sets; this also provides an
approach to some “generalized topological T0-reﬂections” (see Remark 3.4). It is shown that (I, H, η, ε) : C → X has stable
units in that context.
Section 4 presents suitably modiﬁed versions of various conditions from [15] in order to characterize the light morphisms
in the situation of Section 3 with some additional assumptions that easily hold for the T0-reﬂection.
In this paper we do not consider, although it would be interesting to do so, various links with recent work of M. Gran,
V. Rossi, and J.J. Xarez. Let us just mention that reducing our results from topological spaces to preorders (= “Alexandrov
spaces”), and then extending them from preorders to categories, we would arrive at some results of J. J. Xarez [20]; “some”
here means “only a few out of many” of course.
2. Monotone-light factorization for the classical T0-reﬂection
A topological space A is said to be a T0-space or a Kolmogorov space if for every two distinct points a and a′ in A either
there exists an open subset in A containing a and not a′ , or there exists an open subset in A containing a′ and not a. Using
the Sierpin´ski space S= {0,1}, one can create various equivalent forms of this deﬁnition:
Proposition 2.1. The following conditions on a topological space A are equivalent:
(a) A is a T0-space;
(b) for every two distinct points a and a′ in A, there exists a continuous map f : A → S with f (a) = f (a′);
(c) A admits an injective continuous map into a (possibly inﬁnite) product of copies of S;
(d) the canonical map A → Shom(A,S) , where hom(A,S) denotes the set of all continuous maps A → S, is injective;
(e) for every two distinct continuous maps g and g′ from the same domain to A, there exists a continuous map f : A → S with
f g = f g′;
(f) A admits an injective continuous map into a T0-space;
(g) A is homeomorphic to a subspace of a (possibly inﬁnite) product of copies of S;
(h) the canonical map above induces a homeomorphism between A and its image considered as a subspace in Shom(A,S) .
Remark 2.2. What if we will try to replace the Sierpin´ski space S = {0,1} with another space? E.g., keeping the same
underlying set {0,1}, we will have two possibilities:
(a) To take indiscrete topology on {0,1}, which will make all conditions similar to (b)–(f) of Proposition 2.1 hold for all
topological spaces. The conditions similar to (g) and (h) will then characterize the indiscrete spaces.
(b) To take discrete topology on {0,1}, which will still make all conditions similar to (b)–(f) of Proposition 2.1 equivalent;
a space will satisfy them if and only if it is totally separated, i.e. if and only if every two distinct points in it can be
separated by a clopen (= closed-and-open) subset. However, the conditions similar to (g) and (h) of Proposition 2.1 will
again become stronger, and a space will satisfy them if and only if it is a 0-dimensional (which means that its topology
admits a basis consisting of clopen subsets) Hausdorff space.
It is well known that the category Top0 of T0-spaces is a (full) reﬂective subcategory in the category Top of all topological
spaces. Moreover, it is known (see Proposition 2.1 of F. Cagliari and S. Mantovani [4], with a reference to [19]) that the
reﬂection Top → Top0 has stable units. Following Remark 2.2(b), let us make here a comparison with the reﬂection Top →
TSTop, where TSTop is the category of totally separated spaces:
Remark 2.3. The reﬂection Top → TSTop does not have stable units, and moreover, it is not admissible (= not semi-left-
exact). Indeed, we take
B = {(x,0) ∣∣ x ∈ R}∪ {(m, 1
n
) ∣∣∣m,n ∈N},
where R and N denote the sets of real and of natural (non-zero) numbers respectively and the topology on B is induced
from the real plane topology, and we observe:
• B has only one connected component that has more than one element, namely B(0,0) = {(x,0) | x ∈ R}, and every point
in B outside that component is clopen. Therefore I(B) is the quotient space of B , obtained by identifying all pairs of
the form (x,0) with each other, and nothing else.
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all ﬁnite sets M of natural numbers as follows: M ′′ = the image in I(B) of the set
M ′ = {(x,0) ∣∣ x ∈ R}∪ {(m, 1
n
) ∣∣∣ (m,n ∈ N) ∧ (m /∈ M)}.
Since every open set in B containing B(0,0) also contains at least one of (m,
1
n )’s for each m, and since all M ’s are
required to be ﬁnite, the point B(0,0) of X is not open in this topology of X .
• We can assume that the pullback B ×H I(B) H(X) has the same underlying set as B , but more open subsets. In particular
all subsets M ′ above, are open in it.
• Intersecting M ′ ’s with bounded open subsets of the real plain, we conclude that all subsets in B of the form {(x,0) |
(x ∈R) ∧ (a < x < b)} are open in B ×H I(B) H(X). Therefore B(0,0) = {(x,0) | x ∈R} is also open in B ×H I(B) H(X).
• Since B(0,0) is not an open point in X = I H(X), we then conclude that the canonical map B ×H I(B) H(X) → I H(X) is
not a quotient map, and so I(B ×H I(B) H(X)) → I H(X) is not a homeomorphism.
In fact, as the referee has explained to me, a much more general non-admissibility result is a consequence of Theorem 2.2
and Example 2.3 of [3].
This negative result is the main reason of not having “nice” Galois–Poincaré–Chevalley–Grothendieck theory of covering
spaces for arbitrary topological spaces. At the same time, the reﬂection Top → Top0 not just has stable units, but satisﬁes
Condition 1.1, and moreover has the following property stronger than 1.1(b).
Proposition 2.4. For every topological space B there exists an open surjective continuous map p : E → B, in which E is a T0-space.
Proof. Let us begin with the special case of indiscrete B . In this case we take E to be the free monoid on B , put x y in E
when x = zy for some z ∈ E , and deﬁne the topology on E as the Alexandrov topology determined by this order relation.
This makes E a T0-space since every order relation does so. We then deﬁne p : E → B by sending words to their ﬁrst letters,
i.e. by P (b1, . . . ,bn) = b1 for any b1, . . . ,bn in B . To show that p is open we have to show that for every e ∈ E and every
b ∈ B there exists e′ ∈ E with e′  e and p(e′) = b. But that is obvious: simply take e′ = be.
The general case reduces to the indiscrete case as follows:
Let ηB : B → I(B) be the B-component of the unit of reﬂection Top → Top0 , and for i ∈ I(B), let us write Bi instead of
η−1B (i). Each Bi is indiscrete and so for each i ∈ I(B) we can choose an open surjection pi : Ei → Bi with Ei ∈ Top0 . After
that we take E to be the union of all Ei (i ∈ I(B)), with p : E → B induced by all pi ’s and the topology on E in which
a subset U in E is open if and only if p(U ) is open in B and U ∩ Ei is open in Ei for each i ∈ I(B). It is then clear that
p : E → B satisﬁes all the desired conditions. 
Since the reﬂection Top→ Top0 satisﬁes Condition 1.1, it admits the monotone-light factorization system (see Section 1),
and it turns out that the light maps are nothing but the maps with T0-ﬁbres. We will formulate the result precisely (see
Proposition 2.5 below), but postpone the proof to the end of the last section; even though it would not be hard to prove it
directly, the more general context used in Sections 3 and 4 clariﬁes the nature of the problem.
Proposition 2.5. Let (I, H, η, ε) : C → X be the reﬂection Top → Top0 . Then a morphism f : A → B in C is light if and only if for
every b ∈ B, the space f −1(b) is a T0-space.
3. Stable units for the T0-reﬂection categorically
In this section we ﬁx the following data:
• categories S and X with pullbacks;
• a factorization system (Π,Σ) in S;
• a pullback preserving functor U : X→ S, which is a Σ-ﬁbration, i.e. admits all cartesian liftings of all arrows from Σ .
Using this data we construct a reﬂection (I, H, η, ε) : C→ X as follows:
• the objects of C are all triples A = (A, A0,πA), in which A is an object in S, A0 an object in X, and πA : A → U (A0)
a morphism that belongs to the class Π ;
• a morphism A → B in C is a pair f = (f, f0), in which f : A → B is a morphism in S and f0 : A0 → B0 is a morphism
in X with U ( f0)πA = πB f;
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◦ H(X) = (U (X), X,1U (X));
◦ for A in C, ηA = (πA,1A0 ) : A → H I(A);◦ for X in X, εX = 1X (having in mind that I H(X) = X ).
We will also need a “larger” reﬂection (˜I, H˜, η˜, ε˜) : C˜ → X deﬁned in the same way but requiring the morphisms
πA :A → U (A0) just to be in S, not necessarily to belong to Π .
Observation 3.1. (˜I, H˜, η˜, ε˜) : C˜ → X is of course a familiar construction in which C˜ is nothing but the comma category (S ↓ U ) and
I˜ : (S ↓ U ) → X is the projection functor, which, being such preserves all types of limits that are preserved by U – simply because those
types of limits are componentwise; in particular I˜ preserves pullbacks. Moreover:
(a) C is a coreﬂective full subcategory in C˜, and the coreﬂection R : C˜→ C is constructed in two steps as follows:
• for A = (A, A0,πA) in C˜ we begin with the (Π,Σ)-factorization πA = σπ of πA : A → U (A0);
• then take X → A0 to be the cartesian lifting of σ (whose codomain is U (A0)), and put R(A) = (A, X,π).
(b) Therefore C admits all pullbacks, and a pullback E ×B A in C˜ belongs to C if and only if the morphism πE × πA : E ×B A →
U (E0) ×U (B0) U (A0) belongs to Π .
Since I˜ preserves pullbacks, from Observation 3.1 we easily obtain:
Theorem 3.2. If the class Π is pullback stable, then the reﬂection (I, H, η, ε) : C→ X has stable units.
Example 3.3. The classical T0-reﬂection Top → Top0 is equivalent to the reﬂection (I, H, η, ε) : C → X above if we take:
X = Top0 , S = Sets, U to be the usual forgetful functor, and (Π,Σ) is the usual surjective-injective factorization system in
the category of sets. Under this equivalence a triple A = (A, A0,πA) corresponds to the set A equipped with the topology
whose open sets are exactly all the inverse images of open sets in A0 under the map πA . This result is a reformulation
of various simple well-known observations on the T0-reﬂection; moreover, as I have learned from G.C.L. Brümmer, it is
explicitly mentioned by H. Herrlich in Example 9.2 of [8].
Remark 3.4.
(a) As I have also learned from G.C.L. Brümmer, there is a general concept of a T0-reﬂection with respect to a “topo-
logical” functor in Categorical Topology (see Th. Marny [16]). Can we extend the equivalence of Example 3.3 to those
generalized-topological T0-reﬂections? The answer is easy: it extends (in an appropriate sense) if and only if the unit
components of the reﬂection are cartesian (= “initial” in the language of categorical topology) arrows; the topological
categories with this property are called universal in [16] and saturated in [17] and in [2], and many examples are men-
tioned in these papers. Recall also that having stable units is a much stronger property than being a direct reﬂection
(both in the sense of [5]), while only the directness of the reﬂection is mentioned in [2].
(b) Unfortunately it is not true that the categorical approach of this section “solves all problems”: for instance I do not
know how could it help to extend the argument involving a free monoid in the proof of Proposition 2.4.
4. Light maps are the same as locally semisimple coverings
The following deﬁnition is a straightforward modiﬁcation of Deﬁnition 1.1 in [15]:
Deﬁnition 4.1. A class X of objects in a category C (or a full subcategory X in C) is said to be a generalized semisimple class,
if for every pullback diagram
E ×B A
π1
π2
A
f
E p B
(4.1)
with p being an effective descent morphism, the following conditions hold:
(a) if E and A are in X (here and below we mean again: in X up to isomorphism; that is, A ∈ X simply means that πA is
an isomorphism), then so is E ×B A;
(b) if B , E , and E ×B A are in X, then so is A.
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(a) if Σ contains all monomorphisms of S, then X satisﬁes condition 4.1(a);
(b) if X has a terminal object preserved by U , then it satisﬁes condition 4.1(b).
Proof. (a): Since Σ contains all monomorphisms of S, every monomorphism in S that belongs to Π is an isomorphism.
Therefore it suﬃces to prove that πE×B A is a monomorphism. For, let u, v : S → E ×B A be two morphisms in S with
πE×B Au = πE×B A v . Since E and A are in X, the morphisms πE and πA are isomorphisms. The equality πE×B Au = πE×B A v
then implies that u and v have equal composites both projections E ×B A → E and E ×B A → A. Since these projections are
jointly monic, we obtain u = v . That is, πE×B A is a monomorphism as desired.
(b): Under the assumptions of 4.1(b), the morphism πA : A → U (A0) can be considered as a morphism (A, f) →
(U (A0), (πB)−1f) in (S ↓ B), sent to an isomorphism by the pullback functor p∗ : (S ↓ B) → (S ↓ E). However, using the
facts that p is an effective descent morphism and that X has a terminal object preserved by U , it is easy to show that p∗
reﬂects isomorphisms. 
Remark 4.3. Using arguments, similar to ones used in the proof of 4.2(a), one can easily show that if Σ contains all
monomorphisms of S, then X is mono-hereditary, i.e. if A → X is a monomorphism in C with X in X, then A is in X. On the
other hand, assuming the existence of binary products, we could deduce 4.2(a) from this property using the monomorphism
E ×B A → E × A.
Following the arguments of [15], we will now examine the suitable modiﬁed version Condition 2.2 of [15], which is:
Condition 4.4.
(a) X is extension closed in C, i.e. for a morphism f : A → X in C, A is in X provided:
• X is in X;
• X has a terminal object 1, and for every morphism 1 → X, the corresponding ﬁbre A ×X 1 of f is in X;
(b) the terminal object 1 in C is projective with respect to effective descent morphisms, i.e. for every effective descent morphism
p : E → B in C and every morphism b : 1 → B, there exists a morphism e : 1 → E with pe = b.
Deﬁnition 4.5. A category A with ﬁnite limits is said to be ﬁbre-conservative with respect to a distinguished class Π of
morphisms in it, if a morphism f : A → B in A is an isomorphism whenever p = qf for some p and q with:
(a) p and q in Π ;
(b) for every morphism 1 → C , where C is the codomain of p and q, the morphism A ×C 1 → B ×C 1 induced by f is an
isomorphism.
Theorem 4.6. Let (I, H, η, ε) : C→ X be as in Section 3. Then X is extension closed in C whenever it satisﬁes the following conditions:
(a) X has terminal object preserved by U ;
(b) the map homX(1, X) → homS(U (1),U (X)) induced by U is surjective for each X in X;
(c) S is ﬁbre-conservative;
(d) Σ is contained in the class of monomorphisms in S.
Proof. For f : A → X as in Condition 4.4(a), let σπ = U ( f0) be the (Π,Σ)-factorization of U ( f0), and let S be the domain
of σ (= the codomain of π ). We have to prove that πA : A → U (A0) is an isomorphism, and since S is ﬁbre-conservative, it
suﬃces to prove that, for every morphism 1 → S , the morphism A ×S 1 → U (A0) ×S 1 induced by πA is an isomorphism.
For a morphism s : 1 → S , consider the commutative diagram
U (A0) ×S 1
π1
π2
1
s
1
σs
U (A0) π S σ U (X0)
(4.2)
where the ﬁrst square is a pullback. Since σ is a monomorphism, the second square in this diagram also is a pullback.
Therefore the morphisms A ×S 1 → U (A0) ×S 1 above can be identiﬁed with the morphisms of the form
A ×U (X0) 1 → U (A0) ×U (X0) 1; (4.3)
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Given a morphism x : 1 → U (X0), as follows from conditions (a) and (b), we can assume that (U (1) = 1 and) x = U (g0) for
some g : 1 → X . We then form the pullback
B
π1
π2
1
g
A
f
X
(4.4)
and the morphism (4.3) becomes nothing but πB : B → U (B0). Since B is a ﬁbre of f , it is an isomorphism by Condi-
tion 4.4(a). 
Next, we can repeat Proposition 2.3 of [15] in the present context.
Proposition 4.7. Let (I, H, η, ε) : C → X be an admissible reﬂection satisfying Condition 4.4. Suppose for every B ∈ C there exists an
effective descent morphism p : E → B with E ∈ X. Then a morphism f : A → B in C is light if and only if it has all ﬁbres in X (that is,
for every morphism b : 1 → B, the pullback A ×B 1 = A ×( f ,b) 1 is in X).
Finally, putting together Theorem 4.6 and Proposition 4.7, we obtain
Theorem 4.8. Let (I, H, η, ε) : C→ X be as in Section 3, and suppose the following conditions hold:
(a) conditions (a)–(d) of Theorem 4.6;
(b) Condition 4.4(b);
(c) for every B ∈ C there exists an effective descent morphism p : E → B with E ∈ X.
Then a morphism f : A → B in C is light if and only if it has all ﬁbres in X.
In particular this proves Proposition 2.5: all assumptions here obviously hold in the situation of that proposition, includ-
ing 4.8(c) that follows from Proposition 2.4.
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