Abstract: A weakened anti-windup problem was introduced in (Galeani and Teel, 2004) to overcome the robustness limits inherent in the definition of the natural anti-windup problem, and its solution was given in terms of a parameterized family of state-feedback compensators. Two new contributions are presented in this paper. First, a quantitative measure of the performancerobustness trade-off involved in the weakened anti-windup definition is given. Then, a procedure for selecting suitable values for the parameters of the weakened anti-windup compensator is described. Simulations illustrate the effectiveness of the proposed approach.
INTRODUCTION
The presence of saturation nonlinearities in otherwise linear closed loop systems can cause dramatic performance losses known as "windup" effects. In order to avoid such losses, several antiwindup compensation techniques have been developed. Starting with the pioneering works in the 1950's (e.g. Lozier, 1956 ), many research results were proposed on the basis of heuristic arguments and specific assumptions on the structure of the compensator used in the linear closed loop, see the surveys (Hanus, 1988; Åström and Rundqwist, 1989 ) and ref-erences therein. General results with formal proofs of stability started appearing during the last decade, see e.g. (Zheng et al., 1994; Miyamoto and Vinnicombe, 1996; Peng et al., 1998; Edwards and Postlethwaite, 1999; Mulder et al., 2001; Cao et al., 2002; Crawshaw, 2003) and references therein. Although there exist contributions where some robustness levels are guaranteed for the designed anti-windup closed loop system, at the best of the authors' knowledge the study of robustness limitations specifically arising in anti-windup control systems has only been addressed in (Turner et al., 2004) , where the lack of studies relating robust and saturated control is also pointed out.
A discussion on the inherent robustness limits of anti-windup closed loop systems was presented in (Galeani and Teel, 2004) , where it was noticed that those limits are due to the requirement that the closed loop trajectories should not be modified by the anti-windup controller as long as no saturation occurs. In addition, a weakened antiwindup problem (i.e. a relaxed anti-windup problem in which a performance-robustness trade-off is possible) was introduced, and solved by a family of state-feedback compensators parameterized in terms of a matrix gain K and a stable transfer matrix F (s). Such a family is an extension of the one proposed in (Teel and Kapoor, 1997) , where the parameter F (s) is fixed to be F (s) = I.
The first contribution of this paper consists in providing a framework in which the amount of performance that a specific weakened anti-windup compensator trades for robustness can be measured. Clearly, this quantification is essential in order to define and solve an optimal weakened anti-windup problem. The proposed measure is then used to provide the second contribution of this paper, consisting in an optimization based design procedure for selecting suitable values of the parameters K and F (s) within the family of statefeedback weakened anti-windup compensators of (Galeani and Teel, 2004) .
We stress that for the case of additive or multiplicative perturbations, a different parameterized family of output feedback weakened antiwindup compensators was proposed in , and a design procedure for selecting suitable values of the parameters was described in (Galeani and Paoletti, 2005) . However, those results do not suit to the different class of perturbations considered here and in (Teel and Kapoor, 1997) , for which the family of antiwindup compensators in (Galeani and Teel, 2004) can instead be used.
Notations and preliminaries
Given two vectors x and y, the stacking [
is defined as w 2 := ∞ 0 |w(t)| 2 dt, where |·| represents the Euclidean norm, and w ∈ L 2 if w 2 < ∞. Given two signals w 1 (·) and w 2 (·), We consider uncertain systems P Ψ that are formed by connecting a nominal system P and a "perturbation" Ψ according to the equationṡ
where x ∈ R n is the state, y ∈ R q is the measured output, z is the controlled output, u ∈ R p is the control input, d is the exogenous disturbance, and
y Ψ is the output of the perturbation Ψ, which receives u Ψ := (x, u) as input, and belongs to a family S of asymptotically stable LTI systems. We assume 0 ∈ S, so that the nominal model P is indeed P 0 . Though, for brevity, only LTI Ψ's are considered in this paper, similar results hold for nonlinear perturbations, provided that incremental L 2 gains are used 3 .
For ρ > 0, let S ρ := {Ψ ∈ S : Ψ(s) ∞ < ρ}, i.e. S ρ ⊂ S contains only uncertainties with H ∞ norm less than ρ. A property (e.g., L 2 stability) that is enjoyed by a system Σ Ψ parameterized by Ψ ∈ S is nominal if enjoyed by Σ Ψ when Ψ = 0; robust-in-the-small (with respect to S) if enjoyed by Σ Ψ for all Ψ ∈ S ρ for some ρ > 0; and robustin-the-large (with respect to S) if enjoyed by Σ Ψ for all Ψ ∈ S.
In the Anti-Windup (AW) problem, a controller K M (that is here assumed to be linear for simplicity, and described by the equationṡ
where r is the reference signal, u c ∈ R q is the feedback signal, and y c ∈ R p is the controller output) is supposed to be given and designed for system (1) based on the interconnection where u c = y and u = y c . The goal of AW synthesis is to design an additional compensator K AW which ensures some desirable properties for the Closed Loop System (CLS) in Fig. 1 , called the saturated AW CLS and denoted byΣ SAW .
Other CLS will be of interest in this paper. In particular, we refer to the unsaturated AW CLS Σ U AW obtained by replacing the saturation with the identity in Fig. 1 ; the saturated CLS Σ S obtained by eliminating K AW in Fig. 1 ; and the unsaturated CLS Σ U obtained by replacing the saturation with the identity and by eliminating K AW in Fig. 1 . As a mnemonic, in this notation Σ indicates a CLS, the subscript U [respectively, S] the absence [respectively, the presence] of saturation, and the subscript AW the presence of K AW in the considered CLS. When a system is considered as a subsystem in a particular CLS, the corresponding hat is placed on its input, state and output signals. For instance, the state x of P is denoted by x [resp.,
If no hat is used, the signal is considered for the system in open loop. The exogenous signals r and d do not depend on the CLS, and then they never wear hats.
For brevity, we only consider the "standard" saturation function σ :
. . , p), but our methods apply with minor modifications to more general classes as the one in (Teel and Kapoor, 1997) . In the following, U denotes any compact and convex subset of the interior of the region where σ(u) = u, and dist U (u) := inf w∈U (|u − w|).
A WEAKENED GLOBAL AW PROBLEM
In this section, the definition and solution of the weakened AW problem are recalled from (Galeani and Teel, 2004) , to which the reader is referred for detailed motivations and discussions. Assumption 1. Σ U is well-posed and internally stable for Ψ = 0.
2
Since Assumption 1 requires Σ U to be only nominally stable, K M can be designed for high nominal performance, disregarding robust stability issues.
Let W x (s) and W y (s) be the transfer matrices of P Ψ from u to x and from u to y Ψ , respectively, and
Assumption 2. P Ψ is asymptotically stable ∀Ψ ∈ S, and sup
Assumption 2 requires P Ψ to be open loop robustly-in-the-large stable. It is a mild, "almost necessary" assumption when global AW problems are dealt with, since the absence of unstable eigenvalues in P Ψ , ∀Ψ ∈ S, is a necessary condition for global stabilization under bounded controls. Moreover, Assumption 2 is satisfied by many real world plants, ranging from chemical processes to commercial aircrafts. At the price of additional technicalities, our methods can be extended to yield local results for unstable plants.
Definition 1. The weakened global AW problem with domain of robustness S is to find a compensator K AW such thatΣ SAW is well-posed, and:
(1) for Ψ = 0 and d = 0, ∃x
andū ≡ σ(ū), thenz ≡z; (2) Σ U AW is well-posed and internally stable ∀Ψ ∈ S;
A detailed comparison of Definition 1 with respect to the "natural" AW problem definition can be found in (Galeani and Teel, 2004) . Roughly speaking, in the "natural" AW it is required that as long as no saturation occurs the responses of Σ U and Σ U AW must coincide. In the weakened AW, such a property is required only in nominal conditions, in order to allow for a robustification ofΣ SAW . Intuitively, this is necessary since both d and y Ψ are not measured and act on P Ψ in (1a) in the same fashion, and then any action whose effect is to modify the influence of y Ψ on the overall CLS (in order to ensure robustness) must also affect the influence of d on the overall CLS. Hence, when weakened (robust-in-the-large) AW is applied, the response from d to z must change even for Ψ = 0 (it is stressed that this is not the case when natural AW is used).
The following theorem (Galeani and Teel, 2004) , states the existence of a family of state-feedback compensators solving the problem in Definition 1. The family is parameterized in terms of a matrix gain K and an n×n transfer matrix F (s) ∈ RH ∞ , with minimal realization
Theorem 1. Under Assumptions 1 and 2, there exist γ * K > 0 and a nonnegative function γ *
, and system matrices
solves the problem in Definition 1.
In view of the discussion following Definition 1, the best compensator in the family described in Theorem 1 is the one for which the difference between the transfer matrix from (r, d) toz of Σ U AW and the corresponding transfer matrix of Σ U is smallest. Taking into account that the interest in matching the responses is typically higher in certain frequency ranges and lower in others, a reasonable measure of quality is given by a weighted H ∞ norm of the above difference.
Recalling that the two responses are exactly the same when F = I (in which case the natural AW case is recovered, see Galeani and Teel, 2004) , an indirect (suboptimal) approach to try to match the responses as much as possible consists in selecting F such that the frequency weighted H ∞ norm of F − I is minimized, under the constraint of robust-in-the-large stability. This approach is pursued and discusssed in the proposed design procedure in Section 3.
COMPUTING A SOLUTION
The core of the design procedure proposed in this section lies in two optimization problems, one of which is an H ∞ optimization whose definition requires the selection of weighting functions w 0 (s), w 1 (s) and w 2 (s). Through these weights the designer may specify the amount of uncertainty affecting the plant, and the desired tradeoff between robustness and anti-windup performance (in the sense of frequency weighted modelmatching between Σ U AW and Σ U ). The design procedure is first described in Section 3.1, and then the selection of the weights is addressed in Section 3.2.
The design procedure
In the design procedure, the following rational transfer functions are supposed to be given:
• a performance trade-off weight w 0 (s);
• a robustness weight w 1 (s);
• a roll-off weight w 2 (s).
2 Procedure 1. (Under Assumptions 1, 2, and 3)
Step 1. Fix α ∈ (0, 1 − β).
Step 2. Let α 0 := α/ W x ∞ , and K := Y Q −1 , where Y and Q are obtained by solving the following generalized eigenvalue problem in the unknowns ε > 0,
Step 3. Let ∆ u :
and T (s) the transfer matrix of the system
Step 4. Let (A F , B F , C F , D F ) be a minimal realization of F (s) ∈ RH ∞ obtained by solving the following γ-iteration problem:
where
the lower linear fractional transformation of M (s) and F (s), and M (s) is given by
Step 5. Obtain K AW = (A aw , B aw , C aw , D aw ) according to the expressions in Theorem 1. 2
It can be proven (the proof of is omitted due to lack of space) that Procedure 1 provides a solution to the problem in Definition 1. It can be implemented through standard LMI and H ∞ numerical routines. In particular, the LFT in (4) allows for a straightforward formulation of the H ∞ problem in Step 4.
The role of K in the proposed AW compensator is to guarantee a fast recovery after saturation. Hence, K is determined in (3) so that the maximum real part of the eigenvalues of A + B 2 K is minimized [by (3b)], under the small gain constraint σ [K] < α 0 [imposed by (3c)] needed to ensure robust stability. Unfortunately, the condition σ [K] < α 0 limits the effectiveness of K. As long as it is satisfied, alternative choices can be considered in
Step 2 (e.g., K minimizing some L 2 gain). The role of F (s) is clarified in Section 3.2.
On the selection of the weighting functions
The optimization problem (4), expressed in Step 4 in the most suitable form for direct solution through standard H ∞ optimization routines, can be more easily interpreted if rewritten as follows:
which is a relaxation of the following one:
As a preliminary remark, notice that F (s) = I is a minimizer of the unconstrained problem (7a), but could be unfeasible according to the constraints (7b)-(7c). On the other hand, F (s) = 0 is always a feasible solution. As shown in (Galeani and Teel, 2004) , once a value of K is fixed, choosing F (s) = 0 guarantees the maximal achievable stability robustness, whereas choosing F (s) = I guarantees the best achievable performance in the sense of model-matching between Σ U AW and Σ U . It is in fact the choice arising in the natural L 2 AW solution, leading to zero mismatch. In view of the above discussion, it is easy to see that the objective (7a) is introduced to push F (s) as close as possible to I, at least at frequencies ω where |w 0 (jω)| is not negligible. The constraint (7b) is used to guarantee a suitable small gain condition, with w 1 (s) accounting for the maximum uncertainty level associated with the family of perturbations S, and T (s) accounting for the part of the nominal dynamics ofΣ SAW which is relevant to ensure a suitable small gain condition. The additional constraint (7c) is introduced with the twofold purpose of both achieving additional frequency shaping of F (s) (e.g., in order to ensure suitable filtering of high frequency noise) and guaranteeing a nonsingular H ∞ optimization problem.
The following guidelines can then be given for the choice of the stable and minimum phase functions w i (s), i = 0, 1, 2.
• The performance trade-off weight w 0 (s) must be such that |w 0 (jω)| is large at frequencies ω where it is desired that the responses of Σ U AW and Σ U are close, and small elsewhere.
• The robustness weight w 1 (s) can be chosen as w 1 (s) = β
−1w
1 (s), with β ∈ (0, 1) and w 1 (s) such that σ [W y (jω)] ≤ |w 1 (jω)|, ∀ω, with the inequality satisfied as tightly as possible in order to minimize the amount of performance traded for robustness.
• The roll-off weight w 2 (s) must be chosen biproper (i.e. w 2 (∞) = 0) in order to ensure that the H ∞ problem (4) is not singular; sufficiently large at frequencies where it is desired to have σ [F (jω)] small (tipically at high frequencies, in order to suppress noise), and small elsewhere.
Standard interpolation results (Youla and Saito, 1967) imply that there is no loss of generality in assuming that w i (s) ∈ RH ∞ , w −1 i (s) ∈ RH ∞ , i = 0, 1, 2. Matrix (instead of scalar) weights can be used if suitable information is available (e.g., about the specific structure of the uncertainty).
Remark 1. In most of the AW literature low-order (possibly static) solutions are proposed, often not even employing feedback measurements from the plant. Although more complex, the solution proposed in this paper not only provides nominal AW features (with formal stability proofs) for general plant-controllers pairs, but also the additional exclusive feature of robust-in-the-large stability with respect to possibly very large uncertainty sets S. In order to keep the order of the AW compensator low, it can be useful to keep the weights w i (s) as simple as possible. For the same reason, the choice of K has been restricted to constant matrices. On the other hand, allowing for dynamics in F (s) is essential for limiting the amount of performance traded for robust stability when solving the weakened AW problem.
ILLUSTRATIVE EXAMPLE
Let the perturbed system P Ψ , with z = y = x, bė
where the saturations σ 1 (·) and σ 2 (·) range between ±3 and ±10, respectively. In addition, consider the PI controller K M :
For Ψ(s) = 0, ζ = 1, this is the plant-controller pair studied in (Campo and Morari, 1990; Teel and Kapoor, 1997) , with closed loop eigenvalues {−0.1, −0.1, −ζ, −ζ}. Although in AW problems K M is a priori given, we consider here the situation where only the PI structure of K M is fixed, and the designer can detune K M (i.e., choose a smaller value for ζ, slowing down the response as shown in Fig. 2 ) in order to try to trade off performance for robustness in the L 2 AW context. Obviously, no detuning is needed in the weakened AW context (i.e., K M with ζ = 1 is used). controller is the one in (Teel and Kapoor, 1997) , with K = −ρB ′ 2 , ρ = 100. Similar results (with a possibly more sluggish recovery after saturation) are obtained if an IMC-AW is used (i.e., the L 2 AW controller with parameter K = 0), which for the uncertainties next defined in (8) can be shown to be an "optimally robust" natural AW solution as in (Turner et al., 2004) .
Consider the class S of uncertainties Ψ such that
with u Ψ = u, so that δ = 0 corresponds to the nominal plant (Ψ = 0) and P Ψ is asymptotically stable ∀δ ∈ [−1, 1]. As pointed out before, we consider a situation where δ ≈ 0 in most cases, although occasionally |δ| may take values up to 1. We stress that the perturbations corresponding to |δ| ≈ 1 are unrealistically large, but we have two reasons for considering them. First, they allow us to show that even in such extreme situations the proposed weakened AW compensation can achieve remarkable stability and performance levels. Second, they can be "acceptable" in our setting, where large but bounded uncertainties are considered as possible, although very exceptional, events. The weakened AW controller for ζ = 1 is In nominal conditions (Ψ = 0), and as long as saturation is inactive, the response of the weakened AW CLS is the quick nominal response induced by K M with ζ = 1 in Fig. 2 , which is equaled only by the L 2 AW CLS with ζ = 1. However, if robust-in-the-large stability is desired, the only feasible choice with L 2 AW is given by ζ = 0.2 (Fig. 3 , where the unstable responses of L 2 AW with ζ = 0.4 and 1 are not shown). This suggests that, if robust-in-the-large stability and high nominal performance are desired (as in the case when large uncertainties are possible, although exceptional events), weakened AW is the best choice. On the other hand, if uncertainties are sufficiently small (so that L 2 AW remains stable), the deterioration of performance in weakened AW can be bigger, as shown in Fig. 4 . Nevertheless, in the considered example, the performance of weakened AW is never worse than the only robustin-the-large L 2 AW choice (with ζ = 0.2).
CONCLUSIONS
The performance-robustness trade-off underlying the anti-windup problem has been quantified as the weighted H ∞ norm of a linear mismatch system, and a design procedure has been suggested to determine suitable values for the parameters appearing in the family of state-feedback compensators in (Galeani and Teel, 2004) .
Future work will involve the use of the proposed measure to determine an optimal solution of the weakened anti-windup problem.
