Many complex systems are naturally described through graph theory and different kinds of systems described as networks present certain important characteristics in common. One of these features is the so called scale-free distribution for its node's connectivity, which means that the degree distribution for the network's nodes follows a power law. Scale-free networks are usually refered to as small-world because the average distance between their nodes do not scale linearly with the size of the network, but logarithmically. Here we present a mathematical analysis on linguistics: the word frequency effect for different translations of the "Le Petit Prince" in different languages. Comparison of word association networks with random networks makes evident the discrepancy between the random Erdös-Rény model for graphs and real world networks.
links and the degree distribution of its nodes will follow a Poisson distribution. Another characteristic of random graphs is the fact that its size (average node distance) scales linearly with the number of nodes in the graph.
As graph theory started being applied to many real systems such as metabolic or protein networks, neural networks, the Internet, social networks, food-chains, among many others Rives & Galitski (2003) , Haykin (1994) , Pastor-Satorras et al. (2001) , Crucitti et al. (2003) , a discrepancy between these real-world graphs and the random Erdös-Rény graphs became evident. The node's degree distribution in real-world graphs do not follow a Poisson distribution, instead they follow a power-law distribution and thus became known as scale-free. As a consequence, the average distance between two nodes in such networks grows slowly with the the number of N nodes in the network and this characteristic is known as small-world behavior Amaral et al. (2000) .
It has been observed that the word frequency distribution in a language also follows a scale-free distribution and many explanations for this phenomenon have been given. In linguistics, this observation is known as Zipf's law. It states that the proportion of words P (in a text, for example) with a given frequency k follows a power law: P (k) ∼ k −γ where γ is generally a number between 2 and 3. This law shows that few words present very high frequency and, conversely, many words present low frequency. A particular and appealing explanation for this could be achieved via concepts from statistical mechanics where one tries to minimize an energy function based on the balance between the efforts of the speaker and the listener which is defined by the word frequency and ambiguity, as shown in Cancho & Solé (2003) .
One traditional way to examine differences between languages is by variables such as frequency, morphological complexity, evolution and cultural transmission. All these aspects can be related in a complex adaptive system Beckner et al. (2009) . In particular, the word frequency is a classical effect in cognitive psychology characterized by its robustness: high frequency words are recognized quicker and remembered better Sternberg & Powell (1983) . Therefore, a large body of research has employed the word frequency as an approach of word difficulties Dufau et al. (2011) , Esteves et al. (2015) , Moreno-Cid et al. (2015) , Moret-Tatay & Perea (2011b,a) , Navarro-Pardo et al. (2013) , Perea, Moret-Tatay & Carreiras (2011 ), Perea, Comesaña, Soares & Moret-Tatay (2012 , Perea, Gatt, Moret-Tatay & Fabri (2012) , Perea, Moret-Tatay & Gómez (2011) . According to Breland (1996) , the logic of this is that low frequency words are more difficult because they appear less often in print. Moreover, (van Heuven et al. (2014) ) proposed the Zipf-scale as a better standardized measure of word frequency. Given the ease with which word counts can be collected at the present time, a useful tool on contrastive linguistics is a lexical corpus of a language. In other words, a large collection of texts in the electronic form supplemented by linguistic annotation that has become an important tool in linguistic studies. Not surprisingly, several databases for Computing Statistics and Psycholinguistic in several languages have been developed for this objective Coltheart (1981) , Davis (2005) . However, according to Perea et al. (2013) , Yap et al. (2011) , other variables might be involved in word recognition, in particular in word frequency, such as the number of contexts in which a word appears.
In the present work we focus on the analysis of a single linguistic material (the Little Prince by Saint-Exupéry) in several different languages. To this propose, we have studied statistical properties of the text and networks (graphs) associated with this text. In the different languages we studied the word frequency distribution on one hand and then we constructed different networks by word associations. For each network we built, we evaluated its main properties, like its average clustering coefficient, nodes distances and its degree distribution. In the next section we present the methodology we used and the mathematics behind our analyses, in the Results section we describe our findings and in the Conclusions section we present the main aspects of our results and a brief overview.
Methods

Materials
The Little Prince text was obtained from the Internet in eight different languages: Spanish, English, Dutch, Greek, Basque, Italian, Portuguese and (of course) French. In order to analyze the text, python scripts were written. The computer codes were run in a computer with a i7 quadcore processor and 8Gb of RAM memory. The scripts first stored all text in the computer RAM memory. Then, it used punctuation in order to slice the text in its sentences and then removed all punctuation and numerals (0, 1, 2, ...) from the raw text. It then identified the different words as the strings left which were separated by spaces. As an example, below one can see the first 300 characters from the French text:
Antoine de Saint-Exupéry LE PETIT PRINCE 1943 PREMIER CHAPITRE Lorsque j'avais six ans j'ai vu, une fois, une magnifique image, dans un livre sur la Forêt Vierge qui s'appelait Histoires Vécues . Ça représentait un serpent boa qui avalait un fauve. Voilà la copie du dessin. On disai Through our scripts, the extract above becomes the list of words: antoine, de, saint, exupéry, le, petit, prince, premier, chapitre, lorsque, j, avais, six, ans, j, ai, vu, une, fois, une, magnifiqu image, dans, un, livre, sur, la, forêt, vierge, qui, s, appelait, histoires, vecues,ça, représenta un, serpent, boa, qui, avalait, un, fauve, voilà, la, copie, du, dessin, on, disait. Once the python script transforms the whole text in a raw list of words (15612 in the case of the French text), it counts the number of different words (2600 in the French text) and counts also the number of times that each single word is repeated in the text. For the construction of networks, we will link words based on their relative distance in the text. For this, one needs to keep track of the sentences in which the text is divided and which words appear in each sentence. So our script actually first creates a list of sentences, by slicing the text when it finds a punctuation symbol, and after that a list of single words, by slicing the sentences in its blank spaces.
Analysis
The word frequency distribution P (k) is a function that, for each natural number k, tells how many words appeared in the text k times. In the case of the French text, for example, 1516 different words appeared only once (P (1) = 1516), one of these is the word "réjouir", that appears in the whole text only once. On the other hand, the word "et" was the fifth most frequent word, appearing 306 times (k = 306) and this is the only word that appeared this number of times, consequently P (306) = 1. The most frequent word was the article "le" that appeared 465 times and is the only word appearing 465 times in the text (P (465) = 1).
Typically, for a text, many words appear only a few times, while a few words are repeated constantly along the text. As a consequence, the function P (k) is a decreasing function. A mathematical function that often fits P (k) in a text is the power-law distribution:
where A is a proportionality constant that can be evaluated by the total number of words. The fact that the frequency distribution follows a power-law (or scale-free) distribution is known as the Zipf law. Note from equation (2) that, in a log-log plot, the distribution will follow a straight line.
For real texts, the tail (large values of k) of the P (k) distribution will be very noisy, because only a handful of large values of k will be populated and then by a single word. In figure 1 we show the function P (k) (in logarithmic scale) for the French text. One can clearly see the noise in the right tail. In order to fit the distribution avoiding the noisy tail, one can use the right-cumulative distribution:
In figure 2 one can see the distribution P c (k) (in logarithmic scale) for the French text. This curve is much smoother than the raw P (k) distribution and it is always decreasing. From equations (2) and (4) it is clear that the plot of log(P ) or log(P c ) versus log(k) will follow a straight line if the distribution P (k) follows the power-law in equation (1). So fitting lines to the empirical data collected from the texts, one can determine the parameters A and γ. The parameter A divided by γ − 1 is just the total number of different words in a text. One can realize this by noticing that P c (1) = #total of words.
Apart from measuring and fitting the word frequency distribution, we analyzed networks of words association built from the texts. In order to build a network from the texts in each language, we set each word as a node and we built two different networks by following two different rules in order to set the links between words. In the first network we define a link between two words if they appear side by side in at least one sentence in the text. In the second network a link is defined between two words if there is a third word between the two in at least one sentence in the text. In figure 3 we show examples of the two networks based on a single sentence in the text: "My drawing was not a picture of a hat!" An important structure in order to analyze a graph is its adjacency matrix, this is a symmetric N × N matrix, where N is the number of nodes in the graph and the elements M ij are equal to one if there is a link between nodes i and j and zero otherwise. From this matrix, one can directly obtain the degree (number of neighbors or connections) for any given node in the graph:
The number of nodes (words) in each network constructed from the texts maybe less than the total number of different words in each whole text because we remove non-connected components (sets of nodes from which it is not possible the reach a bigger set of nodes following the links within the set) from the graphs. For each network we performed three analyzes: we fitted a power-law to its degree distribution, we calculated the average clustering coefficient and the average distance between two nodes.
The fitting of a power-law follows the same steps done in order to fit word frequencies (but now looking at degree for each node in the network). The clustering coefficient of a node is given by Ravasz & Barabasi (2003) :
where k i is the degree of node i and E i is the number of connections between the neighbors of node i. The average clusteringC of a network can now be calculated straightforward as the average value of the C i 's for all nodes in the network. The distance between two nodes is defined as the minimum number of links one has to go through in order to travel from one node to the other. The average distance between every one of the
different pairs of nodes in each network was calculated using Dijkstra's algorithm Dijkstra (1959) via the PyNetMet package Gamermann et al. (2014) . The average of the distances between every pair is the network's average distanced.
We compared the average clustering and average distance in every network with results from random networks. For this purpose, for each network, we built an ensemble with twenty random networks with the same number of nodes and the same number of links, but with random topology. The input for a network is its adjacency matrix M . So, for building a random network we use the following algorithm:
(1) Start with an N × N matrix where all its elements are zero. (One has here N nodes and zero links ( = 0) between them.
(2) While the number of links ( ) is less than the desired number of links in the network, repeat:
(2.1) Chose two different integer random numbers (i and j) between 1 and N . (2.2) If M ij is zero, change M ij and M ji to one and increase in one unit the number of links ( → + 1).
(3) Check if any node (i) has been left unconnected. If so, randomly choose a node (j) to connect it (i) to and randomly break an existing connection of node j.
(4) Repeat step (3) until no node is left unconnected.
Steps (3) and (4) are actually optional, but throughout our calculations, we have chosen to work with fully connected graphs. This algorithm returns a randomly generated adjacency matrix representing a connected network with a predefined number of nodes and links.
Using this algorithm, for each network obtained from a text, we generate an ensemble of twenty random networks with the same number of nodes and links. For each random network in the ensemble the average clustering and average distance is calculated and then the average inside each ensemble is evaluated.
Results
In figure 4 the distributions for all the eight languages in log-log scale are supper-posed showing the tendency they have to follow a straight line. In figure 5 the distribution for each individual language is shown with the best line fitted using the least squares method. In the title of each plot one finds the equation fitted.
In table 1 we show the values of γ, A γ−1 , total number of words and the χ 2 dof for the best fit for each language. The value for χ 2 (minimized by the least square method) is calculated as: where P c obs,k is the observed value for the right-cumulative distribution of words at frequency k, k is the error associated to log(P c obs,k ) and the sum is made for all k's for which P obs,k is different from zero 1 . Since P c obs,k is an absolute frequency, the error associated to it is its square-root and, therefore, one evaluates the logarithmic 2
The results for the networks analysis can be found in tables 2 and 3. In figure 6 we show, for the Network 1 constructed from the Portuguese text, its degree distribution, the best fitted line to it and the degree distribution for a random network with the same number of nodes and links (N = 2424 and = 6175). From this figure, one can clearly see the difference between the distribution obtained from a "real" network (power-law distribution) and the one obtained from a completely random network (Poisson distribution). In a power-law distribution there is a sensible probability of observing nodes with a higher (much bigger than average) degree, while in a Poisson distribution this probability drops to zero very fast.
1 Note that Pc obs,k is the right cumulative distribution so, if P obs,k is zero for a given value of k, Pc obs,k will be a constant for all k s after this, until reaching a new k where P obs,k is not zero, and therefore, these points would not bring any new information to the analysis.
2 In all our equations log is the base 10 logarithm and ln is the natural (base e) logarithm. The properties calculated for the two types of networks (1 and 2) are very similar, but they differ significantly from the properties calculated for random networks. The average node distance in the random networks are, on average, around two units bigger than in the language networks and they present a much smaller standard deviation in the case of random networks. The second interesting difference between random and language networks is the average clustering coefficient, which is very close to zero in the case of random networks. In language networks, words tend to form clusters because of the language structure (they will share either context, grammatical or semantic function, ...) and this feature is reflected in the clustering coefficient calculated from eq. (5).
Conclusions
Here we present a mathematical analysis on linguistics: the word frequency effect for different translations of the same book ("Le Petit Prince") in eight different languages. The interest of these studies is that the occurrence of words in sentences reflects the language's organization. Apart from the word frequency distribution, we also performed analyzes of different networks built based on word associations in the text and compared these to random networks.
As expected, word frequency presented a scaling law. The results suggest small differences on language volume for the same material. In particular, the γ parameter varied slightly across the different languages. Moreover, our study shows how different languages tend to slightly differ in formal aspects. Comparison of word association networks with random networks makes evident the discrepancy between the random Erdös-Rény model for graphs and real world networks. A real network follows a specific design principle and therefore its nodes are connected in an organized way. This becomes evident from the clustering coefficient of the networks which have a high value for networks 1 and 2, but is very close to zero for the random networks. Another interesting difference between the real and random networks is the observation of the small-world effect in real networks: its average node's distance is much smaller than in random networks.
Finally, one can conclude that these results show how different languages tend to slightly differ in formal aspects Table 2 : Network 1 parameters for the different languages. N is the number of nodes and is the number of links, γ is the parameter obtained fitting a power-law to the degree distribution for the nodes,C is the average clustering,d is the average nodes distances. The parameters with a subscript R refer to the the averages in the random networks and the uncertainties shown are the standard deviations for the calculated averages (in the caseC R andd R , it is the standard deviation within the ensemble and not the average standard deviation within networks). when the context is controlled. In particular, these results are of interest to other applied fields. Bear in mind that, in recent decades, the cognitive psychology has paid particular interest to examining factors influencing the recognition of printed words, i.e., frequency, familiarity, word length, age of acquisition among others, according to Andrews (2006) . There remain some empirical underlying questions, regarding the question of measuring the word frequency for different languages, from printed manuals to even subtitles. Even if more research is needed here, the comparison between these sources is beyond the scope of this study. Here, we offer a comparison employing different translations of the same printed material in different languages. That allows us to compare differences of word frequency in the same context. Regarding this topic, Perea et al. (2013) , Yap et al. (2011) stated that other variables must have a role on frequency, such as the number of contexts in which a word appears. That correspond with the nature of our results. Furthermore, some researchers (van Heuven et al. (2014) ) proposed the Zipf-scale as a better standardized measure of word frequency, giving also examples of printed words with various Zipf values. The authors also claimed that an alternative Zipf scale presented in their work is better suited for research in word recognition. Here, we follow the same logic. Thus, these results might offer some insights in to the role of the word frequency effect for print words, but more research in this field is necessary. Table 3 : Network 2 parameters for the different languages. N is the number of nodes and is the number of links, γ is the parameter obtained fitting a power-law to the degree distribution for the nodes,C is the average clustering,d is the average nodes distances. The parameters with a subscript R refer to the the averages in the random networks and the uncertainties shown are the standard deviations for the calculated averages (in the caseC R andd R , it is the standard deviation within the ensemble and not the average standard deviation within networks). 
