This paper presents an FPGA tech-mapping algorithm dedicated to security applications. The objective is to implement-on a full-custom asynchronous FPGA-secured functions that need to be robust against side-channel attacks (SCAs). The paper briefly describes the architecture of this FPGA that has been designed and prototyped in CMOS 65 nm to target various styles of asynchronous logic including 2-phase and 4-phase communication protocols and 1-of-n data encoding. This programmable architecture is designed to be electrically balanced in order to fit the security requirements. It allows fair comparisons between different styles of asynchronous implementations. In order to illustrate the FPGA flexibility and security, a case study has been implemented in 2-phase and 4-phase Quasi-Delay-Insensitive (QDI) logic.
Introduction
During the last decade, FPGA manufacturers have successfully reached a high level of performance in their designs. Nowadays, FPGAs are not only used as fast prototyping tools, but they also become active players as components in embedded systems [1] . Moreover, the increasing attractiveness of embedded systems has made them part of our everyday life, especially when it comes to security applications, where cryptographic algorithms and countermeasures need to be updated or changed in some cases, for instance in homeland security, e-banking, and pay-tv. Thus, it becomes very important to guarantee a high level of flexibility and security for these FPGAs, in order to make them robust against different forms of attacks which aim to illegally retrieve secret information hidden in cryptographic systems.
Unlike cryptography that protects confidentiality, integrity, or secure authentication, the cryptanalysis is about the challenge to retrieve hidden information. There are no known mathematical cryptanalysis methods which can decrypt standard cryptographic algorithms like AES in a reasonable amount of time and space, assuming that the cryptanalyst has access to both plain text and encrypted messages. However, such algorithms are implemented with some physical processes that leak information. An access to this physical information makes the job of the cryptanalyst much easier. These kinds of leakage from physical processes are commonly known as side-channel leakage.
Physical cryptanalysis has been demonstrated to be effective against various standard algorithms and on various platforms in recent times (FPGAs, ASICs, etc.). Researchers have shown that side-channel attacks can be mounted on standard cryptographic algorithms like DES [2] , AES [3] and RSA [2] .
A widely known SCA is DPA (differential power analysis) [4] , which exists in various forms [5] and concerns the information leaked through supply current peaks. Attacks which exploit the electromagnetic emissions (EMA) [6] from the hardware constitute another major branch of sidechannel attacks. The attacks on RSA, which use the difference in execution time, as their major source of information, have also been reported, and this is commonly known as timing attacks [2] .
These attacks put in danger critical applications such as banking. Credit cards use algorithms similar to RSA for authentication, and 2-key triple DES for the challenge [7] .
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Wholesale frauds on systems which rely on smart cards for their security (e.g., pay-tv) could also be a target of such attacks. Mounting a side-channel attack requires expertise and expensive high-resolution equipment. So such techniques are prone to be used only if there is enough gain. Contrarily, the unprotected devices-which require cheap equipment-will be an easy target for such attacks. One more reason to incorporate side-channel resistance into these systems.
On the other hand, asynchronous circuits are more and more used in order to remove the clock distribution problems and to reduce the power consumption overhead, which drastically increases with frequency. Furthermore, because of their weak sensitivity to SCAs, asynchronous circuits appear to be an interesting alternative to their synchronous counterparts for implementing cryptosystems [8, 9] . Therefore, an asynchronous secured FPGA could be of interest. To the best of our knowledge, today there is no FPGA natively secured against SCAs attacks.
In the literature, several architectures of programmable asynchronous circuits have been proposed [10] [11] [12] [13] [14] . They often use the properties of asynchronous logic for high performance (high speed, low power, robustness, etc.). From the flexibility point of view, most of them are dedicated either to a specific asynchronous circuit style (PGA-STC [15] , PAPA [16] ), or to a dedicated application (MONTAGE [17] , GALSA [18] , STACC [19] , and Speedster [20] FPGAs). For examples, PGA-STC was developed to implement twophase bundled-data systems such as micropipelines, GALSA for massively parallel computing architectures, STACC for reconfigurable computation, PAPA for fine-grain pipelines with a high throughput, and Speedster from Achronix is now the world's fastest FPGA.
From the security point of view, all these FPGAs are vulnerable to differential power analyses "DPAs" and more generally to SCAs attacks. In spite of this situation, very few research works address the FPGA security.
Our project called S.A.F.E. (Secure Asynchronous FPGA for Embedded Systems) aims at specifying, designing, and validating an asynchronous programmable circuit (FPGA) suitable for flexible, high-performance, and secured implementations. We propose a novel FPGA architecture [21] that is natively robust against differential power analysis (DPA), simple power analysis (SPA), and timing attacks. It has also been designed to be more flexible than the existing asynchronous programmable circuits. To achieve such a level of robustness, all security problems have been addressed at all the abstraction levels: architectural, logical, electrical and physical. In order to meet the security requirements, a specific tech-mapping algorithm has been developed and is presented in the sequel (the routing technique was presented in [22] ).
The paper is organized as follows: Section 2 outlines the FPGA security features. Section 3 describes the FPGA architecture. Section 4 presents the technology-mapping algorithm. Finally, the last part gives some test results of a 2-phase and 4-phase SBOX (substitution box) implementation on our asynchronous FPGA, as well as an implementation of the same function on a standard unsecured FPGA.
Secured Asynchronous FPGA Specifications
The FPGA reconfigurability can offer major advantages for cryptographic applications [9] . However, the physical implementation of FPGAs might provide side channels that leak critical information, for instance, power consumption, timing behavior, electromagnetic emission, and surface temperature. These different types of side-channels are considered as information sources that can be used potentially by attackers to reveal the secret key of a cryptographic algorithm. Simple power analysis (SPA) and differential power analysis (DPA) have been introduced in [23] . While performing a ciphering operation, the power consumption of cryptographic devices is analyzed in order to extract the secret cipher keys. These attacks exploit the datadependent power consumption of the cryptographic device. In [24] , the author proves that electromagnetic analysis (EMA) is more efficient than DPA. It uses the electromagnetic fields emitted by the switching gates as side-channel information.
Fault attacks (FAs) presented in [25] are also an efficient type of attacks. With these kinds of attacks, an attacker injects faults into the device while it executes a known program. In this case, the device behavior can reveal the secret information to the hacker.
Many countermeasures have been recently implemented in ASICs to prevent SPA, DPA, EMA, and FAs. One interesting approach consists in using balanced Quasi-DelayInsensitive (QDI) asynchronous circuits [26] as a countermeasure. This approach appears to be one of the most promising. This work aims at transposing this method in an FPGA context. The challenge is first to make the asynchronous FPGA natively robust against SPA and DPA while being very flexible. Afterwards, countermeasures against other SCAs and FAs can be easily explored and experimented.
The FPGA presented in this paper offers the following advantages towards security issues.
(i) Balanced Power Consumption. QDI circuits that generally use 1-of-encoding (e.g., dual-rail, triple-rail, e.g.) can be balanced to reduce the power consumption dependency with the processed data. Indeed, the bit encoding ensures that the data are transmitted and the computations are performed with a constant Hamming weight. This is important since the leakage of the Hamming weight or distance can be exploited by SPA, DPA, and EMA. In addition, the Hamming weight constant technique can be combined with other countermeasures. For instance, in [8] , the authors propose to use a temporal or a spatial jitter to make power consumption more unintelligible.
(ii) No Global Synchronization Signal. The absence of the clock signal means that FAs based on clock are no more possible to perform. Moreover, DPA and SPA attacks are expected to be much more difficult without global clock signal. Indeed, the clock absence will make the synchronization of the DPA and SPA signatures very complicated. temperature variations. Therefore, they are tolerant to many kinds of fault injection (power glitches, thermal gradients, etc.). These QDI circuits can also be combined with other countermeasures to efficiently counteract FAs [27] .
(iv) Redundant Data Encoding. QDI circuits typically use a redundant data-encoding scheme (1-of-data encoding). For instance, the dual-rail encoding (a bit is encoded onto two wires) provides a mean to encode an alarm signal to counteract FAs [26] .
(v) Balanced Implementation. As it is presented in the sequel, the tech-mapping algorithm, which was developed especially for this FPGA, allows implementing secured functions while keeping their architecture electrically and logically balanced. This helps increasing the security of the circuit by making the power consumption and the computation time more dataindependent.
The A-FPGA Architecture
This section gives an overview of the proposed asynchronous FPGA architecture [21] . Figure 1 shows the layout of the A-FPGA prototype, designed in 65 nm, and fabricated by STMicroelectronics. It is a full-custom layout, designed to be electrically balanced in order to fit the security constraints. As far as we know, it is probably the world first secured asynchronous FPGA.
General Description of the FPGA Architecture.
The global architecture of the FPGA is an island-style architecture mainly composed by Programmable Logic Blocks (PLBs). Like a classical FPGA, it contains a programmable interconnect network whose the building blocks are connection boxes (CBs) and switch boxes (SBs). The interconnect network was fully described in a previous paper [22] . Finally, the FPGA architecture is the repetition in 2-dimension of the pattern made by a PLBs, 2 connection boxes, and a switch box as described in Figure 2 .
The Programmable Logic Block (PLB).
The PLB architecture has been designed to be a good trade-off between the efficient resource management and the high flexibility required to be style-independent (many asynchronous logic styles exist: 4-phase, 2-phase logic, e.g., and different data encoding: for instance the 1-of-data encoding). Figure 3 shows the details of the PLB architecture. Each PLB has 12 inputs and 7 outputs. It consists of two logic elements (LE), one LUT2-1, one XOR, and three multiplexers. Its outputs are directly connected to the connection boxes.
The Logic Element (LE).
The Logic Element is a programmable logic component that hosts the function generators. It has 6 inputs, and 4 outputs, and consists of two LUT6-1 [28, 29] , followed by a multiplexer and one XOR, connected together as shown in Figure 5 .
For more flexibility, inside the LE, each input is connected to a multiplexer M In Out (M In Out : means the multiplexer " " (M ) is connected to the first " " input (In ) and contributes in computing the output " " (Out )) that allows a programmable choice between 2 types of inputs:
(i) the first is for primary input (In with = 0, 1, 2, 3, 4, 5) connected to external signals;
(ii) the second is for feedback, where internal signalswhich are some of the PLB outputs Out with = 0, 1, 3, 4, 5-are looped back to the multiplexer's inputs (see Figure 5 ).
As shown in Figure 5 , the LE outputs are fed back to the LE inputs through multiplexers in order to ensure the implementation of memory elements that are commonly used in asynchronous logic such as Muller -elements. This implementation technique was first presented in [30] .
The Muller gate is in fact a state-holding element (see Figure 4 ). When all inputs are set to the same value, the output is set to the inputs value. When the inputs are different, the output does not change as shown in the table in Figure 4 .
Consequently, when the output changes from 0 to 1, we may conclude that both inputs are 1. And similarly, when the output changes from 1 to 0, we may conclude that both inputs are set to 0. This behavior could be interpreted as an acknowledgement that indicates when both inputs are 1 or 0. This is why the Muller element (or -element) is extensively used in asynchronous logic and is considered as the fundamental component on which is based the 4-phase and 2-phase asynchronous protocols implementation.
The LE feedbacks in Figure 5 also give much more flexibility to the LE to implement complex functions. To ensure such a behavior, each multiplexer connected to the LUT6-1 inputs is controlled by a programmable selection bit : if is set to 1, memorization is enabled, and thus one of the PLB outputs will become one of the PLB inputs. Otherwise ( set to 0), primary inputs are used, and so external signals are connected to the LE inputs.
Thus, each LE can implement a 6-input logical function, which is almost the equivalent of an asynchronous 2-input dual-rail gate (2 rails for each input + one acknowledgement signal + one feedback signal for the memorization) (see Figure 6 ).
Implementing a 3-input dual-rail gate requires the two LEs of the PLB (Figure 7) . Output rails will be mapped onto the outputs of each LE. The multiplexer of the output "Out 2 " is connected to Out 0 and Out 1 of the corresponding LUT6-1 (see Figure 5 ). This output (Out 2 ) is fed back to the multiplexer selection bit. Thus, a memorization is always implemented on Out 2 :
As multiple outputs are available per LE, 1-of-encoding (especially dual-rail) can easily be implemented. In addition, implementing multirail encoding is also quite simple with a reduced number of LEs, thanks to their large number of inputs.
Using the 1-of-encoding-which is a balanced data encoding-in association with the balanced FPGA architecture enhances the security characteristics of the FPGA and makes DPA attacks more difficult [31] . With this encoding style, both logical "0" and logical "1" are encoded with code words of the same Hamming weight, "01" and "10, " respectively. If an electrical symmetry is considered in the whole design, along such an encoding style, power consumption is expected to be quasi-data-independent. Figure 5 shows the fully balanced architecture of the Logic element block "LE. "
(i) The Look Up Table 6 -1 (LUT6-1). The following equation shows that an LUT6-1 is able to implement, a 6-input function:
It is important to notice that the feedback usage allows the following.
Memorization. In this case, the internal feedback is used. The LUTs are able to implement functions with memorization which are required for asynchronous logic.
For example, in case of the LUT6-1 on the left of Figure 5 , the internal feedbacks are Out 0 and Out 1 .
Cascading Functions. These feedbacks allow the mapping of multirail and complex functions (more than 6 inputs). The four external feedbacks help to split complex functions into smaller ones (≤6 inputs) and to cascade them in the same PLB. Thus, no resource is taken from the interconnection network.
For instance, in Figure 5 the external feedbacks of the LUT6-1 on the left of the PLB are Out 3 , Out 4 , and Out 5 . (ii) The LUT2-1 and the XORs. Asynchronous logic requires implementing protocols between communicating modules, which basically consists in computing an acknowledgment signal. Inside the Logic Element, this protocol is supported by adding an XOR directly connected to the outputs of both
Figure 7: 3-input dual-rail gate implementation.
LUT6-1 (see the Out 6 in Figure 5 ). This allows to check the data validity on both Out 0 and Out 1 , and to provide an acknowledgement.
Outside the Logic Element, the LUT2-1 and the XOR ensure the same role (Out 8 and Out 9 ) (cf. Figure 3) .
As Out 2 and Out 6 are never used simultaneously, we connected them to a multiplexer whose selection input is 6 International Journal of Reconfigurable Computing a programmable bit ( 1 ) (cf. Figure 3) . The same thing is done with the outputs Out 7 /Out 5 and Out 8 /Out 9 . As a result, the number of PLB's outputs is decreased and the interconnection complexity is reduced.
The Technology-Mapping Algorithm
On the one hand, the number of PLBs needed to implement a given circuit determines the size and cost of the FPGA. On the other hand, its security depends on the symmetry of the whole PLBs network. Therefore, one of the most important phases of the FPGA design flow is the technologymapping step which maps the optimized circuit description onto the PLBs network.
Two main objectives were defined for the mapping algorithm.
Area Efficiency. The implementation of a function should minimize the PLB's resources. In fact, if the considered function has maximum 6 primary inputs, it will be mapped into one PLB, which means no optimization job is needed in this case. But if it has more than 6 primary inputs, a specific mapping method will be used as we will see later on.
Security. The implemented circuit is balanced at the architectural level. The technology mapping algorithm allows keeping the symmetry and generates "balanced function. " As a result, the implementation will be electrically balanced-thanks to the FPGA secured design-and logically balanced-due to the implementation symmetry. Thus, in a logical cone, each input propagates from input to output through the same number of blocks.
The Mapping Algorithm.
This section concisely describes the mapping algorithm used to implement different asynchronous functions onto the FPGA presented above. Both 4-phase and 2-phase Quasi-Delay-Insensitive (QDI) logic have been tested. The 1-of-data encoding has been used only with the 4-phase structure. For a given dual-rail function " ", Out 0 and Out 1 are the outputs representing the bit values "0" and "1, " respectively. The algorithm is given in the following.
For functions Out 0 and Out 1
Begin
Compute the number of single inputs of both functions.
(It must be the same because both of them belong to the same dual rail function. The number is representing the number of inputs including the feedback. ex: if Out
where Figure 5) ).
If 7 <
If 2-phase case then do method for more than 7 2-phase Eslif 4-phase case then do method for more than 7 4-phase End.
The difference between the method for more than 7 2-phase and the method for more than 7 4-phase is the way they manage the implementation of the communication protocol. These methods are described as follows.
Method for More Than 7 2-Phase & 4-Phase.
Before presenting these methods, it is important to take into consideration the following points.
(1) The LE does not support more than 7-input functions (cf. Figure 5 ). Thus, a function with more than 7 inputs should be split into smaller subfunctions (inputs ≤ 7), in order to map each of them in different LEs.
(2) The result of this decomposition could be vulnerable against side-channel attacks because the final circuit is not guaranteed to be electrically or logically balanced.
(3) It is possible to make the above decomposition robust against side-channel attacks, by adding countermeasures that balanced the circuit on the logically and the electrically level. These countermeasures will mostly be implemented at the structural level (netlist), and thus will lead to increase the number of PLBs used for mapping the circuit.
As a result, these so-called "method for more than 7 2-phase" and "method for more than 7 4-phase" are developed for securely mapping functions with more than 7 inputs and minimizing as much as possible the number of PLBs. They are based on separating the communication protocol part from the computation part of the function. It is defined by 2 main steps: (i) the first step consists in computing the output without considering the communication protocol.
(ii) The second step adds the communication protocol to the circuit. At this structural level, the circuit works normally and is electrically and logically balanced.
It is worth mentioning that countermeasures are added within these two steps in order to balance the circuit on the logically and the electrically levels.
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Experimental Results

Mapping a Dual-Rail-Sensitive DES Submodule Using 4-Phase and 2-Phase Communication Protocols.
In this section, a submodule of the DES [32] (Data Encryption Standard) algorithm is studied: an XOR followed by the substitution box (SBOX) (see Figure 8 ).
As shown in Figure 8 , this module has two main jobs: the first is the combination of the plaintext with the secret key which is done by a 6 dual-rail input XOR; the second encodes its outputs using a substitution function: the S-BOX.
Many studies have proved that this block is very sensitive to side-channel attacks. Thus, it is important to ensure a high level of security on it [33] ; otherwise a hacker could easily retrieve-through a power analysis-the secret key used during the encryption.
This submodule is implemented on the FPGA using our dedicated tech-mapping algorithm. Both 4-phase and 2-phase protocols are evaluated and compared. Then a quick comparison of these results with those of a standard FPGA is made to prove the efficiency of our countermeasures approach.
Implementation Using Dual Rail 4-Phase Protocol.
The 4-phase dual-rail protocol uses two wires 0 and 1 per bit to encode data. The first 1 is used for signaling logic 1, and the second 0 is used for signaling logic 0.
The couple { 0 , 1 } could have 3 different combinations:
(ii) {1, 0} to present logic 0 → Valid Data;
(iii) {0, 0} to present no data → Invalid Data;
(iv) {1, 1} this couple is not used.
Also, in the 4-phase protocol, the transition between a valid state and another valid state is not allowed. Between two valid states, an invalid state must occur as shown in Figure 9 . This encoding is known as the three-state-data-encoding. The term 4-phase refers to the number of communication actions in a complete communication cycle.
This protocol is familiar to most designers. It is in fact very robust because two blocks can communicate reliably regardless of delays in the wires; it is a delay-Insensitive protocol. However, the superfluous return-to-zero transitions create an unnecessary waste of time. One of its most important features is that this data encoding has a constant hamming weight. It is important because, as described in Section 2, the leakage of the Hamming weight or distance can be exploited by SPA, DPA, and EMA.
As shown in Figure 8 , the XOR of the submodule is a function that has 6 dual-rail inputs and six dual-rail outputs. However, outputs are given by computing the XOR of the inputs bit per bit.
Thus, the XOR is implemented on 12-LUTs (3 PLBs). The SBOX implementation is more complicated than the XOR's one. In fact, with a 4-phase dual-rail protocol, each SBOX output is a dual-rail function represented by two wires 1 and 0 . We denote, respectively,
the functions computing the values of each wire. 
Each equation needs 6 dual-rail inputs, an Ack in signal, and a feedback. They are considered as a 14 inputs-functions. Thus the method for more than 7 4-phase is used to implement them on the FPGA. The resulting circuit is implemented on 8 PLBs where 6 PLBS are needed for the communication protocol and two others for the outputs computation. The acknowledgement signal Ack out of each dual-rail output is computed using the LUT2 of the PLB that does the computation of the final stage of this output. So no extra PLBs are used for the acknowledgement (see Figure 3) .
In order to evaluate the area efficiency of the block implementation, a filling ratio has been calculated. The filling ratio of the LEs is defined as the number of the used primary inputs over the total number of primary inputs. Figure 5 shows that a Logic Element (LE) has a total of 6 primary inputs (In 0 , In 1 , In 2 , In 3 , In 4 , and In 5 ). Thus, the overall filling ratio of this submodule is 88%. It is a metric we used that help us to know how far Logic elements are used and thus evaluating the area efficiency of the PLBs.
To meet the security constraints presented in Section 2:
(i) the subblocks of this function are implemented using a 1-of-encoding. This strategy guarantees a constant Hamming weight which is required to make power consumption data-independent. (ii) The circuit architecture is fully symmetric. This means that all the data paths have the same logical depth.
To validate the implementation native-robustness against SPA, DPA, and timing attack, an electrical simulation campaign has been carried out. The analyzed block (cf. Figure 8 ) has been designed in an CMOS 65 nm technology. Remind that, to be robust against DPA, SPA, and timing attack the block should have the same current profiles and a constant running time whatever the manipulated data. During the electrical simulation campaign and for a given secret key, random plain-text vectors have been processed. The corresponding current profiles are given in Figure 10 and the outputs are given in Figure 11 . Figure 10 shows that all current profiles curves of the circuit are overlapped. That means that whatever the manipulated data are, the current profiles are very similar. In other words, the power consumption is quasi-data-independent. In addition, as shown in Figure 11 , the outputs curves are also superposed. This means that the FPGA running time is also quasi-data-independent. This drastically increases the circuit robustness against SCAs exploiting the running time variations. In conclusion, with a quasi-data-independent power consumption and a constant running time, this implementation could be considered as natively robust against SPA, DPA, and timing attacks.
Implementation Using Dual-Rail 2-Phase Protocol.
The 2-phase dual-rail protocol has a minimal sequence of data exchange. It uses 2 wires { 0 , 1 } per bit. But the difference between the 2-phase and the 4-phase protocols is that the information in 2-phase protocol is encoded as transitions (events). There is no difference between a 0 → 1 and a 1 → 0 transition. In fact, both represent new data. A new datum is received when an event occurs on exactly one wire of the 2 wires. In this protocol, there is no invalid state, or unused state. Each message is acknowledged and immediately followed by the next message. This encoding is known as the 4-state data encoding (see Figure 12) .
The term 2-phase refers to the number of communication actions in a complete communication cycle.
The 2-phase protocol avoids the superfluous return-tozero phase. Thus, it is faster than the 4-phase. In spite of its efficiency, the asymmetry between phase 1 and phase 2 makes it more difficult for the designer to implement this protocol. Moreover, its data encoding unfortunately provides a variable hamming weight, which is considered as a serious leak of information in side-channel attacks.
In order to address this problem, the LUT6-1 inputs were specially designed to balance the hamming weight of input data (see Figure 13) .
The inverters added on the inputs of the LUT6-1 are designed in order to balance the propagation delay (it is a fullcustom design). Also, they generate for each input data , two values and in order to have a data-independent constant hamming weight.
The DES submodule (XOR + SBOX) is implemented on the FPGA using 2-phase protocol. The XOR has 6 dualrail input and 6 dual-rail outputs. Its outputs are given by computing the XOR of the inputs bit per bit.
Thus, the XOR is implemented on 12 LUTs (3 PLBs). Each of the SBOX outputs is a dual-rail function represented by two wires 1 and 0 . We denote, respectively, 1 and 0 equations could be written as follows:
With (i) condition 1:
(ii) condition 2:
As each equation needs 6 dual-rail inputs, an Ack in signal and a feedback, it is considered as a 14 inputs function. Thus, the method for more than 7 2-phase is used to implement it on the FPGA. The resulting circuit is implemented on 9 PLBs where 7 PLBS are needed to the communication protocol and two others for the outputs computation. The acknowledgement signal Ack out of each dual-rail output is computed using the LUT2 of the PLB that does the computation of the final stage of this output. Thus, no extra PLBs are used (see Figure 3) .
The overall filling ratio of this submodule is 88%. To meet the security constraints presented in Section 2:
(i) although the 2-phase data encoding is not a 1-of-, we ensured-thanks to the LUT6's designed inputs-a constant Hamming weight which is required to make power consumption data-independent. (ii) The circuit architecture is also fully symmetric thanks to the dedicated tech-mapping algorithm. This means that all the data paths have exactly the same logical depth.
To validate the implementation native-robustness against SPA, DPA, and timing attacks, an electrical simulation campaign has been carried out. During the electrical simulation campaign and for a given secret key, random plain-text vectors have been processed. The corresponding current profiles are given in Figure 14 and the outputs are given in Figure 15 . Figure 14 shows that all current profiles curves of the circuit are overlapped. That means that whatever the manipulated data are, the current profiles are very similar. So the power consumption is quasi-data-independent.
In Figure 15 , the outputs are also superposed. This means that the FPGA running time is quasi-data-independent. This drastically increases the circuit robustness against SCAs that exploit the running time variations. In conclusion, with dataindependent power consumption and a constant running time, this implementation is natively robust against SPA, DPA, and timing attacks.
Comparing these results to those we obtained in 4-phase-from the security point of view-both 2-phase and 4-phase implementations are robust against side-channel attacks based on power and timing analysis. The only difference is that the 2-phase protocol is faster than the 4-phase as it requires 2 communication actions to complete the communication cycle, while the 4-phase protocol needs 4 actions. The price to pay is one more PLB: 7 PLBs were needed to implement the communication protocol in 2-phase and only 6 PLBs for the 4-phase case.
Implementation of the Block Using 4-Phase on a Standard
Model FPGA. Finally, the same block was implemented on a standard model FPGA commonly used in commercial FPGAs.
It needs 8 PLBs in order to be implemented with a dualrail 4-phase protocol, using the same algorithm.
The same electrical simulation campaign was executed: the corresponding current profiles are given in Figure 16 and the outputs are given in Figure 17 .
As we can see in Figure 16 , current profiles are different. This means that the consumption of the circuit changes when its inputs changes. The DES submodule power consumption is now data-dependent. This dependency makes a DPA attack of this FPGA easy. Figure 17 reflects the different running times of the circuits. Indeed, the execution time needed by the circuit to finish the computation of its outputs changes with the inputs value. These results lead us to the conclusion that only adding countermeasures in the technology mapping phase will not stop the leakages. These later will continue to exist for the simple reason that the FPGA architecture is not electrically balanced (on the structural and the layout levels).
Conclusion
In this paper, a novel asynchronous embedded FPGA architecture is presented. It is more appropriate than conventional FPGA architectures to support asynchronous designs and mainly dedicated to security applications. This architecture has been designed to be natively robust against DPA, SPA, and timing attacks. It is also designed to be enough flexible to allow exploring and experimenting countermeasures against SCAs and FAs. To achieve data-independent power consumption, this architecture adopts the 1-of-encoding in 4-phase protocol communication. In addition, the building blocks have been designed to be logically and electrically balanced. A balanced multirail routing technique is also proposed in the paper entitled "Physical design of FPGA interconnect to prevent information leakage" [22] . In summary, within this project, the security problems have been addressed at the architectural, logical, electrical, and routing levels. In order to preserve the advantages of such an FPGA, a dedicated technology mapping algorithm has been developed and presented.
Finally, a comparison between 2-phase and 4-phase DES submodule implementations shows that both of them have a data-independent power consumption. This was not the case for the implementation of the same submodule on an unprotected FPGA. We also show that the implementation of both protocols produces circuits with a data-independent running time. The only difference is that the 2-phase implementation needs one more PLB to implement its communication protocol.
Up to now, these first results indicate that even if an absolute security could not be reached, a high security level is still possible for secured applications implemented on a dedicated asynchronous FPGA. Such an FPGA is a promising approach to counteract SCAs attacks (such as SPA, DPA, and timing attacks) while being flexible enough for secured systems that need to be regularly updated. To the best of our knowledge, it is the first Asynchronous FPGA which is designed with embedded countermeasures against sidechannel attacks. The prototype has been fabricated in CMOS 65 nm from STMicroelectronics (see Figure 18 ) and will be tested in a future work.
