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land,	which	is	 in	 limited	supply.	As	population	and	aspirations	increase,	 land	becomes	
an	increasingly	scarce	resource.	Studying	land	use	and	land	cover	is	important	to	make	
the	best	use	of	this	limited	resource.		
Land	 use	 must	 change	 to	 meet	 new	 demands.	 However,	 land	 use	 changes	 bring	 up	











Planning	to	make	the	best	use	of	 land	 is	not	a	new	idea.	Over	the	years,	 farmers	have	
made	 plans,	 season	 after	 season,	 deciding	what	 to	 grow	 and	where	 to	 grow	 it.	 Their	
decisions	have	been	made	 according	 to	 their	 own	needs,	 their	 knowledge	of	 the	 land	
and	the	technology,	labour	and	capital	available.	As	the	size	of	the	area,	the	number	of	
people	 involved	 and	 the	 complexity	 of	 the	 problems	 increased,	 so	 did	 the	 need	 for	
information	and	rigorous	methods	of	analysis	and	planning	(FAO,	1993).	
1.1 Remote	sensing	for	Earth	Observation,	Land	Use	and	Land	Cover	
Earth	Observation	 (EO)	 is	 the	 gathering	 of	 information	 about	 planet	 Earth’s	 physical,	
chemical	 and	 biological	 systems	 via	remote	 sensing	technologies,	 usually	 involving	
satellites	carrying	imaging	devices.	EO	is	used	to	monitor	and	assess	the	status	of,	and	
changes	 in,	 the	natural	 and	manmade	 environment.	 Space-based	 technologies	 deliver	
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reliable	 and	 repeat-coverage	 datasets,	 which,	 combined	 with	 research	 and	 the	
development	of	appropriate	methods,	provide	a	unique	mean	for	gathering	information	
concerning	 the	 planet.	 Examples	 include	 the	monitoring	 of	 the	 state	 and	 evolution	 of	
our	environment,	be	it	land,	sea	or	air,	and	the	ability	to	rapidly	assess	situations	during	
crises	 such	 as	 extreme	 weather	 events	 or	 during	 conflicts	 (European	 Commission,	
2016).	
Remote	 sensing	 by	 imaging	 systems	 consists	 in	 a	 process	 where	 the	 interaction	
between	incident	radiation	and	the	target	of	 interest	 is	 involved.	 	The	following	seven	
points,	well	explained	in	the	“Fundamental	of	Remote	Sensing”	by	CCRS	(Canada	Center	






1.	 Energy	 Source	 or	 Illumination	 (A).	 The	 requirement	 number	 one	 for	 remote	
sensing	is	to	have	an	energy	source	which	provides	electromagnetic	energy	to	the	target	




interact	with	 the	medium	 it	passes	 through.	This	 interaction	may	 take	place	a	 second	
time	as	the	energy	comes	back	to	the	source	and	is	detected.	Part	of	the	electromagnetic	






atmosphere	 and	 the	wave	 have	 to	 be	 removed,	 e.g.	 with	 atmospheric	 correction	 and	
cloud	filters	(more	details	in	section	3.1).	
3.	Interaction	with	the	Target	(C).	The	radiation	interacts	with	the	target	depending	












7.	 Application	 (G).	 Finally,	 the	 information	 extracted	 from	 the	 collection	 of	 images,	
















indexes	 (Nathalie	 Pettorelli,	 2005;	 Xingwang	 Fan,	 2016).	 However,	 cloud-free	 or	
weather	 independent	 data	 are	 necessary	 to	 map	 cloud-prone	 regions.	 Very	 recently,	
given	 the	 complementary	 nature	 of	 optical	 and	 radar	 signals,	 notably	 their	 different	
penetration	 capacities	 (see	 section	2.2.3),	 they	have	been	used	 in	 synergy	 to	 improve	
performances	 in	 agricultural	 land	 monitoring	 (Steinhausena,	 et	 al.,	 2018).	 Moreover,	
vegetative	 cover	 is	 characterized	 by	 strong	 variations	 within	 relatively	 short	 time	
intervals.	 These	 dynamics	 are	 challenging	 for	 land	 cover	 classifications	 but	 deliver	
crucial	information	that	can	be	used	to	improve	the	performances	of	a	machine	learning	
algorithm	 that	 detects	 earth’s	 surface	 differences.	 Studying	 the	 time	 variability	 of	 the	




workstations,	 when	 artificial	 intelligence	 algorithms	 are	 developed	 and	 applied.	 This	
has	been	a	hurdle	 that	had	 to	be	overcame	 in	order	 to	 allow	open	and	 free	 access	 to	
these	 types	 of	 datasets	 and	 permit	 a	 knock-on	 disrupting	 added	 value	 to	 worldwide	
users,	 from	 policy	makers	 to	 commercial	 and	 private	 users.	 A	 new	 tool,	 launched	 by	
Google	in	2014,	called	Google	Earth	Engine	(GEE),	allows	“computing	in	the	cloud”	and	
fast	 visualisation	 of	 the	 results.	 Since	 2017,	 it	 has	 started	 to	 receive	more	 and	more	
interest,	 as	 a	 promising	 interface	 to	 analyse	 satellite	 images	 for	 environmental	
assessment	 and	 for	 crop	 mapping	 (Fuyou,	 et	 al.,	 2019),	 decreasing	 the	 need	 for	
computing	time	on	local	machines.	
Satellite	 data	 are	 a	 valuable	 source	 for	 land	 use	 and	 land	 cover	 mapping	 (European	
Commission,	 2016).	 Land	use	 and	 land	 cover	maps	 can	 support	 the	understanding	 of	





Many	 different	 campaigns	 have	 been	 fostered	 from	 Countries,	 private	 and	 public	








Copernicus	 is	 the	 European	 Union’s	 Earth	 Observation	 and	 Monitoring	 programme,	
looking	 at	 our	 planet	 and	 its	 environment	 for	 the	 ultimate	 benefit	 of	 all	 European	
citizens.	 Thanks	 to	 a	 variety	 of	 technologies,	 from	 satellites	 in	 space	 to	measurement	
systems	on	the	ground,	 in	 the	sea	and	 in	 the	air,	Copernicus	delivers	operational	data	

















The	 Sentinels	 “fulfil	 the	need	 for	 a	 consistent	 and	 independent	 source	 of	 high-quality	
data	 for	 the	Copernicus	 services’’	 (European	Commission	 ,	 2015).	These	 satellites	 are	
equipped	with	different	sensors	on	board,	able	to	detect	different	features	of	air,	water	
and	ground	matrixes.	An	 in-depth	description	of	Sentinel-1	and	Sentinel	2	missions	 is	








Copernicus	 also	 builds	 on	 existing	 space	 infrastructure:	 satellites	 operated	 by	 the	








are	 used	 to	 calibrate,	 verify	 and	 supplement	 the	 information	 provided	 by	 satellites,	
which	is	essential	in	order	to	deliver	reliable	and	consistent	data	over	time	(European	
Commission	,	2015).		
The	Copernicus	Services	 transform	this	wealth	of	 satellite	and	 in	situ	data	 into	value-
added	 information,	by	processing	and	analysing	 the	data,	 integrating	 them	with	other	
sources	and	validating	 the	results.	Datasets	stretching	back	 for	years	and	decades	are	
made	 comparable	 and	 searchable,	 thus	 ensuring	 the	monitoring	 of	 changes;	 patterns	












In	 turn,	 the	 microwave	 spectrum	 can	 be	 divided	 into	 6	 bands	 according	 to	 the	
frequency:	P	(from	0.3	GHz),	L,	S,	C	 (3.9	GHz	to	5.8	GHz),	X,	K	(up	to	36	GHz).	Longer	
wavelength	 microwave	 radiation	 can	 penetrate	 through	 cloud	 cover	 and	 dust.	
Therefore,	different	in	frequencies	allow	different	penetration	of	the	wave	to	the	target.	
Microwave	 range	 is	 used	 by	 radar	 satellite,	while	 from	VIS	 to	 SWIR	 (TIR)	waves	 are	
detected	by	optical	sensors.	
The	 signal	 is	 not	 detectable	 through	 all	 the	 electromagnetic	 spectrum	 due	 to	
atmospheric	 interferences,	 especially	 for	 𝜆 <1	 mm.	 The	 Atmospheric	 windows	 are	
spectral	regions	in	which	there	is	a	particular	transparency	of	the	atmosphere,	so	that	




Observing	 the	 earth	 surface,	 in	 particular	 vegetation	 cover,	 every	 band	 can	 highlight	
different	 aspects	 of	 the	 canopy,	 e.g.	 characteristic	 colours,	 photosynthetic	 activity,	
response	to	irrigation	or	drought	periods,	etc.	
	
Figure	 4:	 Atmospheric	windows.	 The	 atmospheric	 transmission	 (in	 grey)	 of	 the	 electromagnetic	 spectrum	
depends	 on	 atmospheric	 components	 absorbance	 (red).	 Boxes	 represent	 bands	 of	 detection	 signals	 from	
different	 optical	 remote	 sensors.	 Sentinel-2	 Multi-Spectral	 Instrument	 (MSI)	 collects	 13	 bands	 with	 three	















5):	 ground,	 stems	 and	 leaves	 responds	with	different	 surface	 and	volume	backscatter	
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mechanisms,	 where	 backscattering	 from	 vegetation	 canopy	 is	 called	 “volume”	
backscattering.	 Stem-ground	 double-bounce	 typically	 occurs	 due	 to	 a	 mixed	 effect	
among	 different	 surfaces,	 so	 that	 the	 radiation	 is	 reflected	 towards	 the	 radar	 sensor,	











Artificial	 intelligence	 (AI)	 can	be	used	 for	many	 reasons	 and	many	 algorithms	 can	be	
built	 to	solve	the	same	problem	(Géron,	2017).	 In	principle	this	technique	 is	based	on	
programming	computers	to	learn	from	data,	or,	better,	giving	them	the	ability	to	learn	
without	 being	 explicitly	 programmed	 for.	 Many	 complex	 decisions	 (like	 differentiate	
between	a	dog	and	a	cat,	a	maize	and	a	wheat	field,	automatic	drive	etc.)	can	be	broken	
down	 into	 small	 steps,	 so	 that	 each	 step	 is	 simple	 and	 it	 can	 be	 translated	 into	 a	








need	 labels),	 and	 reinforcement	 learning	 (which	 works	 on	 a	 system	 of	 reward	 and	
punishment	feedbacks).		
There	 are	 many	 algorithms	 for	 each	 of	 these	 subsets.	 In	 particular,	 examples	 of	






is.	 In	 DL	 the	 algorithms	 get	 closer	 to	 a	 network	 of	 neurons.	 Algorithms	 like	 artificial	
neural	 networks	 (ANN),	 convolution	 neural	 network	 (CNN)	 etc.	 are	 used,	 and	
sometimes	it	is	even	difficult	to	understand	how	the	machine	is	effectively	learning.		
The	understanding	of	which	method	to	use,	and	the	level	of	complexity	it	needs,	allows	










In	 the	 remote	 sensing	 community,	 ML	 is	 largely	 used,	 especially	 for	 classification	
purposes	 and	 due	 to	 the	 lack	 of	 the	 big	 amount	 of	 labelled	 data	 needed	 to	 train	 the	
machine.	 For	 classification	 purposes,	 like	 identifying	 differences	 and	 collect	 similar	
patterns	into	some	given	classes,	there	are	few	methods	that,	for	their	straightforward	
application,	fast	computational	time,	and	high	accuracy,	are	more	attractive.		





proven	 to	 perform	 fast	 and	 accurate	 for	 large	 features	 space	 and	 variegated	 training	
datasets.	 RF	 generates	 multiple	 decision	 trees	 (the	 number	 is	 chosen	 by	 the	








In	 order	 to	 teach	 to	 a	 machine	 how	 and	 what	 to	 learn,	 a	 certain	 amount	 of	 data	 is	
needed	 for	 training	 and	 validating	 the	 method.	 A	 number	 of	 examples	 need	 to	 be	
provided	to	the	machine.	This	dataset	of	examples	(named	labelled	data)	has	to	be	built	
by	humans	(or	it	is	automatized	if	the	algorithm	is	sufficiently	complex	for	unsupervised	





The	 training	 session	 consists	 in	 teaching	 to	 the	 computer	 to	 understand	 how	 to	
associate	a	picture	(or	an	email,	or	any	object)	to	a	certain	label	that	characterizes	
the	class.	For	example,	the	information	“this	is	a	dog”	is	linked	to	a	picture	of	a	dog.	
N1 Features N2 Features N3 Features 
Tree #1 Tree #2 Tree #3 
Class 8 Class 8 Class 4 






in	 the	 algorithm,	 in	 order	 to	 reduce	 the	 amount	 of	 errors.	 A	 process	 called	 cross	
validation	 is	 commonly	 used	 for	 this	 purpose:	 the	 trainset	 is	 divided	 into	
complementary	 subsets,	 on	 which	 to	 separately	 run	 the	 model	 with	 different	




uses	 approximately	 two-thirds	 of	 the	 training	 samples	 in	 the	 training	model.	 The	







knows	 the	 actual	 class	 and	 can	 understand	 the	 accuracy	 of	 the	 model,	 normally	












Figure	9:	Example	of	confusion	matrix,	over	an	example	of	 identification	of	cat	 images.	 	True	Positive	Rate,	
True	 Negative	 Rate	 Accuracy,	 K	 coefficient,	 Error	 rate	 are	 some	 commonly	 used	 metrics	 to	 identify	 the	
performance	of	a	classification	model.	
1.5 Pixel	based	vs	Parcel	Based	classification	
Two	 types	 of	 classifications	 can	 be	 used:	 pixel-based	 and	 parcel-based.	 Pixel-based	
classification	 consists	 in	 using	 information	 from	 single	 pixels	 of	 the	 image	 to	 detect	
common	patterns.	This	type	of	analysis	often	lead	to	misclassifications	due	to	the	land	
cover’s	 spectral	 variability,	 bare	 soil	 background	 reflectance,	 atmospheric	 effects	 and	
mixed	pixels	present	at	the	boundaries	between	parcels.	With	the	increasing	amount	of	
easily	accessible	high	resolution	satellite	images	(with	pixel	size	smaller	than	the	parcel	
area),	 the	 attention	 on	 how	 to	 pre-process	 images	 is	 growing.	 Post-classification	
processing	 is	 also	 an	 important	 step	 in	 improving	 the	 quality	 of	 classifications	when	
using	 information	based	on	single	pixels	 (i.e.	 reducing	 “salt	 and	pepper”	effect)	 (Lu	&	
Weng,	 2007;	 Sitokonstantinou,	 et	 al.,	 2018;	 Sicre,	 et	 al.,	 2020).	 	 Grouping	 pixels	 into	
delimited	objects	before	classification	can	overcome	these	problems.	The	remote	sensed	
image	 is	 coupled	 with	 vector	 parcel	 boundaries	 layer.	 The	 classification	 is	 made	 by	
unifying	multiple	pixel	information	into	one	single	list	of	features	statistically	depending	
on	 the	 delimited	 area.	 This	 process	 can	 perform	 a	 more	 reliable	 and	 accurate	
classification	(Peña-Barragán,	et	al.,	2011).		
	 	 Actual	class	






































For	 this	study,	 these	points	are	considered	satisfied.	First,	 it	 is	very	unlikely	 that	 field	

















classifier.	 Standard	 deviation	 and	 several	 vegetation	 indexes	were added	 in	 order	 to	
have	 more	 variables	 for	 each	 12-day-median	 image	 composite.	 The	 processing	 pays	
particular	 attention	 to	 the	 time	 variability	 of	 the	 mean	 values	 of	 each	 field.	 This	




The	 machine-learning	 algorithm	 used	 in	 the	 thesis	 is	 a	 Random	 Forest	 Classifier.	 	 If	
sufficient	 accuracy	 is	 achieved,	 further	 application	 of	 the	 model	 on	 the	 crop	 in	 the	
following	years	will	be	examined.	
The	specificity	of	the	study	is	to	apply	state	of	the	art	in	remote	sensing	processes	using	
only	 open	 source	 datasets	 and	 tools,	 over	 a	 cloud	 prone	 region.	 To	 enhance	 the	
performance,	 this	work	 has	 also	 created	 a	 time	 series	 profile,	 able	 to	 identify	 similar	
field	spectra	for	the	same	crop	class	throughout	the	agricultural	year.		
Providing	 a	 free	 crop	 mapping	 method	 is	 a	 valuable	 step	 not	 only	 for	 control	 and	











The	 climate	 is	 classified	 as	 Cfb	 according	 to	 the	 Koeppen-Geiger	 system,	 indicating	 a	
mild,	 marine	 climate	 with	 warm	 summers	 and	 no	 dry	 season.	 Average	 yearly	
temperature	between	1981	and	2010	span	from	9.6°C	in	the	northeast	to	11.1°C	in	the	
southwest.	The	amount	of	dry	days	during	 the	year	 is	on	average	higher	 in	 the	 south	
than	in	the	north,	with	opposite	trends	for	the	relative	humidity,	that	is	higher	in	winter	




The	 increasing	 sea	 level	 (by	 about	 2	 mm/year)	 brings	 salinity	 stress	 to	 the	 soil.	
Together	with	the	increase	in	precipitation	extremes,	this	may	cause	relevant	effects	to	
the	agricultural	and	natural	systems	in	the	medium-long	period.	
The	 country	 was	 formed	 by	 delta	 deposits	 from	 the	 Rhine	 and	 Meuse	 rivers.	 Soil	
moisture,	 shown	 in	 Figure	 10.a,	 is	 correlated	 to	 the	 soil	 types	 (Figure	 10.b)	 and	 the	













of	 the	 agricultural	 plots	 are	 based	 on	 the	 Agricultural	 Area	 of	 the	 Netherlands	 (AAN)	 (Source:	 PDOK,	
geoportal	of	the	Netherlands).		
	






Excluding	grasslands	 (50%	of	 the	 total),	 the	main	open-air	cultivated	crops	are	maize	
(25%),	potatoes	(19%),	wheat	(13%),	sugar	beet	(10%),	barley	(4%)	and	vegetables.	It	
is	interesting	to	insert	in	the	list	bulbs	and	flower	fields:	blooming	crops	have	a	strong	
fingerprint	signals	 for	remote	sensors.	Phenology	development	of	plants	 in	 the	region	









Nov	 Dec	 Jan	 Feb	 Mar	 Apr	 May	 Jun	 Jul	 Aug	 Sep	 Oct	
Grass	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Maize	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Sugar	beet	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Barley,	summer	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Potatoes,	consumption	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Potatoes,	seeds	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Wheat,	winter	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Onion,	sowing	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Tulip	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Lily	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
Leeks	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	Legend:	
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	sowing	 		
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	growth	 		
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	harvest	 		






BRP	 is	 a	 dataset	 freely	 provided	 by	 the	 national	 geoportal.	 The	 boundaries	 of	 the	






his	 crop	 plots	 annually	 and	 indicate	which	 crop	 is	 grown	 on	 the	 relevant	 plot.	 Every	
polygon	 is	 geo-localized	 and	 associated	 with	 the	 label	 of	 the	 crop	 type	 currently	
cultivated	in	the	area.	The	total	amount	of	parcels	corresponds	to	about	774000	plots,	





From	 the	 BRP	 dataset	 a	 certain	 amount	 of	 crop	 classes	 was	 selected	 to	 build	 the	
classifier.	 Following	 the	 STOWA	 Report,	 it	 has	 been	 decided	 to	 map	 only	 the	 more	
common	 crop	 types	 in	 the	 country	 due	 to	 their	 higher	 relevance	 for	 the	 final	 crop	
mapping	of	 the	 region.	22	 classes	were	used:	Potatoes,	 consumption;	Potatoes,	 seeds;	
Potatoes,	 starch;	Corn,	 corncob	mix;	Corn,	 energy;	Corn,	 grain;	Corn,	 cut;	 Corn,	 sugar;	
Wheat,	 winter;	 Wheat,	 summer;	 Sugar	 beet;	 Winter	 barley;	 Summer	 barley;	 Tulip,	
flower	 bulbs	 and	 tubers;	 Lily,	 bulbs	 and	 tubers;	 Onions,	 sowing;	 Onions,	 silver;	 Leek,	









computing	 tools.	 Google,	 for	 example,	 provides	 a	 constantly	 updated	 catalogue	 of	
satellite	imagery	for	cloud-computing	on	a	global	scale	on	the	GEE	(Fuyou,	et	al.,	2019;	
Gorelicka,	et	al.,	2017)		
GEE	 is	 a	 platform	 for	 scientific	 analysis	 and	 visualization	 of	 geospatial	 datasets,	 for	
academic,	 non-profit,	 business	 and	 government	 users.	 Based	 on	 user-developed	
algorithms,	 it	 combines	 an	expanding	 catalogue	of	 open	 source	 satellite	 imagery	with	
global-scale	analysis	capabilities	and	Google	“makes	it	available	to	detect	changes,	map	
trends,	and	quantify	differences	on	the	Earth's	surface”.	(Google,	2020)	
On	 this	 platform,	 many	 different	 dataset	 sources	 are	 made	 available.	 Not	 only	 pre-
processed	 and	 constantly	 updated	 satellite	 imagery	 (including,	 but	 not	 only,	 the	
Copernicus	 Programme)	 but	 also	 products	 from	 large	 scale	 mapping	 validated	 from	
acknowledged	institutions	(e.g.,	global	precipitation	measurements,	USGS	National	Land	
Cover	Database,	 etc.).	 Images	 fed	 into	 the	GEE	are	pre-processed	 to	 facilitate	 fast	 and	
efficient	access.		
Furthermore,	 in	 order	 to	 allow	 fast	 visualization	 during	 algorithm	 elaboration,	
pyramids	of	 reduced-resolution	 tiles	are	created	 for	each	 image	and	stored	 in	 the	 tile	
database.	This	power-of-two	downscaling	enables	having	data	ready	at	multiple	scales	
without	 significant	 storage	 overhead,	 and	 aligns	 with	 the	 common	 usage	 patterns	 in	
web-based	mapping	(Gorelicka,	et	al.,	2017).	
Very	 recently,	 increasing	 research	 studies	 have	 been	 built	 using	 GEE	 for	 different	
purposes	 (Carrasco,	 et	 al.,	 2019;	 Fuyou,	 et	 al.,	 2019).	 It	 assembles	 a	 conventional	ML	
method	and	provides	a	visual	user	interface.	The	Earth	Engine	Code	Editor	(see	Error!	
Reference	 source	 not	 found.)	 is	 a	web-based	 Integrated	Development	 Environment	
(IDE)	 for	 the	 Earth	 Engine	 JavaScript	 Application	 Programming	 Interface	 (API).	


























The	 Sentinel1	 mission	 (see	 Figure	 13)	 involves	 a	 constellation	 of	 two	 polar-orbiting	
satellites	(A	and	B),	operating	day	and	night	performing	C-band	(centre	frequency	5.405	






satellite	 is	 potentially	 able	 to	map	 the	 global	 landmasses	 in	 the	 Interferometric	Wide	
(IW)	swath	mode	once	every	12	days,	 in	a	single	pass	(ascending	or	descending).	The	
two-satellite	 constellation	 offers	 a	 6-days	 exact	 repeat	 cycle	 at	 the	 equator.	 Since	 the	
orbit	track	spacing	varies	with	latitude,	the	revisit	rate	is	significantly	greater	at	higher	
latitudes	 than	 at	 the	 equator.	 Over	 the	 Netherland	 territory	 it	 overlaps	 every	 day	 in	
some	areas.	
Interferometric-Wide	 swath	 mode	 is	 one	 of	 the	 four	 different	 operational	 modes	 of	
acquisition	 of	 the	 signal.	 It	 is	 the	 main	 acquisition	 mode	 over	 land	 and	 satisfies	 the	
majority	of	service	requirements.	It	acquires	data	with	a	250	km	swath	at	5	m	by	20	m	
spatial	 resolution	 (single	 look,	 scene).	 The	 incidence	 angle	 is	 20°	 to	 45°	 and	 the	
polarization	modes	are	VV,	VH,	HH,	HV.	
Radar	 images	 are	 built	 from	 the	 intensity	 of	 the	 backscattered	 signal	 detected	by	 the	
sensor.	In	an	active	system,	the	sensor,	which	is	a	transceiver,	radiates	electromagnetic	
power.	It	exploits	the	phenomenon	of	diffusion	(scattering)	that	occurs	when	an	object	










Nov	2017-1st	of	Nov	2018)	on	 the	Netherlands.	Each	 imagery	absolute	 frequency	per	pixel	 is	 shown	on	 the	
occurrence	histogram	(this	representation	has	300m	resolution	per	pixel.).	
The	 GEE	 collection	 of	 Sentinel-1	 repository	 includes	 the	 processed	 S1	 Ground	 Range	
Detected	(GRD)	scenes,	to	generate	a	calibrated,	ortho-corrected	product.	The	imagery	
is	 daily	 updated	 and	 new	 assets	 are	 provided	by	 ESA	 (the	 data	 provider)	within	 two	
days	after	they	become	available.	GRD	scenes	have	up	to	10	meters	resolution,	4	bands	
combinations	 (corresponding	 to	 single	 or	 dual	 polarization)	 and	 three	 instrument	
modes.		
GEE	 uses	 the	 following	 pre-processing	 steps	 (as	 implemented	 by	 the	Sentinel-1	
Toolbox)	to	derive	the	backscattering	coefficient	 in	each	pixel:	 thermal	noise	removal,	
radiometric	 calibration	 and	 terrain	 correction.	 The	 backscattering	 coefficient	 is	
converted	 to	decibels	by	 log	 scaling	 (σ°!"=10*log10(intensity))	because	 it	 can	vary	by	
several	 orders	 of	 magnitudes.	 The	 intensity	 of	 backscattering	 measures	 whether	 the	
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orbiting	 satellites	 placed	 in	 the	 same	 sun-synchronous	 orbit,	 phased	 at	 180°	 to	 each	
other.	 It	 aims	at	monitoring	variability	 in	 land	 surface	 conditions,	 and	 its	wide	 swath	
width	(290	km)	and	high	revisit	time	(10	days	at	the	equator	with	one	satellite,	and	5	






high-resolution	 multispectral	 imager.	 MSI	 is	 a	 passive	 instrument:	 the	 sensor	 is	 a	




Sampling	Distance	 (SSD).	 The	 signal	 is	 not	 detectable	 through	 all	 the	 electromagnetic	
spectrum	 due	 to	 atmospheric	 interferences.	 Within	 the	 Sentinel-2	 acquisition	 range	
there	are	two	windows	in	the	SWIR	and	one	that	includes	the	NIR	and	VIS	ranges.	Each	




The	 GEE	 Sentinel-2	 imagery	 is	 provided	 at	 a	 pre-processing	 level	 2A1,	 computed	 by	
running	 sen2cor.	 This	 is	 a	 processor	 generated	 by	 the	 ESA	 Payload	 Data	 Ground	






At	 the	 2A-RS	 level,	 in	 addition	 to	 the	 bands	 described	 above,	 ESA	 provides	 some	
supplementary	 information	 as,	 for	 example,	 a	 bitmask	 band	 with	 cloud	 mask	 data	
(AQ60)	(see	more	details	in	section	3.1.3).	
Figure	14	(right)	shows	how	the	images	are	distributed	on	the	territory	per	pixel	(300m	
of	resolution).	 In	some	areas	 there	are	about	60	passages	along	 the	year	of	 the	study,	
concentrated	in	the	southwest,	while	in	other	parts	of	the	country	the	number	rises	up	











and	 of	 the	 satellite	 data	 (anomalous	 values,	 clouds)	 with	 the	 addition	 of	 further	
vegetation	indexes.	








In	 order	 to	 create	 a	 certain	 amount	 of	 groundtruth	 data,	 representative	 and	 not	 too	
heavy	for	computational	work,	the	BRP	datasets	were	filtered.	On	the	GEE,	a	script	was	





and	 the	 seed	 changes	 for	 every	 class.	 Random	 sampling	 for	 spatial	 dataset	 is	 rather	
critical	 when	 classification	 approaches	 are	 involved.	 The	 closer	 the	 observations	 are	
located	to	each	other,	the	more	similar	they	are.	This	can	produce	overoptimistic	results	
(overfitting)	 when	 the	 test	 set	 contains	 observations	 which	 are	 somewhat	 similar	 to	
observations	 in	 the	 training	 set.	 However,	 this	 is	 more	 relevant	 when	 a	 pixel-based	
classification	is	conduced	(Schratz,	2018).	
In	 order	 to	 reduce	 the	 field	 edges	 interference	 on	 the	 signal	 response,	 every	polygon	
was	 buffered,	 i.e.	 areas	 within	 10	 m	 from	 the	 perimeter	 were	 discarded.	 The	 list	 of	
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of	 features	 (points	 or	 polygons)	 containing	 given	 variables	 (named	 properties)	 and	











order	 to	 enhance	 the	 amount	 of	 information	 per	 pixel.	 Before	 any	 calculation,	
backscattering	values	were	converted	into	the	natural	scale.	
VI	is	computed	as:	
	 𝑽𝑰 = 𝑽𝑽− 𝑽𝑯	 (Eq.	1)	













Another	 cause	 of	 non-valid	 data	 is	 the	 overlaying	 zones	 among	 different	 Sentinel-1	
images.	 While	 for	 optical	 images	 an	 overlapping	 means	 higher	 occurrence	 of	
observation,	 the	 difference	 of	 acquisition	 angle	 of	 radar	 swats	 can	 compromise	 the	
overall	backscattering	value.	An	 increase	of	noise	 is	expected	due	 to	non-aligned	data	
(Fuyou,	et	al.,	2019).	A	function	that	computes	the	“geometry	erosion”	of	Sentinel1	GRD	
scenes,	 reduces	 this	 effect	 eliminating	 images'	 edges.	 In	 order	 to	 prepare	 the	 SAR	





2004)	 and	Normalized	Difference	Vegetation	 Index	 (NDVI)	 (Tucker,	 1979;	Hosseini	&	
Saradjian,	2011)	were	added	to	the	information	of	each	pixel	of	the	optical	image.	These	
indexes	 are	 largely	 used	 in	 remote	 sensing	 to	 detect	 and	 enhance	 anomalies	 in	






	 𝐁𝐒𝐈 =  𝐒𝐖𝐈𝐑𝟐!𝐑𝐄𝐃 !(𝐍𝐈𝐑!𝐁𝐋𝐔𝐄)
𝐒𝐖𝐈𝐑𝟐!𝐑𝐄𝐃 !(𝐍𝐈𝐑!𝐁𝐋𝐔𝐄)
		 ),	is	sensitive	to	the	water	content	in	the	soil.	





	 𝐁𝐒𝐈 =  𝐒𝐖𝐈𝐑𝟐!𝐑𝐄𝐃 !(𝐍𝐈𝐑!𝐁𝐋𝐔𝐄)
𝐒𝐖𝐈𝐑𝟐!𝐑𝐄𝐃 !(𝐍𝐈𝐑!𝐁𝐋𝐔𝐄)
		 (Eq.	3)	
where	 SWIR2,	 RED,	 NIR	 and	 BLUE	 parameters	 coincide	 with	 B12,	 B4,	 B8	 and	 B2	
intensities.	
As	 optical	 images	 are	 sensitive	 to	 cloud	 coverage,	 a	 filtering	 process	 based	 on	
thresholds	 on	 the	 percentage	 of	 pixel	 with	 clouds	 (maximum	 80%	 per	 scene)	 was	
applied.	 Then,	 a	 cloud	mask	was	 applied	 to	 eliminate	 bad	 observations.	 To	 elaborate	















A	 multitemporal	 series	 of	 images	 was	 created	 in	 order	 to	 build	 the	 complete	 list	 of	






In	 this	 study,	 the	 median	 values	 of	 every	 band	 of	 every	 pixel,	 in	 addition	 to	 their	
standard	 deviation,	 were	 employed.	 Moving	 median	 values	 are	 more	 recommended	
than	mean	 values	 for	 remote	 sensing.	 Statistically,	 the	moving	 average	 is	 optimal	 for	
recovering	the	underlying	trend	of	the	time	series	when	the	fluctuations	about	the	trend	
are	 normally	 distributed.	 However,	 if	 the	 fluctuations	 are	 assumed	 to	 be	 Laplace	
distributed2,	the	moving	median	is	statistically	better.	Simple	statistics	of	time	series	are	




by	 calculating	 the	median	 of	 all	 values	 at	 each	 pixel	 across	 the	 stack	 of	 all	matching	
bands.	Bands	are	matched	by	name.		
In	order	to	have	full	coverage	for	every	pixel	of	all	multi-sensor	images	some	gap	filling	
was	applied.	For	all	 the	Sentinel-2	data,	which	were	masked	due	 to	 cloud	presence,	 a	
mosaicking	procedure	was	 implemented.	As	explained	 in	Figure	17,	when	an	 image	 is	
masked	 by	 clouds,	 it	 is	 substituted	with	 a	 patch,	 recovering	 the	 lack	 of	 data	 for	 that	
image.	 The	 patch	 is	 created	 by	 using	 the	median	 values	 of	 a	 longer	 period,	 80	 days.	
Empirical	tests	suggested	that	80	days	are	sufficient	to	have	a	good	coverage	over	the	




2	 Laplace	 distribution	 represents	 the	 maximum	 entropy	 probability	 distribution.	 According	 to	
the	principle	of	maximum	entropy,	if	nothing	is	known	about	a	distribution	except	that	it	belongs	to	
a	certain	class	 (usually	defined	 in	terms	of	specified	properties	or	measures),	 then	the	distribution	
with	 the	 largest	 entropy	 should	 be	 chosen	 as	 the	 least-informative	 default.	 The	 motivation	 is	

























The	 values	 of	 each	 pixel	 of	 all	 the	 12-day	 composite	 are	merged	 together	 in	 a	 single	
object	with	930	bands	(30	bands	times	31	images),	representing	the	variability	in	time	
and	 space	 of	 each	 parcel	 of	 the	 Netherland	 territory.	 Therefore,	 with	 the	 function	
n	 Band	name	 n	 Band	name	 n	 Band	name	
0	 B2	 10	 NDVI	 20	 B11_stdDev	
1	 B3	 11	 BSI	 21	 B12_stdDev	
2	 B4	 12	 B2_stdDev	 22	 NDVI_stdDev	
3	 B5	 13	 B3_stdDev	 23	 BSI_stdDev	
4	 B6	 14	 B4_stdDev	 24	 VV	
5	 B7	 15	 B5_stdDev	 25	 VH	
6	 B8	 16	 B6_stdDev	 26	 VI	
7	 B9	 17	 B7_stdDev	 27	 VV_stdDev	
8	 B11	 18	 B8_stdDev	 28	 VH_stdDev	



























true).	Other	parameters	were	 left	at	 their	default	value.	The	choice	of	 the	value	of	 the	
main	 parameters,	 number	 of	 trees	 and	 number	 of	 variables	 in	 each	 node,	 which	







is	 ready,	 it	 is	 possible	 to	 validate	 the	 model	 with	 the	 test	 set,	 the	 remaining	 1667	
objects.	 Hence,	 another	 confusion	 matrix	 for	 the	 test	 accuracy	 is	 computed.	 The	
difference	 among	 the	 train	 and	 test	 accuracy	 allows	 understanding	 if	 there	 are	 over-
fitting	 bias.	 Moreover,	 the	 K	 coefficient	 is	 computed	 to	 compare	 the	 accuracy	 of	 the	





on	 data	 collecting	 and	 preparation,	 with	 the	 merging	 of	 all	 the	 images	 and	 satellite	
information	with	 groundthruth	 data.	 Second,	more	 vegetation	 indexes	were	 added	 to	
the	 bands	 already	 available	 on	 GEE.	 The	 process	 of	 segmentation	 of	 those	 values	 to	
fields’	areas	and	analysing	the	spatial	average	of	medians	through	time	are	the	core	part	
of	this	phase.	Third,	the	datasets	are	fed	into	an	RFC	in	order	to	build	a	model	able	to	
detect	 differences	 among	many	 plant	 phenology.	 The	 accuracy	 in	 classifying	 the	 crop	
classes	was	 then	 examined	 in	 order	 to	 evaluate	 the	 possibility	 to	 apply	 the	model	 to	










In	order	 to	build	 the	model,	 the	same	approach	as	described	 in	previous	sections	has	
been	used.	2019	images	of	the	same	period	of	the	year,	were	collected.	After	submitting	
all	 scenes	 to	 the	 filtering	 and	 cleaning	 processes,	 they	 were	 intersected	 with	 all	 the	
selected	groundthruth	fields’	polygons,	as	described	in	the	section	3.2.	A	new	dataset	of	
8812	polygons,	with	their	mean	features	derived	from	Sentinel1	images,	makes	up	the	
test	 set.	 Every	 polygon	 includes	 6	 variables	 (VV,	 VH	 and	 VI	 with	 their	 standard	
deviations)	referred	in	each	12-days	time	step	from	November	2018	to	November	2019,	
for	a	total	of	187	properties.	
This	 new	 testset	was	 fed	 into	 the	RFC	 built,	 trained	 and	 tested	 on	 the	 previous	 year.	
Results	of	predicted	agricultural	classes	were	compared	to	BRP	from	2019	in	order	to	
check	the	confusion	matrix	outcome	and	assess	the	accuracy.	
Moreover,	 in	order	 to	 investigate	how	much	the	accuracy	of	2019	prediction	could	be	









reports	 the	 geographical	 distribution	 of	 all	 valid	 observations	 derived	 from	 the	 raw	
dataset.	 Figure	 21	 has	 to	 be	 compared	 with	 Figure	 14,	 where	 all	 observations	 are	







before	 and	 after	 data	 filtering).	 The	 average	 number	 of	 optical	 valid	 occurrence	 is	
reduced	 from	 189	 to	 76	 after	 the	 selection	 process.	 Moreover,	 the	 coverage	 is	 not	
homogeneous	over	the	full	territory.	The	visible	large	diagonal	stripes	over	both	maps	






After	 filtering	 anomalous	 observations	 and	 after	 creating	 the	 composite	 images,	 the	
trend	through	the	year	can	be	reconstructed.	Watching	a	single	field,	for	example,	 it	 is	
possible	to	see	how	these	two	satellites	recognise	crop	development.	
The	NDVI,	BSI,	VV,	VH	and	VI	 time	series	 for	a	potato	and	a	wheat	 field	are	shown	 in	
Figure	22.	As	a	comparison,	the	same	time	series	are	shown	in	Figure	23	for	urban	areas	
and	water	surfaces.		
The	 characteristic	 increase	 in	 NDVI	 during	 plant	 development,	 following	 by	 decrease	
during	 ripening	 and	 harvest,	 are	 well	 correlated	with	 the	 decrease	 in	 BSI.	While	 the	










Figure	 23:	 Upper	 panel:	 NDVI	 and	 BSI	 from	 Sentinel	 2;	 lower	 panel:	 VV,	 VH	 and	 VI	 𝝈°	 intensities	 from	
Sentinel1.	 Left	 graphs:	urban	areas;	 right	 graphs:	water	basins.	 Curves	 report	 the	mean	values	of	 the	 field	
area	throughout	the	12-days	moving	median	of	the	year	from	2017/11	to	2018/11.	
It	 is	 interesting	 to	notice	 the	differences	between	crops	due	 to	 seasonality	 and	 to	 the	
development	cycle,	and	the	correlated	behaviour	of	all	parameters	especially	compared	
with	 signal	 response	 of	 urban	 areas	 and	 water	 basins.	 While	 the	 formers	 have	 a	
harmonic	trend	during	time,	the	latters	tend	to	stay	stable	and	with	either	high	or	low	















As	 described	 in	 section	 3.3,	 confusion	 matrices	 have	 been	 computed	 in	 order	 to	
measure	the	accuracy	of	the	classifier.	
4.4.1 Training	


























Figure	26.	Test	Confusion	Matrix	of	 the	RFC	using	Sentinel1	and	Sentinel2	 images,	 the	numbering	of	classes	 is	
the	same	as	in	Figure	23.	Overall	accuracy,	Sensitivity	(TPR),	Sensibility	(TNR),	Kappa	coefficient	and	Error	
metrics	of	the	classification	system	are	reported.	
In	 addition,	 other	 metrics	 as	 classifier	 performance	 estimators	 were	 measured.	 The	
overall	 accuracy	 is	 75,84%,	 similar	 to	 the	 training	 set,	 which	 shows	 that	 there	 is	 no	
evident	 indication	 of	 overfitting.	 The	 Kappa	 coefficient	 is	 74,43%	 and	 the	 error	 is	













It	 is	 interesting	 to	 represent	 the	 accuracy	 of	 all	 classification	 on	 a	 map	 where	 blue	
polygons	are	 truly	classified	and	red	ones	the	not	well	classified.	Figure	28	shows	the	
geographical	 localisation	 of	 classified	 polygons	with	 respect	 to	 a	 correct	 or	 incorrect	
outcome.	 From	 this	 kind	 of	 figures	 it	 is	 possible	 to	 estimate	 if	 there	 is	 an	
inhomogeneous	distribution	of	wrong	results	that	could	depend	on	specific	factors.		
	
Figure	 28:	 Geographical	 representation	 of	 true	 (in	 blue)	 and	 false	 (in	 red)	 classification.	 On	 the	 right	 the	
national	overview,	on	the	left	a	zoom	in	and	the	histogram	of	correct	and	incorrect	classifications	frequency	
by	field	area.	Satellite	images	on	the	background	come	from	GEE	visualization	panel.		
Polygons	 proximity,	 topography,	 specific	 crop	 type	 misclassification,	 lack	 of	 good	
observations	 and	 field	 size	 are	 some	 of	 possible	 causes	 of	 model	 performance	









To	 understand	 more	 deeply	 the	 sources	 of	 variability	 in	 the	 results	 as	 well	 as	 to	
investigate	which	method	can	perform	better	results	from	different	satellite	imagery	as	
input	of	the	machine	learning	algorithm	have	been	used.	This	assessment	improves	the	




been	 computed.	 Here	 to	 follow	 are	 reported	 confusion	 matrices	 of	 training	 and	 test	
processes	 concerning	 the	 period	 from	 November	 2017	 and	 November	 2018.	 In	 both	
Figure	29	and	Figure	30	is	visible	the	expected	diagonal	structure,	however	from	class	0	
to	6	and	classes	18,	19	and	20	a	higher	confusion	in	the	predicted	values	was	observed.		






combined	 classification	model.	 Interesting	 results	 are	noticed	 in	 some	 classes	 like	 for	









Figure	 30:	 Test	 confusion	 matrix	 using	 only	 Sentinel1	 images,	 from	 Nov	 2017	 to	 Nov	 2018.	 This	 RFC	





















can	 rise	 if	 the	 environment	 conditions	 are	 not	 equivalent.	 Even	 if	 the	 weather	
(temperatures	 and	 precipitations)	 were	 similar	 among	 years	 2017,	 2018	 and	 2019,	

























































































































































































Figure	32:	Test	confusion	matrix	out	came	from	prediction	of	2019	crop	 fields.	Only	radar	 images	as	 input	




A	 comparison	 of	 true	 positive	 rates	 in	 all	 the	 study	 cases	 reported,	 helps	 to	 evaluate	
which	method	is	better	for	classifying	certain	classes.	Figure	34	reports	the	histogram	
representing	 the	 sensibility	 of	 the	 methods	 for	 all	 22	 classes	 and	 the	 four	 cases:	


























The	 data	 preparation	 for	 the	 classifier	 is	 the	most	 time-consuming	 step	 in	 the	 entire	
study.	Because	it	deals	with	a	considerable	amount	of	data	from	different	sources,	many	
different	 processes	 are	 taken	 in	 consideration.	 The	 unbalanced	 number	 of	 images	
between	Sentinel1	and	Sentinel2	is	substantial.	The	cloud	mask	applied	allows	to	detect	
a	 certain	 type	 of	 clouds	 but	 some,	 not	 sharp-edged,	 shapes	 are	 difficult	 to	 flag	 and	
discard.	 On	 the	 other	 hand,	 using	 a	 cloud	mask	 instead	 of	 just	 dropping	 scenes	with	
cloud	 presence	 helps	 to	 recover	 pixels	 that	 can	 actually	 be	 used	 thus	 increasing	 the	
number	of	valid	observations	in	some	areas.		
About	 Sentinel1	 images,	 σ°	 intensity	 is	 conditioned	 by	 soil	 moisture,	 and	 in	 general	
water	surfaces.	Therefore,	backscatter	values	may	be	biased	due	to	weather	conditions	
(i.e.	 floods,	 precipitations,	 drought	 as	well	 as	 irrigation).	The	use	of	 a	moving	median	
statistics	should	reduce	this	issue.		
In	 general,	 time	 series	 and	 multisensor	 composition	 enhance	 the	 robustness	 of	 the	
model.	A	comparison	between	a	combined	SAR	and	MSI	model	with	the	one	using	only	
SAR	 shows	 a	 gain	 of	 2.2%	 in	 the	 overall	 accuracy.	 Merging	 information	 allows	
distinguishing	 better	 over	 crops	 with	 similar	 response	 signals	 but	 with	 different	






parcel-based	 analysis,	 described	 in	 section	 1.5.	 The	 possibility	 that	 for	 future	
implementation	 some	boundaries	will	 change	 is	 a	 relevant	 factor.	 In	 this	 case	 further	
information	about	updated	parcel	distribution	have	 to	be	acquired.	From	 the	analysis	
conducted	 over	 the	 2019	 agricultural	 year	 with	 Sentinel1	 imagery	 there	 were	 no	
evident	case	of	wrong	classification	due	to	change	in	parcels	boundaries.	However,	this	






2018).	 Potatoes	 are	 sowed	 between	 March	 and	 April.	 The	 crop	 cycle	 proceeds	 till	
September	 when	 the	 tuberous	 is	 harvested.	 Wheat	 is	 seeded	 in	 winter	 (November-
December)	and	grows	until	the	harvesting	season	in	August.	The	signals	are	correlated	
as	expected	from	the	literature	and	this	correlation	is	clearly	seen	from	the	analysis.	BSI	
and	 NDVI	 have	 opposite	 trends,	 with	 NDVI	 describing	 crop	 photosynthetic	 activity.	
Concerning	 Sentinel1	 bands,	 the	 change	 in	 polarization	 represented	 with	 the	 VH	
backscatter	intensity	which	depends	on	the	increase	in	the	roughness	of	the	surface	and	
the	 development	 of	 leaves	 (volume	 backscatter).	 In	 general	 VV	 band	 (vertical	
polarisation	emitted	and	received)	have	a	higher	intensity	than	VH	(vertical	emitted	and	
horizontal	 received)	 and	 for	 vegetation	 cover	 they	 vary	 between	 -30dB	 and	 -5dB	
(contrary	to	other	land	uses	as	shown	in	Figure	23).		
Knowing	 the	 time	 series	 of	 several	 parameters,	 like	 vegetation	 indexes,	 for	 a	 large	
amount	 of	 fields	 and	 for	 many	 different	 crop	 types	 has	 a	 great	 potential	 for	 many	
applications.	 It	 is	 possible	 to	 study	 trends	 of	 phenology	 correlated	 with	 ground	
measures	of	the	physical	environment	parameters.	For	example	soil	moisture	compared	
with	 NDVI	 can	 help	 detecting	 localized	 needs	 of	 irrigation.	 Furthermore,	 creating	
average	standard	spectra	of	certain	crops	throughout	the	plant	development	might	be	
used	for	evaluate	the	health	of	a	specific	farmer’s	field	at	a	short-term	notice.	
Although	 many	 studies	 use	 mainly	 NDVI,	 VV	 and	 VH	 (Kristof	 Van	 Tricht,	 2018),	 the	
choice	 of	 using	 many	 bands	 from	 Sentine1	 and	 Sentinel2	 increases	 the	 amount	 of	
information	on	which	the	classifier	can	work	and	find	common	trends	for	the	same	crop	








and	 differ	 by	 only	 2.2%	 for	 OA	 and	 by	 2,4%	 for	 K,	 from	 the	 combined	model.	 These	
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results	 shows	 that	 to	 create	 a	 machine	 learning	 classifier	 using	 the	 Random	 Forest	












matrices	 (Figure	26,	 Figure	30,	 Figure	32,	 Figure	33)	 it	 is	 clear	 that	 some	 classes	 are	
better	detected	than	others.	While	some,	 like	corn	energy	and	 leeks,	have	very	 low	or	
even	zero	 true	positive	rate,	some	others	 like	 tulips,	winter	barely,	sowing	onions	are	
recognized	best.	Tulips,	 in	particular,	are	actually	 the	easiest	 to	recognize	due	to	their	
characteristic	strong	blooming	colours.		
It	 is	 interesting	 to	 notice	 that	 for	 winter	 crops	 of	 the	 same	 species	 the	 sensibility	 is	





to	 in	 BRP	 dataset.	 Since	 there	 was	 the	 possibility	 to	 discriminate	 among	 different	
cultural	 types	 of	 the	 same	 species	 (i.e.	 potatoes	 for	 consumption,	 starch	 and	 seed	 or	
onion	for	sowing	or	consumption),	it	would	have	been	interesting	to	know	if	a	machine	





• corncob	mix,	 which	 is	 partly	 harvested	maize	 (corn	 cob	 plus	 some	 part	 of	
crop	residues)	
• energy,	 that	 is	 a	 particular	 maize	 with	 focus	 on	 production	 yield;	 the		
nutritional	value	is	of	no	concern,	and	the	whole	plant	is	generally	harvested.	
• grain,	 it	 is	 a	 maize	 harvested	 for	 grains,	 where	 all	 crop	 residues	 are	 left	
behind	
• cut;	 it	 is	 a	 silage	 maize:	 the	 main	 maize	 type	 in	 NL.;	 the	 whole	 plant	 is	
harvested;	it	is	used	to	store	for	feeding	in	the	winter,	and	fermented.	
• sugar,	 this	 corn	 type	 is	 harvested	 for	 the	 corn	 cob,	 mainly	 for	 human	
consumption,	generally	before	full	ripening.		
Corn	cut	was	the	sub	class	that	got	the	higher	accuracy.	However,	it	is	one	of	the	most	
represented	 (see	 in	 Annex	 2	 the	 number	 of	 parcels	 per	 class).	 In	 general,	 confusion	
matrices	 clearly	 report	 that	 crop	 classes	 of	 the	 same	 crop	 family	 are	 subject	 to	more	
confusion.	Results	reported	by	Fuyou et al., 2019 identify that corn class, grouped in one 
unique class, can be detected with high accuracy, however no literature exists on a 
comparison among different yeld use.	
Classification	 accuracy	 differs	 not	 only	 among	 crop	 classes	 but,	 for	 the	 same	 class,	
among	 different	 observation	 sensors.	 Figure	 34	 shows	 that	 corn	 classes	 are	 better	





surfaces	 covered	 by	 the	 crop.	 It	 is	 important	 to	 notice	 that	 sentinels	 sensors	 cannot	
identify	row	distribution	on	the	ground	since	their	resolution	is	worst	than	10m.	
A	 decrease	 in	 accuracy	 can	 be	 related	 to	 other	 reasons.	 Hence,	 when	 applying	 the	








of	misclassified	polygons	 that	 could	be	due	 to	environmentally	adverse	conditions	 i.e.	
high	soil	moisture	or	slope/topography	shadowing	effects	especially	 for	radar	 images.	
None	 of	 those	 causes	 seems	 to	 have	 relevant	 effects	 on	 the	 correctness	 of	 the	
classification.	 A	 comparison	 with	 Figure	 27	 shows	 that	 the	 particular	 grouped	
distribution	of	same	crops	fields	it	is	not	due	to	geographical	biases,	because	the	wrong	
classified	plots	are	homogeneously	distributed	on	the	territory.		Moreover,	parcel’s	area	





shows	 interesting	 performances	 for	 several	 classes.	 However,	 the	 value	 of	 OA	 and	 K	
coefficient	values	indicate	that	the	method	needs	improvement.	For	classes	like	winter	
wheat,	barley	and	leek	and	sowing	onion,	TPRs	are	comparable	with	the	results	of	2018.	
Separating	 these	 crop	 classes	 in	 a	 different	 model	 and	 performing	 it	 with	 different	
increasing	 time	 delays	 of	 the	 satellite	 images	 could	 help	 to	 understand	 better	 the	
classification	workflow.	
GEE	 is	 a	 valid	 instrument	 for	 fast	 processing	 and	 visualization	 projects.	 It	 is	 easy	 to	
learn	and	with	increasing	number	of	developers	that	create	ad	hoc	tools	to	import.	The	
biggest	hurdle	is	to	find	a	trade-off	between	computing	time	length	and	memory	usage	
in	 order	 to	 fall	 into	memory	 errors.	 Dividing	 the	workflow	 in	 several	 separate	 steps	
instead	of	running	all	 the	script	 in	one	shot	might	help.	When	many	complex	 features	
(e.g.	polygons)	are	involved,	it	is	advisable	to	simplify	edges	and	reduce	vertices.	When	
performing	 long	runs	 it	 is	 suggested	 to	export	 the	results	 instead	of	printing	 them	on	
the	 console	 output.	 The	 visualisation	 panel	 instead	 gives	 a	 fast	 representation	 of	
geolocalised	features	and	satellite	scenes	that	improve	a	lot	the	data	pre-processing. 







Agriculture	 is	 a	 fast-growing	 sector	 when	 it	 comes	 to	 the	 utilization	 of	 EO-based	
products.	It	plays	a	crucial	role	in	global	economy	and	is	rapidly	evolving	especially	due	
to	 climate	 change	 and	 increasing	 production	 demand.	 As	 population	 and	 aspirations	
increase,	 land,	 water	 and	 energy	 become	 fundamental	 resources.	 Hence,	 smart	 and	





images.	 The	 recent	 availability	 of	 free	 and	 open	 EO	 datasets	 improves	 radically	 the	
applications	 in	 this	 field.	High	 resolution	 SAR	and	optical	 imagery	 at	 10	m	 resolution	
enable	 the	 user	 to	 elaborate	 agricultural	 land	 use	 monitoring	 in	 detail	 and	 can	 be	
applied	in	large	scale	with	the	support	of	cloud	computing	technology.	
Sentinel1	 and	 Sentinel2	 from	 the	 Copernicus	 Programme	 can	 give	 a	 relevant	
improvement	 for	 land	 use	 monitoring.	 Google	 Earth	 Engine	 demonstrates	 to	 be	 a	
powerful	tool	in	executing	a	parcel-based	crop	classification.			
The	 thesis	 project	 consisted	 in	 developing	 a	 machine-learning	 RF	 classifier	 that	
identifies	mayor	regional	crop	types	from	radar	and	multispectral	images.	It	combines	
12-days	 moving	 median	 composites	 of	 Sentinel1	 and	 Sentinel2	 satellites	 trough	 one	
agricultural	year	(2017-2018).	Some	commonly	used	vegetation	indexes	as	NDVI	have	
been	used	 in	addiction	to	 images	bands	 intensities.	The	workflow	has	been	applied	to	
the	 territory	 of	 the	 Netherlands.	 Groundtruth	 dataset	 comes	 from	 national	 Basic	
Registration	of	crop	Plots.		
The	 combination	 of	 multi-sensors	 and	 multi-temporal	 images	 enhances	 the	
classification	over	areas	with	relevant	cloud	coverage	through	the	year	and	gives	more	









A	 further	 in	 the	 research	 would	 be	 to	 more	 deeply	 learn	 	 the	 model	 mechanism.	 A	
sensitivity	analysis	allows	investigating	if	some	variables	have	higher	importance	in	the	
classification	 performances	 than	 others.	Moreover,	monitoring	 the	 receiver	 operating	
characteristic	 curve	 (ROC	 curve)	 might	 help	 to	 understand	 which	 thresholds	 of	
classifier	hyperparameters	settings	achieve	higher	accuracy	with	respect	 to	each	crop	
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Class	name	 Class	number	 Polygons	tot	 Polygons	after	filter	
Potatoes,	consumption	 0	 16532	 500	
Potatoes,	seed	 1	 9811	 500	
Potatoes,	starch	 2	 7682	 500	
Corn,	corncob	mix	 3	 1615	 494	
Corn,	energy	 4	 54	 48	
Corn,	grain	 5	 4190	 499	
Corn,	cut	 6	 79299	 496	
Corn,	sugar	 7	 338	 241	
Wheat,	winter	 8	 18228	 500	
Wheat,	summer	 9	 4819	 500	
Beet	sugar	 10	 16812	 500	
Winter	barley	 11	 2158	 499	
	 	 Beatrice	Gottardi	
	 67	
Summer	barley	 12	 7847	 500	
Tulip,	flower	bulbs	and	tubers	 13	 3262	 357	
Lily,	bulbs	and	tubers	 14	 1504	 463	
Onions,	sowing	 15	 4671	 348	
Onions,	silver	 16	 89	 89	
Leek,	winter,	production	 17	 448	 387	
Leeks,	 winter,	 seeds	 and	 propagating	
material	 18	 102	 100	
Leek,	summer,	production	 19	 305	 272	
Leeks,	 summer,	 seeds	 and	 propagating	
material	 20	 46	 42	














It	 would	 be	 difficult	 to	 put	 in	 a	 list	 all	 people	 to	 whom	 I	 am	 grateful	 for	 this	 work	 and	 this	
University	 experience.	 Surely,	 thanks	 to	 all	 experts	 at	 ESA	who	 support	me	 and	 gave	me	 the	








study	especially	 in	 the	 last	steps,	and	offered	his	support	and	believes	 that	Earth	Observation	
and	Artificial	 Intelligence	outline	 the	 future	of	new	environment	solutions.	For	sure	 there	will	
be	 a	 chance	 to	 develop	 real	 applications	 projects	 in	 the	 future,	 both	 at	 the	 universities	 and	
outside.		
Thanks	to	my	closest	colleagues	who	share	 lessons	and	free-time	along	the	way.	 I	hope	 in	the	
future	 we	 all	 be	 part	 of	 a	 bigger	 community	 able	 to	 make	 the	 change	 we	 need	 for	 a	 more	
sustainable	future.	
Climate	 KIC	 gave	 me	 the	 opportunity	 to	 add	 very	 interesting	 experiences	 to	 this	 graduation	
course.	First	of	all	 it	gave	me	the	eye	of	an	entrepreneurial	student,	that	“just”	make	me	reach	
the	 position	 of	 CEO	 of	 my	 own	 start	 up.	 This	 is	 really	 an	 uncountable	 added	 value	 to	 my	
professional	 background.	 I	 whish	 to	 GreenPact	 City	 and	 my	 team	 mates	 lots	 of	 compelling	





I	 am	 ready	 to	 put	 my	 training,	 problem	 solving	 skills	 and	 enthusiasm	 into	 practise.	 I	 look	
forward	 to	 have	 the	 possibility	 to	 develop	myself	 as	 a	 person,	 reaching	my	 full	 professional	
potential.		
