Abstract: An audio watermarking technique in the frequency domain which takes advantage of interpolation is proposed. Interpolated FFT samples are used to generate imperceptible marks. The experimental results show that the suggested method has very high capacity (about 3 kbps), without significant perceptual distortion (ODG about −0.5) and provides robustness against common audio signal processing such as echo, add noise, filtering, resampling and MPEG compression (MP3). Depending on the specific application, the tuning parameters could be selected adaptively to achieve even more capacity and better transparency.
Introduction
With the broad use of information security applications and the rising growth of the watermarking schemes, various signal processing techniques are being used to improve audio watermarking methods. Audio watermarking methods exploit the insensitivity of the human auditory system (HAS) in various techniques such as embedding algorithms based on low-bit coding, echo, rational dither modulation [1] , patchwork [2] , Fourier transform [3, 5] , wavelet transform [4] or spread spectrum and interpolation [6, 7] .
Interpolation techniques are often designed to provide a good perceptual quality from known sample values [8] . In [6] , an original audio signal is divided into distinct frames and then a secret bit is embedded in each frame by using spline interpolation. [7] proposes a spline interpolation-based watermarking scheme with more robustness against attacks than the one suggested in [6] .
The aim of the proposed method is to develop a high-bit-rate audio watermarking technique with robustness against common attacks and good transparency. This algorithm is based on the difference between the original and the interpolated amplitudes of the FFT samples as obtained by spline interpolation. If the difference is lower than a given fraction of the interpolated value, it is selected for embedding secret information. To obtain the marked FFT samples, the interpolated value is changed according to the secret bit. The experimental results show that the method provides high data bit rate, about 3 kbps, with good perceptual transparency (ODG about −0.5) and robustness against common attacks. Better capacity and transparency may be achieved with appropriate tuning for specific applications.
Proposed method
Interpolation [8] is a technique of constructing new data points within the range of a discrete set of known data points. Linear interpolation is obtained by passing a straight line between two data points. Polynomial interpolation is the best known one-dimensional interpolation scheme. Its advantages consist of its simplicity of implementation and the good quality of the interpolants obtained from it. However, it has a relatively low performance. In the spline interpolation, the interpolation interval is divided into small subintervals and each of these is interpolated by using a third-degree polynomial. The main advantages of the spline interpolation, which is used in the proposed algorithm, are its stability and calculation simplicity.
Embedding algorithm
We use some of the original FFT samples as source data in the coder and do not alter them. Hence, these original values can be used in decoder. In the algorithm, we use the odd FFT samples to generate the interpolated values of the even samples which are used for embedding the secret bits. In the receiver, the original values of the odd FFT samples and the interpolated even samples are the same as in the coder. The embedding steps are follows:
where f i is the magnitude of the i th sample of the FFT spectrum, low band and high band are the lower and higher limits of a selected band for embedding secret information, I i is the interpolated value of f i , α is a threshold, b k is the k th bit of secret bit stream, and f i is the marked value of f i .
Adaptation to capacity, transparency and robustness against attacks is the most relevant advantage of the proposed method. i.e. the results are altered by changing the selected frequency band and the threshold. The selected frequency band is the area which is used for embedding secret information. Another main parameter of this algorithm is threshold α, which defines the maximum allowed ratio of interpolation error (difference between original FFT sample and its interpolant) to the interpolated sample for embedding. The interpolated sample can be used for embedding secret information when the ratio between the interpolated error to the interpolated sample is less than the threshold. The frequency band 0.5-5 kHz and α = 0.3 are suitable fixed parameters which have been selected for this algorithm after different experiments. However, depending on the application, these parameters could be modified to obtain better capacity and/or distortion.
The FFT samples with an amplitude value lower than one (when the original time-domain audio signal is normalised between −1 and 1) are sensitive to a few attacks such as MP3 compression. Thus, interpolation is not used for even FFT bins with value less than one. These FFT amplitudes are fixed to 0 instead and, if the corresponding embedding bit is 0, it is not changed. Otherwise, if the secret bit is one, the amplitude is increased to 0.5.
The effect of some attacks [12] on the embedding scheme has been analysed. For example, the echo attack is one of the most difficult ones to survive. Fig. 1 (a) shows the FFT spectrum of the marked signal and Fig. 1 (b) displays the echo-attacked spectrum. Fig. 1 (c) illustrates the difference between marked and echo-attacked spectra. This spectrum shows how the echo-10 attack repeats the signal after 10 samples and destroys the signal. In this case, we can use three secure spaces which are indicated by red rectangles for which the difference is very low and the echo attack does not destroy the FFT samples. Fig. 1 (d)-(f) shows the marked, attacked, error of attack and the secure embedding area (the region for which the difference between the marked and attacked signals is low) for the BassBoost attack. To find a secure area, we should consider the ratio between the error and the attacked samples, not the amplitude of the error, since we use the ratio to extract information. Different applications have different requirements. In copyright protection, robustness is more relevant than capacity, whereas for transmission of secret information it is the opposite. Thus, depending on the application, the frequency band and the threshold could be changed. In this paper, we have used a fixed frequency band and threshold for various natural audio files and different attacks to show the widespread use of the proposed method. 
Extraction algorithm
As mentioned for the embedding steps, in the receiver the original values of odd FFT samples and the interpolated value of the even samples, I i , are the same as in the coder. The following algorithm describes how to obtain the secret bit sequence, b k , by using the marked FFT sample, f i , the frequency bands and the threshold, α, as input values.
end; end;
Experimental results
To evaluate the performance of the proposed method and to consider the applicability of the scheme in a real scenario, five songs included in the album Rust by No, Really [10] have been selected. All audio clips are sampled at 44.1 kHz with 16 bits per sample and two channels. The Objective Difference Grade (ODG) [9] is used to evaluate the transparency where ODG = 0 means no degradation and ODG = −4 means a very annoying distortion. Table I illustrates the perceptual distortion and the payload obtained for these songs and compares the performance of the proposed watermarking algorithm and several recent audio watermarking strategies robust against many attacks. [1] Evaluates distortion by mean opinion score (MOS), which is a subjective measurment, and achieves transparency between imperceptible and perceptible but not annoying, MOS = 4.7. [4, 5] have a low capacity but are robust against most of common attacks. [6] proposes a high bit rate data hiding, but only considers MP3 compression attacks. We have used several random bits for embedding leading to different transparency results which are shown in the ODG column. The comparison shows the superiority in both capacity and imperceptibility of this method with respect to other schemes in the literature. Note that all the results have an ODG between 0 (not perceptible) −1 (not annoying), and that capacity is around 3000 bps in all the experiments. The proposed method is thus able to provide large capacity whilst keeping imperceptibility in the admitted range (−1 to 0). We provide imperceptibility results both as SNR and ODG. SNR is provided only for comparison with other works, but ODG is a more accurate measurement of audio distortions, since it is assumed to provide a good model of the subjective difference grade (SDG) results which may be obtained by a group of human listeners. The SNR results are computed using the whole (original and marked) files, whereas the ODG results are provided using the advanced ITU-R BS.1387 standard as implemented in the Opera software [11] (the average of measurements taken in frames of 1024 samples). Table II shows the effect of various attacks provided in the Stirmark Benchmark for Audio v1.0 [12] on ODG and BER for the five audio signals of Table I . The embedding method has been applied, the SMBA software has been used to attack the marked files and, finally, the detection method has been performed for the attacked files. The ODG in Table II is calculated between the marked and the attacked-marked files. The parameters of the attacks are defined based on SMBA web site [12] . For example, in AddBrumm, 1-7000 shows the strength and 0-1500 shows the frequency. This row illustrates that any value in the range 1-7000 for the strength and 1-1500 for the frequency could be used without any change in BER. In fact, this table shows the worst and best results for the five test signals based on BER and, in the case with the same BER, based on limitation of parameters. When the BER is (slightly) greater than zero, it can be made zero by using Error Correction Codes at the price of reducing the capacity. As mentioned above, depending on the specific application the parameters can be changed. E.g. by using frequency band 4-16 kHz and α = 0.25 for the clip "Citizen, Go Back to Sleep", the obtained capacity is 6460 bps and ODG = −0.7, but robustness is decreased.
A very relevant issue in audio watermarking is computation time. As FFT is a fast transform, this method is useful for real-time applications. The extracting time is about 20% of the file playing time. Thus, it is perfectly possible to recover the embedded data in a real-time scenario. It is worth mentioning that these computation times have been obtained with an Intel core (TM) 2 Duo 2.2 GHz CPU and 2 GB of RAM memory with MATLAB.
Conclusion
In this paper, we describe a robust high-capacity watermarking algorithm for digital audio which is robust against common signal processing attacks. The ratio between the interpolated error to the interpolated sample and the selected frequency band are the two parameters of this method which can be selected adaptively to regulate the capacity, the perceptual distortion and the robustness of the scheme. Furthermore, the suggested scheme is blind. The experimental results show that this scheme has a high capacity (about 3 kbps) without significant perceptual distortion (ODG about −0.5) and provides robustness against common signal processing attacks such as echo, noise, filtering, resampling, and MPEG compression (MP3). Besides, the CPU time required by the scheme is short enough (about 20% of the playing time) to use it in real-time applications.
