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A characterization of local functionals on Cm(G), the space of real continuous 
functions with compact supports on a locally compact space G, is given. Such 
functionals were defined by Gel’fand and Vilenkin, as they occur in the analysis 
of generalized random processes with independent values. The preceding 
characterization is then used in a representation of the characteristic functionals 
of the above processes on C,(G), and results analogous to those of Gel’fand and 
Vilenkin on a Schwartz space are obtained. Since C,(G) is not nuclear, this study 
presents new problems and it largely complements the earlier work. 
I. INTRODUCTION 
An extension of the concept of linear functionals on vector spaces is the 
notion of a local functional which arises naturally in the study of generalized 
stochastic processes and elsewhere. Other names attached to this concept in 
the literature are additive functionals, orthogonally or disjointly additive 
functionals, based on their diverse applications. Since the present interest is in 
applications to probability theory, and since a problem on characterizing these 
functionals was raised by Gel’fand and Vilenkin ([7, Chap. III, Sect. 4.1, foot- 
note 21) under the name “local functional” on the vector space LX?, the Schwartz 
space of infinitely differentiable real functions vanishing off compact sets, this 
terminology will be utilized here as was done in [17] before. Thus a functional I 
on a topological vector space 9 of scalar functions on a set Q is local if 
4fi + fi> = 4fd + UJ for all fi E E . - I - 1, 2, with fi . fs = 0 and 1 satisfies 
a suitable continuity hypothesis. If 9 = CIO, 11, the real continuous function 
space on the interval [0, I], a characterization of Z was given first in [3] and it 
was extended ins5,6] by replacing [0, l] with a compact set. If F = Lp(Q, JY, II), 
1 <p ,( co, a similar result was obtained in [15]. There are extensions if 9 is a 
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Banach space of the above types with vector-valued functions. Since X is not a 
Banach space, a somewhat different argument is needed for an analogous charac- 
terization. In fact, because of the nonlinearity of 1, the method of proof in each 
case is involved even though all these results ultimately are based on a Radon- 
Nikodym-type argument. 
In the present paper 9 = C,(G), th e vector space of real continuous functions 
of compact supports, on a locally compact Hausdorff space G. Here 9 is endowed 
with the inductive limit topology so that it becomes a locally convex bornological 
space, which is quasi-complete in the sense of [20] if G is also paracompact. 
Since C,(G) is not necessarily nuclear, the representation of E needs a new 
demonstration. Such a result is obtained in the next section for general locally 
compact spaces G as well as for the case that G is, in addition, an amenable (in 
particular solvable or abelian) group and I is translation invariant. Also an 
extension of [6] is given for another characterization, and in Section 3 a general 
representation theorem is presented together with a specialization to the Riesz- 
Markov theorem and related remarks. 
The above structure theory is more interesting when its application to proba- 
bility theory is made. Therefore, the study of the generalized random processes 
of [7] on X is now made on C,(G) in the rest of the paper. This work generalizes 
and illuminates the corresponding results on characteristic functionals and the 
extended Levy-Khintchine formula obtained in [7, 181, while simplifying some 
computations at the same time. Thus in Section 4 the structure of such func- 
tionals, for generalized random processes on C,(G) with independent values at 
each point, is presented. It is also possible from this to obtain a LCvy-Khintchine- 
type formula for these functionals, and it is given in the last section. It is interest- 
ing that this formula depends on a parameter t in G and if G = Iw, it coincides 
with the familiar results of [7, 181. 
Precise versions and proofs of these statements will now be given. Some of 
the results of the next section were included in [17] with stronger hypotheses. 
II. LOCAL FUNCTIONALS ON C,(G) 
In this section two results on the representation of local functionals on C,(G) 
are given, and their relations will be indicated later. The following is the main 
result of this part. 
THEOREM 1. Let M: C,(G) + R be a mapping satisfying the following three 
conditions. 
(i) (Sequential continuity). If {fn , n > l> C C,(G) is a bounded pointwise 
conoergent sequence, then {M(fn), n > l} C [w is Cauchy. 
(ii) (Additivity). M(f, +f2) = M(f,) + M(fJ for all fi , f2 such that 
fi . f2 = 0 for which the terms are defined. 
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(iii) (Bounded uniform continuity). For each E > 0, K, > 0, there is a 6 
(= S,,Ko > 0) such that /ifi I) < K,, , fi E C,(G), i = 1, 2, iIf1 - fi (1 < 6 imphes 
I M(f,) - WcJl < E where Jj . 11 is the unzform norm. 
Then M admits a representation as 
Wf) = ~GWf(t)t ) W), f E C,(G), (1) 
where TV is a Radon measure on G and Y: 173 x G -+ Iw satisfies, 
(a) Y(0, t) = 0, and Y( ‘, t) is continuous for almost all t E G, 
(b) !P(x, .) is ~-measurable for all x E [w, and 
(c) for each f E C,(G), Y(f (t), t) is bounded for almost all t, and for any 
(fn 9 n > I} as in (i), (Y 0 fn , n > I} is Cauchy in Ll(p). 
If moreover G is an amenable group (meaning the space Cb(G) of bounded 
continuous scalar functions admits a (left) invariant positive linear map with constant 
functions as fixed points) and M is (left) invariant in that M(T$) = M(f), 
f E C,(G), s E G, where (rSf)(x) = f (s-lx), x E G, then Yin (1) can be chosen to be 
independent of t (so Y: Iw --f [w) with properties (a)-(c), and p as a (left) Haar 
measure on G. 
Conversely, zf Y and TV are given with properties (a)-(c) above, and M is defined 
by (I), then it is a localfunctional verifring conditions (i)-(iii), and is (left) inwariant 
in the group case where (Y, TV) satisfy the conditions of the preceding paragraph. 
Proof. The details will be presented in steps for convenience. 
1. Let B,(G) be the class of all functions on G which are bounded pointwise 
limits of sequences from C,(G). Then B,(G) IS a linear subspace of the vector 
space of all bounded Baire functions on G, vanishing at 00, and C,(G) C B,(G) 
which is uniformly dense. 
If A is compact and U is a bounded open set such that A C UC G, which 
exists by [8, p. 2181, then for any h > 0, there is a p:,” E C,(G) with P:,~ = h 
on A, andpi,, = 0 on UC = G - U, by the Urysohn theorem. Such a function 
can be called a “peak” of height h and base A, as in [3]. If now A is a compact 
Baire set, then by [8, p. 2401 there is a set of peak functions { P:,~, , n > l} C 
C,(G) such that pi,V, 4 hxa pointwise where xa is the indicator of A. Hence 
xA E B,(G). Also if A, B are compact Baire sets, then the equations xA-e = 
XA - Xane and XAUB = XA -k XB - XA~B and the linearity of B,,(G) imply that 
hA-e, x,,& C B,(G). Thus the class 55 = {A: xA E B,(G)) is a ring and contains 
the ring W generated by the compact Baire sets. This reduction is used below. 
II. With (i), M can be extended to B,(G) as follows. If A C G is a compact 
Baire set, then there are bounded (fn , n 2 l> C C,(G), fn 4 xA as above so that 
(M(fJ, n 3 1) is Cauchy in R. Let its unique limit be denoted @(xA) = 
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lim, M(fn). Similarly, if f = ET=, aixa , A, are disjoint compact Baire sets, one 
defines B(f) uniquely. It is clear that &f(f) = M(f) for f E C,(G). If A, B in W 
are compact and disjoint, then by (ii) B(xA + xB) = lim, M(frn +fin) = 
lim, PGJ + Wfd) = @CxA) + fiI(xd, since by the normality of the space 
G, there are open bounded disjoint neighborhoods U,, , Ua, of A, B; the 
fin =PA,U E C,(G), i = 1, 2, qualify here. Then @ is additive for simple 
functions &ed on 9. 
(III). For each A E V? and h E lR, define a set function pub by the equation 
&A) = M(hxA). Then by the preceding step pls: W - [w is additive and 
~~(4) = &!f(h . 0) = M(O) = 0. The idea is to extend tag to a regular content 
so that it generates a Radon measure on G. For this however, CL,, should be 
defined for more sets. This is done as follows. 
Let pLh* be the Jordan decomposition so that p,, = ph+ - TV-. Now consider 
Phi, and an identical argument applies to ph-. By the Hahn-Banach theorem 
one may extend Pi+, denoted &+, to be finitely additive on the class of all 
B(G), the power set of G. Next for each closed set F and open set E in 9(G), 
h E Iw, define (here Fh+ can be assumed > 0; cf. also [20, p. 2271) 
hlh(F) = inf{,&+(E): E 3 F}, 
Xzk(A) = sup{hrk(F): F C A}, if E B(G). (2) 
It is verified quickly that hzh are increasing, nonnegative, and hih(A) < 03, 
i = 1, 2, if A is compact. Let &* (CB(G)) be the class of all Xak-measurable 
sets, which is an algebra, in the sense of Caratheodory where one uses the closed 
sets of G as a test class. Let 9’” be the algebra determined by the closed sets of 
G. Then it follows from the classical theory that W* C 9? and that if hh = Xeh / 95’*, 
then Xh is additive, nonnegative, and regular. The latter means that for each 
,4 E B(G), 
Ah(A) = sup{P(F): F C A, closed}, (3) 
and h”(F) = Xlh(F) = hzh(F) for all closed sets F C G. Moreover, 
Ah(A) = inf{hk(Cr): LrT> A, U open}, -4 E cJ(W”). 
These facts are, of course, nontrivial. But they follow from [4, pp. 263-41. 
Since 9* is an algebra, Xh now qualifies to be a regular content, because of (3). 
It was noted in Step II that A?(hxA) = lim, M(fn) and llfn I/ < 1 h 1, 11 > 1. 
Thus (iii) implies that 1 fi(IzxA)I < pi / h 1 < co for all compact -4 in 99. It then 
follows from [8, p. 2181 that 1 ph(A)l < o( 1 h 1 for all A E V, and since the 
Hahn-Banach extension preserves bounds, it finally results that hh is a bounded 
regular content on 99*, which is the algebra determined by all the closed sets of 
G. The regularity here enables one to invoke the Henry extension theorem 
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[9, p. 2391 to conclude that hh admits an extension to a Radon measure, Ah on the 
Bore1 algebra a(%‘*) of G. Now a similar procedure applied to ph- yields a Radon 
measure &,h on e(W*) and if X,h = Ah - Xgh which is a real (bounded) Radon 
measure on G, one has for each compact A in W, m(&J = ~~(4) = hh(A). 
Using this, the desired representation (1) will be obtained. 
IV. It is first necessary to show, using (iii) again, that hh depends on h 
continuously. Since continuity is a local property, it is enough to show this 
with h belonging to compact intervals. Thus for each E > 0, k > 0, it is asserted 
that there is a 6 (= SE%, > 0) such that 1 h,h(B) - /\,h’(B)I < E uniformly in B 
(+L%!*)) for all h, h ’ in [--K, K] verifying 1 h - h’ / < 6. Suppose, if possible, 
this is false. Since Ah (and Xgh) is a Radon measure by Step III, it is inner regular 
also, and (slightly stronger than (3)) one ha&(A) = sup{AA(C): CC A, compact}. 
This is a known property of Radon measures. Also in a locally compact space 
each Bore1 set is the union of a Baire set and a Ah-null Bore1 set, as is well known. 
With these two properties, the supposition implies the following: there exist a 
sequence of compact Baire sets A, , A, ,..., in G, and a pair of numbers h, , h, 
in [--K, K], such that 1 @(A,) - @(A,& > E, for ( h, - ha 1 < 6/2, rr >, 1. 
But @(-%z) = I-Lhjfln), i = 1, 2, 71 > 1, by construction. So there exist fLm in 
G(G), such that f& 4 hxA, , III% II < A, and M(fb,) - @(h,xa,) = ph,(&), 
n~l,j=1,2,asm~co.Since~h,-~h,I<S/2,thereism,suchthatm~nz, 
implies Ilfim -f& 11 < 6, n > 1. By (iii) since thef’,, are uniformly bounded, 
one has 1 M(f$,,) - M(fi,)J < c/3. Also by (i) and Step II there is an ma > m, , 
such that 
Hence for m > m, , one has 
This contradiction shows that the supposition is false and hoh depends on h 
continuously for all h E Iw. Note also that A0 = 0. 
V. To obtain a common measure, let h, , h, ,..., be some enumeration of 
the rationals in R. Define a measure p as 
(4) 
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where / h / is the variation of A. Since each Aeh is bounded and Radon, it follows 
that TV is a finite Radon measure on G and that by Step IV, Aoh is p-continuous 
for all h E Iw. Hence by the Radon-Nikodym theorem, there is a Bore1 function 
‘u,(.) such that 
(5) 
where Y(Jz, t) = Y*(t), h E [w, t E A, and = 0 if t $ A. It is now easily seen that 
the continuous dependence of Aeh on h implies that Y(., t) is continuous, 
Y(0, t) = 0 for p-almost all t, and that (i)--(iii) further imply properties (a)-(c) 
for Y. Here only property (c) needs some computation. However, this follows 
from (i) and (iii) by use of the Vitali theorem, as in [15, p. 4521, and it need not be 
repeated. If now Ml(f) = sG Y(j(t), t) &(t), f E C,(G), then Mi extends to 
B,(G) satisfying (i)-(iii), and coincides with il? there. Hence Mr Ie,(e) = 
A? lc,tc) = AZ. Thus (1) is true as stated. 
VI. Next suppose that A4 is translation invariant and G is amenable. Then 
using (1) this becomes, ~~(7~--1(A)) = lim, M(T~ of,J = lim, M(f,J = p*(A), 
where f,, + lllxA , 7,(A) = {sa: a E A3 so that TV 0 fn -+ 7JxA) = X+(~) , A E W 
(compact). Thus ph (in the notation of Step III) is invariant on 9. Since G is 
amenable, by a result of [21, Theorem 151, p,, can be extended to b, on 9(G) 
so as to be additive and invariant. Then the earlier procedure (cf. (3)) gives 
h,“(A) = &A) for all closed A in S(G) so that Aah is also invariant on all closed 
sets. Since such sets generate the Bore1 u-algebra of G, by the essential uniqueness 
of a left Haar measure on G, it follows that A,,* = ahh where X is a left Haar 
measure and ah is a constant depending only on h. It now results from the work 
of Step II-, that a(.): [w -+ aB is a continuous function. Thus for A E W, h E BB, 
I(?l(hxA) = X,,*(A) = a(h) X(A) = j a(h) dh 
A 
= G @@x,&N WhI (6) 
where @(hxA(t)) = a(h) for t E A, and -0 for t 4 A. Since a is continuous, 
a(0) = 0, it follows as in the preceding step that @ satisfies the corresponding con- 
ditions (a)-(c), and if k&(f) = so @ 0 f(t) dX(t), f E C,(G), then Mi I,--,o, = M 
with X as a (left) Haar measure. Thus the stated representation of M holds in all 
cases. 
VII. For the converse let M be given by (1). Since Y(0, t) = 0, it is clear that 
(ii) holds when (i) is proved. But if {f,L , n 2 1) C C,(G) is a bounded convergent 
sequence, then (Y 0 fn , n 3 1) is Cauchy in L+) by (c). This implies that 
{AI( 71 >, I> is a Cauchy sequence in Iw by means of the Vitali convergence 
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theorem, which is (i). A function Y satisfying (i) and (a)-(c) is said to be of 
Caratheodory class, ca+r(G, p), relative to CL, as defined in [13, p. 201. 
Now to prove (iii) one proceeds indirectly, as in Step IV, Since B,(G) C 
La(G, CL), the necessary argument is essentially the same as in [15, p. 4541 to 
derive a contradiction to (c). This again will not be repeated. Hence (a)-(c) 
imply (i)-(iii) for Mdefined by (1) so that it is a local functional. In the translation 
invariant case, since h is a Haar measure, and Y is independent of the second 
variable, a simple change of variable shows that M is also translation invariant. 
Here the fact that G is amenable is not needed! This completes the proof of the 
theorem. 
Remark. Unlike the case that 9 =D(Q, Z; CL), a class carJ’*l(Q, CL) of [13] 
is not available when 9 = C,(G) since no measure p is at hand to start with. 
Thus condition (i) and then property (c) take its place in the present formulation. 
Note also that if M: C,(G) -+ C, the complex field, one gets a complex 
integrand ‘Y in (1) by considering the real and imaginary parts of M which are 
seen to be local. This fact will be used later on without further comment. 
Another characterization, based on a different set of conditions on M, will now 
be given. These are inspired by the work in [5, 61, which is an extension of the 
earlier results of [3]. 
THEOREM 2. Let M: C,(G) --f [w be a functional satisf-ving: 
one h:‘) (Strong additivity). For any f< E C,(G), i = 1, 2, 3, with f2 . f3 = 0 
wfl + fi + f3) = M(fl + fi) + M(f1 + f3) - M(f,)* 
(ii’) (Boundedness). If B1, = {f~ C,(G), I[f 11 < b}, then (M(f), f E Bb} is 
a bounded set of [w for each b > 0, and M(0) = 0, where I[ . I[ is the un;form norm. 
(iii’) (Bounded uniform continuity). For each F > 0 and k > 0 there is a 6 
(= S,,, > 0)suzh thatforallJ/g, 11 < k,g, E C,(G),i = 1,2,satisfying/jgI-g,(/ < 
6 one has ( M(g,) - M(g,)! <c. 
Then there exists a pair (Y, ,u) having properties (a)-(c) of Theorem 1 in terms of 
which M admits the representation (1). If, moreover, G is an amenable group and M 
is (left) invariant, then ?Pz Iw --f Iw is independent of the second variable with p 
as a (left) Haar measure on G. 
Conversely, if the pair (Y, p) satisfies conditions (a)--(c) and M is defined by (I), 
then M satisfies (i’)-(iii’), with invariance also in the group case. 
Proof. Let us begin with the remark that the boundedness in (ii’) is stated 
for convenience and it is, in fact, a consequence of (iii’). M(0) = 0 may also be 
omitted if G is compact (or in the general case that TV is finite). The proof starts 
with the work of [5, 61 which is the key part. 
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Thus let SC G be an arbitrary compact set and C(S) C C,(G) be the sub- 
space of functions with supports in S. If MS = M 1 C(S), then M(S) clearly 
satisfies (i’)-(iii’). Hence, by [5, Lemma 15; 61, there is a finite Radon measure 
psh on S such that pSIL(A) = lim, M,(f,) for a certain net cfa , OL ~1) C C(S) 
and any closed set A C S. Now by [lo, 5 II.451 there is a Radon measure $ on 
G such that ph(A) = pLSh(A) for each Bore1 set A C S and ph(B) = psh(B n S) 
for all open sets B of G. Since MS = MS, = MsIns on C(S, n S,), where 
S, , S, are compact sets in G, it foiows from the co&truction of [5, 61 that 
Pip) = Pip) = P:,~~,(A) (= Msz(hxa)) for all A C S’, n S, so that 
bSh, SC G, compact} is compatible and hence the above p-” works for all psh. 
Thus ph is a real Radon measure (not necessarily unique) determined by the 
family of compatible (pFLsh, S C G} above. Since each 1 pLsh 1 is bounded for each h, 
uniformly in S, so is ph. This compensates the work of the first three steps of 
the proof of Theorem 1. Next using (iii’) one shows as in Step IV of that proof 
that ph depends continuously on h. The rest of the argument is similar to that of 
Theorem 1. 
Thus if {K, , n > l} is an enumeration of the rationals in R, one defines p as 
&1 I Pkn I (.) 
n=l 2” 1 + I CL’” I (‘3 
and since ph is now p-continuous and TV is a finite Radon measure, it follows as 
before that there is a ?Pz Iw x G --f [w having properties (a)-(c), and (1) obtains. 
For the group case, let (1) be established as above. Then by the converse 
part of Theorem 1, this M is the same as that obtained earlier. Hence M being 
(left) invariant, by that result !P can be chosen to depend on the first variable 
only and p as a (left) Haar measure. This yields the sufficiency of the theorem. 
The converse is easy and is the same as in the preceding result. Alternataly 
one can also appeal to [5,6] on each compact set S C G for which (i’)-(iii’) holds. 
This implies the result on G also, since otherwise one can produce a contradic- 
tion, with a standard argument, by reducing it to a compact set. This yields the 
result in all generality. 
III. A GENERAL REPRESENTATION PROBLEM AND REMARKS 
The most involved part of the proof in [5, 61 as well as [3] is in constructing 
the set function ph from M based on (i’)-(iii’), since M(hx,J is not a priori defined 
for Bore1 sets A C S where S is compact. However the preceding two results 
show that the two different hypotheses are mutually obtainable from each other. 
In other words, the following general representation holds. 
THEOREM 3. Let M: C,(G) + R be a frmctimal. Then the following three 
statements are equivalent: 
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(A) M satisfies conditbns (i)--(iii) of Theorem 1. 
(B) M satisjies conditions (i’)-(iii’) of Theorem 2. 
(C) M admits a representation (1) for a pair (Y, p) verifring conditions 
(a)-(c) of Theorem 1. 
Note that the equivalence is in the sequence (A) 0 (C) 0 (B) by the above 
section. A direct proof of (A) 0 (B) appears difficult. 
It is of interest to specialize this result for the case that M is linear. Then one 
has for each Bore1 set A C G. 
M((f + g) xA) = WfxA) + WgxA, f, g in Cm(G) 
and the implication (A) =z- (C) gives 
s, Wf + g)(t), t) 44) = J:, Yf (t), t) 44) + s, %W, t) 44). 
Since A is arbitrary and /I is Radon, this yields 
Wf + g)(t), t) = Yf (t>, t) + ul(dt), 49 a.a.(t), (7) 
for all f, g in C,(G). By the continuity of Y(., t), this functional equation has 
the solution Y(f (t), t) = a(t) . f (t), f or some real Bore1 function 1y which has 
the property that a(.) is bounded on compact sets. Let dv = 01 dp. Then v is a 
real Radon measure and one has 
M(t) = S,f (t) dv(t), f~ Co(G). (8) 
Since by construction, Y > 0 if M is positive so that OL > 0, it follows that v is 
a (positive) Radon measure if M is positive. This is the classical Riesz-Markov 
theorem which is thus a consequence of the above result. Hence using (B) + (A), 
one has: 
COROLLARY 4. If M: C,(G) + Iw is a positive continuous linear functional, 
then there is a (positive) Radon measure von G such that (8) holds. 
In this representation, if M is invariant then Y(f) = af, where (Y is a constant 
and then v becomes a Haar measure. Again all the preceding results hold for 
complex functionals, as remarked before. 
A KEY REMARK (5). If M were assumed additive and sequentially continuous 
(i.e., only conditions (i) and (ii) of Theorem l), then one can get an additive set 
function p such that 
M(f) = s, Y(f (t), t) 44th 
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for all f of the form f = & aixa , Ai being disjoint compact sets in Y(G) and 
Y(h, .) is measurable, but ?P(., t)‘is only defined on at most a countable set of 
points of I%. Thus some additional uniformity condition such as (iii), of 
Theorem 1 is necessary to extend the result for all elements of C,(G). Simple 
examples show that such an extension does not hold if no additional (uniformity) 
hypothesis is made. In [17] a stronger condition than (iii) was assumed, namely, 
uniform continuity on all of C,(G), or on X. In abstracting it for Mutheniatical 
Reviews, it was noted that this condition is stronger than needed, and then it 
was incorrectly suggested that the condition be simply dropped. This is not 
admissible as seen above, and condition (iii) is the desired weakening. However, 
if 9 =P(sZ, Z, p) is the space considered, in place of C,(G), then a further 
weakening is possible as seen from [14]. When no measure is a priori available, 
as in C,(G), conditions such as those given in Theorem 3 are essential. 
It will be shown in the rest of the paper, using the above representation, that 
several probabilistic results given for the Schwartz space X in [7, IS] have 
analogs on C,(G), even though the latter is not a “nuclear space.” This work 
will also indicate how one may consider other function spaces in these studies. 
IV. A PROBABILISTIC APPLICATION 
It is first necessary to recall briefly the concept of a (stationary) generalized 
random process on the space C,(G). Let (Q, I=, P) be a probability space and 
Lo(P) be the vector space of (equivalence classes of) real random variables 
endowed with the topology of convergence in probability. Recall that C,(G) = 
u (C(S): SC G, compact}, and it is a locally convex space with the inductive 
limit topology. Let F: C,(G) -LO(P) b e a continuous linear mapping. Then F 
is called a generalized random process (g.r.p.). If Lo(P) is replaced by D(P), 
p > 1, then this is equivalent to saying that F, = F 1 C(S), S C G compact, is a 
continuous mapping for each S, by [20, p. 541. A g.r.p. is said to have independent 
values at every point if for all f, g in C,(G) with f . g = 0, one has F(f ), F(g) to be 
independent random variables inLO( If G is also a group and 7g is the transla- 
tion operator, then the g.r.p. F is stationary if F(f) and F(-rsf) are identically 
distributed for all s E G and f E C,(G). Th ese concepts are adapted from [7]. 
The characteristic functional (ch. f.) of a g.r.p. with independent values is 
intimately related to certain local functionals on C,(G), and thus the theory of 
the preceding sections will be useful in their structural analysis. Such a study 
was carried out in [7, 181 on X. However different tools are needed for C,(G). 
A mapping L: C,(G) --f C is the ch. f. of a g.r.p. F, if L(f) = E(eiF’f)) (E stands 
for expectation) and if F has independent values at each point, then 
L(f + g) = L(f) . L(g), f ‘g =O,f,g in C,(G). (9) 
Since C,(G) is not a nuclear space, to identify the functionals L on C,(G) 
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which are ch. f.‘s of some g.r.p.‘s, it will be useful to recall the notion of Sazonov’s 
topology 9 on a locally convex vector space s. It is a locally convex topology 
defined by the set of continuous seminorms generated by all the nonnegative 
quadratic forms Q of finite trace on 9 in the following sense (cf. [2, Chap. IX, 
p. 911): 
Given a pair of nonnegative continuous quadratic forms Q and H on 9 such 
that if {ej , i E r) is an orthonormal set ins for H, and one has supn zyzl Q(ei) = 
trace(Q/H) < co, then consider all such pairs. The topology for Y is then 
defined by the neighborhood system as follows. For each n > 0, E, > 0,l ,< i < 
n, and the (above type) quadratic forms (Q, , H,);, a neighborhood off, E 9 is 
WrJ : 61 ,A.., 6,) = {f: Q,(f -fo)’ -=c •,~, j = I,..., n}. (10) 
This is a locally convex topology and is coarser than the given one for 9 and 
both coincide iff the given topology is nuclear (by definition). In the case that 
9 = C,(G), noting that each evaluation mappingftif(w) defines an element 
of (C,(G))*, one can take the (Q, H) as follows: let vi, pz be Radon measures on 
G such that vi is dominated by p,. Let Qi: f w JG f (w)2 dvi and Hi: f t3 
Jcf “(WI dcLi . S u P pose trace(Qi/Hi) < co and use these Qi for the topology. This 
condition is satisfied if (wii , j E Ji} C G is a set such that pi({wij}J = 1 and 
Jcsf (wJ2 &i = I&f h,h < cc for each f E C,(G) and vi({w,,}) = hij such 
that &, Aij < co, then it is easily seen that the {Qi , i ~1) define the Y- 
topology since the evaluation functionals form a total set on C,(G). In this case 
(10) becomes, if Qi is denoted by {hlj , j E Ji}, i E I, 
= 
1 




In (11) the infinite sums may be replaced by all finite sums since such sequences 
are total in P-spaces p > 1, or that the measures with finitely many jumps form 
a total set in the space of Radon measures (C,(G))*. 
The above discussion is used to verify the following sufficient condition of 
interest in applications. 
LEMMA 6. Let G be locally compact andparacompact. A mapping L: C,(G) -+ 
@ which is continuous for bounded (in the given topology of C,(G)) pointwise 
comergent nets in C,(G) is also continuous in the Y-topology. 
Proof. If fa + f and {fa , f }. C C,(G) ’ is b ounded, then, by paracompactness 
of G, the set {fa , f}, C C(S) for some compact set SC G (cf. [2, Chap. III, 
p. 421). Since f E C(S) and fa -f p om wise, ’ t by ArzelP’s theorem (cf. [4, IV. 
6.1 I]) fa -+ f quasi-uniformly. This means, given E > 0 and % , there exist 
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(YE >, q, i ;= I,..., n, such that Ifa, -f(w)] < E for at least one 1 ,< i < n 
and all w E S. From this, for each probability v with finitely many points of 
increase, and the corresponding positive continuous quadratic form Qy , one has 
Qy(& -f) < E*. It then follows easily that f, +.f in the Y-topology also, 
since such measures are dense in the vague topology of measures (cf. [2, Chap. 
III, p. 711). Hence L is continuous in the Y-topology, as asserted. 
It is clear that other convenient sufficient conditions can be formulated to 
imply the .Y-continuity. For the following work the continuity in the Y-topology 
will be essential, but the results can be reformulated using the above type 
specialized conditions. 
THEOREM 7. Let L: C,(G) 4 UZ be a mapping. If it is a ch.f. of a g.r.p., then 
(i) L(0) = 1, (ii) L is positiue definite, and (iii) L is continuous in the topoZog-v of 
C,,,(G). On the other hand, a mapping L satisfying (i), (ii), and (iii’) L is continuous 
in the Y-topology on C,(G), then it is the ch.f. of a g.r.p. F on C,(G) into Lo(P), 
on some probability space (Q, 2, P). 
Proof. If L is a ch.f. of a g.r.p., then (i) and (ii) are immediate. To prove 
(iii) since C,(G) = lim C(S), the direct limit, and L: C,(G) --f C, it suffices to 
show, on using the fact that C,(G) is a bornological space and ([20, p. 62]), 
that for each sequence fn -+ f,, in C,(G). one has L(fJ +L(f,). Since L(f) = 
E(exp iF(f )) and F . 1s continuous, F(fJ + F(f,) in Lo(P). P. L&y’s continuity 
theorem then implies that L(tf,J -+ L(tfo) uniformly in t E Iw. Hence (iii) is true. 
For the sufficiency, let L: C,(G) -+ @ satisfy (i), (ii), and (iii’). Then for each 
real tl ,..., t, and any fixed fi ,..., f,, in C,(G) the function pI, ,.... f,: (tl ,..., t,) H 
w,f,+...+Lf,)’ p t 1s osi ive definite and continuous on W with value one at 
the origin. So by the classical Bochner theorem it determines a Radon probability 
P~,,...,~, on (W)*. This is identifiable with (C,(G))*/xll, where Z1 is the linear 
span of fi ,...,f,, and %I I is the annihilator of Z1. It is seen that {cL~~,...,~. , 
n >, l} forms a projective system, as in [7, p. 3491. Then by [l, Theorem 5.4.51 
this system determines a probability measure p not on X*, where 3 = C,(G), 
but generally on the far larger space (%**)‘, which is the algebraic dual of ?E**, 
with its projective limit topology. In this, it may even happen that 3* has p- 
measure zero! (Cf. [19, Chap. I], for a discussion of this point.) It is here one 
needs the hypothesis that L is (not merely continuous in the original topology of 
% but is) continuous in the weaker Y-topology. Then by the Minlos theorem 
in the form of [2, Chap. IX, p. 911, p is supported on (Z-J*, the adjoint space, 
when 3 is endowed with the Y-topology. It is a consequence of the Mackey- 
Arens theorem that this space is identical with %* (cf. [20, p. 1311). Thus 
L(f) = s,* encF.f> dp(F). (12) 
This implies that <J’, f} is a random variable whose ch.f. is vf: t wL(tf), and 
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that of z.,“=, t#,f,) has the value ‘pr, ..., f,(t, ,..., t,J. By the linearity of the 
duality pairing, it follows that the above sum is (F, C& tifi) and that F is 
linear, defining a “weak distribution, ” in the sense of Segal (cf. [19, pp. 26-291 
for a discussion). To conclude that F is a g.r.p., it remains to verify its continuity 
from S to LO(p). 
It suffices to show the continuity of F at 0, by linearity. Thus let fa 4 0 in 
ZZ = C,(G). It is asserted that F(jJ -+ 0 in probability. Suppose this is false. 
Then there exists an E > 0 and for each (Y, an index ,& 3 a such that d(F(f, ), 0) 3 
E, where d(X, 0) = E( 1 X I/( 1 + 1 X I)) is the metric ofLO which is eqlivalent 
to convergence in probability. On the other hand, the continuity of L in the 
.Y- and hence the x-topology implies for each 7 > 0 there is an 01,, such that 
I L(f,) - L(O)\ < r, for all a > all . Setting rl = l/n and 0~~ == a, , it follows that 
foreacht~IW,~L(tf,)-l~~Oasn-tco,sinceL(O)=1.HenceF(f,)-tO 
in distribution and ii this case (since the limit is a constant) it is the sime as 
convergence in probability. Thus d(f=,), 0) --j 0 and taking 01, as a! and n > 
(1 /c) + 1, one gets a contradiction to the choice of ,8, . It then follows that F is 
continuous, and hence is a g.r.p., on C,(G) with L as its ch.f. This completes 
the proof. 
Remark. The sufficiency condition is the “best” in the sense that if C,,(G) is 
replaced by a Hilbert space &‘, then p is supported by A?* iff L is continuous 
in the Y-topology by a result of Prokhorov and Sazonov (cf. [2, Chap. IX, 
p. 921). Since the Y-topology and the given topology are identical for nuclear 
spaces, (iii) and (iii’) are the same, and the result recovers [7, Theorem 2, p. 3501. 
The following consequence is useful. 
COROLLARY 8. A mapping L: C,(G) -+ @ satisfying conditions (i), (ii), 
and (iii’) of the above theorem is the ch.f. of a g.r.p. with independent values ZF (9) 
also holds. 
Proof. By the theorem L is a ch.f. of a g.r.p. F. If F has independent values, 
(9) holds as seen before. Conversely, if (9) holds for all fi , f2 in C,(G) with 
fi . f2 = 0, then for any real t, , t, , tif, E C,(G), i = 1, 2, and have disjoint 
supports. Hence 
v,1.f*(tl 9 k?) = L(t,f, + t,f*) = L(4fl) .L(t2f2) 
= F&l> %,PJ. (13) 
Since T~,,~, is a ch.f., the uniqueness theorem for ch.f.‘s implies F(fJ and 
F(fJ are independent and F(t,f, + t&) = t$(fi) + t,F(f,), a.e. This yields 
the result. 
Remark. It is not enough to verify only that ~f,,r,(t) = tpf,(t) cpf,(t), since the 
latter equation can hold for nonindependent random variables. 
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The main result of this section is the following: 
THEOREM 9. Let L: C,(G) --f @ be a ch.f. of a g.r.p. with independent walues 
and satisfy the following two conditions: 
(i) For each bounded pointwise convergent sequence cf, , n 3 I} C C,(G) 
the set {L(f& n 2 l} C @ is Cauchy, and (9) holds whenever the terms are defined. 
(ii) For each E > 0, I& > 0, there is a 6 (= S,Ke > 0) such that 11 jL 11 < K,, , 
i = 1, 2, and /j j, - ji II < S implies 1 - E < 1 L(fJL(fJ < 1 + 6, (\I . (1 is 
uniform norm). [This (ii) may be replaced by others so that L( .) newer vanishes.] 
Then there exists a (bounded) Radon measure TV on G and a Y: !I3 x G + @ 
such that: 
L(f) = exP (jG Y(f (t), t) C(t)), f E C&3. 04) 
where Y satisfies conditions (a)-(c) of Theorem 1 and also the following two: (d) for 
au.(t), Y(-x, t) = Y(x, t) (b UT or complex conjugate), and(e) exp(J, Y( ., t) dp(t)) j 
is positive dejkite for all bounded Bore1 sets d C G. If G is also an amenable group 
and L(-r,f) = L(j) for s E G, Jo C,(G), then Y curt be chosen to be independent 
of the second variable and TV as a Haar measure. 
Conversely, ij Y(., .) satisfies the abowe conditions (a)-(e), and TV a Radon 
measure, such that L de$ned by (14) . is continuous in the Y-topology, then L is a 
ch.j. of a g.r.p. with independent values at each point and satis$es (i) and (ii). 
Moreover ij G is a group with t.~ as a Haar measure and Y: Iw -+ @, then L is the 
ch.f. of a stationary g.r.p. with independent values. In either case, (e) is equivalent 
to the conditional positive definiteness of Y(., t) for almost all t E G, in the sense 
that for any a, , . . , a, in @ with C,“=l ai = 0, one has 
i Y(Xi - x, , t) a& Q3 0, a.a.(t). 
i.Fl 
(1% 
Proof. First observe that L(.) never vanishes. In fact, suppose that there is an 
jr, E C,(G) for which L(f,) = 0. If S = supp(fO), then S is compact and non- 
empty, and consider C(S) C C,(G). G iven l > 0, there is a 8 > 0 such that, by 
(ii), if U(fo , 6) = (f: (1 f - j0 II < A}, then 1 - c < 1 L(f)/L(jJ < 1 + E for 
all Jo U(fO , 6). Hence L(f) = 0. S’ mce L is a ch.f. on C,(G), it is uniformly 
continuous there (cf. [2, Chap. IX, p. Sg]), because C,(G) is a barreled (and a 
bornological) space. If K1 = /If0 11, and n > (K&3) + 1, then U(0, n6) 3 U(f,, 6) 
and there exist fi ,..., jzn in U(0, n6) such that [I ji - j,,l Ij < 6 and L(fi) = 0, 
i = 0, I,..., 2n. Hence L I U(0, n8) = 0. But then L(0) = 0 which contradicts 
the fact that L(0) = 1 for a ch.f. Thus L never vanishes on C,(G). 
Next define the functional n-l by the equation M(j) = Log L(f), where the 
principal branch of the logarithm of L(f) is taken. As is known, this can be 
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done in such a way that M(.) inherits the continuity properties of L. NOW (9) 
implies that M is additive. By (i) L, and hence M, is defined on bounded Baire 
functions of compact supports. In other words, M(e) satisfies conditions (i) and 
(ii) of Theorem 1, by considering the real and imaginary parts. On the other 
hand, since Log(L(f)/L(g)) = M(f) - M(g), (ii) implies that 1 M(f,) - M(f2)i < 
E if l/f1 - fi 11 < S, , ljfi II < K, . Thus (iii) of Theorem 1 is satisfied. Then by 
that result, there exist Y and p such that conditions (a)-(c) hold and 
Wf 1 = s, Yf w, t) 44% f E C,(G)- (16) 
Since L = e”, and L(-f) = L(f), . it o f 11 ows that M(f) = M(-f) and then 
replacing f by fxA in (16), it is seen that Y(-X, t) = Y(x, t), a.a.(t). Hence 
(16) implies (14) if (e) is verified. 
Since by (i) L and hence M are defined on all bounded Baire functions of 
compact supports, takingf, = X~X,~ where A is a bounded Baire set, it now follows 
by the positive definiteness of the ch.f. L that for a, E C, 
0 G gl il a$kL(fl -fk) = i - a,ak exp 1‘ Y(xj - xk 2 t> h(t)- (17) 
j.P=l A 
This is (e). Since the group case of G is immediate from the corresponding part 
of Theorem 1, the direct part of the theorem is established. 
For the converse, let (Y, p) satisfy the given conditions, and L be defined by 
(14). Then (17) implies L is positive definite and if M(f) = j’G Y(f (t), t) dp(t), 
by the converse of Theorem 1, one has 
I I L(f) < exp(l M(f) - M(g)l) d 1 + 17 L(g) 
for /If - g 1) < 8, , max(l[f j/, l[g 11) < k. It follows that L satisfies (i), (ii), and 
(9). Since L is now also supposed to be continuous in the y-topology, Corollary 8 
implies that L is a ch.f. of a g.r.p., with independent values at each point. The 
group case is again an easy consequence of Theorem 1. So it only remains to 
establish (e). This however is implied by the following comprehensive result. 
PROPOSITION 10. If (Y, p) is a pair as in Theorem 1, let Y(---X, t) = Y(x, t), 
a.a.(t), and P(x, A) = JA Y(x, t) 4(t) f or each bounded Bore1 set A C G, x E R. 
Then the following are equivalent statements: 
(i) Y(., t) satis$es (15) for almost all t. 
(ii) p(., A) satisfies (15) for all bounded Bore1 sets A C G. 
(iii) exp p(., A) . p 2’ 1 dji ‘t f 1s on zze e nz e or all A C G as in (ii). 
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Proof. That (i) 3 (ii) is obvious. By [16, Lemma 1.71 for any such \pl as in 
(ii), exp(@(., A)) is positive definite for all t > 0. Taking t = 1, (iii) holds. 
(iii) * (i). Since p is a Radon measure on the locally compact space G, it is 
strictly localizable. (See [19, Section III.31 for properties of localizability and 
lifting to be used here.) Hence the space Zm(G, p) admits a lifting map; or 
equivalently, there is a lower density p of the completed Bore1 space (G, 9, CL). 
It is then known that a derivation basis %+ associated with p exists. Now by a 
result of [ll, Theorem 31 9 is also a “strong derivation basis.” But then this 
satisfies the hypothesis of [12, Theorem 31; cf. also [ll, Theorem 21. Hence the 
set function Y(x, .) is differentiable relative to the basis ZZ? for each x E [w, and 
the derivative equals Y(x, .), a.e. [p]. This means, if t = p(A), A E 9, then 
1 
T exp t ( ( 
!P(x, A) 
p(A) 1 1 
- 1 + Y(y(x, s), a.a.(s) (18) 
as the limit is taken along the derivation basis 9, i.e., A E a(s) E 9, so that 
t -+ 0. Since (iii) holds, the quantity on the left side of (18) is obviously condi- 
tionally positive definite, for each t > 0 and A, and hence the same result holds 
in the limit. Thus Y(., s) is conditionally positive definite for almost all s E G. 
So (i) holds. 
This completes the proof of the proposition, and hence also of Theorem 9. 
Remark. The result that (i) ( ) p 0 iii im roves a corresponding statement in 
[18, Theorem 3.51. If Y is independent of the second variable, then the same 
equivalence implies a result of [7, Theorem 4, Section 111.41. In all the proofs, 
however, the implication (ii) * (iii) uses the lemma of Schur, a simple proof of 
which was given in [ 161. 
17. A LEVY-KHINTCHINE REPFESENTATION AND REMARE 
Condition (15) with sums can be translated into one with integrals. Thus for 
all bounded Bore1 sets A C G, and f E C,(R) satisfying SW f(x) dx = 0 one has 
(15) as (let “*I’ denote convolution on W) 
Is Yy(x, t)(f *j)(x) dx d/4) > 0, (19) A P 
wheref(x) = f (-x). Since X C C&R) d ensely, and f E X implies SW f ‘(x) dx = 
0, where f’ = df/dx, the above conditions can also be written as 
s 
y(x, t)(f) *f’)(x) dx 3 0, a.a.(t), f E T. (20) 
Ed 
But this states simply the fact that Y(., t) is conditionally positive definite, 
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depending on the parameter t E G, and it is then called a conditionally positive 
definite function of order one on X, for a.e.(t) in terms of [7, Section 11.41. Thus 
Theorem 9 can be stated equivalently in the following more analytical form 
which becomes a generalized Levy-Khintchine representation, as explained 
below. 
THEOREM 1 I. Let L: C,(G) -+ @ be the ch.f. of a g.r.p., with independent 
values at each point, satisfying conditions (i) and (ii) of Theorem 9. Then L admits a 
representation as 
L(f) = ev(lo Yf(t), t> d&h f E G(G), (21) 
where ,u is a Radon measure and !P(x, .) is p-measurable for each x E Iw, and 
Y( *, .) is given by 
Y(x, t) = J [eQ$ - a( y)( 1 + zj~)] u(dy, t) + a,(t) 
IYI>O 
+ iq(t)x - az(t) x2/2, (22) 
where a2(t) 3 0, and a, : G + @ are Bore1 functions such that 
(1) 01: &I - @ is an entire analytic function of exponential type and that 
a(y) - 1 has a zero of order three at y = 0, 
(2) u(., t) is a R d a on measure on [w for each t E G, and a(A, .) is a Bore1 
function on G for each bounded Bore1 set d C IX, 
(3) for a.a.(t), one has 
s o<,y,<lY24tY~ ) + J,,,, 4dY; 0 < Q \ 
I (1 - 4~)) +y; t) = --a,(t). Id>0 
(23) 
Conversely, if TV is a Radon measure on G and Y is given by (22) and (l)-(3) hold, 
then L dejned by (21), with this pair (Y, TV), if continuous for the Y-topology, is the 
ch.f. of a g.r.p. on C,(G) with independent values at each point, and L satisjes 
conditions (i) and (ii) of Theorem 9. (The obvious analog of the result in the group 
case for stationary g.r.p. also holds.) 
That a conditionally positive definite function Y of order one admits the 
representation (22), depending on a parameter t, is a consequence of a trivial 
modification of a key result of Yaglom and Viler&in (cf. [7), Section II.4 
Theorem 31, since Y(., t): R --+ @ and Y(., t) is defined and conditionally posi- 
tive definite on Z. But then (21). IS simply (14) since the hypothesis of Theorem 9 
40 M. M. RAO 
is satisfied, and the Y(f(t), t) of (22) is well defined for all f~ C,(G). In the 
opposite direction, Y given by (22) and (23) is conditionally positive definite 
(by the converse part of the Yaglom-Viler&in theorem) and it is easily seen 
that such Y and p satisfy conditions (a)-(e) of Theorem 9. Since the resulting L, 
is, by hypothesis, continuous in the Y-topology, it follows by the converse part 
of Theorem 9 that it is the ch.f. of a g.r.p. with independent values. Thus the 
result is a translation of the former theorem, as noted. 
Remarks. (1) Formula (21) is a generalization of the classical LCvy-Khint- 
chine representation. In fact, choosing 01 = 1, a, = 0 and as > 0, a, = 
-flrl>O(“3/(l + x2)) ~ff(4 + y, one gets the classical formula in the stationary 
case, where H is a bounded nondecreasing function and y is a constant, as is 
easily verified (cf. [18, p. 4711). 
(2) If L(T,~) =L(f), s E G, f~ C,,(G), G an amenable group, then (21) 
becomes L(f) = exp(J, Y(u(f(t)) &(t)), where p is a Haar measure and Y is 
independent of the second variable. Thus if L is the ch.f. of a stationary g.r.p. 
with independent values on C,(G), then ep is an infinitely divisible ch.f. because 
it is a continuous positive definite function on R, and Y(O) = 0. Conversely, if e* 
is an infinitely divisible ch.f. on R, so that by Proposition 10, Y is conditionally 
positive definite, let L be defined by (14) with this Y. If it is also y-continuous 
on C,(G), then L is the ch.f. of a stationary g.r.p. with independent values. Thus 
[7, Theorem 6, Section III.41 extends in this asymmetric form. 
(3) Finally, it should be noted that a theory of local functionals on different 
types of spaces is necessary for an analysis of linear stochastic processes on those 
spaces, but additional problems on characterizations of ch.f.‘s on these spaces, 
involving suitable analogs of Theorem 7, will have to be solved. The above work 
shows that a certain asymmetry in the statements is unavoidable in these charac- 
terizations. An historical account of local functionals can be found in [19a]. 
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