Introduction
We present here a study of the following system of parabolic equations, in the domain
θ t − ∆θ = r(θ, c) ( (1.6)
The properties of the nonlinearities r, D , and h, as well the hypotheses on the data b, θ Γ , θ 0 , and c 0 will be specied in the next section.
The original motivation for the study of this system comes from an industrial process, named gas carburizing. This is a heat treatment of steel with the peculiarity of adding a certain amount of carbon to the surface of the workpiece. In this method, the surface composition of the low carbon steel changes by diusion of carbon and results in a hard outer surface with good resistance properties. In the above system, θ represents the absolute temperature and c is the carbon concentration.
In the literature, there are many dierent approaches to model such processes. In general, the phenomenon can be described as follows: at rst the steel is heated up to reach a certain temperature, high enough to allow a good diusion of carbon into the steel, at this temperature carbon is supplied to the surface, afterwards but still at high temperature there is a diusion stage for the carbon into the steel, and nally the workpiece is rapidly cooled down.
We don't intend here to go into the details of the process, but, for an accurate description of gas carburizing and its modeling, we refer to [4] and references therein.
The analysis carried out here does not cover the complete model proposed in [4] , where also the evolution of phase fractions in the steel was taken into account. On the other hand, we obtain additional regularity and continuous data dependence results that are not available in [4] . Note that the system of equations considered in the present paper still describes a very general situation, including the interactions between temperature evolution and diusion of carbon in all stages of the process. This is reected in the carbon diusion coecient D(θ, c) and in the heat source term r(θ, c).
Another relevant issue for applications addressed from this model is the fact that the boundary condition for the temperature θ encompasses heat exchanges by conduction, convection and radiation. Indeed, during the diusion period after carburizing, in principle the stage in which the desired carbon prole is achieved, the workpiece remains at a very high temperature and neglecting the thermal radiation eect could be too simplifying. This is why we require no growth restriction on h(x, θ, θ Γ ), and the boundary condition (1.3) thus includes also the case The function θ Γ is the external temperature of the atmosphere. The ux of carbon through the surface of the workpiece is expressed by the function b(x, t). This quantity can be adjusted by an operator, therefore, from the point of view of further applications, can be seen as a control parameter for an optimal control strategy.
The main result of this paper is the proof of uniqueness, in three dimensions, of a solution to (1.1)(1.6), and its Lipschitz continuous dependence on the data θ Γ , b, θ 0 , and c 0 .
The outline of the proof is the following. First, under appropriated regularity assumptions, we prove existence of a generalized solution (θ, c) of the system (1.1)(1.6), with
By a maximum principle and Moser iteration we also prove that the solution θ(x, t) is positive and uniformly bounded from above in Q T only assuming linear growth of r(θ, c).
Secondly we show by elementary means that θ has the additional regularity
To this aim, we proceed in several steps. Due to the nonlinearity in the boundary condition (1.3), we rst regularize the boundary condition with a parameter δ > 0 that we eventually let tend to zero. We follow the estimation technique proposed in [9] for elliptic equations with linear boundary conditions. Here, however, we obtain dierent estimates in tangential and normal directions and it is necessary to use an embedding theorem for anisotropic spaces that we prove in the Appendix by the methods of [3] .
The last part contains the proof of uniqueness and stability for the whole system. It is based on an L p -variant of the Gronwall lemma, that we believe to be of independent interest.
A similar (degenerate) system with applications in biology has recently been considered in [2] under homogeneous Neumann boundary conditions. Other applications of quasilinear parabolic systems with coupling in the diusion coecient can be found e. g. in [10, 11] .
The paper is organized as follows: in Section 2 we present the set of assumptions and state the main results of the paper. In Section 3 we prove existence of a weak solution. In Section 4 we treat the regularity of the solution and in the Section 5 we conclude with the uniqueness and stability result for the whole system in 3D. The Appendix is devoted to the proof of an anisotropic embedding theorem.
Main results
We denote by V the Sobolev space H
(Ω), by V its dual, and state for system (1.1)(1.6) two sets of hypotheses: Hypothesis 2.1 for existence and its stronger version 2.2 for regularity and uniqueness. Note that we do not assume any upper bound for the growth of h.
(Ω), and assume that there exists a constant θ * ≥ 0 such that θ 0 ≥ θ * a. e. The function h is measurable in x and continuous in θ and θ Γ , with the properties 
r, F, ∂ θ F are globally Lipschitz continuous with respect to both variables θ and c, where we set We deal with the following weak formulation of (1.1)(1.4).
for every test functions ϕ, ψ ∈ V . To simplify the notation, we introduce the symbol
The main goal of this paper is the following uniqueness and continuous dependence result. It will be based on the partial Kirchho transform 
holds for every t ∈ [0, T ], where we set
Note that the method of [2] yields a slightly dierent estimate, where
3 Proof of existence We x some K > 0 that will be specied later, and set
Instead of (1.1)(1.4), we consider the decoupled and truncated problem
for every test functions ϕ, ψ ∈ V , with given functionsθ,ĉ ∈ L 2 (Q T ), and with initial conditions (1.5)(1.6). We now use the Schauder xed point theorem. For m c , m θ > 0, we x the set
3) Choosing successively ϕ = θ and ϕ = θ t in (3.1), and ψ = c in (3.2), we obtain the bounds
where C is a constant independent ofθ andĉ. We now easily nd m θ and m c such that the solution (θ, c)
, hence it admits a xed point, which is a solution to (1.5)(2.2) with h replaced by h K .
It remains to nd uniform bounds θ * ≤ θ ≤ K 0 independent of K . Choosing K > K 0 , we eventually obtain the assertion.
To do so, we rst choose in (3.1) ϕ = −(θ * − θ) + , where z + denotes the positive part of an element z ∈ R. We obtain 1 2
The upper bound is obtained by Moser iterations similarly as in [6] . Set f (x, t) = r(θ(x, t), c(x, t)) and θ K = min{θ, K}. Estimates (3.4)(3.5), Sobolev embeddings, and interpolations in Lebesgue spaces yield f ∈ L
The function θ is a solution of the equation
for every ϕ ∈ V . We may choose in particular ϕ = pθ
for p > 1, with the intention to let p tend to ∞. In the remaining part of this section, we denote by C any constant independent of K and p.
K , we obtain from (3.6) after integration with respect to t that
where prime denotes here and in the sequel the conjugate exponent. Using Hölder's inequality, we eliminate the boundary integrals and obtain
2q , where we use for simplicity the notation
(Ω × (0, T )) and r ≥ 1. Set q 0 = (N/2) + 1. Then q 0 < q , and we dene > 0 by the formula q 0 = (1 + )q . From the Gagliardo-Nirenberg inequality we obtain the estimate
hence, by virtue of (3.8) and Young's inequality, we obtain
with a constant C independent of K and p. We now set p j = (1 + ) j , z j = θ K p j q 0 , and y j = max{C, z j } for j = 0, 1, 2, . . . . Then (3.10) has the form
This can be rewritten as
hence the sequence y j is bounded by a constant C independent of K . Consequently, there exists K 0 such that
independently of p and K , which is the desired estimate that enables us to complete the proof of Theorem 2.3.
Proof of regularity
We give here a straightforward proof of Theorem 2.4, which will follow from a regularity result for linear heat equation with nonlinear boundary condition
is a symmetric matrix function such that there exists κ > 0 with the property
and f :
The reasons for introducing the functions A(x) and B(x, t), which do not appear in (2.1), are purely technical. They arise as a result of deformations of the domain and partition of unity.
Consider a set Ω ⊂ R N of the form
with a given function g . The regularity results read as follows. ). We make the following assumptions:
h is a globally Lipschitz continuous function in all variables; furthermore, with ). We make the following assumptions:
h is of class W 2,∞ with respect to all variables; furthermore,
The authors do not know of any reference for Theorem 4.2. It is true that the boundary nonlinearity is quite weak, but it cannot be easily removed, because the trace of v t would come into play, for which no estimate is available. An extension of the general parabolic regularity theory from [5, 6, 8] might possibly work here, but we propose instead an elementary proof based on the method from [9] designed originally for elliptic equations with linear boundary conditions. We rst consider the case that Ω is a half-space of the form
, we have the identity
hence, for every M > 0, integrating w.r.t. y N , we have by Fubini's Theorem that
Letting M tend to ∞, we obtain the trace interpolation formula
or, as a consequence,
For domains of the form (4.3) with a Lipschitzian function g , this inequality reads after substitution in the integrals as
(Ω) :
By a partition of unity argument, we obtain (4.7) for every Lipschitzian domain Ω, see also [9] .
In the context of (4.4), we rewrite Eq. (4.1) as
(4.8) We will also deal with the regularized problem
with some δ ≥ 0, where ∇ y denotes the partial gradient
which has to be satised in the case δ > 0 for every test function ϕ(y , y N ) from the space
Our goal is to derive bounds for its solution independent of δ , which then imply the corresponding estimates for the solution of (4.8).
Lemma 4.3 Let
) such that h together with all its rst derivatives is bounded above by h 1 . Then there exists a constant C 1 > 0 independent of δ ≥ 0 such that the solution v to (4.9) satises for all t ∈ [0, T ] the estimate
for all , m = 1, . . . , N − 1.
(0, T ; W ) to (4.9) can be constructed e. g. by implicit time discretization using the Schauder xed point theorem in each time step. The passage to the limit can be carried out using the compactness lemma in [7, Section 1.5] and the compact embedding of W in the space
)}. The solution is unique, and satises the bound
by virtue of (4.6) and Gronwall's lemma, with a constant C 0 independent of δ . To obtain higher order estimates, we denote by e for = 1, . . . , N the -th unit coordinate vector, and by D s for s = 0 the linear mapping
Let ϕ ∈ W be given. In (4.9), we choose consecutively test functionsφ(y) = ϕ(y) andφ(y) = ϕ(y − se ) for some = 1, . . . , N − 1, and subtract the two identities. This yields, after a suitable substitution, that
, we have in particular the estimate
We can pass to the limit as s → 0 and obtain from (4.11), (4.6), and Gronwall's lemma the bound
dy dt (4.14)
with a constant C independent of δ , which we wanted to prove.
Lemma 4.4 Under the hypotheses of Lemma 4.3, assume in addition that
. Then there exists a constant C 2 independent of δ ≥ 0 such that the solution v to (4.9) satises for every t ∈ [0, T ] the estimate
Proof. We discretize Eq. (4.9) in time, test by the time increment of v , and let the time step tend to 0. In the limit we obtain the identity
and
This yields the estimate
(4.17)
with a constant C independent of δ and t as a consequence of (4.6) and Gronwall's lemma. By Lemma 4.3, we have ∇∂ v ∈ L 
where ∆ y is the Laplacian with respect to y . 
) such that h together with all its rst and second derivatives is bounded above by h 2 . Then there exists a constant C 3 > 0 independent of δ such that the solution v to (4.9) satises for all t ∈ [0, T ] the estimate
Proof. Passing to the limit in (4.12) as s → 0, we obtain
Similarly as in (4.12), we apply to Here, the situation is more delicate because the second derivatives of the nonlinear term h(y , v, v Γ ) will be involved. We obtain the inequality
where γ ∈ L 1 (0, T ) includes all terms that have already been estimated above, and C is a constant independent of t and δ . The right hand side of (4.23) is in L 
). Indeed, the bound still depends on δ , and this dependence has to be removed. Passing to the limit in (4.23) as s → 0 and using (4.24), we obtain
with a possibly dierent function γ ∈ L 1 (0, T ) and dierent constants C independent of t and δ . Formula (4.5) enables us to estimate the right hand side of (4.25) from above by 
(4.26) and from Gronwall's argument we obtain (4.5).
We now let δ tend to 0 and prove the following step. .29), and obtain, using the formula 
The symbols I, II, III denote corresponding terms in (4.30) and (4.33). We now x a smooth function with compact support in R + and such that (0) = 1, and set
The function w 0 := w − w 1 is a solution to the homogeneous Dirichlet problem for the following counterpart of (4.31)
where
. By virtue of Lemmas 4.44.5, this will be the case provided we prove that 
This can be equivalently written as We now dene the anisotropic spaces
We can extend the functions dened on R N + by symmetry to R N , and use Corollary A.2 in the Appendix to obtain the compact embedding
where p 0 is the conjugate exponent to p 0 . As a direct consequence, we have 
Proof. The functions
) by classical Sobolev embedding theorems, see [1, 3] . For w(y, t) = ∂ N v(y, t) and a. e. t ∈ (0, T ), we have
with a constant C > 0 and for every q ≥ 2. Hence, (4.40) is fullled with p 0 = 2, q 0 = q , p 1 = q 1 = 6, and it suces to integrate over t.
This enables us to prove here Theorems 4.1 and 4.2.
Proof of Theorems 4.1 and 4.2. We substitute in (4.1) new variables y = x , y N = x N − g(x ), and obtain for the new unknown functionṽ(y , y N ) = v(y , y N + g(y )) the equation (y , y N + g(y ), t) , and where the matrix L has the form We are now ready to prove Theorem 2.4.
Proof of Theorem 2.4. The nonlinear boundary condition is active only on the subsets Γ j of ∂Ω for j = 1, . . . , n. We choose a coveringΩ ⊂ n j=1 Ω j of Ω with the property that Γ j ⊂ Ω j and Γ i ∩Ω j = ∅ for i = j . We now nd a smooth partition of unity 1 = n j=1 λ j (x) onΩ such that suppλ j ⊂ Ω j , and set v j = θ λ j , f (x, t) = r (θ(x, t), c(x, t) ). After suitable deformations and rotations, we may assume that each set Ω j can be extended to a domainΩ j of the form (4.3). To derive the equation for v j , we test the equation
by ϕ = λ jφ , and obtain
Here we have used the fact that λ j = 1 on Γ j , and that h is linear on ∂Ω j \ Γ j .
The assumptions of Theorem 4.1 are satised; hence, each v j has the regularity
(Ω)). Consequently, we may use Theorem 4.2 and obtain ∇v j ∈ L
Proof of continuous data dependence
Let the hypotheses of Theorem 2.5 hold. In terms of (θ i , u i ), Eqs. (2.1)(2.2) have the form
for every test functions ϕ, ψ ∈ V , where G, H , and R are dened by the identities
Hypothesis 2.2 implies that G, H, R are Lipschitz continuous in both variables,
We consider the dierence of the equations (5.1) for i = 1 and i = 2, tested by ϕ =θ , integrate the dierence of the equations (5.2) for i = 1 and i = 2 from 0 to t, and test by ψ =Ū t . We denote by C any constant independent of the solutions, and by ε a small parameter, which will be suitably chosen. Since θ i and θ Γi are uniformly bounded, we may assume that h is Lipschitz continuous in θ and θ Γ . Hence, using (4.7) for an appropriate ε, we obtain
Integrating Eq. (5.5)(5.4) with respect to t and using the hypotheses on the data, we obtain
Using Hölder's and Young's inequalities, we may rewrite (5.6)(5.7) as
with α(t) dened by (2.6). The rst two integrals on the right hand side of (5.9) will be estimated using Minkowski's inequality
and Hölder's and Young's inequalities
respectively. Using the inequality
e., we have in (5.9)
For the boundary terms in (5.9), we refer to the trace embedding (4.7). We thus obtain from (5.8)(5.10) the inequality
Inequality (5.12) is of the form
, (5.13) 
Then for a. e. t ∈ (0, T ) we have 
is nite. For a matrix P = (P ij ) N i,j=1 , P ij = 1/p ij , we dene the anisotropic Sobolev space
We denote by I the identity N × N matrix, and by 1 the vector 1 = (1, 1, . . . , 1).
The spectral radius (P) of P is dened as
Theorem A.1 Let (P) < 1, and let
, and there exists a constant C > 0 such that each u ∈ W 1,P (R N ) has for all x, z ∈ R N the Hölder property
The identity (A.4) can be written as
Since all entries of P are positive, we obtain b i > 1 for all i, so that the right hand side of (A.5) is meaningful. Note also that in the isotropic case p ij = p, Theorem A.1 gives the well known embedding condition p > N with Hölder exponent 1/b = 1 − (N/p).
Proof. Following [3] , we x a smooth function Φ with compact support in R N such that R N Φ(x) dx = 1, and for σ > 0 and u ∈ W
By substitution, we have the identity
which implies that lim
We dierentiate u σ with respect to σ , integrate by parts with respect to y , and obtain
By the anisotropic Hölder inequality we have 10) where p i is the componentwise conjugate of p i . By substitution, we have In particular, for σ = h 1/b i we obtain, by virtue of (A.4), the formula 
We easily check that all roots of the equation det(P − λI) = 0 are in absolute value smaller than 1 if and only if condition (A.19) holds.
Remark A. 
