In this paper we use restricted growth functions to give a direct algebraic description of the incidence relations of the lattice of partitions of an n-set that is independent of the partitions themselves. This description of the incidence relations not only gives new information about rank row matchings of partition lattices but is of independent interest since every finite lattice is a sublattice of some partition lattice. As a further application of restricted growth functions we show how the polynomials in q known as q-Stirling numbers of the second kind may be viewed as generating functions.
INTRODUCTION, PRELIMINARIES, AND STATEMENT OF RESULTS
In this paper we continue the study of the lattice of partitions of an n set, here and after referred to as n,, that was begun in [lo] . Our basic tools are the "restricted growth" functions introduced in [8, 211 . Restricted growth functions give a natural linear ordering of the partition lattice. By exploiting the interplay that was developed in [lo] between this linear ordering and the usual partial order we give a direct algebraic description of the incidence relations of Lr, that is independent of either the partitions themselves or restricted growth functions. This description of the incidence relations of n, not only gives new information about rank row matchings of partition lattices but is also of independent interest since every finite !attice is a sublattice of some partition lattice. As a further application of restricted growth functions we make use of an observation about partitions in [6] to show how the polynomials in q known as q-Stirling numbers of the second kind [4, 6, 7, 11 , 131 may be viewed as generating functions.
To state our results we need to introduce some notations, make some definitions, and recall several facts from [lo] . f (v + 1) G 1 + lysy"f 6).
(1.2b)
We will denote R.G. functions by vectors (a,, a, ,..., a,), where u,, =f (v). We shall set, for a = (a,, a2 ,..., a,), m(a) = max a,, ICv<n and shall refer to (1.2b) as the "restricted growth property." The collection of R.G. functions on Z,, will be referred to as RG(n), and by RG(n, k) we will mean the collection {a E RG(n)lm(a) = k).
There is a one-to-one correspondence between l7" and RG(n) which can be defined as follows. Let & = {A,, A, ,..., Ak} be a k-block partition and let i,' be the smallest number occurring in A,. We shall always assume that the A's are labeled in such a manner that i , i 2 ,..., ik is an increasing sequence. This given, we define 7',,& to be the function f: I, + I, which takes the value v on the set A,.
It is easy to see that TOM' is always an R.G. function and that the map T,,: l7, + RG(n) is one-to-one and onto.
By means of T,, we can given a total order to fl,,. DEFINITION 
(Lexicographic order of partitions).
If d and 9 are elements of 17, we shall say that s.s? "lexicographically precedes" 9 and write &' < 9 if TO& precedes TO9 in the lexicographic ordering of ntuples.
R.G. functions can be inductively constructed as follows. Say B, is the cardinality of RG(n) and a,, a2 ,..., agn is the lexicographic list of the elements of RG(n). Then the lexicographic list of RG(n + 1) is simply (a,, I), fa,,2),...,(a,,m(a,)+ 11, (a2, 11, (a2, 2),..., (az, 44 + l), @b,, 11, (aB,, %.., (aB,, m(a,J + 1). (1.4) This simple fact can be carried over to partitions as follows. For d = {A,,A, )...) Ak} E n, we let Td denote the list of k-partitions' ' Here and in the following we shall use the expression /c-partition to mean k-block partition. Note that coalescing always lexicographically decreasing a partition. This fact is of crucial importance in the following. For a given k-block partition J&' we let N(J) be the collection of the "new" elements in n(d). That is, those (k -1)-partitions in a(~') that cannot be obtained by coalescing k-block partitions lexicographically preceding ~4. On the other hand, we let O(d) be the "old" elements in n(d). That is, O(S.+') 5 w(.M') -N(J).
Let yl, Ye,..., Y~(~.~) be the elements of lZ,,, in lexicographic order, where fi,+, is the set of all k-partitions of Ei,. For each yI E nn,k, denote by p,,i, P*,i~*sa~ P(3.1 the elements of n(yi) in lexicographic order. If /3 is the vth (k -I)-partition of IZ,,,-, in lexicographic order then set I(/?) equal to v. The column vector whosejth coordinate is I<p,,i) will be denoted by cn(y,).
The main stimulus for our work has come from a desire to obtain a systematic way of determining the elements of N(y,) and O(yi) as well as the entries of the (:) by S(n, k) matrix [n(y, ,JJ~,...,~~~~,~))] whose ith column is cz(yI). The set of matrices immediately gives rise to the incidence relations and hence the Hasse diagram of IZ,,.
In [lo] we were able to list the elements of N(y,). In this paper we show how to determine the elements of O(yi) in terms of certain of the sets N(yj), where j < i. When combined with the local and global theorems of [lo] concerning the sequence of cardinalities {llN(yJ()'I 1 < i < S(n,k)} we find that our determination of N(yi) and O(yi) leads to a systematic way of finding the entries of each matrix [a(yl ,y2,...,yS&].
This last result gives new information about rank row matchings of each of the partition lattices nn*
To state these results we need a few more definitions. 13. An element S? of 17, is said to be a "sterile" partition if n does not appear as a singleton block in J. All other elements of n, will be called "fertile" partitions. A fertile partition & of n, is said to be of "order Y" if it can be obtained by taking a v-block sterile partition 9 in fl, (I < n) and adding to 9 the singleton blocks {I+ l}, {I + 2) ,..., (n}.
These will be referred to as the "terminal blocks" of d.
In [lo] we found that Theorem 1.12 led to 2 If X is a set then by /lXjl we mean the cardinality of X. 
(1.17)
If we denote by N&W') the collection of (k -1)partitions appearing in the (s + 1 -v)th row of (1.17) then we have where TO& = (a,, a, ,..., a,-,, v + 1,-v + 2 ,..., k), with m(al, a2 ,..., at-,) = v. The same techniques that led to Theorems 1.12 and 1.14 enable us to explicitly write down elements of O( y,) in terms of certain N( y,) where j < i. Indeed, one of the main results of this paper which we prove in Section 2 is given by As w < s and w < k it is also clear from Theorem 1.14 that each partition on the right-hand sides of (1.21) and (1.23) is an element of N(yJY',.,). Since rjyFp is sterile and ~4,~+, is fertile of order s it is clear that
If the partition M' E 17,,, is sterile then we only have (1.23) and (1.24). In this case, ydr,,. is fertile of order k -1, (1.26b) still holds, and we have the same conclusions regarding the partitions appearing in both sides of (1.23).
Remark 1.27. It is not hard to see from Theorem 1.14 that for fixed r, w, and s the set of partitions on the right-hand side of (1.21) is Klb4,,) = NV4,W)P,SI 1 QP G s -1)).
Similarly, the set of partitions on the right-hand side of (1.23) is
, is fertile of order v and w ) v + 1 then ys8,,, is fertile of order w-1 and it is not hard to see from (1.18), (1.22a), (1.24), (1.28), (1.29), and Theorem 1.14 that for fixed r, w the set of partitions on the righthand sides of (1.21) and (1.23) is none other than
Similarly, if w < r + 1 then yJr,, is fertile of order v -1 and it follows that for fixed r, w the set of partitions on the right-hand sides of (1.21) and (1.23) is precisely
When d E IZ,,, is -sterile then ydr,, is fertile of order k -1 and it is immediate that for fixed r, w the right-hand side of (1.23) is simply
In any case, for fixed r, w the right-hand sides of (1.21) and (1.23) are NfY4, w >* Remark 1.31. Since y~&+i is fertile of order s and (1.22) implies that in any case w Q s it is clear from Theorem 1.14 that for fmed j, s the lefthand side of (1.21) is precisely
Similarly, since r,d E n,,+ i,k is always sterile it follows that for fixed j the left-hand side of (1.23) is exactly Note that these entries n, from (1.41) are already known. As r and w range over the constraint in (1.4Ob) the rest of the entries in the matrix (1.39) are formally determined by means of (1.42). Finally, setting T(y,) equal to the set IQ.+ 1)9 Q+ 2) ,..., z(~,+~) 1 ad letting 4(YJ = bklk+ 1)9 z&+2) 9*--P qlk+kd (1.43) be the (i) by k submatrix of (1.36) whose columns are crr(z~,~+i)), c7@ (,,+2&9 c~(z(,,+~)), and whose (r + (";'))th row is Remark 1.35 shows how the entries of the matrix in (1.36) are systematically uniquely determined by means of the sequence of cardinalities in (1.37). To complete our formal description of the incidence relations of ZZ, we need a method of obtaining the sequence of cardinalities in (1.37) that is independent of either partitions or restricted growth functions. However, this has already been done in [lo] . This formal description of (1.37) is based upon an operator which associates to each list of partitions of l7, a monomial in the free algebra generated by the indeterminates x0, x, ,..., x,.
We shall call this the "replacement" operator and denote it by R. It is defined as follows. If J is a fertile partition of order v then Rsf~x,.
(1.47a)
To be consistent, we must make the convention to consider each sterile kpartition as 'fertile of order k" and the finest partition {(l), (2) (1.47b)
Next we introduce an operator T depending on k and acting on the monomials in x,,, x, ,..., xk by setting TX, = 1"I (x,)", In Section 3 we make use of the above theorems and remarks to obtain new information about rank row matchings of partition lattices. More precisely, we prove the following two results. As a ,possible generalization of Sperner's theorem [20] , Rota conjectured that for all n, the largest possible incomparable collection of partitions of an n-set contains S(n, k,) partitions. An "incomparable collection" of partitions-is one in which no partition in the collection is a refinement of some other partition in the collection. For example, 17n,k, is an incomparable collection of IT,, of cardinality S(n, k,). Now, in [ 121 Mullin showed that if there are matchings from 17n,k,-, into ZZn,k, satisfying (1.61) and also matchings from IZn,k,+ I into IIn,k, satisfying (1.58), for each n, then Rota's conjecture for partitions is true.
It turns out that a stronger version of Mullin's result follows directly from Theorems 1.57 and 1.60. Indeed, set S, equal to the set {n] k, = k} for each k. As S, is a finite set, n, = min S, and n, = max S, both exist. Since k,, 1 is either k, or k, + 1, S, consists of consecutive integers, and it is not hard to see by iterating Theorems 1.57 and 1.60 that if for each set Sk there are matchings from ZZ.p,k,O-, into ZZn,,k satisfying (1.61) and matchings from I-I into n k satisfying (1.51) then each partition lattice ZZ, can be de%$&ed into %$int chains such that each chain intersects ZZ, k . Rota's conjecture would then be immediate. As (]S,]] is generally much larger than 1 we have strengthened Mullin's result.
Our improvement of Mullin's result is about as much as we can hope for. Indeed, by making use of his asymptotic methods in [2, 3] Canfield [l] recently showed that for all sufficiently large n counterexamples to Rota's conjecture exist. That is, for such n, he proved the existence of incomparable collections of ZZ,, with strictly more than S(n, k,) partitions. In view of this development our systematic, formal description of the incidence relations of ZZ, is even more striking.
Restricted growth functions are not only useful to the study of the incidence relations of ZZ,. Indeed, restricted growth functions lead to a notion of the number of inversions of a set partition that is analogous to the number of inversions of a permutation u of Z,. Just as for permutations it is then not difficult to show how the polynomials in q known as q-Stirling numbers of the second kind may be viewed as generating functions that count the number of inversions of the k-partitions in ZZ,,k. This work is presented in Section 4.
Results similar to those of Theorem 1.20 and its consequences can also be proven for the subset lattice and the lattice of subspaces of a finite dimensional vector space over GF(q). The proof of Case 1 is finished by noting that T,, is a bijection.
Case 2. Say that w < v + 1. We first consider (JLM'~,,+ I)r,w. Note that from (1.22) we have v < s < k -1, 1 <j < s, and 1 < r < w. The proof of Case 2 is essentially the same as that of Case 1.
Referring to (2.1) set @,,i 2 v..., a',-1) = T,,((Ti'(a, 3 ~2 3..., a,-AL.,,,), (2.7) where T; ' denotes the partition that corresponds to a given R.G. function. As in Case 1, T&s$+~ ) is given by (2.2). By (2.2), (2.7), and the definition of coalescing R.G. functions we see that T,,(Y$,,+~)~,~ is simply (il, 4 ,..., dl-,, u ,..., s -l,j, s ,..., k -2, k -I (2.10)
Combining the relations in (2.8) and (2.10) it is not diffkult to see that in this case we also have the identities in (2.6). Since To is a bijection we immediately obtain (1.21) as well.
As the proof of (1.23) is very similar to that of (1.21) we omit most of the unimportant details.
We first assume that ~4 is fertile and that Tad is given by (2.1). Note that in this case T,,(rpf) = (a,, a2 ,..., al-,, v + l,..., k, j).
(2.11)
We consider two subcases. Case 1. Let w > v + 1. Essentially, it is sufficient to set s = k in (2.3) and (2.5). Exactly as in the proof of (1.21) such a calculation leads to the following identity. Just as in the proof of (1.21), the identity (2.12) yields (1.23).
Case 2. Let w < v + 1. Keeping in mind (2.7) and (2.11) it is sufficient to set s = k in (2.8) and (2.10). Exactly the same argument as in Case 1 leads to (2.12), which results in (1.23) .
This completes the proof of (1.23) whenever d is fertile.
In the event that L-/ is sterile (2.7) and (2.11) become and respectively. Upon setting s = k and I= n + 1 in both (2.8) and (2.10) we obtain (2.12) by exactly the same procedure as when M' is fertile. Equation (2.12) immediately yields (1.23) in this case. The proof of Theorem 120 is now complete. Q.E.D.
PROOFS OF THE RANK Row MATCHING RESULTS
In this section we first prove Theorem 1.57 and then make use of Theorem 1.20 to establish Theorem 1.60.
It turns out that Theorem 1.57 is a direct consequence of We now solve for m. Two monomials in the free algebra generated by x,, , x, ,..., xk are equal if and only if they have the same variables in the same positions. In particular, the number of variables in each monomial must be the same. Thus, m = S(n, k) and we have RY,Yz '*'J'S(n,k)=Rz~zz "'ZS(n.k), which is (3.2).
By combining Theorems 1.54 and 3.1 we immediately have Q.E.D. Remark 3.10. Theorem 1.57 now follows directly from (3.9). Indeed, for a tixed k, and n small enough so that k > k,,, (1.58) is equivalent to being able to choose a different number from each column of the matrix [nt Y, 9 Y, 9*-*9 YScn,k,)l* F rom the ith column we just pick Z(@,(y,)). But then, (3.9) implies the existence of Y, as in (1.59) since we can clearly choose a different number from each column of the matrix [n(u, , u2,..., us(n-l,k))]e In fact, Z(@,( y,)) equals I(Yi(u,)) provided that 1 Q i Q S(n -1, k).
We now prove Theorem 1.60. To this end we will work with Q;' and Y;', That is, it is not difficult to see that Theorem 1.60 is equivalent to THEOREM 3. Il.
For a given k, choose n large enough so that k < k,. Suppose that 
We need to show that Y is one-to-one where defined and that Y is also onto. We fast show (3.13b).
To The partitions on the right-hand side of (3.15) are distinct because they are different elements of n(yd,,,). Equation We have now shown that whenever Q)(d) is defined, then P is one-to-one, where defined, on the subset of IZ k+ l,k given by yiV(.z?) rd. Tn order to complete the argument that Y is one-to-one as well as onto we must establish that
To this end note that (3.15) and (3.16) show that Y(yN(&')T@') is the set of partitions given by the right-hand sides of (1.21) and (1.23). However, by Remark 1.27 this set of partitions is none other than A$@',,,,). Equation On the other hand, (3.17) and Remark 1.33 yield
Since !P(ZZ,,+,,,) is clearly ZZ,+,,,-, we see that Y is onto. Q.E.D.
The results in this section are related to combinatorial identities in [ 5, 151.
RESTRICTED GROWTH FUNCTIONS AND q-!hRLrNG

NUMBERS
Let Ym denote the symmetric group on I, and for u E 9" let Z(o) be the number of inversions of u. That is, Z(o) is the number of pairs (i,j) such that 1 < i <j < n and u(i) > u(j). In (91 MacMahon showed that (4.lc)
We say that the polynomial in q given by [n]! is obtained by "q-counting" the permutations in 9" by means of the statistic Z(u). Many other examples of q-counting are given in [6] . Now, consider the polynomials in q where These polynomials S&r, k) and 3&n, k) are generally known as q-Stirling numbers of the second kind. In [ 1 l] S&n, k) was introduced and shown to arise in the study of finite dimensional vector spaces over GF(q). In [6] the polynomials S&r, k) appear in an interesting q-analog of the Frobenius formula [6] which relates Eulerian numbers to the Stirling numbers .S(n, k) of the second kind. In addition, applications of the r-major index which are studied in [ 13, 141 involve generalizations of 27&r, k). On the other hand, the polynomials s&r, k) have arisen in connection with a problem in abelian groups in [4] . In most applications S&r, k) leads to more symmetrical results than does 3,&n, k). It is useful to point out that and S,(n, k) = q(:)$(n, 4, (4.4) f;'": S,(n, k) = lj": 3&n, k) = S(n, k). Since @,(n, k) clearly satisfies the initial conditions in (4.2b), and (4.12) is identical to (4.2a) the identity given by (4.8) is immediate by uniqueness. The proof of (4.9) is similar. Just replace (4.10) and (4.11) by Z"cf') = Z"'(j), and Z"'(f") = Z"(f) + (k -Z), respectively.
Q.E.D. It is interesting to note that (4.4) holds even though Z"(J) is generally not equal to (: ) + Z"(&).
