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Resumen Sistema I es un lambda ca´lculo simplemente tipado con pares,
extendido con una teor´ıa ecuacional obtenida a partir de los isomorﬁsmos
de tipos existentes entre los tipos simples con pares. En este trabajo en
progreso proponemos una extensio´n de Sistema I hacia tipos polimo´rﬁcos,
an˜adiendo al sistema de tipos tanto el cuantiﬁcador universal como sus
isomorﬁsmos relacionados.
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1. Introduccio´n
Dos tipos A y B se consideran isomorfos si existen dos funciones f : A ⇒ B
y g : B ⇒ A tales que la composicio´n g ◦ f : A ⇒ A es sema´nticamente equi-
valente a la identidad en A, y la composicio´n f ◦ g : B ⇒ B es sema´nticamente
equivalente a la identidad en B. Di Cosmo y sus colaboradores caracterizaron
los isomorﬁsmos existentes en diferentes sistemas: tipos simples, tipos simples
extendidos con pares, polimorﬁsmo, y otros (ver [2] para una referencia comple-
ta). Utilizando dicha caracterizacio´n, Dı´az-Caro y Dowek [3] deﬁnieron Sistema
I, un lambda ca´lculo con pares simplemente tipado donde los tipos isomorfos son
considerados iguales. As´ı, si A y B son isomorfos, todo te´rmino de tipo A puede
ser utilizado como un te´rmino de tipo B. Por ejemplo, el isomorﬁsmo conocido
como curriﬁcacio´n dice que (A ∧ B) ⇒ C es isomorfo a A ⇒ B ⇒ C, y por lo
tanto una funcio´n esperando un par puede ser utilizada como una funcio´n es-
perando los argumentos por separado. Para esto Sistema I incluye a su vez una
equivalencia entre te´rminos: t〈r, s〉 trs, ya que si t espera un par de elementos,
tambie´n puede tomar uno a uno por separado.
Dı´az-Caro y Mart´ınez Lo´pez [4] implementaron una versio´n preliminar de
Sistema I extendido con un operador de recursio´n en Haskell, lo que produjo un
lenguaje con caracter´ısticas muy particulares; por ejemplo, utilizando el isomor-
ﬁsmo existente entre A ⇒ (B ∧C) y (A ⇒ B)∧ (A ⇒ C), se puede construir un
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te´rmino que sea la proyeccio´n de una funcio´n que compute un par de elementos,
para obtener mediante evaluacio´n una de las funciones ma´s simples que compu-
tan solo uno de los elementos del par, sin haber aplicado previamente la funcio´n
y descartando as´ı el co´digo que computa el resultado que no nos interesa.
En este trabajo proponemos una extensio´n de Sistema I a tipos polimo´rﬁcos,
agregando los isomorﬁsmos existentes en presencia del cuantiﬁcador universal,
con el ﬁn de enriquecer el lenguaje.
Este es un trabajo en progreso, y como tal, las propiedades formales del
sistema se dejan para trabajo futuro.
El paper esta´ organizado de la siguiente manera. En la Seccio´n 2 presentamos
Sistema I, tal y como fue deﬁnido por Dı´az-Caro y Dowek [3]. En la Seccio´n 3 pre-
sentamos nuestro aporte, que es la versio´n polimo´rﬁca de Sistema I. Finalmente
en la Seccio´n 4 damos algunas conclusiones y una descripcio´n de los trabajos en
progreso y a futuro.
2. Sistema I
2.1. Deﬁniciones
Sistema I es una extensio´n al Lambda Ca´lculo Simplemente Tipado con Pares
(al que llamaremos de forma abreviada Ca´lculo Simple). La sintaxis de tipos no
se ve modiﬁcada, y Sistema I conserva los mismos tipos que el Ca´lculo Simple:
A := τ | A ⇒ A | A ∧A
Sin embargo, la extensio´n de Sistema I con respecto al Ca´lculo Simple consiste
en agregar la siguiente regla de tipado:
[A≡B] t : A
t : B
(≡)
va´lida para todo par de tipos A y B isomorfos. Este agregado, no menor, trae
aparejado la modiﬁcacio´n de la sema´ntica operacional del ca´lculo, ya que, por
ejemplo, una abstraccio´n de tipo A ⇒ (B∧C) podra´ ser tipada con el tipo del par
de funciones (A ⇒ B)∧(A ⇒ C), y por lo tanto podremos proyectar una funcio´n
a partir de una abstraccio´n. Es decir, las abstracciones pueden convertirse en
pares.
Los isomorﬁsmos considerados son los cuatro existentes para el Ca´lculo Sim-
ple (cf. [2]), y se detallan en la Figura 1.
Los isomorﬁsmos (1) y (2) deﬁnen la conmutatividad y asociatividad de la
conjuncio´n, el isomorﬁsmo (3) es la distributividad de la implicacio´n con respecto
a la conjuncio´n, y el isomorﬁsmo (4) es la curriﬁcacio´n.
La regla de tipado (≡), para los isomorﬁsmos considerados, induce ciertas
equivalencias entre te´rminos. La conmutatividad y asociatividad de la conjun-
cio´n implican que el par de te´rminos 〈t, r〉 y el par de te´rminos 〈r, t〉 son in-
distinguibles, ya que ambos son tipados con A ∧ B y con B ∧ A, por lo tanto,
consideraremos que dichos te´rminos son equivalentes, de la misma manera que
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A ∧B ≡ B ∧A (1)
A ∧ (B ∧ C) ≡ (A ∧B) ∧ C (2)
A ⇒ (B ∧ C) ≡ (A ⇒ B) ∧ (A ⇒ C) (3)
(A ∧B) ⇒ C ≡ A ⇒ B ⇒ C (4)
Figura 1. Isomorﬁsmos del Ca´lculo Simple
〈t, 〈r, s〉〉 y 〈〈t, r〉, s〉 son indistinguibles. Esta modiﬁcacio´n implica que la pro-
yeccio´n usual de pares deﬁnida con respecto a la posicio´n (e.g. πi〈t1, t2〉 ↪→ ti)
no esta´ bien deﬁnida para nuestro sistema, y por consiguiente, Sistema I utiliza
proyecciones con respecto al tipo:
Si t : A entonces πA〈t, r〉 ↪→ t
Esta regla torna Sistema I en un sistema no determinista, ya que si t y r tienen
tipo A, πA〈t, r〉 podra´ reducir indistintamente a t o a r. Este no determinismo no
presenta un problema mayor ya que, en presencia de la propiedad de preservacio´n
de tipos y si se piensa a Sistema I como un sistema de pruebas, implica que el
sistema identiﬁca las diferentes pruebas de proposiciones isomorfas (como una
forma de proof-irrelevance). Por otra parte, si se considera a Sistema I como un
lenguaje de programacio´n, el determinismo se puede recuperar codiﬁcando los
te´rminos t y r del mismo tipo como λxB .t y λxC .r, con B ≡ C. Por lo tanto
dicho no determinismo se considera una caracter´ıstica deseable y no un problema
(ver discusio´n en [3]).
La sintaxis de te´rminos entonces es la sintaxis del Ca´lculo Simple, excepto
porque las proyecciones dependen de los tipos (lo que tambie´n implica que todos
los te´rminos son tipados, y por lo tanto utilizamos la notacio´n a` la Church, o
sea con las variables explicitando su tipo):
t := xA | λxA.t | tt | 〈t, t〉 | πAt
Se considera por convencio´n que para todo tipo A existe un conjunto inﬁnito
de variables de tipo A denotado por VA tal que si A ≡ B entonces VA ≡ VB ,
y si A ≡ B entonces VA ∩ VB = ∅. Esto tiene como consecuencia que no hay
variables diferentes con el mismo nombre (cf. [1, Pa´gina 26]).
Se deﬁnen de la forma usual las funciones FVt (variables de te´rmino libres
en te´rminos), FTVt (variables de tipo libres en te´rminos), FTVA (variables de
tipo libres en tipos), y la substitucio´n de te´rminos en te´rminos ([x := r]t).
El sistema de tipos de Sistema I es el sistema de tipos del Ca´lculo Simple con
la modiﬁcacio´n correspondiente a la proyeccio´n con respecto al tipo y la adicio´n
de la regla (≡), mencionada al principio de esta seccio´n. Se detalla el sistema
completo en la Figura 2. La presentacio´n elegida para las reglas de tipado es sin
un contexto espec´ıﬁco (a diferencia de como es usual encontrar en los juicios de
tipado ma´s tradicionales, Γ  t : A), ya que toda variable lleva su propio tipo y
por lo tanto el contexto ser´ıa redundante.








λxA.t : A ⇒ B
(⇒i) t : A ⇒ B r : A
tr : B
(⇒e) t : A r : B〈t, r〉 : A ∧B
(∧i) t : A ∧B
πA(t) : A
(∧e)
Figura 2. Reglas de tipado de Sistema I
De la misma manera que los isomorﬁsmos (1) y (2) implican la conmuta-
tividad y asociatividad de pares en los te´rminos, as´ı como un cambio en la
proyeccio´n, el isomorﬁsmo (3) implica que ciertos te´rminos deben ser identiﬁca-
dos: una abstraccio´n que retorna un par de funciones se identiﬁca con un par de
abstracciones y un par aplicado a un te´rmino, distribuye dicha aplicacio´n:
λxA.〈t, r〉 〈λxA.t, λxA.r〉
〈t, r〉s 〈ts, rs〉
donde  es un s´ımbolo sime´trico.
Finalmente, el isomorﬁsmo (4) induce la siguiente identiﬁcacio´n de te´rminos:
t〈r, s〉 trs
sin embargo, esta identiﬁcacio´n produce ambigu¨edad con la beta-reduccio´n. Por
ejemplo, si t : A y r : B, el te´rmino (λxA∧B .s)〈t, r〉 puede beta-reducir a
[x := 〈t, r〉]s, pero a su vez este te´rmino sera´ equivalente a (λxA∧B .s)tr, que
beta-reduce a ([x := t]s)r. Para evitar dicha ambigu¨edad, la beta-reduccio´n de-
bera´ realizarse so´lo en el caso en que el tipo esperado en la abstraccio´n y el tipo
del argumento coincidan:
Si r : A entonces (λxA.t)r ↪→ [x := r]t
Los isomorﬁsmos (1) y (2) deﬁnen la conmutatividad y asociatividad de la
conjuncio´n, el isomorﬁsmo (3) es la distributividad de la implicacio´n con respecto
a la conjuncio´n, y el isomorﬁsmo (4) es la curriﬁcacio´n.
Resumiendo, la sema´ntica operacional de Sistema I viene dada por la relacio´n
↪→ la cual se toma mo´dulo la relacio´n sime´trica . Es decir, se considera la
relacio´n → := ∗ ◦ ↪→ ◦ ∗, donde ∗ es la clausura transitiva de .
Como es usual, notaremos tambie´n con →∗ a la clausura reﬂexotransitiva de →.
Las reglas de ambas relaciones (↪→ y ) se detallan en la Figura 3.
2.2. Ejemplos
En esta seccio´n mostramos algunos ejemplos para discutir la necesidad de las
reglas presentadas.
El primer ejemplo muestra el uso de la equivalencia entre te´rminos para
producir aplicaciones no tradicionales, que no es posible construir en el Ca´lculo
Simple. En particular, la funcio´n apply = λfA⇒B .λxA.fx se puede aplicar a un
par, e.g. 〈g, t〉 con g : A ⇒ B y t : A, ya que la siguiente derivacio´n de tipo es
va´lida, debido al isomorﬁsmo (4):
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〈r, s〉 〈s, r〉 (COMM)
〈r, 〈s, t〉〉 〈〈r, s〉, t〉 (ASSO)
λxA.〈r, s〉 〈λxA.r, λxA.s〉 (DISTλ)
〈r, s〉t 〈rt, st〉 (DISTapp)
r〈s, t〉 rst (CURRY)
Si s : A, (λxA.r)s ↪→ [x := s]r (βλ)








〈t, s〉 〈r, s〉
t r










〈t, s〉 ↪→ 〈r, s〉
t ↪→ r
〈s, t〉 ↪→ 〈s, r〉
t ↪→ r
πAt ↪→ πAr
Figura 3. Relaciones que deﬁnen la sema´ntica operacional de Sistema I
λfA⇒B .λxA.fx : (A ⇒ B) ⇒ A ⇒ B
(≡)
λfA⇒B .λxA.fx : ((A ⇒ B) ∧A) ⇒ B
g : A ⇒ B t : A
(∧i)〈g, t〉 : (A ⇒ B) ∧A
(⇒e)
(λfA⇒B .λxA.fx)〈g, t〉 : B
La reduccio´n ocurre de la siguiente manera:
(λfA⇒B .λxA.fx)〈g, t〉 (CURRY) (λfA⇒B .λxA.fx)gt ↪→2β gt
El segundo ejemplo muestra que la misma aplicacio´n puede usarse de otras
formas. Por ejemplo, (λfA⇒B .λxA.fx)tg tambie´n esta´ bien tipado, usando los
isomorﬁsmos (1) y (4), y reduce a gt, como se puede observar en la siguiente
reduccio´n.
(λfA⇒B .λxA.fx)tg (CURRY) (λfA⇒B .λxA.fx)〈t, g〉
(COMM) (λfA⇒B .λxA.fx)〈g, t〉 →∗ gt
Tambie´n la funcio´n apply’ = λx(A⇒B)∧A.πA⇒B(x)πA(x) puede aplicarse a
g : A ⇒ B y t : A como si estuviera curriﬁcada:
(λx(A⇒B)∧A.πA⇒B(x)πA(x))gt (CURRY)
(λx(A⇒B)∧A.πA⇒BxπAx)〈g, t〉 ↪→β πA⇒B〈g, t〉πA〈g, t〉 ↪→2π gt
Hemos mostrado diferentes maneras isomorfas de aplicar g a t mediante
apply . De igual forma sucede con los pares y otras combinaciones.
Otro ejemplo que resulta de intere´s es el mencionado en la Seccio´n 2.1: una
funcio´n que devuelve pares se puede proyectar. Supongamos que tenemos el
te´rmino projf deﬁnido como πA⇒B(λxA.〈t, r〉), con t : B y r : C; en primer
lugar, es tipable, utilizando el isomorﬁsmo (3):
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A ∧B ≡ B ∧A (1)
A ∧ (B ∧ C) ≡ (A ∧B) ∧ C (2)
A ⇒ (B ∧ C) ≡ (A ⇒ B) ∧ (A ⇒ C) (3)
(A ∧B) ⇒ C ≡ A ⇒ B ⇒ C (4)
∀X.∀Y.A ≡ ∀Y.∀X.A (5)
si X ∈ FTVA(A) ∀X.(A ⇒ B) ≡ A ⇒ ∀X.B (6)
∀X.(A ∧B) ≡ ∀X.A ∧ ∀X.B (7)
Figura 4. Isomorﬁsmos de Sistema F con pares considerados
λxA.〈t, r〉 : A ⇒ (B ∧ C)
(≡)
λxA.〈t, r〉 : (A ⇒ B) ∧ (A ⇒ C)
(∧e)
πA⇒B(λxA.〈t, r〉) : A ⇒ B
La reduccio´n se produce como sigue:
projf = πA⇒B(λxA.〈t, r〉) (DISTλ) πA⇒B〈λxA.t, λxA.r〉 ↪→π λxA.t
Observar que la funcio´n es proyectada a pesar de no estar aplicada, devolviendo
una funcio´n.
3. Sistema I Polimo´rﬁco
3.1. Deﬁniciones
En esta seccio´n describimos la extensio´n polimo´rﬁca a Sistema I. La sintaxis
de tipos es extendida con el cuantiﬁcador universal, obteniendo los tipos de
Sistema F [5] con pares:
A := X | A ⇒ A | A ∧A | ∀X.A
Adema´s consideramos tambie´n algunos de los isomorﬁsmos que surgen como
consecuencia de este nuevo s´ımbolo (tambie´n caracterizados por Di Cosmo y sus
colaboradores [2]). Los isomorﬁsmos considerados se detallan en la Figura 4. Los
primeros cuatro son los detallados en la seccio´n precedente, y por lo tanto Siste-
ma I Polimo´rﬁco incluye las mismas relaciones entre te´rminos que las de Sistema
I. El isomorﬁsmo (5) nos indica que de alguna manera deberemos considerar la
conmutatividad de los argumentos de una aplicacio´n de tipos. Sin embargo, di-
cha conmutatividad har´ıa que la aplicacio´n del te´rmino a un tipo no so´lo sea
no determinista, sino que adema´s no se podr´ıa probar la preservacio´n de tipos.
Por ejemplo, (ΛX.ΛY.λxX .x)[A][B] reduce a λxA.x, pero si se pueden conmutar
los argumentos, tambie´n reducir´ıa a λxB .x, para tipos A y B cualesquiera. Por
consiguiente, agregamos una etiqueta a la aplicacio´n de tipos para indicar a que´
variable corresponde. Por ejemplo, el te´rmino anterior se escribira´
(ΛX.ΛY.λxX .x)[AX ][BY ]








λxA.t : A ⇒ B
(⇒i) t : A ⇒ B r : A
tr : B
(⇒e) t : A r : B〈t, r〉 : A ∧B
(∧i) t : A ∧B
πA(r) : A
(∧e)




t[AX ] : [X := A]B
(∀e)
Figura 5. Reglas de tipado de Sistema I Polimo´rﬁco
lo que hace que la identiﬁcacio´n de este te´rmino con (ΛX.ΛY.λxX .x)[BY ][AX ]
no modiﬁque su sema´ntica operacional.
Por lo antedicho, la sintaxis de te´rminos de Sistema I Polimo´rﬁco es la si-
guiente:
t := xA | λxA.t | tt | 〈t, t〉 | πAt | ΛX.t | t[AX ]
Las deﬁniciones de variables libres y substituciones se extienden de forma
usual a las nuevas construcciones, con una excepcio´n: en la substitucio´n de tipos
en te´rminos cerrados, la aplicacio´n de tipos debe renombrar las variables por
variables nuevas tomadas del conjunto correspondiente al tipo que se sustituye,
ya que las variables se eligen de conjuntos diferentes dependiendo de su tipo.
Las reglas de tipado se establecen en la Figura 5, y son las reglas esta´ndares
de Sistema F con pares, a la cual hemos agregado la regla (≡).
Las seis reglas que deﬁnen la relacio´n sime´trica  entre te´rminos en Siste-
ma I son heredadas directamente en Sistema I Polimo´rﬁco. Adema´s, debemos
agregar reglas a esta relacio´n que reﬂejen los nuevos isomorﬁsmos. La sema´ntica
operacional de Sistema I Polimo´rﬁco, que, al igual que en Sistema I, viene dada
por la relacio´n ↪→ mo´dulo la relacio´n sime´trica , se detalla en la Figura 6.
3.2. Ejemplos
En esta seccio´n introducimos ejemplos para mostrar la necesidad de las reglas
presentadas. Los te´rminos elegidos en los ejemplos no son tipables en Sistema F
con pares.
La regla (P-SWAP) permite no prestar atencio´n al orden de los argumen-
tos de tipos, lo cual es una consecuencia del isomorﬁsmo (5). As´ı, el te´rmino
(ΛX.ΛY.λxX .λyY .x)[BY ][AX ] reduce a λx
A.λyB .x, a pesar de que las instan-
ciaciones de tipos esta´n en diferente orden; la reduccio´n procede as´ı:
(ΛX.ΛY.λxX .λyY .x)[BY ][AX ] (P-SWAP) (ΛX.ΛY.λxX .λyY .x)[AX ][BY ]
↪→βλ (ΛY.λxA.λyY .x)[BY ] ↪→βλ λxA.λyB .x
La regla (P-COMM∀i⇒i) permite no prestar atencio´n al orden de los argumentos
de te´rminos y tipos, como en el siguiente ejemplo:
(ΛX.λxA.λfA⇒X .fx)t (P-COMM∀i⇒i )
(λxA.(ΛX.λfA⇒X .fx))t ↪→βλ (ΛX.λfA⇒X .ft)
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〈r, s〉 〈s, r〉 (COMM)
〈r, 〈s, t〉〉 〈〈r, s〉, t〉 (ASSO)
λxA.〈r, s〉 〈λxA.r, λxA.s〉 (DISTλ)
〈r, s〉t 〈rt, st〉 (DISTapp)
r〈s, t〉 rst (CURRY)
t[AX ][BY ] t[BY ][AX ] (P-SWAP)
si X /∈ FTVA(A) ΛX.λxA.r  λxA.ΛX.r (P-COMM∀i⇒i)
si X /∈ FTVA(A) (λxA.t)[BX ] λxA.t[BX ] (P-COMM∀e⇒i)
ΛX.〈r, s〉 〈ΛX.r, ΛX.s〉 (P-DIST∀i∧i)
〈r, s〉[AX ] 〈r[AX ], s[AX ]〉 (P-DIST∀e∧i)
π∀X.A(ΛX.r) ΛX.πAr (P-DIST∀i∧e)
si t : ∀X.(B ∧ C) (π∀X.Bt)[AX ] π[X:=A]B(t[AX ]) (P-DIST∧e∀e)
Si s : A, (λxA.r)s ↪→ [x := s]r (βλ)
Si r : A, πA(〈r, s〉) ↪→ r (π)








〈t, s〉 〈r, s〉
t r














〈t, s〉 ↪→ 〈r, s〉
t ↪→ r






t[AX ] ↪→ r[AX ]
Figura 6. Relaciones que deﬁnen la sema´ntica operacional de Sistema I Polimo´rﬁco
La regla (P-COMM∀e⇒i) es consecuencia del isomorﬁsmo (6). Por ejemplo, el
te´rmino (λx∀X.(X⇒X).x)[AX ](ΛX.λxX .x), esta´ bien tipado. Notamos con X al
tipo ∀X.(X ⇒ X):
λxX.x : X⇒ X
(≡)
λxX.x : ∀Y.X⇒ (Y ⇒ Y )
(∀e)
(λxX.x)[AX ] : X⇒ (A ⇒ A) ΛX.λxX .x : X
(⇒e)
((λxX.x)[AX ])(ΛX.λx
X .x) : A ⇒ A
La reduccio´n ocurre como sigue:
(λx∀X.(X⇒X).x)[AX ](ΛX.λyX .y) (P-COMM∀e⇒i )
(λx∀X.(X⇒X).x[AX ])(ΛX.λyX .y) ↪→βλ (ΛX.λyX .y)[AX ] ↪→βΛ λyA.y
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La reglas (P-DIST∀i∧i) y (P-DIST∀i∧e) son consecuencia del isomorﬁsmo (7). Por
ejemplo, el te´rmino π∀X.(X⇒X)(ΛX.〈λxX .x, t〉) esta´ bien tipado:
ΛX.〈λxX .x, t〉 : ∀X.((X ⇒ X) ∧A)
(≡)
ΛX.〈λxX .x, t〉 : (∀X.(X ⇒ X)) ∧ (∀X.A)
(∧e)
π∀X.(X⇒X)(ΛX.〈λxX .x, t〉) : ∀X.(X ⇒ X)
Las siguientes son dos reducciones alternativas de dicho te´rmino:
π∀X.(X⇒X)(ΛX.〈λxX .x, t〉) (P-DIST∀i∧i )
π∀X.(X⇒X)〈ΛX.λxX .x, ΛX.t〉 ↪→π ΛX.λxX .x
π∀X.(X⇒X)(ΛX.〈λxX .x, t〉) (P-DIST∀i∧e )
ΛX.πX⇒X〈λxX .x, t〉 ↪→π ΛX.λxX .x
Otra consecuencia del isomorﬁsmo (7) es la regla (P-DIST∀e∧i), para la cual
podemos considerar el siguiente ejemplo:
〈ΛX.λxX .λyA.t, ΛX.λxX .λzB .r〉[CX ]
el cual esta´ bien tipado. Por simplicidad, asumimos t : D y r : E con X /∈
FTVA(D) ∪ FTVA(E):
〈ΛX.λxX .λyA.t, ΛX.λxX .λzB .r〉 : ∀X.(X ⇒ A ⇒ D) ∧ ∀X.(X ⇒ B ⇒ E)
〈ΛX.λxX .λyA.t, ΛX.λxX .λzB .r〉 : ∀X.((X ⇒ A ⇒ D) ∧ (X ⇒ B ⇒ E)) (≡)
〈ΛX.λxX .λyA.t, ΛX.λxX .λzB .r〉[CX ] : (C ⇒ A ⇒ D) ∧ (C ⇒ B ⇒ E)
(∀e)
La reduccio´n ocurre como sigue:
〈ΛX.λxX .λyA.t, ΛX.λxX .λzB .r〉[CX ] (P-DIST∀e∧i )
〈(λxX .λyA.t)[CX ], (λxX .λzB .r)[CX ]〉 ↪→βΛ 〈λxC .λyA.t, λxC .λzB .r〉
Finalmente, la regla (P-DIST∧e∀e), tambie´n consecuencia del mismo isomorﬁs-
mo, nos permite considerar el siguiente ejemplo:
(π∀X.(X⇒X)(ΛX.〈λxX .x, r〉))[AX ]
el cual tambie´n esta´ bien tipado. Asumiendo r : C, tenemos la siguiente deriva-
cio´n:
ΛX.〈λxX .x, r〉 : ∀X.((X ⇒ X) ∧ C)
ΛX.〈λxX .x, r〉 : (∀X.(X ⇒ X)) ∧ (∀X.C) (≡)
π∀X.(X⇒X)(ΛX.〈λxX .x, r〉) : ∀X.(X ⇒ X)
(∧e)
(π∀X.(X⇒X)(ΛX.〈λxX .x, r〉))[AX ] : A ⇒ A
(∀e)
La reduccio´n ocurre como sigue:
(π∀X.(X⇒X)(ΛX.〈λxX .x, r〉))[AX ] (P-DIST∧e∀e )
πA⇒A(ΛX.〈λxX .x, r〉[AX ]) ↪→βΛ πA⇒A〈λxA.x, [X := A]r〉 ↪→π λxA.x
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4. Conclusio´n
En este paper hemos presentado una extensio´n a Sistema I a tipos polimo´rﬁ-
cos, extendiendo el nu´mero de isomorﬁsmos a considerar y, en consecuencia,
extendiendo la equivalencia entre te´rminos del lenguaje.
Este es un trabajo en progreso, y como tal, au´n estamos desarrollando las
pruebas de correccio´n (preservacio´n de tipos y normalizacio´n fuerte). Adema´s,
como trabajo a futuro planeamos extender la implementacio´n presentada por
Dı´az-Caro y Mart´ınez Lo´pez [4] con las construcciones introducidas aqu´ı.
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