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Na tomto mı´steˇ bych ra´d podeˇkoval prˇedevsˇı´m vedoucı´mu te´to diplomove´ pra´ce
Ing. Sˇteˇpa´nu Kucharˇovi za neobycˇejnou vstrˇı´cnost a ochotu prˇi rˇesˇenı´ dı´lcˇı´ch u´kolu˚ a
proble´mu˚ po celou dobu, kdy pra´ce vznikala. Da´le take´ vsˇem, se ktery´mi jsem se mohl
podı´let na projektu FLOREON+, za prˇı´nosnou a inspirativnı´ spolupra´ci.
Abstrakt
Hlavnı´m cı´lem te´to pra´ce je popsat novou implementaci sra´zˇko-odtokove´ho modelu
Math1D, cˇı´m se lisˇı´ od te´ pu˚vodnı´ a z jake´ho du˚vodu a za jaky´m u´cˇelem byla vytvorˇena.
Prezentova´ny jsou rovneˇzˇ technologie pouzˇite´ pro zrychlenı´ beˇhu modelu a jeho dalsˇı´ch
soucˇa´stı´, jaky´m zpu˚sobem byly pouzˇity a jake´ jejich uzˇitı´ prˇineslo vy´sledky. Prˇedstaveno
je take´ prostrˇedı´ pro beˇh, postup spousˇteˇnı´ a mozˇnosti vyuzˇitı´ noveˇ vznikle´ aplikace
vcˇetneˇ rozhranı´ pro parametrizaci schematizacı´ modelu Math1D.
Klı´cˇova´ slova: sra´zˇko-odtokovy´ model Math1D, parametrizace, FLOREON+, super-
pocˇı´ta´nı´, superpocˇı´tacˇ Anselm, paralelizace, MPI, OpenMP
Abstract
Themain objective of this thesis is to describe a new implementation of the rainfall-runoff
model Math1D, how it differs from the original one and why and for what purpose it was
created. Presented are also technologies used to increase the operating speed of themodel
and its other components, how they were used and what results their use has brought.
Introduced is also an environment for running, launch procedure and possibilities of
using newly developed application including interface for parametrization of Math1D
model schematizations.
Keywords: rainfall-runoff model Math1D, parametrization, FLOREON+, high-perfor-
mance computing, supercomputer Anselm, parallelization, MPI, OpenMP
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51 U´vod
V poslednı´ch letech mu˚zˇeme pozorovat sta´le cˇasteˇjsˇı´ vy´skyt ru˚zny´ch povodnˇovy´ch si-
tuacı´, at’ uzˇ jde o vyhlasˇova´nı´ prvnı´ho stupneˇ povodnˇove´ aktivity, tzv. stavu bdeˇlosti,
vyhlasˇovane´ho jizˇ prˇi na´znaku nebezpecˇı´ povodnı´, nebo prˇı´mo o probı´hajı´cı´ za´plavy,
vcˇetneˇ teˇch velky´ch, ktere´ pravidelneˇ prˇina´sˇı´ velke´ sˇkody na majetku a bohuzˇel i cˇetne´
ztra´ty na zˇivotech. Tyto uda´losti se nevyhy´bajı´ ani Cˇeske´ republice, potazˇmo Moravsko-
slezske´mu kraji, a proto byl zalozˇen projekt FLOREON+ (podkapitola 2.1). Jednou z jeho
soucˇa´stı´ je sra´zˇko-odtokovy´ model Math1D, o jehozˇ vy´voji pojedna´va´ tato pra´ce.
Kapitoly popisujı´, co si pod pojmem sra´zˇko-odtokovy´ model prˇedstavit, kde semodel
Math1D vzal (podkapitola 2.3), jake´ nad nı´m existujı´ na´stavby a k cˇemu slouzˇı´ (podkapi-
toly 2.4 a 2.5), jaky´m zpu˚sobem byla jeho pu˚vodnı´ verze implementova´na (podkapitola
3.1), z jake´ho du˚vodu bylo potrˇeba prove´st jeho konverzi, jak probı´hala a jak dopadla
(kapitola 3). Zmı´neˇny budou take´ na´stroje, vybrany´ programovacı´ jazyk a prostrˇedı´, ve
ktery´ch vy´voj probı´hal (podkapitola 3.3).
Aby bylo mozˇne´ chova´nı´ modelu neˇjaky´m zpu˚sobem ovlivnˇovat, je do neˇj zakom-
ponova´na rˇada parametru˚. Jejich nastavova´nı´ se nazy´va´ parametrizacı´ a mu˚zˇe probı´hat
vı´ce zpu˚soby. S cı´lem zjednodusˇit a sjednotit prˇı´stup k teˇmto parametru˚m bylo navrzˇeno
rozhranı´ parametrizace, ktere´ je popsa´no v kapitole 4.
Vzhledemkza´meˇruprovozovat aplikace vyuzˇı´vajı´cı´Math1Dmodel nanoveˇ vznikle´m
superpocˇı´tacˇi Anselm (podkapitola 5.3) bylo potrˇeba zajistit, aby byly jeho mozˇnosti
vyuzˇı´va´ny na co nejvysˇsˇı´ u´rovni. Za tı´mto u´cˇelembyla provedena paralelizace jakmodelu
samotne´ho, tak jeho na´staveb. Jednotlive´ techniky paralelizace (OpenMP, MPI), zpu˚soby
jejich uzˇitı´ a vy´sledny´ prˇı´nos jsou prezentova´ny v kapitole 5.
V kra´tke´ kapitole ?? bude popsa´no, jaky´m zpu˚sobem a s jaky´mi argumenty je mozˇne´
spustit noveˇ vzniklou aplikaci.
Za´veˇrem je celkoveˇ zhodnocen pokrok ve vy´voji nove´ implementace modeluMath1D
a jeho prˇı´nos oproti implementaci prˇedchozı´, popsa´ny jsou ovsˇem i jeho slabiny a ne-
dostatky soucˇasne´ verze. Ty ale vyu´st’ujı´ v inspiraci k alternativnı´m rˇesˇenı´m proble´mu˚ a
na´vrhu˚m na dalsˇı´ mozˇnosti vylepsˇenı´ urcˇeny´m pro dalsˇı´ etapy vy´voje.
62 Sra´zˇko-odtokovy´ model Math1D a jeho soucˇa´sti
V te´to kapitole bude nejprve prˇedstaven projekt FLOREON+, jehozˇ nedı´lnou soucˇa´stı´ je
sra´zˇko-odtokovy´modelMath1D, zevrubneˇ popsany´ v na´sledujı´cı´ podkapitole. Jeho vy´voj
byl hlavnı´mprakticky´m u´kolem te´to diplomove´ pra´ce.Abybylomozˇne´ zprˇesnit vy´sledky
simulacı´, spousˇteˇny´ch namodelu, byla vyvinuta automaticka´ kalibrace (podkapitola 2.4).
Zmı´neˇno bude imodelova´nı´ neurcˇitostı´, slouzˇı´cı´ ke zvy´sˇenı´ vypovı´dacı´ hodnoty simulacı´
samotne´ho modelu (podkapitola 2.5).
2.1 FLOREON+
FLOREON+ je projekt zalozˇeny´ za u´cˇelem vytvorˇenı´ platformy, zaby´vajı´cı´ se modelova´-
nı´m, simulacemi, predikcı´ a rˇesˇenı´mkrizovy´ch situacı´ (podpora procesu˚ krizove´ho rˇı´zenı´)
zpu˚sobeny´ch naprˇ. neprˇı´znivy´mi poveˇtrnostnı´mi vlivy, navı´c s mozˇnostı´ prˇehledne´ vi-
zualizace a prezentace vy´sledku˚ prostrˇednictvı´m webove´ho rozhranı´. Cı´lovy´mi uzˇivateli
tak mohou by´t obcˇane´, starostove´, prˇedstavitele´ obcı´ a prˇedevsˇı´m odbornı´ci. FLOREON+
se zaby´va´ neˇkolika oblastmi za´jmu, steˇzˇejnı´m te´matem je ale oblast hydrologie. Syste´m
vyvı´jeny´ v ra´mci projektu je navrzˇenmodula´rneˇ a pocˇı´ta´ s rozsˇı´rˇenı´m o jednotlive´moduly
rˇesˇı´cı´ naprˇ. dopravu, znecˇisˇteˇnı´ vody a ovzdusˇı´, pru˚beˇhy disperze prˇenosu tepla, sˇı´rˇenı´
lesnı´ch pozˇa´ru˚ apod.
Jak bylo zmı´neˇno v u´vodu, ani Cˇeske´ republice, potazˇmo Moravskoslezske´mu kraji,
se nevyhy´bajı´ vı´ce cˇi me´neˇ nicˇive´ povodneˇ na neˇktere´m z toku˚. FLOREON+ se zameˇrˇuje
na cˇtyrˇi povodı´ na´lezˇı´cı´ pra´veˇ u´zemı´ Moravskoslezske´ho kraje, a to povodı´ Odry, Olsˇe,
Ostravice a Opavy.
Simulace jsou v soucˇasnosti prova´deˇny automatizovaneˇ kazˇdou hodinu, aby byly k
dispozici vy´sledky vzˇdy s aktua´lnı´mi daty.
V syste´mu FLOREON+ je implementova´no neˇkolik sra´zˇko-odtokovy´chmodelu˚. Mezi
neˇ patrˇı´ HEC-HMS [3, 5], HYDROG amodel Math1D, ktery´ je vyvı´jen na Katedrˇe apliko-
vane´ matematiky za podpory Moravskoslezske´ho kraje a o ktere´m pojedna´va´ tato pra´ce.
2.2 Sra´zˇko-odtokove´ modely
Obecneˇ modely slouzˇı´ neˇkolika u´cˇelu˚m. K zı´ska´nı´ ra´mcove´ prˇedstavy o sledovane´m
syste´mu, ke zjednodusˇenı´ slozˇity´ch rea´lny´ch syste´mu˚ nebo abstrakci podstatny´ch a rele-
vantnı´ch cˇa´stı´ syste´mu.
V hydrologii jsou modely pouzˇı´va´ny pro zjednodusˇeny´ popis syste´mu˚ a procesu˚ z
hydrologicke´ho hlediska, ale za´rovenˇ z toho du˚vodu, zˇe neexistujı´ metody jak meˇrˇit
vsˇechny potrˇebne´ u´daje v plne´m rozsahu. Proto se prˇistupuje k modelova´nı´, ktere´ by
meˇlo chybeˇjı´cı´ data doplnit nebo nahradit.
Sra´zˇko-odtokove´ modely simulujı´ pomocı´ ru˚zny´ch metod transformaci sra´zˇek na
odtok vody s ohledem na vlastnosti prˇı´slusˇne´ho povodı´. Mohou by´t deˇleny podle mnoha
krite´riı´, naprˇ. dle:
• zpu˚sobu aplikace – na´vrhove´ a operativnı´,
7• zpu˚sobu schematizace – celistve´, distribuovane´, semi-distribuovane´ a modely 1D,
2D, 3D,
• cˇasove´ho a prostorove´ho hlediska – kontinua´lnı´, diskre´tnı´, regiona´lnı´ a loka´lnı´,
• zpu˚sobu vy´pocˇtu – komplexnı´, komponentnı´, 0-dimenziona´lnı´, analyticke´, nume-
ricke´ a hybridnı´,
• kauzality – stochasticke´ a deterministicke´,
• typu parametru˚ – hydrodynamicke´ a hydrologicke´.
Jednotlive´ kategorie modelu˚ se mohou prˇekry´vat, jejich vysveˇtlenı´ nebo zpu˚sob kate-
gorizace modelu˚ je ale mimo te´ma a nad rozsah te´to pra´ce.
2.3 Model Math1D
Math1D je matematicky´ sra´zˇko-odtokovy´ semi-distribuovany´ model. Je samostatnou lo-
gickou jednotkou, jejı´zˇ rozhranı´ tvorˇı´ sada vstupnı´ch a vy´stupnı´ch souboru˚ a spousˇteˇcı´
metoda. Jeho za´kladem jsou schematizace jednotlivy´ch povodı´, nad nimizˇ jsou s vy-
uzˇitı´m neˇktere´ z vy´pocˇetnı´ch metod prova´deˇny simulace. Zjednodusˇeneˇ rˇecˇeno, semi-
distribuovany´ znamena´, zˇe povodı´, pro ktere´ je simulace spousˇteˇna, mu˚zˇe by´t rozdeˇleno
namensˇı´ cˇa´sti, tzv. subpovodı´. Ta jemozˇno beˇhem vy´pocˇtu˚ individua´lneˇ ovlivnˇovat naprˇ.
u´pravou urcˇity´ch parametru˚ [10].
2.3.1 Schematizace
Schematizacı´ je mysˇlen popis povodı´ realizovany´ komplexnı´ strukturou elementu˚ tohoto
povodı´ a jejich vlastnostı´. Kostrou te´to struktury je mnozˇina kana´lu˚, cozˇ jsou jednotlive´
u´seky vodnı´ch toku˚. Kazˇdy´ z nich je na sve´m zacˇa´tku a konci ohranicˇen hydrologicky´mi
stanicemi, ke ktery´m se beˇhem vy´pocˇtu˚ vztahujı´ data. Pro tyto stanice platı´, zˇe mohou by´t
bud’ rea´lne´, ktere´ ve skutecˇnosti fyzicky existujı´ a poskytujı´ data o nameˇrˇene´m pru˚toku,
nebo virtua´lnı´, umeˇle vytvorˇene´, ktere´ slouzˇı´ pro zjednodusˇenı´ vy´pocˇetnı´ho modelu. Ke
kazˇde´mu kana´lu take´ patrˇı´ prˇı´slusˇne´ subpovodı´, ktere´ reprezentuje prˇilehle´ u´zemı´, z
neˇhozˇ ste´kajı´ prˇı´padne´ sra´zˇky pra´veˇ do odpovı´dajı´cı´ho kana´lu. Na u´zemı´ch subpovodı´
se rovneˇzˇ nacha´zejı´ stanice, ale v tomto prˇı´padeˇ meteorologicke´, ktere´ doda´vajı´ u´daje o
nameˇrˇeny´ch sra´zˇka´ch a za´rovenˇ se k nim vztahujı´ prˇı´slusˇne´ hodnoty sra´zˇek predikova-
ny´ch.
Z matematicke´ho pohledu po zjednodusˇenı´ odpovı´da´ kostra schematizace souvis-
le´mu orientovane´mu a ohodnocene´mu grafu, jaky´ mu˚zˇete videˇt na obra´zku 1. Je sou-
visly´, protozˇe vsˇechny kana´ly povodı´ nakonec u´stı´ do jednoho uzlu. Orientace vyply´va´
z prˇirozene´ho pohybu vody povodı´m a ohodnocenı´ hran pak mu˚zˇe vyjadrˇovat de´lku
jednotlivy´ch kana´lu˚.
Ono zmı´neˇne´ zjednodusˇenı´ schematizace spocˇı´va´ v rozdeˇlenı´ souvisly´ch toku˚ na dı´lcˇı´
u´seky, a to tak, zˇe kana´l vzˇdy zacˇı´na´ soutokem, poprˇ. pramenem a koncˇı´ na´sledujı´cı´m
soutokem po proudu toku. Kazˇdy´ kana´l je navı´c izolova´n vy´sˇe zmı´neˇny´mi hranicˇnı´mi
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rea´lny´mi, nebo virtua´lnı´mi meˇrˇicı´mi stanicemi. Prˇı´klad rozlozˇenı´ jednotlivy´ch elementu˚
schematizace je ilustrova´n na obra´zku 2.
Vsˇechny elementy se skla´dajı´ z mnozˇstvı´ atributu˚ a parametru˚, ktere´ budou specifi-
kova´ny v podkapitole 2.5.
2.3.2 Vstupnı´ data
Mimo schematizace povodı´ vstupujı´ do modelu dalsˇı´ dva typy vstupnı´ch dat. Jednı´m
z nich je mnozˇina u´hrnu˚ sra´zˇek nameˇrˇeny´ch a predikovany´ch v dany´ch klimatologic-
ky´ch stanicı´ch. Hodnoty mnozˇstvı´ sra´zˇek meˇrˇeny´ch jsou v soucˇasnosti ze zdroju˚ CˇHMU´
a Povodı´ Odry k dispozici pro kazˇdou stanici po 1 hodineˇ. Predikovane´ sra´zˇky jsou
oproti meˇrˇeny´m dostupne´ pouze kazˇdy´ch 6 hodin s tı´m, zˇe jsou prˇedpovı´da´ny na 54
hodin doprˇedu. Hodnoty pro tyto 6hodinove´ intervaly mohou by´t v pru˚beˇhu cˇasu da´le
uprˇesnˇova´ny. Jednotkou pro meˇrˇene´ i predikovane´ sra´zˇky jsou mm/h.
Druhy´m typem vstupnı´ch dat jsou meˇrˇene´ objemy odtoku˚. Ty jsou zı´ska´va´ny od
Povodı´ Odry kazˇdou hodinu a odpovı´dajı´ pru˚toku˚m vody v prˇı´slusˇny´ch limnigraficky´ch
stanicı´ch. Tyto pru˚toky jsou zı´ska´va´ny z nameˇrˇeny´ch vodnı´ch stavu˚ a meˇrny´ch krˇivek
pru˚toku˚ dany´ch hla´sny´ch profilu˚. Jednotkou jsou m3/s.
Oba vstupnı´ soubory jsou realizova´ny ve forma´tu CSV s na´sledujı´cı´m obsahem:
• Prvnı´m rˇa´dkem je hlavicˇka obsahujı´cı´ jako prvnı´ polozˇku rˇeteˇzec Time, po neˇmzˇ
na´sleduje seznam ID stanic, pro ktere´ jsou data urcˇena.
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• Vsˇechny dalsˇı´ rˇa´dky zacˇı´najı´ datem a cˇasem ve forma´tu yyyy-MM-dd HH:mm, pro
ktere´ jsou data platna´. Po neˇm jizˇ rˇa´dek pokracˇuje prˇı´slusˇny´mi daty (sra´zˇky/pru˚-
toky) vztazˇeny´mi k odpovı´dajı´cı´ stanici z hlavicˇky. Hodnoty jsou zaznamena´ny jako
desetinna´ cˇı´sla s desetinnou tecˇkou.
• Vsˇechny sousednı´ prvky na rˇa´dku jsou oddeˇleny strˇednı´kem.
Kra´tka´ uka´zkavstupnı´hoCSVsouboru shodnotaminameˇrˇeny´ch sra´zˇek je vevy´pisu 1.
Time;126;130;140;144;145;160;161;169;178;182;188;191;197;224;225;226;227
2007−09−01 05:00;0.8;0;0.1;0;0;0;0.1;0.2;0.1;0;0;0;0.2;0;0;0.1;0
2007−09−01 06:00;0;0;0;0;0.4;0;0.4;1.3;0.1;0;0;0;0.1;0;0;0.1;0
2007−09−01 07:00;0;0;0.2;0.9;0.3;0;0.2;0;0.3;0;0;0;0.9;0;0;0.1;0
2007−09−01 08:00;1.1;0;0.6;0.8;0.8;0;0.2;0;0.7;0;0;0;2.4;0;0;0.1;0
2007−09−01 09:00;0.5;0;0.7;4.2;1;0;1.2;0.5;0.8;0;0;0;1.7;0;0;0.1;0
2007−09−01 10:00;0.3;0;0.6;0.3;0.5;0;0.9;1;0.2;0;0;0;3.5;0;0;0.1;0
2007−09−01 11:00;0.4;0;3.4;0.2;0.4;0;0.2;5;1.5;0;0;0;1.9;0;0;0.1;0
2007−09−01 12:00;0;0;1.1;1;0.1;0;3.3;0;0.6;0;0;0;1.7;0;0;0.1;0
2007−09−01 13:00;0;0;0.1;0.3;3;0;1.4;0;0.3;0;0;0;0.2;0;0;0.1;0
2007−09−01 14:00;0;0;1;0.4;0.4;0;0.4;0;0.3;0;0;0;2.5;0;0;0.1;0
2007−09−01 15:00;0.5;0;0;0;0;0;1.9;0;0;0;0;0;0;0;0;0.1;0
2007−09−01 16:00;0;0;0;0;0;0;0;0;2.8;0;0;0;2.1;0;0;0.1;0
2007−09−01 17:00;0;0;1.1;0;0;0;1.2;0;0;0;0;0;0.7;0;0;0.1;0
2007−09−01 18:00;0;0;0.1;0.3;1.5;0;0.1;0;0;0;0;0;0;0;0;0.1;0
Vy´pis 1: Uka´zka vstupnı´ho CSV souboru s nameˇrˇeny´mi sra´zˇkami.
Aby bylomozˇne´ dostatecˇneˇ otestovat funkcˇnost a rychlost beˇhumodelu a jeho dalsˇı´ch
soucˇa´stı´, ktere´ budouprˇedstaveny vpozdeˇjsˇı´ cˇa´sti textu, a zkoumat kvalitu jejich vy´stupu˚,
byly vytvorˇeny vstupnı´ datove´ soubory s ru˚znou de´lkou cˇasove´ho intervalu, pro ktery´
jsou v souborech obsazˇeny za´znamy. Tyto cˇasove´ intervaly a data byly navı´c vybra´ny
z dostupny´ch za´znamu˚ za´meˇrneˇ, vzhledem k rozlicˇny´m sra´zˇko-odtokovy´m uda´lostem,
jako naprˇ. povodneˇ, sucho apod. Sady teˇchto souboru˚ zahrnovaly pro jednotliva´ povodı´
intervaly uvedene´ v tabulce 1.
Jelikozˇ byly z dostupny´ch zdroju˚ poskytova´ny hodnoty jednou za hodinu, byly po
identifikaci vy´sˇe uvedeny´ch intervalu˚ a zı´ska´nı´ prˇı´slusˇny´ch dat z databa´ze pro kratsˇı´ cˇa-
sove´ kroky vytvorˇeny sady vstupnı´ch souboru˚ s interpolovany´mi hodnotami a cˇasovy´mi
kroky za´znamu˚ po 15, 10, 5 a 1 minuteˇ. Tato interpolace byla provedena pro vsˇechny vy´sˇe
uvedene´ cˇasove´ intervaly a povodı´, takzˇe jsou nynı´ dostupna´ vesˇkera´ mozˇna´ data pro
testova´nı´ i s velky´mi vstupnı´mi soubory.
2.3.3 Vy´pocˇetnı´ metody
Model Math1D pracuje s dveˇma typy vy´pocˇetnı´ch metod. Prvnı´m z nich je vy´pocˇet
odtoku˚ sra´zˇek z prˇedem definovane´ plochy (subpovodı´). Pro tuto u´lohu je v soucˇasnosti
v modelu Math1D vyuzˇı´va´na pouze jedna metoda a tou je SCS-CN.
Metoda SCS-CN(Soil Conservation Service - CurveNumber) byla pu˚vodneˇ vyvinuta v
USA promala´ povodı´, uka´zalo se ale, zˇe je pouzˇitelna´ i v prostrˇedı´ CˇR (pro vı´ce informacı´
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viz [3]). Je to metoda, ktera´ modeluje odtokovou oblast a odhaduje odtok sra´zˇek. Mode-
lova´nı´ probı´ha´ na za´kladeˇ rozlohy oblasti, pocˇa´tecˇnı´ho pru˚toku subpovodı´m, pocˇa´tecˇnı´
abstrakce (ztra´ty) a hodnoty CN krˇivky. CN krˇivka je empiricky´ parametr pouzˇı´vany´ v
hydrologii a vyjadrˇuje vlastnosti pu˚dy vzhledem k odtoku a vsakova´nı´ sra´zˇek. Bere v
u´vahu naprˇ. typ pu˚dy, jejı´ vyuzˇitı´ (les, pole, za´stavba atd.) a prˇedchozı´ vlhkost (mı´ru
nasa´knutı´). Hodnoty CN krˇivek jsou limitova´ny fyzika´lnı´mi za´konitostmi v rozmezı´ cˇı´sel
30 - vysoka´ mı´ra retence (ztra´t) a 100 - nulova´ mı´ra retence (beze ztra´t). V metodeˇ je vy-
uzˇı´va´n take´ tzv. jednotkovy´ hydrogram, cozˇ je sada parametru˚ reprezentujı´cı´ch chova´nı´
povodı´ v prˇı´padeˇ jednotkove´ho mnozˇstvı´ sra´zˇek [2].
Druhouskupinouvy´pocˇetnı´chmetod jsoumetodyhydrodynamicke´.VmodeluMath1D
bylo pro experimenta´lnı´ u´cˇely vyuzˇı´va´no neˇkolik teˇchto metod, ktere´ modelujı´ proudeˇnı´
vody a pomocı´ nichzˇ jsou pocˇı´ta´ny prˇı´speˇvky samotne´ho toku do vy´stupnı´ho pru˚toku
(v mı´steˇ spodnı´ hydrologicke´ stanice). Mezi neˇ patrˇı´ naprˇ. KWA-Comsol – aproximace
kinematicky´ch vln modelovana´ na´strojem COMSOL Multiphysics R⃝, KWA-ZCU – apro-
ximace kinematicky´ch vln Za´padocˇeske´ univerzity v Plzni, SV1D – metoda podle Saint-
Venantova principu v 1D, KWA-FV – aproximace kinematicky´ch vln zalozˇena´ na metodeˇ
konecˇny´ch objemu˚, KWA-FD – aproximace kinematicky´ch vln zalozˇena´ na metodeˇ ko-
necˇny´ch diferencı´ a interneˇ vyvinuta´ metoda Velocity.
Poslednı´ zminˇovana´ je pouzˇı´va´na v soucˇasnosti stabilneˇ. Tato metoda pracuje s jed-
nı´m ze trˇı´ dostupny´ch profilu˚ koryt toku˚, a to profilem s fixnı´ hloubkou, obde´lnı´kovy´m
profilem, nebo s lichobeˇzˇnı´kovy´m profilem, ktery´ nejvı´ce odpovı´da´ rea´lny´m podmı´nka´m
a je pro simulace nejprˇesneˇjsˇı´. Jednotlive´ profily jsou uzˇı´va´ny v za´vislosti na dostupnosti
dat popisujı´cı´ch tvar a rozmeˇry koryt. Vstupy te´to metody jsou tzv. Manningu˚v koefici-
ent kana´lu (soucˇinitel drsnosti koryta), sklon kana´lu, jeho sˇı´rˇka, sklon brˇehu˚ a hodnota
vstupnı´ho pru˚toku, ktery´ odpovı´da´ pru˚toku na hornı´ hydrologicke´ stanici. Vy´stupempak
je vypocˇı´tana´ rychlost proudeˇnı´ vody kana´lem, dı´ky nı´zˇ se na´sledneˇ dopocˇı´ta´ vy´stupnı´
pru˚tok kana´lu.
2.3.4 Vy´stupnı´ data
Na vy´stupumodeluMath1D, resp. simulace na neˇm, mohou by´t v za´vislosti na pozˇadav-
cı´ch 3 datove´ mnozˇiny. Nejdu˚lezˇiteˇjsˇı´ jsou vy´stupnı´ nasimulovane´ odtoky jednotlivy´ch
kana´lu˚ v m3/s odpovı´dajı´cı´ jejich spodnı´m hydrologicky´m stanicı´m. Hodnoty jsou stejneˇ
jako u vstupnı´ch dat vztazˇeny k urcˇite´mu datu a cˇasu v krocı´ch po 1 hodineˇ. Analogicky
vypada´ vy´stup u mnozˇiny vodnı´ch stavu˚ (vy´sˇek hladiny) a rychlostı´ pru˚toku˚ vody.
Po forma´lnı´ stra´nce jde o soubory ve forma´tu CSV s tı´mto obsahem:
• Prvnı´m rˇa´dkem je hlavicˇka obsahujı´cı´ jako prvnı´ polozˇku rˇeteˇzec time/id, po
neˇmzˇ na´sleduje seznam ID stanic, pro ktere´ jsou data urcˇena.
• Vsˇechny dalsˇı´ rˇa´dky zacˇı´najı´ datem a cˇasem ve forma´tu yyyy-MM-dd HH:mm, pro
ktere´ jsou data platna´. Po neˇm jizˇ rˇa´dek pokracˇuje prˇı´slusˇny´mi daty (odtoky/vod-
nı´mi stavy/rychlostmi toku) vztazˇeny´mi k odpovı´dajı´cı´ stanici z hlavicˇky. Hodnoty
jsou zaznamena´ny jako desetinna´ cˇı´sla s desetinnou tecˇkou.
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• Vsˇechny sousednı´ prvky na rˇa´dku jsou oddeˇleny strˇednı´kem.
V soucˇasne´ dobeˇ ma´ smysl uvazˇovat pouze hodnoty simulovany´ch odtoku˚ vody.
2.3.5 Pru˚beˇh simulace
Nejpouzˇı´vaneˇjsˇı´ cˇasovy´ u´sek pouzˇı´vany´ v ra´mci syste´mu FLOREON+ zahrnuje data pro
7 dnı´ po 1 hodineˇ. Prˇitom platı´, zˇe vstupnı´ hodnoty sra´zˇek jsou pro prvnı´ch 5 dnu˚meˇrˇene´,
zatı´mco zbyle´ 2 dnypatrˇı´ hodnota´mpredikovany´m.Model je samozrˇejmeˇ schopny´ pocˇı´tat
simulace pro libovolneˇ dlouhe´ cˇasove´ u´seky. Limitova´n je pouze dostupnostı´ vstupnı´ch
dat.
Cela´ simulace zacˇı´na´ nastavenı´m vlastnostı´ pru˚beˇhu simulace, mezi ktere´ patrˇı´ naprˇ.
nastavenı´ typu˚ vy´pocˇetnı´chmetod, profilu koryta toku, pouzˇitı´/vynecha´nı´ adjustace (viz
nı´zˇe) a rˇady dalsˇı´ch popisny´ch parametru˚.
Dalsˇı´m krokem je nacˇtenı´ schematizace povodı´, na ktere´m bude simulace probı´hat,
a vstupnı´ch dat z prˇı´slusˇny´ch souboru˚. U´hrny sra´zˇek a meˇrˇene´ objemy odtoku˚ jsou
poskytova´ny ve forma´tu CSV. Pomocı´ teˇchto meˇrˇeny´ch objemu˚ odtoku˚ jsou na´sledneˇ
vytvorˇeny hydrogramy pro rea´lne´ hydrologicke´ stanice.
Na´sleduje samotny´ vy´pocˇet dı´lcˇı´ch prˇı´speˇvku˚ odtoku˚ povodı´. Beˇhem neˇj simulace
iteruje skrze vsˇechny kana´ly schematizace. Pokud se jedna´ o prameny – kana´ly, ktere´
nemajı´ zˇa´dne´ prˇı´toky, jsouuzˇitı´mmetodySCS-CNvypocˇı´ta´nypouzeodtokyze subpovodı´
na´lezˇı´cı´ prˇı´slusˇne´mukana´lu. Vprˇı´padeˇ vsˇech ostatnı´ch kana´lu˚ jsou nejprve akumulova´ny
prˇı´speˇvky vsˇech prˇı´toku˚ pocˇı´tane´ho kana´lu, pak je pomocı´ zvolene´ metody vypocˇı´ta´n
hydrodynamicky´ prˇı´speˇvek kana´lu samotne´ho a nakonec je opeˇt prostrˇednictvı´mmetody
SCS-CN prˇipocˇı´ta´n prˇı´speˇvek odtoku˚ z odpovı´dajı´cı´ho subpovodı´.
V prˇı´padeˇ, zˇe byla na zacˇa´tku simulace v nastavenı´ povolena adjustace, je vykona´na.
Ve sve´ podstateˇ se jedna´ o opravu chyby modelu. Aby vypocˇı´tane´ hodnoty odpovı´daly
rea´lny´m pru˚toku˚m, je pouzˇita adjustace vycha´zejı´cı´ z metody nejmensˇı´ch cˇtvercu˚. Prˇi
adjustaci se procha´zı´ rea´lne´ hydrologicke´ stanice, a pokud je pra´veˇ pocˇı´ta´n kana´l, jehozˇ
subpovodı´ spada´ pod tuto stanici, je vy´sledny´ odtok upraven podle prˇedpisu
Q¯ = αQ+ β,
kde Q je pu˚vodnı´ odtok a α, β jsou adjustacˇnı´ parametry zı´skane´ rˇesˇenı´m minimali-
zacˇnı´ u´lohy zmı´neˇnou metodou nejmensˇı´ch cˇtvercu˚.
Po vy´pocˇtu konecˇny´ch odtoku˚ a prˇı´padne´ adjustaci jsou hodnoty zkonvertova´ny na
odpovı´dajı´cı´ vy´sˇky hladiny (vodnı´ stavy) pro dane´ hydrologicke´ stanice. Prˇepocˇet je
proveden na za´kladeˇ teoreticke´ho prˇepocˇtu podle Manningovy rovnice [10].
Poslednı´m krokem simulace je sbeˇr vypocˇteny´ch hodnot a vygenerova´nı´ vy´stupnı´ch
souboru˚. Stejneˇ jako ty vstupnı´ jsou ve forma´tu CSV. Jde o vy´stupnı´ odtoky, vodnı´ stavy,
poprˇ. rychlosti pru˚toku˚ uvedene´ v prˇedchozı´ podkapitole 2.3.4.
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2.4 Automaticka´ kalibrace
Kazˇdy´ model, resp. simulace, v sobeˇ zahrnuje urcˇitou mı´ru neprˇesnosti a z nı´ pramenı´cı´
chybu. Ta se u sra´zˇko-odtokove´ho modelu Math1D projevuje odchylkou mezi simulova-
ny´mi a rea´lneˇ nameˇrˇeny´mi daty za stejny´ch podmı´nek, tzn. ve stejny´ cˇas, pro stejne´ mı´sto
toku a se stejny´mi vstupy (sra´zˇky, pocˇa´tecˇnı´ pru˚toky).
Cı´lem automaticke´ kalibrace je nastavenı´ parametru˚ schematizace tak, aby byla chyba
minimalizova´na pod urcˇitou prˇedem danou toleranci. V cyklu te´to na´stavby nad samot-
ny´m modelem jsou tedy po definovane´m kroku meˇneˇny hodnoty CN krˇivek a Man-
ningova koeficientu drsnosti. Velikosti zmeˇny jsou limitova´ny pouze drˇı´ve zmı´neˇny´mi
fyzika´lnı´mi limity parametru˚ (hodnoty 30–100 u CN krˇivek a 0,005–0,1 u Manningova
koeficientu). Pro kazˇdou kalibrovanou oblast se nejprve vypocˇı´ta´ pocˇa´tecˇnı´ chyba prˇed
kalibracı´. Na´sledneˇ jsou o dany´ krok zmeˇneˇny hodnoty parametru˚ a je vypocˇı´ta´na hod-
nota chyby s novy´mi parametry. Pokud je hodnota rozdı´lu dvou bezprostrˇedneˇ po sobeˇ
na´sledujı´cı´ch chyb veˇtsˇı´ nezˇ definovana´ tolerance, je v cyklu proces opakova´n. V opa-
cˇne´m prˇı´padeˇ je kalibrace dane´ oblasti ukoncˇena, zaznamena´na velikost chyby pro ak-
tua´lnı´ hodnoty parametru˚ a tyto hodnoty jsou oznacˇeny jako zkalibrovane´. V pru˚beˇhu
iteracı´ jsou de´lky kroku˚ (velikosti zmeˇn) parametru˚ a dı´lcˇı´ chyby vycˇı´slova´ny dynamicky
pomocı´ parcia´lnı´ch derivacı´ a va´zˇene´ Euklidovske´ normy.
Kvu˚li nutnosti zjistit nove´ vy´stupy simulace modelu vzˇdy po kazˇde´ zmeˇneˇ hodnoty
parametru, a to pro hodnoty CN krˇivek i Manningova koeficientu, je v pru˚beˇhu kalib-
race spousˇteˇna samotna´ simulace modelu Math1D mnohokra´t v za´vislosti na velikosti
pocˇa´tecˇnı´ odchylkymeˇrˇeny´ch a simulovany´ch hodnot a nastavene´ velikosti kroku zmeˇny
parametru˚. Z tohoto du˚vodu je automaticka´ kalibrace pomeˇrneˇ vy´pocˇetneˇ na´rocˇna´.
2.5 Modelova´nı´ neurcˇitostı´
Aby bylo mozˇne´ zvy´sˇit mı´ru vypovı´dacı´ hodnoty simulacı´, byly do vyuzˇitı´ Math1D
modelu zaneseny neurcˇitosti. Byl vytvorˇen ra´mec pro neurcˇitostnı´ simulace modelu, na
jehozˇ vstupu je zada´na pozˇadovana´ odchylkamnozˇstvı´ sra´zˇek a kvantily hodnot, pro neˇzˇ
jsou neurcˇitostnı´ simulace spousˇteˇny. Vy´stupem jsou hydrogramy reprezentujı´cı´ mozˇny´
rozptyl hodnot pru˚toku˚ smı´roupravdeˇpodobnosti danouzmı´neˇny´mi vstupnı´mi kvantily.
K vy´pocˇtu je v soucˇasne´ dobeˇ vyuzˇı´va´na stochasticka´ simulacˇnı´ metoda Monte Carlo.
Stejneˇ jako automaticka´ kalibrace je modelova´nı´ neurcˇitostı´ jakousi na´stavbou nebo
ra´mcem nad samotny´m modelem Math1D, ktery´ je v pru˚beˇhu modelova´nı´ teˇchto ne-
urcˇitostı´ mnohona´sobneˇ spousˇteˇn. Proto se rovneˇzˇ jedna´ o vy´pocˇetneˇ vysoce na´rocˇnou
u´lohu. Rˇesˇenı´m modelova´nı´ neurcˇitostı´ s vyuzˇitı´m modelu Math1D se podrobneˇ zaby´va´
paralelneˇ vznikajı´cı´ pra´ce [4].
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3 Konverze modelu Math1D
Matematicky´ sra´zˇkoodtokovy´ model Math1D byl od sve´ho pocˇa´tku vyvı´jen pomocı´ ja-
zyka MATLAB. Ten je skriptovacı´m programovacı´m jazykem 4. generace, zameˇrˇeny´m
zejme´na na pocˇı´ta´nı´ s maticemi (z angl. matrix laboratory). Jde o bezesporu vynikajı´cı´
profesiona´lnı´ na´stroj ve sve´ kategorii. Jeho vy´hodou je mozˇnost abstrakcematematicky´ch
i jiny´ch proble´mu˚ na velmi vysoke´ u´rovni.
To s sebou vsˇak oproti standardnı´m programovacı´m jazyku˚m prˇina´sˇı´ i nevy´hodu
v podobeˇ nizˇsˇı´ho potenciona´lnı´ho vy´pocˇetnı´ho vy´konu a mensˇı´ mozˇnosti optimalizace
a sˇka´lovatelnosti pro paralelnı´ spousˇteˇnı´. Hlavnı´ nevy´hodou je ale komplikovana´ inte-
grace takto vyhotoveny´ch programu˚ do slozˇiteˇjsˇı´ch logicky´ch celku˚, jako je tomu pra´veˇ
u modelu Math1D, respektive syste´mu FLOREON+. Ta je zaprˇı´cˇineˇna nutnostı´ vytva´rˇet
specificke´ rozhranı´ mezi syste´mem a integrovany´m programem v jazyce MATLAB. Toto
rozhranı´ je nezbytne´ pro vza´jemne´ prˇeda´va´nı´ dat a prˇedevsˇı´m samotne´ spousˇteˇnı´ pro-
gramu˚ v MATLABu. Zanedbatelna´ nenı´ ani nutnost mı´t pro takovy´ program k dispozici
samotne´ komercˇnı´ beˇhove´ prostrˇedı´ MATLAB, cˇı´mzˇ je mozˇnost nasazenı´ na libovolne´
stroje a platformy znacˇneˇ omezena.
Za u´cˇelem eliminace vy´sˇe uvedeny´ch nedostatku˚ spolu se za´meˇrem rozsˇı´rˇit model o
popsanou automatickou kalibraci a modelova´nı´ neurcˇitostı´ vyplynula potrˇeba konverze
aktua´lnı´ implementace vMATLABu do neˇktere´ho vhodne´ho programovacı´ho jazyka. Na
za´kladeˇ svy´ch obecny´ch vlastnostı´, univerza´lnosti, rozsˇı´rˇitelnosti, jednoduche´ integrova-
telnosti, mozˇnosti velmi dobrˇe a prˇehledneˇ reprezentovat schematizaci povodı´ a potazˇmo
cely´ model pomocı´ trˇı´d a take´ s ohledem na potenciona´lnı´ vy´konnost pro pla´novanou
paralelizaci modelu a jeho soucˇa´stı´ byl pro novou implementaci vybra´n jazyk C++.
Pro doplneˇnı´ na´sleduje v tabulce 2 porovna´nı´ klı´cˇovy´ch vlastnostı´ obou jazyku˚.
3.1 Vy´chozı´ implementace
Jak jizˇ bylo zmı´neˇno, pu˚vodnı´ implementace modelu Math1D byla vytvorˇena na Katedrˇe
aplikovane´ matematiky. Z toho take´ vyply´va´ pouzˇitı´ programove´ho prostrˇedı´ a progra-
movacı´ho jazykaMATLAB, ktery´ je vhodny´ pro rychly´ vy´voj a prototypova´nı´. Vy´hodou je
take´ mozˇnost jednoduche´ a efektivnı´ pra´ce s maticemi, cozˇ bylo v pu˚vodnı´ implementaci
modelu hojneˇ vyuzˇito.
Matlabovsky´ ko´d obsahuje kromeˇ implementace modelu tak, jak je popsa´n v podka-
pitole 2.3, i mnoho dalsˇı´ch experimenta´lnı´ch, testovacı´ch nebo pomocny´ch funkcı´, ktere´
jizˇ ale prˇi beˇzˇne´m spousˇteˇnı´ simulacı´ nejsou vyuzˇı´va´ny. Jde naprˇ. o obousmeˇrne´ prˇevody
mezi pru˚toky a vy´sˇkami hladiny, prˇevody mezi ru˚zny´mi datovy´mi typy, trˇı´deˇnı´ kana´lu˚,
prˇevody cˇasovy´ch forma´tu˚, pra´ci s webovy´mi sluzˇbami nebo vykreslova´nı´ grafu˚.
Dalsˇı´m specifikem implementace modelu v MATLABu je, zˇe nezpracova´va´ a nepo-
skytuje vy´stupnı´ hodnoty rychlosti pohybu vody v toku.
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Vlastnost MATLAB C++
Zpracova´nı´ ko´du interpretovany´ kompilovany´
Typova´ kontrola dynamicky typovany´ silneˇ typovany´
Silna´ stra´nka rychle´ prototypova´nı´ vy´konnost
Zameˇrˇenı´ maticove´ operace programove´ smycˇky
Tabulka 2: Porovna´nı´ klı´cˇovy´ch vlastnostı´ jazyku˚ MATLAB a C++
3.2 Beˇhove´ prostrˇedı´
Od sve´ho zacˇa´tku byl model Math1D provozova´n pod operacˇnı´m syste´mem Microsoft
Windows, at’uzˇ sˇlo o jeho vy´voj v MATLABu, nebo jeho nasazenı´ na vy´pocˇetnı´ server.
Rovneˇzˇ databa´ze obsahujı´cı´ data pro schematizace a vsˇechna vstupnı´ data pro model
pocha´zı´ z dı´lny Microsoftu (MS SQL Server). Z du˚vodu pla´novane´ho nahrazenı´ nove´
implementace modelu mı´sto pu˚vodnı´ a jejı´ integrace do syste´mu FLOREON+ byla kon-
verze matlabovske´ho ko´du zapocˇata pra´veˇ pod syste´memWindows. Druhy´m aspektem
konverze byl pozˇadavek na budoucı´ paralelizaci modelu, automatickou kalibraci i mode-
lova´nı´ neurcˇitostı´ a jejich spousˇteˇnı´ na noveˇ vznikle´m superpocˇı´tacˇi Anselm (detailneˇjsˇı´
popis v kapitole 5.3). Operacˇnı´m syste´mem na Anselmu je naopak Linux, proto bylo jizˇ
od zacˇa´tku nutne´ vyhnout se platformoveˇ za´visly´m knihovna´m a funkcı´m jazyka C++.
3.3 Vy´vojove´ prostrˇedı´
Veˇtsˇina vy´voje (konverze) byla realizova´na v integrovane´m vy´vojove´m prostrˇedı´ Micro-
soft Visual Studio 2010 Ultimate1 s internı´m C++ prˇekladacˇem. Toto prostrˇedı´ bylo zvo-
leno dı´ky komfortnı´mu procesu vy´voje, ladeˇnı´, debugova´nı´, mozˇnosti jednoduche´ inte-
grovane´ vy´konove´ analy´zy ko´du nebo za´kladnı´mu integrovane´mu klientu pro prˇı´stup
do databa´zeMS SQL Server, ktery´ pro potrˇeby konverze plneˇ dostacˇoval. V pravidelny´ch
intervalech byla take´ testova´na kompatibilita ko´du na Linuxu (Ubuntu 12.04 LTS) pomocı´
kompila´toru g++ ve verzi 4.8.1 s podporou nove´ho standardu C++11 [9].
Po dokoncˇenı´ konverze byla zapocˇata paralelizace ko´du modelu, automaticke´ kalib-
race i modelova´nı´ neurcˇitostı´, ktera´ uzˇ ale probı´hala cˇisteˇ v prostrˇedı´ Linuxu. Protozˇe jizˇ
nebylo potrˇeba masivnı´ho vy´voje, jednalo se o rozsahoveˇ me´neˇ na´rocˇne´ u´pravy ko´du,
nebyl ko´d portova´n do zˇa´dne´ho dalsˇı´ho integrovane´ho vy´vojove´ho prostrˇedı´ (nabı´zelo
se naprˇ. prostrˇedı´ CodeBlocks2). Pro editaci ko´du byl dostatecˇny´ pokrocˇily´ textovy´ editor
Sublime Text3. K sestavenı´ a kompilaci byla vyuzˇita klasicka´ utilita make v kombinaci se
zmı´neˇny´m kompila´torem g++, pozdeˇji pro experimenta´lnı´ u´cˇely i kompila´torem spolecˇ-
nosti Intel icpc verze 13.1.3 a nakonec pro kompilaci ko´du s vyuzˇitı´m MPI, o ktere´m
pojedna´va´ samostatna´ kapitola 5.2, i tzv. wrapper kompila´toru˚ mpicc. Pro potrˇeby de-
bugova´nı´ a ladeˇnı´ ko´du pak byl pouzˇit klasicky´ debugger gdb verze 7.4 a 7.2.
1http://www.visualstudio.com/
2http://www.codeblocks.org
3http://www.sublimetext.com/
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3.4 Nova´ implementace
Prvnı´m krokem konverze modelu Math1D z pu˚vodnı´ matlabovske´ implementace do ja-
zyka C++ bylo prostudova´nı´ a pochopenı´ modelu a procesu simulace. Samotna´ konverze
pak spocˇı´vala ve trˇech krocı´ch:
1. vytvorˇenı´ datove´ struktury reprezentujı´cı´ schematizaci povodı´,
2. prˇenesenı´ jednotlivy´ch vy´pocˇetnı´ch algoritmu˚,
3. na´vrh a implementace vhodne´ho rozhranı´.
Samotny´ jazyk C++ ze sve´ podstaty neposkytuje vysokou´rovnˇove´ funkce, opera´tory
a jine´ na´stroje pro pra´ci s daty, zejme´na s maticemi. Pu˚vodnı´ implementace modelu v
MATLABu na nich byla naopak zalozˇena´, proto bylo nutne´ vsˇechny tyto prvky imple-
mentovat pomocı´ jednodusˇsˇı´ch stavebnı´ch kamenu˚, ktere´ jazyk C++ nabı´zı´. Sˇlo naprˇ. o
na´sobenı´ matic, na´sobenı´ po prvcı´ch, logicke´ maticove´ operace, vytva´rˇenı´ aritmeticky´ch
posloupnostı´ nebo cˇtenı´ a za´pis matic do souboru˚. Dalsˇı´ z rˇady odlisˇnostı´ MATLABu je
take´ jeho nedeklarativnı´ pra´ce s promeˇnny´mi, kterou bylo ve spojitosti s interpretacı´ ko´du
oproti deklaracı´m promeˇnny´ch a kompilaci C++ nutno zohlednit.
3.4.1 Na´vrh a realizace schematizace
Pro potrˇeby perzistence byla navrzˇena a vytvorˇena datova´ struktura ve forma´tu XML
souboru a jeho odpovı´dajı´cı´ XSD sche´ma. Obsah XML souboru a rozsah dat odpovı´da´
pu˚vodnı´ strukturˇe pouzˇı´vane´ v prostrˇedı´ MATLABu, vcˇetneˇ na´zvu˚ elementu˚ a atributu˚.
Byly pouze vypusˇteˇny neˇktere´ nevyuzˇı´vane´ atributy dany´ch entit povodı´ a naopak byly
doplneˇny jednoznacˇne´ identifika´tory a indexace, na jejı´zˇ korektnosti je za´visly´ u´speˇsˇny´
pru˚beˇh simulace. Zkra´cena´ uka´zka obsahu XML souboru reprezentujı´cı´ jednu ze schema-
tizacı´ je v prˇı´loze (vy´pis 3). Obsah byl zkra´cen tak, aby kazˇda´ kolekce obsahovala pouze
jeden svu˚j element.
Pro generova´nı´ XML souboru˚ se schematizacemi jednotlivy´ch povodı´ byla vytvorˇena
utilita Math1DXMLSchematizationWriter. Na za´kladeˇ zadane´ho ID povodı´ se utilita
prˇipojı´ k databa´zi projektu FLOREON+. Pomocı´ sdı´leny´ch trˇı´d pro pra´ci s databa´zı´ jsou
stazˇena data o povodı´ a inicializova´ny prˇı´slusˇne´ datove´ objekty (DTO). Ty jsou na´sledneˇ
jizˇ cˇisteˇ v rezˇii utility zpracova´ny, setrˇı´zeny a zaindexova´ny, nacˇezˇ je vytvorˇen XML
soubor s pozˇadovanou schematizacı´. Jelikozˇ utilita vyuzˇı´va´ neˇktere´ spolecˇne´ cˇa´sti ko´du
z jiny´ch modulu˚ syste´mu FLOREON+, je stejneˇ jako ony naprogramova´na v jazyce C#.
Reprezentace schematizacı´ pomocı´ XML souboru˚ byla zvolena pro svou jednodu-
chost a mozˇnost univerza´lnı´ho pouzˇitı´ i v budoucnu. Schematizace jsou pomeˇrneˇ staticke´
popisne´ celky, ktere´ se te´meˇrˇ nemeˇnı´, jelikozˇ popisujı´ geomorfologicke´ vlastnosti koryt
vodnı´ch toku˚ a povodı´. Z toho du˚vodu se prˇedpokla´da´, zˇe pro simulace budou vyuzˇı´-
va´ny prˇedgenerovane´ XML soubory jednotlivy´ch povodı´. Tı´mto se usˇetrˇı´ cˇas prˇi simula-
cı´ch jinak potrˇebny´ pro prˇı´stup do databa´ze a zı´ska´nı´ dat schematizacı´. Oproti pu˚vodnı´
implementaci v MATLABu byla eliminova´na take´ vsˇechna komunikace prostrˇednictvı´m
webovy´ch sluzˇeb, ktera´ je znacˇneˇ cˇasoveˇ na´rocˇna´.
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Pro potrˇeby generova´nı´ schematizacı´ do XML souboru˚ a pro jejich validaci vzniklo
rovneˇzˇ odpovı´dajı´cı´ XSD sche´ma, ktere´ definuje povolene´ elementy, jejich porˇadı´, datove´
typy, cˇetnost vy´skytu nebo rozmezı´ prˇı´pustny´ch hodnot. Utilita
Math1DXMLSchematizationWriter nabı´zı´ mozˇnost po vygenerova´nı´ XML souboru
schematizace prove´st validaci pra´veˇ oproti tomuto XSD sche´matu. To mu˚zˇe by´t uzˇitecˇne´
naprˇ. po importu novy´ch dat do databa´ze.
3.4.2 Konfigurace
Jako rozhranı´ pro nastavenı´ cest ke vstupu˚m a pro vy´stupy modelu Math1D slouzˇı´ kon-
figuracˇnı´ soubor. Ten je ve forma´tu XML a obsahuje na´sledujı´cı´ elementy:
• matDataXmlFilePath – obsahuje cestu k XML souboru s vygenerovanou sche-
matizacı´ povodı´ urcˇene´ho k simulaci,
• measuredDischargeVolumesCsvFilePath – obsahuje cestu k CSV souboru, ve
ktere´m jsou informace o odtocı´ch meˇrˇeny´ch v dany´ch hydrologicky´ch stanicı´ch ve
specifikovany´ den a cˇas,
• precipitationsCsvFilePath – obsahuje cestu k CSV souboru, ve ktere´m jsou
informace o sra´zˇka´ch nameˇrˇeny´ch, poprˇ. predikovany´ch pro dane´ klimatologicke´
stanice na specifikovany´ den a cˇas,
• qCsvFilePath – obsahuje cestu k CSV souboru, do neˇhozˇ budou zapsa´ny (prˇe-
psa´ny) vy´sledne´ nasimulovane´ hodnoty pru˚toku˚ pro dane´ hydrologicke´ stanice ve
specifikovany´ den a cˇas,
• hCsvFilePath – obsahuje cestu k CSV souboru, do neˇhozˇ budou zapsa´ny (prˇe-
psa´ny) vy´sledne´ nasimulovane´ hodnoty vodnı´ch stavu˚ (vy´sˇek hladin) pro dane´
hydrologicke´ stanice ve specifikovany´ den a cˇas,
• vCsvFilePath – obsahuje cestu k CSV souboru, do neˇhozˇ budou zapsa´ny (prˇe-
psa´ny) vy´sledne´ nasimulovane´ hodnoty rychlostı´ pohybu vody pro dane´ hydrolo-
gicke´ stanice ve specifikovany´ den a cˇas,
• logTarget – nastavenı´ cı´le pro logovacı´ vy´pisy modelu. 0 znamena´ vy´pis do stan-
dardnı´ konzole, 1 znamena´ vy´pis do textove´ho logovacı´ho souboru a 2 znamena´,
zˇe model nebude produkovat zˇa´dny´ textovy´ vy´stup o pru˚beˇhu simulace kromeˇ
kriticky´ch a chybovy´ch hla´sˇenı´,
• logFilePath – obsahuje cestu k textove´mu souboru, do ktere´ho je v prˇı´padeˇ nasta-
venı´ hodnoty 1 v elementu logTarget zaznamena´va´n pru˚beˇh simulace modelu.
Cesta k samotne´mu konfiguracˇnı´mu souboru je prˇeda´va´na formou argumentu prˇi
spusˇteˇnı´ aplikace, viz kapitola ??.
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3.4.3 Inicializace modelu
Po spusˇteˇnı´ aplikace je provedeno parsova´nı´ argumentu˚, se ktery´mi byla spusˇteˇna. Na
jejich za´kladeˇ se beˇh rozveˇtvuje a je spusˇteˇna samostatna´ simulace sra´zˇko-odtokove´ho
modelu, automaticka´ kalibrace, nebo modelova´nı´ neurcˇitostı´. Pokud byla zvolena prvnı´
mozˇnost, je vytvorˇena instance modelu Math1D.
Ta je v ko´du tvorˇena trˇı´dou MatData, ktera´ je hlavnı´ a vy´chozı´ trˇı´dou implementace
modelu.Obsahuje vsˇechnydu˚lezˇite´ a pro simulaci nepostradatelne´metody a cˇleny.Na´zev
MatData je prˇevzat stejneˇ jako veˇtsˇina ostatnı´ch identifika´toru˚ z pu˚vodnı´ implementace
v MATLABu z du˚vodu zachova´nı´ prˇehlednosti a zpeˇtne´ dohledatelnosti funkcionality.
Konstruktoru trˇı´dy MatData prˇijı´ma´ jako parametr cestu ke konfiguracˇnı´mu souboru.
Ta mu˚zˇe by´t, jak bylo uvedeno vy´sˇe, zada´na jako argument prˇi spusˇteˇnı´, a pokud v argu-
mentu doda´na nenı´, je pouzˇita vy´chozı´ relativnı´ cesta ”../Resources/Config.xml”.
V ra´mci vykona´va´nı´ teˇla konstruktoru je parsova´n konfiguracˇnı´ soubor a inicializo-
va´n objekt trˇı´dy Logger, ktery´ se v pru˚beˇhu simulace stara´ o vypisova´nı´ informacı´ do
pozˇadovane´ho logovacı´ho kana´lu.
Na´sleduje vola´nı´ metody runRR, ktera´ zahrnuje vsˇe, co je potrˇeba pro u´speˇsˇnou
simulaci prove´st. Implementova´na je jako sekvence neˇkolika kroku˚:
1. Vola´nı´ metody setOptions, ktera´ prˇednastavı´ sadu atributu˚ modelu jejich vy´-
chozı´mi hodnotami, naprˇ. minutovy´ krok simulace, data a cˇasy zacˇa´tku/konce
simulace, na´zvy zvoleny´ch vy´pocˇetnı´ch metod, typ profilu koryt toku˚ nebo zapnu-
tı´/vypnutı´ adjustace.
2. Vola´nı´ metody collectMatDataCsv, ktera´ zaobaluje nacˇı´ta´nı´ vsˇech vstupnı´ch dat
modelu z jednotlivy´ch vstupnı´ch souboru˚.
3. Vy´pis pocˇa´tecˇnı´ch hodnot vybrany´ch polozˇek nastavenı´.
4. Vola´nı´ metody rainfallRunoffModel – tato metoda spustı´ samotny´ vy´pocˇet
sra´zˇko-odtokove´ simulace nad dany´mi vstupnı´mi daty.
5. Vola´nı´ metody collectRRResultCsv – metoda z modelu vyextrahuje vypocˇtena´
simulovana´ data pro vy´stup a vygeneruje z nich pozˇadovane´ vy´stupnı´ CSV soubory.
3.4.4 Objektova´ reprezentace schematizace
Objektova´ datova´ struktura reprezentujı´cı´ cele´ povodı´ je tvorˇena jednotlivy´mi trˇı´dami.
Jejich objekty pak prˇedstavujı´ konkre´tnı´ kana´ly, subpovodı´, hydrometeorologicke´ meˇrˇicı´
stanice a dalsˇı´ u´daje nezbytne´ pro simulace. Na obra´zku 3 je zna´zorneˇn trˇı´dnı´ diagram
popisujı´cı´ vybrane´ trˇı´dy, jejich metody a cˇleny, ktere´ prˇedstavujı´ za´klad pro objektovou
reprezentaci schematizacı´.
Po spusˇteˇnı´ aplikace je schematizace povodı´ v ra´mci inicializace nacˇı´ta´na do vnitrˇnı´
objektove´ struktury. Zmetody collectMatDataCsv jsou postupneˇ hierarchicky vola´ny
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Obra´zek 3: Trˇı´dnı´ diagram zobrazuje strukturu modelu Math1D a jejı´ vybrane´ cˇleny
21
dalsˇı´ specializovane´ metody. Nejprve loadSchematization, ktera´ nacˇı´ta´nı´ schemati-
zace zastrˇesˇuje a prova´dı´ parsova´nı´ vstupnı´ho XML souboru se schematizacı´. Pote´ na´sle-
dujı´ metody loadStationsFromXml, loadChannelsFromXml a
loadSubbasinsFromXml. Kazˇda´ z nich se stara´ o nacˇı´ta´nı´ odpovı´dajı´cı´ho typu ele-
mentu˚ z XML souboru, vytva´rˇenı´ objektu˚, jejich plneˇnı´ nacˇteny´mi daty a nakonec prˇeda´-
va´nı´ teˇchto objektu˚ do kolekcı´, ktere´ jsou cˇleny korˇenove´ trˇı´dy MatData a nad ktery´mi
se pak prova´dı´ simulace.
Vsˇechny trˇı´dnı´ cˇleny jsou z du˚vodu dodrzˇenı´ paradigmatu zapouzdrˇenı´ priva´tnı´ a
pro zı´ska´va´nı´ cˇi nastavova´nı´ jejich hodnoty slouzˇı´ pomocne´ verˇejne´ metody tzv. gettery
a settery. Nynı´ budou popsa´ny hlavnı´ cˇleny jednotlivy´ch trˇı´d.
MatData
• sourceStations – kolekce hydrologicky´ch stanic, ktere´ se nacha´zı´ na zacˇa´tku
kana´lu,
• riverStations – kolekce hydrologicky´ch stanic, ktere´ se nacha´zı´ na konci kana´lu,
• weatherStations – kolekce meteorologicky´ch stanic, ktere´ se nacha´zı´ v oblasti
spadajı´cı´ pod dı´lcˇı´ subpovodı´,
• channels – kolekce kana´lu˚, cozˇ jsou u´seky vodnı´ch toku˚ mezi jednotlivy´mi sou-
toky,
• subbasins – kolekce subpovodı´, cozˇ jsou oblasti v okolı´ kana´lu˚, z jejichzˇ povrchu
ste´kajı´ sra´zˇky do teˇchto kana´lu˚,
• measuredDischargeVolumes – matice velikostim× n, kdem je pocˇet cˇasovy´ch
kroku˚ pro za´znamy hodnot a n je pocˇet meˇrˇı´cı´ch stanic ve schematizaci. Hodnoty
jsou typu double a reprezentujı´ nameˇrˇene´ pru˚toky pro dane´ stanice a cˇasy,
• precipitations – kolekce pa´ru˚ typu klı´cˇ-hodnota, kde klı´cˇ je typu time_t vyja-
drˇujı´cı´ datum a cˇas, pro ktery´ je hodnota urcˇena, a hodnotou je kolekce typudouble
obsahujı´cı´ u´hrny sra´zˇek pro odpovı´dajı´cı´ dobu. Ulozˇenı´ cˇasu˚ tı´mto zpu˚sobem bylo
zvoleno kvu˚li u´spory pameˇti a z du˚vodu zamezenı´ duplicity hodnot,
• options – objekt obsahujı´cı´ nastavenı´ modelu Math1D, pru˚beˇhu simulace, datum
a cˇas zacˇa´tku a konce cˇasove´ho u´seku, pro ktery´ se simulace prova´dı´, zvolene´
vy´pocˇetnı´ metody, pouzˇitı´/vynecha´nı´ adjustace (viz podkapitola 2.3.5),
• logger – objekt udrzˇujı´cı´ informace o logovacı´m kana´lu. Vola´nı´m jehometody log
je do tohoto kana´lu vlozˇen pozˇadovany´ za´znam,
• nTimeSteps – hodnota urcˇujı´cı´ pocˇet cˇasovy´ch kroku˚, resp. rˇa´dku˚ za´znamu˚ ve
vstupnı´ch, potazˇmo vy´stupnı´ch datech,
• minuteStep – hodnota urcˇujı´cı´ de´lku jednoho cˇasove´ho kroku. Pro soucˇasne´ zdroje
vstupnı´ch dat je tato hodnota rovna 60,
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Station
• id – jednoznacˇny´ cˇı´selny´ identifika´tor stanice dane´ho typu,
• description – popis stanice, jejı´ umı´steˇnı´ apod.,
• name – na´zev stanice, naprˇ. podle na´zvu obce,
• location – objekt obsahujı´cı´ zemeˇpisne´ sourˇadnice polohy x, y a z (vy´sˇka),
• clockStep – hodnota urcˇujı´cı´ de´lku jednoho cˇasove´ho kroku,
• code – ko´dove´ oznacˇenı´ stanice,
• precipitationFlag – prˇı´znak urcˇujı´cı´, zda stanice poskytuje u´daje o sra´zˇka´ch,
• temperatureFlag – prˇı´znak urcˇujı´cı´, zda stanice poskytuje u´daje o teploteˇ,
• snowFlag – prˇı´znak urcˇujı´cı´, zda stanice poskytuje u´daje o mnozˇstvı´ sneˇhu,
• windVelocityFlag – prˇı´znak urcˇujı´cı´, zda stanice poskytuje u´daje o rychlosti
veˇtru,
• radarFlag – prˇı´znak urcˇujı´cı´, zda stanice poskytuje radarovou prˇedpoveˇd’pocˇası´,
• isVirtual – prˇı´znak urcˇujı´cı´, zda je stanice virtua´lnı´, nebo rea´lna´,
• spa1 – meznı´ hodnota pru˚toku, po jejı´mzˇ prˇekrocˇenı´ je vyhlasˇova´n 1. stupenˇ po-
vodnˇove´ aktivity,
• spa2 – meznı´ hodnota pru˚toku, po jejı´mzˇ prˇekrocˇenı´ je vyhlasˇova´n 2. stupenˇ po-
vodnˇove´ aktivity,
• spa3 – meznı´ hodnota pru˚toku, po jejı´mzˇ prˇekrocˇenı´ je vyhlasˇova´n 3. stupenˇ po-
vodnˇove´ aktivity,
• q – pru˚meˇrna´ rocˇnı´ hodnota pru˚toku,
• waterGaugingCategory – znacˇı´ kategorii hla´sny´chprofilu˚,mu˚zˇe naby´vat hodnot
A, B, nebo N,
• hSpa1 –meznı´ hodnota vodnı´ho stavu, po jejı´mzˇ prˇekrocˇenı´ je vyhlasˇova´n 1. stupenˇ
povodnˇove´ aktivity,
• hSpa2 –meznı´ hodnota vodnı´ho stavu, po jejı´mzˇ prˇekrocˇenı´ je vyhlasˇova´n 2. stupenˇ
povodnˇove´ aktivity,
• hSpa3 –meznı´ hodnota vodnı´ho stavu, po jejı´mzˇ prˇekrocˇenı´ je vyhlasˇova´n 3. stupenˇ
povodnˇove´ aktivity,
• h – pru˚meˇrna´ rocˇnı´ hodnota vodnı´ho stavu,
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• chmuProfileId – identifika´tor hla´sne´ho profilu stanice,
• channelIndex – porˇadı´ kana´lu v kolekci kana´lu˚.
Channel
• id – jednoznacˇny´ cˇı´selny´ identifika´tor kana´lu,
• name – oznacˇenı´ kana´lu,
• sourceStationId – ID hydrologicke´ stanice na zacˇa´tku kana´lu,
• sourceStationIndex – porˇadı´ hydrologicke´ stanice na zacˇa´tku kana´lu v kolekci
pocˇa´tecˇnı´ch stanic,
• stationId – ID hydrologicke´ stanice na konci kana´lu,
• stationIndex – porˇadı´ hydrologicke´ stanice na konci kana´lu v kolekci koncovy´ch
stanic,
• h – nadmorˇska´ vy´sˇka nejvy´sˇe polozˇene´ho bodu kana´lu,
• d –nadmorˇska´ vy´sˇka nejnı´zˇe polozˇene´ho bodu kana´lu,
• length – de´lka kana´lu,
• slope – sklon kana´lu,
• bankSlope – sklon brˇehu˚,
• depth – hloubka koryta,
• width – sˇı´rˇka koryta,
• n – Manningu˚v koeficient drsnosti,
• subbasinId – ID subpovodı´, z neˇhozˇ ste´kajı´ sra´zˇky do dane´ho kana´lu,
• subbasinIndex – porˇadı´ subpovodı´, z neˇhozˇ ste´kajı´ sra´zˇky do dane´ho kana´lu v
kolekci subpovodı´,
• upstreams – kolekce porˇadı´ prˇı´toku˚ v kolekci kana´lu˚,
• downstream – porˇadı´ na´sledujı´cı´ho kana´lu v kolekci kana´lu˚,
• hydrograph – objekt obsahujı´cı´ kolekce pocˇa´tecˇnı´ch a koncovy´ch pru˚toku˚ a ko-
lekce pocˇa´tecˇnı´ch a koncovy´ch vodnı´ch stavu˚ kana´lu.
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Subbasin
• id – jednoznacˇny´ cˇı´selny´ identifika´tor subpovodı´,
• name – oznacˇenı´ subpovodı´,
• area – plocha subpovodı´,
• h – nadmorˇska´ vy´sˇka nejvy´sˇe polozˇene´ho bodu subpovodı´,
• d – nadmorˇska´ vy´sˇka nejnı´zˇe polozˇene´ho bodu subpovodı´,
• length – de´lka nejdelsˇı´ trasy, kudy mohou sra´zˇky z povodı´ do vodnı´ho kana´lu
ste´kat,
• slope – sklon subpovodı´,
• baseFlow – pocˇa´tecˇnı´ pru˚tok,
• cn – hodnota CN krˇivky,
• n – Manningu˚v koeficient drsnosti,
• lai – mı´ra plochy subpovodı´ kryte´ stromovou klenbou,
• initAbstraction – pocˇa´tecˇnı´ ztra´ta (retence) na subpovodı´,
• timeConcentration – cˇas, za ktery´ stecˇou sra´zˇky z nejvzda´leneˇjsˇı´ho mı´sta sub-
povodı´ do vodnı´ho kana´lu,
• storageCoeff – koeficient popisujı´cı´, kolik vody doka´zˇe subpovodı´ pojmout
(vsa´knout),
• channelId – ID kana´lu, do neˇhozˇ ste´kajı´ sra´zˇky z dane´ho subpovodı´,
• channelIndex – porˇadı´ kana´lu, do neˇhozˇ ste´kajı´ sra´zˇky z dane´ho subpovodı´ v
kolekci kana´lu˚,
• weatherStationIndex – porˇadı´ meteorologicke´ stanice v kolekci teˇchto stanic.
Options
• startDate – datum a cˇas poslednı´ho za´znamu vstupnı´ch dat,
• endDate – datum a cˇas poslednı´ho za´znamu vstupnı´ch dat,
• minuteStep – hodnota urcˇujı´cı´ de´lku jednoho cˇasove´ho kroku vstupnı´ch dat,
• meteoModelId – ID meteorologicke´ho modelu,
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• meteoModelName – na´zev meteorologicke´ho modelu,
• rr – prˇı´znak, zda prova´deˇt sra´zˇko-odtokovou simulaci,
• hd – prˇı´znak, zda prova´deˇt hydrodynamickou simulaci,
• rrSchemeId – ID sra´zˇko-odtokove´ schematizace,
• rrSchemeName – na´zev sra´zˇko-odtokove´ schematizace,
• rrModelId – ID sra´zˇko-odtokove´ho modelu,
• rrModelName – na´zev sra´zˇko-odtokove´ho modelu,
• rrType – pouzˇita´ sra´zˇko-odtokova´ metoda,
• rrHdType – pouzˇita´ hydrodynamicka´ metoda pro sra´zˇko-odtoky,
• rrProfileShape – tvar sra´zˇko-odtokove´ho profilu,
• hdModelId – ID hydrodynamicke´ho modelu,
• hdType – pouzˇita´ hydrodynamicka´ metoda,
• hdProfileShape – tvar hydrodynamicke´ho profilu,
• simulationId – ID simulace,
• fitting – pouzˇitı´/vynecha´nı´ adjustace.
3.5 Dokumentace
Pro zdokumentova´nı´ ko´du byl pouzˇit na´stroj Doxygen4. Ten umozˇnˇuje automaticky ge-
nerovat dokumentaci z komenta´rˇu˚, ktere´ jsou v podporovane´m forma´tu. Vy´sledna´ doku-
mentacemu˚zˇe by´t ve forma´tuHTML stra´nek, LATEX, RTF, XML, stra´nky pro program man,
poprˇ. DocBook5. Adresa´rˇ s aktua´lnı´ vygenerovanou dokumentacı´ se nacha´zı´ v korˇeno-
ve´m adresa´rˇi projektu. Obsahuje seznam trˇı´d a vsˇech jejich verˇejny´ch i priva´tnı´ch metod
a cˇlenu˚. U vybrany´ch metod je obsazˇen take´ slovnı´ popis funkcionality.
4http://www.doxygen.org
5http://www.docbook.org
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4 Parametrizace modelu Math1D
Parametrizace modelu prˇedstavuje zpu˚sob, jak ovlivnit chova´nı´ modelu v pru˚beˇhu si-
mulace. Aby toho bylo mozˇne´ dosa´hnout, obsahuje model Math1D rˇadu parametru˚ a
atributu˚. K teˇmto parametru˚m je nutne´ neˇjaky´m zpu˚sobem prˇistupovat za u´cˇelem jejich
nastavenı´ nebo modifikace. V pu˚vodnı´ matlabovske´ implementaci byly vsˇechny tyto pa-
rametry nastavova´ny manua´lneˇ, editacı´ zdrojovy´ch ko´du˚. To bylo dostatecˇne´, jelikozˇ sˇlo
o proces na´vrhu a vy´voje algoritmu˚ a samotne´ho modelu. Nynı´, kdyzˇ jsou hlavnı´ funkci-
ona´lnı´ a datove´ prvky modelu hotovy, je nejlepsˇı´ prˇı´lezˇitost abstrahovat parametry, ktere´
majı´ potencia´l by´t modifikova´ny mimo samotny´ ko´d, a vytvorˇit tak urcˇite´ rozhranı´ pro
prˇı´stup k teˇmto parametru˚m.
Zpu˚sobu˚, jak toto rozhranı´ realizovat, existuje vı´ce. Mozˇnostı´ by byly forma´ty pro
serializaci dat, jako jsou naprˇ. JSON, YAML, poprˇ. vytvorˇenı´ API, ktere´ by umozˇnilo
modifikovat parametry programoveˇ. Vzhledem k jizˇ zavedene´mu zpu˚sobu komunikace
s okolı´m byl pro tento u´cˇel vybra´n parametrizacˇnı´ soubor. Konkre´tneˇ se jedna´ o XML
soubor, jakozˇto standardnı´ univerza´lnı´ forma´t pro vy´meˇnu informacı´. Jeho editace a
spra´va mu˚zˇe probı´hat jednodusˇe manua´lneˇ, ale stejneˇ tak i programoveˇ z jine´ aplikace
nebo externı´ utility k tomu urcˇene´. Vzhledem k nyneˇjsˇı´mu male´mu pocˇtu parametru˚,
ktere´ je potrˇeba modifikovat, je tento zpu˚sob plneˇ dostatecˇny´.
Robustneˇjsˇı´m rˇesˇenı´mbybylovytvorˇenı´ tzv.wrapperu, ktery´ by tvorˇil obecne´ rozhranı´
pro prˇı´stup k parametru˚m a za´rovenˇ adapte´r pro ostatnı´ zpu˚soby prˇı´stupu. Teˇmi by
mohly by´t uzˇ zmı´neˇne´ souborove´ forma´ty, ale take´ webove´ sluzˇby nebo MPI zpra´vy pro
vyuzˇitı´ na vy´pocˇetnı´m clusteru. Toto rˇesˇenı´ je na´rocˇneˇjsˇı´ na implementaci a prˇedevsˇı´m v
soucˇasne´ dobeˇ, kdy nejsou zcela zrˇejme´ zpu˚soby vyuzˇitı´, nenı´ aktua´lnı´. Do budoucna ale
jde o vhodnou volbu.
Modifikace parametru˚ je aktua´lneˇ vyuzˇı´va´na prˇedevsˇı´m pro potrˇeby automaticke´
kalibrace a modelova´nı´ neurcˇitostı´. Prˇi vy´pocˇtech simulacı´ je pouzˇı´va´na metoda SCS-CN,
jejı´mizˇ du˚lezˇity´mi parametry jsou hodnoty CN krˇivek a Manningu˚v koeficient drsnosti.
Pro neˇ jsou nastavova´ny velikosti kroku, hornı´ a dolnı´ limity na za´kladeˇ jejich fyzika´lnı´ch
mezı´ a mozˇne´ odchylky. Pro potrˇeby modelova´nı´ neurcˇitostı´ se prˇida´vajı´ dalsˇı´ mozˇnosti
nastavenı´ uvedene´ v seznamu nı´zˇe.
Parametry, ktere´ je aktua´lneˇ mozˇne´ modifikovat pomocı´ parametrizacˇnı´ho souboru,
jsou:
Model Math1D
• minuteStep – hodnota urcˇujı´cı´ de´lku jednoho cˇasove´ho kroku.
Automaticka´ kalibrace
• cnLimitLower – spodnı´ hranice hodnoty CN krˇivky,
• cnLimitUpper – hornı´ hranice hodnoty CN krˇivky,
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• nLimitLower – spodnı´ hranice hodnoty Manningova koeficientu drsnosti,
• nLimitUpper – hornı´ hranice hodnoty Manningova koeficientu drsnosti,
• stepCn – velikost kroku zmeˇny hodnoty CN pro minimalizaci chyby,
• stepN – velikost kroku zmeˇny hodnoty N pro minimalizaci chyby,
• pCn – velikost zmeˇny hodnoty CN pro vy´pocˇet parcia´lnı´ch derivacı´ podle CN,
• pN – velikost zmeˇny hodnoty N pro vy´pocˇet parcia´lnı´ch derivacı´ podle N.
Modelova´nı´ neurcˇitostı´
• quantiles – kolekce kvantilu˚, pro ktere´ je modelova´nı´ prova´deˇno,
• precRandType – zvolena´ metoda randomizace,
• daysMeasured – pocˇet dnu˚, pro ktere´ jsou sra´zˇky meˇrˇene´,
• daysPredicted – pocˇet dnu˚, pro ktere´ jsou sra´zˇky predikovane´,
• valuesPerDay – pocˇet polozˇek za den,
• resultsDir – cesta k adresa´rˇi pro vy´sledky,
• precEnabled – prˇı´znak urcˇujı´cı´, zda budou modelova´ny neurcˇitosti sra´zˇek,
• precLimits – kolekce limitnı´ch hodnot sra´zˇek,
• cnEnabled – prˇı´znak urcˇujı´cı´, zda budou modelova´ny neurcˇitosti CN krˇivek,
• precDeviation – odchylka od hodnoty sra´zˇek,
• cnLimitLower – spodnı´ hranice hodnoty CN krˇivky,
• cnLimitUpper – hornı´ hranice hodnoty CN krˇivky,
• cnDeviation – odchylka od hodnoty CN krˇivky,
• nEnabled – prˇı´znak urcˇujı´cı´, zda budou modelova´ny neurcˇitosti Manningova ko-
eficientu drsnosti,
• nLimitLower – spodnı´ hranice hodnoty Manningova koeficientu drsnosti,
• nLimitUpper – hornı´ hranice hodnoty Manningova koeficientu drsnosti,
• nDeviation – odchylka od hodnoty Manningova koeficientu drsnosti,
• stepN – velikost kroku zmeˇny hodnoty N pro minimalizaci chyby,
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• pCn – velikost zmeˇny hodnoty CN pro vy´pocˇet parcia´lnı´ch derivacı´ podle CN,
• pN – velikost zmeˇny hodnoty N pro vy´pocˇet parcia´lnı´ch derivacı´ podle N.
Stejny´m principem je mozˇne´ parametrizovat libovolne´ dalsˇı´ parametry a nastavenı´
modelu nebo jeho soucˇa´stı´ a tı´m umozˇnit rozsˇı´rˇenı´ modelu, poprˇ. prˇida´nı´ dalsˇı´chmodulu˚
nebo prova´deˇnı´ tzv. what-if analy´z sra´zˇko-odtokovy´ch simulacı´.
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5 Paralelizace modelu Math1D a jeho soucˇa´stı´
Vy´pocˇet samotne´ simulace na modelu Math1D je pomeˇrneˇ rychly´. I na pru˚meˇrne´m osob-
nı´m pocˇı´tacˇi nebo laptopu trva´ prˇi standardnı´m rozsahu vstupnı´ch dat (5 + 2 dny) rˇa´doveˇ
jednotky sekund. V praxi je ale vyzˇadova´no, aby byla s prˇı´chodem novy´ch hydrolo-
gicky´ch a meteorologicky´ch dat automaticky aktualizova´na vsˇechna povodı´. Pokud se
k tomu prˇidajı´ ostatnı´ ra´mce, jako automaticka´ kalibrace nebo modelova´nı´ neurcˇitostı´,
ktere´ mnohona´sobneˇ spousˇtı´ simulaci modelu a jsou tedy vy´pocˇetneˇ velmi na´rocˇne´, mohl
by cˇas potrˇebny´ k sekvencˇnı´mu zpracova´nı´ na vy´sˇe zmı´neˇny´ch strojı´ch vzru˚st na desı´tky
minut, nebo dokonce hodiny.
V budoucnu by rovneˇzˇ meˇlo by´t dostupne´ manua´lnı´ spousˇteˇnı´ simulacı´ pro koncove´
uzˇivatele. Ten by zadal pozˇadovane´ parametry a odeslal pozˇadavek na prˇı´slusˇnou si-
mulaci. Vy´sledky by mu meˇly by´t zobrazeny v rozumneˇ kra´tke´m cˇase, proto by nebylo
vhodne´ ani prakticke´, aby simulace trvala prˇı´lisˇ dlouho. Tento prˇı´paduzˇitı´ se prˇedpokla´da´
naprˇ. pro pracovnı´ky rˇesˇı´cı´ krizove´ rˇı´zenı´, kterˇı´ prova´dı´ tzv. what-if analy´zy a variantnı´
rˇesˇenı´ pro ru˚zne´ situace.
Za u´cˇelem splneˇnı´ teˇchto vytycˇeny´ch pozˇadavku˚ bylo potrˇeba analyzovat mozˇnosti
a ucˇinit potrˇebne´ kroky pro urychlenı´ beˇhu, a tı´m zkra´cenı´ cˇasu potrˇebne´ho k provedenı´
samotne´ simulace na modelu Math1D i automaticke´ kalibrace a modelova´nı´ neurcˇitostı´.
Rˇesˇenı´m tohoto proble´mu se uka´zala by´t paralelizace vhodny´ch cˇa´stı´ jednotlivy´ch algo-
ritmu˚.
Paralelizace spocˇı´va´ v takove´ u´praveˇ programu, kdy je jeho pru˚beˇh rozveˇtven do
neˇkolika (mnoha) cˇa´stecˇneˇ, nebo plneˇ neza´visly´ch cˇa´stı´ (vla´ken/procesu˚), ktere´ mohou
by´t zpracova´ny a vykona´va´ny vı´ceja´drovy´m procesorem soucˇasneˇ. Tı´mto se zkra´tı´ cel-
kovy´ cˇas beˇhu programu o prˇı´slusˇny´ podı´l odpovı´dajı´cı´ mı´rˇe paralelizace. Princip beˇhu
paralelnı´ho programu je patrny´ z obra´zku 4.
V na´sledujı´cı´ch dvoupodkapitola´ch jsou strucˇneˇ popsa´ny dva velmi rozsˇı´rˇene´modely
pro paralelnı´ programova´nı´ – se sdı´lenou pameˇtı´ (OpenMP) a zası´la´nı´m zpra´v (MPI).
Kazˇdy´ z nich funguje na jine´m principu a kazˇdy´ z nich je proto vhodny´ pro jinou situaci.
Prvnı´m z nich je OpenMP.
5.1 OpenMP
Jedna´ se o programovou knihovnu a sadu direktiv pro prˇekladacˇe jazyku˚ C, C++ a For-
tran, ktere´ umozˇnˇujı´ rozdeˇlenı´ ko´du do programovy´ch vla´ken6. Ta beˇzˇı´ v ra´mci jednoho
procesu, nenı´ zde tedy rezˇie nutna´ pro vytvorˇenı´ a spra´vu pozˇadovane´ho pocˇtu pro-
cesu˚, ale pouze rezˇie pro spra´vu vla´ken, ktera´ je mnohem nizˇsˇı´. Dalsˇı´ a za´rovenˇ klı´cˇovou
vlastnostı´ OpenMP je sdı´lenı´ spolecˇne´ pameˇti mezi vla´kny. Dı´ky nı´ jsou vla´kna schopna
komunikovat, resp. sdı´let data, se ktery´mi pracujı´. Okomentovana´ uka´zka paralelnı´ho
ko´du s vyuzˇitı´m OpenMP je ve vy´pisu 2.
6http://openmp.org/
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int nthreads, tid ;
// Je vytvorena mnozina vlaken, z nichz kazde ma svou privatni promennou tid
#pragma omp parallel private(tid)
{
// Kazde vlakno zjisti sve ID
tid = omp get thread num();
// Pouze master vlakno zjisti aktualni pocet vlaken a hodnotu ulozi
if ( tid == 0)
{
nthreads = omp get num threads();
}
} // Vlakna se pripoji k master vlaknu a jsou ukonceny
// Algoritmus konvoluce srazek a jednotkoveho hydrogramu
int j , j1 , k;
// Vypocet velikosti davky dat pro 1 vlakno
size t chunk = m /nthreads;
// Je vytvorena mnozina vlaken, se sdilenymi i privatnimi promennymi
#pragma omp parallel shared(Q,pef,q1,chunk) private(j, j1, k)
{
// paralelni for − iterace jsou staticky rozdeleny mezi vlakna po davce
#pragma omp for schedule(static, chunk)
for( j = 0; j < (( int ) (m + n) − 1); j++)
{
j1 = j ;
Q[j]=0;
for( k = 0; k < (int)n; k++)
{
if ( j1 >= 0 && j1 < (int)m)
{
Q[j ] += (pef[ j1 ]∗q1[k]) ;
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}
j1−−;
}
}
}
Vy´pis 2: Uka´zka cˇa´sti ko´du modelu Math1D paralelizovane´ho pomocı´ OpenMP
5.2 MPI
Druhy´m modelem paralelnı´ho programova´nı´ je MPI. Jedna´ se o technologii urcˇenou pro
paralelnı´ vy´pocˇty na clusterech. Po inicializaci je spusˇteˇn pozˇadovany´ pocˇet plnohod-
notny´ch procesu˚, cozˇ s sebou prˇina´sˇı´ nezanedbatelnou rezˇii. V procesech je vykona´va´n
totozˇny´ program, prˇicˇemzˇ jeho vnitrˇnı´ pru˚beˇh je rˇı´zen identifika´tory procesu˚ a kazˇdy´
proces tak zpracova´va´ urcˇitou cˇa´st ko´du. Komunikace a prˇeda´va´nı´ dat jsou zalozˇeny na
zası´la´nı´ zpra´v mezi jednotlivy´mi procesy, cozˇ je naznacˇeno na obra´zku 5. Toto prˇeda´va´nı´
zpra´v je ale pomeˇrneˇ cˇasoveˇ na´rocˇna´ operace, proto by vzˇdy meˇla by´t snaha o mini-
malizaci mnozˇstvı´ komunikace mezi procesy. K te´ prˇispı´vajı´ i tzv. kolektivnı´ operace7.
Klı´cˇovou vlastnostı´ MPI je to, zˇe jediny´ program, acˇ spusˇteˇny´ ve vı´ce procesech, mu˚zˇe
beˇzˇet na neˇkolika neza´visly´ch pocˇı´tacˇı´ch a vyuzˇı´vat jejich vy´pocˇetnı´ zdroje.
5.3 Superpocˇı´tacˇ Anselm
Aby meˇlo smysl spousˇteˇt paralelnı´ aplikace a prˇedevsˇı´m bylo mozˇne´ plneˇ vyuzˇı´t pa-
ralelizovany´ch algoritmu˚, je nutne´ mı´t k dispozici hardware, ktery´ to umozˇnˇuje. Tuto
podmı´nku v dnesˇnı´ dobeˇ splnˇujı´ takrˇka vsˇechny noveˇjsˇı´ osobnı´ pocˇı´tacˇe a laptopy. Ve
veˇtsˇineˇ prˇı´padu˚ jsou totizˇ tyto stroje vybaveny vı´ceja´drovy´mi procesory, nebo dokonce
graficky´mi procesory s podporou technologiı´ pro spousˇteˇnı´ programu˚, tzv. GPGPU (naprˇ.
CUDA8, OpenCL9). Oproti sekvencˇnı´m aplikacı´m tak mu˚zˇe i beˇzˇny´ uzˇivatel vyuzˇı´t vy´-
razne´ zrychlenı´ u´loh.
Pro vy´pocˇetneˇ velmi na´rocˇne´ a rozsa´hle´ u´lohy je ale potrˇeba stroju˚ s mnohem vysˇsˇı´m
tzv. masivnı´m vy´pocˇetnı´m vy´konem – superpocˇı´tacˇu˚. Jedna´ se o cluster samostatny´ch
navza´jem propojeny´ch vy´konny´ch pocˇı´tacˇu˚.
To je prˇı´pad clusteru Anselm spravovane´ho Na´rodnı´m superpocˇı´tacˇovy´m centrem
IT4Innovations10. Anselm (maly´ cluster) byl uveden do provozu v kveˇtnu 2013 a byl
doda´n spolecˇnostı´ BULL.
Anselm se skla´da´ z 209 vy´pocˇetnı´ch uzlu˚, celkoveˇ s 3 344 ja´dry a 15 TB pameˇti
RAM, poskytujı´cı´ch ve sˇpicˇce vı´ce nezˇ 94 Tflop/s vy´pocˇetnı´ho vy´konu. To odpovı´da´
vy´pocˇetnı´ sı´le prˇiblizˇneˇ 3 000 pru˚meˇrny´ch doma´cı´ch pocˇı´tacˇu˚11. Kazˇdy´ z uzlu˚ je tvorˇen
velmi vy´konny´m pocˇı´tacˇem se standardnı´ architekturou x86-64 a disponuje 16 ja´dry (2
7http://www.open-mpi.org
8http://docs.nvidia.com/cuda
9https://developer.nvidia.com/opencl
10http://www.it4i.cz
11Zalozˇeno na expertnı´m odhadu
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osmija´drovy´mi procesory s frekvencı´ 2.4GHz a mikroarchitekturou Intel Sandy Bridge),
64 GB pameˇti RAM a 500 GB loka´lnı´ho u´lozˇisˇteˇ. Neˇktere´ uzly jsou navı´c akcelerova´ny12.
Vsˇechny uzly jsou mezi sebou propojeny pomocı´ specia´lnı´ sı´teˇ, tzv. Infinibandu13.
Operacˇnı´m syste´memnaAnselmu je Linux, konkre´tneˇ jde o bullx Linux Server release
6.3, ktery´ je zalozˇen na linuxove´ distribuci Red Hat Enterprise Linux. Mimo to Anselm
nabı´zı´ velke´ mnozˇstvı´ softwarove´ho vybavenı´ pro vy´voj, analy´zu, modelova´nı´ a simulace
v mnoha rozlicˇny´ch oblastech vy´zkumu a pru˚myslu.
5.4 Paralelizace modelu Math1D
Za´meˇrem a jednı´m z cı´lu˚ te´to pra´ce bylo analyzovat mozˇnosti paralelizace modelu
Math1D a prˇipravit jej pro spousˇteˇnı´ v prostrˇedı´ HPC. Uvazˇova´ny byly prˇedevsˇı´m pro-
gramovacı´ modely se sdı´lenou pameˇtı´ (OpenMP) a zası´la´nı´m zpra´v (MPI).
Pru˚beˇh simulace byl podroben vy´konove´ analy´ze (tzv. profilova´nı´) pomocı´ profilova-
cı´ho na´stroje. Ta meˇla zmeˇrˇit, kolik procesorove´ho cˇasu trva´ vykona´nı´ te´ cˇi one´ metody,
nebo bloku ko´du. Je zrˇejme´, zˇe pokud se jedna´ o opakovane´ vola´nı´, naprˇ. v cyklu, ko-
necˇny´ cˇas je na´sobkem cˇasu potrˇebne´ho pro jeden pru˚chodmetodou v za´vislosti na pocˇtu
iteracı´ cyklu, ze ktere´ho je vola´na. Vy´sledkem te´to analy´zy je seznam metod (cˇa´stı´ ko´du)
a prˇı´slusˇny´ch relativnı´ch cˇasu˚ spotrˇebovany´ch v dane´ metodeˇ vyja´drˇeny´ch v procen-
tech. Podle te´to procentua´lnı´ hodnoty pak lze snadno identifikovat metody, ve ktery´ch
tra´vı´ procesor nejvı´ce cˇasu. Takove´ metody jsou nazy´va´ny kriticky´mi u´seky ko´du a jsou
vhodny´mi kandida´ty pro paralelizaci. Pokud totizˇ zkra´tı´me cˇas potrˇebny´ pro vykona´nı´
cˇasoveˇ nejna´rocˇneˇjsˇı´ metody programu, na vy´sledny´ celkovy´ cˇas beˇhu programu to bude
mı´t nejveˇtsˇı´ mozˇny´ vliv. Dveˇ cˇasoveˇ nejna´rocˇneˇjsˇı´ operace beˇhem vy´pocˇtu simulace prˇed
paralelizacı´ jsou identifikova´ny na obra´zku 6. Z obra´zku je patrne´, zˇe tyto dveˇ operace
12https://docs.it4i.cz
13http://www.infinibandta.org
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zabraly dohromady te´meˇrˇ 80% cˇasu cele´ simulace. Nabı´zelo se tedy prˇetransformovat a
paralelizovat cyklus, ve ktere´m se tyto kriticke´ operace nacha´zely.
Jak bylo zmı´neˇno na u´vod te´to kapitoly, pru˚beˇh jedne´ simulace se standardnı´ velikostı´
vstupnı´ch dat je pomeˇrneˇ kra´tky´, a proto se jevilo jako nejvhodneˇjsˇı´ pouzˇitı´ technologie
OpenMP, ktera´ ma´ na rozdı´l od MPI mnohem mensˇı´ rezˇii a v kontextu pouzˇitı´ simulacı´
modelu Math1D da´vala veˇtsˇı´ smysl.
Po provedenı´ vhodny´ch u´prav ko´du a zacˇleneˇnı´ direktiv OpenMP (viz vy´pis 2), prˇe-
va´zˇneˇ v metodeˇ scsMethodmodelu, bylo potrˇeba otestovat mı´ru sˇka´lovatelnosti a rych-
lost prova´deˇnı´ simulacı´. Sˇka´lovatelnost je u OpenMP rˇı´zena prˇedevsˇı´m nastavenı´m pocˇtu
vla´ken, ktera´ se na vy´pocˇtu podı´lı´. Test probı´hal na jednom z vy´pocˇetnı´ch uzlu˚ super-
pocˇı´tacˇe Anselm. Tento uzel disponuje 16 vy´konny´mi vy´pocˇetnı´mi ja´dry, proto byl test
prova´deˇn jako neˇkolik sad sekvencı´ simulacı´ vzˇdy se stejny´mi vstupnı´mi daty v ra´mci
sady, ale ru˚zny´m pocˇtem prˇirˇazeny´ch vla´ken pro kazˇde´ spusˇteˇnı´ azˇ do konecˇne´ho pocˇtu
16 vla´ken. Sady byly tvorˇeny sekvencemi simulacı´ se vstupnı´mi daty s de´lkou 7 dnı´ a 2
meˇsı´ce, na´sledovaly sekvence automaticky´ch kalibracı´ s daty na 7 dnı´ bez optimalizacı´
prˇekladacˇe a pote´ s optimalizacemi (prˇepı´nacˇ prˇekladacˇe -O3). Vy´sledne´ cˇasy vy´pocˇtu˚
jsou uvedeny v tabulce 3. Pro porovna´nı´ je uveden take´ cˇas simulace pu˚vodnı´ implemen-
tace v MATLABu a cˇasy kalibracı´ zkompilovany´ch pomocı´ Intel C++ prˇekladacˇe.
Z vy´sledku˚ vyply´va´, zˇe pro standardnı´ interval vstupnı´ch dat na 7 dnı´ je nejvy´hodneˇjsˇı´
spousˇteˇt simulace s pouzˇitı´m 8 vla´ken.Nejlepsˇı´ cˇasy te´to konfigurace jsou du˚sledkemvni-
trˇnı´ NUMA architektury vy´pocˇetnı´ho uzlu Anselmu, ktery´ se skla´da´ ze 2 osmija´drovy´ch
procesoru˚. Projevuje se zde veˇtsˇı´ cˇasova´ prodleva prˇi komunikacimezi procesory prˇi pou-
zˇitı´ vsˇech 16 jader uzlu, ktera´ se vsˇak prˇi delsˇı´m beˇhu s veˇtsˇı´m mnozˇstvı´m dat rozprostrˇe
a v celkove´m cˇase jizˇ nenı´ tak patrna´.
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Pocˇet
vla´ken
7 dnı´ 2 meˇsı´ce
7 dnı´ s
kalibracı´
7 dnı´ s
kalibracı´ a
optimalizacemi
7 dnı´ s
kalibracı´ a
optimalizacemi,
Intel kompila´tor
1 0.531623 s 32.3380 s 264.429 s 63.7680 s 62.4006 s
2 0.385408 s 18.5771 s 157.743 s 43.4596 s 43.4310 s
4 0.27465 s 11.5134 s 96.2565 s 31.8298 s 30.4321 s
8 0.260878 s 8.19633 s 72.1598 s 31.0404 s 24.4763 s
16 0.374548 s 6.97017 s 88.1866 s 52.9296 s 30.2631 s
MATLAB 1.28 s - - - -
Tabulka 3: Vy´sledne´ cˇasy vy´pocˇtu˚ testu sˇka´lovatelnosti modelu Math1D s OpenMP. Pro
lepsˇı´ na´zornost prˇipojeny i cˇasy sekvencˇnı´ kalibrace vyuzˇı´vajı´cı´ paralelnı´ model Math1D
5.5 Paralelizace automaticke´ kalibrace
Prˇi paralelizaci automaticke´ kalibrace bylo vycha´zeno ze sekvencˇnı´ implementace, ktera´
byla vytvorˇena drˇı´veˇjsˇı´ konverzı´ z matlabovske´ho ko´du. Podstatnou cˇa´stı´ algoritmu je
programova´ smycˇka, v nı´zˇ docha´zı´ k opakovane´mu mnohona´sobne´mu spousˇteˇnı´ simu-
lacı´ modelu Math1D. Jelikozˇ model uzˇ je paralelizova´n pomocı´ OpenMP, nemeˇlo by jizˇ
dalsˇı´ pouzˇitı´ te´to technologie velky´ prˇı´nos. Za u´cˇelem dalsˇı´ho zrychlenı´ beˇhu syste´mu
proto bylo potrˇeba vyuzˇı´t jiny´ prˇı´stup. V prˇı´padeˇ kalibrace modelu se vybı´zı´ pouzˇitı´ MPI.
Aktua´lneˇ existujı´ 3 implementace algoritmu automaticke´ kalibrace, zejme´na pro ex-
perimenta´lnı´ a testovacı´ u´cˇely:
1. kalibrace je spusˇteˇna zcela neza´visle pro vsˇechny hydrologicke´ meˇrˇicı´ stanice na ce-
le´mpovodı´ (5.5.1).Na obra´zku 9 je povodı´ se dveˇmameˇrˇı´cı´mi stanicemi kalibrovane´
podle implementace 1.
2. kalibrace je spusˇteˇna pouze pro za´veˇrovy´ profil povodı´ (nejspodneˇjsˇı´ hydrologicka´
meˇrˇicı´ stanice) a bude kalibrovat prˇes vsˇechny kana´ly povodı´ (5.5.2). Na obra´zku ??
je povodı´ se dveˇma meˇrˇı´cı´mi stanicemi kalibrovane´ podle implementace 2.
3. kalibrace je spusˇteˇna nejprve pro prvnı´ meˇrˇicı´ hydrologickou stanici nejvy´sˇe na
povodı´ a kalibruje prˇes kana´ly, ktere´ lezˇı´ na toku proti proudu nad nı´. Vy´sledne´
hodnoty jsou prˇeda´ny do dalsˇı´ iterace kalibrujı´cı´ nizˇsˇı´ stanici (po proudu) skrze
kana´ly, ktere´ jsou proti proudu nad touto stanicı´ a za´rovenˇ jesˇteˇ doposud nebyly ka-
librova´ny v zˇa´dne´m zprˇedchozı´ch kroku˚. Toto se opakuje pro cele´ povodı´ (5.5.3). Na
obra´zku ?? je povodı´ se dveˇmameˇrˇı´cı´mi stanicemi kalibrovane´ podle implementace
3.
5.5.1 Implementace 1
Pru˚beˇh kalibrace modelu je na´sledujı´cı´. Po u´vodnı´ inicializaci, kdy probı´ha´ vytvorˇenı´ a
prˇı´prava procesu˚, je jeden z procesu˚ urcˇen jako tzv. master – rˇı´dı´cı´ proces, ten pokracˇuje
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v parsova´nı´ vstupnı´ch argumentu˚. Master na´sledneˇ rozesˇle ostatnı´m procesu˚m vstupnı´
parametry kalibrace MPI zpra´vami.
Kazˇdy´ proces si vytvorˇı´ vlastnı´ loka´lnı´ instanci modelu Math1D a spustı´ prvnı´ re-
ferencˇnı´ simulaci. Po jejı´m u´speˇsˇne´m dokoncˇenı´ spustı´ samotnou kalibraci s dodany´mi
pocˇa´tecˇnı´mi parametry a vypocˇı´ta´ pocˇa´tecˇnı´ chybu schematizace. Podle dostupny´ch in-
formacı´ o celkove´m pocˇtu procesu˚ a vlastnı´m porˇadı´ mezi procesy kazˇdy´ z nich provede
prˇı´slusˇny´ pocˇet iteracı´ vneˇjsˇı´ smycˇky kalibrace. Tyto iterace opakovane´ pro kazˇdoumeˇrˇicı´
stanici, resp. meˇrˇeny´ u´sek toku, obsahujı´ neˇkolik kroku˚:
1. Prˇipravı´ se aktua´lnı´ vstupnı´ data a parametry pro danou iteraci,
2. provede se vy´pocˇet chyby schematizace a verifikuje, zda je vypocˇtena´ chyba v
mezı´ch prˇednastavene´ pozˇadovane´ tolerance,
3. pokud je chyba veˇtsˇı´, nezˇ dovoluje tolerance, pocˇı´tajı´ se derivace modifikovany´ch
parametru˚ modelu, tzn. hodnot CN krˇivky a Manningova koeficientu drsnosti,
4. na za´kladeˇ teˇchto derivacı´ jsou pomocı´ minimalizacˇnı´ funkce vypocˇı´ta´ny nove´ hod-
noty parametru˚ a je opeˇt spusˇteˇna simulace a verifikova´na chyba,
5. tato smycˇka se opakuje, dokud nenı´ rozdı´l aktua´lnı´ chyby a chyby z minule´ iterace
v dane´ toleranci,
6. pokud ano, je naposled spusˇteˇna simulace s jizˇ kalibrovany´mi parametry a vypocˇten
rozdı´l mezi chybami prˇed a po kalibraci.
Pote´ se cely´ postup opakuje pro na´sledujı´cı´ meˇrˇeny´ u´sek. Jakmile vsˇechny procesy
dokoncˇı´ jim prˇirˇazene´ iterace, vypocˇı´tajı´ rozdı´l chyby schematizace prˇed a po kalibraci a
algoritmus kalibrace koncˇı´.
Test sˇka´lovatelnosti kalibrace byl prova´deˇn s testovacı´mi daty pro 2 meˇrˇicı´ stanice
na klasickou dobu 5 + 2 dny, tzn., nemeˇlo smysl pouzˇı´vat vı´ce nezˇ 2 vy´pocˇetnı´ uzly.
Nameˇrˇene´ cˇasy pro jednotlive´ kombinace pocˇtuMPI procesu˚ kalibrace a OpenMP vla´ken
modelu Math1D jsou uvedeny v tabulce 4.
Z nameˇrˇeny´ch cˇasu˚ vyply´va´, zˇe se doba vy´pocˇtu za pouzˇitı´ vy´sˇe popsane´ho algoritmu
kalibrace s pomocı´ MPI s kazˇdy´m zacˇleneˇny´m uzlem zkra´tı´ na prˇı´slusˇny´ podı´l cˇasu
sekvencˇnı´ho beˇhu a celkove´ho pocˇtu pouzˇity´ch uzlu˚. Limitem je z principu kalibrace
pouze pocˇet meˇrˇeny´ch u´seku˚ – rozdeˇlenı´ vy´pocˇtu˚ na vı´ce uzlu˚, nezˇ je pocˇet u´seku˚, jizˇ
nema´ smysl.
Tato implementace ma´ vy´hodu v tom, zˇe se pro kazˇdou meˇrˇicı´ stanici zapocˇı´ta´va´
cele´ povodı´, tzn. dı´lcˇı´ kalibrace pro cˇa´st povodı´ prˇı´slusˇı´cı´ dane´ meˇrˇicı´ stanici je velmi
prˇesna´. Nevy´hodou je naopak komplikovane´ kombinova´nı´ teˇchto cˇa´stecˇny´ch kalibracı´ a
zı´ska´va´nı´ jedine´ nejlepsˇı´ pro spousˇteˇnı´ simulacı´ na cele´m povodı´.
5.5.2 Implementace 2
Druha´ implementace se lisˇı´ tı´m, zˇe de´lka beˇhu neza´visı´ na pocˇtumeˇrˇicı´ch stanic. Kalibrace
je prova´deˇna pouze pro poslednı´ meˇrˇicı´ stanici povodı´ - za´veˇrovy´ profil. V tomto prˇı´padeˇ
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bylo tedy nutne´ rˇesˇit paralelizaci jiny´m zpu˚sobem. Jako nejvhodneˇjsˇı´ se uka´zal na´sledujı´cı´
postup:
1. Po pocˇa´tecˇnı´ inicializaci a nastavenı´ vstupnı´ch hodnot parametru˚ jsou podle pocˇtu
procesu˚ a pocˇtu kana´lu˚, pro neˇzˇ se budou modifikovat parametry, dynamicky vy-
pocˇı´ta´ny intervaly prvku˚, ktere´ budou jednotlive´ procesy zpracova´vat,
2. master proces se potom stara´ o ukoncˇovacı´ podmı´nku, vy´pocˇet minimalizacˇnı´
funkce, shromazˇd’uje od ostatnı´ch procesu˚ vypocˇtene´ parcia´lnı´ derivace a spolu
s ostatnı´mi procesy pocˇı´ta´ take´ vlastnı´ prˇı´deˇl derivacı´,
3. deˇlenı´ pra´ce spocˇı´va´ v tom, zˇe v kazˇde´ iteraci si kazˇdy´ z procesu˚ vypocˇı´ta´ par-
cia´lnı´ derivace pro svu˚j prˇı´slusˇny´ rozsah kana´lu˚, vy´sledky odesˇle master procesu,
cˇeka´, dokudmaster proces nevypocˇı´ta´ chybu a nove´ modifikovane´ parametry, ktere´
na´sledneˇ rozesˇle,
4. ukoncˇovacı´ podmı´nka je stejna´ jako v prvnı´ implementaci, tzn., smycˇka se opakuje,
dokud nenı´ rozdı´l poslednı´ch dvou chyb dostatecˇneˇ maly´.
Nevy´hodou te´to implementace je fakt, zˇe do vy´sledku kalibrace nejsou zohledneˇna
data meˇrˇicı´ch stanic uprostrˇed povodı´.
V te´to implementaci jsou vyuzˇı´va´ny kolektivnı´ MPI metody MPI_Bcast a
MPI_Gatherv. Prvnı´ umı´ rozeslat z master procesu vsˇem ostatnı´m procesu˚m pozˇa-
dovana´ data. Druha´ zmı´neˇna´ sbı´ra´ data odesı´lana´ ze vsˇech procesu˚ smeˇrem k master
procesu a prˇed dorucˇenı´m z nich seskla´da´ pole. Velikost dı´lcˇı´ch posı´lany´ch zpra´v navı´c
mu˚zˇe by´t ru˚zna´.
Pocˇet MPI procesu˚, ktere´ lze u te´to implementace vyuzˇı´t, je veˇtsˇı´, nezˇ u prˇedchozı´,
protozˇe nenı´ limitova´n pomeˇrneˇ maly´m pocˇtem meˇrˇicı´ch stanic, ale pocˇtem kana´lu˚ a
subpovodı´ v ra´mci cele´ho povodı´.
Nameˇrˇene´ vy´sledne´ cˇasy jednotlivy´ch konfiguracı´ jsou v tabulce 4. Nejlepsˇı´ch cˇasu˚
kalibrace bylo dosahova´no s maxima´lnı´m pocˇtem testovany´ch MPI procesu˚, nicme´neˇ
pouzˇitı´ vı´ce procesu˚, nezˇ je pocˇet kana´lu˚, resp. subpovodı´, by bylo opeˇt zbytecˇne´.
5.5.3 Implementace 3
Trˇetı´ implementace se lisˇı´ od prˇedchozı´ tı´m, zˇe opeˇt obsahuje smycˇku iterujı´cı´ prˇes meˇrˇicı´
hydrometeorologicke´ stanice. Dalsˇı´ zmeˇnou je selekce kana´lu˚. V kazˇde´ ze zmı´neˇny´ch
iteracı´ jsou pro kalibraci vybı´ra´ny pouze kana´ly, ktere´ jsou proti proudu nad stanicı´, pro
kterou probı´ha´ kalibrace, a navı´c pouze ty, ktere´ se jesˇteˇ kalibrace neu´cˇastnily.
Iteraci prˇes meˇrˇicı´ stanice nelze paralelizovat jako v implementaci 1. Nezˇ mu˚zˇe by´t
prova´deˇna kalibrace oblasti pro stanici nı´zˇe v povodı´, musı´ by´t zkalibrova´ny oblasti proti
proudu. Jejich dı´lcˇı´ vy´sledky jsou prˇeda´ny do na´sledujı´cı´ iterace a teprve na jejich za´kladeˇ
je kalibrova´na oblast po proudu.
Vy´hodou te´to implementace je jednoduche´ urcˇenı´ vy´sledne´ kalibrace, kladem je i
zohledneˇnı´ vsˇech meˇrˇicı´ch stanic povodı´.
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Obra´zek 9: Povodı´ se dveˇma meˇrˇicı´mi stanicemi kalibrovane´ podle 3. implementace
kalibrace
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MPI procesu˚ OMP vla´ken Implementace 1 Implementace 2 Implementace 3
1 1 22 min 42.96 s 16 min 15.757 s 11 min 31.489 s
1 2 16 min 10.103 s 12 min 22.591 s 8 min 12.372 s
1 4 11 min 10.027 s 8 min 33.291 s 5 min 39.493 s
1 8 10 min 22.677 s 7 min 46.767 s 5 min 21.055 s
1 10 11 min 8.234 s 8 min 3.204 s 5 min 39.553 s
1 12 11 min 54.745 s 8 min 36.977 s 6 min 6.553 s
1 14 12 min 39.243 s 9 min 20.835 s 6 min 31.827 s
1 16 17 min 3.62 s 23 min 40.36 s 8 min 8.238 s
2 1 17 min 53.18 s 8 min 43.428 s 6 min 44.498 s
2 2 12 min 15.331 s 5 min 56.744 s 4 min 48.585 s
2 4 9 min 12.368 s 4 min 12.103 s 3 min 20.207 s
2 8 7 min 48.045 s 4 min 33.358 s 3 min 38.805 s
2 10 8 min 49.213 s 4 min 23.027 s 6 min 47.491 s
2 12 8 min 58.589 s 4 min 45.731 s 3 min 27.569 s
2 14 10 min 47.118 s 4 min 48.53 s 3 min 44.067 s
2 16 14 min 53.662 s 12 min 13.529 s 5 min 7.157 s
3 8 - 3 min 13.585 s 2 min 12.329 s
4 8 - 3 min 25.91 s 2 min 14.887 s
8 8 - 1 min 45.871 s -
16 8 - 1 min 6.6989 s -
Tabulka 4: Vy´sledne´ cˇasy vy´pocˇtu˚ testu sˇka´lovatelnosti vsˇech implementacı´ automaticke´
kalibrace modelu Math1D pomocı´ MPI
Zpu˚sob paralelizace je shodny´ s druhou implementacı´. Nameˇrˇene´ cˇasy jsou opeˇt v
tabulce 4.
Z hlediska vy´pocˇetnı´ho vy´konu je trˇeba zdu˚raznit, zˇe u vsˇech implementacı´ je prˇi
kazˇde´m jednotlive´m vy´pocˇtu derivace kazˇde´ho parametru i jejich minimalizacı´ opako-
vaneˇ spousˇteˇna a vypocˇı´ta´va´na simulace naMath1Dmodelu. V pru˚beˇhu kalibrace je tedy
simulace spousˇteˇna mnohokra´t, v za´vislosti na pocˇtu meˇrˇeny´ch u´seku˚ toku˚, na velikosti
pocˇa´tecˇnı´ chyby parametru˚ schematizace a take´ nastavenı´ jednotlivy´ch kroku˚ a limitu˚
modifikovany´ch parametru˚.
Z toho vyply´va´, zˇe paralelizace kalibrace je zejme´na pro budoucı´ vyuzˇitı´, kdy bude s
velkou pravdeˇpodobnostı´ docha´zet kmodifikacı´m veˇtsˇı´ho pocˇtu parametru˚, tı´m i zvy´sˇenı´
pocˇtu simulacı´, opravdu vhodny´m prˇedmeˇtem za´jmu.
5.6 Paralelizace neurcˇitostnı´ch simulacı´
Jelikozˇ byla pro modelova´nı´ neurcˇitostı´ vybra´na metoda Monte Carlo, v ra´mci ktere´
jsou beˇhem velke´ho mnozˇstvı´ iteracı´ prova´deˇny simulace, byla pro paralelizaci zvolena
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technologieMPI. Podrobneˇ je paralelizace neurcˇitostı´ popsa´na v paralelneˇ vznikajı´cı´ pra´ci
[4].
42
6 Za´veˇr
Cı´lem pra´ce bylo navrhnout a implementovat sta´vajı´cı´ verzi modelu do jazyka vhod-
neˇjsˇı´ho pro dalsˇı´ vy´voj a nasazenı´. To bylo splneˇno hned beˇhem prvotnı´ch fa´zı´ te´to pra´ce.
Bylo tomu tak zejme´na proto, zˇe nova´ implementace byla za´kladnı´m stavebnı´m kame-
nem pro vy´voj dalsˇı´ch probı´rany´ch komponent, automaticke´ kalibrace a modelova´nı´
neurcˇitostı´. Nova´ implementace je zcela funkcˇnı´, prˇijı´ma´ totozˇne´ vstupy a poskytuje to-
tozˇne´ vy´stupy jako implementace minula´. Aby ale mohl by´t vy´voj modelu prohla´sˇen za
ukoncˇeny´, chybı´ jesˇteˇ mnoho pra´ce, zejme´na ladeˇnı´, optimalizace a refaktorizace.
Druhy´m u´kolem bylo prˇipravit novy´ model pro spousˇteˇnı´ v prostrˇedı´ HPC. Tento cı´l
se take´ povedl splnit, nicme´neˇ v ko´du jsou sta´le znacˇne´ vy´konove´ rezervy, ktere´ by se
daly prˇemeˇnit na vy´sledne´ zrychlenı´ aplikace. Jde prˇedevsˇı´m o jesˇteˇ hlubsˇı´ pochopenı´
principu˚ paralelnı´ho programova´nı´ v ra´mci jednotlivy´ch paralelnı´ch technologiı´.
Beˇhem pra´ce take´ probı´hala plodna´ a inspirativnı´ spolupra´ce v ra´mci cele´ho ty´mu
vy´zkumne´ skupiny i s mezina´rodnı´ u´cˇastı´.
Na´sleduje neˇkolik postrˇehu˚ a podneˇtu˚ pro budoucı´ pra´ci v ra´mci vy´voje modelu
Math1D a jeho soucˇa´stı´.
V soucˇasne´ dobeˇ se pokracˇuje ve vy´voji a optimalizaci ko´dumodeluMath1D i automa-
ticke´ kalibrace amodelova´nı´ neurcˇitostı´, tudı´zˇ lze ocˇeka´vat dalsˇı´ zrychlenı´ beˇhu vy´pocˇtu˚
jednotlivy´ch komponent.
Aktua´lneˇ jde o intenzivnı´ pra´ci na paralelnı´m zpracova´nı´ a optimalizaci procesu
nacˇı´ta´nı´ a inicializace vstupnı´chdatmodeluMath1D. Tobymeˇlo dobudoucna eliminovat,
nebo alesponˇ omezit proble´m se specifiky NUMA architektury procesoru˚, jimizˇ jsou
vybaveny vy´pocˇetnı´ uzly superpocˇı´tacˇe Anselm.
Tutopra´ci lze povazˇovat za vy´chozı´ referenci k nove´ implementaci sra´zˇko-odtokove´ho
modelu Math1D a vy´chozı´ bod dalsˇı´ho vy´voje, ktery´ by si model jisteˇ zaslouzˇil.
Nova´ implementace byla kvu˚li prˇehlednosti beˇhem konverze tvorˇena s ohledem na
zpeˇtnou kompatibilitu jednotlivy´ch identifika´toru˚. V aktua´lnı´ fa´zi by byla velmi vhodna´
take´ refaktorizace ko´du, zprˇehledneˇnı´ na´zvu˚ identifika´toru˚, odstraneˇnı´ nevyuzˇı´vany´ch
cˇa´stı´, poprˇ. odladeˇnı´ a optimalizace teˇch vyuzˇı´vany´ch, nebo pla´novany´ch k vyuzˇı´va´nı´.
Zva´zˇeno by do budoucnamohlo by´t kompletnı´ oddeˇlenı´ verzı´modelu proWindows a pro
Linux za u´cˇelem jednodusˇsˇı´ distribuce a spra´vy obou verzı´, poprˇ. vytvorˇenı´ platformoveˇ
neza´visle´ho projektu pro neˇktere´ vy´vojove´ prostrˇedı´, naprˇ. zmı´neˇny´ CodeBlocks, apod.
Dalsˇı´m vy´znamny´m krokem ve vy´voji by v ra´mci optimalizace mohlo by´t pouzˇitı´
pokrocˇily´ch knihoven pro pra´ci s matematicky´mi strukturami, naprˇ. Intel MKL nebo
IT++, cozˇ by meˇlo prˇine´st znacˇne´ zrychlenı´ vy´pocˇtu˚.
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A Vy´pis souboru
<MatData>
<SourceStations>
<SourceStation>
<Id>120</Id>
<Description>virtual source for R10</Description>
<Name>virtual</Name>
<Location>
<X>−456239.89079848</X>
<Y>−456239.89079848</Y>
<Z>0</Z>
</Location>
<ClockStep>3.40282347E+38</ClockStep>
<Code>V SRS R10</Code>
<PrecipitationFlag>false</PrecipitationFlag>
<TemperatureFlag>false</TemperatureFlag>
<SnowFlag>false</SnowFlag>
<WindVelocityFlag>false</WindVelocityFlag>
<RadarFlag>false</RadarFlag>
<Virtual>true</Virtual>
<Spa1>0</Spa1>
<Spa2>0</Spa2>
<Spa3>0</Spa3>
<Q>0</Q>
<WaterGaugingCategory>N</WaterGaugingCategory>
<HSpa1>0</HSpa1>
<HSpa2>0</HSpa2>
<HSpa3>0</HSpa3>
<H>0</H>
<ChannelId>724</ChannelId>
<ChannelIndex>49</ChannelIndex>
</SourceStation>
</SourceStations>
<RiverStations>
<RiverStation>
<Id>222</Id>
<Description>Slezska Ostrava</Description>
<Name>Ostrava</Name>
<Location>
<X>−469549.35963</X>
<Y>−469549.35963</Y>
<Z>201.9</Z>
</Location>
<ClockStep>60</ClockStep>
<Code>O4293000</Code>
<PrecipitationFlag>true</PrecipitationFlag>
<TemperatureFlag>false</TemperatureFlag>
<SnowFlag>false</SnowFlag>
<WindVelocityFlag>false</WindVelocityFlag>
<RadarFlag>false</RadarFlag>
<Virtual>false</Virtual>
<Spa1>182</Spa1>
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<Spa2>378</Spa2>
<Spa3>665</Spa3>
<Q>1</Q>
<WaterGaugingCategory>N</WaterGaugingCategory>
<HSpa1>290</HSpa1>
<HSpa2>400</HSpa2>
<HSpa3>530</HSpa3>
<H>0</H>
<ChannelId>724</ChannelId>
<ChannelIndex>49</ChannelIndex>
</RiverStation>
</RiverStations>
<BasinId>23</BasinId>
<WeatherStations>
<WeatherStation>
<Id>126</Id>
<Name>Lucina</Name>
<Location>
<X>−460234.80054</X>
<Y>−460234.80054</Y>
<Z>0</Z>
</Location>
<Code>O1LUCI01</Code>
</WeatherStation>
</WeatherStations>
<Channels>
<Channel>
<Id>748</Id>
<Name>R480</Name>
<SourceStationId>233</SourceStationId>
<SourceStationIndex>25</SourceStationIndex>
<StationId>234</StationId>
<StationIndex>25</StationIndex>
<H>603.4692</H>
<D>494.8335</D>
<Length>3578</Length>
<Slope>0.0304</Slope>
<BankSlope>−999.999</BankSlope>
<Depth>−999.999</Depth>
<Width>−999.999</Width>
<N>−999.999</N>
<IsJunction>false</IsJunction>
<SubbasinId>955</SubbasinId>
<SubbasinIndex>1</SubbasinIndex>
<Upstreams />
<DownstreamId>747</DownstreamId>
<DownstreamIndex>3</DownstreamIndex>
</Channel>
</Channels>
<Subbasins>
<Subbasin>
<Id>955</Id>
<Name>R480W480</Name>
<Area>21.419</Area>
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<H>960</H>
<D>494.8335</D>
<Length>3578</Length>
<Slope>0.25771</Slope>
<BaseFlow>0.024</BaseFlow>
<Cn>69.5</Cn>
<N>−999.999</N>
<Lai>−999.999</Lai>
<InitAbstraction>49.06</InitAbstraction>
<TimeConcentration>2.11</TimeConcentration>
<StorageCoeff>2.14</StorageCoeff>
<ChannelId>748</ChannelId>
<ChannelIndex>1</ChannelIndex>
<WeatherStationId>144</WeatherStationId>
<WeatherStationIndex>6</WeatherStationIndex>
</Subbasin>
</Subbasins>
</MatData>
Vy´pis 3: Zkra´ceny´ obsah XML souboru reprezentujı´cı´ vybranou schematizaci povodı´
