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 En icelui fut ladite gnalogie trouve crite tout au long de lettres
cancelleresques non sur papier non sur parchemin non sur cire
mais sur escorse dulmeau tant toutefois use par vtust qu peine
en pouvaiton reconnatre trois de ranc
Je combien quindigne	 y fus appel et  grand renfort de besicles
pratiquant lart dont on peut lire lettres non apparentes comme
enseigne Aristote la translatai        	

Rabelais  Gargantua

Chapitre 1
Prol gomnes
 Mais alors excellent Glaucon quelle sera cette tude  Car
les arts nous sont tous apparus comme mcaniques      
Sans doute Mais quelle autre tude restetil si nous cartons
la musique la gymnastique et les arts 
Eh bien  rpondisje si nous ne trouvons rien  prendre hors
de l prenons quelquune de ces tudes qui stendent  tout
Laquelle 
Par exemple cette tude commune qui sert  tous les arts 
toutes les oprations de lesprit et  toutes les sciences et qui
est une des premires auxquelles tout homme doit sappliquer
Laquelle  demandatil
Cette tude vulgaire qui apprend  distinguer un deux et
trois 	

Platon  La Rpublique

   Objectifs du projet
Nous communiquons actuellement avec nos ordinateurs  laide de claviers et
de souris Le progrs est considrable depuis lpoque heureusement rvolue
des cartes perfores Cependant la parole et lcriture manuscrite constituent
nos moyens naturels de communication La ralisation dinterfaces vocales ou
traitant lcriture manuscrite constitue un formidable d monopolisant des cen
taines de chercheurs Les concepteurs de tels systmes appels online systems
dans la littrature anglaise	 disposent dune information temporelle exploitable
lors de la reconnaissance
Etudions brivement lexemple de linterface reconnaissant lcriture Elle est
gnralement compose dune tablette et dun stylo An de reprer les mots ou
caractres le systme dtecte les instants durant lesquels le crayon nest plus
en contact avec la tablette

   OBJECTIFS DU PROJET
La reconnaissance dcriture connat cependant dautres applications Cer
taines institutions disposent dune importante quantit de documents quelles
souhaitent transcrire sous forme lectronique an de constituer des bases de
donnes aisment consultables Les systmes eectuant ce travail sont appels
o ine dans la littrature anglaise Ne possdant plus dinformation temporelle
une des grandes dicults consiste  segmenter le texte en mots ou caractres
isols quil sagit ensuite didentier La complexit de ces direntes tches est
intimement lie au type dcriture analyse Un texte dactylographi possde
ainsi des proprits habituellement trangres  un document manuscrit  exis
tence de fontes standard rgularit      
Nous ne nous intresserons ici quaux systmes o ine de reconnaissance
dcriture manuscrite Supposons que nous souhaitions transcrire un document
ancien sous forme lectronique gure 	 En le numrisant au moyen dun
scanner nous obtenons une image reprsentant le texte ainsi que les ventuelles
enluminures et miniatures Un algorithme de segmentation permet disoler le
texte puis de le dcouper en caractres qui seront reconnus indpendamment
les uns des autres
Divers algorithmes de prtraitement restreignent les multiples variations de
lcriture manuscrite facilitant ainsi sa reconnaissance Ltape cruciale consiste
alors  dterminer un ensemble de caractristiques permettant une identication
aise des motifs prsents au systme Il est cependant possible que certaines
des mesures eectues soient corrles ou ne permettent pas la distinction des
divers caractres
Les informations ainsi recueillies sont exploites par un systme de clas
sication La parfaite reconnaissance savrant impossible diverses mthodes
permettent nalement la correction des erreurs
La segmentation et la correction derreurs proposent des problmes ardus
auxquels il serait indispensable de consacrer des projets particuliers Nous ne
raliserons par consquent que trois lments du dispositif illustr par la 
gure   les modules de prtraitement dextraction de caractristiques et de
classication Notre systme ne traitera ainsi que des caractres pralablement
segments
La base de donnes NIST Special Database   propose de tels caractres
reprsentant de multiples styles dcriture manuscrite Utilise par plusieurs
chercheurs elle permet la comparaison des dirents systmes de reconnais
sance dcriture Nous disposons des rsultats obtenus par T M Breuel et G
Matre  lors de la conception dun logiciel de reconnaissance de chires ma
nuscrits et souhaitons tester notre systme  laide des mmes donnes Nous
nous ne travaillerons par consquent quavec des chires
Les rseaux de neurones proposent une solution intressante aux problmes
de classication Le concepteur constitue une base dapprentissage dcrivant di
verses situations auxquelles sera confront le systme Au terme dun processus
dapprentissage utilisant uniquement ces exemples le rseau se rvle capable
de traiter un grand nombre de situations relatives au problme considr Cette
proprit appele gnralisation explique lengouement pour de tels systmes
Nous souhaitons raliser le module de classication  laide dun systme neu
romimtique Lapprentissage et la reconnaissance seectueront videmment 
 
  CHOIX DES SIMULATEURS DE RSEAUX NEURONAUX
Document
manuscrit
Numérisation
Segmentation
Correction
Document sous forme
électronique
Prétraitement
Extraction de
caractéristiques
Classification
Figure  Un systme de reconnaissance dcriture o ine Optical Character
Recognition ou OCR	 Nous ne concevrons que les trois lments apparaissant
dans le cadre en pointill
partir des informations recueillies par lalgorithme dextraction de caractris
tiques
Chaque application ncessite cependant une topologie particulire Diverses
expriences ont en eet prouv que la capacit de gnralisation est lie  cette
dernire Plusieurs chercheurs proposent ainsi des mthodes permettant lob
tention du rseau optimal pour un problme donn Les algorithmes dlagage
suggrent de dbuter lapprentissage avec un rseau de taille quelconque ca
pable dapprendre la tche considre puis dliminer les lments neurones ou
connexions	 superus Cette approche nous parat particulirement attrayante
Il est en eet plausible quun tel algorithme lague quelques entres du rseau
slectionnant ainsi les caractristiques pertinentes
Lors de ce projet nous travaillerons avec deux types de rseaux neuronaux
perceptrons multicouches et high order perceptrons	 et appliquerons divers al
gorithmes dlagage
  Choix des simulateurs de rseaux neuronaux
Nous avons complt la gamme dalgorithmes dlagage propose par SNNS
 
Stuttgart Neural Network Simulator	  lors dun prcdent projet  Ce
logiciel ne permet cependant pas de travailler avec des high order perceptrons
 
SNNS est disponible en ftp anonyme   ftp informatik unistuttgart de
 
  STRUCTURE DU DOCUMENT
Lors de la ralisation de sa thse consacre aux high order perceptrons G
Thimm  a implant plusieurs algorithmes dlagage dans Sesame La version
actuelle du logiciel nest malheureusement pas documente Le lecteur trouvera
nanmoins une brve description dans  Nous utiliserons Sesame lors des
simulations faisant intervenir des high order perceptrons
  Structure du document
Ce document comporte quatre parties Au cours de la premire le lecteur d
couvrira les dirents modles neuromimtiques rgles dapprentissage et algo
rithmes dlagage intervenant dans ce projet Nous consacrerons la seconde par
tie au prtraitement et  lextraction de caractristiques de chires segments
Nous prsenterons ensuite les diverses expriences ralises troisime partie	
proposerons une synthse des rsultats et suggrerons diverses extensions du
systme quatrime partie	
  Conventions et notations
La terminologie lie aux rseaux neuronaux est essentiellement anglaise La tra
duction de certaines expressions savrant parfois hasardeuse nous prfrons les
crire dans leur langue dorigine Les termes concerns gurent en italique dans
le texte
Nous utilisons le format du  Trait dElectricit
 de LEcole Polytechnique
Fdrale de Lausanne EPFL	 pour les rfrences bibliographiques Ces der
nires sont reprsentes par un chire arabe entre crochets Lorsque nous men
tionnons des algorithmes ou formules clbres abondamment dcrits dans la
littrature nous ne proposons une rfrence qu un seul ouvrage prsentant le
sujet
Nous crivons les vecteurs en caractres gras Par exemple  
 
dsigne un
vecteur dentre dun rseau de neurones Notons que nous utiliserons indirem
ment les expressions  motif
 ou  vecteur dentre
 an de dsigner  
 
 Comme
nous travaillons toujours avec une collection de tels vecteurs nous les diren
cions  laide de lindice 
C
n
p
dnote une combinaison de p lments parmi n 
C
n
p
 
 
n
p

 
n
n  p  p
	
Remarquons nalement que nous utilisons indiremment NIST Special Da
tabase  ou NIST an de dsigner la base de donnes de caractres segments
 
Partie I
Syst mes dapprentissage
neuromimtiques

Chapitre 2
Introduction  la premire partie
Lobjectif de cette partie consiste  prsenter au lecteur les modles de rseaux
neuromimtiques utiliss dans le cadre de ce projet
Aprs avoir prsent quelques lments de neurophysiologie
 
 nous dcri
rons le neurone formel propos par McCulloch et Pitts constituant la base
de plusieurs modles chapitre 	 Nous exposerons ensuite les fondements de
lapprentissage supervis chapitre 	 et dcrirons le Perceptron et lAdaline
deux architectures neuromimtiques lmentaires chapitre 	 Ltude de leurs
limitations nous permettra de prsenter les high order perceptrons et percep
trons multicouches deux architectures neuromimtiques utilises dans ce projet
chapitre 	 et dnies formellement au chapitre  Nous dcrirons alors deux
algorithmes dapprentissage ddis  ces rseaux chapitre 	 Nous discute
rons nalement limportance de larchitecture de nos systmes neuromimtiques
chapitre 	 et prsenterons divers algorithmes dterminant la topologie opti
male dun rseau chapitre  	
 
Ce paragraphe sinspire fortement de    	


Chapitre 3
Du neurone biologique au modle
formel
  Elments de neurophysiologie
Les neurones constituent les lments de base du systme nerveux Il en existe
une grande varit remplissant diverses fonctions olfaction audition       	 Nous
ne prsentons nanmoins que larchtype dune cellule nerveuse Cette dernire
se compose de trois lments essentiels gure 	 
 le corps cellulaire ou soma constitu du cytoplasme et dun noyau d
tenteur des gnes!
 larbre dendritique collectant les signaux provenant dautres cellules
nerveuses ou de lextrieur sil sagit dun neurone arent	!
 laxone diusant le signal et se divisant parfois  son extrmit an
dentrer en contact avec un grand nombre de cellules nerveuses mus
culaires       	
Comme toutes les cellules le neurone cre une dirence de charges ioniques
entre lintrieur et lextrieur de sa membrane
 
 Chaque neurone possde ainsi
un potentiel de repos denviron   millivolts
Un processus lectrochimique complexe permet la transmission de signaux
dans le systme nerveux Des capteurs de direntes natures pression tempra
ture       	 provoquent une dpolarisation de la membrane des neurones arents
ou sensoriels	 Cette stimulation se propage le long de leur membrane et satt
nue en fonction de la distance parcourue Si elle savre susamment importante
lorsquelle atteint le segment initial de laxone elle produit un potentiel daction
codage en frquence et dure	 Ce dernier se propage alors le long de laxone
 
La charge est ngative  lintrieur de la membrane et positive  lextrieur La rfrence
 zro est  lextrieur de la membrane

  ELMENTS DE NEUROPHYSIOLOGIE
Arriv  lextrmit de laxone le potentiel daction est transform en un
neurotransmetteur dius dans la fente synaptique gure 	 Nous assistons
ici  un phnomne de nature chimique Lorsque le neurotransmetteur atteint le
neurone suivant il gnre un potentiel synaptique se propageant passivement 
la surface de la membrane Ce dernier provoque une excitation dpolarisation	
ou une inhibition hyperpolarisation	 du neurone
Le neurone re"oit de tels potentiels synaptiques de toutes les cellules ner
veuses avec lesquelles il est en liaison Il eectue une sommation spatio
temporelle de ces informations Si le rsultat obtenu est suprieur  un seuil
le soma gnre un potentiel daction ou spike	 damplitude et de dure xes
Chaque neurone prend ainsi une dcision locale
Axone
Synapses
Dendrites
Noyau
Figure  Schma dun neurone biologique
 
 LE MODLE DE MCCULLOCH ET PITTS
Fente synaptique
Axone
corps cellulaire
Dendrite ou
Figure  La fente synaptique
 Le modle de McCulloch et Pitts
Cest en  queW McCulloch etW Pitts dsireux de comprendre le fonction
nement du systme nerveux proposrent un modle de neurone formel Leur
travail dcrit les fonctions remplies par le neurone et la synapse et propose une
approche binaire du traitement de linformation  
Because of the allornone character of the nervous
activity neural events and the relations among them
can be treated by means of propositional logic It is
found that the behavior of every net can be described
in these terms with the addition of more complica
ted logical means for nets containing circles and that
for any logical expression satisfying certain conditions
one can nd a net behaving in the fashion it describes
Le neurone formel de McCulloch et Pitts gure  a		 re"oit des stimu
lations x
i
quil pondre par des coecients ou poids	 synaptiques w
i
 Lorsque
ces derniers sont positifs nous parlons de connexions excitatrices! les connexions
sont dites inhibitrices lorsque les poids synaptiques sont ngatifs Le neurone cal
cule ensuite le potentiel p  
P
i
w
i
 x
i
 du neurone le compare  un seuil  et
prend une dcision 
 si p   la sortie du dispositif est gale  !
 sinon elle est gale   
Ce calcul revient  vrier si la dirence p    est suprieure  zro cest
dire  remplacer le seuil par une entre xe de valeur    laquelle nous
associons un poids variable appel biais bias	 du neurone gure  a		
Nous modlisons alors la prise de dcision du neurone  laide de la fonction
dactivation p     Signep   illustre par la gure  b	
 
 LE MODLE DE MCCULLOCH ET PITTS
 
 
a b

 
x

x

x

p
w

w

w

Figure  Le neurone de McCulloch et Pitts a	 Schma du neurone b	 Re
prsentation de la fonction  Signe

Considrons un neurone ne comportant que deux entres Si
w

 x

 w

 x

  	
la sortie du dispositif est gale   Cette dernire vaut   lorsque
w

 x

 w

 x

   	
Gomtriquement les quations 	 et 	 signient que nous avons spar
le plan par une droite dquation gure 	
x

   
w

w

 x



w

	
x

   
w
 
w

 x

x

x

Sortie
Sortie

w

Figure  Interprtation gomtrique du fonctionnement du neurone de Mc
Culloch et Pitts Cette interprtation se gnralise videmment  des dimensions
suprieures  deux
Ce modle bien que trs simple constitue encore aujourdhui un lment de
base des rseaux de neurones articiels
  
Chapitre 4
Apprentissage supervis 
Nous prsentons ici les principes de lapprentissage supervis  laide du pro
blme de reconnaissance dcriture manuscrite que nous tudions La gure 
illustre larchitecture gnrale du rseau Ce dernier possde une sortie associe
 chacun des caractres considrs
Diverses bases de donnes comme US Postal Service OAT Handwritten
Zip Code Database ou NIST Special Database   proposent des collections
de chires manuscrits crits par des centaines de personnes La premire tape
du travail consiste  slectionner et prtraiter nous consacrerons le chapitre 
 ce sujet	 divers caractres an de constituer une base dentranement dont le
tableau  dcrit le format gnral Nous associons  chaque motif une infor
mation concernant la classe  laquelle il appartient Lorsque nous prsentons le
chire  
 nous souhaitons que seule la sortie correspondante soit active Nous
obtenons ainsi les vecteurs de sortie du tableau 
Entre du rseau Sorties dsires
Description du chire             
Description du chire            
Description du chire            
Tableau  Format de la base dapprentissage Les niveaux de gris des pixels
constituent une reprsentation possible dun chire Nous proposerons quelques
autres mthodes permettant de dcrire un caractre dans les chapitres  et 
Remarquons que la premire sortie du rseau de la gure  est associe au
chire   
 Ainsi lorsque nous prsentons le chire  
 nous souhaitons que la
sixime sortie soit active
Lapprentissage supervis comporte les tapes suivantes 
 Pr sentation dun chire au r seau
Nous prsentons un motif au rseau et observons la rponse propose
 Comparaison et adaptation
Nous avons associ la rponse dsire  chaque motif de la base dappren

CHAPITRE  APPRENTISSAGE SUPERVIS
tissage Il est ainsi facile de dterminer si le rseau classie correctement
le chire prsent Lorsque survient une erreur gure 	 le superviseur
algorithme dapprentissage	 modie les poids synaptiques
La prsentation de tous les motifs dentranement gnralement dans un
ordre alatoire	 et ladaptation des coecients synaptiques constituent un cycle
dapprentissage Idalement le rseau classie correctement toutes les donnes
dentranement aprs quelques cycles gure 	 Leur nombre dpend essen
tiellement de la dicult du problme ainsi que du choix de divers paramtres
Il est toutefois probable que le systme napprenne pas certains caractres forte
ment bruits ou trs particuliers Au terme de lapprentissage le rseau se rvle
habituellement capable de classier un nombre important de donnes relatives
au problme et ne gurant pas parmi les motifs dentranement
Réseau de
neurones
0
1
2
9
8
7
...
Figure  Exemple dapprentissage supervis a	 Durant lapprentissage nous
prsentons le chire  
 au rseau Il le confond avec le chire  

 
CHAPITRE  APPRENTISSAGE SUPERVIS
Réseau de
neurones
0
1
2
7
9
8
...
Figure  Exemple dapprentissage supervis b	 Idalement une fois lap
prentissage termin le rseau fournit la rponse correcte lors de la prsentation
du chire  

Calcul de
l’erreur
Calcul de
l’erreur
Valeurs calculées par
le réseau
Modification des
coefficients synaptiques
Superviseur
Réseau de 
neurones Valeurs désirées
- +
- +
Entrées
Figure  Apprentissage supervis
 
Chapitre 5
Les r seaux monocouches  lAdaline
et la rgle du Perceptron
Nous prsentons dans ce chapitre deux algorithmes dapprentissage supervis
destins aux rseaux monocouches Ces derniers constituent une classe de
systmes neuromimtiques lmentaires  leurs entres sont relies aux sorties
par une couche de poids synaptiques gure 	 Le fonctionnement des neu
rones est analogue  celui du modle formel de McCulloch et Pitts
Couche d’entrée
(a) (b)
Couche de sortie
Connexions
Figure  Deux rseaux monocouches a	 Le rseau de gauche adapt 
lapprentissage de fonctions boolennes ne possde quun neurone de sortie
b	 Nous utiliserions par contre le rseau de droite pour un problme de classi
cation Remarquons quil se dcompose en deux rseaux ne comportant quune
sortie
Bien que trs simples ces systmes fournissent de bons rsultats en recon
naissance de caractres manuscrits  Nous esprons de plus que leur tude
permettra au lecteur de se familiariser avec les mathmatiques des rseaux neu
ronaux et de mieux apprhender les chapitres suivants
Nous souhaitons apprendre un ensemble de vecteurs  
 
  
 

        
 
N
	
T
 o#

CHAPITRE  LES RSEAUX MONOCOUCHES  L	ADALINE ET LA
RGLE DU PERCEPTRON
N dsigne le nombre dentres du systme au rseau de la gure  a	
 
 Chacun
deux appartient  une classe t
 
 f  g Le vecteur w   w

        w
N
	
T
contient les coecients synaptiques du rseau
A quelles conditions un problme doitil satisfaire an dtre rsolu par un
rseau monocouche  Soient A et B les deux classes auxquelles appartiennent
les vecteurs  
 
 Nous avons constat que le neurone dtermine un hyperplan de
dimension N  dans un espace de dimension N paragraphe 	 Sil existe un
hyperplan sparant les motifs de la classe A de ceux de la classe B nous dirons
que le problme est linairement sparable

 Les gures  et  illustrent des
problmes linairement et non linairement sparables Un rseau monocouche
nest capable de rsoudre que des problmes linairement sparables
x x
y y
Classe A
Classe B
Classe A
Classe B
(a) (b)
Figure  Deux problmes linairement sparables
x x
y y
Classe A
Classe B
Classe A
Classe B
(a) (b)
Figure  Deux problmes non linairement sparables
 
Apprendre une tche au rseau de la gure  b revient  entraner sparment deux
rseaux ne comportant quune sortie

Plus formellement k classes C
 
  C

       C
k
sont linairement sparables si et seulement
si leurs enveloppes convexes sont disjointes
 
  LA RGLE DU PERCEPTRON
  La rgle du Perceptron
La rgle du Perceptron propose par Rosenblatt   dcrit un algorithme
modiant les poids w   w

        w
N
	
T
an de raliser la classication Notons
que cette mthode ne sapplique qu des problmes linairement sparables
Aprs avoir initialis alatoirement les poids nous prsentons le motif  
 
au
rseau et calculons la sortie du neurone 
a
 
  

w
T
 
 

  

N
X
i
w
i
 
 
i

	
o# x est la fonction  Signe
 illustre par la gure  b	 Nous comparons
ensuite la sortie du rseau  la valeur dsire t
 
et ne modions les poids que
si la classication savre incorrecte

 La rgle dadaptation de Rosenblatt est
dcrite par 
w   w    t
 
  a
 
   
 
	
o#  dsigne le coecient dapprentissage Gnralement la valeur de  est com
prise entre  et  Tant que le rseau ne classie pas correctement lensemble des
donnes dapprentissage nous ritrons ce processus Une question primordiale
subsiste nanmoins  cet algorithme convergetil 
Thorme 
Si le probl
me considr est linairement sparable l	algorithme du Perceptron
converge en un nombre ni d	itrations Le lecteur trouvera une dmonstration
dans    ou 
Ainsi lorsque le problme nest pas linairement sparable lalgorithme mo
diera indniment les coecients synaptiques Remarquons nalement que la
rgle du Perceptron dont la gure  illustre le fonctionnement	 minimise une
distance dans lespace des poids 

Cestdire si t
 
  a
 
  
 
  LA RGLE DU PERCEPTRON
w
N
a
 
Algorithme du
p
 

 


 


 
N
Erreur


Perceptron
P
t
 
P
 
 
w

w

Figure  Le modle du Perceptron




Sortie   
    





Sortie   
w
w

Figure  Illustration du fonctionnement de la rgle du Perceptron Le vecteur
w est initialis alatoirement Nous prsentons alors au rseau les motifs  


 

  

et nalement  

 Le vecteur  

tant correctement classi 

w
T
 


 
t

	 nous ne modions pas les coecients synaptiques Le rseau commet par
contre une erreur lors de la prsentation de  

 Nous corrigeons alors w selon la
rgle 	 et obtenons w
 
  w
   

 Nous constatons que le rseau classie
correctement les quatre vecteurs  
 
et achevons le processus dapprentissage
 
 L	ADALINE
 LAdaline
Ce modle propos par Widrow et Ho  est calqu sur celui de McCul
loch et Pitts Notons cependant une dirence subtile  la fonction dactivation
 Identit
 est substitue  la fonction  Signe


 La sortie du neurone lors de la
prsentation du vecteur  
 
 est ainsi dnie par 
a
 
  w
T
 
 
 
N
X
i
w
i
 
 
i
	
Nous dnissons ensuite le terme derreur par
E
 
 



t
 
  a
 


	
Remarquons que E
 
est une fonction direntiable des poids dont une mthode
de descente de gradient permet de trouver le minimum global Lors de la pr
sentation dun motif les poids subissent une modication  w avec
w
i
    
E
 
w
i
   

t
 
 
N
X
i
w
i
 
 
i

 
 
i
	
o#  est le coecient dapprentissage La gure  a	 illustre le fonction
nement de lalgorithme Dsignons par  

le motif de la classe A se trouvant
dans langle infrieur droit du graphe Un tel motif rsulte par exemple dune
erreur de mesure lors de la conception de la base dapprentissage Il est alors
tranger au problme Lorsque nous entranons le rseau sans tenir compte de
 

 nous obtenons la sparatrice rouge! si  

gure dans les donnes dapprentis
sage lalgorithme fournit la sparatrice bleue gure  a		 Une modication
du modle permet dattnuer leet du vecteur dentre  

 Rempla"ons la fonc
tion dactivation  Identit
 par une fonction  de type sigmo$de continue et
direntiable en tout point La sortie du neurone est alors dnie par 
a
 
  

w
T
 
 

  

N
X
i
w
i
 
 
i

	
Nous obtenons ainsi une nouvelle rgle de modication des poids appele Least
Mean Square Algorithm ou LMS Algorithm dans la littrature anglaise 
w
i
    
E
 
w
i
   

t
 
  

N
X
i
w
i
 
 
i

 
 
i
 


N
X
i
w
i
 
 
i

	
Eectuons la mme exprience que prcdemment Nous obtenons la sparatrice
rouge en cartant  

de la base dapprentissage gure  b		 Lorsque  


La valeur dlivre  la sortie du systme est gale au potentiel
 
 L	ADALINE
apparat lors de lentranement lalgorithme LMS dtermine la sparatrice bleue
Nous constatons que la nonlinarit rduit passablement limportance de  


Gnralement nous combinons deux critres darrt an de dcider quand
achever lapprentissage 
 Lorsque lerreur E  
P
 
E
 
calcule sur lensemble des donnes dappren
tissage est infrieure  un seuil  x ou
 si lerreur E est suprieure   aprs un nombre donn de cycles dappren
tissage

 nous terminons lentranement
-
P
t
 
a
 
p
 
Erreur

 
N

 


 

w

w
N


Algorithme
w

LMS
Q
P



Figure  Le modle de lAdaline non linaire
a b




Figure  Eets de la nonlinarit Les points noirs respectivement blancs	
appartiennent  la classe A respectivement B	

Ce critre vite dentraner indniment le rseau si le seuil  est mal choisi Par exemple
si  est gal  zro alors que le problme nest pas linairement sparable la relation E  
P
 
E
 
  ne sera jamais satisfaite   il existe au moins un motif  pour lequel E
 
  
 
 COMPARAISON DU PERCEPTRON ET DE L	ADALINE
 Comparaison du Perceptron et de lAdaline
Etudions les solutions proposes par le Perceptron et lAdaline aux problmes
des gures  et  Le thorme du Perceptron garantit que lalgorithme trou
vera une solution si la tche est linairement sparable Remarquons que cette
mthode applique plusieurs fois au mme problme fournit des solutions di
rentes Examinons la gure  Nous constatons quune valeur dirente du
coecient  aurait conduit  une autre solution Lordre dans lequel sont pr
sents les motifs inue aussi la solution
Seul lAdaline dterminera une solution lorsque le problme nest pas linai
rement sparable gure  	 Cet algorithme prsente cependant un inconv
nient majeur Il minimise simultanment deux critres des moindres carrs 
les lignes bleues et rouges des gures  et  dnotent respectivement les
droites des moindres carrs des classes A et B	 Nous constatons gure  b		
que lalgorithme ne dtermine pas toujours la solution dun problme linaire
ment sparable
x x
y y
Classe A
Classe B
Classe A
Classe B
(a) (b)
Figure  Solutions obtenues avec la rgle du Perceptron dans les situations
illustres par la gure  Les lignes de direntes couleurs indiquent quelques
unes des solutions du problme
  
 COMPARAISON DU PERCEPTRON ET DE L	ADALINE
x x
y y
Classe B
Classe B
(a) (b)
Classe A
Classe A
Figure  Solutions obtenues avec lAdaline dans les situations illustres par la
gure  La ligne bleue respectivement rouge	 dsigne la droite des moindres
carrs de la classe A respectivement B	
x x
y y
Classe B
(a) (b)
Classe A
Classe B
Classe A
Figure   Solutions obtenues avec lAdaline dans les situations illustres par la
gure  La ligne bleue respectivement rouge	 dsigne la droite des moindres
carrs de la classe A respectivementB	 Contrairement au Perceptron lAdaline
dtermine une solution lorsque le problme nest pas linairement sparable
Cette dernire minimisant le critre derreur quadratique nous la considrons
optimale
 
Chapitre 6
Limitations des modles
monocouches  vers les perceptrons
multicouches et les high order
perceptrons
An dillustrer les limitations des rseaux monocouches nous tudierons le pro
blme du  ou exclusif
 de deux variables boolennes x et y gure 	 Ce
problme pourtant trivial nest pas linairement sparable Il est par cons
quent impossible de le rsoudre  laide dun rseau monocouche Lors de nos
rexions nous utiliserons la fonction  Signe
 de la gure  b	
sortie = +1
sortie = 0
(0; 0)
(0; 1) (1; 1)
(1; 0)
y
x
(a)
0
1
(b)
Figure  a	 Le problme du  ou exclusif
 de deux variables b	 Fonction
dactivation des neurones

  LE PROBLME DU OU EXCLUSIF RSOLU  L	AIDE D	UN
RSEAU MULTICOUCHE
	  Le problme du 
ou exclusif rsolu  laide dun
rseau multicouche
Une solution consiste  tracer deux droites sparatrices dans le plan gure 	
 laide de deux Perceptrons Les lignes bleue et rouge isolent respectivement
les points   et   Un troisime Perceptron combine alors ces deux lignes
an de raliser la sparation dsire Le rseau ainsi obtenu est un perceptron
multicouche  outre ses neurones dentre et de sortie il possde une couche in
termdiaire appele couche cache ou hidden layer dans la littrature anglaise	
constitue ici de deux neurones gure 	
sortie = +1
sortie = 0
(0; 0)
(0; 1) (1; 1)
(1; 0)
y
x
Figure  Sparation ralise par un perceptron multicouche
W

W



 

 

 

x
y
w

w

P
P
P
w

w

Figure  Perceptron multicouche ralisant la sparation de la gure  Le
perceptron dessin en bleu respectivement en rouge	 trace la sparatrice bleue
respectivement rouge	 de la gure  Le neurone dessin en vert combine
alors ces deux lignes an de raliser la sparation dsire Des valeurs possibles
pour les connexions et les biais sont  w

  w

  w
   w

    

   


    W

   
 W

   et 

   
Une couche de neurones cachs permet de raliser une sparation de deux
classes en rgions convexes Deux couches caches savrent indispensables an
de dterminer des rgions non convexes   Il est possible de dmontrer
quen substituant une fonction dactivation de type sigmo$de  la fonction  Si
gne
 une couche cache se rvle susante an de raliser une sparation en
rgions non convexes Remarquons enn que ces proprits sont extensibles aux
rseaux possdant plusieurs sorties Nous pouvons en eet les dcomposer en
 
 LE PROBLME DU OU EXCLUSIF RSOLU  L	AIDE D	UN HIGH
ORDER PERCEPTRON
rseaux lmentaires  une sortie
	 Le problme du 
ou exclusif rsolu  laide dun
high order perceptron
Dveloppons lquation logique de x y 
x y   xy  xy
    x  y  x    y
  x y   
  x  y
	
Le terme  
 x y constitue une combinaison non linaire des entres du rseau
Considrons une connexion particulire appele connexion dordre suprieur
ou high order connection dans la littrature anglaise	 multipliant les sorties de
deux neurones puis pondrant le rsultat par un coecient synaptique Nous
pouvons ainsi rsoudre le problme du  ou exclusif
  laide du rseau de la
gure  appel high order perceptron
	
P
y
x
 
 
x y   xy
 
Figure  High order perceptron rsolvant le problme du  ou exclusif

Lutilisation de connexions dordre suprieur permet la ralisation de spa
rations quelconques  laide de rseaux monocouches Considrons le high order
perceptron de la gure  a	 Un choix judicieux des coecients synaptiques
conduit  une sparation rsolvant le problme du  ou exclusif
 gure  b		
P
x
y
	
w

w

w

w

w

a
Sqr
Sqr
x
 	
  	
  	
b
   	
Sparatrice
y
sortie   
sortie  
Figure  High order perceptron rsolvant le problme du  ou exclusif
  Sqr

dnote llvation au carr Cet exemple est inspir de 
 
Chapitre 7
Formalisation des perceptrons
multicouches et high order
perceptrons
Nous prsentons dans ce chapitre la dnition formelle dun perceptron multi
couche multilayer perceptron	 et dun high order perceptron Nous nous inspi
rons des notations proposes dans  et 
* *
Couche cachée
Couche de sortie
Connexion d’ordre 2
Connexions d’ordre 1
Couche d’entrée
Figure  Architecture du perceptron multicouche et du high order perceptron
Nous avons rencontr deux types de connexions lors du prcdent chapitre
Les connexions de premier ordre relient simplement deux neurones Les con
nexions dordre suprieur combinent les sorties de dirents neurones  laide
dune multiplication
 
 Le nombre de signaux intervenant dans la multiplication
dtermine lordre  de la connexion
 
Dautres fonctions sont videmment envisageables Nous nous restreindrons cependant 
la multiplication dans le cadre de ce projet

CHAPITRE  FORMALISATION DES PERCEPTRONS
MULTICOUCHES ET HIGH ORDER PERCEPTRONS
Dfinition  	Perceptron multicouche 	multilayer perceptron


Un perceptron multicouche gure   est un rseau de neurones comportant
outre les couches d	entre et de sortie une ou plusieurs couches caches hidden
layers Un nuplet N

 N

     N
L
 o L est le nombre total de couches et
N
i
le nombre de neurones de la couche i   i  L permet de dnir la
charpente du rseau Les connexions s	eectuent entre deux couches adjacentes
N
i
et N
i 
 Nous dirons qu	un rseau est totalement connect si toutes les con
nexions de premier ordre possibles entre deux couchesN
i
etN
i 
sont eectues
Un perceptronmulticouche admet des entres et des sorties continues discr
tes
boolennes ou un mlange de ces dirents types
Dfinition  	Perceptron dordre suprieur 	High order perceptron


Un perceptron d	ordre suprieur est un rseau monocouche possdant des con
nexions de premier ordre et d	ordre suprieur gure   Nous dirons qu	un
rseau d	ordre  est totalement connect si toutes les combinaisons des entres
C
N
 

 C
N
 

        C
N
 

sont eectues N

dsigne le nombre de neurones de la
couche d	entre Le perceptron d	ordre suprieur admet les mmes types
d	entres et de sorties que le perceptron multicouche
Dnissons encore les notations utilises dans la suite de ce rapport
 
 
i
dsigne la i
me
composante du vecteur dentre  
 

 L est le nombre de couches layers	 du rseau Les couches  et L sont
respectivement appeles couches dentre et de sortie
 N
l
dnote le nombre de neurones que comporte la l
me
couche du rseau
 C
l
dnote le nombre de connexions respectivement de connexions dordre
suprieur	 de la l
me
couche dun perceptron multicouche respectivement
dun perceptron dordre suprieur	 Pour le perceptron multicouche C
l
est
videmment gal  N
l

  l  L	
 c
 
lif	l
 
n
 

	l

n


g
est la valeur de sortie de la i
me
connexion dordre
suprieur	 de la couche l du rseau Chaque paire l n de lensemble de
neurones fl

 n

 l

 n

      g dtermine une entre de cette connexion 
n est lindice dun neurone de la couche l
 w
lij
dsigne le facteur de pondration ou poids synaptique	 par lequel
est multiplie la sortie de la connexion i de la couche l Le signal ainsi
obtenu est achemin vers le neurone j de la couche l
 
lj
dnote la fonction dactivation du neurone j de la couche l Parmi les
fonctions couramment utilises citons
 la tangente hyperbolique
 les fonctions de type sigmo$de
f

x  

  e

lj
x
o# 	
lj
dnote la pente de f

x  lorigine
 
CHAPITRE  FORMALISATION DES PERCEPTRONS
MULTICOUCHES ET HIGH ORDER PERCEPTRONS
 t
 
j
reprsente la sortie dsire du neurone j de la couche de sortie lorsque
nous prsentons le motif  en entre!
 h
 
li
dsigne le potentiel du neurone i de la couche l obtenu lors de la
prsentation du motif 
 a
 
li
dnote la sortie du neurone i de la couche l calcule lorsque nous
prsentons le motif  en entre
  est le coefficient dapprentissage
Id
wl,i,j
c l,i
*
(a)
neurone i de la couche l-1
(b)
poids synaptique
neurone j de la couche l
connexion i de la couche l
Figure  Connexions des high order perceptrons et perceptrons multicouches
a	 Connexion de troisime ordre high order perceptrons	 b	 A chaque neurone
dun perceptron multicouche nous adjoignons une connexion de premier ordre
ralisant la fonction identit Nous pouvons ainsi utiliser les mmes notations
pour les perceptrons multicouches et les high order perceptrons Nous associons
toujours la connexion c
li
au neurone i de la couche l    Nous obtenons ainsi
la relation c
 
li
  a
 
li
 
  l  L
 
Chapitre 8
Algorithmes dapprentissage pour
multilayer et high order perceptrons
  Lalgorithme de backpropagation
Lalgorithme de backpropagation  ou algorithme de rtropropagation du gra
dient	 est la mthode dapprentissage supervis la plus utilise pour les multi
layer perceptrons et les high order perceptrons Dans la version prsente dans
ce chapitre
 
 chaque neurone possde sa propre fonction dactivation


lj
x
Lalgorithme se compose des tapes suivantes 
 Initialisation
Les poids w
lij
et les biais sont initialiss alatoirement Nous discuterons
ce problme plus en dtail dans les chapitres ddis aux simulations
 Pr sentation dun motif et propagation des signaux
Nous prsentons alors un motif au systme 
a
 
i
  
 
i
i        N

	 	
et propageons le signal  travers le rseau Le potentiel des divers neurones
se calcule selon la formule 
h
 
lj
 

C
l
X
i
w
lij
 c
 
lif	l
 
n
 

	l
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Lactivation dun neurone est alors donne par 
a
 
lj
  
lj

h
 
lj

	
 
Le lecteur intress trouvera le calcul dtaill des formules dans lannexe A

Dans la majorit des applications la fonction dactivation est la mme pour chaque neu
rone
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o# 
lj
est suppose continue et drivable en tout point et
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 Calcul et r tropropagation de lerreur
Nous comparons ensuite les valeurs obtenues en sortie  celles dsires et
obtenons lerreur pour le motif  
 

E
 
 



N
L
X
j

t
 
j
 O
 
j


	
Lerreur totale sur la base dapprentissage scrit par consquent 
E  
X
 
E
 
 



X
 
N
L
X
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
t
 
j
  O
 
j


	
Lalgorithme de backpropagation une variante de descente du gradient
tente de minimiser lerreur en modiant les poids du rseau

 Lors de la
rtropropagation de lerreur  travers le rseau chacun des poids subit
une modication 
w
lij
  w
lij
 w
lij
	
Il existe diverses variantes de backpropagation Lalgorithme online

suggre la mise  jour des poids aprs la prsentation de chacun des
motifs w
lij
est alors dni par 
w
lij
    
E
w
lij
    

 
lj
 c
 
li
	
Lalgorithme o ine ou batch	 prconise par contre de ne modier les poids
quaprs avoir prsent au rseau la totalit des motifs dapprentissage
w
lij
se calcule alors comme suit 
w
lij
n    
X
 
E
 
w
lij
   
X
 



 
lj
 c
 
li

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
Lerreur est une fonction direntiable des poids

ou algorithme de descente stochastique
 
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Les coecients 
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sont dnis par 
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Figure  Dtail de la propagation du signal dentre et de la rtropropagation
de lerreur dans un neurone j de la couche cache m dun multilayer perceptron
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 Lalgorithme de rtropropagation non linaire
Lalgorithme de backpropagation prsent dans le paragraphe prcdent nces
site le calcul de la drive de la fonction dactivation Triviale lors de simulations
cette opration complique les implantations on chip de lalgorithme
Lalgorithme de rtropropagation non linaire nonlinear backpropagation	
propos par John Hertz  utilise la mme fonction dactivation lors de la
propagation des signaux dentre et de la rtropropagation des erreurs Lalgo
rithme de Hertz se rvle spcialement intressant lors de ralisations matrielles
de systmes neuromimtiques Dautre part lors dun prcdent projet  nous
avons constat que les performances de la rtropropagation non linaire se rv
laient parfois nettement suprieures  celles de lalgorithme de backpropagation
standard Il nous semble par consquent appropri dappliquer ce procd dap
prentissage ddi aux perceptrons multicouches	  notre problme de reconnais
sance dcriture Les tapes suivantes constituent lalgorithme 
 Initialisation
Les poids et les biais sont initialiss alatoirement
 Pr sentation dun motif et propagation des signaux
La propagation des signaux seectue comme dans lalgorithme de back
propagation
 Calcul et r tropropagation de lerreur
Lerreur j
me
neurone de la couche de sortie est dtermine par
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j
  t
 
j
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 
j
	
Nous dnissons le terme de backward activation du neurone j de la couche
m lors de la prsentation du motif  par 
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o# 
j
et 
j
remplacent le coecient  de lalgorithme standard

 Il est
cependant ncessaire que le terme 
j

j
soit petit Les poids sont modis
selon lquation 	 avec
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
Dans ses calculs John Hertz utilise des 
j
et 
j
distincts pour chaque couche du rseau
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pour lalgorithme online et
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pour lalgorithme o ine
Lorsque 
j
  
j
 nous obtenons un algorithme particulier 
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Les quations 	 et 	 scrivent alors
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Nous avons implant cette version de lalgorithme dans SNNS 
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Figure  Dtail de la propagation du signal dentre et de la rtropropagation
de lerreur dans un neurone j de la couche cache m dun multilayer perceptron
algorithme de rtropropagation non linaire	
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Chapitre 9
El ments de la th orie de la
g n ralisation
Lapplication des algorithmes dapprentissage proposs lors du prcdent cha
pitre comporte deux dicults 
 R glage des di rents paramtres intervenant lors de lentrane
ment Gnralement quelques simulations permettent de dterminer des
paramtres adquats
 Choix de la topologie du r seau Les algorithmes de backpropagation et
nonlinear backpropagation ne fournissent aucune indication sur le nombre
de neurones ncessaires sur la couche cache dun perceptron multicouche
ou sur lordre des connexions dun high order perceptron
Montrons  laide dun exemple que le choix de la topologie du rseau savre
crucial
Considrons le problme de classication illustr par la gure  a	 Nous
constituons deux bases de donnes composes de motifs des classes A et B
linairement sparables 
 Les donnes dapprentissage sont utilises par lalgorithme de modication
des poids
 Les donnes de validation distinctes de celles dapprentissage	 permettent
lapprciation des performances du rseau Ce dernier se rvle en eet
capable de traiter des motifs nintervenant pas lors de lentranement
Cette importante proprit appele gnralisation explique lengouement
pour les systmes neuromimtiques
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Apprentissage Validation
Classe A
Classe B
(a) (b)
Erreurs effectuées
Figure  Un problme de classication Nous commettons deux erreurs
repres par les cercles verts lors de la conception de la base dapprentissage
Les cercles en pointill indiquent les positions exactes de ces deux motifs
a	 Sparatrice dtermine par lAdaline b	 Sparatrice obtenue en entranant
un perceptron multicouche
 
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Nous commettons cependant deux lgres erreurs lors de nos mesures
 
 trans
formant ainsi la tche en un problme non linairement sparable Rsolvons ce
dernier  laide dun Adaline

et dun perceptronmulticouche A la n de chaque
cycle dentranement nous calculons les sommes des erreurs au carr des donnes
dapprentissage et de validation et les reportons sur un graphe gures  a	
et b		
LAdaline est incapable dapprendre parfaitement les donnes dentrane
ment Nanmoins ses capacits de gnralisation se rvlent excellentes Il clas
sie correctement tous les motifs de validation gure  a		
Erreur calculée avec les données d’apprentissage
Erreur calculée avec les données de validation
(b)
Erreur
Temps
(a)
Erreur
Temps
Figure  Surentranement
Le perceptron multicouche reconnat la totalit des donnes dapprentissage
Observons cependant lvolution de lerreur de validation gure  b		 Elle
diminue lors des premiers cycles puis augmente soudainement Ce phnomne
appel surentranement overtraining	 est li  larchitecture du rseau Si ce
dernier possde un trop grand nombre de degrs de libert

 nous remarquons
quil les utilise an de sadapter au bruit des donnes gure  b		 Certains
chercheurs ont constat quan dobtenir une bonne gnralisation il fallait
utiliser le plus petit systme capable de mmoriser les donnes dapprentissage
Il est cependant trs dicile de dterminer la topologie optimale dun rseau
Trois catgories dalgorithmes permettent de modier larchitecture du rseau
durant le processus dapprentissage 
 
Il est gnralement impossible deectuer des mesures exactes lors dapplications relles
Supposons par exemple que nous fassions analyser deux bouteilles dun vin donn Les pro
portions des dirents constituants ne seront pas exactement identiques lors des deux tudes

Le problme ntant pas linairement sparable la rgle du Perceptron modierait ind
niment les poids paragraphe 

Cestdire un nombre trop important de neurones et de connexions par rapport au
problme considr
 
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 Les algorithmes gntiques fournissent dexcellents rsultats dans des pro
blmes doptimisation! la principale dicult consiste  coder le rseau de
neurones an de pouvoir aisment appliquer les oprateurs gntiques une
solution est propose dans  	 Notons cependant que les algorithmes
gntiques ncessitent une mmoire et un temps de calcul considrables et
ne trouvent ainsi dapplication que sur des systmes parallles
 Les mthodes constructives  proposent des rgles de croissance pour
un rseau Le principe consiste  dbuter le processus avec un rseau de
petite taille et  lui ajouter des lments jusqu ce quil rsolve le problme
considr
 Les algorithmes dlagage dont  propose une bonne introduction	 pr
conisent de dbuter lapprentissage avec un rseau de taille quelconque
capable dapprendre la tche dsire puis denlever les neurones et con
nexions inutiles an dobtenir le rseau de taille optimale Abondamment
utiliss dans le cadre de ce projet le chapitre  leur sera consacr
 
Chapitre 10
Algorithmes d lagage
   Principes des algorithmes dlagage
Supposons que nous connaissions la conguration optimale dun rseau destin
 rsoudre un problme donn Il semble logique quen lui ajoutant des con
nexions et des neurones il soit encore capable dapprendre sa tche Le principe
des algorithmes dlagage se fonde sur cette rexion Nous dbutons lappren
tissage avec un rseau de taille quelconque capable de classier les diverses
donnes dentranement Un algorithme dlagage propose alors des critres an
de dterminer quels lments connexions ou neurones	 sont inutiles
Thoriquement les poids synaptiques superus devraient tendre vers zro au
cours de lapprentissage Nous naurions alors plus qu les laguer an dobtenir
le rseau optimal
Nanmoins ceci ne se ralise pas en pratique Si le rseau comporte un trop
grand nombre de degrs de libert le phnomne de surentranement prsent
au chapitre  risque de survenir
 
 Le procd dlagage suggr lors de nos
rexions thoriques ne fonctionne videmment pas Les chercheurs ont propos
diverses catgories dalgorithmes dlagage Dans ce projet nous nutilisons que
la classe dalgorithmes destimation de la sensibilit Leur principe consiste 
mesurer laugmentation de lerreur lorsque nous enlevons un lment connexion
ou neurone	
Il est cependant inconcevable de calculer lerreur lorsquun lment donn
est prsent dans le rseau puis lorsquil est lagu Ce procd suppose pour
chaque neurone ou connexion deux prsentations des exemples dapprentissage
 
Le surentranement napparat cependant pas forcment lors de prcdents projets  
nous avons travaill avec la base de donnes Wine  Il sagit dun problme linairement
sparable Nous avons cependant entran un multilayer perceptron comportant dix neurones
sur la couche cache Aprs vingt cycles dapprentissage les poids ne subissent plus de mo
dications Environ  des donnes sont apprises correctement avec lalgorithme de back
propagation Il est possible dapprendre correctement la totalit des donnes avec lalgorithme
nonlinear backpropagation  Lerreur calcule sur la base de validation dcrot lors des
premiers cycles puis reste constante les poids ntant plus modis
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et ncessite un temps de calcul considrable Il sagit par consquent de dter
miner dautres algorithmes mesurant la sensibilit de lerreur  llagage dun
lment Outre cette dicult nous sommes confront  divers problmes 
 Combien d l ments enlever lors dune phase d lagage  La solu
tion la plus simple consiste  enlever un certain pourcentage dlments
Lors des premires phases dlagage il semble raisonnable dliminer un
nombre important de connexions ou de neurones Cependant an de d
terminer le rseau optimal il parat judicieux de restreindre le nombre
dlments lagus lors des phases ultrieures Certains algorithmes pro
posent toutefois des critres plus labors 
 Quand eectuer l lagage  Enlever des neurones ou des connexions
engendre frquemment une augmentation de lerreur Il est donc indispen
sable deectuer quelques cycles dapprentissage entre deux lagages suc
cessifs Une solution consiste ds lors  ne permettre un lagage que lorsque
lerreur est infrieure  un seuil donn Nous dterminons ce dernier de la
manire suivante  nous eectuons un apprentissage avec lalgorithme de
backpropagation jusqu ce que le pourcentage de motifs correctement ap
pris nous satisfasse Nous mmorisons alors lerreur du rseau et obtenons
ainsi notre seuil Il sagit en fait dune premire approximation! diverses
expriences sont ensuite ncessaires an dobtenir de bons rsultats
Des chercheurs ont propos des critres plus sophistiqus Llagage
savre indispensable lorsquapparat le phnomne de surentranement
Prechelt  suggre par consquent lutilisation de deux jeux de donnes
lors de lentranement Le premier jeu dapprentissage	 est utilis par
lalgorithme dadaptation des poids Le second jeu de validation	 permet
de dtecter et de quantier le surentranement Soit E
va	t

lerreur
calcule avec le jeu de validation Soit encore
E
opt	t

  min
t
 
t
E
va	t
 


 	
Prechelt dnit alors la perte de gnralisation comme laugmentation
relative de lerreur de validation par rapport  lerreur optimale 
GLt	    

E
va	t

E
opt	t

  

 	
Lalgorithme LambdaPrune propos par Prechelt limine un nombre de
connexions proportionnel  la perte de gnralisation ds que survient
le surentranement Lutilisation de LambdaPrune ncessite cependant le
rglage dun nombre important de paramtres dont de petites variations
provoquent des performances trs direntes 
 Quand terminer le processus  Nous proposons deux rponses  cette
question 
 La solution la plus simple consiste  entraner et laguer le rseau
durant un nombre de cycles donn
  
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 SMALLEST WEIGHTS
 Llagage dune connexion ou dun neurone provoque une augmenta
tion de lerreur Si llment dtruit ne savre pas primordial il est
possible de compenser laccroissement de lerreur en quelques cycles
dapprentissage Sinon il faut videmment terminer le processus


Llagage dun rseau est un problme complexe demandant plusieurs si
mulations an de rgler les divers paramtres Nous prsentons encore dans ce
chapitre les algorithmes que nous utiliserons lors de nos simulations Tous sont
implants dans SNNS  ou Sesame
  Smallest weights
Une des heuristiques les plus simples consiste  enlever les connexions dont les
poids sont les plus petits en valeur absolue
Supposons que nous laguions la connexion w
lij
 An de minimiser lac
croissement de lerreur Sietsma  suggre dajouter la contribution moyenne

T
T
X
t
w
lij
 c
t
li
 	
au biais du neurone j de la couche l T dsigne le nombre ditrations de lal
gorithme de backpropagation online eectues au moment de llagage	
  Smallest variance
G Thimm sest inspir de larticle de Sietsma et Dow  an de concevoir
cet algorithme Nous calculons la variance 
lij
de la contribution de chaque
connexion 

lij
  Varc
 
li
 w
lij
  	
Nous laguons ensuite les poids synaptiques auxquels sont associes les plus
petites valeurs 
lij

  Autoprune
Le principe de cet algorithme propos par Finno   consiste  calculer un test
statistique indiquant limportance de chaque connexion Ce test peut seectuer
 tout moment lors de lapprentissage

Nous conseillons de sauvegarder le rseau avant chaque tape dlagage Il est ainsi possible
de recrer llment dont la destruction a engendr lirrmdiable augmentation de lerreur
 
  AUTOPRUNE
Dfinition  	Test de Finnoff

L	importance d	une connexion est dnie par le test statistique T mesurant la
probabilit que la valeur du poids tende vers zro lors de l	apprentissage 
T w
lij
   log
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w
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   
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v
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w
lij
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E
w
lij



 	
o  dnote la moyenne sur tous les exemples d	apprentissage
Comme nous utilisons lalgorithme de rtropropagation du gradient nous pou
vons eectuer quelques simplications  
w
lij
   
E
 
w
lij
 	
do#
 
E
 
w
lij
 
w
lij

  

 
lj
 c
 
li
 	
Nous obtenons ainsi 
T w
lij
   log
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 
lj
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li
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li
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 
lj
 c
 
li


 	
Cette formule demande cependant quelques modications en vue dune implan
tation ecace Nous les prsentons dans lannexe B
Finno conseille denlever & des connexions lors du premier lagage et
 & lors des tapes suivantes Cette mthode ne spcie malheureusement ni
quand eectuer le premier lagage ni combien de cycles dapprentissage sont
ncessaires entre deux phases dlagage
Diverses observations de la distribution des T w
lij
 ont suggr lutilisa
tion de sa moyenne an de dterminer combien de connexions enlever  Ces
constatations suggrent la rgle suivante 
A chaque phase dlagage enlever toutes les con
nexions satisfaisant T w
lij
    
T
 o#     
avec

T
 
X
k
T w
lij

k
 	
 
  SKELETONIZATION
o# k est le nombre de connexions du rseau
Nous avons programm cet algorithme dans SNNS  lors dun prcdent
projet  et invitons le lecteur intress aux dtails de limplantation  sy
rapporter
  Skeletonization
Mozer et Smolensky  ont propos une mthode permettant de dterminer les
neurones signicatifs dun rseau Le principe de lalgorithme consiste  entra
ner le systme jusqu la satisfaction dun critre de performance puis  calculer
limportance de chacun des neurones
Soient E
avec neurone lj
lerreur calcule sur la base dapprentissage lorsque le
neurone j de la couche l est prsent et E
sans neurone lj
lerreur obtenue lorsque
ce dernier est enlev 
lj
mesure limportance du neurone j de la couche l 

lj
  E
sans neurone lj
 E
avec neurone lj
  	
Le calcul de 
lj
ncessite cependant la prsentation de la totalit des mo
tifs dapprentissage An de remdier  cet inconvnient Mozer et Smolensky
proposent une alternative pour 
lj
 A chaque neurone est associ un coecient

lj
 appel attentional strength contr'lant son activit gure  	 
a
 
lj
  
lj
 
lj

	
lj
 h
 
lj

 	
Lorsque 
lj
   le neurone se comporte de manire conventionnelle Cepen
dant lorsque 
lj
   lactivation a
 
lj
est gale  zro Nous pouvons maintenant
calculer limportance dun neurone en fonction de 
lj


lj
  E

ij

 E

ij

   
Z


E

lj
d
lj
 	
Mozer et Smolensky proposent dutiliser le critre alternatif

lj
   
E

lj






lj
 lL jN
l

 	
an de dterminer limportance de chacun des neurones 
 	 Optimal Brain Damage  OBD
Soit w le vecteur obtenu par concatnation de tous les poids du rseau Sup
posons que certains coecients synaptiques subissent une modication 
w
i

Nous souhaitons calculer la perturbation de lerreur note 
E ainsi engen
dre w dnote le vecteur contenant les perturbations 
w
i
associes  chacun
 
  OPTIMAL BRAIN DAMAGE OBD	
α1,1 α1,3
α3,1
α2,1
α3,2 α3,3
α2,2
α1,2
Figure   Perceptron multicouche avec les coecients 
lj
des poids w
i
	 Le Cun  propose deectuer une approximation de lerreur 
laide dun dveloppement en srie de Taylor 
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 	
Il suggre ensuite diverses simplications de lquation   En supposant que
nous ayons entran le systme durant quelques cycles et atteint un minimum
local nous pouvons liminer la premire somme de lquation En eet dans
une telle situation
X
i
E
w
i

w
i
    	
Le Cun considre de plus que tous les lments h
iji j
de la matrice Hes
sienne H   h
ij
  


E
w
i
w
j
sont ngligeables

 La dernire somme de lqua
tion   sannule ainsi La perturbation de lerreur scrit

E  



X
i


E
w

i

w
i


 	
Finalement en ne considrant que lannulation dun seul poids
w            w
j
         	
T
	 nous obtenons
s
j
 


E
w

j
 w

j
 	
Lquation   estime laugmentation de lerreur lorsque nous laguons la
connexion w
j


Hassibi et Stork suggrent de conserver toute linformation contenue dans la matrice Hes
sienne 
 Optimal Brain Surgeon OBS leur algorithme dlagage ncessite cependant le
calcul de H
 
 Nous considrons cette opration trop coteuse et nutiliserons par consquent
pas OBS lors de nos expriences
 
  OPTIMAL BRAIN DAMAGE OBD	
Lalgorithme Optimal Brain Damage  comporte les tapes suivantes 
 Dterminer un rseau capable de rsoudre le problme considr
 Entraner le rseau jusqu lobtention dune solution satisfaisante
 Calculer le coecient s
j
associ  chaque connexion w
j

 Elaguer les poids synaptiques dont les s
j
sont les plus faibles
 Retourner au point  ou achever le processus
 
Partie II
Prtraitement et extraction de
caractristiques

Chapitre 11
Introduction  la seconde partie
La gure  illustre larchitecture gnrale dun systme classiant des chires
segments Divers algorithmes de prtraitement chapitre 	 restreignent les
innies variations de lcriture manuscrite facilitant ainsi sa reconnaissance
Le problme crucial consiste alors  extraire des caractristiques permettant la
distinction des chires prsents au systme Les performances de ce dernier
sont intimement lies  la qualit des informations ainsi recueillies 
Prétraitement
Extraction de 
caractéristiques
0
1
2
3
9
8
7
6
4
5
Figure  Schma gnral du systme de reconnaissance de chires manuscrits
Les algorithmes dextraction de caractristiques se rpartissent en plusieurs
catgories 
 Template matching
Chaque image est caractrise par ltat de chacun de ses pixels noir ou
blanc	 Une mesure de similarit entre des motifs de rfrence mmoriss
dans le systme et le chire inconnu permet la classication 
 D veloppements en s ries
Plusieurs transformes dont celle de Fourier possdent des applications
en reconnaissance dcriture  

CHAPITRE    INTRODUCTION  LA SECONDE PARTIE
 Distribution des points
Cette catgorie dalgorithmes englobe les mthodes extrayant des caract
ristiques de la distribution statistique des pixels   Citons quelques
techniques 
 Zoning Limage est dcompose en de multiples rgions se recouvrant
quelquefois partiellement La densit de pixels noirs dans chacune de
ces rgions constitue le vecteur de caractristiques 
 Moments Les moments des pixels noirs calculs par rapport au
centre de gravit de limage dterminent un ensemble de valeurs
utilises lors de la classication
 Crossing Cette mthode consiste  dterminer le nombre dintersec
tions entre le contour du chire et des droites de rfrence  
 Projections et tude du contour Nous prsenterons ces deux m
thodes aux paragraphes  et 
 Analyse structurelle
Ces mthodes tolrantes aux variations et distorsions de lcriture utili
sent les proprits gomtriques et topologiques dun caractre position
des boucles intersections de segments       	 Lextraction de telles caract
ristiques se rvle cependant dicile et constitue un sujet de recherche 
 M thodes statistiques
Lanalyse discriminante linaire ou lanalyse en composantes principales
connaissent des applications en reconnaissance dcriture Le chapitre 
est consacr  cette dernire
Les informations recueillies par lalgorithme dextraction de caractristiques
sont nalement fournies au systme neuromimtique ralisant la classication
Lapprentissage et la reconnaissance seectuent  partir des caractristiques de
chires appartenant  diverses critures
 
Chapitre 12
Pr traitement et normalisation
La base de donnes NIST propose des images binaires reprsentant des ca
ractres segments Nous associons une valeur boolenne  chaque pixel et d
crivons une image binaire de N pixels sur N par une matrice carre I   i
mn
 
i
mn
 

 si le pixel correspondant est noir
 sinon
	
Divers procds permettent alors de restreindre les multiples variations de
lcriture simpliant ainsi lextraction de caractristiques Une bibliothque
dalgorithmes de prtraitement dont nous ne prsenterons pas les dtails dim
plantation est disponible  lIDIAP Nous proposerons des rfrences  des
articles consacrs aux divers prtraitements ou orant une intressante biblio
graphie An dillustrer les eets des divers prtraitements nous les appliquerons
aux quelques chires de la gure 
Figure  Quelques chires non prtraits

   IMPERFECTIONS LIES  LA QUALIT DU DOCUMENT ET AU
PROCD DE NUMRISATION
   Imperfections lies  la qualit du document et
au procd de numrisation
Le traitement de documents anciens de fax ou de chques constitue lune des
multiples applications des systmes OCR La qualit du papier inue sur le pro
cessus de numrisation Un palimpseste portera ventuellement les traces des
multiples textes auxquels il a servi de support Diverses salissures ou froissures
entacheront peuttre le chque ou le fax Un scanner de pitre qualit accen
tuera encore ces dfauts
Toutes ces imperfections transparatront malheureusement sur le texte
numris Divers algorithmes permettent de les attnuer partiellement
Nous prsentons brivement les principes de la mthode propose dans la
bibliothque de fonctions de lIDIAP Dnissons une composante connexe
dune image binaire comme un groupe de pixels de mme intensit limage
reprsente par la gure  a	 possde ainsi trois composantes connexes	
Si une composante connexe comporte moins de  pixels nous lea"ons En
appliquant cette mthode  limage de la gure  a	 avec     nous
obtenons ainsi limage  b	
(a) (b)
Figure  Elimination du bruit a	 Limage numrise est entache de bruit
b	 Les composantes connexes comportant moins de trois pixels ont t li
mines
Lutilisation de cet algorithme se rvle cependant dlicate Comment
distinguer les pixels constituant le point dun  i
 un signe de ponctuation ou un
accent de ceux engendrs par les imperfections de la numrisation  De plus
le rglage de  savre crucial
 
 Considrons limage  a	 reprsentant un
 
 En xant la valeur de    nous liminons la tache

 droite du caractre
gure  a		 Lapplication de lalgorithme au caractre  b	 savre par
contre catastrophique  la totalit de limage est eace gure  b		 
 
Il est vident que nous appliquons un prtraitement identique  chacun des caractres
Chaque image est ainsi traite avec le mme paramtre 

Ce groupe de pixels ne constitue pas forcment une tache Nous pouvons interprter
limage 	 a comme une reprsentation du nombre 
  
   IMPERFECTIONS LIES  LA QUALIT DU DOCUMENT ET AU
PROCD DE NUMRISATION
(a) (b)
Figure  Deux caractres bruits
(a) (b)
Figure  Destruction dune image
Figure  Eets de lalgorithme dlimination de bruit La tache  lintrieur
de la boucle du  
 a disparu
 
  VARIABILIT DES REPRSENTATIONS D	UN CARACTRE
  Variabilit des reprsentations dun caractre
Il existe une multitude de reprsentations dun mme caractre Par exemple
nous crivons tous les termes anglais en italique dans ce document Uderzo
et Goscinny utilisent une fonte distincte an de transcrire les dialogues des
personnages grecs goths ou gyptiens des aventures dAstrix Nous pourrions
encore citer normment dexemples  chaque criture possde ses particularits
La diversit des fontes ore un problme bien plus dlicat Il est en eet
impossible de raliser un prtraitement transcrivant tout caractre dans la fonte
Helvetica

 Seule la diversit des critures intervenant lors de lapprentissage
permet de rsoudre cette dicult
Diverses mthodes permettent de corriger linclinaison des caractres Lal
gorithme propos dans la bibliothque de fonctions de lIDIAP annule les mo
ments de second ordre  et  abordent ce sujet et proposent des rfrences
 plusieurs articles
Figure  Eets de lalgorithme de correction de linclinaison
  Normalisation de la taille
La taille des caractres constituant le corps du texte les titres ou les notes de
bas de page dun document varie normment Un algorithme de normalisation
modie chacun des caractres an de standardiser sa hauteur   
Les caractres de NIST sont contenus dans des images de  pixels sur 
Lalgorithme de normalisation de la bibliothque de lIDIAP ne modie que leur
taille les inscrivant ainsi dans une zone de k pixels sur k de limage o# k est le
paramtre dnissant la hauteur standard Lalgorithme fournit les coordonnes
de langle infrieur gauche de cette zone

Une telle opration ncessiterait la reconnaissance du caractre 
 
  CENTRAGE DU CARACTRE
  Centrage du caractre
Certaines reprsentations dun caractre varient lors dune translation de
limage Il savre par consquent indispensable de centrer chacun des
caractres


Dfinition  	Point central dun caractre 

Soit un caract
re C reprsent par une image binaire I   i
mn
 Son point
central est dnot par I
c
x y avec
x  
N
X
k
N
X
j
i
kj
 j
N
X
k
N
X
j
i
kj
	
y  
N
X
k
N
X
m
i
mk
m
N
X
k
N
X
j
i
kj
	
Soit 
x
  x   N
 et 
y
  y   N
 An de centrer le caractre il suf
t dappliquer les transformations suivantes les distances de translations sont
respectivement de j
x
j et j
y
j pixels	 
Si 
x




  limage subit une translation vers la gauche
  limage subit une translation vers la droite
   limage ne subit aucune translation
	
Si 
y




  limage subit une translation vers le haut
  limage subit une translation vers le bas
   limage ne subit aucune translation
	
  Lissage
Le lissage constitue lultime tape de prtraitement Ralis  laide dun masque
gaussien il permet la transformation dune image binaire en une image en ni
veaux de gris adoucissant ainsi les contours et attnuant le bruit rsiduel 
gure 	

Nous avons implant cet algorithme Il ntait pas propos par la bibliothque de fonctions
de lIDIAP
 
  LISSAGE
Figure  Eets des algorithmes de normalisation et de centrage
Figure  Eets de lalgorithme de lissage
 
Chapitre 13
Extraction de caract ristiques
   Lapproche VHD
Lapproche VH
D  VerticalHorizontal
Diagonal	 propose par Cheng et
Xia consiste  projeter chaque caractre sur labscisse lordonne ainsi que sur
les diagonales 
o
et 
o
 Les projections seectuent en calculant la somme
des valeurs des pixels i
mn
selon une direction donne Cet algorithme aisment
implantable dans un systme parallle a permis  Cheng et Xia de raliser un
processeur ddi  la reconnaissance dcriture et fournissant de bons rsultats
pour lidentication de caractres chinois Dans leur article Cheng et Xia pro
posent des dnitions formelles des diverses projections 
Dfinition  	Projection verticale

La projection verticale d	une image I   i
mn
 de dimensions N N reprsen
tant un caract
re C est dnote par P
v
  p
v

 p
v

        p
v
N
	 o
p
v
n
 
N
X
m
i
mn
	
Dfinition  	Projection horizontale

La projection horizontale d	une image I   i
mn
 de dimensions N N repr
sentant un caract
re C est dnote par P
h
  p
h

 p
h

        p
h
N
	 o
p
h
m
 
N
X
n
i
mn
	

   L	APPROCHE VH
D
Dfinition  	Projection sur la diagonale 
o


La projection sur la diagonale 
o
d	une image I   i
mn
 de dimensions NN
reprsentant un caract
re C est dnote par P
d
  p
d

 p
d

        p
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N
	 o
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	
Dfinition  	Projection sur la diagonale 
o


La projection sur la diagonale 
o
d	une image I   i
mn
 de dimensionsNN
reprsentant un caract
re C est dnote par P
d
  p
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
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Figure  Vecteurs obtenus en eectuant les projections VH
D
Il est indispensable de centrer le caractre avant deectuer ces oprations
 

Lalgorithme dextraction de caractristiques comporte les tapes suivantes 
 Dterminer le point central I
c
x y de limage
 Transformer limage selon la mthode prsente au paragraphe 
 
Une lgre translation dun caractre modie considrablement le rsultat des projections
 
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 Calculer les quatre projections et combiner les rsultats dans un vecteur
de  N   
 composantes


Cheng et Xia dcrivent un algorithme massivement parallle ddi aux rali
sations matrielles permettant dajuster les projections aprs les avoir calcules
La seconde tape de lalgorithme dextraction de caractristiques est ainsi sup
prime


Thorme 
Les projections VH
D d	une image centre I

ij
s	obtiennent en ajustant les pro
jections VH
D d	une image quelconque I
ij
par rapport  son point central
I
c
x y  
Nous invitons le lecteur intress par la dmonstration et lalgorithme pro
pos  consulter larticle de Cheng et Xia
Remarquons encore que les projections P
d
et P
d
savrent indispensables
an dviter des erreurs de classication Considrons les critures stylises des
gures  et  Seules P
d
et P
d
permettent de distinguer le  
 du  

Figure  Projections du chire 
 stylis
  Rduction de la dimension des vecteurs obtenus
avec lapproche VHD
Nous souhaitons constituer les bases dapprentissage et de validation de nos
rseaux neuronaux  laide des vecteurs obtenus par la mthode VH
D Sup
posons que nous travaillions avec des images de seize pixels sur seize Chaque
motif dentranement est par consquent constitu de      
    lments
Un high order perceptron de second ordre destin  la classication de telles
donnes comportera 

Les projections verticales et horizontales fournissent chacune N valeurs  N    valeurs
supplmentaires rsultent de chaque projection diagonale

La complexit de lalgorithme parallle dextraction de caractristiques est ON
 
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Figure  Projections du chire  stylis
  neurones sur la couche dentre!
  neurones sur la couche de sortie nous ne travaillons quavec des chires
dans ce projet! si nous souhaitions aussi traiter les lettres minuscules et
majuscules  neurones savreraient indispensables sur la couche de sor
tie	!
 C


         connexions et C


 
    
   
 dans
le cas gnral	
Il est aujourdhui inconcevable dentraner des rseaux dune telle taille avec
Sesame

 Nous souhaitons par consquent restreindre le nombre dentres de
notre rseau
   Approximation de la projection par une somme de gaus
siennes
Nous utiliserons la projection verticale lors de nos rexions Les rsultats pr
sents sont videmment valables pour les trois autres projections Montrons que
nous pouvons reprsenter une projection comme une fonction discrte Il sut
dassocier  chaque coecient du vecteur P
v
une abscisse gure 	 Nous
obtenons ainsi une liste de N points P

x

 p
v

 P

x

 p
v

        P
N
x
N
 p
v
N

Nous attribuons la valeur   x

et dnissons rcursivement la valeur de x
i
  i  N	 
x
i
  x
i
   	

Le temps de calcul ainsi que la mmoire ncessaires se rvleraient considrables
 
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Figure  Reprsentation dune projection par une fonction discrte
a	 Le graphe de la projection b	 La fonction discrte obtenue selon la mthode
propose
Nous souhaitons eectuer une approximation de la fonction discrte ainsi
obtenue  laide de la somme de m noyaux gaussiens 
j
x 
fx  
m
X
j

j
x
 
m
X
j
h
j
 e

 
xc
j

j


	
o# h
j
 c
j
et 
j
dsignent respectivement la hauteur la position relative  lori
gine et la largeur de la gaussienne Nous obtiendrions ainsi   m coecients
dnissant une projection Nous les utiliserions an de constituer notre base
dapprentissage
Lalgorithme de LevenbergMarquardt  implant dans le logiciel Gnu
plot ajuste toute fonction paramtrique f dune variable relle  une liste de
points Une approximation initiale des divers paramtres de f se rvle tou
tefois indispensable  son fonctionnement Considrons la fonction discrte de
la gure  Nous souhaitons eectuer une approximation  laide de trois
noyaux gaussiens Le tableau  prsente les coecients dtermins  partir
des estimations initiales tableau 	 Les gaussiennes modlisent trs bien
les donnes Etudions maintenant les consquences dune trs lgre perturba
tion de notre fonction discrte gure 	 Excut avec les paramtres du
tableau  lalgorithme de LevenbergMarquardt se rvle incapable de cal
culer les coecients une erreur survient lors de lexcution	 Nous obtenons la
solution de la gure  en pla"ant initialement un noyau gaussien dans le voisi
nage des donnes bruites tableau 	 Le rsultat savre trs mdiocre Une
faible perturbation des donnes engendre ainsi deux solutions trs direntes
Considrons nalement la fonction discrte de la gure  Le choix du nombre
de noyaux est critique  pour m    nous obtenons la gaussienne reprsente
par la gure  Cependant lalgorithme ne fonctionne plus si m  
 
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Figure  Une projection et son approximation par une somme de trois noyaux
gaussiens

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Figure  O# les paramtres des gaussiennes ne reprsentent plus la projec
tion Les losanges indiquent les valeurs modies par rapport  la fonction de
la gure 
  
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Paramtre h

c



h

c



h

c



Valeur           
Tableau  Approximation initiale des paramtres des noyaux gaussiens pour
la fonction discrte de la gure 
Paramtre h

c



h

c



h

c



Valeur               
Tableau  Paramtres des noyaux gaussiens dtermins par lalgorithme de
LevenbergMarquardt pour la fonction discrte de la gure 
An dintgrer lalgorithme de LevenbergMarquardt dans notre systme de
reconnaissance dcriture il est primordial dautomatiser lapproximation des
coecients des gaussiennes Lcriture dun programme ralisant cette tche se
rvle ardue Nous souhaitons fournir les coordonnes des maxima de la fonction
discrte comme paramtres de f  Malheureusement la plupart des projections
ressemblent  celle de la gure  a	 Dans cette situation il est vident que
deux gaussiennes fournissent un bon modle de la fonction discrte Nous dispo
sons cependant de sept maxima Lors des quelques expriences prsentes dans
ce paragraphe nous avons insist sur limportance du choix de m nombre de
noyaux gaussiens impliqus dans lapproximation	 Notre programme devra ainsi
dterminer une valeur judicieuse pour m Ce problme se rvle insoluble Nous
avons implant diverses heuristiques et eectu plusieurs expriences Certaines
mthodes fournissaient des rsultats encourageants Toutefois nous trouvions
toujours un caractre de NIST pour lequel nos heuristiques savraient catast
rophiques
Nous suggrons de modliser la fonction discrte dnie par la projection
dune image lisse

gure  b		 Nous avons constat exp rimentalement
quil savrait nettement plus facile destimer les paramtres des gaussiennes
dans cette situation Le lissage se rpercute en eet sur la projection limi
nant ainsi les petites irrgularits de la fonction discrte En rgle gnrale le
nombre de noyaux gaussiens est alors gal au nombre de maxima de la fonction
discrte gure  b		 Nous avons implant un algorithme tirant parti de
cette constatation
	


Les projections dune image lisse se calculent selon les formules 	 	 		 et
	 Il sut de substituer la valeur codant le niveau de gris  la valeur binaire i
mn


Nous ne prsentons pas les dtails dimplantation Le systme obtenu nest pas totalement
satisfaisant
 
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Figure  Approximation dune fonction discrte par une gaussienne
(a) (b)
Figure  Projections dune image binaire et dune image lisse a	 Projection
typique de la reprsentation binaire dun motif b	 Projection de limage lisse
du motif Les maxima des projections apparaissent en gris
 
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Paramtre h

c



h

c



h

c



Valeur            
Tableau  Approximation initiale des paramtres des noyaux gaussiens pour
la fonction discrte de la gure 
Lapproximation des projections par des gaussiennes soure de plusieurs
inconvnients majeurs 
 Comme nous lavons constat lors des exemples prsents au dbut de ce
paragraphe lalgorithme de LevenbergMarquardt est trs sensible  une
inme modication de la fonction discrte Les coecients des gaussiennes
ne sont donc pas toujours reprsentatifs Lors de certaines expriences
nous avons mme observ des valeurs tendant vers   
 Lestimation automatique des coecients de quelques projections est im
possible
  Extraction des maxima dune projection
Les paramtres de noyaux gaussiens fournissant une approximation mdiocre
dune projection nous souhaitons tudier une autre mthode Notre solution
consiste simplement  slectionner les coordonnes dau plus m maxima de la
fonction discrte obtenue par projection de limage lisse Lalgorithme se com
pose des tapes suivantes 
 Nous slectionnons une valeur de m De multiples observations des pro
jections suggrent de xer m  quatre
 Nous estimons ensuite la drive de la fonction discrte en tout point
 Nous considrons alors les portions de fonctions conte
nues entre deux minima conscutifs gure 	 Soient
P
k

x
k

 y
k

 P

x
k

 y
k

        P
k
N
k
x
k
N
k
 y
k
N
k
 les N
k
points constituant
la k
me
portion Nous calculons la variance de la distribution selon
lordonne 

k
 
N
k
X
i

y
k
i
  y
k


N
k
  
	
o#
y
k
 
N
k
X
i
y
k
i
N
k
	
Considrons la fonction discrte de la gure  Les maxima des portions
A B et D la modlisent relativement bien Le maximum de C caractris
 
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par une faible valeur de 
k
 ne fournit par contre que peu dinformation



Nous avons dtermin exp rimentalement un seuil 	 et ne prenons en
considration que les maxima des portions k satisfaisant

k
 	 	
 Les abscisses et ordonnes des maxima ainsi dtermins constituent le
modle de la fonction discrte Si nous disposons de plus de m maxima
nous slectionnons ceux auxquels sont associes les plus grandes valeurs
de 
k
 Nous classons les maxima par ordre croissant des abscisses
 Lultime tape consiste  organiser linformation rcolte dans un vecteur
de 
 m composantes Il est ncessaire denvisager deux cas
 Si nous disposons de m maxima il sut de placer leurs coordonnes
dans le vecteur gure  a		
 Si nous ne disposons que de n  m maxima la situation se rvle
plus dlicate Diverses expriences nous ont suggr dadopter lheu
ristique suivante  les coordonnes du premier respectivement du
n
me
	 maximum sont places dans les deux premires respective
ment dans les deux dernires	 composantes du vecteur! nous dispo
sons ensuite les coordonnes des autres maxima  partir de la troi
sime composante du vecteur Nous xons nalement  zro la valeur
des composantes inutilises La gure  b	 illustre le rsultat de
notre algorithme
En appliquant cet algorithme  chacune des projections nous obtenons quatre
vecteurs constituant un motif dentre du systme neuromimtique Remarquons
nalement que la mthode propose repose sur un nombre important dexp
riences et dobservations Nous ne pouvons fournir aucune justication math
matique de son bienfond
0.5
1.5
1.0
0.5 1.0 1.5 2.0 2.5
A B C D
Figure  Recherche des maxima dune fonction discrte Les points bleus et
rouges dsignent respectivement les maxima et les minima

Nous avons constat lors de plusieurs expriences quun tel maximum rsulte de taches
de limage
 
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(a) (b)
Vecteur Vecteur
0.6 0.6 1.5 1.1 2.2 1.20.0 0.0
Figure   Organisation des maxima dans un vecteur Nous souhaitons mod
liser la fonction discrte avec au plus quatre maxima Les points bleus rouges
et verts dsignent respectivement les maxima les minima et les maxima li
mins par notre algorithme a	 Pour une certaine valeur de 	 nous obtenons
quatre maxima que nous pla"ons dans le vecteur b	 Suite  une modication
du seuil 	 un maximum est limin La gure illustre la disposition des maxima
dtermine par notre heuristique
  O la mthode des projections se rvle ine	cace
La base de donnes NIST contient divers caractres de pitre qualit Ainsi les
boucles des   
  
  
 ou  
 sont parfois obtures

 Considrons le chire   

illustr par la gure  Ses projections dirent totalement de celles du   

de la gure  et sapparentent  celles du  
 de la gure  Lapproche
VH
D ne permet pas la distinction entre des   
  
  
 ou  
 dont les boucles
sont obtures
Figure  Projections du chire  crit avec un feutre pais

Diverses possibilits expliquent ce phnomne   utilisation dun feutre pais taches du
papier   
 
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Figure  Projections du chire 
Figure  Projections du chire  crit avec un feutre pais
 
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  Analyse du contour
   Extraction du contour
La bibliothque de traitement dimages de lIDIAP propose divers algorithmes
dextraction du contour Une solution applique dans 	 consiste  calculer le
Laplacien et le gradient de limage pralablement lisse Les points pour lesquels
le Laplacien sannule constituent le contour de limage et le gradient dtermine
leur orientation
Nous invitons le lecteur  consulter  an de dcouvrir dautres algo
rithmes dextraction de contour
  Classi
cation des points du contour en fonction de leur
orientation
G Matre propose une classication des points du contour selon leur orienta
tion  Le principe consiste  dnir 
n domaines dorientation centrs sur les
axes de coordonnes de limage gure 	
1
2
3
4
Figure  Quatre domaines dorientation
Linformation sur le contour connat diverses exploitations Il est par exemple
possible de constituer n images contenant les pixels appartenant aux orientations
j et j  n   j  n Ainsi en travaillant avec quatre orientations nous
obtiendrions deux images comportant les segments horizontaux et verticaux
S Knerr adopta une solution similaire lors de la conception dun systme de
reconnaissance dcriture 
Nous proposons de calculer la proportion de pixels de chacune des 
n orien
tations Soit N
i
le nombre de pixels appartenant au domaine dorientation i Le
nombre total de pixels N vrie videmment lgalit 
N  
n
X
i
N
i
 	
Nous obtenons ainsi un vecteur o   
N
 
N
       
N
n
N
	
T
que nous prsenterons au
rseau de neurones
 
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Figure  Classication selon quatre domaines dorientation des points du
contour de quelques chires
 
Chapitre 14
Une m thode statistique  lanalyse
en composantes principales
Une fois un caractre prtrait normalis et liss nous disposons de n   N N
valeurs codant les niveaux de gris des pixels gure 	 Nous pourrions sim
plement prsenter au rseau neuromimtique les vecteurs  
i
  
i

        
i
n
	
T
contenant ces valeurs Toutefois lorsque la corrlation entre les composantes
des vecteurs  
i
est dirente de zro m 	 n variables indpendantes per
mettent la description des donnes m constitue la dimension intrinsque des
donnes En tronquant  
i
 nous provoquons une erreur moyenne au carr gale
 la somme des variances des lments limins  Lanalyse en composantes
principales  dtermine une transformation linaire minimisant cette erreur
Son principe consiste  calculer les vecteurs propres e

 e

        e
m
associs aux
m plus grandes valeurs propres de la matrice de covariance de la distribution les
axes dtermins par ces vecteurs sont appels axes principaux	 La projection
des donnes dans le sousespace dni par les vecteurs e

 e

        e
m
constitue
la transformation optimale
Observons la distribution de la gure  Nous souhaitons la reprsenter
dans un espace unidimensionnel La matrice de covariance dune telle distribu
tion possde videmment deux vecteurs propres e

et e

associs aux valeurs
propres 

et 



 

	 Nous remarquons que la variance de la projection
sur laxe principal dni par e

	 est suprieure  celle de toute autre projec
tion Nous minimisons ainsi la perte dinformation lors de la transformation Le
lecteur intress dcouvrira les fondements thoriques de lanalyse en compo
santes principales dans le prochain paragraphe Sa lecture nest cependant pas
indispensable  la comprhension de ce rapport

CHAPITRE   UNE MTHODE STATISTIQUE  L	ANALYSE EN
COMPOSANTES PRINCIPALES
x1
.
.
.
x
n
2
x
=x
Pixel #n
Pixel #1
Figure  Reprsentation dune image par un vecteur
x
y
Axe principal
Figure  Analyse en composantes principales
  
   FONDEMENTS THORIQUES
   Fondements thoriques
Soient un vecteur x   x

        x
n
	
T
desprance Efxg nulle et R
x
  xx
T
sa matrice de covariance Le vecteur y   y

        y
m
	
T
 rsultant de lanalyse
en composantes principales est une transformation orthogonale et linaire des
donnes 
y   Wx 	
Les lments y

        y
m
sont les composantes principales du vecteur x Les lignes
de W constituent une base orthonorme dun sousespace L La transformation
inverse appele reconstruction est dnie par
b
x   W
T
y car WW
T
  I
  W
T
Wx
	
Lobjectif de lanalyse en composantes principales consiste  minimiser lesp
rance de lerreur de reconstruction J
e
le lecteur trouvera les dtails des calculs
dans 	 
J
e
  Efkx 
b
xkg
  trR
x
  trWR
x
W
T

	
Remarquons que le second terme de lquation  est gal  la variance J
v
de y 
J
v
  trWR
x
W
T
   Eftryy
T
g  
m
X
i
y

i
	
  trEfW
T
Wxx
T
W
T
Wg   Eftr
b
x
b
x
T
g  
n
X
i
bx

i
	
Nous avons ainsi tabli quen minimisant lerreur de reconstruction nous maxi
misons la variance de la projection
Thorme 
Soient 

 

        
n
les valeurs propres de R
x
classes par ordre dcroissant
Soient encore e

 e

        e
n
les vecteurs propres normaliss associs aux valeurs
propres La matrice de projectionW minimisant l	erreur de reconstruction sous
la contrainte WW
T
  I  est dtermine par
W
opt
  T 
e


e

       
e
m
	
T
   m  n 	
o T est une matrice carre orthogonale quelconque L	erreur minimale de re
construction minJ
e
vrie alors l	galit 
minJ
e
 
n
X
im 

i
	
La variance maximale est dnie par 
maxJ
v
 
m
X
i

i
	
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  APEX UN MODLE NEUROMIMTIQUE POUR L	EXTRACTION
DES COMPOSANTES PRINCIPALES
  APEX un modle neuromimtique pour lextrac
tion des composantes principales
Divers modles neuromimtiques bass sur la rgle de Hebb
 
 permettent
lextraction des composantes principales Nous prsentons les principes du
modle APEX Adaptative Principal Component EXtraction	  Connaissant
les j premires composantes principales lalgorithme calcule itrativement la
j  
me
 Le rseau comporte deux types de connexions gure 	 
 Des connexions excitatrices reliant les entres  chacun des neurones Nous
noterons W   w
ij
   w
 
       w
m
	
T
la matrice les dnissant
 Des connexions latrales inhibitrices asymtriques Les neurones sont or
ganiss hirarchiquement  le neurone i est connect  tous les neurones
j  i Ces coecients synaptiques sont mmoriss dans la matrice trian
gulaire infrieure C   c
ij

C  

B
B
B
B
B

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Figure  Rseau  connexions latrales asymtriques Les coecients synap
tiques apparaissant sur la gure sont associs aux connexions dessines en gras
Supposons que les valeurs propres tries par ordre dcroissant	 de la matrice
de covariance des donnes soient positives et satisfassent la relation 


 

        
m
 
m 
        
n
   	
 
En  D Hebb a propos une rgle simple permettant de modier les poids dun
systme neuromimtique en fonction de lactivit des lments quils relient    When an
axon of cell A is near enough to excite a cell B and repeatedly and persistently takes part in
ring it some growth process or metabolic change takes place in one or both cells such that
As eciency as one of the cells ring B is increased 	 Le principe consiste  accrotre les
coecients synaptiques entre neurones dont lactivit est synchronise
 
  APEX UN MODLE NEUROMIMTIQUE POUR L	EXTRACTION
DES COMPOSANTES PRINCIPALES
e
 
 e

        e
n
dnotent les vecteurs propres associs Lalgorithme APEX se
compose des tapes suivantes 
 Initialisation
Les coecients synaptiques sont initialiss  de petites valeurs alatoires
Il faut encore assigner une petite valeur positive au coecient dappren
tissage 	 par exemple 	    
	
 Calcul du vecteur propre associ   


Soit i    Pour t            calculer
y

t   w
T

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n
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j

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t    w
j
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
y

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
t

w
j
t

Aprs quelques itrations nous obtenons 
w
 
t e
 
	
 Calcul du vecteur propre associ   
i
	 
  i  m
Connaissant les i  premires composantes principales APEX dtermine
la i
me
 Pour t            calculer
y
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An de calculer les m vecteurs propres souhaits il sut de ritrer cette
tape avec i   
         m Lorsque t est susamment grand
w
i
t e
i
	
c
ij
t  	
Ainsi lorsque lalgorithme a converg tous les coecients c
ij
sont nuls et
la matrice W contient les vecteurs propres associs aux m plus grandes
valeurs propres
Gnralement un coecient 	 distinct est associ  chaque neurone An
que lalgorithme converge il est impratif que
	t  lorsque t et
	
X
t
	t   	
Lquation cidessous propose une rgle optimale dadaptation de ce paramtre
une valeur typique de  est  	 
	t   
	t
  yt

	t
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 
  TALON D	ACHILLE DE L	ANALYSE EN COMPOSANTES
PRINCIPALES
  Talon dAchille de lanalyse en composantes
principales
Considrons le problme de classication illustr par la gure  Lanalyse en
composantes principales suggre de projeter les donnes sur laxe dtermin par
e

 Cette projection ne permet malheureusement plus la distinction des deux
classes Lors de nos expriences nous utiliserons diverses valeurs pour m Il est
probable que nous obtenions des rsultats similaires pour deux valeurs distinctes
m

et m

 Ce phnomne indiquerait que les projections sur certains axes ne
permettent plus de distinguer les classes
Lanalyse en composantes principales non linaire

et lanalyse discriminante
linaire  proposent une solution  ce problme La projection sur laxe associ
 e

gure 	 permet de discerner parfaitement les deux classes Lorsque nous
disposons de plusieurs classes il nest donc pas toujours judicieux deectuer les
projections sur les axes de plus grande variance


y
x
Axe associé à e 2
Axe associé à e 1
Classe A
Classe B
Figure  Limitations de lanalyse en composantes principales La projection
des donnes sur laxe principal ne permet plus la distinction des deux classes

Nous conseillons au lecteur de consulter les articles de Kambhatla et Leen 		 et de Fyfe
et Baddeley 

Nous navons malheureusement pas eu le temps dachever notre programme danalyse
discriminante linaire Nous supposons que cette mthode permet dobtenir de bons rsultats
pour un petit nombre m de projections par exemple m    pour des images de seize pixels
sur seize
 
Partie III
Expriences

Chapitre 15
Consid rations g n rales
Nous consacrons cette troisime partie aux descriptions et rsultats des diverses
expriences eectues La gure  illustre larchitecture gnrale des systmes
que nous utilisons Dans un premier temps le chire est prtrait normalis et
liss Lalgorithme dextraction de caractristiques dtermine ensuite le vecteur
dentre du systme neuromimtique Tous les rseaux utiliss lors des simu
lations comportent dix sorties modlisant chacune un chire Rappelons que
lorsque nous prsentons un motif au rseau nous souhaitons que la sortie cor
respondante soit active
Prétraitement
Lissage
Normalisation
Extraction de 
caractéristiques
0
1
2
3
9
8
7
6
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5
Figure  Schma gnral du systme de reconnaissance dcriture
Lors des diverses expriences nous construisons la base dapprentissage 
partir de   chires crits par  personnes Le tableau  prsente sa
composition  chires crits par  personnes trangres  la conception
de la base dapprentissage	 constituent les donnes de validation

   MTHODES D	VALUATION
Chires    
       
Exemplaires              
        
Tableau  Nombre de caractres de chaque classe dans la base dapprentis
sage
   Mthodes dvaluation
Les direntes applications dun systme de reconnaissance dcritures manus
crites possdent leurs propres contraintes Etudions deux exemples
 Num risation et transcription de documents
Supposons quune bibliothque souhaite numriser et transcrire sous
forme lectronique un document manuscrit
 
de plusieurs centaines de
pages Le travail de copiste se rvlant laborieux un systme automatique
nous semble adquat Une fois le texte numris et trait nous disposons
par exemple doutils de correction orthographique Ainsi lorsquun mot
ne gure pas dans le dictionnaire

 le systme signale une erreur

 Dans
cette situation il est intressant de maximiser le nombre de caractres re
connus Nous restreignons ainsi le nombre dinterventions dun oprateur
charg de corriger les erreurs dtectes
 Traitement automatique du courrier
Un tel systme classe le courrier en fonction du numro postal gurant
sur lenveloppe Chaque erreur savre co(teuse la missive tant ache
mine vers une mauvaise destination Il est donc primordial de minimiser
le nombre derreurs Un mcanisme de rejet permet dcarter certains en
vois Un employ se charge alors de dterminer leur destination
Nous utilisons deux critres de performance adapts aux problmes voqus
 Calcul du pourcentage de motifs correctement class s
Prsentons un motif  
 
de la classe i au rseau Soit j lindice du neurone
de sortie dont lactivation est la plus leve Le systme classie correcte
ment  
 
si i est gal  j Nous appliquerons ce critre lors de toutes nos
simulations
 M canisme de rejet
La base de donnes NIST contient quelques critures excrables Nous
avons demand  plusieurs personnes didentier une srie de caractres
d(ment choisis Rgulirement elles rpondaient quelles hsitaient entre
deux possibilits Dans un systme de tri de courrier nous rejetterions de
tels chires Ces diverses alternatives se rvlent parfois utiles lors de la
 
Nous anticipons un peu Nous navons pas encore ralis dexpriences avec des lettres et
des chires

Ou lorsque plusieurs solutions sont envisageables Supposons que le mot erron  matim!
apparaisse dans le texte Le systme proposera alors  matin! ou  matir!

Si par exemple le mot  rance! est transform en  ranch! lerreur est indtectable
 
  INITIALISATION DES RSEAUX
transcription de documents sous forme lectronique

 Dnissons un seuil
 Si toutes les sorties du rseau sont infrieures   nous rejetons le motif
Si plusieurs sorties sont suprieures   nous proposons ces diverses alter
natives Lorsquune seule sortie est suprieure au seuil  elle reprsente
videmment la classe du motif dentre
Diverses expriences sont ncessaires an dvaluer les performances de ce
mcanisme Nous serons particulirement attentif aux dtails suivants 
 Combien dalternatives le systme fournitil  Il est souhaitable que
le rseau ne suggre que deux ou trois possibilits
 La classe du motif guretelle rgulirement parmi les propositions 
Si aucune des sorties actives ne reprsente la solution correcte notre
mcanisme est inutile 
 Quel est le pourcentage de motifs pour lesquels le rseau hsite et
suggre plusieurs possibilits  Actuellement les taux derreur et de
rejet accepts pour un systme de tri de courrier sont respectivement
de & et & 
Nous nappliquerons ce critre quau rseau fournissant les meilleurs r
sultats
  Initialisation des rseaux
Linitialisation des poids synaptiques et des biais a dimportantes rpercussions
sur la vitesse dapprentissage et les capacits de gnralisation Ces valeurs sont
uniformment distribues dans un intervalle I judicieusement choisi
   Initialisation dun perceptron multicouche
Plusieurs chercheurs proposent des algorithmes dterminant les bornes de I
Ainsi F J )mieja dnit pour un perceptron multicouche lintervalle
 

p
d
in
 

p
d
in
	 o# d
in
est le fanin dun neurone Lors dune tude
dalgorithmes dinitialisation G Thimm  a constat que la mthode de
)mieja fournissait de bons rsultats Nous lutiliserons lors de nos expriences
Il est parfois possible de dterminer un meilleur intervalle en eectuant
plusieurs expriences
  Initialisation dun high order perceptron
Nous utilisons les rsultats des expriences de G Thimm Le procd dinitiali
sation dpend de la fonction dactivation x 
 Si x est la fonction identit les poids sont initialiss alatoirement avec
une variance denviron 

 Ce procd revient  initialiser les poids dans
lintervalle     		

Reprenons notre exemple Le mot  matim! gure dans le texte et le systme indique que la
dernire lettre est un  m! ou un  n! Il est maintenant possible deectuer la bonne correction
 
  CONVENTIONS
 Si x est une tangente hyperbolique les meilleures performances sob
tiennent en initialisant les poids dans lintervalle  a
p
d
in
 a
p
d
in
	 o# a
est choisi de manire  ce que la variance des poids corresponde au tiers
de la distance entre les points de courbure maximale de x
  Conventions
Nous utiliserons les conventions suivantes lors des descriptions des simulations 
 Sauf mention explicite les rseaux sont entrans avec lalgorithme de
backpropagation online
 Dans les tableaux de rsultats trois chires dcrivent la topologie des
perceptrons multicouches Ils dnotent respectivement le nombre de neu
rones des couches dentre cache et de sortie Nous nenvisageons pas
lentranement de rseaux comportant plus dune couche cache
 Lorsque nous travaillerons avec des high order perceptrons nous nous res
treindrons  des rseaux de second ordre totalement connects
 Nous numroterons parfois les expriences dans les tableaux de rsultats
Nous pourrons ainsi y faire plus facilement rfrence dans le texte
 
Chapitre 16
Apprentissage  partir de limage
pr trait e et normalis e
Lexprience la plus simple consiste  prsenter au rseau des chires prt
raits normaliss puis lisss Cette dernire opration savre cruciale Lors
dune tude de divers algorithmes dlagage  nous obtenions des rsultats
mdiocres pour des problmes  entres et sorties boolennes
Rappelons que lalgorithme de normalisation utilis inscrit le caractre dans
une portion de limage de  pixels sur  Connaissant langle infrieur
gauche de cette zone et le paramtre k dnissant la hauteur standard pa
ragraphe 	 il est trivial dextraire limage de k pixels sur k reprsentant le
caractre normalis La gure  dcrit cette opration
Pour de telles expriences nous nutilisons que des perceptronsmulticouches
Le nombre dentres du rseau tant relativement lev seuls des algorithmes
constructifs permettent dentraner des high order perceptrons dans ce genre de
problme 
 	  Images de huit pixels sur huit
Le tableau  prsente les rsultats de deux expriences La reconnaissance
des chires de la base de validation savre mdiocre Ces rsultats sexpliquent
peuttre par limportante dformation induite par la normalisation de la taille
Topologie Apprentissage Validation
    
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
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Tableau  Rsultats des expriences eectues avec limage de huit pixels
sur huit
 
  IMAGES DE SEIZE PIXELS SUR SEIZE
Coordonnées retournées par 
l’algorithme de normalisation
10 pixels
Figure  Extraction du caractre normalis dix pixels sur dix	
 	 Images de seize pixels sur seize
Le tableau  prsente les excellents rsultats
 
obtenus en travaillant avec des
chires de seize pixels sur seize
Topologie Apprentissage Validation
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Tableau  Rsultats de lexprience eectue avec limage de seize pixels sur
seize
   Etude des donnes de validation
Nous proposons une tude dtaille des donnes de validation

 Le tableau 
prsente les pourcentages derreurs calculs pour chacune des critures Nous
constatons que dix critures sont parfaitement traites Le taux derreur se
rvle  quelques exceptions acceptable
La gure  illustre les motifs incorrectement classis de lcriture n
o

Le rseau confond la majorit des  
 avec des  


 Ce style dcriture nest
pas reprsent dans les exemples dapprentissage Il est certainement possible
damliorer les performances des rseaux en intgrant dautres calligraphies 
nos donnes dentranement
 
An de les conrmer nous avons constitu une seconde base de validation comportant 
chires crits par  personnes direntes Nous obtenons un taux de classication correcte
de 

Eectuer ce travail lors de toutes les simulations savrerait fastidieux et allongerait inu
tilement ce rapport  Nous ne le ferons donc que pour cette exprience Cette tude nous
permettra de prsenter au lecteur quelques caractres particuliers de NIST

Les  ! trs particuliers ressemblent  des  	! dont la boucle infrieure serait tronque
 
  IMAGES DE SEIZE PIXELS SUR SEIZE
Code Erreur Code Erreur Code Erreur Code Erreur
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Tableau  Pourcentages derreurs calculs pour chacune des critures de la
base de validation Le code identie la personne ayant crit les caractres
   
   
   
  
Figure  Une criture problmatique Le tableau indique pour chaque chire
la classe  laquelle il appartient
 
  IMAGES DE SEIZE PIXELS SUR SEIZE
Le rseau se rvle incapable de reconnatre les chires de la gure 
Remarquons que mme pour un tre humain la tche nest pas aise  Il commet
cependant des erreurs surprenantes gure 	 Observons le premier chire
de la seconde ligne En cachant la moiti suprieure de la boucle de ce  
 nous
obtenons un  
 fort respectable
   
   
   
   
Figure  Quelques chires mconnaissables Le tableau indique pour chaque
chire la classe  laquelle il appartient
* * * *
* * * *
* * * *
* * * *
Figure  Quelques erreurs surprenantes Le tableau indique pour chaque
chire la classe  laquelle il appartient ainsi que celle propose
  Intgration du mcanisme de rejet
Le tableau  prsente les performances du systme lorsque nous lui adjoignons
le mcanisme de rejet     	 Le pourcentage de classications errones passe
ainsi de    pour la base de validation
Etudions les chires pour lesquels le rseau suggre deux possibilits


 Gnralement la sortie dont lactivation est la plus leve correspond  la
classe du motif la gure  propose quelques exemples	

Lors des simulations le rseau na jamais propos plus de deux solutions Ce mcanisme
serait totalement inintressant si le systme suggrait trop de possibilits 
 
  IMAGES DE SEIZE PIXELS SUR SEIZE
 Toutes les propositions du rseau se rvlent errones pour six chires
gure 	
Notre mcanisme de rejet satisfait ainsi les divers critres formuls au para
graphe  An de conrmer ces rsultats nous avons  nouveau utilis une
seconde base de validation Notons quil est encore possible de rduire le pour
centage derreurs en modiant le seuil  de lalgorithme de rejet tableau 	
Nous observons une diminution du taux de reconnaissance et une augmentation
du nombre total de motifs rejets ou pour lesquels le rseau hsite
Apprentissage Validation
Motifs correctement classs  
Erreurs 
  

Motifs rejets   
Plusieurs solutions la sortie la plus active
ne correspond pas  la classe du motif	
  

Plusieurs solutions la sortie la plus active
correspond  la classe du motif	
 
 
Plusieurs solutions aucune des sorties ac
tives ne correspond  la classe du motif	
  

Tableau  Rsultats de lexprience eectue avec limage de seize pixels sur
seize en intgrant le mcanisme de rejet     	
Apprentissage Validation
Motifs correctement classs  

Erreurs   

Motifs rejets   

Plusieurs solutions la sortie la plus active
ne correspond pas  la classe du motif	
    
Plusieurs solutions la sortie la plus active
correspond  la classe du motif	
  
 

Plusieurs solutions aucune des sorties ac
tives ne correspond  la classe du motif	
  

Tableau  Rsultats de lexprience eectue avec limage de seize pixels sur
seize en intgrant le mcanisme de rejet     	
 
  IMAGES DE SEIZE PIXELS SUR SEIZE
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Figure  Motifs pour lesquels le rseau propose deux solutions la sortie la
plus active correspond  la classe du motif	 Les alternatives se rvlent parfois
logiques parfois surprenantes Le premier motif de la troisime ligne reprsente
un  
 Nous avons montr ce chire  diverses personnes et plusieurs hsitrent
entre un  
 et un  
 Le rseau suggre ces deux solutions Nous nexpliquons
cependant pas pourquoi le rseau hsite entre un  
 et un  
 lorsque nous lui
prsentons le second motif de la dernire ligne Le tableau indique pour chaque
chire la classe  laquelle il appartient ainsi que celle propose par le rseau
** ** * *
** ** **
Figure  Motifs pour lesquels le rseau propose deux solutions aucune des
sorties actives ne correspond  la classe du motif	 Le second chire est un  

Le rseau propose les alternatives  
 et  
 Cette solution est relativement
logique  lalgorithme corrigeant linclinaison a redress la totalit de  
 de la
base dapprentissage Ici limportant bruit perturbe le processus Par contre les
chires  
 et  
 possdent trs souvent une barre oblique Remarquons quen
ajoutant une barre horizontale  ce chire nous obtenons un  
 ou un  
 Le
tableau indique pour chaque chire la classe  laquelle il appartient puis les
deux alternatives suggres par le rseau
 
  IMAGES DE SEIZE PIXELS SUR SEIZE
  Elagage du rseau
En tudiant les rsultats des expriences nous constatons que les performances
du rseau semblent lies au nombre de neurones de la couche cache Lors de la
classication dun motif certains neurones de la couche cache possdent une
forte activit alors que dautres demeurent inactifs a
 
li
t 	 Diverses exp
riences suggrent qu chaque classe  sont associes plusieurs congurations C
 
i
distinctes de neurones actifs sur la couche cache Le rseau appliquerait ainsi
des rgles du type 
Si la majorit des neurones de la conguration C
 
i
sont actifs le motif prsent au rseau appartient 
la classe i
An quune telle rgle fonctionne il est impratif quaucune conguration ne soit
incluse dans une autre Ainsi un nombre de neurones lev sur la couche cache
permettrait une plus grande varit de congurations Remarquons nalement
que ce mcanisme expliquerait les alternatives proposes par le rseau lors de
la prsentation de certains chires Etudions le dernier chire de la gure 
En supprimant une portion de la boucle infrieure de ce  
 nous obtenons
un motif sapparentant  un  
 Ainsi plusieurs neurones appartenant  deux
congurations distinctes seraient actifs simultanment
La gure  dcrit les portions dimage utilises par les rseaux obtenus lors
des deux premires expriences Lalgorithme Skeletonization a par exemple
slectionn les deux pixels de langle infrieur droit de limage Seule lextmit
de quelques chires  
 occupe cette portion de limage Ces pixels permettraient
ainsi leur identication
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    

  

 
 
     
	
 
    
Tableau  Apprentissage avec des images de seize pixels sur seize  topologies
et performances de quelques rseaux obtenus aprs lagage Skeletonization	
Nous avons simplement modi quelques paramtres lors des deux premires
expriences Lors de la dernire nous interdisons  lalgorithme dlaguer des
neurones de la couche dentre
 
  IMAGES DE SEIZE PIXELS SUR SEIZE
Figure  Portions de limage de   pixels dtermines par lalgorithme
Skeletonization lors des deux premires expriences Les carrs gris respective
ment noirs	 dsignent les pixels slectionns lors des deux expriences respec
tivement lors dune seule exprience	
 
Chapitre 17
Apprentissage  partir des projections
Lors de cette srie dexpriences nous entranons le rseau perceptron multi
couche	 avec les projections VH
D de caractres prtraits normaliss et lisss
Le tableau  prsente les performances obtenues lors de deux expriences
Les rsultats mdiocres obtenus en calculant les projections  partir
dimages de huit pixels sur huit conrment les observations formules au
paragraphe  La normalisation des caractres  de trs petites tailles
engendre une importante dformation Nous obtenons de bien meilleures
performances en utilisant les projections dimages de seize pixels sur seize Le
nombre important dentres du rseau nous interdit cependant lentranement
de high order perceptrons
Topologie Taille de
limage
Apprentissage Validation
       
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        
Tableau  Rsultats obtenus en utilisant la mthode des projections VH
D

Chapitre 18
Apprentissage  partir du contour et
des maxima des projections
Nous appliquons notre algorithme de recherche de maxima paragraphe 	
 des images prtraites normalises quatrevingts pixels sur quatrevingts	 et
lisses Une premire srie dexpriences a fourni des rsultats trs mdiocres
environ  & des donnes de validation correctement classies	 Nous avons
alors complt nos vecteurs dentres avec des informations sur le contour pa
ragraphe 	 En utilisant quatre maxima pour chacune des projections et
huit domaines dorientation pour lanalyse du contour nous obtenons des vec
teurs dapprentissage de quarante composantes Cette approche permet lent
ranement de high order perceptrons de second ordre totalement connects
C


        
 connexions	
   Entranement dun high order perceptron
Aprs plusieurs jours de calculs sur une Sparc Ultra un high order perceptron
classie correctement plus de & des donnes dapprentissage Malheureuse
ment ses performances de gnralisation savrent mdiocres environ &	
Lapplication dalgorithmes dlagage Smallest weights et Smallest variance	 na
pas produit leet souhait Le temps dentranement entre deux lagages tait
trop important environ une semaine en eectuant la simulation sur une Sparc
Ultra	 Les algorithmes constructifs permettraient certainement dapprendre
notre base de donnes  un high order perceptron
  Entranement dun perceptron multicouche
Lors dune premire srie dexpriences nous observions les motifs dappren
tissage que le rseau ne reconnaissait pas correctement Les donnes dentra
nement contenaient  chires de pitre qualit dont la classication tait

  ELAGAGE DU RSEAU
toujours errone
 

Nous avons alors supprim ces  vecteurs et obtenu une nouvelle base
dapprentissage Son utilisation acclre la convergence du processus dentrane
ment et savre spcialement intressante lors de llagage Il est ainsi possible
de restreindre le nombre de cycles sparant deux phases dlagage successives
Nous obtenons les mmes performances de gnralisation quelle que soit la base
dapprentissage choisie tableau 	
Notons nalement que lalgorithme de rtropropagation non linaire aboutit
 des rsultats similaires
Exp Topologie Apprentissage Validation
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Tableau  Rsultats obtenus en utilisant la mthode des maxima quatre
maxima par projection	 et le codage du contour huit domaines dorientation	
Lors de la premire exprience la totalit de la base dapprentissage est utilise
 motifs ont t supprims des donnes dentranement lors de la seconde
exprience
  Elagage du rseau
Nous avons appliqu divers algorithmes dlagage an de simplier le rseau
tableau 	 Autoprune dtermine la meilleure topologie Malheureusement
lalgorithme nenlve quun neurone de la couche dentre Il est impossible de
comprendre le fonctionnement du rseau en observant lenchevtrement des 
connexions
Seul lalgorithme Skeletonization permet de slectionner un sousensemble
des entres du rseau 
 Le rseau exploite au moins une information position ou hauteur	 relative
 chacun des maxima des projections horizontale verticale et diagonale

o
 Il nutilise quasiment plus la projection sur la diagonale 
o

 Lalgorithme dlagage limine les entres relatives au pourcentage du
contour compos de segments horizontaux
Nous navons cependant pas eectu assez de simulations pour conrmer ces
observations
Le rseau obtenu lors de la cinquime exprience possde des capacits de
gnralisation trs lgrement suprieures Quelques cycles dapprentissage sup
plmentaires permettraient certainement dobtenir les mmes rsultats avec le
rseau de  connexions
 
Nous avons eectu une dizaine de simulations an de dterminer ces motifs
  
  ELAGAGE DU RSEAU
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  OBD     
   

 Autoprune      	  


 Skeletonization 
   
  
 Smallest weights       

 Smallest weights    
   

 Smallest weights        
Tableau  Topologies et performances de quelques rseaux obtenus aprs
lagage
Remarquons nalement quOBD ncessite un nombre important de cycles
dapprentissge entre deux lagages successifs

 De telles expriences ncessitent
un temps prohibitif plusieurs semaines sur une station Dec Alpha  Mhz	

Nous eectuons environ dix cycles dentranement entre deux lagages avec Smallest
weights OBD ncessite jusqu cent cycles an de fournir des rsultats intressants 
 
Chapitre 19
Analyse en composantes principales
   Calcul des axes principaux
Les vecteurs propres associs aux m plus grandes valeurs propres de la matrice
de covariance C   c
ij
 de la distribution dterminent les axes principaux Nous
travaillons avec des images prtraites normalises  pixels sur 	 et lisses
Nous obtenons ainsi une matrice de covariance 
 
 dnie par 
c
ij
 

N

N
X
 

 
i
  
i
  
 
j
  
j
 	
o# N dnote le nombre de motifs dapprentissage et

i
 

N
N
X
 

 
i
	
La matrice tant symtrique nous appliquons lalgorithme de Jacobi  an
de rsoudre le problme de valeurs propres
  APEX
Les expriences eectues avec APEX ne sont pas concluantes Nous obtenions
des rsultats beaucoup plus rapidement en optimisant le calcul de la matrice
de covariance et des vecteurs propres Supposons que nous doublions le nombre
de motifs dapprentissage Nous augmentons videmment le temps de calcul de
C   c
ij
 Le nombre doprations intervenant dans le calcul des valeurs propres
nest pas modi Nous multiplions cependant par deux la dure de chaque cycle
dapprentissage dAPEX      

  PERFORMANCES DU SYSTME
  Performances du systme
Les tableaux  et  prsentent les performances du systme en fonction de
la dimension m de lespace de projection Lors des premires simulations ta
bleau 	 nous avons norm les vecteurs dapprentissage et de validation Nous
obtenons ainsi une meilleure gnralisation Lanalyse de ces rsultats suggre
que les projections sur les axes    napportent aucune information
 

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Tableau  Rsultats obtenus avec lanalyse en composantes principales 	
Les vecteurs dapprentissage et de validation sont norms m dsigne la dimen
sion intrinsque
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Tableau  Rsultats obtenus avec lanalyse en composantes principales 	
Les vecteurs dapprentissage et de validation ne sont pas norms m dsigne la
dimension intrinsque
Nous souhaitions encore eectuer diverses expriences 
 En augmentant la dimension intrinsque m lors dexpriences successives
nous pourrions dterminer le nombre optimal de projections Thorique
ment pour m   
 nous devrions obtenir les mmes rsultats quen
prsentant au rseau des images de seize pixels sur seize
 Llagage du rseau optimal  laide de lalgorithme Skeletonization per
mettrait certainement dliminer les entres superues

 Nous obtiendrions
ainsi un rseau comportant m

entres
 
Les projections sur ces axes ne permettent certainement plus la distinction des direntes
classes gure 

Une premire simulation avec m    a fourni des rsultats encourageants
 
  PERFORMANCES DU SYSTME
 Finalement nous souhaiterions entraner un rseau  laide de projections
dans un espace de dimension m

dtermin par lanalyse discriminante
Nous devrions observer des performances analogues  celles de lexprience
prcdente
 
Partie IV
Conclusion

Chapitre 20
Performances des systmes r alis s
Nous avons utilis diverses mthodes dextractions de caractristiques lors de
nos simulations Cest en prsentant limage prtraite normalise seize pixels
sur seize	 et lisse au rseau que nous obtenons les meilleurs rsultats Cette
approche ncessite cependant un temps de calcul considrable lors de lappren
tissage et de llagage Une semaine de calculs sur une station Dec Alpha 
Mhz	 savra ainsi ncessaire an de dterminer chacun des rseaux comportant
 entres Remarquons toutefois que le processus ncessitait une importante
quantit de mmoire environ  Mb	 Lorsquun autre utilisateur excutait un
programme rclamant les mmes ressources la machine utilisait son swap space
ralentissant ainsi lexcution des programmes
Les autres expriences nexcdaient que rarement les  heures de calcul ce
temps dpendait toujours du nombre de processus excuts sur la machine	 Les
performances observes tant quasiment identiques il est dicile de dterminer
quel est le meilleur algorithme dextractions de caractristiques
 Projections VH
D
Cet algorithme dextractions se rvle extrmement rapide lors de rali
sations matrielles  Son principal inconvnient rside dans le nombre
lev dentres du rseau Combin  lalgorithme de rtropropagation non
linaire il permettrait la ralisation dun processeur extrmement rapide
spcialis dans la reconnaissance de caractres manuscrits
 Recherche des maxima des projections VH
D et informations sur
le contour
Cette mthode se rvle la plus co(teuse en temps de calcul Il serait
videmment possible danalyser le contour et les diverses projections en
parallle Remarquons encore que lalgorithme dextraction de caractris
tiques repose sur de multiples observations et ne connat aucune justica
tion mathmatique
 Analyse en composantes principales
Une fois la matrice de projection W dtermine lextraction de caract

  AMLIORATION DES RSULTATS
ristiques savre trs rapide Il sut de multiplier parW le vecteur codant
les niveaux de gris des pixels de limage prtraite normalise et lisse
Remarquons que cette opration correspond  ladjonction dune couche
au rseau neuromimtique
 
gure  	
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Normalisation 0
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Extraction de 
caractéristiques
Reconnaissance
Figure   Adjonction dune couche de connexions eectuant lextraction de
caractristiques analyse en composantes principales	
Une fois lapprentissage achev la reconnaissance se rvle extrmement ra
pide Actuellement nous utilisons SNNS lors de la validation

 Les coecients
synaptiques tant dtermins nous pourrions crire un petit programme implan
tant le rseau de neurones Soient W

et W

les matrices contenant les poids
des connexions reliant respectivement les entres  la couche cache et la couche
cache aux sorties Soit encore a
 
  a
 
L
        a
 
L
	
T
le vecteur contenant les
activations des neurones de la couche de sortie La propagation des signaux est
dtermine par lquation 
a
 
  W

 W

  
 
  	
o# la fonction dactivation  est applique  chacune des composantes dun
vecteur Il sut de programmer un algorithme de multiplication matricielle
Nous obtiendrions ainsi les rsultats encore plus rapidement
  Amlioration des rsultats
Lors de notre analyse des donnes de validation nous avons constat que cer
taines critures trs particulires ntaient pas correctement reconnues par le
 
Il sagit de la couche de connexions excitatrices du modle APEX

Les structures de donnes de ce logiciel sont relativement complexes et comportent norm
ment de pointeurs
 
 SEGMENTATION ET RECONNAISSANCE
systme En compltant judicieusement notre base dapprentissage il serait cer
tainement possible damliorer les performances des rseaux neuronaux Il fau
drait observer les critures gurant dans la base actuelle et najouter que des
styles dirents Une autre solution consisterait  tudier les particularits des
chires ntant pas correctement reconnus Nous complterions alors la base de
donnes avec des caractres du mme type
Le rseau se rvle incapable dapprendre des motifs fortement bruits Leur
suppression ne perturbe pas les performances du rseau et rduit la dure de
lapprentissage chapitre 	 Nous pourrions ainsi compenser laugmentation
du temps de calcul lie  ladjonction de nouveaux motifs dentranement
 Segmentation et reconnaissance
Nos systmes ne reconnaissent aucun caractre fortement bruit Etudions
limage de la gure   Reprsentetelle  
 ou  
  Nous pourrions rsoudre
ce problme en eectuant simultanment la segmentation et la reconnaissance
Ce procd permettrait de reprer le  
 puis de constater que limage comporte
encore de linformation
Figure   Un chire fortement bruit
 Performances de lalgorithme de rtropropaga
tion non linaire
Nous avons utilis cet algorithme lors de lentranement  partir des maxima et
des orientations et obtenu des performances identiques  celles de lalgorithme de
backpropagation Ce rsultat conrme lintrt de cette rgle dapprentissage


Il serait intressant de dvelopper des algorithmes dlagage spciques  la
rtropropagation non linaire puis de les implanter en hardware

Comme larticle de Hertz  ne propose quune application nous avons test lalgorithme
avec divers problmes et obtenu de trs bons rsultats 
 
 PERFORMANCES DES ALGORITHMES D	LAGAGE
 Performances des algorithmes dlagage
Parmi les direntes mthodes utilises seuls deux algorithmes permettent de
rduire notablement la taille des rseaux sans altrer leurs performances 
 Autoprune limine un grand nombre de connexions Cependant lors des
expriences eectues lalgorithme nlaguait aucun neurone Nous obte
nions ainsi un enchevtrement de connexions impossible  analyser
 Lalgorithme Skeletonization slectionne un sousensemble des entres
Lobservation des rseaux obtenus permet dmettre quelques hypothses
concernant le fonctionnement des rseaux Il serait intressant dappliquer
des algorithmes dextraction de rgles rule extraction	  an de les
conrmer
Les autres algorithmes proposent des rseaux nettement plus complexes ou
ncessitent un important nombre de cycles dentranement entre deux lagages
 Les high order perceptrons
Les expriences eectues avec des high order perceptrons nont pas fourni les
rsultats escompts Le principal problme rside dans le temps de calcul n
cessaire Lutilisation dalgorithmes constructifs nous semble indispensable an
dentraner un rseau et de dcouvrir une topologie optimale dans un temps
raisonnable
 
Chapitre 21
Comparaison avec dautres m thodes
Divers chercheurs proposent des systmes de reconnaissance de chires manus
crits Nous prsentons ici les rsultats de deux travaux et les comparons aux
n'tres
   Handwritten Digit Recognition by Neural Networks
with SingleLayer Training
Cet article  prsente les travaux de S Knerr et de ses collgues Loriginalit
de la solution rside dans larchitecture du rseau de neurones utilis Knerr a
dmontr que tout problme de classication dni dans R
N
est dcomposable
en plusieurs problmes linairement sparables Il sut ds lors dentraner des
rseaux monocouches
Knerr propose une variante de lalgorithme LMS paragraphe 	 dter
minant un hyperplan sparateur quel que soit le problme linairement spa
rable
 
 Une fois les rseaux entrans les fonctions dactivation de type sigmo$de
sont remplaces par des fonctions  Seuil
 fournissant des valeurs boolennes
Le systme de reconnaissance sobtient nalement en combinant les sorties des
neurones avec des portes logiques AND et en intgrant un mcanisme de rejet
dpendant dun seuil 
Deux bases de donnes interviennent lors des simulations Pour chacune
delles Knerr a utilis cinq partitions direntes en donnes dapprentissage et
de validation et a moyenn les rsultats des simulations
 La base fran"aise contient   chires crits par  collgues de Knerr
    chires extraits de US Postal Service OAT Handwritten Zip Code
Database base de donnes des services postaux amricains	 constituent la
seconde base de donnes
 
Nous avons prsent les inconvnients de lalgorithme LMS au paragraphe 
  
   HANDWRITTEN DIGIT RECOGNITION BY NEURAL
NETWORKS WITH SINGLELAYER TRAINING
Knerr extrait le contour des caractres prtraits et normaliss huit pixels
sur huit	  laide de masques de Kirsch  et obtient quatre images codant
respectivement la prsence de verticales dhorizontales ou de diagonales 
o
ou 
o
	 Il eectue aussi des expriences en prsentant au rseau des images
prtraites et normalises seize pixels sur seize	 Les tableaux  et  pr
sentent les performances des systmes con"us pour les deux bases de donnes
Le systme neuromimtique se compose de  rseaux monocouches compor
tant chacun  entres Dix portes logiques AND constituent les sorties du
dispositif
Image     Extraction du contour
Apprentissage
   	
           
Validation
   	
           
Validation
   
         
   
Tableau  Rsultats obtenus avec la base de donnes fran"aise & de motifs
correctement traits * & de motifs rejets * & de classications errones	
Image     Extraction du contour
Apprentissage
   	
          
Validation
   	
  
     
   
Validation
    	
  
    
Validation
   		
     
Tableau  Rsultats obtenus avec la base de donnes des services postaux
amricains & de motifs correctement traits * & de motifs rejets * & de
classications errones	
Les performances du modle de Knerr dpendent de la base de donnes
utilise Cette constatation suggre une grande prudence lors de la comparai
son avec nos rsultats De plus le mcanisme de rejet est dirent du n'tre
La dicult du problme US Postal Service OAT Handwritten Zip Code Da
tabase nous semble cependant identique  celle de NIST divers exemples de
chires sont prsents dans larticle	 Nous proposons par consquent quelques
remarques 
 Lors des expriences ralises avec     la mthode dextraction de
caractristiques de Knerr fournit des rsultats similaires aux n'tres Lar
chitecture du rseau se rvle cependant nettement plus complexe  
connexions	 Rappelons que nous rsolvons le problme  laide dun per
ceptron multicouche partiellement connect  connexions	
  
  EXPERIMENTS WITH ROBUST SIMILARITY MEASURES FOR
OCR
 Notre mcanisme de rejet ainsi que celui de Knerr permettent lobtention
dun taux derreur infrieur ou gal  un pourcent Rappelons quil sagit
des performances actuellement exiges par les services postaux
  Experiments with robust similarity measures for OCR
Lobjectif de ce projet ralis par T M Breuel et G Matre  consistait 
dvelopper des mthodes de reconnaissance de chires manuscrits peu sensibles
aux dgradations et distorsions T M Breuel et G Matre proposent une repr
sentation des caractres prtraits normaliss et lisss base sur leur contour
Ils ont constitu un ensemble de  prototypes  laide de leur algorithme
dextraction de caractristiques
Le processus de classication comporte les tapes suivantes gure 	 
 Aprs le prtraitement du caractre inconnu sa reprsentation base sur
le contour est dtermine
 Cette dernire est alors compare  tous les prototypes de la base de
donnes intgre au systme Les informations ainsi rcoltes sont fournies
 un algorithme des k plus proches voisins kNearest Neighbours	   Ce
dernier dtermine la classe  laquelle appartient le chire
Nous invitons le lecteur intress par les dtails  se rfrer  
representation matching classification
similarity
measures
shape
shape representation
unknown sample
image
class
unknown sample
attributed to
unknown sample prototypes
3
5
7
Figure  Le systme de reconnaissance dcriture propos par T M Breuel
et G Matrecette image est issue de 	
Nous avons utilis exactement les mmes bases de donnes que T M Breuel
et G Matre

an de comparer les performances des systmes respectifs Leur

Ils ont dvelopp un algorithme dapprentissage constituant un ensemble de prototypes 
partir de la base de donnes contenant 
 caractres
  
  EXPERIMENTS WITH ROBUST SIMILARITY MEASURES FOR
OCR
mthode se rvle trs performante et reconnat & des donnes de valida
tion Rappelons que notre meilleur rseau ne classiait correctement que &
de ces donnes
Le temps de calcul constitue linconvnient majeur du systme de T M
Breuel et G Matre environ  secondes pour reconnatre un caractre sur une
Sparc IPX	 Notre systme se rvle videmment nettement plus rapide
  
Chapitre 22
Vers un systme de reconnaissance de
textes
La gure  illustre le schma gnral dun systme de reconnaissance dcri
ture
Prétraitement
Normalisation
Lissage
Extraction de 
caractéristiques
Texte manuscrit
numérisé
Segmentation
0
9
a
z
A
Z
...
...
...
Analyse du texte
Figure  Schma gnral du systme de reconnaissance dcriture complet
  Reconnaissance de caractres quelconques
Notre systme ne reconnat actuellement que des chires Il sut de complter
notre base dapprentissage avec des exemples de lettres minuscules et majus
cules Quelques expriences seraient certainement ncessaires an de dterminer
 
 RECONNAISSANCE D	EXPRESSIONS MATHMATIQUES
la topologie du rseau
 
 NIST ne contient malheureusement aucun caractre ac
centu An de traiter des textes fran"ais espagnols ou sudois nous devrions
constituer une nouvelle base de donnes
Lors du prtraitement il parat judicieux dviter dliminer le bruit Cet
algorithme dtruirait probablement les accents et signes de ponctuation Citons
encore quelques dicults 
 Une barre verticale surmonte dun amas de pixels connat plusieurs in
terprtations 
 la lettre  i
 ou
 le chire  
 bruit
 Si le texte tudi est rdig en anglais nous considrons un groupe de
pixels surmontant une lettre comme du bruit Cependant cette mthode
ne sapplique pas  des langues telles que le fran"ais ou litalien Nous
devons discerner les accents du bruit Les signes de ponctuation orent les
mmes dicults quelle que soit la langue
La meilleure solution  ces divers problmes consisterait  eectuer simul
tanment llimination du bruit la segmentation et la reconnaissance
 Reconnaissance dexpressions mathmatiques
Les textes mathmatiques orent dautres dicults 
 reconnaissance des lettres grecques abondamment utilises!
 traitement de symboles graphiques particuliers ches surmontant les vec
teurs intgrales drives partielles oprateurs	!
 transcription de ces divers symboles dans un formalisme aisment com
prhensible par ltre humain
R Fateman T Tokuyasu B P Berman N Mitchell ont ralis un systme
adapt au traitement dexpressions mathmatiques  transcrivant le texte
manuscrit en un document L
A
T
E
X
 Ralisation dun systme de correction orthogra
phique
La parfaite reconnaissance de caractres savre impossible Diverses mthodes
permettent la correction des erreurs  
 Lutilisation dun dictionnaire permet la dtection dun mot erron
Lorsque plusieurs alternatives sont possibles lintervention dun tre
humain est indispensable
 
Nous conseillons lutilisation dun perceptron multicouche ou dun algorithme constructif
proposant larchitecture dun high order perceptron
  
 RALISATION D	UN SYSTME DE CORRECTION
ORTHOGRAPHIQUE
 Les mthodes smantiques nous semblent appropries lors de ltude de do
cuments scientiques mais ne sappliquent que partiellement  des oeuvres
littraires De tels algorithmes corrigeraient par exemple les syllepses mo
diant ainsi le texte original
 Certains chercheurs suggrent des mthodes statistiques Le principe
consiste  calculer la probabilit quune suite de n caractres soit correcte
Nous souhaitons prsenter quelques dicults surgissant lors de la ralisation
dun tel systme Bien qucrit en fran"ais ce document comporte deux citations
paragraphes  et 	 et divers termes anglais Lalgorithme de correction
doit imprativement dterminer la langue  laquelle appartient un ensemble
de mots

 Certaines personnes suggreront dutiliser conjointement les diction
naires de plusieurs langues par exemple le fran"ais et langlais Cette solution
simpliste nest videmment pas satisfaisante Supposons que nous rencontrions
le mot  abreviation
 Notre systme proposera les alternatives  abrviation
 et
 abbreviation
       La recherche dans plusieurs dictionnaires se rvlera particu
lirement lente Les mthodes statistiques sont videmment lies  une langue
spcique Par exemple la squence  zer
 frquente en allemand napparat que
rarement en fran"ais
Les textes historiques orent une dicult supplmentaire Les dictionnaires
et mthodes statistiques sont incapables de traiter les dates Une base de donnes
de faits historiques permettrait de rsoudre ce dlicat problme Nous pourrions
ainsi reprer certains vnements en parcourant le texte

Trois langues apparaissent dans un seul alexandrin de Baudelaire    Remember  Souviens
toi prodigue  Esto memor ! Lhorloge Dterminer automatiquement  quelles langues
appartiennent ces divers mots nous parat trs dicile Nous ne disposons daucun accent ou
caractre particulier  une langue par exemple une cdille sous un  c! dans cet extrait Le
problme est plus simple lorsquau moins une phrase est crite dans une langue trangre
  
Annexe A
Lalgorithme de backpropagation 
calculs d taill s
Dans ce chapitre nous prsentons les calculs permettant dobtenir la rgle dap
prentissage prsente au chapitre  Lerreur quadratique en sortie scrit qua
tion 	 
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Calculons la drive de cette expression par rapport au poids w
Lij
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Nous dnissons ainsi
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Drivons maintenant lquation A par rapport  w
Lki
 Le rseau comporte
ainsi une couche cache Par hypothse ce dernier ne possde que des connexions
de premier ordre Ainsi c
 
lj
  a
 
lj
 Cette constatation permet de simplier le
 
ANNEXE A L	ALGORITHME DE BACKPROPAGATION  CALCULS
DTAILLS
calcul de la drive
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Nous dduisons de lquation cidessus que 
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Nous obtenons ainsi la rgle dapprentissage propose au chapitre  
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Annexe B
Modication du test statistique
propos  par Finno en vue dune
implantation ecace dAutoprune
Limplantation de lquation   
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
savre problmatique Cette formule ncessite en eet la mmorisation de tous
les termes 

lj
 c
li
 Une exprience eectue dans ce projet consiste  prsenter
des images de  pixels au rseau Nous utilisons un multilayer perceptron com
portant  neurones sur la couche cache Le rseau est ainsi compos de  
connexions La base dapprentissage tant constitue de   caractres il faut
mmoriser    

valeurs En supposant maintenant que nous utilisions 
octets pour chacune de ces dernires nous ncessitons 
   

octets Une
telle exprience est inconcevable sur les ordinateurs actuels La formule   n
cessite de plus deux parcours des valeurs mmorises 
 calcul de la moyenne 

lj
 c
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 calcul du numrateur et du dnominateur
En appliquant la formule cidessous  lquation  
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ANNEXE B MODIFICATION DU TEST STATISTIQUE PROPOS PAR
FINNOFF EN VUE D	UNE IMPLANTATION EFFICACE D	AUTOPRUNE
nous obtenons 
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Cette formule permet deectuer la somme des 
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
durant lapprentissage La mmoire ncessaire  notre exemple est
de   
     
 
  

octets Nous avons implant lquation B dans
SNNS
  
Annexe C
Quelques chires de la base de
validation correctement reconnus
Nous prsentons quelques motifs de la base de validation correctement classis
par le rseau dcrit au paragraphe 
Figure C Seize   
 de la base de validation

ANNEXE C QUELQUES CHIFFRES DE LA BASE DE VALIDATION
CORRECTEMENT RECONNUS
Figure C Seize  
 de la base de validation
Figure C Seize  
 de la base de validation
Figure C Seize  
 de la base de validation
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ANNEXE C QUELQUES CHIFFRES DE LA BASE DE VALIDATION
CORRECTEMENT RECONNUS
Figure C Seize  
 de la base de validation
Figure C Seize  
 de la base de validation
Figure C Seize  
 de la base de validation
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ANNEXE C QUELQUES CHIFFRES DE LA BASE DE VALIDATION
CORRECTEMENT RECONNUS
Figure C Seize  
 de la base de validation
Figure C Seize  
 de la base de validation
Figure C  Seize  
 de la base de validation
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