Supporting diverse Quality of Service (QoS) performance for heterogeneous data flows generated by multimedia applications has been a challenging issue that is not fully addressed in the Internet. Software Defined Network, which decouples data forwarding and network control, offers a promising approach to QoS guarantee of multimedia flows in the future Internet. However, the currently available QoS mechanisms proposed for SDN have not fully considered the diversity in performance requirements of multimedia data flows. In order to tackle this challenge, we propose a hybrid scheduling scheme in this paper to combine priority queueing with Packet General Processor Sharing (PGPS) algorithm to provide QoS guarantee for multimedia applications in SDN. We apply network calculus to develop modeling and analysis techniques to evaluate the QoS performance of the proposed scheduling scheme. Both analytical and numerical results obtained in this paper show that the proposed scheme can provide QoS guarantee for meeting diverse requirements of multimedia applications.
INTRODUCTION
Software Defined Network (SDN) is an emerging networking paradigm that is expected to have a significant impact on fundamental architecture of the next generation networks. SDN is a programmable network approach that supports separation of control and forwarding planes via standardized interfaces [1] . Decoupling forward and control planes in SDN enables a logically centralized controller to obtain a global view of network states for optimal network control. The centralized controller also makes it possible for upper layer applications to program and configure network infrastructure to better satisfy their requirements. Therefore, SDN offers a promising approach to significantly improving network performance for supporting diverse applications; thus playing a crucial role in the future Internet.
Multimedia applications, for example WebTV, video on demand, online gaming, and video conference, are becoming exceedingly popular over the Internet. Multimedia applications bring in more challenges to network control due to their requirements for more bandwidth, little or no packet drop, and low packet delay and delay variation. In addition, the diversity in multimedia applications, which have different traffic characteristics and performance requirements, further complicates the network control for supporting both multimedia applications and best-effort traffic coexisting in the Internet while achieve full utilization of network resources as well.
QoS provisioning for supporting the diverse requirements of multimedia applications in the Internet has been a challenging open issue in the Internet. The centralized control plane and flow-based packet forwarding enabled by SDN offer a promising approach to providing the required QoS guarantee to support multimedia applications in the future Internet. Research progress has been made toward QoS mechanism in SDN for supporting multimedia applications.
Currently OpenFlow (OF) is the most popular protocol between the controller and switches in SDN [2] . Solutions to QoS guarantee through adjusting flow routing in OF have been proposed. An optimization model is designed in [3] for distinguish QoS-required traffic from best-effort traffic for flow routing. The model is extended in [4] to allow service provider to configure routing calculation through an API. Although flow routing definitely plays a significant role in QoS guarantee, packet forwarding control is also needed in OF switches to actually enforce the QoS policy for each traffic flow. QoS architecture presented in [5] adds rate-limiter and queue mapping mechanism to map traffic flows to specific rate-limiters and priority queues in OF switches. The QoSFlow framework proposed in [6] controls multiple packet schedulers in each OF switch for improving network QoS capability. The work of [5] and [6] integrate configuration of queue management into OpenFlow protocol. In order to enhance configuration of OF switches, OF-CONFIG [7] has been developed by ONF as an auxiliary protocol of the OpenFlow protocol. In [8] , the authors presented an autonomic management mechanism that can configure various QoS features of queuing and scheduling functions in OF switches through OF-CONFIG protocol.
Although encouraging progress toward QoS provisioning in SDN has been made, the aforementioned works have not fully addressed the challenges brought in by the heterogeneous traffic flows of multimedia applications with diverse performance requirements. The QoS control in SDN, more specifically queuing and scheduling mechanisms in OF switches should be able to not only meet the performance requirements of heterogeneous multimedia data flows but also achieve high utilization of network resources by fairly sharing spare bandwidth among best-effort flows. A single level scheduling scheme, such as Packet General Processor Share (PGPS) or Weighted Fair Queuing (WFQ), cannot fully meet such requirements.
In order to address this challenging issue, we propose a hybrid scheduling scheme that combines priority queues and PGPS scheduling for QoS guarantee of multimedia data flows in SDN. In order to obtain a deep insight about QoS capability of the hybrid scheduling scheme, we apply network calculus in this paper to develop a model and analysis technique to evaluate delay and backlog performance of this scheme. Network calculus is a new mathematical tool in the field of computer network modeling and performance analysis that offers effective computation for obtaining upper bounds of performance parameters such as queueing delay and backlog. Application of network calculus in this paper makes the developed modeling and analysis techniques general and flexible to be applicable to QoS control in OF switches with diverse implementations to support various heterogeneous data flows of multimedia applications. Specifically we present the following contributions in this paper:
• We propose a hybrid scheduling model for the QoS guarantee for heterogeneous data flows.
• We analyze performance of the proposed hybrid scheduling model using network calculus technique for the single-hop case.
• We determine performance boundaries guaranteed by the proposed scheduling scheme to heterogeneous data flows, including the worst-case packet delay and queue backlog.
• We conduct extensive numerical analysis to evaluate the effectiveness of the proposed scheme and investigate the impacts of different queueing and scheduling parameter settings on performance of the model.
The rest of this paper is organized as follows. Preliminaries of network calculus theory are provided in Sections 2. The hybrid scheduling model is proposed in Section 3 and its performance analysis is given in Section 4. Numerical analysis results are provided in Section 5. We draw conclusions and discuss possible future work in Section 6.
PRELIMINARIES
In this section, we briefly present the main definitions and notations in Network Calculus that will be used in the rest of the paper. The theory of network calculus was created by Chang [17] and Cruz [18] and then extended by others (e.g. [19, 20, 6] ). The following definitions will be needed in dealing with the multi-priority of traffic flows.
we say that F is wide-sense increasing sequences. 
Definition 3. (Arrival Curve). Given a wide-sense increasing function α defined for t ≥ 0, we say that a flow R is constrained by α if and only if for all s ≤ t such that R(t) − R(s) ≤ α(t − s). We say that R has α as an arrival curve, or also that R is α-smooth.
Since the arrival curve is often regulated by the leaky buckets function, we will use affine arrival curves γ r,b , defined by: γ r,b (t) = rt + b for t > 0 and 0 otherwise. Parameters b and r are called the burst tolerance and rate. Note that the leaky buckets function herein is used for illustration, other arrival curves can be employed for performance analysis below in a similar way.
Definition 4. (Service Curve). Consider a system S and a flow through S with input and output function R and R * . We say that S offers to the flow a service curve β if and only if β is wide sense increasing, β(0) = 0 and R * ≥ R ⊗ β.
The service curve that a system offers to a flow gives the lower bound of the service capacity that the system guarantees to the flow. Since a service curve is given as a function of time that is defined by the relationship between arrival and departure traffic of a flow at the system, it is agnostic to system implementations; thus providing a general approach to characterizing the service capability of any system. Assume a flow constrained by the arrival curve α, traverses a system that offers a service curve β, then Definition 5. (Delay Bound). The delay bound P (t) is expressed as 
HYBRID SCHEDULING MODEL
We propose a hybrid scheduling model for multimedia flows in SDN, which combines the PGPS algorithm and the preemptive priority queueing algorithm. We also use the leaky bucket to shape the traffic, ensuring that the low-priority data also has an upper bounded determined performance, and avoiding the starvation phenomenon.
The scheme of hybrid scheduling is depicted in Figure 1 , and the frequently used notations associated with the network calculus are shown in Table 1 . There are n different types of priorities and for each priority level there are hi flows with the same level of priority. This configuration is used to differentiate the heterogeneous flows in SDN and to improve the QoS for multimedia flow communications.
When data flows arrive at a node, they will be classified by their priorities first. Preemptive scheduling is applied to high-priority flows to meet their real-time transmission requirements, and PGPS is applied to the flows within the same rank of priority to ensure the fairness. Thus, both service distinctions and service fairness are handled in the hybrid scheduling model.
END-TO-END PERFORMANCE ANALY-SIS
We now turn our attention to the performance analysis of the proposed hybrid scheduling model. We use the network calculus theory to quantitatively analyze the end-to-end communication performances of data of different types in the mode, with a focus on the worst-case scenario of delay upper bound and backlog upper bound. As shown in Figure 1 , there are n prioritized queues in the system with 1 being the highest priority and n the lowest. When a flow arrives at the queue and cannot be immediately serviced, we assume that this flow will be saved in sufficiently-larger buffers so that no packets will be dropped. Also, we assume that all services will be conducted at rate r. Our discussion of the end-to-end deterministic performance analysis is split into two cases: single-hop and multi-hop. The m-th data flow with priority i αi,m
Service Curve
Arrival curve of the m-th data flow with priority i ri,m Rate of the m-th data flow with priority i bi,m Burst of the m-th data flow with priority i β(t)
The
Backlog bound of the m-th data flow with priority i
The following theorem presents the service curve.
Theorem 1. Suppose that data flow fi,m is the m-th data flow with priority i, and fi,m is constrained by the arrival curve αi,m(t) = ri,mt + bi,m , 1 ≤ i ≤ n and 1 ≤ m ≤ hi. Also, assume that the total service curve is β(t) = r[t − 0] + . Then, the service curve βR i,m ,T i,m (t) for fi,m is
where Ri,m = wi,m·
r j,l , and
Proof. Let si be the time that priority i data flow start to backlog, (si, t] be the busy period. Thus the node output over this period of time is r(t − si). With the preemptive scheduling, data in the highest priority queue will be serviced first, and when a higher priority data flow arrives, the service for low priority data will be interrupted immediately and the service will be transferred to the higher priority data. As a result, starting from si, the data with priority i will have to wait, at most, for all higher-priority services to finish. Therefore we have
where R * i (t) and Rj(t) denote the output accumulation function of the flow with priority i and input accumulation function of the flow with priority j over the time interval [0, t], respectively. We also have Combining equation (5) and inequality (6) give us the following
where
The service curve of data flow with priority i would be Ki(t− si), if Ki(t − si) is a wide-sense increasing function. Hence, we can represent the service curve as a rate-latency function
As a fair service scheduling algorithm for heterogeneous flows, PGPS primarily simulates the ideal GPS scheduling algorithm and operates in a similar manner with GPS. In other words, when the data flows arrive, PGPS will schedule them in the same way as GPS does. By comparing the sending time of PGPS and of GPS, we can find that the sending rate of PGPS may be slower than that of GPS, with one data packet being delayed at most whose maximum size is Li,max [6] . Since we have obtained that the minimum service rate for priority flows is R i,m , the finishing time for PGPS is at most the finishing time of GPS plus
. It can be seen in Figure 2 that when the sending time of PGPS is later than the sending time of GPS, the cumulative function of PGPS would be at most Li,m,max packets less than that of GPS. Considering that the slowest service rate for data flow
w i,k [13] , which is the same as that for GPS, we can see that the delay function under the worst circumstance is
In summary, the minimum service rate of data flow fi,m is Ri,m and the latency is Ti,m
Hence the service curve of data flow fi,m is βR i,m ,T i,m (t) = Ri,m[t − Ti,m] + . This completes the proof.
Performance Bounds
Using the service curves obtained in the previous section, we can derive the delay upper bound and the backlog upper bound. To this end, we assume that the arrival rate and the service rate satisfy the constraint
ri,m ≤ r which is depicted in Figure 3 , where Figure 3(a) shows the case where the constraint is satisfied, and Figure 3(b) shows the case where constraint is not satisfied. Clearly, it can be seen from Figure 3 that performance upper bound exists if and only if the constraint is satisfied (otherwise the upper bound will be infinity).
Theorem 2. The delay upper bound of data flow fi,m, in the case of single-hop, is given as follows:
Proof. By Theorem 1, we know that the delay upper bound is the horizontal deviation between the arrival curve αi,m(t) = ri,mt + bi,m and the service curve βR i,m ,T i,m (t). Thus,
This completes the proof.
Theorem 3. The backlog upper bound of data flow fi,m , in the case of single-hop, is given as follows:
Proof. By Theorem 2, we know that the backlog upper bound is the vertical deviation between the arrival curve αi,m(t) = ri,mt + bi,m and the service curve βR i,m ,T i,m (t) . Thus,
NUMERICAL RESULTS
In the previous section, we obtained the service curve for the single-hop case, and proved that the end-to-end delay upper bound and backlog upper bound, respectively. In this section, we evaluate those performance bounds and discuss various aspects that may impact these performance bounds through numerical experiments. This allows us to have an in-depth understanding for the data delivery performance of our model. In these numerical experiments, we assume that there are three data flows, f1,1, f1,2, and f2,1. f2,1 has higher priority than that of f1,1 and of f1,2. Also, according to [21] , we assume that the maximum size of packet of a data flow is 1500 byte, and the burst data transfer parameter is 1.1Mb. In PGPS, w i,k of data flows are 0.3, 0.2, and 0.5. Note that preemptive scheme is used in the proposed hybrid scheduling model, and that lower-priority flows can be served only if there are no higher-priority flows being present, thus w1,1 and w1,2 are proportionally increased to 0.6 and 0.4 in our model.
Figures 5(a) and 5(b) show the impact of the arrival rate and the service rate of f2,1 on the end-to-end delay upper bounds in single-hop case. Figure 5 (c) shows the delay upper bounds in hybrid scheduling and in PGPS under different service rates. We can see, in Figure 5 , that the end-to-end delay upper bound of high-priority data flows is lower than that of low-priority data flows. This means that flows with high-priority have better delay guarantee than flows with low-priority. Specifically, Figure 5 (a) suggests that as the arrival rate of high-priority flows increases, the delay upper bounds of low-priority flows also increase, and with a growing rate. Figure 5(b) suggests that when the arrival rates of flows are fixed, the delay upper bounds of all flows decrease as the service rate increases, with the low-priority flows being affected the most; however, the decreasing rate gets consistently smaller as the service rate gets larger. Figure 5 (c) depicts the comparison of delay upper bounds between PG-PS and our model. As shown in this figure, the delay upper bounds of all flows in our model are less than that of PG-PS, with f2,1 being especially notable when the service rate is relatively small. This situation indicates that our hybrid scheduling model can provide better service guarantee to real-time data transmission.
Figures 6(a) and 6(b) respectively illustrate how the backlog upper bounds of flows are affected by arrival rate of f2,1 and the service rate of node in single-hop case. Figure 6 (c) compares the backlog upper bounds of flows in our model with that in PGPS, with respect to changes in the service rate. Obviously, we can see in these figures that the backlog upper bounds of high-priority flows are lower than that of low-priority flows. More specifically, Figure 6 (a) indicates that the arrival rate of f2,1 has significant impact on the backlog upper bounds of data flows with lower priorities in that the backlog upper bounds increase as the arrival rate of f2,1 increases. Figure 6 (b) shows a similar situation to that the delay upper bounds discussed earlier in the sense that the backlog upper bound of all flows decrease as the service rate increases. Also, this impact becomes more obvious when the sum of all arrival rates is close to the service rate. Figure 6 (c) clearly shows that the backlog upper bounds of all flows in our model are lower than that of PGPS, suggesting that our model is superior to PGPS. Interestingly, note that in PGPS the backlog upper bound of f2,1 is higher than that of the other two flows, and this is because f2,1 has a higher arrival rate than the other two flows. This fact evidently shows that the arrival rate of a flow will have an impact on its backlog upper bound.
Summarizing discussions in this section, we see that arrival rate and service rate both have a substantial impact on flows aŕ deterministic performance upper bound. The delay upper bound and backlog upper bound of low priority flows depend not only on the service rate but also on the arrival rate of higher priority flows. Under the same setting, flows with high priority perform clearly better than flows with low priority. Moreover, the delay upper bounds and backlog upper bounds of data flows exhibited in our hybrid scheduling model are lower than that in PGPS, in both single-hop and multi-hop cases.
CONCLUSIONS
To deal with the issue of real-time transmissions of data flows and the fairness of scheduling of data flows of the same priority in SDN, we proposed a hybrid scheduling model which combines the essence of PGPS and preemptive scheduling. Using the theory of Network Calculus, we established an end-to-end deterministic performance analysis for the proposed hybrid scheduling model in single-hop and multi-hop cases, which include service curve, delay, and backlog. Our analysis indicates that the hybrid model can provide deterministic guaranteed QoS for heterogeneous flows.
We further evaluated the model through numerical experiment case studies. The evaluation result demonstrated that our hybrid scheduling model is superior to PGPS in terms of both delay upper bound and backlog upper bound. We plan to, as future work, further the study of the multi-hop case and the hybrid scheduling model to deliver improved QoS guarantees for various types of data transmissions.
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