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ABSTRAK 
 
Bursa saham merupakan area bisnis yang menjanjikan. 
Potensi untuk memperoleh return yang tinggi dalam waktu 
yang cukup singkat menjadi salah satu daya tarik sendiri dari 
bisnis ini. Prediksi terhadap harga saham menjadi hal yang 
sangat menarik dan menantang bagi kalangan peneliti dan 
akademisi, dimana meskipun pergerakannya sangat acak dan 
kompleks, belakangan ditemukan bahwa harga saham dapat 
diprediksi dengan derajat akurasi tertentu. Prediksi yang 
benar-benar akurat akan membantu para pelaku bisnis dalam 
mengambil keputusan terkait pembelian atau penjualan saham 
yang dimilikinya. 
Banyak metode yang sudah dikembangkan oleh peneliti-
peneliti terdahulu, diantaranya adalah metode yang berbasis 
neural netowrk dan support vector machine (SVM). Metode 
berbasis SVM terbukti memiliki performa yang lebih baik 
daripada metode pendahulunya, namun metode SVM saja 
dinilai belum cukup dalam melakukan prediksi harga saham 
secara akurat dan kontinyu. 
Selain itu, untuk melakukan prediksi harga saham, banyak 
variabel yang diperhitungkan. Diantara variabel tersebut 
dapat mempengaruhi pergerakan harga saham, namun disisi 
lain jumlah variabel yang terlalu banyak akan mengurangi 
kualitas prediksi yang dihasilkan. 
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Penelitian ini akan menerapkan metode gabungan (hybrid) 
antara Principal Component Analysis (PCA) dan SVM untuk 
melakukan prediksi harga saham. PCA digunakan untuk 
menentukan variabel atau fitur yang paling sesuai untuk 
digunakan sebagai masukan dalam melakukan prediksi. 
Penelitian dikhususkan pada harga saham di Indonesia yang 
memiliki daya tarik investasi cukup tinggi dari negara lainnya 
dalam kawasan regional.  
Dari proses prediksi yang telah dilakukan, didapatkan bahwa 
metode hybrid PCA-SVM memiliki performa yang paling baik 
baik dari segi akurasi klasifikasi dan perolehan keuntungan 
berdasarkan proses simulasi jual-beli saham jika 
dibandingkan dengan dua metode lainnya (SVM dan Neural 
Network). Dengan hasil ini diharapkan mampu memberikan 
masukan terhadap peneliti, investor dan pelaku bisnis dalam 
penelitian dan proses bisnis bursa saham kedepannya. 
 
Kata Kunci : bursa saham, prediksi, principal component 
analysis, support vector machine 
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ABSTRACT 
 
Stock market is a promising business area. The high potential 
of getting high profit in quite short time makes this business 
more interesting. Stock price prediction lately getting attention 
from researchers and students because its natural random and 
complex behaviour is challenging. Lately it is known that stock 
prices can be predicted with some accuration degree. A very 
accurate prediction can help the business actors to take 
appropriate decision about buying or selling stocks. 
Many methods was developed by researchers before, just like 
neural network and support vector machine (SVM). SVM 
based metods have higher and better performance from its 
ancestor, but SVM only isn’t good enough for predicting the 
stock prices accurately and continuitely. 
In the other hand, many variables is used for predicting stock 
prices. These variables can impact the behaviour of stock 
prices movement, but too many variables used can decrease 
the quality of prediction result. 
This research will apply a hybrid method using Principal 
Component Analysis (PCA) and SVM to predict stock price in 
Indonesia. PCA used for feature selection method in order to 
select the most apropriate input for prediction process. This 
  
xiv 
research focused on Indonesian stock price which is more 
interesting than other country in regional area.  
After the prediction proses is done, we get the result that 
hybrid method PCA-SVM have the best performance 
(classification accuracy and profit generated from simulation 
process) than the other 2 methods (SVM and Neural Network). 
With this result, hopefully researchers, investors, and business 
actors get some input and knowledge for future research 
and/or better decision making in stock market business 
process. 
 
Keyword : stock market, prediction, principal component 
analysis, support vector machine 
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 BAB I  
PENDAHULUAN 
Pada bagian pendahuluan akan dibahas mengenai latar 
belakang, perumusan masalah, batasan, tujuan, dan manfaat 
Tugas Akhir. 
1.1 Latar Belakang 
Stock market atau bursa saham adalah salah satu area bisnis 
yang menjanjikan. Perdagangan saham memiliki daya tarik 
yang besar karena adanya potensi untuk menghasilkan return 
yang sangat tinggi dari uang yang diinvestasikan dalam waktu 
yang cukup singkat [1]. Proses bisnis dalam bursa saham 
berjalan diantara pialang yang melakukan transaksi jual/beli 
saham. Biasanya pembelian saham dilakukan dengan melihat 
prospek perusahaan kedepannya. Sebelum membeli saham, 
para pelaku bisnis ini pada umumnya melakukan analisis 
dengan melihat grafik harga saham untuk menentukan apakah 
sebaiknya membeli sekarang, atau menunggu beberapa hari 
kedepan. 
Bursa saham merupakan suatu sistem yang kompleks karena 
banyaknya faktor yang mempengaruhi pergerakan harga 
saham [2]. Pergerakan harga saham pada studi terdahulu 
sering dianggap sebagai pergerakan yang acak (random). 
Namun menurut studi yang dilakukan oleh Black & Mcmillan 
[3] pergerakan harga saham tidak sepenuhnya random, tetapi 
kompleksitasnya sangat tinggi dan berubah-ubah. Belakangan 
ditemukan bahwa pergerakan harga saham kedepannya 
memungkinkan untuk diprediksi dengan derajat akurasi 
tertentu [4]. Dengan adanya kemungkinan dalam memprediksi 
pergerakan harga saham ini, pelaku bisnis akan terbantu dalam 
melakukan analisis sebelum melakukan transaksi jual/beli 
saham. Namun dalam prakteknya, prediksi terhadap harga 
saham tidaklah mudah. Hal ini kemudian menjadi suatu 
tantangan yang menarik bagi peneliti dan akademisi. 
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Beberapa metode sudah dikembangkan dalam membantu 
memprediksi pergerakan saham di masa depan. Untuk 
melakukan prediksi pergerakan saham, salah satunya bisa 
digunakan metode artificial neural network (ANN). ANN 
banyak digunakan dalam simulasi pada potential market 
transaction mechanism [5]. Metode ANN yang berbasis pada 
penggunaan neural network merupakan metode yang paling 
banyak digunakan dalam melakukan prediksi atau peramalan 
pada harga saham. Metode ini pada awalnya diajukan sebagai 
alternatif dalam pemecahan masalah ekonomi yang cukup 
kompleks dimana model-model tradisional tidak dapat 
menanganinya. ANN dapat mengidentifikasi dan mempelajari 
pola yang berkorelasi antara set data yang diinputkan dengan 
nilai target yang diinginkan. Hanya saja, sebelum bisa 
melakukan prediksi diperlukan training terlebih dahulu 
sebagai learning process dari metode ANN itu sendiri [6]. 
Setelah cukup lama digunakan dalam peramalan harga saham, 
Nair, Mohandas, & Sakthivel [1] mencoba membandingkan 
ANN dengan metode hybrid dengan basis SVM yang mereka 
ajukan dalam penelitiannya. Dari penelitian mereka, ternyata 
akurasi prediksi metode berbasis SVM jauh lebih baik dari 
metode berbasis ANN. SVM adalah metode yang paling baru 
dengan performa yang paling baik terutama dalam simulasi 
potensi transaksi dalam pasar jika dibandingkan metode 
lainnya. Ada beberapa kelebihan SVM jika dibandingkan 
dengan ANN, diantaranya adalah solusi yang dihasilkan SVM 
bersifat global dan unik serta memiliki interpretasi geometrik 
yang sederhana. Tidak seperti ANN, kompleksitas 
komputasional SVM tidak terlalu bergantung pada dimensi 
dari ruang input [7]. Namun dalam perkembangannya, ternyata 
metode SVM saja tidak cukup untuk melakukan prediksi 
pergerakan bursa saham secara kontinyu [2]. Dengan kata lain, 
metode yang tepat dan menghasilkan prediksi dengan akurasi 
yang tinggi untuk periode saat ini belum tentu memiliki 
akurasi yang sama baiknya pada periode mendatang. 
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Dalam melakukan peramalan harga saham, khususnya dengan 
menggunakan SVM, ada beberapa indikator teknikal (contoh: 
Money Flow Index, %K Indicator, Chaikin Oscillator, dan 
lain-lain) yang dapat digunakan sebagai fitur atau variabel 
tambahan dalam input yang digunakan. Jika semua variabel 
tersebut digunakan sebagai input dari training data set, maka 
akan menghasilkan keluaran yang kurang efisien bahkan dapat 
mengurangi kualitas dari prediksi yang dihasilkan [8]. Untuk 
mengatasi hal tersebut, ada beberapa metode yang telah 
dikembangkan diantaranya adalah Genetic Algorithm (GA), 
Principal Component Analysis (PCA), dan Sequential 
Forward Selection (SFS). Berdasarkan studi yang dilakukan 
oleh  He, Fataliyev, & Wang [9], PCA merupakan metode 
yang paling reliabel dengan catatan dimensi data atau variabel 
yang digunakan tidak terlalu banyak. 
Di indonesia sendiri, seperti tercantum di website resmi Bursa 
Efek Indonesia [19] menyebutkan bahwa pertumbuhan pasar 
modal di indonesia cukup atraktif setiap tahunnya. Hal ini 
menarik minat berbagai investor di dalam dan luar negeri. 
Salah satu faktor yang menarik minat investor adalah 
tingginya potensi return atau keuntungan yang dihasilkan jika 
dibandingkan bursa negara lain dalam kawasan regional. 
Dengan tingginya potensi tersebut, prediksi terhadap harga 
saham sangat diperlukan dengan tujuan mendapatkan 
keuntungan sebesar mungkin.  
Berdasarkan latar belakang tersebut dengan mengadopsi 
metode hybrid gabungan dari PCA-SVM untuk memprediksi 
pergerakan bursa saham di indonesia, diharapkan dapat 
membantu para investor dan pelaku bisnis dalam bursa saham 
dalam mengambil keputusan bisnis. Penelitian ini juga bisa 
menjadi referensi dalam melakukan analisis saham perusahaan 
tertentu untuk melihat prospek perusahaan kedepannya, 
sehingga pelaku bisnis bisa mengambil keputusan bisnis yang 
paling optimal. 
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1.2 Rumusan permasalahan 
Berdasarkan latar belakang diatas, permasalahan yang 
diangkat dalam penelitian ini adalah sebagai berikut: 
1. Diantara fitur atau variabel yang dibentuk 
berdasarkan indikator teknikal yang digunakan, 
indikator apa saja yang memiliki kontribusi paling 
besar dalam membantu peningkatan akurasi hasil 
prediksi harga saham di Indonesia? 
2. Model prediksi seperti apa yang paling sesuai dengan 
kondisi harga saham di Indonesia dengan 
memperhatikan beberapa faktor yang berpengaruh 
sehingga didapatkan akurasi yang paling baik? 
1.3 Batasan Permasalahan 
Batasan dalam penelitian Tugas Akhir ini adalah, 
penelitian dilakukan dengan menggunakan data harga 
saham di Indonesia yang diperoleh melalui situs bursa 
saham internasional, Yahoo Finance.  
Data harga saham yang digunakan adalah harga saham 
Index Harga Saham Gabungan (IHSG) dengan 
pertimbangan IHSG merupakan index yang 
perhitungannya melibatkan semua perusahaan yang 
terlibat di bursa dan tercatat di Bursa Efek Indonesia, 
sehingga diharapkan IHSG dapat mewakili pergerakan 
harga saham di Indonesia.  
Penelitian ini tidak melakukan pengembangan sistem 
pakar, namun hanya mengadopsi algoritma atau alur 
kerja dari sistem pakar.  
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Indikator-indikator teknikal yang digunakan sebagai 
fitur/variabel tambahan dalam penelitian ini adalah 25 
days Moving Average, 65 days Moving Average, 25 days 
Exponential Moving Average, Alexander’s Filter, Relative 
Strength, Relative Strength Index, Money Flow Index, %B 
Indicator, 10 days Volatility, 30 days Volatility, Chaikin 
Oscillator, Moving Average Convergence-Divergence, %K 
Indicator, Accumulation and Distribution Oscillator, Williams 
%R Indicator 
1.4 Tujuan 
Tujuan dari penelitian Tugas Akhir ini adalah untuk: 
1. Mendapatkan model prediksi serta melakukan 
prediksi harga saham di Indonesia dengan 
menggunakan metode hybrid PCA-SVM.  
2. Mengetahui fitur/variabel yang paling sesuai untuk 
digunakan dalam membantu meningkatkan akurasi 
hasil prediksi harga saham di Indonesia. 
3. Mengetahui performa metode hybrid PCA-SVM jika 
dibandingkan dengan metode lainnya dalam 
melakukan prediksi harga saham di Indonesia. 
1.5 Manfaat 
Tugas akhir  ini diharapkan dapat memberikan manfaat 
antara lain: 
1. Memudahkan investor dan pelaku bisnis saham di 
Indonesia dalam mengambil keputusan dengan 
melakukan prediksi yang akurat terhadap harga 
saham di Indonesia. 
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2. Mengetahui performa metode hybrid PCA-SVM 
dalam prediksi harga saham sehingga dapat menjadi 
masukan untuk penelitian-penelitian selanjutnya. 
 
 
 
1.6 Sistematika Penulisan 
Sistematika penulisan buku tugas akhir ini dibagi dalam bab 
sebagai berikut: 
BAB I PENDAHULUAN 
Pada babini akan dibahas mengenai latar belakang, perumusan 
masalah, batasan, tujuan, manfaat Tugas Akhir, dan 
sistematika penulisan. 
BAB II TINJAUAN PUSTAKA  
Pada bab ini akan dibahas mengenai tinjauan pustaka dan 
teori-teori yang mendukung dalam pengerjaan tugas akhir. 
Teori-teori tersebut antara lain mengenai Support Vector 
Machine (SVM), Principal Component Analysis (PCA), serta 
bursa saham di Indonesia. 
BAB III METODE PENGERJAAN TUGAS AKHIR 
Pada bab ini akan dibahas mengenai langkah-langkah yang 
dilakukan oleh penulis dalam mengerjakan Tugas Akhir ini. 
Kegiatan atau proses akan dilambangkan dalam suatu konsep 
alur kerja yang terstruktur dengan menampilkan masukan dan 
keluaran dari masing-masing kegiatan atau proses yang 
dilakukan. 
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BAB IV PERANCANGAN 
Pada bab ini dijelaskan mengenai perancangan pengambilan 
data dan implementasi algoritma hybrid yand diajukan oleh 
penulis. Dalam bab ini juga akan dibahas bagaimana penelitian 
akan dilakukan, subjek dan objek penelitian serta srategi 
pelaksanaannya. 
 
BAB V IMPLEMENTASI 
Pada bab ini akan dilakukan eksekusi dari perancangan 
penelitian yang telah ditentukan sebelumnya. Selain itu juga 
dibahas hambatan dan rintangan selama proses pelaksanaan 
penelitian berlangsung. 
BAB VI HASIL DAN PEMBAHASAN 
Pada bab ini penulis akan menampilkan hasil dari penelitian 
yang telah dilakukan. Selain itu pada bab ini juga dilakukan 
analisis dan evaluasi dari data yang dihasilkan. 
BAB VII KESIMPULAN DAN SARAN 
Bab penutup ini berisi kesimpulan yang diperoleh dari hasil 
pengerjaan Tugas Akhir dan rekomendasi serta saran untuk 
pengembangan penelitian yang dilakukan dalam tugas akhir 
ini. 
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Halaman ini sengaja dikosongkan  
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 BAB II 
TINJAUAN PUSTAKA 
2.1 Uraian Permasalahan 
Bursa saham merupakan suatu area bisnis yang cukup 
menjanjikan dan memiliki daya tarik tersendiri karena 
memberikan potensi keuntungan yang cukup besar. Dalam 
melakukan jual beli saham, prediksi terhadap nilai dari saham 
di masa mendatang perannya sangat krusial bagi pelaku bisnis 
untuk menentukan keputusan beli, jual, atau hold saham yang 
dimiliki. Dengan prediksi yang akurat, keuntungan yang 
diperoleh bisa meningkat secara signifikan.  
Disisi lain, melakukan prediksi harga saham tidaklah mudah 
karena pergerakannya yang sangat kompleks dan dipengaruhi 
oleh banyak faktor seperti moving average (MA), moving 
average convergence and divergence (MACD), psychological 
line (PSY), relative strength index (RSI), dan lain-lain. SVM 
hadir sebagai salah satu metode dalam melakukan prediksi 
harga saham dengan performa yang cukup baik. Namun SVM 
saja tidak cukup untuk melakukan prediksi harga saham secara 
kontinyu, diperlukan suatu optimasi input yang akan 
digunakan dalam melakukan prediksi menggunakan SVM. 
Input yang diperlukan SVM adalah data harga saham dan 
beberapa faktor yang mempengaruhi pergerakannya. Namun 
jika semua faktor dimasukkan sebagai input, akurasi prediksi 
justru menurun sehingga diperlukan suatu langkah pemilahan 
atau seleksi faktor yang digunakan sebagai input dalam proses 
prediksi. Ada beberapa metode yang ditawarkan salah satunya 
adalah Principal Component Analysis (PCA). PCA merupakan 
metode yang paling reliabel jika dibandingkan dengan metode 
seleksi sejenisnya seperti Genetic Algorithm (GA) dan 
Sequential Forward Selection (SFS). PCA mampu melakukan 
seleksi faktor faktor yang ada dengan melakukan reduksi 
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dimensi pada dataset yang ada sehingga memberikan input 
yang lebih baik untuk proses prediksi. 
Penelitian ini dilakukan dengan menggabungkan PCA dan 
SVM sebagai metode hybrid dalam melakukan prediksi harga 
saham di Indonesia. Dengan mengetahui performa metode 
hybrid PCA-SVM dan perbandingannya dengan metode 
lainnya, diharapkan dapat menjadi masukan bagi pelaku bisnis 
maupun penelitian-penelitian selanjutnya. 
2.2 Support Vector Machine (SVM) 
Support Vector Machine (SVM) adalah salah satu teknik 
machine learning yang paling populer [7]. SVM termasuk 
golongan model linear yang digeneralisasi, dimana metode ini 
menggunakan klasifikasi atau regresi untuk menghasilkan 
keputusan dengan berdasarkan pada kombinasi linear dari 
variabel-variabel yang diinputkan. 
Dengan menggunakan data historical dan algoritma 
pembelajaran, SVM membentuk sebuah fungsi matematis 
untuk melakukan mapping terhadap variabel inputan untuk 
output yang diinginkan, baik itu berupa klasifikasi ataupun 
regresi untuk melakukan prediksi. 
Menurut [2], pengerjaan dengan menggunakan SVM dibagi 
menjadi 3 yaitu: 
a. linear separation 
konsep utamanya adalah dengan melakukan transfer mapping 
kernel ruang input menjadi high dimension feature space 
sebelum dilakukan klasifikasi ulang. Untuk memulainya, SVM 
memilih beberapa support vector dari data training untuk 
merepresentasikan keseluruhan data. 
Jika dijelaskan secara metematis dalam kasus harga saham, 
misalkan ada training data: (𝑥1, 𝑥2), … , (𝑥𝑝, 𝑥𝑝), dimana 𝑥𝑖 ∈
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𝑅𝑛, 𝑦𝑖 ∈ {1,−1}, p adalah jumlah data dan n adalah dimensi 
dari variabel-variabel yang mempengaruhi harga saham. 
Ketika y sama dengan 1, harga saham mengalami kenaikan. 
Sebaliknya, saat y sama dengan -1 maka harga saham 
mengalami penurunan. Dalam analisis linear, sebuah 
hyperplane atau garis pemisah,  (𝑤. 𝑥) + 𝑏 = 0 yang paling 
optimal dapat benar-benar memisahkan data training menjadi 
dua kondisi dimana w merupakan weight vector dan b 
merupakan bias. 
(𝑤. 𝑥) + 𝑏 ≥ 1 →  𝑦𝑖 = +1    (1) 
(𝑤. 𝑥) + 𝑏 ≤ −1 →  𝑦𝑖 = −1    (2) 
Dengan melakukan perkalian antara masing-masing 
persamaan (1) dan (2) dengan 𝑦𝑖, akan dihasilkan: 
𝑦𝑖(𝑤. 𝑥 + 𝑏) ≥ 1, ∀𝑖     (3) 
Untuk SVM, menemukan optimal hyperplane dilakukan untuk 
menyelesaikan permasalahan optimasi berikut: 
min
𝑤,𝑏
1
2
‖𝑊‖2      (4) 
Batasan: 
𝑦𝑖(𝑤. 𝑥 + 𝑏) ≥ 1  
Dalam kasus linear separation, rumus Lagrange dapat 
digunakan untuk menemukan solusinya, dimana ∝  adalah 
pengali Lagrange. 
𝐿(𝑤, 𝑏, 𝛼) =  
1
2
 ‖𝑊‖2 − ∑ 𝛼𝑖[𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) − 1]
𝑝
𝑖=1  (5) 
Dengan melakukan diferensiasi pada w dan b, maka dihasilkan 
rumus berikut ini: 
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𝜕
𝜕𝑤
𝐿𝑃 = 0, 𝑤 = ∑ 𝛼𝑖
𝑚
𝑖=1 𝑦𝑖𝑥𝑖   (6) 
𝜕
𝜕𝑏
𝐿𝑝 = 0, ∑ 𝛼𝑖
𝑚
𝑖=1 𝑦𝑖 = 0    (7) 
Dalam analisis linear, dengan menghubungkan persamaan (6) 
dan (7) dengan persamaan (5), permasalahan awal bisa 
dianggap dual problem. Untuk mendapatkan solusi optimal, 
pendekatannya adalah: 
max𝑊(𝛼) = ∑ 𝛼𝑖𝑝𝑖=1 − ∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑥𝑖
𝑇𝑥𝑗
𝑝
𝑗=1
𝑝
𝑖=1  (8) 
Batasan: 
∑ 𝛼𝑖
𝑝
𝑖=1 𝑦𝑖 = 0, 𝛼𝑖 > 0, 𝑖 = 1,2, … , 𝑝  
Sehingga diperoleh rumus klasifikasi untuk melakukan 
prediksi harga saham untuk satu hari kedepan sebagai berikut: 
𝑓(𝑥) = 𝑆𝑖𝑔𝑛(∑ 𝑦𝑖
𝑝
𝑖=1 𝛼𝑖(𝑥. 𝑥𝑖) + 𝑦𝑖 − 𝑤. 𝑥𝑖)  (9) 
 
b. Linear separation for nonseparable data 
Dalam banyak kasus, terkadang data tidak dapat dipisahkan 
dengan menggunakan pemisah linear. Namun, hyperplane 
dengan tingkat error yang paling minimum dapat dicari. 
Sehingga nantinya akan ada variabel slack non-negatif 𝜉𝑖 , 𝑖 =
1,… ,𝑚. Sehingga didapatkan persamaan dibawah ini: 
(𝑤. 𝑥) + 𝑏 ≥ 1 − 𝜉𝑖 → 𝑦𝑖 = +1   (10) 
(𝑤. 𝑥) + 𝑏 ≤ −1 + 𝜉𝑖 → 𝑦𝑖 = −1    (11) 
13 
 
 
Untuk menemukan hyperplane dan meminimasi error yang 
dihasilkan, fungsi tujuan dari permasalahannya adalah sebagai 
berikut: 
min
𝑤,𝑏.𝜉𝑖
1
2
‖𝑊‖2 + 𝐶 ∑ 𝜉𝑖
𝑝
𝑖=1     (12) 
Batasan: 
𝑦𝑖(𝑤. 𝑥 + 𝑏) ≥ 1 − 𝜉, 𝜉 ≥ 0, 𝑖 = 1,… , 𝑝  
Dalam kasus optimasi untuk data yang nonseparable, rumus 
Lagrange juga dapat digunakan dalam menemukan solusi 
yang paling optimal.  
max𝑊(𝛼) = ∑ 𝛼𝑖𝑝𝑖=1 − ∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑥𝑖
𝑇𝑥𝑗
𝑝
𝑗=1
𝑝
𝑖=1    (13) 
Dimana ∝ merupakan pengali Lagrange. 
Batasan: 
∑ 𝛼𝑖
𝑝
𝑖=1 𝑦𝑖 = 0, 0 ≤ 𝛼𝑖 ≤ 𝐶, 𝑖 = 1,2, … , 𝑝  
Selanjutnya, untuk rumus klasifikasi dalam melakukan 
prediksi harga saham untuk satu hari kedepan digunakan 
rumus yang sama pada rumus (9). 
c. Non-linear separation 
Untuk kasus pemisahan non-linear digunakan fungsi mapping 
𝜙, yang biasa disebut dengan fungsi kernel. Fungsi ini dapat 
melakukan mapping ruang input dari data training menjadi 
dimensi yang lebih tinggi. 
(𝜙(𝑥𝑖)𝜙(𝑥𝑗)) ∶= 𝑘(𝑥𝑖 , 𝑥𝑗)    (14) 
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Dalam pemisahan nonlinear, rumus Lagrange juga dapat 
digunakan untuk menemukan solusi. 
 
max𝑊(𝛼) = ∑ 𝛼𝑖𝑝𝑖=1 − ∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑘(𝑥𝑖𝑥𝑗)
𝑝
𝑗=1
𝑝
𝑖=1    (15) 
Fungsi apapun yang dapat memenuhi Mercer’s condition 
dapat digunakan sebagai fungsi kernel. Diadopsi fungsi kernel 
Radial berikut sebagai fungsi kernel untuk SVM [10]. 
𝑘(𝑥𝑖 , 𝑥𝑗) = exp (−
1
10
‖𝑥𝑖 − 𝑥𝑗‖
2
   (16) 
Gambar 2.1 dibawah ini menunjukkan contoh pemisahan 
nonlinear dua kelas data. Namun jika pemilihan parameternya 
salah, maka akan dihasilkan pemisahan yang kurang optimal 
seperti terlihat padaGambar 2.2.  
(Sumber: http://onlinesvr.altervista.org/Theory/Theory%20-%2001%20-
%20Introduction.htm) 
Gambar 2.1 Pemisahan dengan kernel 
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Gambar 2.2 Pemisahan dengan kernel 2 
 (Sumber: http://onlinesvr.altervista.org/Theory/Theory%20-%2001%20-
%20Introduction.htm) 
2.2.1 Proses Pengembangan SVM [7] 
Karena hasil klasifikasi yang cukup baik daripada teknik 
lainnya, SVM semakin populer untuk memecahkan masalah 
klasifikasi. Meskipun penggunaannya dianggap lebih mudah 
daripada ANN, user yang belum familiar dengan SVM 
biasanya mendapatkan hasil yang kurang memuaskan. 
Sehingga diperlukan langkah-langkah (resep sederhana) dalam 
mengembangkan model prediksi berbasis SVM, diantaranya 
adalah: 
1. Melakukan preprocessing data. 
i. Scrub data 
 Menangani missing values. 
 Menangani nilai-nilai error. 
 Menangani noisy dari data 
ii. Transformasi data 
 Numerisize data 
 Normalisasi data 
2. Mengembangkan model 
i. Memilih tipe kernel (biasanya digunakan RBF). 
ii. Menentukan parameter kernel berdasarkan tipe kernel 
(misalkan tipe RBF, maka harus menentukan C dan 
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𝛾 ). Penentuan parameter inilah yang paling sulit, 
karena tidak ada pilihan yang paling optimal secara 
universal. Sehingga biasanya digunakan cross-
validation atau experimen untuk menentukan nilai 
yang paling pas untuk parameter-parameter tersebut. 
iii. Jika hasil yang diperoleh memuaskan, maka bisa 
dilakukan finalisasi model. Jika tidak, maka bisa 
melakukan penggantian pada tipe kernel dan/atau 
parameter dari kernel yang digunakan untuk 
memperoleh level akurasi yang diinginkan. 
3. Ekstraksi dan deploy model yang dihasilkan. 
2.2.2 Pemilihan Model Kernel 
Ada beberapa tipe kernel yang dapat dipilih dalam 
pengembangan model SVM, diantaranya ada Radial Basis 
Function (RBF), polynomial, dan sigmoid. Pengembangan 
biasanya dilakukan dengan mencoba kernel satu-persatu 
dimana RBF biasnya dicoba pertama kali. 
Dalam kernel RBF, dua parameter harus ditentukan nilainya, 
yaitu 𝐶 𝑑𝑎𝑛 𝛾 dimana sebelumnya tidak diketahui nilai paling 
optimal untuk kedua parameter ini dalam suatu kasus prediksi 
tertentu. Tujuannya adalah untuk menentukan nilai yang baik 
dari kedua parameter tersebut sehingga classifier dapat 
melakukan prediksi secara akurat pada data testing. Dalam 
melakukan optimasi parameter ini dapat dilakukan dengan dua 
cara, yaitu cross-validation dan grid search. 
Teknik cross-validation yang digunakan adalah v-fold cross-
validation dengan membagi data training menjadi v subset 
dengan size yang sama. Secara berurutan, masing-masing 
subset diuji dengan classifier yang telah diuji pada subset v-1. 
Persentase dari data yang diklasifikasikan secara benar 
merupakan akurasi dari cross-validation yang telah dilakukan. 
Teknik ini dapat menghindarkan dari overfitting problem. 
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Rekomendasi lain dalam menangani kasus overfitting problem 
adalah dengan melakukan grid search pada C dan 𝛾 
menggunakan cross validation. Secara mendasar kedua 
parameter dicoba dan satu percobaan dengan hasil akurasi 
cross validation yang paling baik akan diambil. Kemudian dari 
nilai C dan 𝛾 yang didapat dikembangkan secara exponensial 
untuk mengidentifikasi nilai parameter yang baik. 
Contoh: 
𝐶 = (2−5, 2−3, … , 215) 
𝛾 = (2−15, 2−13, … , 23) 
Dari kedua teknik ini, keduanya bekerja baik untuk data 
dengan fitur atau variabel yang sedikit. Untuk data dengan 
fitur yang sangat banyak diperlukan teknik lainnya yang biasa 
disebut teknik-teknik feature selection dimana salah satunya 
adalah PCA. 
2.3 Principal Component Analysis (PCA) 
PCA adalah sebuah teknik statistik untuk mengurangi 
dimensi dari dataset yang banyak menjadi variabel-variabel 
yang saling terhubung [11].  Secara khusus, PCA melakukan 
extraksi faktor-faktor yang memiliki korelasi tinggi dengan 
mempertahankan karakter aslinya. Sehingga pada akhirnya 
didapat variabel yang tidak memiliki korelasi satu sama lain. 
Prosedur PCA pada dasarnya bertujuan untuk 
menyederhanakan variabel yang diamati dengan cara 
menyusutkan (mereduksi) dimensinya. Hal ini dilakukan 
dengan cara menghilangkan korelasi diantara variabel bebas 
melalui transformasi variabel bebas asal ke variabel baru yang 
tidak berkorelasi sama sekali atau yang biasa disebut dengan 
principal component. Setelah beberapa komponen hasil PCA 
yang bebas multikolinearitas diperoleh, maka komponen-
komponen tersebut menjadi variabel bebas baru yang 
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diregresikan atau dianalisis pengaruhnya terhadap variabel tak 
bebas dengan melakukan analisis regresi [12]. 
PCA dapat mengurangi dataset yang sangat besar dengan n 
variabel yang saling berhubungan menjadi dataset yang cukup 
kecil dengan m komponen atau faktor yang tidak berkorelasi 
satu sama lain [13]. 
Proses kalkulasi pada PCA adalah untuk membuat proyeksi 
dari komponen-komponen utama dari data dengan dimensi 
yang tinggi menjadi dimensi yang lebih rendah. Tujuan utama 
adalah untuk menemukan elemen dengan perubahan terbesar 
dan membuang komponen yang perubahannya kecil/sedikit 
sehingga dapat mengurangi waktu komputasi [9].  
Langkah-langkah dalam melakukan PCA adalah: 
1. Menghitung covariance dari matrix S dengan 
menggunakan matrix X sebagai sample. 
2. Menghitung nilai eigenvalue (1, 2, …, N) dan eigenvector 
( 𝑒1, 𝑒2, … , 𝑒𝑁) dari covariance matrix X. Mengurutkan 
eigenvalue dari yang paling tinggi. 
3. Proyeksikan data sample kedalam ruang yang dibentuk 
dari eigenvector, sehingga dihasilkan matrix sample baru. 
Principal Component dapat didefinisikan/diekspresikan  
sebagai berikut [8]: 
{
 
 
 
 𝑌1 = ?⃗?1
𝑇 . ?⃑? =  𝛼11𝑋1 + 𝛼12𝑋2 +⋯+ 𝛼1𝑛𝑋𝑛
𝑌2 = ?⃗?2
𝑇 . ?⃑? =  𝛼21𝑋1 + 𝛼22𝑋2 +⋯+ 𝛼2𝑛𝑋𝑛
……
𝑌𝑛 = ?⃗?𝑛
𝑇 . ?⃑? =  𝛼𝑛1𝑋1 + 𝛼𝑛2𝑋2 +⋯+ 𝛼𝑛𝑛𝑋𝑛
 
Dimana 𝑋𝑖  adalah variabel awal/asli, 𝑌𝑖  adalah principal 
component dan ?⃑?𝑖 adalah vektor koefisien. ?⃑?𝑖 dapat diestimasi 
dengan memaksimalkan variance 𝑉𝑎𝑟(𝑌𝑖)  dengan batasan 
?⃗?𝑖
𝑇 . ?⃑?𝑖 = 1  dan covariance 𝐶𝑜𝑣(𝑌𝑖 , 𝑌𝑗) =  ?⃗?𝑖
𝑇 . ∑ ?⃑?𝑖 = 0, 𝑗 =
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1, 2, … , 𝑖 − 1  dimana ∑ = (𝜎𝑖𝑗)𝑛×𝑛  merupakan covariance 
dari matrix ?⃑?. 
Keuntungan penggunaan PCA dibandingkan metode lain 
diantaranya adalah [12]: 
1. Dapat menghilangkan korelasi secara bersih (korelasi = 0) 
sehingga masalah multikolinearitas dapat benar-benar 
teratasi secara bersih. 
2. Dapat digunakan untuk segala kondisi data/penelitian. 
3. Dapat dipergunakan tanpa mengurangi jumlah variabel 
asal. 
Walaupun metode regresi dengan PCA ini memiliki tingkat 
kesulitan yang tinggi akan tetapi kesimpulan yang diberikan 
lebih akurat dibandingkan dengan penggunaan metode lain. 
 
2.4 Bursa Saham / Pasar Saham 
2.4.1 Pengenalan Pasar Modal dan Saham 
Syarat sebuah Perseroan Terbatas (PT) sesuai dengan 
Undang-Undang No.1 Tahun 1995 adalah memiliki 
sejumlah saham sesuai dengan klasifikasinya. Saham 
sendiri adalah sebuah bukti investasi/kepemilikan 
seseorang dalam usaha perusahaan tersebut. 
saham sesuai klasifikasinya dibagi menjadi 2, yaitu 
saham khusus dan saham biasa. Saham khusus 
memberikan hak khusus kepada pemiliknya dalam hal 
tertentu dalam lingkup perusahaan (misalnya pemegang 
saham khusus akan mendapat pembagian keuntungan 
terlebih dahulu daripada pemegang saham lainnya). 
Saham biasa memberikan hak umum kepada pemiliknya 
dan akan mendapatkan pembagian keuntungan sesuai 
kesepakatan perusahaan. 
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Saham biasa memiliki keuntungan dimana bisa 
dipindahtangankan secara bebas sehingga dapat 
diperjualbelikan dalam suatu wadah yang disebut bursa 
saham [14]. 
2.4.2 Proses Bisnis dalam Bursa Saham 
Saham merupakan sebuah produk atau alat utama dalam 
melakukan transaksi dalam bursa saham. Ada beberapa 
produk turunan yang muncul dari transaksi jual-beli yang 
terjadi, diantaranya adalah: Index, Options, ETF, 
Unitlinked, dan Reskadana [14]. 
Cara berinvestasi dalam bursa saham dibagi menjadi 2, 
yaitu: 
- Membeli kemudian menyimpan saham tersebut untuk 
mendapatkan pembagian keuntungan (deviden). 
- Membeli kemudian menjual kembali saham untuk 
memperoleh keuntungan dari selisih nilai jual dan 
beli (capital gain). 
Seorang investor dapat melakukan transaksi jual-beli 
saham dengan menggunakan perantara yang biasa 
disebut dengan broker saham. Di Indonesia sendiri 
terdapat 117 broker saham yang terdaftar dan memiliki 
ijin untuk melakukan transaksi di lantai bursa. 
Broker saham dibagi menjadi 2 jenis, yaitu broker 
dengan sistem offline atau konvensional dan broker 
online. Investor perlu menghubungi broker melalui 
telepon pada broker konvensional, sedangkan broker 
online menyediakan jaringan antara bursa dan investor 
sehingga investor tidak perlu menghubungi broker 
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terlebih dahulu untuk melakukan transaksi jual-beli 
saham [14]. 
2.4.3 Analisis Harga Saham 
Dalam berbagai literatur, ada 2 pendekatan yang paling 
umum dalam melakukan analisis harga saham, yaitu 
analisis fundamental dan analisis teknikal. 
Dalam analisis fundamental diyakini bahwa setiap saham 
memiliki nilai intrinsik. Jika suatu saham memiliki harga 
yang lebih rendah dari nilai intrinsiknya, maka saham 
tersebut berada dalam kondisi undervalued dimana dalam 
kondisi ini sebaiknya dilakukan pembelian terhadap 
saham tersebut (berlaku juga sebaliknya). Dalam 
melakukan analisis fundamental, proses analisis 
dilakukan dengan melibatkan laporan keuangan 
perusahaan, balance sheets, dan pendapatan perusahaan. 
Selain itu analisis terhadap financial ratios, current ratio, 
return on assets, dan liabilities ratio juga umum dalam 
analisis fundamental. 
Analisis teknikal melakukan analisis terhadap pergerakan 
saham melalui data historikal harga saham dan 
pergerakan volume saham dengan menggunakan grafik 
sebagai alat utama dalam melakukan prediksi pergerakan 
dimasa mendatang. Ada beberapa indikator yang biasa 
digunakan dalam melakukan analisis teknikal diantaranya 
adalah moving average (MA), moving average 
convergence and divergence (MACD), psychological 
line (PSY), relative strength index (RSI), dan lain-lain 
[11]. 
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2.4.4 Indikator Teknikal 
Indikator Teknikal adalah suatu poin data series yang 
diperoleh dengan menerapkan rumus tertentu terhadap nilai 
dari data harga saham. Data harga terdiri dari beberapa 
kombinasi diantaranya open, high, low, close dalam periode 
waktu tertentu dimana beberapa indikator biasanya 
menggunakan nilai close saja [16].  
Dalam beberapa techincal indicator, digunakan berbagai 
macam oscillator. Oscillator adalah sebuah alat analisis teknis 
yang terikat antara dua nilai ekstrim dan dibangun dengan 
hasil dari indikator tren untuk menemukan kondisi overbought 
atau oversold jangka pendek. Nilai oscillator yang mendekati 
nilai ekstrim atas aset tersebut dianggap overbought, dan saat 
mendekati ekstrim rendah dianggap oversold. Oscillator dapat 
memberikan signal sebelum tren terbaru atau reversal terjadi 
2.4.4.1 Moving Average 
Moving average menghaluskan data dari harga saham untuk 
membentuk suatu indikator trend. Moving average tidak dapat 
memprediksi arah dari harga saham kedepannya namun lebih 
mendefinisikan arah saat ini dengan lag tertentu. Kegunaannya 
adalah menghaluskan price action dan memfilter noise. 
2.4.4.2 Exponential Moving Average 
Indikator ini mengurangi lag dari moving average biasa 
dengan menerapkan bobot yang berbeda untuk setiap harga 
saham dari periode yang berbeda dimana harga terbaru 
memiliki bobot yang lebih besar. 
2.4.4.3 Alexander’s Filter 
Indikator ini menunjukkan pertumbuhan atau penurunan 
dari harga saham. Interpretasinya jika pertumbuhannya 
cukup tinggi maka bisa menjadi sinyal untuk membeli 
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saham dan sebaliknya jika penurunan cukup tinggi maka 
menunjukkan sinyal untuk menjual saham. 
2.4.4.4 Relative Strength Index 
Dikembangkan oleh J. Welles Wilder, RSI adalah oscillator 
momentum yang mengukur kecepatan dan perubahan dari 
pergerakan harga saham. RSI berkisar antara 0-100. RSI 
termasuk dalam overbought jika bernilai diatas 70 dan 
oversold dibawah 30. 
2.4.4.5 Money Flow Index 
MFI adalah oscillator yang menggunakan harga dan volume 
penjualan saham untuk mengukur tekanan beli dan tekanan 
jual. Sebagai oscillator momentum yang terikat dengan 
volume, MFI cocok untuk mengidentifikasi pembalikan dan 
kejadian ekstrim dari harga saham dengan berbagai macam 
sinyal. 
2.4.4.6 %B Indicator 
%B mengkuantifikasi harga saham berdasarkan nilai atas 
dan bawah dari Bollinger Band. Ada 6 dasar level 
diantaranya:   
 %B = 1 ketika harga berada di upper band 
 %B = 0 ketika harga berada di lower band  
 %B > 1 ketika harga berada di atas upper band 
 %B < 0 ketika harga berada di bawah lower band 
 %B > .50 ketika harga berada di atas middle band 
(20-day SMA) 
 %B < .50 ketika harga berada di bawah middle 
band (20-day SMA) 
2.4.4.7 Volatility 
Standar deviasi adalah istilah statistik yang mengukur 
besarnya penyimpangan per periode terhadap nilai rata-rata 
keseluruhan. 
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2.4.4.8 Chaikin Oscillator 
Dikembangkan oleh by Marc Chaikin, indikator ini 
menghitung momentum dari indikator AD Line dengan 
menggunakan rumus dari MACD. Karena itu indikator ini juga 
disebut indikator dari indikator. Indikator ini didesain untuk 
mengantisipasi perubahan arah dari AD Line dengan 
menghitung momentum dibalik setiap pergerakan harga 
saham.  
2.4.4.9 Moving Average Convergence-Divergence 
Dikembangkan oleh Gerald Appel, indikator ini merupakan 
salah satu indikator momentum yang paling simpel dan yang 
paling efektif. MACD mengubah dua buah indikator trend-
following (moving average) menjadi oscillator momentum 
dengan membagi moving average dengan jangka waktu lebih 
lama dengan yang lebih singkat. Sebagai hasilnya, MACD 
menawarkan solusi dalam mengikuti trend dan momentum 
secara bersamaan.  
2.4.4.10 %K Indicator 
Dikembangkan oleh by George C. Lane Stochastic Oscillator 
atau %K adalah indikator momentum yang menunjukkan 
lokasi dari harga high-low yang terikat dengan harga close 
dalam beberapa periode tertentu. 
2.4.5 Index Harga Saham Gabungan (IHSG) 
Indeks harga saham adalah indikator atau cerminan 
pergerakan harga saham. Indeks merupakan salah satu 
pedoman bagi investor untuk melakukan investasi di 
pasar modal, khususnya saham.  
Saat ini Bursa Efek Indonesia memiliki 11 jenis indeks 
harga saham, yang secara terus menerus disebarluaskan 
melalui media cetak maupun elektronik, diantaranya: 
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1. Indeks Harga Saham Gabungan (IHSG) 
2. Indeks Sektoral 
3. Indeks LQ45 
4. Jakarta Islamic Index (JII) 
5. Indeks Kompas100 
6. Indeks Bisnis-27 
7. Indeks PEFINDO25 
8. Indeks SRI-KEHATI 
9. Indeks Papan Utama 
10. Indeks Papan Pengembangan 
11. Indeks Individual 
IHSG sendiri merupakan indeks yang dihitung 
menggunakan semua perusahaan yang tercatat dalam 
Bursa Efek Indonesia (BEI). Tujuannya adalah agar 
IHSG dapat menggambarkan keadaan pasar yang wajar 
sehingga memungkinkan BEI untuk mengeluarkan satu 
atau beberapa perusahaan dari perhitungan IHSG. 
IHSG digunakan untuk melihat perubahan harga saham 
secara keseluruhan di pasar. Kenaikan dan penurunan 
harga saham di bursa dapat dilihat dari penurunan dan 
kenaikan IHSG. Kenaikan IHSG menyatakan bahwa 
harga saham yang tercatat di bursa tersebut cenderung 
mengalami kenaikan lebih banyak dan lebih besar 
daripada harga saham yang mengalami penurunan. 
Pertumbuhan IHSG digunakan oleh berbagai pihak untuk 
melihat situasi bursa kedepan [15]. 
2.5 Metode Pengukuran Performa Hasil Prediksi 
Ada beberapa macam metode yang digunakan untuk 
mengukur performa hasil prediksi atau peramalan 
(forecast) diantaranya adalah scaled-dependent measures 
dan measures based on percentage [20]. 
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2.5.1 Scaled-Dependent Measures 
Ada beberama pengukuran akurasi yang digunakan dengan 
berdasarkan skala dari data yang diukut. Cara ini dianggap 
paling sesuai dalam membandingkan metode yang berbeda 
untuk data set yang sama, namun sebaiknya tidak digunakan 
jika skala data yang dibandingkan berbeda. 
Beberapa metode pengukuran bergantung skala yang paling 
umum diantaranya adalah: 
𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 (𝑀𝑆𝐸) = 𝑚𝑒𝑎𝑛 (𝑒𝑡
2) 
𝑅𝑜𝑜𝑡 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 (𝑅𝑀𝑆𝐸) = √𝑀𝑆𝐸 
𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 (𝑀𝐴𝐸) = 𝑚𝑒𝑎𝑛 |𝑒𝑡
2| 
𝑀𝑒𝑑𝑖𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 (𝑀𝑑𝐴𝐸) = 𝑚𝑒𝑑𝑖𝑎𝑛 |𝑒𝑡
2| 
Nilai e menunjukkan nilai error dan t merupakan waktu 
observasi. 
RMSE lebih sering digunakan daripada MSE mengingat 
keduanya berada pada skala yang sama. RMSE dan MSE 
sendiri sudah lama populer karena relevansinya dalam 
permodelan statistik. 
Tidak ada skala tetap untuk mengkategorikan RMSE termasuk 
sudah baik atau tidak karena nilai RMSE juga bergantung pada 
skala data yang digunakan. 
2.5.2 Measures Based on Percentage 
p atau Percentage Error dirumuskan sebagai berikut: 
𝑝𝑡 = 100𝑒𝑡/𝑌𝑡 
Dimana e adalah nilai error, Y nilai aktual dan t adalah waktu 
observasi. 
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Percentage Error memiliki kelebihan dimana nilai yang 
ditunjukkan tidak bergantung pada skala data yang digunakan. 
Cara ini sering digunakan dalam membandingkan performa 
peramalan dari berbagai macam set data. Pengukuran berbasis 
percentage error  yang paling umum digunakan diantaranya: 
𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐸𝑟𝑟𝑜𝑟 (𝑀𝐴𝑃𝐸) = 𝑚𝑒𝑎𝑛 (|𝑝𝑡|) 
𝑀𝑒𝑑𝑖𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐸𝑟𝑟𝑜𝑟 (𝑀𝑑𝐴𝑃𝐸) = 𝑚𝑒𝑑𝑖𝑎𝑛 (|𝑝𝑡|) 
𝑅𝑜𝑜𝑡 𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐸𝑟𝑟𝑜𝑟 (𝑅𝑀𝐴𝑃𝐸)
= √𝑚𝑒𝑎𝑛 (𝑝𝑡
2) 
𝑅𝑜𝑜𝑡 𝑀𝑒𝑑𝑖𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐸𝑟𝑟𝑜𝑟 (𝑅𝑀𝑑𝐴𝑃𝐸)
= √𝑚𝑒𝑑𝑖𝑎𝑛 (𝑝𝑡
2) 
Dari keempat metode diatas, MAPE merupakan metode yang 
paling populer digunakan dalam mengukur performa suatu 
peramalan atau prediksi yang dilakukan dengan menggunakan 
data time series. 
Metode berdasarkan persentase error ini memiliki beberapa 
kekurangan diantaranya nilainya bisa menjadi tak terhingga 
jika ranya nilainya bisa menjadi tak terhingga jika Yt (nilai 
aktual) = 0 untuk periode tertentu. Semakin nilai MAPE 
mendekati nol maka performa peramalan yang dilakukan 
semakin baik. 
Performa dari suatu metode peramalan yang diukur dengan 
menggunakan MAPE dapat dibagi menjadi beberapa kategori 
diantaranya adalah: 
 MAPE ≤ 10% = very good (sangat baik) 
 10% > MAPE ≤ 30% = common (biasa/sedang) 
 MAPE > 30 = bad (buruk)  
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 BAB III 
METODE PENGERJAAN TUGAS AKHIR 
Permasalahan tugas akhir ini akan diselesaikan dengan 
metode yang tergambar pada Gambar 3.1 berikut ini : 
 
Gambar 3.1 Metodologi Penelitian 
30 
 
 
 
3.1 Literature Review 
Literature review dilakukan dengan mengumpulkan beberapa 
paper dari jurnal-jurnal internasional dengan topik bahasan 
yang telah ditentukan sebelumnya. Tujuan utamanya adalah 
untuk melakukan identifikasi masalah dan menemukan 
knowledge gap. Untuk sumber pencarian paper, peneliti 
menggunakan sciencedirect dan google scholar.  
Setelah beberapa paper dengan topik bahasan yang sama 
terkumpul, dilakukan review untuk melihat knowledge gap 
yang ada untuk bisa menjadi topik penelitian selanjutnya. 
Hasil dari literature review secara ringkas dapat dilihat pada 
Bab 2 bagian Uraian Permasalahan. 
3.2 Pengumpulan Data 
Data yang dikumpulkan berupa data harga saham harian Index 
Harga Saham Gabungan (IHSG) atau composite Index dari 
situs Yahoo Finance dengan kode ^JKSE. Data harga saham 
berupa open price, high price, low price, close price dan 
volume. Selain itu, digunakan juga beberapa indikator teknikal 
atau technical indexes diantaranya [9]: 
1. 25 days Moving Average 
2. 65 days Moving Average 
3. 25 days Exponential Moving Average 
4. Alexander’s Filter 
5. Relative Strength 
6. Relative Strength Index 
7. Money Flow Index 
8. %B Indicator 
9. 10 days Volatility 
10. 30 days Volatility 
11. Chaikin Oscillator 
12. Moving Average Convergence-Divergence 
13. %K Indicator 
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14. Accumulation and Distribution Oscillator 
15. Williams %R Indicator 
3.3 Pre-Processing Data 
Pada tahap ini dilakukan pemisahan data menjadi data training 
dan data testing. Selain itu dilakukan juga proses feature 
selection dengan menggunakan PCA untuk mengekstraksi 
informasi dari data mentah. Hasil dari tahapan ini berupa data 
training dan variabel-variabel yang terpilih dalam feature 
selection sebagai input untuk SVM. 
3.4 Prediksi Menggunakan SVM 
Pada tahapan ini dilakukan pengembangan model SVM 
terlebih dahulu dengan menentukan tipe kernel dan parameter 
yang paling optimal. Selanjutnya dilakukan prediksi harga 
saham dengan menggunakan model yang dihasilkan. Prediksi 
yang dilakukan berupa prediksi harian untuk satu hari 
kedepan.  
Proses prediksi akan berlangsung secara berulang dengan 
menggunakan data testing sebagai input untuk setiap 
perulangan harian. Proses akan berulang sampai data testing 
telah digunakan semua. Alur proses selengkapnya bisa dilihat 
pada Gambar 3.2 Alur proses prediksi harian dibawah ini. 
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Gambar 3.2 Alur proses prediksi harian 
3.5 Analisis Performa Metode PCA-SVM 
Setelah dilakukan prediksi harga saham, dilakukan analisis 
terhadap hasil prediksi untuk melihat performa dari metode 
hybrid yang digunakan. Analisis dilakukan dalam dua tahapan, 
tahap pertama adalah dengan menggunakan confusion matrix 
[1] untuk melihat perbandingan trend antara hasil prediksi 
dengan nilai aktual harga saham. Tahap kedua dilakukan 
dengan membandingkan performa metode hybrid ini dengan 
metode lainnya. 
3.6 Penyusunan Laporan Tugas Akhir 
Seluruh kegiatan penelitian ini pada akhirnya akan 
digabungkan untuk menjadi sebuah laporan tugas akhir. 
Penyusunan laporan dikerjakan selama penelitian berlangsung 
dan juga sebagai aktivitas penutup kegiatan penelitian Tugas 
Akhir ini. 
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 BAB IV 
PERANCANGAN 
Penelitian ini dilakukan dalam beberapa tahapan proses seperti 
telah dijelaskan pada bab sebelumnya. Pada bab ini akan 
dijelaskan mengenai proses-proses pada penelitian ini secara 
detail.  
Pada penelitian ini penulis menggunakan bantuan tool 
rapidminer untuk melakukan proses seleksi fitur dan proses 
prediksi. Selebihnya digunakan tool Microsoft Excel dan tool 
pembantu umum lainnya. 
4.1 Tahapan Pre-Processing Data 
4.1.1 Penghitungan Feature 
Ada 15 fitur yang digunakan dalam penelitian ini dengan 
rumusnya masing-masing yang dihitung menggunakan data 
awal harga saham  yang telah diperoleh seperti terlihat pada 
Gambar 4.1 dibawah ini. 
 
 
Gambar 4.1 Data awal harga saham 
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Ada 15 fitur yang digunakan dalam penelitian ini dengan 
rumusnya masing-masing yang dihitung menggunakan data 
awal harga saham  yang telah diperoleh. Data awal berjumlah 
sebanyak 1192 data dari rentang waktu 1 April 2010 sampai 
dengan 18 November 2014. Berikut ini adalah rumus dari ke-
15 fitur yang digunakan [16]. 
1. 25MA (25 simple moving average)  
25 days simple moving average dihitung dengan 
menggunakan rumus rata-rata 25 hari terakhir yaitu: 
25𝑀𝐴 =
𝑐𝑙𝑜𝑠𝑒 𝑡 + 𝑐𝑙𝑜𝑠𝑒 𝑡−1 + ⋯ + 𝑐𝑙𝑜𝑠𝑒 𝑡−24
25
 
2. 65MA (65 simple moving average) 
Untuk 65 simple moving average menggunakan rumus 
yang serupa dengan 25 simple moving average, yaitu: 
65𝑀𝐴 =
𝑐𝑙𝑜𝑠𝑒 𝑡 + 𝑐𝑙𝑜𝑠𝑒 𝑡−1 + ⋯ + 𝑐𝑙𝑜𝑠𝑒 𝑡−64
65
 
3. 25EMA (25 exponential moving average) 
Untuk exponential moving average digunakan rumus 
berikut untuk mendapatkan nilainya. 
𝐸𝑀𝐴: {𝐶𝑙𝑜𝑠𝑒 –  𝐸𝑀𝐴(𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑑𝑎𝑦)} 𝑥 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 
+  𝐸𝑀𝐴(𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑑𝑎𝑦) 
4. ALF (Alexander’s filter) 
Untuk menghitung ALF digunakan rumus: 
𝐴𝐿𝐹 = (
𝑐𝑙𝑜𝑠𝑒 𝑡
𝑐𝑙𝑜𝑠𝑒 𝑡−𝑛
− 1) ∗ 100 
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Dimana n bisa bernilai antara 1-500 tegantung 
kebutuhan observasi, nilai standar adalah 12. 
5. RS (Relative Strength) 
Untuk menghitung Relative Strength pertama-tama 
ditentukan dulu gain dan loss untuk masing-masing 
hari. Untuk menghitung gain atau loss digunakan 
rumus dibawah ini. Jika nilainya positif maka 
termasuk gain dan jika negatif maka termasuk loss. 
𝐺𝑎𝑖𝑛/𝑙𝑜𝑠𝑠 =  𝑡𝑜𝑑𝑎𝑦𝑠 𝑐𝑙𝑜𝑠𝑒 − 𝑦𝑒𝑠𝑡𝑒𝑟𝑑𝑎𝑦𝑠 𝑐𝑙𝑜𝑠𝑒. 
Selanjutnya dihitung rata-rata dari gain dan loss 
dengan rumus: 
𝐹𝑖𝑟𝑠𝑡 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐺𝑎𝑖𝑛 =  𝑆𝑢𝑚 𝑜𝑓 𝐺𝑎𝑖𝑛𝑠 𝑜𝑣𝑒𝑟 𝑡ℎ𝑒 𝑝𝑎𝑠𝑡 14 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 / 14. 
𝐹𝑖𝑟𝑠𝑡 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐿𝑜𝑠𝑠 =  𝑆𝑢𝑚 𝑜𝑓 𝐿𝑜𝑠𝑠𝑒𝑠 𝑜𝑣𝑒𝑟 𝑡ℎ𝑒 𝑝𝑎𝑠𝑡 14 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 / 14 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐺𝑎𝑖𝑛 =  [(𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐺𝑎𝑖𝑛) 𝑥 13 +  𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝐺𝑎𝑖𝑛] / 14 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐿𝑜𝑠𝑠 =  [(𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐿𝑜𝑠𝑠) 𝑥 13 +  𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝐿𝑜𝑠𝑠] / 14. 
Terakhir adalah penghitungan Relative Strenth dengan 
menggunakan rumus: 
𝑅𝑆 =  𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐺𝑎𝑖𝑛 / 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐿𝑜𝑠𝑠 
6. RSI (relative strength index) 
Untuk menghitung RSI digunakan rumus: 
𝑅𝑆𝐼 = 100 − 
100
1 + 𝑅𝑆
 
 
7. MFI (money flow index) 
Untuk menghitung Money Flow Index digunakan 
rumus secara bertahap yaitu: 
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𝑇𝑦𝑝𝑖𝑐𝑎𝑙 𝑃𝑟𝑖𝑐𝑒 =  (𝐻𝑖𝑔ℎ +  𝐿𝑜𝑤 +  𝐶𝑙𝑜𝑠𝑒)/3 
𝑅𝑎𝑤 𝑀𝑜𝑛𝑒𝑦 𝐹𝑙𝑜𝑤 =  𝑦𝑝𝑖𝑐𝑎𝑙 𝑃𝑟𝑖𝑐𝑒 𝑥 𝑉𝑜𝑙𝑢𝑚𝑒 
𝑀𝑜𝑛𝑒𝑦 𝐹𝑙𝑜𝑤 𝑅𝑎𝑡𝑖𝑜 =  (14 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑀𝐹)/(14 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑀𝐹) 
𝑀𝑜𝑛𝑒𝑦 𝐹𝑙𝑜𝑤 𝐼𝑛𝑑𝑒𝑥 =  100 −  100/(1 +  𝑀𝑜𝑛𝑒𝑦 𝐹𝑙𝑜𝑤 𝑅𝑎𝑡𝑖𝑜) 
8. %B Indicator 
Untuk menghitung %B Indicator pertama dihitung 
terlebih dahulu 20 days moving average. setelah itu 
dihitung 20 days standard deviation. Untuk 
menentukan lower bands dan upper bands digunakan 
rumus: 
𝑈𝑝𝑝𝑒𝑟 𝑏𝑎𝑛𝑑𝑠 = 20𝑀𝐴 + (20𝑠𝑡𝑑𝑒𝑣 ∗ 2) 
𝐿𝑜𝑤𝑒𝑟 𝑏𝑎𝑛𝑑𝑠 = 20𝑀𝐴 − (20𝑠𝑡𝑑𝑒𝑣 ∗ 2) 
Langkah terakhir, menghitung %B indicator 
digunakan rumus: 
%𝐵 =  (𝑃𝑟𝑖𝑐𝑒 −  𝐿𝑜𝑤𝑒𝑟 𝐵𝑎𝑛𝑑)/(𝑈𝑝𝑝𝑒𝑟 𝐵𝑎𝑛𝑑 −  𝐿𝑜𝑤𝑒𝑟 𝐵𝑎𝑛𝑑) 
9. 10 days Volatility 
Untuk menghitung 10 days volatility cukup digunakan 
rumus 10 days standard deviation. 
10. 30 days Volatility 
Untuk menghitung 30 days volatility digunakan rumus 
30 days standard deviation. 
11. CHO (Chaikin Oscillator) 
Untuk menghitung Chaikin Oscillator digunakan 
beberapa tahapan rumus sebagai berikut: 
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𝑀𝑜𝑛𝑒𝑦 𝐹𝑙𝑜𝑤 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 =  [(𝐶𝑙𝑜𝑠𝑒  −   𝐿𝑜𝑤)  −  (𝐻𝑖𝑔ℎ −
 𝐶𝑙𝑜𝑠𝑒)] /(𝐻𝑖𝑔ℎ −  𝐿𝑜𝑤)  
𝑀𝑜𝑛𝑒𝑦 𝐹𝑙𝑜𝑤 𝑉𝑜𝑙𝑢𝑚𝑒 =
 𝑀𝑜𝑛𝑒𝑦 𝐹𝑙𝑜𝑤 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 𝑥 𝑉𝑜𝑙𝑢𝑚𝑒 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑃𝑒𝑟𝑖𝑜𝑑  
𝐴𝐷𝐿 =  𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐴𝐷𝐿 +
 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑃𝑒𝑟𝑖𝑜𝑑′𝑠 𝑀𝑜𝑛𝑒𝑦 𝐹𝑙𝑜𝑤 𝑉𝑜𝑙𝑢𝑚𝑒  
𝐶ℎ𝑎𝑖𝑘𝑖𝑛 𝑂𝑠𝑐𝑖𝑙𝑙𝑎𝑡𝑜𝑟 =  (3 − 𝑑𝑎𝑦 𝐸𝑀𝐴 𝑜𝑓 𝐴𝐷𝐿)   −  (10 −
𝑑𝑎𝑦 𝐸𝑀𝐴 𝑜𝑓 𝐴𝐷𝐿)  
12. MACD (Moving Average Convergence-Divergence) 
Untuk menghitung MACD digunakan rumus: 
𝑀𝐴𝐶𝐷 = 12𝐸𝑀𝐴 − 26𝐸𝑀𝐴 
13. %K Indicator 
Untuk menghitung %K indicator pertama-tama dilihat 
dulu nilai lowest low price dan highest high price dari 
data yang diobservasi. Setelah itu digunakan rumus: 
%𝐾 =
(𝑐𝑙𝑜𝑠𝑒 − 𝑙𝑜𝑤𝑒𝑠𝑡 𝑙𝑜𝑤)
(ℎ𝑖𝑔ℎ𝑒𝑠𝑡 ℎ𝑖𝑔ℎ − 𝑙𝑜𝑤𝑒𝑠𝑡 𝑙𝑜𝑤)
∗ 100 
14. Accumulation and distribution (AD) oscillator  
AD Oscillator sebelumnya sudah dihitung pada 
bagian Chaikin Oscillator. 
15. Williams %R indicator 
Untuk menghitung %R indicator digunakan rumus: 
%𝑅 =
(ℎ𝑖𝑔ℎ𝑒𝑠𝑡 ℎ𝑖𝑔ℎ − 𝑐𝑙𝑜𝑠𝑒)
(ℎ𝑖𝑔ℎ𝑒𝑠𝑡 ℎ𝑖𝑔ℎ − 𝑙𝑜𝑤𝑒𝑠𝑡 𝑙𝑜𝑤)
∗ 100 
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Ke-15 data diatas ini digunakan sebagai fitur atau variabel 
baru untuk meningkatkan akurasi hasil prediksi dengan 
menggunakan SVM. 15 variabel baru ini nantinya akan 
melalui proses seleksi menggunakan PCA terlebih dahulu [7], 
[9]. 
 
4.1.2 Pembagian kelas pada data 
Sebelum data dapat digunakan untuk melakukan prediksi 
menggunakan SVM, perlu dilakukan pembagian kelas terlebih 
dahulu pada data. Kelas yang dimaksud disini adalah uptrend, 
downtrend atau no trend. Kegunaannya adalah untuk 
mengklasifikasikan data harga saham harian sehingga 
membantu pengambilan keputusan kedepannya. 
Ada beberapa rule atau aturan untuk membagi data menjadi 
kelas-kelas tersebut, diantaranya adalah [17]. 
- Untuk suatu data diklasifikasikan sebagai uptrend, 
data tersebut harus memenuhi keempat syarat dibawah 
ini: 
- Nilai close aktual harus lebih tinggi dari 25-day 
moving average. 
- Nilai 25-day moving average harus lebih tinggi 
dari 65-day moving average. 
- Nilai 25-day moving average harus naik 
setidaknya untuk 5 hari terakhir. 
- Nilai 65-day moving average harus naik 
setidaknya untuk 1 hari terakhir. 
- Untuk suatu data diklasifikasikan sebagai downtrend, 
data tersebut harus memenuhi keempat syarat dibawah 
ini: 
- Nilai close aktual harus lebih rendah dari 25-day 
moving average. 
- Nilai 25-day moving average harus lebih rendah 
dari 65-day moving average. 
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- Nilai 25-day moving average harus turun 
setidaknya untuk 5 hari terakhir. 
- Nilai 65-day moving average harus turun 
setidaknya untuk 1 hari terakhir. 
- Jika suatu data tidak memenuhi keempat syarat yang 
telah ditentukan, maka data tersebut termasuk kelas no 
trend. 
Pengerjaannya pada excel bisa dilihat pada Gambar 4.2. data 
yang didapat setelah proses ini selanjutnya perlu diimport 
kedalam tool rapidminer. 
 
Gambar 4.2 Pembagian kelas data 
4.1.3 Import data kedalam tool Rapidminer 
Selanjutnya setelah melakukan pre-processing data dihasilkan 
1119 data yang dapat digunakan sebagai data training, data 
tersebut perlu diimport kedalam tool rapidminer terlebih 
dahulu. Selanjutnya untuk data testing digunakan data dari 2 
bulan kedepannya yaitu sebanyak 60 baris data (5 baris per 
minggu). Pembagian dengan cara ini dilakukan karena untuk 
pembagian data training dan testing dengan menggunakan 
prinsip pareto (80:20) tidak dapat dilakukan mengingat jumlah 
baris data yang cukup banyak sedangkan proses prediksi dan 
optimasinya akan dilakukan secara harian.  
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Selanjutnya, dilakukan import data pada rapidminer, data yang 
telah disiapkan sebelumnya berupa file CSV sehingga 
digunakan fitur import CSV file pada rapidminer seperti pada 
Gambar 4.3. 
 
Gambar 4.3 Menu Import CSV 
Setelah itu dipilih lokasi file training.csv seperti pada Gambar 
4.4. 
 
Gambar 4.4 File training 
Selanjutnya akan muncul dialog seperti pada Gambar 4.5. 
Untuk column separation digunakan “comma” sehingga 
pemisahan kolom dapat dilakukan dengan benar oleh 
rapidminer. 
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Gambar 4.5 Setting import file 
Untuk data training yang berupa harga saham, dicentang pada 
bagian class, date, open, high, close, dan volume saja. Untuk 
tipe data dari class diset menjadi nominal dan jenis data 
cluster. Tipe data untuk date adalah date dengan jenisnya diset 
menjadi id. Untuk data lain dibiarkan default seperti terlihat 
pada Gambar 4.6. 
 
Gambar 4.6 Setting import file 2 
Selanjutnya data disimpan sebagai data training dengan nama 
Training Set (Stock Prices) seperti terlihat pada Gambar 4.7. 
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Gambar 4.7 Penyimpanan data harga 
Selanjutnya untuk data fitur atau indikator teknikalnya, bagian 
yang dicentang adalah bagian class, date, dan semua kolom 
fitur saja. Untuk kolom harga saham normal tidak dicentang 
seperti pada Gambar 4.8. 
 
Gambar 4.8 Setting data fitur 
4.2 Tahapan Perancangan Metode PCA-SVM 
Setelah melakukan pre-processing data, proses dilanjutkan ke 
tahapan training dan testing dengan menggunakan PCA dan 
SVM. 
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4.2.1 Penyusunan Proses Training pada Rapidminer 
Proses training bermula dari retrive data training yang telah 
disiapkan sebelumnya yaitu data harga saham dan data fitur 
untuk harga saham tersebut seperti terlihat pada Gambar 4.9 
 
Gambar 4.9 Retrieve data 
Selanjutnya untuk data fitur, perlu dilakukan normalisasi 
terlebih dahulu sebelum dilakukan proses PCA. Normalisasi 
dimaksudkan untuk menyeimbangkan nilai antara fitur-fitur 
yang ada sehingga tidak ada fitur yang terlalu mendominasi. 
Gambar prosesnya dapat dilihat pada Gambar 4.10. 
 
 
Gambar 4.10 Normalize dan PCA 
Untuk normalisasi data, digunakan range transformation 
dengan range minimal 0.0 dan maksimal 1 seperti terlihat pada 
Gambar 4.11. 
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Gambar 4.11 Parameter Normalize 
Untuk PCA, principal component yang akan digunakan dalam 
data nantinya adalah yang memenuhi 95% dari total variance 
data. Sehingga parameternya diset seperti pada Gambar 4.12. 
 
Gambar 4.12 Parameter PCA 
Selanjutnya data harga saham dan data fitur setelah diproses 
dengan PCA akan digabungkan. Prosesnya dapat dilihat pada 
Gambar 4.13 
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Gambar 4.13 Join data 
Bentuk data sebelum proses join dilakukan dapat dilihat pada 
Gambar 4.14, Gambar 4.15, dan Gambar 4.16. 
 
Gambar 4.14 Data harga saham sebelum join 
 
Gambar 4.15 Data fitur sebelum join 
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Gambar 4.16 Data akhir setelah join 
Selanjutnya setelah proses join dilakukan, dilanjutkan dengan 
proses windowing seperti terlihat pada Gambar 4.17. 
 
Gambar 4.17 Windowing operator 
Parameter dari operator windowing diset seperti pada Gambar 
4.18. untuk window size, step size dan horizon diset menjadi 1 
karena fokus dari penelitian ini adalah prediksi untuk 1 hari 
kedepan. 
Label yang dibuat menggunakan kolom close dimaksudkan 
untuk membuat kolom baru dari close price sebagai harga 
keesokan harinya sehingga label nantinya dapat dibandingkan 
dengan hasil prediksi harian yang akan dilakukan. 
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Gambar 4.18 Parameter windowing 
Hasil dari proses windowing dapat dilihat pada Gambar 4.19 
dimana dapat dilihat kolom label pada tanggal 14 April 2010 
sama dengan nilai close-0 pada baris selanjutnya (close price 
keesokan harinya). 
Dari proses windowing juga data yang diperoleh menjadi 1118 
baris data dari sebelumnya 1119 baris. Hal ini disebabkan 1 
baris data terakhir akan dihapus dan nilai closenya bergeser 
keatas untuk digunakan sebagai label. 
 
Gambar 4.19 Hasil proses windowing 
Selanjutnya merupakan proses inti dimana pada bagan proses 
ditambahkan operator SVM, Apply Model, Performance 
dalam kontainer proses cross-validation (X-Validation 
Operator) serta Write Model seperti pada Error! Reference 
source not found.. 
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Gambar 4.20 Bagan proses dan Sub Proses X-Validation 
Untuk SVM parameternya sementara dibiarkan default seperti 
pada Gambar 4.21 dan akan dilakukan optimasi pada bab 
selanjutnya.  
Apply model dimaksudkan untuk mengetes model SVM yang 
dihasilkan dari proses training dengan menggunakan data 
training untuk dilihat performanya dengan menggunakan 
operator performance. 
 
Gambar 4.21 Parameter SVM 
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Untuk mengukur performa training, digunakan operator 
Performance (Regression). 
Operator Regression Performance digunakan karena proses 
prediksi ini secara umum merupakan proses regresi dengan 
menggunakan metode support vector regression yang memang 
merupakan salah satu kegunaan dari SVM.  
Operator ini berguna untuk melihat tingkat error dari nilai 
yang diprediksi terhadap nilai aktual dari data training. Nilai 
error yang ingin ditampilkan dapat dipilih sesuai kebutuhan 
seperti pada Gambar 4.22. 
 
Gambar 4.22 Parameter Regression Performance 
Langkah terakhir yang perlu dilakukan adalah Write Model 
dimana operator ini berfungsi untuk mencetak model yang 
dihasilkan dari proses training kedalam file seperti pada 
Gambar 4.23 
 
Gambar 4.23 Write Model Operator 
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4.2.2 Penyusunan Proses Testing pada Rapidminer dan 
Excel 
Proses testing disusun dengan menggunakan pola retrieve data 
yang sama dengan proses training, namun hanya 
menggunakan operator Apply Model untuk 
mengimplementasikan model SVM yang telah disimpan 
sebagai hasil dari proses training yang telah dilakukan. Proses 
testing pada rapidminer dapat dilihat pada Gambar 4.24.  
 
Gambar 4.24 Proses testing pada rapidminer 
Data prediksi harga saham keesokan harinya dapat dilihat pada 
baris terakhir atau tanggal terakhir dari data hasil proses 
testing seperti terlihat pada Gambar 4.25. 
 
Gambar 4.25 Hasil proses training 
Data prediksi tersebut dimasukkan ke sheet baru excel dan 
dimasukkan ke baris terakhir dengan tanggal yang diprediksi 
untuk dibandingkan dengan nilai harga close pada data testing 
original seperti terlihat pada Gambar 4.26 dan Gambar 4.27. 
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Gambar 4.26 Sheet baru dengan harga prediksi 
 
Gambar 4.27 Rumus excel untuk membandingkan kelas 
 
4.3 Tahapan Perancangan Simulasi Jual-Beli Saham 
Tahapan ini merupakan tahapan yang bertujuan untuk 
melakukan testing terhadap hasil prediksi harian harga saham 
yang telah dilakukan. 
Simulasi dilakukan dengan berdasarkan trading rule [1] yang 
telah ditetapkan sebelumnya yaitu: 
- IF prediksi trend besok adalah uptrend THEN buy, 
ELSE IF sudah membeli sebelumnya THEN hold. 
- IF prediksi trend besok adalah no trend THEN hold. 
- IF prediksi trend besok adalah downtrend THEN sell, 
ELSE IF tidak ada saham sisa THEN hold. 
Untuk simulasi ini disiapkan modal dengan jumlah tertentu 
untuk setiap metode yang akan disimulasikan. Pada akhir 
simulasi, semua saham yang dimiliki akan dijual sesuai harga 
yang berlaku pada hari tersebut. Hasil akhir yang dilihat 
berupa saldo akhir dan keuntungan bersih yang didapat dari 
simulasi jual-beli saham.   
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Halaman ini sengaja dikosongkan 
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 BAB V 
IMPLEMENTASI 
5.1 Pemilihan Tipe Kernel 
Untuk menentukan tipe kernel yang sesuai dengan data, 
dilakukan percobaan training dengan menggunakan semua tipe 
kernel terlebih dahulu. Diantara tipe-tipe kernel yang ada 
dapat dilihat pada Gambar 5.1. 
 
Gambar 5.1 Pemilihan tipe kernel 
Setelah proses training dilakukan, akan menghasilkan kolom 
dengan nama prediction(label) dimana maksudnya adalah 
kolom tersebut merupakan nilai prediksi dari model SVM 
terhadap kolom label atau nilai close untuk keesokan ahrinya. 
Hasilnya seperti terlihat pada Gambar 5.2 
 
Gambar 5.2 Hasil training 
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Untuk kolom prediksi nantinya akan dicopy dan diletakkan di 
file excel sebagai sheet baru sebagai perbandingan terhadap 
nilai close original.  
Hasinya bisa dilihat pada Gambar 5.3 dimana nilai harga close 
dan nilai kelas (uptrend, downtrend, no trend) akan terupdate 
sesuai rumus yang telah dibuat pada proses pre-processing 
data sebelumnya. 
 
Gambar 5.3 Updated close price 
Selanjutnya dibuat kolom baru untuk membandingkan kelas 
hasil prediksi dengan kelas original dengan menggunakan 
rumus seperti pada Gambar 5.4 jika benar maka akan muncul 
nilai TRUE dan jika kelas tidak sama maka akan muncul 
FALSE. 
 
Gambar 5.4 Pengecekan kelas hasil prediksi 
Kemudian dilihat akurasi dari masing-masing tipe kernel 
dengan menggunakan perbandingan antara jumlah prediksi 
yang benar (kelasnya sesuai dengan kelas original) dengan 
total jumlah data observasi. Hasilnya akan muncul persentase 
akurasi dari tipe kernel yang diuji seperti pada Gambar 5.5. 
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Gambar 5.5 Akurasi dot kernel 
Setelah masing-masing tipe kernel diuji, didapatkan tingkat 
akurasi dari masing-masing tipe seperti tertera pada Tabel 5.1. 
Tabel 5.1 Akurasi Kernel 
Tipe Kernel Prediksi 
Benar 
Prediksi 
Salah 
Total 
Data 
Akurasi 
Prediksi 
Anova 679 439 1118 60.733% 
Dot 982 136 1118 87.835% 
Epachenikov 566 552 1118 50.626% 
Polynomial 504 614 1118 45.081% 
Radial 520 598 1118 46.512% 
 
Dari Tabel 5.1 dapat dilihat bahwa tipe kernel dot memiliki 
tingkat akurasi paling tinggi sehingga dapat ditarik kesimpulan 
bahwa tipe kernel yang cocok untuk data ini adalah tipe dot. 
Untuk lebih jelasnya mengenai hasil prediksi yang dilakukan 
oleh kernel tipe dot bisa dilihat confusion matrix pada Gambar 
5.6 yang menjelaskan akurasi klasifikasi kelas yang diprediksi.  
 
Gambar 5.6 Confusion matrix dot kernel 
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Untuk tingkat error dari proses regresi yang dilakukan dapat 
dilihat pada Tabel 5.2. 
Tabel 5.2 Error rate dot kernel 
Jenis Error Nilai 
RMSE Average 42,272 
Absolute Error Average 34,893 
Squared Error Average 2427,761 
 
Setelah ditentukan tipe kernel yang akan digunakan, proses 
dilanjutkan dengan melakukan optimasi dari parameter SVM 
untuk meningkatkan kualitas hasil prediksi. 
5.2 Optimasi Parameter SVM (hari ke-0) 
Optimasi parameter dilakukan untuk meningkatkan akurasi 
klasifikasi dan menurunkan error rate dari tipe kernel yang 
digunakan. Untuk tipe kernel dot, parameter yang dapat 
dioptimasi adalah parameter C.  
Berdasarkan dokumentasi pada rapidminer, nilai C 
menunjukkan kompleksitas SVM konstan yang menetapkan 
toleransi untuk kesalahan klasifikasi, di mana jika nilai C lebih 
tinggi memungkinkan untuk menghasilkan batasan yang softer 
dan nilai C yang lebih rendah membuat batasan yang harder. 
Jika nilai ini terlalu besar dapat menyebabkan masalah over-
fitting, sementara jika terlalu kecil dapat menyebabkan 
masalah over-generalization. 
Optimasi dilakukan dengan menggunakan grid search atau 
pencarian secara bertahap dengan step tertentu dari nilai awal. 
Untuk optimasi pada penelitian ini dilakukan dengan 
melakukan training seperti pada pemilihan tipe kernel namun 
untuk parameter C pada SVM seperti terlihat pada Gambar 5.7 
diubah secara bertahap dengan nilai sebagai berikut [7]: 
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𝐶 = {2−3, 2−2, 2−1, … , 211} 
atau 
𝐶 = {0.125, 0.25, 0.5, 1, … , 2048} 
 
Gambar 5.7 Parameter C pada SVM 
Optimasi parameter C ini dilakukan setiap 10 hari sekali 
(kurang lebih setiap 2 minggu sekali). Hal ini dilakukan 
dengan pertimbangan kemungkinan terjadinya perubahan 
dalam nilai parameter yang paling optimal dengan adanya 
penambahan data training setiap harinya. 
Hasil training dari masing-masing parameter yang diuji dapat 
dilihat pada Tabel 5.3. Dari tabel dapat dilihat untuk nilai 
akurasi klasifikasi yang paling baik dihasilkan dari nilai 
C=1024.  
Meskipun nilai RMSE naik dari nilai C default (C=0) yang 
semula 42,272 menjadi 47,596 (5,324), nilai absolute error dan 
squared errornya turun dan merupakan nilai yang paling kecil 
dari nilai C lainnya. Dalam melakukan regresi tingkat error 
yang rendah sangat penting, sehingga dapat disimpulkan 
parameter C yang paling baik pada proses training pertama ini 
adalah C=1024 dan akan digunakan pada proses training ke-0 
sampai ke-9. 
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Tabel 5.3 Hasil grid search parameter dot kernel (hari ke-0) 
Nilai C 
Akurasi 
Klasifikasi 
RMSE 
Average 
Absolute 
Error 
Average 
Squared Error 
Average 
0 87,835% 42,272 34,893 2427,761 
0.125 88,551% 118,008 92,455 13925,804 
0.25 89,177% 59,054 43,913 3487,365 
0.5 89,535% 53,413 38,544 2852,953 
1 89,445% 52,290 37,215 2734,232 
2 89,803% 58,681 43,800 3443,434 
4 89,803% 51,310 36,478 2632,705 
8 88,640% 51,192 36,188 2620,629 
16 90,250% 49,540 35,109 2454,199 
32 90,966% 48,685 34,411 2370,201 
64 62,343% 178,213 139,085 31759,882 
128 83,274% 91,446 70,930 8362,431 
256 70,622% 577,640 466,032 333668,463 
512 59,928% 4064,468 3337,480 16519896,866 
1024 91,234% 47,596 33,340 2265,419 
2048 88,104% 52,004 38,194 2704,385 
 
5.3 Optimasi Parameter SVM (hari ke-10) 
Optimasi parameter kedua ini dilaksanakan pada training hari 
ke-10 atau sebelum dilaksanakannya testing ke-11. Hasil dari 
grid search yang  telah dilakukan dapat dilihat pada Tabel 5.4. 
Tabel 5.4 Hasil grid search parameter dot kernel (hari ke-10) 
Nilai C 
Akurasi 
Klasifikasi 
RMSE 
Average 
Absolute 
Error 
Average 
Squared 
Error 
Average 
0 87,855% 201,501 161,758 40602,501 
0.125 88,741% 117,071 91,922 13705,615 
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Nilai C 
Akurasi 
Klasifikasi 
RMSE 
Average 
Absolute 
Error 
Average 
Squared 
Error 
Average 
0.25 89.805% 58,395 43,400 3410,015 
0.5 89,628% 53,146 38,295 2824,516 
1 89,716% 52,208 37,266 2725,625 
2 89.184% 51,769 36,864 2680,037 
4 89,805% 51,715 37,128 2674,463 
8 90,071% 50,368 35,813 2536,969 
16 89,362% 54,504 39,410 2970,683 
32 74,734% 152,439 124,414 23237,663 
64 69,858% 155,244 120,287 24100,672 
128 66,401% 283,667 229,254 80466,802 
256 51,152% 819,740 644,297 671973,426 
512 41,667% 995,666 788,885 991350,258 
1024 91,667% 47,485 33,230 2254,781 
2048 91,401% 48,338 33,952 2336,604 
 
Dari tabel dapat disimpulkan bahwa nilai parameter C yang 
paling optimal pada hari training ke-10 ini adalah C=1024. Hal 
ini terlihat dari nilai akurasi klasifikasi, RMSE average, 
absolute error average dan squared error average yang paling 
baik dibandingkan nilai C lainnya. Sehingga untuk training ke-
10 sampai ke-19 akan digunakan nilai parameter C=1024. 
5.4 Optimasi Parameter SVM (hari ke-20) 
Optimasi parameter ketiga dilakukan pada hari training ke-20 
sebelum dilakukan testing ke-21. Hasil optimasi dengan 
menggunakan grid search pada hari ke-20 ini dapat dilihat 
pada Tabel 5.5. 
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Tabel 5.5 Hasil grid search parameter dot kernel (hari ke-20) 
Nilai C 
Akurasi 
Klasifikasi 
RMSE 
Average 
Absolute 
Error 
Average 
Squared Error 
Average 
0 87,873% 200,564 161,677 40226,056 
0.125 88,313% 116,156 91,343 13492,298 
0.25 89,631% 57,596 42,667 3317,353 
0.5 89,367% 53,152 38,386 2825,149 
1 89,367% 52,318 37,487 2737,223 
2 89,367% 51,676 36,766 2670,367 
4 89,719% 51,099 36,272 2611,123 
8 89,719% 50,328 35,793 2532,940 
16 90,422% 49,351 34,898 2435,568 
32 90,861% 48,529 34,190 2355,019 
64 87,170% 71,128 54,982 5059,201 
128 47,452% 295,597 240,977 87377,531 
256 70,299% 1621,367 1333,322 2628829,780 
512 60,633% 7382,911 6099,229 54507372,501 
1024 91,125% 47,572 33,343 2263,067 
2048 91,125% 48,112 33,955 2314,790 
 
Dari Tabel 5.5 dapat dilihat bahwa untuk training ke-20 
sampai ke-29 kedepan akan digunakan nilai parameter C=1024 
dimana menghasilkan tingkat akurasi dan error rate yang 
paling rendah. Meskipun nilai C=2048 memiliki tingkat 
akurasi yang sama, namun nilai errornya lebih besar. 
5.5 Optimasi Parameter SVM (hari ke-30) 
Optimasi parameter ketiga dilakukan pada hari training ke-30 
sebelum dilakukan testing ke-31. Hasil optimasi dengan 
menggunakan grid search pada hari ke-30 ini dapat dilihat 
pada Tabel 5.6. 
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Tabel 5.6 Hasil grid search parameter dot kernel (hari ke-30) 
Nilai C 
Akurasi 
Klasifikasi 
RMSE 
Average 
Absolute 
Error 
Average 
Squared 
Error 
Average 
0 87,456% 199,872 161,367 39948,689 
0.125 88,763% 115,876 91,237 13427,275 
0.25 89,111% 57,909 43,031 3353,451 
0.5 89,286% 52,790 38,017 2786,800 
1 89,286% 53,724 38,895 2886,286 
2 89,547% 51,625 36,676 2665,131 
4 89,634% 50,928 36,245 2593,631 
8 90,331% 50,122 35,780 2512,227 
16 89,286% 64,317 49,782 4136,660 
32 90,679% 48,268 34,144 2329,833 
64 58,711% 307,196 245,030 94369,158 
128 69,338% 168,882 134,889 28521,276 
256 45,732% 1130,286 899,886 1277546,600 
512 38,763% 2666,444 2207,350 7109921,084 
1024 90,767% 47,583 33,416 2264,154 
2048 91,028% 48,074 33,871 2311,116 
 
Dari Tabel 5.6 dapat dilihat nilai akurasi yang paling besar 
diperoleh dari nilai C=2048, namun dari 3 nilai error yang 
diukur, untuk nilai RMSE average, Absolute Error Average, 
dan Squared Error Average dari nilai C=1024 lebih kecil.  
Dengan mempertimbangkan ketiganya, dan tingkat akurasi 
yang tidak terlalu jauh dibawah C=2048, maka untuk training 
ke-30 sampai ke-39 akan digunakan nilai C=1024. 
5.6 Optimasi Parameter SVM (hari ke-40) 
Optimasi parameter ketiga dilakukan pada hari training ke-40 
sebelum dilakukan testing ke-41. Hasil optimasi dengan 
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menggunakan grid search pada hari ke-40 ini dapat dilihat 
pada Tabel 5.7. 
Tabel 5.7 Hasil grid search parameter dot kernel (hari ke-40) 
Nilai C 
Akurasi 
Klasifikasi 
RMSE 
Average 
Absolute 
Error 
Average 
Squared Error 
Average 
0 87,306% 200,218 162,032 40087,405 
0.125 88,687% 115,486 91,089 13337,016 
0.25 89,119% 58,063 43,198 3371,285 
0.5 89,292% 52,868 38,162 2795,040 
1 89,465% 51,919 37,079 2695,634 
2 88,428% 54,155 38,925 2932,736 
4 88,169% 53,572 38,731 2869,964 
8 89,724% 50,140 35,743 2514,036 
16 84,456% 136,149 109,923 18536,433 
32 90,933% 48,417 34,351 2344,222 
64 90,587% 47,838 33,590 2288,448 
128 91,192% 47,548 33,253 2260,809 
256 63,558% 2540,060 2072,167 6451904,901 
512 36,960% 4315,942 3516,726 18627353,934 
1024 91,364% 47,185 33,068 2226,459 
2048 91,192% 49,242 35,027 2424,807 
 
Dari Tabel 5.7 diatas sudah dapat dilihat bahwa nilai C=1024 
lebih baik dari nilai C lainnya sehingga untuk training ke-40 
sampai ke-49 akan digunakan nilai C=1024. 
5.7 Optimasi Parameter SVM (hari ke-50) 
Optimasi parameter ketiga dilakukan pada hari training ke-50 
sebelum dilakukan testing ke-51. Hasil optimasi dengan 
menggunakan grid search pada hari ke-50 ini dapat dilihat 
pada Tabel 5.8. 
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Tabel 5.8 Hasil grid search parameter dot kernel (hari ke-50) 
Nilai 
C 
Akurasi 
Klasifikasi 
RMSE 
Average 
Absolute 
Error 
Average 
Squared Error 
Average 
0 87,243% 200,980 162,386 40392,973 
0.125 88,099% 115,333 91,027 13301,743 
0.25 88,955% 58,120 43,277 3377,951 
0.5 89,127% 53,644 38,959 2877,712 
1 89,041% 52,226 37,423 2727,586 
2 89,812% 51,606 37,162 2663,181 
4 89,469% 50,829 36,155 2583,607 
8 87,500% 56,425 42,299 3183,732 
16 90,240% 49,144 34,800 2415,138 
32 90,753% 48,254 34,046 2328,409 
64 90,582% 47,630 33,451 2268,652 
128 63,099% 184,313 144,899 33971,413 
256 50,000% 501,040 398,947 251041,428 
512 40,753% 11630,424 9574,341 135266765,602 
1024 91,010% 47,284 33,081 2235,792 
2048 91,182% 47,816 33,993 2286,354 
 
Dari Tabel 5.8 dapat dilihat nilai akurasi yang paling besar 
diperoleh dari nilai C=2048, namun dari 3 nilai error yang 
diukur, untuk nilai RMSE average, Absolute Error Average, 
dan Squared Error Average dari nilai C=1024 lebih kecil.  
Dengan mempertimbangkan ketiganya, dan tingkat akurasi 
yang tidak terlalu jauh dibawah C=2048, maka untuk training 
ke-50 sampai ke-59 akan digunakan nilai C=1024. 
5.8 Prediksi Harga Saham Harian dengan SVM 
Dalam melakukan prediksi harian, penulis menggunakan 
proses yang telah disusun sebelumnya yaitu proses training 
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dan testing secara iteratif atau berulang dengan proses yang 
telah disusun pada rapidminer seperti terlihat pada Gambar 
5.8. Prediksi harian akan dilakukan selama 60 hari dengan 
menggunakan data testing set yang telah disiapkan 
sebelumnya. 
 
Gambar 5.8 Proses training yang telah disiapkan 
Proses prediksi dengan SVM ini akan mengikuti skema yang 
tertera pada Tabel 5.9 dimana setiap kali proses testing selesai 
dilakukan, data training akan diupdate dengan ditambahkan 1 
baris data dari dari data aktual sebagai data training baru untuk 
keesokan harinya. 
Tabel 5.9 Skema prediksi harian dengan SVM 
Training 
ke- 
Dataset yang digunakan 
(Stock Prices dan Features) 
Prediksi 
untuk 
hari ke- 
Prediksi 
untuk 
tanggal 
0 Training Set 1 11/19/2014 
1 Training Set + 1 day 2 11/20/2014 
2 Training Set + 2 days 3 11/21/2014 
3 Training Set + 3 days 4 11/24/2014 
4 Training Set + 4 days 5 11/25/2014 
5 Training Set + 5 days 6 11/26/2014 
...    
59 Training Set + 59 days 60 02/12/2015 
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 BAB VI 
HASIL DAN PEMBAHASAN 
6.1 Data Peringkat Kontribusi Faktor 
Setelah dilakukan training selama 60 hari dimana pada setiap 
10 hari dilakukan optimasi untuk parameter C, untuk beberapa 
faktor yang terlibat dalam proses seleksi menggunakan PCA 
dihasilkan peringkat masing-masing faktor berdasarkan tingkat 
kontribusi yang diberikan seperti terlihat pada Tabel 6.1. 
Tabel 6.1 Peringkat faktor berdasarkan PCA 
 Peringkat pada training ke- 
Nama Faktor/Variabel 0 10 20 30 40 50 
25 Moving Average 11 11 11 11 12 12 
65 Moving Average 13 13 13 13 13 13 
25 Exponential Moving 
Average 
10 10 10 10 11 11 
Alexander’s Filter 4 4 4 4 4 4 
Relative Strength 15 15 15 15 15 15 
Relative Strength Index 8 8 8 8 8 8 
Money Flow Index 1 1 1 1 1 1 
%B Indicator 14 14 14 14 14 14 
10days Volatility 12 12 12 12 10 10 
30days Volatility 2 2 2 2 2 2 
Chaikin Oscillator 3 3 3 2 3 3 
Moving Average 
Convergence-Divergence 
5 5 5 5 5 5 
%K Indicator 6 6 6 6 6 6 
Accumulation and 
Distribution Oscillator 
9 9 9 9 9 9 
Williams %R Indicator 6 6 6 6 6 6 
Untuk perubahan peringkat pada setiap training yang 
dilakukan, dapat dilihat pada Gambar 6.1. 
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Gambar 6.1 Grafik perubahan peringkat 
Dari Gambar 6.1 dapat disimpulkan bahwa pada penelitian ini, 
faktor yang paling berpengaruh atau paling berkontribusi 
adalah Money Flow Index dengan peringkat pada setiap 
training yang dilakukan kontribusi yang diberikan berada pada 
peringkat 1.  
Jika dilihat dari perubahan peringkat seperti tertera pada 
Gambar 6.1, untuk faktor lainnya pada umumnya posisinya 
tetap untuk setiap training yang dilakukan, namun untuk 25 
days Moving Average, 25 days Exponential Moving Average, 
dan 10 days Volatility mengalami perubahan dimana 10 days 
volatility dari semula peringkat 12, pada training di 20 hari 
terakhir naik menjadi peringkat 10. 25 days Moving Average 
dari peringkat 11 turun menjadi peringkat 12 pada 20 hari 
terakhir. 25 days Exponential Moving Average dari peringkat 
10 menjadi peringkat 11 pada 20 hari terakhir. 
6.2 Hasil Prediksi Menggunakan PCA-SVM 
Proses prediksi dengan menggunakan metode PCA-SVM ini 
digunakan 3 kategori input yang berbeda dengan tujuan 
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memperdalam analisis yang dilakukan. Prediksi dilakukan 
dengan dataset sebanyak 60 baris data (60 hari). 
6.2.1 Prediksi PCA-SVM all (transformed) 
Input yang digunakan dalam kategori all (transformed) ini 
tertera pada Tabel 6.2 dibawah ini. 
Tabel 6.2 Input PCA-SVM all (transformed) 
Deskripsi Nilai 
Tipe kernel dot 
Parameter C 1024 
Label Close 
Fitur yang digunakan Open, high, low, volume, 
principal components (1-6) 
Hasil dari prediksi dengan menggunakan input pada kategori 1 
ini dapat dilihat pada Gambar 6.2 dimana dihasilkan MAPE 
sebesar 0,502%. 
 
Gambar 6.2 Hasil Prediksi PCA-SVM all (transformed) 
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6.2.2 Prediksi PCA-SVM 3 
Input yang digunakan dalam PCA-SVM 3 ini tertera pada 
Tabel 6.3. 
Tabel 6.3 Input PCA-SVM 3 
Deskripsi Nilai 
Tipe kernel dot 
Parameter C 1024 
Label Close 
Fitur yang digunakan Open, high, low, volume, 
money flow index, 30days 
volatility, chaikin oscillator 
Hasil dari prediksi dengan menggunakan input pada kategori 1 
ini dapat dilihat pada Gambar 6.3 dimana dihasilkan MAPE 
sebesar 0,492%. 
 
Gambar 6.3 Hasil Prediksi PCA-SVM 3 
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6.2.3 Prediksi PCA-SVM 5 
Input yang digunakan dalam PCA-SVM 5 ini tertera pada 
Tabel 6.4. 
Tabel 6.4 Input PCA-SVM 5 
Deskripsi Nilai 
Tipe kernel dot 
Parameter C 1024 
Label Close 
Fitur yang digunakan Open, high, low, volume, 
money flow index, 30days 
volatility, chaikin oscillator, 
alexander’s filter, moving 
average convergence-
divergence 
Hasil dari prediksi dengan menggunakan input pada kategori 3 
ini dapat dilihat pada Gambar 6.4 dimana dihasilkan MAPE 
sebesar 0,482%. 
 
Gambar 6.4 Hasil Prediksi PCA-SVM 5 
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6.2.4 Hasil Klasifikasi Trend Harian 
Setelah didapatkan nilai prediksi harga saham harian, 
digunakan hasil yang paling baik yaitu PCA-SVM 5 dengan 
MAPE yang paling kecil. Nilai tersebut diolah kedalam Excel 
untuk diklasifikasikan kelasnya termasuk uptrend, downtrend, 
atau no trend seperti yang dilakukan pada  4.2.2 dan Gambar 
4.27 dimana harga prediksi akan dimasukkan pada tanggal 
yang sesuai untuk didapatkan kelas prediksi sehingga dapat 
dibandingkan dengan kelas aktual. 
Setelah masing-masing data harga prediksi diolah, didapatkan 
perbandingan antara kelas hasil prediksi dengan kelas aktual 
sebagaimana tertera pada Lampiran Tabel A. 2. 
Jika ditampilkan sebagai confusion matrix akan terlihat seperti 
Gambar 6.5 dibawah ini. Terdapat 26 prediksi uptrend yang 
benar dan 30 prediksi no trend yang benar.  
 
Gambar 6.5 Matrix hasil prediksi PCA-SVM 
Penjelasan gambar diatas adalah sebagai berikut: 
 Dari 60 baris data (60 hari) testing yang digunakan, 
total terdapat 27 baris data dengan nilai aktual uptrend 
dan 33 baris data dengan nilai aktual no trend. 
 Perbandingan jumlah hasil prediksi uptrend dengan 
nilai aktual uptrend = 27:27 (100%). 
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 Perbandingan jumlah hasil prediksi no trend dengan 
nilai aktual no trend = 31:33 (93,939%). 
 Perbandingan jumlah hasil prediksi uptrend dengan 
nilai aktual no trend = 2:33 (6,061%). 
Dari keseluruhan prediksi yang dilakukan, akurasi yang 
didapat mencapai 96,667% yang menunjukkan prediksi yang 
dilakukan termasuk sangat baik. 
6.3 Prediksi dengan metode lain 
Dalam penelitian ini, kami membandingkan hasil dari metode 
hybrid PCA-SVM dengan metode lainnya, yaitu SVM 
(normal) dan Neural Network. 
6.3.1 Normal SVM 
Proses training untuk SVM hampir sama seperti yang sudah 
dijelaskan pada bagian 4.2.1, perbedaannya hanya terletak 
pada tidak adanya proses PCA dan data faktor/variabel lain 
yang digunakan seperti terlihat pada Gambar 6.6. 
 
Gambar 6.6 Proses Training Normal SVM  
Untuk setting parameter pada SVM ini digunakan nilai C=0 
atau nilai default dari rapidminer. Hasil dari prediksi harian 
dengan menggunakan SVM ini dapat dilihat pada Error! 
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Reference source not found. dan data selengkapnya tersedia 
pada lampiran Tabel A. 3 dan Tabel A. 4. 
 
Gambar 6.7 Grafik harga saham aktual vs prediksi SVM 
Untuk metode SVM dihasilkan nilai Mean Absolute 
Percentage Error sebesar 1,612%. 
6.3.2 Neural Network 
Proses training dengan menggunakan Neural Network disusun 
mirip dengan SVM dengan hanya merubah operator training 
yang digunakan menjadi Neural Net seperti terlihat pada 
Gambar 6.8. 
Setting parameter untuk Neural Network digunakan nilai 
default dari rapidminer yaitu: 
- Training cycles = 500 
- Learning rate = 0,3 
- Momentum = 0,2 
- Decay = no 
- Shuffle = yes 
- Normalize = yes 
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Gambar 6.8 Proses Training Neural Network 
Hasil dari prediksi harian dengan menggunakan Neural 
Network ini dapat dilihat pada Gambar 6.9 dan data 
selengkapnya tersedia pada lampiran Tabel A. 5 dan Tabel A. 
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Gambar 6.9 Grafik harga saham aktual vs prediksi Neural Network 
Untuk metode Neural Network dihasilkan nilai Mean Absolute 
Percentage Error sebesar 0,787%. 
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6.4 Analisis Hasil Prediksi 
Setelah dilakukan prediksi harga saham dengan menggunakan 
metode hybrid (PCA-SVM), normal SVM dan Neural 
Network, selanjutnya dilakukan analisis untuk melihat metode 
mana yang paling baik. 
Pada Gambar 6.10 dan Gambar 6.11 dapat dilihat confusion 
matrix untuk hasil prediksi dengan menggunakan SVM dan 
Neural Network. 
 
Gambar 6.10 Matrix hasil prediksi SVM 
Penjelasan gambar diatas adalah sebagai berikut: 
 Dari 60 baris data (60 hari) testing yang digunakan, 
total terdapat 27 baris data dengan nilai aktual uptrend 
dan 33 baris data dengan nilai aktual no trend. 
 Perbandingan jumlah hasil prediksi uptrend dengan 
nilai aktual uptrend = 21:27 (77,778%). 
 Perbandingan jumlah hasil prediksi no trend dengan 
nilai aktual no trend = 29:33 (87,879%). 
 Perbandingan jumlah hasil prediksi no trend dengan 
nilai aktual uptrend = 4:27 (22,222%). 
 Perbandingan jumlah hasil prediksi uptrend dengan 
nilai aktual no trend = 6:33 (12,121%). 
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Dari keseluruhan prediksi yang dilakukan, akurasi klasifikasi 
untuk metode SVM ini adalah 83,333%. 
 
Gambar 6.11 Matrix hasil prediksi Neural Network 
Penjelasan gambar diatas adalah sebagai berikut: 
 Dari 60 baris data (60 hari) testing yang digunakan, 
total terdapat 27 baris data dengan nilai aktual uptrend 
dan 33 baris data dengan nilai aktual no trend. 
 Perbandingan jumlah hasil prediksi uptrend dengan 
nilai aktual uptrend = 27:27 (100,000%). 
 Perbandingan jumlah hasil prediksi no trend dengan 
nilai aktual no trend = 25:33 (75,758%). 
 Perbandingan jumlah hasil prediksi uptrend dengan 
nilai aktual no trend = 8:33 (24,242%). 
Dari keseluruhan prediksi yang dilakukan, akurasi klasifikasi 
untuk metode Neural Network adalah 86,666%. 
Berdasarkan tingkat error yang dihasilkan dari prediksi yang 
telah dilakukan, PCA-SVM memiliki nilai MAPE yang paling 
kecil atau paling baik dimana PCA-SVM kategori 1 sebesar 
0,502%, kategori 2 sebesar 0,492%, kategori 3 sebesar 
0,482%, disusul oleh Neural Network sebesar 0,787% dan 
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SVM sebesar 1,612% selengkapnya dapat dilihat pada Gambar 
6.12. 
 
Gambar 6.12 Perbandingan MAPE masing-masing metode 
Nilai MAPE menunjukkan rata-rata besarnya nilai absolute 
error percentage harian dimana semakin kecil nilai MAPE 
maka setiap prediksi harian yang dilakukan akan memiliki 
presisi yang semakin baik.  
Dari sisi akurasi klasifikasi, PCA-SVM juga memiliki nilai 
yang paling baik yaitu sebesar 96,667% disusul oleh Neural 
Network sebesar 86,67% dan SVM sebesar 83,33%. 
Perbandingannya dapat dilihat pada Gambar 6.13. 
 
Gambar 6.13 Perbandingan akurasi ketiga metode 
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6.5 Analisis Hasil Simulasi Jual-Beli Saham 
Analisis selanjutnya dilakukan dengan membandingkan 
tingkat keuntungan yang diperoleh berdasarkan simulasi jual-
beli saham yang dijalankan. Proses simulasi jual-beli 
dilaksanakan dengan menggunakan data testing dengan 
menerapkan proses yang sudah disusun pada bagian 4.3. 
Hasil simulasi untuk masing-masing metode yang diuji dapat 
dilihat pada Tabel 6.5 
Tabel 6.5 Perbandingan Keuntungan Hasil Simulasi 
Modal Keuntungan Bersih 
Total Saham Terbeli 
& Terjual 
dalam 
Rp 
PCA-SVM SVM NN 
PCA-
SVM 
SVM NN 
10 Juta Rp431,587.20 Rp236,330.15 Rp343,210.95 1952 1907 1935 
20 Juta Rp860,672.64 Rp470,603.71 Rp684,340.11 3904 3831 3871 
50 Juta Rp2,157,025.01 Rp1,179,180.98 Rp1,713,521.98 9761 9578 9678 
 
Dari keseluruhan simulasi yang dilakukan, terlihat jelas bahwa 
total keuntungan yang diperoleh PCA-SVM paling besar dan 
konsisten untuk simulasi dengan jumlah modal 10 juta, 20 juta 
dan 50 juta rupiah. Peringkat kedua diduduki oleh Neural 
Network, sedangkan peringkat terakhir dalam simulasi 
diduduki oleh SVM. 
  
78 
 
 
 
Halaman ini sengaja dikosongkan  
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 BAB VII 
KESIMPULAN DAN SARAN 
Bab penutup ini berisi kesimpulan yang diperoleh dari 
hasil pengerjaan Tugas Akhir dan saran untuk pengembangan 
penelitian yang dilakukan dalam tugas akhir ini. 
7.1 Kesimpulan 
Beberapa kesimpulan yang dapat diambil dari pengerjaan 
tugas akhir ini diantaranya adalah sebagai berikut: 
1. Fitur atau variabel yang paling mempengaruhi 
pergerakan saham di Indonesia jika dilihat dari sisi 
analisis teknikal (penggunaan indikator teknikal 
sebagai fitur dalam input SVM) adalah Money Flow 
Index, disusul oleh 30 days Volatility pada posisi ke-
2, Chaikin Oscillator pada posisi ke-3, Alexander’s 
Filter pada posisi ke-4 dan Moving Average 
Convergence-Divergence pada posisi ke-5. 
2. Model prediksi yang paling sesuai dengan 
memperhatikan berbagai macam faktor yang 
mempengaruhi pergerakan harga saham adalah SVM 
dengan tipe kernel dot dengan nilai parameter C=1024 
serta digunakan harga close sebagai label dan harga 
open, high, low, volume, MFI, ChO, 30daysV, ALF, 
MACD sebagai fitur untuk input kedalam SVM. 
3. Metode hybrid PCA-SVM terbukti memiliki nilai 
Error yang lebih kecil dan tingkat akurasi prediksi 
yang lebih baik jika dibandingkan dengan metode 
SVM dan Neural Network. 
a. PCA-SVM terutama untuk kategori 3, 
memiliki nilai MAPE yang paling rendah 
dengan nilai 0,482%. 
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b. Tingkat akurasi klasifikasi trend untuk metode 
PCA-SVM memiliki nilai yang paling baik 
sebesar 96,667%. 
c. Tingkat keutungan yang diperoleh metode 
PCA-SVM paling tinggi jika dibandingkan 
dua metode lainnya pada proses simulasi jual-
beli saham. 
7.2 Saran 
Saran yang dapat diberikan berdasarkan hasil penelitian ini 
diantaranya: 
1. Perlu dibuat simulasi lanjutan dengan malibatkan 
beberapa aspek penting seperti suku bunga, pajak, dan 
pembagian keuntungan (deviden) dari perusahaan. 
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 LAMPIRAN A : DATA HASIL PREDIKSI 
Tabel A. 1 Hasil prediksi harga saham dengan PCA-SVM kategori 3 
Prediksi 
Harian 
ke- 
Tanggal Prediksi 
harga close 
Harga 
close 
aktual 
Absolute 
Percentage 
Error 
1 11/19/2014 5109.52 5127,93 0,427% 
2 11/20/2014 5135.14 5093,57 0,629% 
3 11/21/2014 5089.13 5112,04 0,418% 
4 11/24/2014 5110.12 5141,76 0,480% 
5 11/25/2014 5118.24 5118,94 0,531% 
6 11/26/2014 5129.20 5133,04 0,380% 
7 11/27/2014 5143.25 5145,31 0,064% 
8 11/28/2014 5143.82 5149,89 0,084% 
9 12/1/2014 5142.97 5164,29 0,417% 
10 12/2/2014 5157.57 5175,79 0,264% 
11 12/3/2014 5174.10 5166,04 0,122% 
12 12/4/2014 5166.97 5177,16 0,359% 
13 12/5/2014 5183.51 5187,99 0,313% 
14 12/8/2014 5189.54 5144,01 1,012% 
15 12/9/2014 5157.09 5122,31 0,580% 
16 12/10/2014 5144.52 5165,41 0,565% 
17 12/11/2014 5190.74 5152,69 0,273% 
18 12/12/2014 5174.51 5160,43 0,136% 
19 12/15/2014 5180.46 5108,43 1,387% 
20 12/16/2014 5116.78 5026,03 2,201% 
21 12/17/2014 5046.81 5035,65 0,094% 
22 12/18/2014 5056.78 5113,35 1,123% 
23 12/19/2014 5127.46 5144,62 0,289% 
24 12/22/2014 5146.64 5125,77 0,569% 
25 12/23/2014 5131.59 5139,07 0,038% 
26 12/24/2014 5155.93 5166,98 0,476% 
27 12/29/2014 5185.21 5178,37 0,012% 
28 12/30/2014 5194.49 5226,95 0,770% 
29 12/31/2014 5228.90 5226,95 0,120% 
30 1/2/2015 5233.88 5242,77 0,342% 
31 1/5/2015 5249.72 5220,00 0,205% 
32 1/6/2015 5216.83 5169,06 0,999% 
33 1/7/2015 5172.34 5207,12 0,561% 
  
A-2 
 
Prediksi 
Harian 
ke- 
Tanggal Prediksi 
harga close 
Harga 
close 
aktual 
Absolute 
Percentage 
Error 
34 1/8/2015 5206.45 5211,83 0,159% 
35 1/9/2015 5223.19 5216,67 0,050% 
36 1/12/2015 5230.83 5187,93 0,735% 
37 1/13/2015 5197.77 5214,36 0,181% 
38 1/14/2015 5219.89 5159,67 1,316% 
39 1/15/2015 5176.81 5188,71 0,266% 
40 1/16/2015 5204.59 5148,38 0,915% 
41 1/19/2015 5155.88 5152,09 0,279% 
42 1/20/2015 5169.87 5166,09 0,107% 
43 1/21/2015 5167.87 5215,27 0,758% 
44 1/22/2015 5223.27 5253,18 0,716% 
45 1/23/2015 5256.69 5323,88 1,396% 
46 1/26/2015 5320.85 5260,02 0,995% 
47 1/27/2015 5254.36 5277,15 0,667% 
48 1/28/2015 5262.37 5268,85 0,097% 
49 1/29/2015 5254.66 5262,72 0,189% 
50 1/30/2015 5254.10 5289,40 0,810% 
51 2/2/2015 5278.14 5276,24 0,122% 
52 2/3/2015 5273.04 5291,72 0,381% 
53 2/4/2015 5285.93 5315,28 0,460% 
54 2/5/2015 5310.14 5279,90 0,535% 
55 2/6/2015 5281.40 5342,52 1,269% 
56 2/9/2015 5347.37 5348,47 0,057% 
57 2/10/2015 5354.35 5321,47 0,378% 
58 2/11/2015 5328.54 5336,52 0,202% 
59 2/12/2015 5345.68 5343,41 0,330% 
60 2/13/2015 5336.27 5374,17 0,535% 
MAPE 0,482% 
 
Tabel A. 2 Perbandingan kelas prediksi vs aktual PCA-SVM kategori 3 
Testing 
ke- 
Tanggal Kelas hasil 
prediksi 
Kelas aktual Nilai 
kebenaran 
1 11/19/2014 no trend no trend TRUE 
2 11/20/2014 no trend no trend TRUE 
3 11/21/2014 no trend no trend TRUE 
4 11/24/2014 no trend no trend TRUE 
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Testing 
ke- 
Tanggal Kelas hasil 
prediksi 
Kelas aktual Nilai 
kebenaran 
5 11/25/2014 no trend no trend TRUE 
6 11/26/2014 no trend no trend TRUE 
7 11/27/2014 no trend no trend TRUE 
8 11/28/2014 no trend no trend TRUE 
9 12/1/2014 no trend no trend TRUE 
10 12/2/2014 no trend no trend TRUE 
11 12/3/2014 no trend no trend TRUE 
12 12/4/2014 no trend no trend TRUE 
13 12/5/2014 no trend no trend TRUE 
14 12/8/2014 no trend no trend TRUE 
15 12/9/2014 no trend no trend TRUE 
16 12/10/2014 uptrend uptrend TRUE 
17 12/11/2014 uptrend uptrend TRUE 
18 12/12/2014 uptrend uptrend TRUE 
19 12/15/2014 uptrend no trend FALSE 
20 12/16/2014 no trend no trend TRUE 
21 12/17/2014 no trend no trend TRUE 
22 12/18/2014 no trend no trend TRUE 
23 12/19/2014 no trend no trend TRUE 
24 12/22/2014 no trend no trend TRUE 
25 12/23/2014 no trend no trend TRUE 
26 12/24/2014 no trend no trend TRUE 
27 12/29/2014 no trend no trend TRUE 
28 12/30/2014 uptrend uptrend TRUE 
29 12/31/2014 uptrend uptrend TRUE 
30 1/2/2015 uptrend uptrend TRUE 
31 1/5/2015 uptrend uptrend TRUE 
32 1/6/2015 uptrend uptrend TRUE 
33 1/7/2015 uptrend uptrend TRUE 
34 1/8/2015 uptrend uptrend TRUE 
35 1/9/2015 uptrend uptrend TRUE 
36 1/12/2015 uptrend uptrend TRUE 
37 1/13/2015 uptrend uptrend TRUE 
38 1/14/2015 uptrend no trend FALSE 
39 1/15/2015 no trend no trend TRUE 
40 1/16/2015 no trend no trend TRUE 
41 1/19/2015 no trend no trend TRUE 
42 1/20/2015 no trend no trend TRUE 
43 1/21/2015 no trend no trend TRUE 
  
A-4 
 
Testing 
ke- 
Tanggal Kelas hasil 
prediksi 
Kelas aktual Nilai 
kebenaran 
44 1/22/2015 no trend no trend TRUE 
45 1/23/2015 no trend no trend TRUE 
46 1/26/2015 no trend no trend TRUE 
47 1/27/2015 uptrend uptrend TRUE 
48 1/28/2015 uptrend uptrend TRUE 
49 1/29/2015 uptrend uptrend TRUE 
50 1/30/2015 uptrend uptrend TRUE 
51 2/2/2015 uptrend uptrend TRUE 
52 2/3/2015 uptrend uptrend TRUE 
53 2/4/2015 uptrend uptrend TRUE 
54 2/5/2015 uptrend uptrend TRUE 
55 2/6/2015 uptrend uptrend TRUE 
56 2/9/2015 uptrend uptrend TRUE 
57 2/10/2015 uptrend uptrend TRUE 
58 2/11/2015 uptrend uptrend TRUE 
59 2/12/2015 uptrend uptrend TRUE 
60 2/13/2015 uptrend uptrend TRUE 
 
Tabel A. 3 Hasil prediksi harga saham dengan SVM 
Prediksi 
Harian 
ke- 
Tanggal Prediksi 
harga close 
Harga close 
aktual 
Absolute 
Percentage 
Error 
1 11/19/2014 5018,66 5127,93 2,131% 
2 11/20/2014 5051,43 5093,57 0,827% 
3 11/21/2014 5033,40 5112,04 1,538% 
4 11/24/2014 5031,94 5141,76 2,136% 
5 11/25/2014 5065,49 5118,94 1,044% 
6 11/26/2014 5057,99 5133,04 1,462% 
7 11/27/2014 5053,34 5145,31 1,787% 
8 11/28/2014 5066,94 5149,89 1,611% 
9 12/1/2014 5067,46 5164,29 1,875% 
10 12/2/2014 5079,85 5175,79 1,854% 
11 12/3/2014 5100,04 5166,04 1,278% 
12 12/4/2014 5096,64 5177,16 1,555% 
13 12/5/2014 5100,87 5187,99 1,679% 
14 12/8/2014 5114,09 5144,01 0,582% 
15 12/9/2014 5092,27 5122,31 0,587% 
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Prediksi 
Harian 
ke- 
Tanggal Prediksi 
harga close 
Harga close 
aktual 
Absolute 
Percentage 
Error 
16 12/10/2014 5057,20 5165,41 2,095% 
17 12/11/2014 5073,33 5152,69 1,540% 
18 12/12/2014 5074,90 5160,43 1,657% 
19 12/15/2014 5084,88 5108,43 0,461% 
20 12/16/2014 5040,75 5026,03 0,293% 
21 12/17/2014 4975,04 5035,65 1,204% 
22 12/18/2014 4971,24 5113,35 2,779% 
23 12/19/2014 5024,05 5144,62 2,344% 
24 12/22/2014 5069,20 5125,77 1,104% 
25 12/23/2014 5070,16 5139,07 1,341% 
26 12/24/2014 5068,97 5166,98 1,897% 
27 12/29/2014 5082,10 5178,37 1,859% 
28 12/30/2014 5099,71 5226,95 2,434% 
29 12/31/2014 5123,71 5226,95 1,975% 
30 1/2/2015 5126,37 5242,77 2,220% 
31 1/5/2015 5158,11 5220,00 1,186% 
32 1/6/2015 5142,55 5169,06 0,513% 
33 1/7/2015 5102,87 5207,12 2,002% 
34 1/8/2015 5112,39 5211,83 1,908% 
35 1/9/2015 5136,51 5216,67 1,537% 
36 1/12/2015 5142,37 5187,93 0,878% 
37 1/13/2015 5120,37 5214,36 1,802% 
38 1/14/2015 5126,97 5159,67 0,634% 
39 1/15/2015 5111,81 5188,71 1,482% 
40 1/16/2015 5105,56 5148,38 0,832% 
41 1/19/2015 5094,94 5152,09 1,109% 
42 1/20/2015 5077,94 5166,09 1,706% 
43 1/21/2015 5077,78 5215,27 2,636% 
44 1/22/2015 5115,79 5253,18 2,615% 
45 1/23/2015 5156,15 5323,88 3,150% 
46 1/26/2015 5215,94 5260,02 0,838% 
47 1/27/2015 5186,36 5277,15 1,720% 
48 1/28/2015 5180,50 5268,85 1,677% 
49 1/29/2015 5187,51 5262,72 1,429% 
50 1/30/2015 5179,13 5289,40 2,085% 
51 2/2/2015 5205,18 5276,24 1,347% 
52 2/3/2015 5192,19 5291,72 1,881% 
53 2/4/2015 5207,57 5315,28 2,026% 
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Prediksi 
Harian 
ke- 
Tanggal Prediksi 
harga close 
Harga close 
aktual 
Absolute 
Percentage 
Error 
54 2/5/2015 5231,55 5279,90 0,916% 
55 2/6/2015 5204,48 5342,52 2,584% 
56 2/9/2015 5232,35 5348,47 2,171% 
57 2/10/2015 5260,07 5321,47 1,154% 
58 2/11/2015 5248,18 5336,52 1,655% 
59 2/12/2015 5247,68 5343,41 1,791% 
60 2/13/2015 5249,25 5374,17 2,325% 
MAPE 1,612% 
 
Tabel A. 4 Perbandingan kelas prediksi vs aktual SVM 
Testing 
ke- 
Tanggal Kelas hasil 
prediksi 
Kelas aktual Nilai 
kebenaran 
1 11/19/2014 no trend no trend TRUE 
2 11/20/2014 no trend no trend TRUE 
3 11/21/2014 no trend no trend TRUE 
4 11/24/2014 no trend no trend TRUE 
5 11/25/2014 no trend no trend TRUE 
6 11/26/2014 no trend no trend TRUE 
7 11/27/2014 no trend no trend TRUE 
8 11/28/2014 no trend no trend TRUE 
9 12/1/2014 no trend no trend TRUE 
10 12/2/2014 no trend no trend TRUE 
11 12/3/2014 no trend no trend TRUE 
12 12/4/2014 no trend no trend TRUE 
13 12/5/2014 no trend no trend TRUE 
14 12/8/2014 no trend no trend TRUE 
15 12/9/2014 no trend no trend TRUE 
16 12/10/2014 no trend uptrend FALSE 
17 12/11/2014 no trend uptrend FALSE 
18 12/12/2014 no trend uptrend FALSE 
19 12/15/2014 no trend no trend TRUE 
20 12/16/2014 no trend no trend TRUE 
21 12/17/2014 no trend no trend TRUE 
22 12/18/2014 no trend no trend TRUE 
23 12/19/2014 no trend no trend TRUE 
24 12/22/2014 no trend no trend TRUE 
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Testing 
ke- 
Tanggal Kelas hasil 
prediksi 
Kelas aktual Nilai 
kebenaran 
25 12/23/2014 no trend no trend TRUE 
26 12/24/2014 no trend no trend TRUE 
27 12/29/2014 no trend no trend TRUE 
28 12/30/2014 no trend uptrend FALSE 
29 12/31/2014 no trend uptrend FALSE 
30 1/2/2015 no trend uptrend FALSE 
31 1/5/2015 uptrend uptrend TRUE 
32 1/6/2015 uptrend uptrend TRUE 
33 1/7/2015 uptrend uptrend TRUE 
34 1/8/2015 uptrend uptrend TRUE 
35 1/9/2015 uptrend uptrend TRUE 
36 1/12/2015 uptrend uptrend TRUE 
37 1/13/2015 uptrend uptrend TRUE 
38 1/14/2015 uptrend no trend FALSE 
39 1/15/2015 uptrend no trend FALSE 
40 1/16/2015 no trend no trend TRUE 
41 1/19/2015 no trend no trend TRUE 
42 1/20/2015 no trend no trend TRUE 
43 1/21/2015 no trend no trend TRUE 
44 1/22/2015 no trend no trend TRUE 
45 1/23/2015 uptrend no trend FALSE 
46 1/26/2015 uptrend no trend FALSE 
47 1/27/2015 uptrend uptrend TRUE 
48 1/28/2015 uptrend uptrend TRUE 
49 1/29/2015 uptrend uptrend TRUE 
50 1/30/2015 uptrend uptrend TRUE 
51 2/2/2015 uptrend uptrend TRUE 
52 2/3/2015 uptrend uptrend TRUE 
53 2/4/2015 uptrend uptrend TRUE 
54 2/5/2015 uptrend uptrend TRUE 
55 2/6/2015 uptrend uptrend TRUE 
56 2/9/2015 uptrend uptrend TRUE 
57 2/10/2015 uptrend uptrend TRUE 
58 2/11/2015 uptrend uptrend TRUE 
59 2/12/2015 uptrend uptrend TRUE 
60 2/13/2015 uptrend uptrend TRUE 
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Tabel A. 5 Hasil prediksi harga saham dengan Neural Network 
Prediksi 
Harian 
ke- 
Tanggal Prediksi 
harga close 
Harga close 
aktual 
Absolute 
Percentage 
Error 
1 11/19/2014 5103.68 5127.93 0.473% 
2 11/20/2014 5146.68 5093.57 1.043% 
3 11/21/2014 5175.30 5112.04 1.237% 
4 11/24/2014 5131.29 5141.76 0.204% 
5 11/25/2014 5159.30 5118.94 0.788% 
6 11/26/2014 5188.64 5133.04 1.083% 
7 11/27/2014 5166.45 5145.31 0.411% 
8 11/28/2014 5175.59 5149.89 0.499% 
9 12/1/2014 5192.34 5164.29 0.543% 
10 12/2/2014 5194.39 5175.79 0.359% 
11 12/3/2014 5202.76 5166.04 0.711% 
12 12/4/2014 5218.83 5177.16 0.805% 
13 12/5/2014 5205.15 5187.99 0.331% 
14 12/8/2014 5217.77 5144.01 1.434% 
15 12/9/2014 5226.54 5122.31 2.035% 
16 12/10/2014 5179.00 5165.41 0.263% 
17 12/11/2014 5169.83 5152.69 0.333% 
18 12/12/2014 5185.02 5160.43 0.477% 
19 12/15/2014 5196.71 5108.43 1.728% 
20 12/16/2014 5206.26 5026.03 3.586% 
21 12/17/2014 5156.44 5035.65 2.399% 
22 12/18/2014 5072.67 5113.35 0.796% 
23 12/19/2014 5090.43 5144.62 1.053% 
24 12/22/2014 5164.65 5125.77 0.759% 
25 12/23/2014 5193.04 5139.07 1.050% 
26 12/24/2014 5172.03 5166.98 0.098% 
27 12/29/2014 5183.78 5178.37 0.104% 
28 12/30/2014 5205.52 5226.95 0.410% 
29 12/31/2014 5213.71 5226.95 0.253% 
30 1/2/2015 5259.86 5242.77 0.326% 
31 1/5/2015 5236.14 5220.00 0.309% 
32 1/6/2015 5270.98 5169.06 1.972% 
33 1/7/2015 5250.88 5207.12 0.840% 
34 1/8/2015 5211.31 5211.83 0.010% 
35 1/9/2015 5251.75 5216.67 0.672% 
36 1/12/2015 5255.45 5187.93 1.301% 
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Prediksi 
Harian 
ke- 
Tanggal Prediksi 
harga close 
Harga close 
aktual 
Absolute 
Percentage 
Error 
37 1/13/2015 5260.16 5214.36 0.878% 
38 1/14/2015 5226.35 5159.67 1.292% 
39 1/15/2015 5258.59 5188.71 1.347% 
40 1/16/2015 5200.64 5148.38 1.015% 
41 1/19/2015 5228.58 5152.09 1.485% 
42 1/20/2015 5189.11 5166.09 0.446% 
43 1/21/2015 5191.93 5215.27 0.448% 
44 1/22/2015 5200.44 5253.18 1.004% 
45 1/23/2015 5244.52 5323.88 1.491% 
46 1/26/2015 5288.33 5260.02 0.538% 
47 1/27/2015 5347.05 5277.15 1.325% 
48 1/28/2015 5272.15 5268.85 0.063% 
49 1/29/2015 5297.61 5262.72 0.663% 
50 1/30/2015 5294.73 5289.40 0.101% 
51 2/2/2015 5286.32 5276.24 0.191% 
52 2/3/2015 5308.83 5291.72 0.323% 
53 2/4/2015 5293.17 5315.28 0.416% 
54 2/5/2015 5314.46 5279.90 0.655% 
55 2/6/2015 5335.62 5342.52 0.129% 
56 2/9/2015 5293.27 5348.47 1.032% 
57 2/10/2015 5355.35 5321.47 0.637% 
58 2/11/2015 5357.88 5336.52 0.400% 
59 2/12/2015 5331.50 5343.41 0.223% 
60 2/13/2015 5350.27 5374.17 0.445% 
MAPE 0,787% 
 
Tabel A. 6 Perbandingan kelas prediksi vs aktual Neural Network 
Testing 
ke- 
Tanggal Kelas hasil 
prediksi 
Kelas aktual Nilai 
kebenaran 
1 11/19/2014 no trend no trend TRUE 
2 11/20/2014 no trend no trend TRUE 
3 11/21/2014 no trend no trend TRUE 
4 11/24/2014 no trend no trend TRUE 
5 11/25/2014 no trend no trend TRUE 
6 11/26/2014 no trend no trend TRUE 
7 11/27/2014 no trend no trend TRUE 
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Testing 
ke- 
Tanggal Kelas hasil 
prediksi 
Kelas aktual Nilai 
kebenaran 
8 11/28/2014 no trend no trend TRUE 
9 12/1/2014 no trend no trend TRUE 
10 12/2/2014 no trend no trend TRUE 
11 12/3/2014 no trend no trend TRUE 
12 12/4/2014 uptrend no trend FALSE 
13 12/5/2014 no trend no trend TRUE 
14 12/8/2014 no trend no trend TRUE 
15 12/9/2014 uptrend no trend FALSE 
16 12/10/2014 uptrend uptrend TRUE 
17 12/11/2014 uptrend uptrend TRUE 
18 12/12/2014 uptrend uptrend TRUE 
19 12/15/2014 uptrend no trend FALSE 
20 12/16/2014 uptrend no trend FALSE 
21 12/17/2014 no trend no trend TRUE 
22 12/18/2014 no trend no trend TRUE 
23 12/19/2014 no trend no trend TRUE 
24 12/22/2014 no trend no trend TRUE 
25 12/23/2014 uptrend no trend FALSE 
26 12/24/2014 no trend no trend TRUE 
27 12/29/2014 no trend no trend TRUE 
28 12/30/2014 uptrend uptrend TRUE 
29 12/31/2014 uptrend uptrend TRUE 
30 1/2/2015 uptrend uptrend TRUE 
31 1/5/2015 uptrend uptrend TRUE 
32 1/6/2015 uptrend uptrend TRUE 
33 1/7/2015 uptrend uptrend TRUE 
34 1/8/2015 uptrend uptrend TRUE 
35 1/9/2015 uptrend uptrend TRUE 
36 1/12/2015 uptrend uptrend TRUE 
37 1/13/2015 uptrend uptrend TRUE 
38 1/14/2015 uptrend no trend FALSE 
39 1/15/2015 uptrend no trend FALSE 
40 1/16/2015 no trend no trend TRUE 
41 1/19/2015 no trend no trend TRUE 
42 1/20/2015 no trend no trend TRUE 
43 1/21/2015 no trend no trend TRUE 
44 1/22/2015 no trend no trend TRUE 
45 1/23/2015 no trend no trend TRUE 
46 1/26/2015 uptrend no trend FALSE 
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Testing 
ke- 
Tanggal Kelas hasil 
prediksi 
Kelas aktual Nilai 
kebenaran 
47 1/27/2015 uptrend uptrend TRUE 
48 1/28/2015 uptrend uptrend TRUE 
49 1/29/2015 uptrend uptrend TRUE 
50 1/30/2015 uptrend uptrend TRUE 
51 2/2/2015 uptrend uptrend TRUE 
52 2/3/2015 uptrend uptrend TRUE 
53 2/4/2015 uptrend uptrend TRUE 
54 2/5/2015 uptrend uptrend TRUE 
55 2/6/2015 uptrend uptrend TRUE 
56 2/9/2015 uptrend uptrend TRUE 
57 2/10/2015 uptrend uptrend TRUE 
58 2/11/2015 uptrend uptrend TRUE 
59 2/12/2015 uptrend uptrend TRUE 
60 2/13/2015 uptrend uptrend TRUE 
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Halaman ini sengaja dikosongkan  
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 LAMPIRAN B : DATA HASIL PCA  
Tabel B. 1 Bobot variabel pada training ke-0 
attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
25MA 0.364 -0.313 -0.049 -0.002 0.069 0.096 
65MA 0.375 -0.294 0.064 -0.016 0.036 -0.018 
25EMA 0.36 -0.324 -0.054 0.018 0.05 0.092 
ALF -0.144 -0.156 -0.278 0.281 -0.235 0.416 
RS -0.107 -0.117 -0.008 0.287 -0.093 -0.125 
RSI -0.207 -0.254 -0.074 0.327 -0.182 -0.153 
MFI -0.151 -0.158 -0.092 0.431 0.318 -0.66 
%B -0.209 -0.285 0.044 -0.024 -0.121 0.056 
10daysV 0.065 0.064 0.429 0.214 0.105 0.011 
30daysV 0.045 0.033 0.625 0.48 -0.265 0.246 
CHO -0.162 -0.059 0.014 0.182 0.822 0.446 
MACD -0.119 -0.169 -0.456 0.224 -0.149 0.246 
%K -0.349 -0.406 0.239 -0.305 -0.001 0.003 
AD 0.406 -0.367 0.026 0.016 0.012 -0.106 
%R 0.349 0.406 -0.239 0.305 0.001 -0.003 
  
Tabel B. 2 Bobot variabel pada training ke-10 
attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
25MA 0.372 -0.305 -0.048 0 0.069 0.095 
65MA 0.383 -0.286 0.064 -0.016 0.037 -0.019 
25EMA 0.368 -0.316 -0.053 0.019 0.05 0.091 
ALF -0.14 -0.157 -0.277 0.283 -0.237 0.418 
RS -0.104 -0.119 -0.008 0.286 -0.087 -0.129 
RSI -0.201 -0.259 -0.073 0.328 -0.176 -0.157 
MFI -0.148 -0.16 -0.091 0.43 0.314 -0.658 
%B -0.202 -0.289 0.044 -0.023 -0.122 0.058 
10daysV 0.063 0.067 0.429 0.212 0.104 0.009 
30daysV 0.043 0.039 0.626 0.481 -0.265 0.247 
CHO -0.16 -0.063 0.014 0.182 0.824 0.444 
MACD -0.115 -0.17 -0.456 0.226 -0.151 0.246 
%K -0.339 -0.415 0.239 -0.303 -0.002 0.004 
AD 0.414 -0.355 0.027 0.022 0.009 -0.102 
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attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
%R 0.339 0.415 -0.239 0.303 0.002 -0.004 
  
Tabel B. 3 Bobot variabel pada training ke-20 
attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
25MA 0.377 -0.298 -0.045 0 0.071 0.092 
65MA 0.388 -0.28 0.066 -0.016 0.035 -0.022 
25EMA 0.374 -0.31 -0.05 0.02 0.051 0.088 
ALF -0.136 -0.16 -0.278 0.284 -0.226 0.425 
RS -0.102 -0.122 -0.009 0.286 -0.089 -0.13 
RSI -0.195 -0.264 -0.076 0.327 -0.18 -0.155 
MFI -0.144 -0.162 -0.091 0.431 0.294 -0.665 
%B -0.198 -0.293 0.044 -0.023 -0.121 0.063 
10daysV 0.059 0.07 0.431 0.212 0.101 0.006 
30daysV 0.039 0.042 0.624 0.48 -0.266 0.252 
CHO -0.163 -0.065 0.021 0.184 0.835 0.423 
MACD -0.11 -0.172 -0.456 0.227 -0.142 0.252 
%K -0.333 -0.421 0.238 -0.303 -0.004 0.003 
AD 0.419 -0.347 0.033 0.023 0.016 -0.095 
%R 0.333 0.421 -0.238 0.303 0.004 -0.003 
  
Tabel B. 4 Bobot variabel pada training ke-30 
attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
25MA 0.384 -0.29 -0.044 0.002 0.071 0.085 
65MA 0.394 -0.272 0.067 -0.014 0.034 -0.023 
25EMA 0.381 -0.302 -0.05 0.022 0.051 0.082 
ALF -0.132 -0.161 -0.279 0.282 -0.224 0.418 
RS -0.1 -0.122 -0.009 0.286 -0.093 -0.123 
RSI -0.191 -0.265 -0.075 0.329 -0.181 -0.141 
MFI -0.14 -0.165 -0.092 0.424 0.268 -0.686 
%B -0.192 -0.297 0.044 -0.021 -0.115 0.072 
10daysV 0.057 0.071 0.431 0.206 0.09 -0.017 
30daysV 0.035 0.047 0.625 0.48 -0.265 0.256 
CHO -0.165 -0.064 0.023 0.202 0.846 0.408 
MACD -0.105 -0.174 -0.456 0.226 -0.141 0.247 
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attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
%K -0.322 -0.43 0.236 -0.303 -0.003 0.003 
AD 0.425 -0.335 0.035 0.032 0.021 -0.081 
%R 0.322 0.43 -0.236 0.303 0.003 -0.003 
  
Tabel B. 5 Bobot variabel pada training ke-40 
attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
25MA 0.391 -0.282 -0.042 0.002 0.073 0.074 
65MA 0.4 -0.263 0.069 -0.013 0.031 -0.03 
25EMA 0.388 -0.294 -0.047 0.021 0.054 0.073 
ALF -0.128 -0.163 -0.278 0.281 -0.198 0.436 
RS -0.097 -0.125 -0.011 0.286 -0.097 -0.118 
RSI -0.184 -0.27 -0.079 0.331 -0.187 -0.133 
MFI -0.134 -0.17 -0.098 0.424 0.232 -0.698 
%B -0.185 -0.3 0.043 -0.018 -0.114 0.076 
10daysV 0.053 0.073 0.431 0.206 0.088 -0.027 
30daysV 0.031 0.05 0.623 0.483 -0.254 0.266 
CHO -0.167 -0.064 0.03 0.199 0.867 0.363 
MACD -0.1 -0.176 -0.455 0.224 -0.123 0.258 
%K -0.314 -0.437 0.237 -0.302 -0.005 0.001 
AD 0.431 -0.324 0.041 0.033 0.027 -0.056 
%R 0.314 0.437 -0.237 0.302 0.005 -0.001 
  
Tabel B. 6 Bobot variabel pada training ke-50 
attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
25MA 0.389 -0.283 -0.041 0.002 0.076 -0.071 
65MA 0.399 -0.265 0.068 -0.013 0.032 0.029 
25EMA 0.385 -0.293 -0.046 0.021 0.057 -0.071 
ALF -0.128 -0.163 -0.278 0.28 -0.179 -0.444 
RS -0.098 -0.123 -0.012 0.287 -0.101 0.113 
RSI -0.185 -0.268 -0.08 0.333 -0.19 0.125 
MFI -0.134 -0.168 -0.1 0.424 0.206 0.707 
%B -0.186 -0.301 0.042 -0.018 -0.107 -0.083 
10daysV 0.053 0.073 0.431 0.206 0.092 0.026 
30daysV 0.029 0.052 0.623 0.484 -0.246 -0.273 
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attribute PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 
CHO -0.167 -0.067 0.032 0.195 0.88 -0.33 
MACD -0.1 -0.175 -0.455 0.224 -0.114 -0.263 
%K -0.316 -0.437 0.237 -0.301 -0.009 0.001 
AD 0.433 -0.327 0.042 0.036 0.018 0.06 
%R 0.316 0.437 -0.237 0.301 0.009 -0.001 
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 LAMPIRAN C : DATA SIMULASI  
Tabel C. 1 Data test case simulasi setiap metode 
Simulasi 
ke- 
Tanggal Action 
PCA-SVM 
Action 
SVM 
Action 
Neural-
Network 
Harga 
close 
aktual 
1 11/18/2014 Hold Hold Hold 5102.47 
2 11/19/2014 Hold Hold Hold 5127,93 
3 11/20/2014 Hold Hold Hold 5093,57 
4 11/21/2014 Hold Hold Hold 5112,04 
5 11/24/2014 Hold Hold Hold 5141,76 
6 11/25/2014 Hold Hold Hold 5118,94 
7 11/26/2014 Hold Hold Hold 5133,04 
8 11/27/2014 Hold Hold Hold 5145,31 
9 11/28/2014 Hold Hold Hold 5149,89 
10 12/1/2014 Hold Hold Hold 5164,29 
11 12/2/2014 Hold Hold Hold 5175,79 
12 12/3/2014 Hold Hold Buy 5166,04 
13 12/4/2014 Hold Hold Hold 5177,16 
14 12/5/2014 Hold Hold Hold 5187,99 
15 12/8/2014 Hold Hold Hold 5144,01 
16 12/9/2014 Buy Hold Hold 5122,31 
17 12/10/2014 Hold Hold Hold 5165,41 
18 12/11/2014 Hold Hold Hold 5152,69 
19 12/12/2014 Hold Hold Hold 5160,43 
20 12/15/2014 Hold Hold Hold 5108,43 
21 12/16/2014 Hold Hold Hold 5026,03 
22 12/17/2014 Hold Hold Hold 5035,65 
23 12/18/2014 Hold Hold Hold 5113,35 
24 12/19/2014 Hold Hold Hold 5144,62 
25 12/22/2014 Hold Hold Hold 5125,77 
26 12/23/2014 Hold Hold Hold 5139,07 
27 12/24/2014 Hold Hold Hold 5166,98 
28 12/29/2014 Hold Hold Hold 5178,37 
29 12/30/2014 Hold Hold Hold 5226,95 
30 12/31/2014 Hold Hold Hold 5226,95 
31 1/2/2015 Hold Hold Hold 5242,77 
32 1/5/2015 Hold Buy Hold 5220,00 
33 1/6/2015 Hold Hold Hold 5169,06 
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Simulasi 
ke- 
Tanggal Action 
PCA-SVM 
Action 
SVM 
Action 
Neural-
Network 
Harga 
close 
aktual 
34 1/7/2015 Hold Hold Hold 5207,12 
35 1/8/2015 Hold Hold Hold 5211,83 
36 1/9/2015 Hold Hold Hold 5216,67 
37 1/12/2015 Hold Hold Hold 5187,93 
38 1/13/2015 Hold Hold Hold 5214,36 
39 1/14/2015 Hold Hold Hold 5159,67 
40 1/15/2015 Hold Hold Hold 5188,71 
41 1/16/2015 Hold Hold Hold 5148,38 
42 1/19/2015 Hold Hold Hold 5152,09 
43 1/20/2015 Hold Hold Hold 5166,09 
44 1/21/2015 Hold Hold Hold 5215,27 
45 1/22/2015 Hold Hold Hold 5253,18 
46 1/23/2015 Hold Hold Hold 5323,88 
47 1/26/2015 Hold Hold Hold 5260,02 
48 1/27/2015 Hold Hold Hold 5277,15 
49 1/28/2015 Hold Hold Hold 5268,85 
50 1/29/2015 Hold Hold Hold 5262,72 
51 1/30/2015 Hold Hold Hold 5289,40 
52 2/2/2015 Hold Hold Hold 5276,24 
53 2/3/2015 Hold Hold Hold 5291,72 
54 2/4/2015 Hold Hold Hold 5315,28 
55 2/5/2015 Hold Hold Hold 5279,90 
56 2/6/2015 Hold Hold Hold 5342,52 
57 2/9/2015 Hold Hold Hold 5348,47 
58 2/10/2015 Hold Hold Hold 5321,47 
59 2/11/2015 Hold Hold Hold 5336,52 
60 2/12/2015 Sell Sell Sell 5343,41 
  
