Non-local equations cannot be treated using classical ODE theorems. Nevertheless, several new methods have been introduced in the non-local gluing scheme of our previous article [5]; we survey and improve those, and present new applications as well.
Introduction
Let γ ∈ (0, 1). We consider radially symmetric solutions the fractional Laplacian equation
with an isolated singularity at the origin. Here p ∈ n n − 2γ , n + 2γ n − 2γ , and the constant A := A n,p,γ (> 0) is chosen so that u 0 (r) = r − 2γ p−1 is a singular solution to the equation. Note that this the exact growth rate around the origin of any other solution with non-removable singularity according to [5, 11, 16] .
Note that for p = n + 2γ n − 2γ the problem is critical for the Sobolev embedding W γ,2 ֒→ L 2n n−2γ . In addition, for this choice of nonlinearity, the equation has good conformal properties and, indeed, in conformal geometry it is known as the fractional Yamabe problem. In this case the constant A coincides with the Hardy constant Λ n,γ given in (1.7) .
There is an extensive literature on the fractional Yamabe problem by now. See [29, 30, 33, 36] for the smooth case, [19, 20, 3, 7] in the presence of isolated singularities, and [28, 4, 5] when the singularities are not isolated but a higher dimensional set.
In this paper we take the analytical point of view and study several non-local ODE that are related to problem (1.1), both survey and new results, in the hope that this paper serves as a guide for non-local ODE. A non-local equation such as (1.1) for radially symmetric solutions u = u(r), r = |x|, requires different techniques than regular ODE. For instance, existence and uniqueness theorems are not available in general, so one cannot reduce it to the study of a phase portrait. Moreover, the asymptotic behavior as r → 0 or r → ∞ is not clear either. 1 However, we will show that, in some sense, (1.1) behaves closely to its local counterpart (the case γ = 1), which is given by the second order ODE ∂ rr u + n − 1 r ∂ r u = Au p .
In particular, for the survey part we will extract many results for non-local ODEs from the long paper [5] but without many of the technicalities. However, from the time since [5] first appeared, some of the proofs have been simplified; we present those in detail. The main underlying idea, which was not fully exploited in [5] , is to write problem (1.1) as an infinite dimensional ODE system. Each equation in the system is a standard second order ODE, the non-locality appears in the coupling of the right hand sides (see Corollary 4.6) . The advantage of this formulation comes from the fact that, even though we started with a non-local ODE, we can still use a number of the standard results, as long as one takes care of this coupling. For instance, we will be able to write the indicial roots for the system and a Wrońskian-type quantity which will be useful in the uniqueness proofs. Other applications include novel Pohožaev-type identities. We also hope that this paper serves as a complement to the elliptic theory of differential edge operators from [37, 38] .
Let us summarize our results. First, in Section 3, we consider existence theorems for (1.1), both in the critical and subcritical case. We show that the change of variable 
for some singular kernel satisfyingK(t) ∼ |t| −1−2γ as |t| → 0. The advantage of (1.3) over the original (1.1) is that in the new variables the problem becomes autonomous in some sense. Thus, even if we cannot plot it, one expects some kind of phase-portrait. Indeed, we show the existence of a monotone quantity (a Hamiltonian) similar to those of [10, 9, 25] which, in the particular case p = n+2γ n−2γ is conserved along the t-flow. The proofs have its origin in conformal geometry and, in particular, we give an interpretation of the change of variable (1.2) in terms of the conformal fractional Laplacian on the cylinder. We also provide an extension problem for (1.3) in the spirit of the well known extension for the fractional Laplacian ( [12, 41] and many others). Note, however, that our particular extension has its origins in scattering theory on conformally compact Einstein manifolds (see [31, 15, 14] and the survey [27] , for instance) and it does not produce fractional powers of operators, but their conformal versions. This is the content of Section 2.
In addition, for p subcritical, this is,
we will also consider radial solutions to the linearized problem around a certain solution u * . The resulting equation may be written as
. Defining the radially symmetric potential V * (r) := pAu p−1 * , this equation is equivalent to
Note that
for the positive constant κ = pA.
Therefore to understand operators with critical Hardy potentials such as L * we will need to consider first the constant coefficient operator
The fractional Hardy inequality ( [34, 42, 8, 26] ) asserts the non-negativity of such operator up to κ = Λ n,γ , hence whenever (1.6) pA ≤ Λ n,γ , and this distinguishes the stable/unstable cases (see Definition 3.5). Nonlinear Schrödinger equations with fractional Laplacian have received a lot of attention recently (see, for instance, [22, 18, 2] ), while ground state solutions for nonlocal problems have been considered in the papers [24, 25] .
However, mapping properties for a linear operator such as L * from (1.4), or even L κ , had been mostly open until the publication of [5] . Indeed, one of the cornerstones in [5] is to write a Green's function for the constant coefficient operator L κ in suitable weighted spaces. While invertibility for L κ in terms of the behavior of its right hand side had been considered in [1] ), here we go further and calculate the indicial roots of the problem to characterize invertibility precisely. This is done by writing a variation of constants formula to produce solutions to L κ φ = h from elements in the kernel L κ φ = 0. In particular, such φ is governed by the indicial roots of the equation. However, in contrast to the local case where a second order ODE only has two indicial roots, here we find an infinite number of them and, moreover, the solution is not just a combination of two linearly independent solutions of the homogeneous problem, but an infinite sum. We summarize those results in Section 4. We also present, in full detail, simplified proofs of the original statements.
One obtains, as a consequence, a Frobenious type theorem which yields a precise asymptotic expansion for solutions to (1.4) in terms of the asymptotics of the potential as r → 0. Indeed, recall that we have that (1.5), so we can use what we know about L κ in order to obtain information about L * . In particular, we find the indicial roots of L * both as r → 0 and as r → ∞.
Next, we move on to original research. Section 5 is a combination of new and known results. There we give full account of non-degeneracy of equation (1.1) for the particular solution u * , this is, we provide a characterization of the kernel of the linearized operator L * , both in the stable and in the unstable cases.
One of the main contributions of this paper is the introduction of a new Wrońskian quantity (5.6) for a non-local ODE such as (1.4) , that allows to compare any two solutions, and plays the role of the usual Wrońskian W = w ′ 1 w 2 − w 1 w ′ 2 for a second order linear ODE. While this quantity is close in spirit to that of [10, 9, 25] , ours seems to adapt better to an autonomous non-local ODE.
Using similar techniques for the non-linear problem, we also provide new Pohožaev identities: Proposition 6.1 (for the extension problem) and Proposition 6.2 (for the nonlocal problem formulated as a coupled ODE system). While Proposition 6.1 follows closely the presentation in [24, 25] and would allow to prove similar consequences such as uniqueness of ground states, our new Proposition 6.2 applies even for potentials that cannot be considered by them. The underlying idea is that, switching from the radial variable r to the t variable, and from the standard fractional Laplacian (−∆) γ to the conformal fractional Laplacian P γ , we are able to find conserved quantities since the resulting ODE is, though non-local, autonomous.
Some comments about notation:
• The Hardy constant is given by
where Γ is the ordinary Gamma function.
some positive constant C. • While functions that live on R n are represented by lowercase letters, their corresponding extension to R n+1 + will be denoted by the same letter in capitals. • S n is the unit sphere with its canonical metric. • 2 F 1 is the standard hypergeometric function.
The conformal fractional Laplacian on the cylinder
Most of the results here can be found in [5] . We review the construction of the fractional Laplacian on the cylinder R × S n−1 , both by Fourier methods and by constructing an extension problem to one more dimension.
2.1.
Conjugation. Let us look first at the critical power, and consider the equation
It is well known [11] that non-removable singularities must be, as r → 0, of the form
for a bounded function w. We use conformal geometry to rewrite the fractional Laplacian operator (−∆) γ on R n in radial coordinates r > 0, θ ∈ S n−1 . The Euclidean metric in polar coordinates is given by |dx| 2 = dr 2 + r 2 dθ 2 , where we denote dθ 2 for the metric on the standard sphere S n−1 . Now set the new variable t = − log r ∈ R and consider the cylinder M = R × S n−1 , with the metric given by g c := 1 r 2 |dx| 2 = 1 r 2 (dr 2 + r 2 dθ 2 ) = dt 2 + dθ 2 , which is conformal to the original Euclidean one.
The conformal fractional Laplacian on the cylinder, denoted by P γ , is defined in [19] . We will not present the full construction here, just mention that its conformal property implies
and thus, if we define w by (2.2), in the new variables w = w(t, θ), then the original equation (2.1) transforms into P γ w = Λ n,γ w n+2γ n−2γ , t ∈ R, θ ∈ S n−1 for a smooth solution w. Therefore we have shifted the singularity from the solution to the metric.
On the contrary, equation (1.1) for a subcritical power p ∈ n n − 2γ , n + 2γ n − 2γ does not have good conformal properties. Still, given u ∈ C ∞ (R n \{0}), we can consider
and define the conjugate operator
where we have defined the constant
2.2. The operator as a singular integral. Both P γ andP γ on R × S n−1 have been well studied. Note that Q 0 = 0 for the critical value of p, so thatP γ reduces to the original P γ . In the following, we will only present the results forP γ but, of course, they are true also for P γ (simply substitute Q 0 = 0 in the statement).
Consider the spherical harmonic decomposition for S n−1 . With some abuse of notation, let µ m , m = 0, 1, 2, . . . be the eigenvalues of ∆ S n−1 , repeated according to multiplicity (this is, µ 0 = 0, µ 1 , . . . , µ n = n − 1,. . . ). Then any function v on R × S n−1 may be decomposed as
where {E m (θ)} is the corresponding basis of eigenfunctions. The operatorP γ diagonalizes under such eigenspace decomposition, and moreover, it is possible to calculate the Fourier symbol of each projection. Let
be our normalization for the one-dimensional Fourier transform. Let us define also
Proposition 2.1 ( [19, 5] ). Fix γ ∈ (0, n 2 ) and letP m γ be the projection of the operator P γ over each eigenspace E m . Then
this Fourier symbol is given bỹ
.
for a convolution kernelK m on R with the asymptotic behavior
In the particular case that m = 0,
The extension problem. For γ ∈ (0, 1), this operator can also be understood as the Dirichlet-to-Neumann operator for an extension problem in the spirit of [12, 15, 14] . Before we do that, we need to introduce some notation. Definẽ
Take the metric on the extension manifold X n+1 = (0, 2)×R×S n−1 with coordinates R ∈ (0, 2), t ∈ R, θ ∈ S n−1 with standard hyperbolic metric
Note that the apparent singularity at R = 2 has the same behavior as the origin in polar coordinates. This fact will be implicitly assumed in the following exposition without further mention.
The boundary of X n+1 (actually, its conformal infinity) is given by {R = 0}, and it coincides precisely the cylinder M n = R×S n−1 , with its canonical metric g c = dt 2 +dθ 2 . Now we make the change of variables from the coordinate R to
, R ∈ (0, 2).
The function ρ is known as the special (or adapted) defining function. It is strictly monotone with respect to R, which implies that we can write R = R(ρ) even if we have a precise formula and, in particular, ρ ∈ (0, ρ 0 ) for
Moreover, it has the asymptotic expansion near the conformal infinity
In the new manifold X * = (0, ρ 0 ) × R × S n−1 consider the metricḡ * := ( ρ R ) 2ḡ . This metric satisfiesḡ
Let v be a smooth function on M = R × S n−1 . The extension problem
has a unique solution V . Moreover, for its Neumann data,
Remark ( [19] ). If v is a radial function on M , this is, v = v(t), then the first equation in (2.4) decouples to
for some F (ρ) ≥ 0 and some continuous functions e l (ρ) which are smooth for ρ ∈ (0, ρ 0 ) and that satisfy lim ρ→0 e l (ρ) = 1, l = 1, 2.
For convenience of the reader, let us particularize this result for Q 0 = 0 in order to give a characterization for P γ w if w = w(t):
has a unique solution W = W (ρ, t). Moreover, for its Neumann data,
Non-local ODE: existence and Hamiltonian identities
In the following, we fix γ ∈ (0, 1). We consider radially symmetric solutions u = u(r) to the non-linear problem
3.1. The critical case. For this part, set p = n + 2γ n − 2γ .
Let u = u(r) be a radially symmetric solution to
then from the results in Section 2, we know that this problem is equivalent to
The advantage of the t variable over the original r is that one can show the existence of a Hamiltonian similar to the monotone quantities from [9, 25] . However, in our case, it is conserved along the t-flow:
). Let w = w(t) be a solution to (3.2) and set W its extension from Proposition 2.3. Then, the Hamiltonian quantity
is constant along trajectories. Here e ′ l (ρ), l = 1, 2, are two smooth positive functions in (0, ρ 0 ), continuous up to the boundary, that satisfy lim
The fact that such a Hamiltonian quantity exists suggests that a non-local ODE should have a similar behavior as in the local second-order case, where one can draw a phase portrait. However, one cannot use standard ODE theory to prove existence and uniqueness of solutions.
In any case, we have two types of solutions to (3. 2) in addition to the constant solution w ≡ 1: first we find an explicit homoclinic, corresponding to the standard bubble
Indeed:
is a smooth solution to (3.2) .
Second, we have periodic solutions (these are known as Delaunay solutions). The proof is variational and we refer to [20] for further details: 20] ). Let n > 2 + 2γ. There exists L 0 (the minimal period) such that for any L > L 0 , there exists a periodic solution
3.2. The subcritical problem. Now we consider the subcritical problem
Let u = u(r) be a radially symmetric solution to (3.5 ) and set V its extension from Proposition 2.2. Then, the Hamiltonian quantity
The study of (3.4) (or equivalently, (3.1)) greatly depends on its linearized equation around the radial singular solution u 0 (r) = r − 2γ p−1 , which involves the Hardy operator
The solution of (1.6) is completely characterized in [35] . In particular, on the interval n n−2γ , n+2γ n−2γ , (1.6) holds if and only if p ≤ p 1 , where p 1 is the unique real root of the equation pA = Λ n,γ on this interval. 1 Definition 3.5. We say that one is in the stable case if
Existence of a fast decaying solution has been proved, in the stable case, in [4] and, in the unstable case, in [5] . We summarize these results in the following theorem: 5]). For any ǫ ∈ (0, ∞) there exists a fast-decaying, radially symmetric, entire singular solution u ǫ of (3.4) such that
as r → ∞.
For simplicity, denote by u * this fast decaying solution for ǫ = 1. More precise asymptotics will be given in Propositions 5.2 and 5.6.
Hardy type operators with fractional Laplacian
Fix a constant κ ∈ R. Here we give a formula for the Green's function for the Hardy type operator in R n L κ u := (−∆) γ u − κ r 2γ u. In the light of Section 2, it is useful to use conformal geometry to rewrite the fractional Laplacian on R n in terms of the conformal fractional Laplacian P γ on the cylinder M = R × S n−1 . Indeed, from the conformal property (2.3), setting
Our aim is to study invertibility properties for the equation
Now consider the projection of equation (4.1) over spherical harmonics: if we decompose
then for m = 0, 1 . . ., w m = w m (t) is a solution to 
The behavior of the equation depends on the zeroes of the symbol Θ
In any case, we can formally write
where the Green's function for the problem is given by
This statement is made rigorous in [5] (see Theorem 4.4 below). First, observe that the symbol (4.3) can be extended meromorphically to the complex plane; this extension will be denoted simply by
Remark. It is interesting to observe that Θ m (z) = Θ m (−z), and that, for ξ ∈ R, Θ m (ξ) ≍ |m + ξi| 2γ , as |ξ| → ∞, and this limit is uniform in m. This also shows that, for fixed m, the behavior at infinity is the same as the one for the standard fractional Laplacian (−∆) γ .
There are several settings depending on the value of κ. Let us start with the stable case. 
More precisely, its poles are located at points of the form τ j ± iσ j and −τ j ± iσ j , where σ j > σ 0 > 0 for j = 1, . . ., and τ j ≥ 0 for j = 0, 1, . . .. In addition, τ 0 = 0, and τ j = 0 for all j large enough. For such j, {σ j } is a strictly increasing sequence with no accumulation points. Now we go back to problem (4.2). From Proposition 4.1 one immediately has: 
for some real constants C − j , C + j , C ′− j , C ′+ j , j = 0, 1, . . .. In the next section, we will give a variation of constants formula to construct a particular solution to (4.2). As in the usual ODE case, one uses the solutions of the homogeneous problem as building blocks. 4.1. The variation of constants formula. Before we state our main theorem, let us recall a small technical lemma:
for a > 0, a + a + > 0, a + a − > 0, a = a + , a = a − . 2 Then
From now on, once m = 0, 1, . . . has been fixed, we will drop the subindex m in the notation if there is no risk of confusion. Thus, given h = h(t), we consider the problem The variation of constants formula is one of the main results in [5] . Our version here is a minor restatement of the original result, to account for clarity. In addition, the proof has been simplified, so we give the complete arguments for statement b. below. 5]). Let 0 ≤ κ < Λ n,γ and fix a non-negative integer m. Assume that the right hand side h in (4.4) satisfies
for some real constants δ, δ 0 > −σ 0 . It holds: a. A particular solution of (4.2) can be written as
for some precise real constants c j , c ′ j depending on κ, n, γ. Moreover, G m is an even C ∞ function when t = 0. b. Suppose δ > σ J for some J = 0, 1, . . . . Then the particular solution given by (4.6) satisfies
as t → +∞, and
and for each j = 1, 2, . . . ,
Proof. The formula for the Green's function G m in a. follows directly from [5] . We will prove b., building on the first part. Without loss of generality we fix m = 0 and suppress the subscript. Note that G = O(e −σ 0 |t| ) as t → ±∞. Then, since δ, δ 0 > −σ 0 , Lemma 4.3 implies that, as t → −∞, w p (t) = O(e − min{δ 0 ,σ 0 }|t| ).
As for t → +∞, let us write
The particular solution in (4.6) is then given by
By Lemma 4.3, using the facts that
Next we turn to the terms W 0 and W j , j = 1, . . . , J. Their estimates are the same in spirit but that for W 0 is simpler since τ 0 = 0. Using that δ > σ J > σ 0 and δ 0 > −σ 0 , we have e σ 0 · h ∈ L 1 (R) and we can write
as t → +∞. Similarly, for all j = 1, . . . , J, we have e σ j · h ∈ L 1 (R) in view of δ > σ J ≥ σ j and δ 0 > −σ 0 . We can therefore compute
as t → +∞, and similarly for W ′ j . Putting together (4.9), (4.10) and (4.11) yields (4.7).
We also look at the case when κ leaves the stability regime. In order to simplify the presentation, we only consider the projection m = 0 and the equation Moreover, we assume that only the first pole leaves the stability regime, which happens if Λ n,γ < κ < Λ ′ n,γ for some constant Λ ′ n,γ > Λ n,γ . Then, in contrast to Theorem 4.1, we will have two additional real poles τ 0 and −τ 0 . Proposition 4.5. Let Λ n,γ < κ < Λ ′ n,γ . Assume the decay condition (4.5) for h as in Theorem 4.4. It holds:
i. If δ, δ 0 > 0, then a particular solution of (4.12) can be written as
for some constants c j , c ′ j , j = 0, 1, . . .. Moreover, G 0 is a C ∞ function when t = 0.
ii. The analogous statements to Theorem 4.4, b., and Corollary 4.2 hold.
As we have mentioned, Theorem 4.4 can be interpreted in terms of the variation of constants method. This in turn allows the reformulation of the non-local problem (4.4) into an infinite system of second order ODE's. Since the theory is particularly nice when all the τ j are zero, we present it separately from the general case, in which complex notations are used.
Corollary 4.6. Take w as in (4.6) from Theorem 4.4. In the special case that τ j = 0 for all j, then
Moreover, w j is a particular solution to the second order ODE
In general, such w can be written as a real part of a series whose terms solve a complex-valued second order ODE. .6), we define the complex-valued functions w j : R → C by w j = e −(σ j +iτ j )|·| * h.
They satisfy the second order ODE
and the original (real-valued) function w can be still recovered by
Another interesting fact is that, for κ = 0, equation (4.6) is simply the expansion of the Riesz potential for the fractional Laplacian. Indeed, let us recall the following (this is a classical formula; see, for instance, [13] and the references therein): Proposition 4.8. Assume that u is the Riesz potential of a compactly supported radial densityh =h(r) in R n . It is always possible to write (up to multiplicative constant) (4.15)
In order to relate to our setting, first we need to shift the information from r = ∞ to the origin, so we set t = log r (note the sign change with respect to the above!). If we denote u = r − n−2γ 2 w,h = r − n+2γ 2 h, and take the asymptotic expansion of the Hypergeometric function in (4.15), we obtain an expansion of the type given in (4.13), since in this case we have σ j = n − 2γ 2 + 2j, τ j = 0, j = 0, 1, . . .
Thus we can interpret (4.13) as the generalization of (4.15) in the presence of a potential term with κ = 0.
Frobenius theorem.
In the following, we will concentrate just on radial solutions (which correspond to the m = 0 projection above), but the same arguments would work for any m. In particular, we study the kernel of the fractional Laplacian operator with a radially symmetric Hardy-type potential, which is given by the non-local ODE
We have shown that this equation is equivalent to
where we have denoted φ = r − n−2γ 2 w, r = e −t . The arguments here are based on an iteration scheme from [5] (Sections 6 and 7) . However, the restatement of Theorem 4.4 that we have presented here makes the proofs more transparent, so we give here full details for convenience of the reader.
Assume, for simplicity, that we are in the stable case, this is, in the setting of Theorem 4.4. In the unstable case, we have similar results by applying Proposition 4.5.
We fix any radially symmetric, smooth potential V(t) with the asymptotic behavior
for some q, q 1 > 0, and such that 0 ≤ κ < Λ n,γ . The indicial roots for problem (4.17) as t → +∞ are calculated by looking at the limit problem
, which are given in Theorem 4.1. Indeed, these are of the form {σ j ± iτ j }, {−σ j ± iτ j }, τ 0 = 0, τ j = 0 for j large enough.
The results from the previous section imply that the behavior of solutions to (4.17) are governed by the indicial roots of the problem. This is a Frobenius type theorem for a non-local equation. Proposition 4.9 ([5] ). Fix any potential V(t) as above. Let w = w(t) be any solution to (4.17) satisfying that w = O(e −α 0 |t| ) as |t| → ∞ for some α 0 > −σ 0 . Then there exists a non-negative integer j such that either w(t) = (a j + o(1))e −σ j t as t → +∞, for some real number a j = 0, or w(t) = a 1 j cos(τ j t) + a 2 j sin(τ j t) + o(1) e −σ j t , for some real numbers a 1 j , a 2 j not vanishing simultaneously. We remark that a similar conclusion holds at −∞.
Proof. Write the equation satisfied by w (4.17) as
h. Note that, by (4.18),
We follow closely the proof of Theorem 4.4 but, this time, since the right hand side h depends on the solution w, we need to take that into account in the iteration scheme. By part a., a particular solution w p = G * h satisfies
This is in fact the behavior of w, since the addition of any kernel element would create an exponential growth of order at least σ 0 which is not permitted by assumption. As a consequence, we obtain a better decay of w as t → +∞, so we can iterate this argument to arrive at
Using Theorem 4.4 b. with J = 0, we have (in its notation)
When C 0 = 0, we have that w(t) = (a 0 + o(1))e −σ 0 t as t → +∞, for a non-zero constant a 0 = c 0 C 0 . Otherwise, in the case C 0 = 0, we iterate this process to yield
An application of Theorem 4.4 b. with J = 1 yields
which has the exact (oscillating if τ 1 > 0) behavior of order e −σ 1 t as t → +∞ unless both coefficients C 1 1 , C 2 1 vanish, in which case the decay of w is further improved through an iteration, i.e.
w(t) =
O(e −σ 2 t ) as t → +∞, O(e −α 0 |t| ) as t → −∞.
We use induction on J, the number of additional isolated terms in G. Depending on the vanishing properties of the coefficients D 1 J , D 2 J , this gives either an exact (signed or oscillating) behavior of w as e −σ J t , or w ≡ 0 by unique continuation when no such J exists. In the stable case, unique continuation was proved in [23] using a monotonicity formula, while in the unstable case it follows from [40] , where Carleman estimates were the crucial ingredient.
Non-degeneracy
For the critical case p = n+2γ n−2γ , non-degeneracy for the standard bubble w ∞ (given in Proposition 3.2) has been considered in [17] .
We thus restrict to the subcritical case
Let u * be the model solution constructed in Theorem 3.6, and set L * be the linearized operator for (3.4) around this particular solution:
for the potential V * = r 2γ pA(u * ) p−1 . Recall that V * converges to the constant κ := pA as r → 0.
In terms of the t variable we can write as follows: set r = e −t ,
The linearized operator is now
for some q, q 1 > 0. Now we look for radially symmetric solutions to
which, in terms of the t variable, is equivalent to
Recall that the potential V * is given in (5.1) and it is of the type considered in Proposition 4.9, so we know that the asymptotic expansion of solutions are governed by the indicial roots of the problem. These are given by: 5] ). Consider the equation (4.17) for the potential V * as in (5.1). Then:
• As t → +∞, the indicial roots for the problem P 
Moreover, there exists p 0 such that for p < p 0 , we are in the setting of Theorem 4.4 (stable case), while for p > p 0 , we are in the setting of Proposition 4.5 (unstable case).
• As t → −∞, the indicial roots for the P (0) γ w = 0 are given by sequences
Assume again, without loss of generality, that we are in the stable case and that all the τ j = 0, j = 0, 1, . . .. We know from Theorem 3.6 that u * = (1 + o(1))r − 2γ p−1 as r → 0. Let us find the next term in the expansion, and show that it is given by the first indicial root. For this, set
Instead of the fractional Laplacian (−∆) γ we prefer to use the shifted operator (2.3) and thus we set
Then:
There exists a > 0 such that
2 u, then the above equation is equivalent to
2 h =: h > 0. Now, since w(t) decays both as t → ±∞, we can use Proposition 4.9, taking into account that a 0 (or equivalently, C 0 from (4.8)) cannot vanish due to (5.5 ). Now we go back to problem (5.2) . First, since (3.4) is invariant under rescaling, it is well known that φ * := r∂ r u * + 2γ p−1 u * belongs to the kernel of L * . We will show that this is the only possibility (nondegeneracy of u * ).
Set w * defined as w * = r n−2γ 2 φ * . It is a radially symmetric, smooth solution to L * w = 0 that decays both as t → ±∞. In particular, from Proposition 5.2 one has w * (t) = (a + o(1))e −σ 0 t as t → +∞ for some a = 0. 5.1. Wrońskians in the non-local setting. We will show that u * is non-degenerate, this is, the kernel of L * consists on multiples of φ * . For simplicity, we will concentrate just on radial solutions (which correspond to the m = 0 projection above), but the same argument would work for any m. Also, let us restrict to the stable case in order not to have a cumbersome notation. The main idea is to write down a quantity that would play the role of Wrońskian for a standard ODE. We provide two approaches: first, using the extension (Lemma 5.3) and then working directly in R n (Lemma 5.4).
Lemma 5.3. Let w i = w i (t), i = 1, 2, be two radially symmetric solutions to L * w = 0 and set W i , i = 1, 2, the corresponding extensions from Proposition 2.3. Then, the Hamiltonian quantitỹ
Proof. The proof is the same as the one from Theorem 3.1. however, we present it for completeness. By straightforward calculation, using (2.5) for the second equality and integrating by parts in the third equality, W j [w,w] = w jw ′ j − w ′ jwj , and its weighted sum in j = 0, 1, . . .
for the constants given in Theorem 4.4. Proof. Just recall the ODE system formulation (4.13) and (4.14) , consider the corresponding Wrońskian sequence and sum in j. Since w andw both satisfy
, and the conclusion follows.
Proposition 5.5. Any other radially symmetric solution to L * w = 0 that decays both at ±∞ must be a multiple of w * .
Proof. The proof is standard as is based on the previous Hamiltonian identities, applied to w and w * . Let us write the proof using Lemma 5.4, for completeness. It holds
We claim that w and w * must have the same asymptotic expansion and t → +∞. By Proposition 4.9, the leading order terms of w and w * as t → +∞ must be an exponential with some indicial root, i.e. w(t) = a j 0 (1 + o(1))e −σ j 0 t , w * (t) = a j * 0 (1 + o(1))e for some non-negative integers j 0 , j * 0 and non-zero a j 0 , a j * 0 . Note that these expressions "can be differentiated" in the sense that
we obtain that σ j 0 = σ j * 0 . From the bilinearity of W[w, w * ], we can assume by rescaling that a j 0 = a j * 0 = 1. We now look at the next order. We suppose
for some complex numbers α, α * with Re α, Re α * ≥ j 0 and non-zero real numbers a α , a α * . A direct computation of the Wrońskian yields
In order that W[w, w * ] ≡ 0, the next order exponents α and α * must be matched and the same expression tells us also that a α = a α * .
Inductively we obtain that, once w and w * are rescaled to match the leading order, they have the same asymptotic expansion up to any order, as t → +∞. Unique continuation, as applied in the above results, yields the result.
5.2.
The unstable case. Let us explain the modifications that are needed in the above for the unstable case. We consider only radially symmetric solutions (the m = 0 mode).
First we recall some facts on the indicial roots as t → +∞. It holds that σ 0 = 0, τ 0 = 0. We also know that σ j > 0 for all j ≥ 1, and τ j = 0 for all j ≥ J, for some J large enough. A more precise estimate for J would be desirable, but it would be too technical.
Proposition 5.6. Let κ be as in Proposition 4.5 and w be as defined by (5.4) . As t → +∞, either i. w = a 1 0 cos(τ 0 t) + a 2 0 sin(τ 0 t) + o(1), where a 1 0 , a 2 0 do not vanish simultaneously; or ii. for some positive integer j 0 ≤ J − 1 w = a 1 j 0 cos(τ j 0 t) + a 2 j 0 sin(τ j 0 t) + o(1) e −σ j 0 t , where a 1 j 0 , a 2 j 0 do not vanish at the same time; or iii. There exists a J > 0 such that
Proof. We follow the ideas in Proposition 4.9. Note that if the integrals
do not vanish simultaneously, we have i., while if both are zero, then we need to go to ii. But this process must stop at J since a J is not zero again by (5.5), and we have iii.
Note that a similar result has been obtained by [32] for γ = 1/2, in the setting of supercritical and subcritical solutions with respect to the Joseph-Lundgren exponent p JL (corresponding to the stable and unstable cases here respectively). Proof. If we set w = r n−2γ 2 φ as above, then it satisfies w = O(1) as t → ±∞ and it is a solution to L (0) w = 0.
First we look at the indicial roots at t → −∞, these come from studying the problem P (0) γ w = 0, this is, κ = 0, and are given in (5.1) . From this point of view, we have
Using Theorem 4.4, we obtain a particular solution w − p (which equals w since any kernel element of P (0) γ grows as either t → ±∞), satisfying
Using the extra piece of information, we now invert P 
Its particular solution w + p , according to the argument in Proposition 5.6, satisfies either
for some (a 1 0 , a 2 0 ) = (0, 0) (case i.), or, even better when a 1 0 = a 2 0 = 0, it has an exponential decay of some order e −σ j 0 t (a 1 j 0 cos(τ j 0 t) + a 2 j 0 sin(τ j 0 t)) as t → +∞ (case ii. or iii.). Here (a 1 j 0 , a 2 j 0 ) = (0, 0) but τ j 0 can possibly vanish. In any case, we must have again w = w + p because we cannot add any exponentially growing kernel elements of P (0) γ − κ, nor the bounded kernels cos(τ 0 t), sin(τ 0 t) due to the decay as t → −∞. Next, two solutions with the same (a 1 0 , a 2 0 ) = (0, 0) must have the same asymptotic expansion as t → +∞ thanks to the Wrońskian argument above, and thus agree by unique continuation. This shows that the kernel of L (0) is two-dimensional. The same proof applies also to the case where the leading order term is e −σ j 0 t (a 1 j 0 cos(τ j 0 t) + a 2 j 0 sin(τ j 0 t) with τ j 0 = 0. In the particular case τ j 0 = 0, one obtains a one-dimensional kernel for L 0 .
Pohožaev identities
Pohožaev identities for the fractional Laplacian have been considered in [24, 39, 21] , for instance. Based on our study of ODEs with fractional Laplacian, here we derive some (new) Pohožaev identities for w a radially symmetric solution of (6.1) P γ w − κw = w n+2γ n−2γ , w = w(t).
Here κ is a real constant. For later purposes, it will be convenient to replace −κ = τ − Λ n,γ This equation appears, for instance, in the study of minimizers for the fractional Caffarelli-Kohn-Nirenberg inequality [6] . By Proposition 2.3, problem (6.1) is equivalent to Next we multiply the same equation by t∂ t W ; one has 0 = ∂ ρ (e 1 ρ 1−2γ ∂ ρ W )t∂ t W + e 2 ρ 1−2γ ∂ tt W t∂ t W dρdt =: I 1 + I 2 .
First we consider I 1 ,
Here we have used e(ρ) → 1 as ρ → 0, and the second equation in (6.2). Similarly, it holds that
so we have (6.4) τ 2 w 2 dt − n − 2γ 2n w 2n n−2γ dt + 1 2 e 1 ρ 1−2γ (∂ ρ w) 2 − e 2 ρ 1−2γ (∂ t w) 2 dρdt = 0.
Combining (6.3) and (6.4), one proves the claim of the Proposition. Now we provide another Pohožaev type identity based on the variation of constants formula. We discuss first the simpler case where all τ j = 0, then the general case. Let w be a solution to (6.1). As in Corollary 4.6, we write w as
where w j (t) := R e −σ j |t−t ′ | h(t ′ ) dt ′ , for h = w n+2γ n−2γ . Here w j is a particular solution to the second order ODE (6.5) w ′′ j − σ 2 j w j = −2σ j w n+2γ n−2γ . Proposition 6.2. Let w be a (decaying) solution to (6.1). Then
Proof. We multiply the above equation (6.5) by c j w j /σ j , sum in j and integrate by parts:
Similarly, multiply the same equation by 2c j tw ′ j /σ j , sum in j and integrate: This completes the proof.
In the general case, as in Corollary 4.7, we write
for h = w n+2γ n−2γ . Then the following complex-valued ODE system is satisfied, Proof. The proof stays almost the same as in Proposition 6.2, except that we take real parts upon testing against the corresponding multiple of w j and tw ′ j , which yields −Re
It suffices to add and subtract in the same way.
