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Abstract: As an optimization method that has experienced rapid development over the past 20 
years, the genetic algorithm has been successfully applied in many fields, but it requires repeated 
searches based on the characteristics of high-speed computer calculation and conditions of the 
known relationship between the objective function and independent variables. There are several 
hundred generations of evolvement, but the functional relationship is unknown in pollution source 
searches. Therefore, the genetic algorithm cannot be used directly. Certain improvements need to be 
made based on the actual situation, so that the genetic algorithm can adapt to the actual conditions of 
environmental problems, and can be used in environmental monitoring and environmental quality 
assessment. Therefore, a series of methods are proposed for the improvement of the genetic 
algorithm: (1) the initial generation of individual groups should be artificially set and move from 
lightly polluted areas to heavily polluted areas; (2) intervention measures should be introduced in 
the competition between individuals; (3) guide individuals should be added; and (4) specific 
improvement programs should be put forward. Finally, the scientific rigor and rationality of the 
improved genetic algorithm are proven through an example.     
Key words: genetic algorithm; fitness; selection; crossover; mutation; pollution sources     
 
1 Introduction 
The genetic algorithm, also referred to as GA, is a new method of dealing with complex 
optimization problems based on the survival of the fittest principle of the biological evolution 
process and chromosome information exchange within a group. GA’s history began in the 
1960s when Holland realized a similar relationship between genetic inheritance, natural 
evolutionary phenomena, and artificial adaptive systems, and proposed group adaptive searches 
with reference to biological genetic mechanisms in research and design of artificial adaptive 
systems (Mukhopadhyay et al. 2009). In 1967, Holland’s student, Bagley, put forward the term 
artificial genetic adaptation in computer control systems for the first time in his doctoral 
 Quan-min BU et al. Water Science and Engineering, Oct. 2013, Vol. 6, No. 4, 392-401 393
dissertation. Selection, crossover, and mutation, also mentioned in the dissertation, were quite 
similar to those of GA. The concept of fitness scaling was also proposed. At the same time, 
Bagley firstly proposed the concept of GA self-adjustment. The first person who used GA for 
function optimization was Hollstien (1971). He described the methods for the use of GA in 
mathematical feedback control, during which he mainly discussed optimization problems of 
two-variable functions. In 1975, Holland elaborated on GA, which received widespread 
attention from academic and engineering personnel (Van Peteghem and Vanhoucke 2011). 
Because GA is not dependent on professional knowledge and characteristics of a specific 
problem, it is widely used in optimization of problems in engineering practice, optimization of 
complex and nonlinear problems, combinatorial optimization, industrial optimization control, 
pattern recognition, neural networks, image processing, and other fields in which traditional 
search methods do not work (Mendes et al. 2009; Vallada and Ruiz 2009). 
Pollutant concentration fields are unsteady and uneven, so time and place need to be 
specified in monitoring records. At present, time series of pollution indicators and specific 
locations are often not clear (Yang et al. 2007). Generally, the detection of pollutants has two 
purposes. In order to better illustrate them, pollution detection of lake water is taken as an 
example. The first purpose is to identify sources of pollution so as to control the discharge of 
contaminants. Another purpose is to carry out environmental quality assessment on lake water 
and to determine the comprehensive pollution level (Li et al. 2011). Even for environmental 
quality assessment, locations can be arranged properly in multi-point monitoring only with a 
basic understanding of the pollution situation of the rated water area. Therefore, understanding 
the location of a pollution source is necessary, and searching for the source of pollution is a key 
to environmental monitoring (Zhou and Li 2008).  
As a global optimization algorithm, GA is parallel, stochastic, and adaptive, and is based 
on natural selection and genetic mechanisms. Great importance has been attached to the GA 
theory and application research in China and abroad, and significant progress has been made. 
However, the theory and methods of GA are not yet mature; some shortcomings need to be 
overcome. Therefore, methods are proposed for the improvement of GA in this paper, and the 
applications of the improved GA are studied through an example. 
2 Research methods 
2.1 Methods of optimization calculation 
The process of searching for locations with a maximum or minimum physical quantity 
(objective function) is called optimization calculation. In order to obtain maximum positive 
values in optimization calculation, the objective function needs to be transformed into fitness Z 
(Park et al. 2006). 
Optimization calculation includes three kinds of methods: the enumeration method, 
heuristic algorithm, and search algorithm. In the enumeration method, many points are selected 
 Quan-min BU et al. Water Science and Engineering, Oct. 2013, Vol. 6, No. 4, 392-401 394
and their fitness is calculated one by one. Then, the maximum value is determined. Therefore, 
the method involves too much work, and the maximum value may not be found (Yang et al. 
2008; Lavric et al. 2005). If we have a preliminary understanding of the fitness distribution, 
and there is an optimization method, the heuristic algorithm may be used. If there is no prior 
knowledge, and a large sample is not considered, generally, the search algorithm may be 
adopted (Liu et al. 2009). There are many search algorithms, such as the simplex method, 
gradient method, ant colony algorithm, and GA. Among them, GA has experienced the most 
rapid development over the past 20 years, and has been applied in many fields (Li and     
Peng 2000). 
GA is based on the crossover recombination, gene mutation, and other mechanisms in the 
reproduction of chromosomes. Probability and random dealing methods are introduced. In this 
way, individual groups of the initial generation gradually obtain an optimal solution after 
generations of evolution (Icaga 2004; Haupt 2005). As for individuals of the same generation, 
those that have greater fitness have greater chance of reproduction, and those that have less 
fitness are more likely to be eliminated. In addition, the position variables x and y are 
transferred into binary codes, which is conductive to crossover recombination and mutation 
operation of two units after random matching (Whittaker et al. 2009; Xu and Yao 2012). 
GA has three advantages: (1) the search process does not require knowledge of the 
derivative of fitness function with respect to position, (2) the multi-point parallel search is 
adopted, and (3) the algorithm is simple. These three advantages make the algorithm suitable 
for searching for pollution sources. If the functional relationship between fitness and position 
form a function of two variables: ( ),Z f x y= , the derivative cannot be calculated, and   
there may be more than one pollution source. GA and the ant colony algorithm meet the     
requirements (1) and (2) above, but GA is simpler, so it is more suitable for searching for 
pollution sources. 
At the beginning, a population is created randomly. It represents different points in the 
search space. The fitness function of each individual represents the degree of excellence of 
each individual. Based on the principle of survival of the fittest, only a few individuals are 
selected. Namely, only those individuals with strong vitality and large fitness values are chosen. 
Crossover and mutation in biology are also applied to these individuals. Crossover is also 
called recombination: two individuals are chosen from the population with large probability, 
and some genes of the two individuals are exchanged to generate a new individual. The 
offspring generation inherits the basic characteristics of the father generation (Moradi and 
Abedini 2012). Mutation means the change of some genes of an individual with small 
probability and the generation of new individuals. In selection, crossover, and mutation 
calculations, optimization results are obtained through repeated iteration.  
The GA local search and global search form a pair of mutually contradictory performance 
characteristics. Some improved GAs have been proposed, mainly to reasonably adjust the 
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algorithm’s global search and local search abilities, so as to obtain better performance. From 
the meaning of the random search, a simple GA can ensure the global convergence of GA when 
the evolving generation and group size are large enough, but the condition can be rarely met in 
a practical environment. In addition to the improvement of GA global search ability, it is also 
expected that the optimal solution can be found in the search space within a certain amount of 
time, but it is difficult for the simple GA to realize this (Altiparmak et al. 2009). In fact, when 
GA finds an optimal solution, its focus is to find a global optimal solution. At this time, the 
global search ability of GA can be relatively weakened, and the local search ability can      
be enhanced. 
2.2 Limitations of GA in application 
GA contains three basic genetic operators: selection, crossover, and mutation. The 
selection operator can copy individuals of a current group to form a new group according to a 
probability in proportion with the adaptive value, and its effect is to improve the       
average applicable values of the group, but the diversity is lost. The crossover operator selects 
two parent strings from the mating pool according to the hybrid probability, and generates 
offspring strings according to single-point or multi-point hybrids, and its effect is to improve 
the convergence speed of the optimization process and to make the optimization process 
converge to the global optimum (Magnier and Haghighat 2010). The mutation operator 
randomly changes some points of chromosome strings, and its effect is to increase the 
population’s diversity. 
Although great achievements have been made since the establishment of the GA structure 
and theory, many flaws and insufficiencies also exist: a strong global search ability and weak 
local search ability, poor adaptation ability, and premature convergence. Stronger randomness 
in the evolution processes of crossover and mutation are also existing problems, which lead to 
low search efficiency. Of the defects, a major issue is that the population’s evolution is very 
fast at the initial stage, and even moves towards the optimal solution with an exponential rate 
of evolution, but the search slows down at the late stage of the search. In order to solve the 
problems of premature local convergence and weak local search ability, low solving efficiency 
and accuracy, and the contradiction between the GA convergence speed and global 
convergence, many researchers have begun to examine the coding strategy, genetic operator, 
and determination and selection of control parameters, and have achieved significant progress 
(Vidal et al. 2013).  
With the development of the engineering technology and the optimization model, many 
optimization problems develop from low-dimensional one to high-dimensional and large-scale 
complex one, and usually there are complex constraint conditions, which bring about higher 
requirements of GA. 
A necessary condition for the application of GA is that the function ( ),Z f x y=  is 
known. If the number of units in the initial generation m is equal to 100, and the number of 
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evolution generation T is equal to 500, then the value of Z needs to be calculated 50 000 times 
in the search progress. No matter how difficult the calculation process is, with the powerful 
computational capability of computers, these calculations can be finished quickly. The guide 
function is slightly better than the diffusion function in the evolution progress towards the 
optimal solution, and gives each unit a considerable degree of diffusion freedom. 
Although in GA there is no limit value of T, according to common experience, T generally 
ranges from 100 to 500. After these generations of evolution, a satisfactory solution can be 
obtained. However, in environmental monitoring, the situation is different. For any designated 
point ( ,i ix y ), the value of Zi can be obtained only through field sampling analysis and 
environmental quality assessment. The process can only proceed intermittently, and too many 
sampling points are not allowed. This requires strengthening the guide function and weakening 
the diffusion function. 
3 Results and discussion 
3.1 Improved GA for searching for pollution source 
As a global search optimization algorithm, GA does not have optimization function 
requirements, which does not have to be continuous or differentiable, and has been widely 
applied to parameter identification, robot control, neural network training, and fuzzy logic 
systems. The control parameters of GA are fewer than those of other optimization algorithms, 
but the effect of different combinations of parameters on the performance of GA is very 
complex. Therefore, for a class of given optimization problems, how to set GA parameters is 
also an optimization problem. The early GA adopts fixed parameters, convergence is slow, 
premature phenomena or local extreme points can easily occur, and a global optimal solution 
cannot be ensured. A lot of experimental results and theoretical analysis indicate that it is very 
difficult to find a set of GA control parameters that are universally valid (Bazzazi et al. 2009). 
Therefore, many scholars have tried to relate GA control parameters to some indicators in the 
population evolution process, so that control parameters can be automatically adjusted in the 
process of evolution, in order to improve the overall search results. 
Traditional GA has the problems of poor local search ability, a large amount of calculation, 
poor adaptability in a large search space, and premature convergence. In the evolutionary 
operation, crossover and mutation probabilities are combined with the fitness to obtain an 
individual adaptive probability. In this way, the algorithm can prevent the best individual from 
damage, thus improving the algorithm’s efficiency (Aminifar et al. 2009). On that basis, 
accelerated cycle operation is introduced to strengthen the use of outstanding individuals and 
further improve the algorithm’s efficiency.  
As for the search for the pollution source, GA cannot be used directly. It requires 
improvement, and it is only used as a method of guiding searches. The key points for the 
improvement are as follows: 
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3.1.1 Artificially setting initial generation of units and advancing from lightly polluted 
areas to heavily polluted areas 
Taking lake water as an example, the distribution of polluted water can be estimated. In 
areas near the shore, heavy pollution occurs due to industrial wastewater, domestic sewage, 
pesticides, and fertilizers, and the quality of water far from the shore is better, so the overall 
strategy is to search from the middle of the lake to the shore. According to GA, the locations of 
initial generation of units are selected randomly. Using predetermined search directions and 
artificially setting the initial generation of units improves the search efficiency. 
3.1.2 Introducing intervention measures to form competition between units 
In GA, the survival of the fittest principle is introduced, but the implementation is flexible. 
The retention probability in selection of i iZ Z¦  can be calculated with each unit’s fitness 
iZ , and then the remaining units are determined after random roulette selection. Because of 
differences in frequency and probability, the unit with minimum probability may not 
necessarily be eliminated. It is specified here that the unit with large probability remains, and 
the unit with low probability is eliminated, which can allow realization of the shortened and 
reasonable process. 
3.1.3 Adding guide units 
When n units are eliminated, new n units need to be supplemented. Based on GA, the 
units that have been selected more than once are supplemented. If a unit is selected s times, it 
takes (sí1) vacancies. The guide function of this method is weak, and the units move slowly. 
We proposed that the units are added artificially, and the positions of supplemented units are 
selected according to the direction of fitness increase.  
3.1.4 Choosing intersection point of three angles 
In simple GA, a single intersection point is adopted. Its location is determined randomly, 
so the deviation amplitude between offspring units and parent units can change over a wide 
range. This treatment can avoid blind areas, but the process is slow. In order to speed up the 
search process and reduce the step length, the intersection points of three angles is selected, and 
the points are set at the junction between x and y chromosomes and the middle position of them. 
After the crossover operation, the displacement amplitude is not large.  
In order to solve the problems of early convergence and local convergence of GA, some 
improvement strategies are proposed for the optimization of search space and GA operators. 
Those strategies, including the use of search space for descendiblity of stable genes in the next 
generation, quickly improve the performance of the algorithm. The improved algorithm can 
effectively reduce the search space, avoid prematurity, and greatly improve the global search 
ability and local search ability of the algorithm.  
3.2 A calculation example  
Assuming that the position of the most severely polluted water of a lake needs to be 
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located, the geographic map of the area is shown in Fig. 1. 
 
Fig. 1 Geographic map of study area and evolution from (0)P  to (1)P  generations 
In Fig. 1, there are x contour lines, y contour lines, and a line for the comprehensive 
environmental quality evaluation index Z. The Z line exists objectively, and it is unknown in 
the process of search for pollution sources. The drawing of the Z line is meant to obtain the 
value of Z based on the values of x and y, and the results can be used instead of those from 
sampling analysis and environmental quality assessment. 
The follows are specified in the optimization calculation: the population size m = 8; for 
the coded string, each chromosome has 6 binary codes, and each unit has a total of 12 genes; in 
the crossover calculation, for the calculation of the three-angle intersection points, the positions 
of the points are between loci 3 and 4, loci 6 and 7, and loci 9 and 10, and the crossover 
probability C 0.6P = ; and the mutation probability m 0.05P = . 
With the improved GA, the condition of evolution from ( )0P  to ( )1P  can be found, as 
shown in Table 1. 
The migration from the ( )0P  generation to the ( )1P  generation is shown in Fig. 1. It 
can be seen from the graph that the units of the ( )1P  generation are closer to the pollution 
source than those of the ( )0P  generation. The evolution of the units of the ( )0P  and ( )1P  
generations can be compared based on the number of units in different pollution zones, as 
shown in Table 2. 
It can be seen from Table 2 that from the ( )0P  generation to the ( )1P  generation, the 
number of units with serious pollution increases, and the number of units with light pollution 
decrease.  
The average values for the ( )0P  and ( )1P  generations can then be compared:  
For the ( )0P  generation, the average value of Z is 
( )1 0.160 0.292 0.228 0.205 0.210 0.090 0.290 0.298 0.222
8
Z = + + + + + + + =      (1) 
If the two units with the smallest values of Z  are removed, then 
0.254Z ′ =                                (2) 
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Table 1 Evolution from ( )0P  to ( )1P  generations 
Individual 
number 
( )0P  
( )0Z  
Number 
of 
selected 
individual
Supplemented 
individual Selection result of 
binary code x y x y 
1 10 60 0.160  20 15 0 1 0 1 0 0 0 0 1 1 1 1 
2 10 30 0.292 2   0 0 1 0 1 0 0 1 1 1 1 0 
3 10 10 0.228 3   0 0 1 0 1 0 0 0 1 0 1 0 
4  5 15 0.205 4   0 0 0 1 0 1 0 0 1 1 1 1 
5  5 40 0.210 5   0 0 0 1 0 1 1 0 1 0 0 0 
6  5 60 0.090  20 50 0 1 0 1 0 0 1 1 0 0 1 0 
7 15 50 0.290 7   0 0 1 1 1 1 1 1 0 0 1 0 
8 15 15 0.298 8   0 0 1 1 1 1 0 0 1 1 1 1 
Pairing Crossover result of    binary code 
Mutation 
point Mutation result of binary code 
( )1P  ( )1Z  
x y 
1-5 
0 1 0 1 0 1 0 0 1 0 0 0  3 0 1 1 1 0 1 0 0 1 0 0 0 29  8 0.400 
0 0 0 1 0 0 1 0 1 1 1 1  5 0 0 0 1 1 0 1 0 1 1 1 1  6 47 0.205 
2-4 
0 0 1 1 0 1 0 1 1 1 1 1 11 0 0 1 1 0 1 0 1 1 1 0 1 13 29 0.315 
0 0 0 0 1 0 0 0 1 1 1 0  0 0 0 0 1 0 0 0 1 1 1 0  2 14 0.120 
3-8 
0 0 1 1 1 1 0 0 1 1 1 1 12 0 0 1 1 1 1 0 0 1 1 1 0 15 14 0.290 
0 0 1 0 1 0 0 0 1 0 1 0  4 0 0 1 1 1 0 0 01 0 1 0 14 10 0.265 
6-7 
0 1 0 1 1 1 1 1 0 0 1 0  0 1 0 1 1 1 1 1 0 0 1 0 23 50 0.372 
0 0 1 1 0 0 1 1 0 0 1 0  0 0 1 1 0 0 1 1 0 0 1 0 12 50 0.260 
Table 2 Number of units in different pollution zones 
Generation 
Number of units with different values of Z 
0 0.1Z< <  0.1 0.2Z≤ <  0.2 0.3Z≤ <  0.3 0.4Z≤ ≤  
( )0P  1 1 6 0 
( )1P  0 1 4 3 
For the ( )1P  generation, the average value of Z is 
   
( )1 0.400 0.205 0.315 0.120 0.290 0.265 0.372 0.260 0.278
8
Z = + + + + + + + =     (3) 
If the two units with smallest values of Z are removed, then 
     0.317Z ′ =                            (4) 
According to this method, units of each generation gradually reach the optimal solution. 
Based on the population distribution from one generation to the next generation, there are both 
random factors and guide factors. The random mechanism leads to a wide coverage of search 
points: there are possibilities for individuals approaching the pollution source and leaving the 
source. The main function of the artificial behavior proposed in this paper is strengthening the 
guide function and retaining the characteristics of GA. 
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4 Conclusions 
Premature convergence usually appears in the search process of the traditional GA, and its 
local search ability is weak, so it is difficult to apply traditional GA in the search of pollution 
sources. The improved GA has self-adaptability; it improves the optimization performance of 
the traditional GA. The improved GA has two main characteristics: (1) it retains the basic idea 
and framework of GA, and (2) it accelerates the search process. Improving methods proposed 
in this study, except for the artificial addition of guide units, are possible realizations of GA. 
Through strengthening guidance, weakening diffusion, and necessary intervention measures, 
the number of evolving generations can be reduced significantly. This provides an obvious 
advantage in efficiency compared with the traditional GA. Finally, through a specific example, 
it is proven that the improved GA can not only provide satisfactory results in the search process, 
but also greatly reduces the quantity of calculations and significantly improves the searching 
speed of the algorithm. 
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