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ABSTRACT
We present a series of results from a clustering analysis of the first data release of
the Visible and Infrared Survey Telescope for Astronomy (VISTA) Deep Extragalac-
tic Observations (VIDEO) survey. VIDEO is the only survey currently capable of
probing the bulk of stellar mass in galaxies at redshifts corresponding to the peak
of star formation on degree scales. Galaxy clustering is measured with the two-point
correlation function, which is calculated using a non parametric kernel based density
estimator. We use our measurements to investigate the connection between the galax-
ies and the host dark matter halo using a halo occupation distribution methodology,
deriving bias, satellite fractions, and typical host halo masses for stellar masses be-
tween 109.35M and 1010.85M, at redshifts 0.5 < z < 1.7. Our results show typical
halo mass increasing with stellar mass (with moderate scatter) and bias increasing
with stellar mass and redshift consistent with previous studies. We find the satellite
fraction increased towards low redshifts, from ∼ 5% at z ∼ 1.5, to ∼ 20% at z ∼ 0.6.
We combine our results to derive the stellar mass to halo mass ratio for both satellites
and centrals over a range of halo masses and find the peak corresponding to the halo
mass with maximum star formation efficiency to be ∼ 2×1012M, finding no evidence
for evolution.
Key words: galaxies: evolution – galaxies: star-formation – galaxies: high-redshift –
techniques: photometric – clustering
1 INTRODUCTION
We work in the paradigm of luminous matter (galaxies) be-
ing biased tracers of the underlying dark matter distribu-
tion. The growth of cold dark matter (CDM) perturbations
is relatively simple to model and understand, both analyti-
cally (Press & Schechter 1974; Sheth & Tormen 1999) and
in N-body simulations (Warren et al. 2006) as it is thought
to be pressure and interaction free. However we cannot ob-
serve the dark matter directly; we can only observe the lu-
minous matter following the underlying dark matter distri-
bution in a biased, complex way. Large galaxy surveys allow
us to probe this behaviour in a statistical manner, giving
∗ peter.hatfield@physics.ox.ac.uk
insight to the physical processes at play. Recent wide-field
surveys have surveyed the semi-local Universe spectroscopi-
cally in great detail e.g. the 2-degree-Field Galaxy Redshift
Survey (2dFGRS, Peacock et al. 2001), Sloan Digital Sky
Survey (SDSS, Zehavi et al. 2011) and the Galaxy And Mass
Assembly (GAMA, Driver et al. 2011) survey on the kilo-
square degree scale, the VIMOS VLT Deep Survey (VVDS,
Le Fe`vre et al. 2013) and the VIMOS Ultra-Deep Survey
(VUDS, Le Fe`vre et al. 2015) on degree scales. Similarly,
surveys like the United Kingdom Infrared Deep Sky Sur-
vey Ultra Deep Survey (UKIDSS-UDS, Hartley et al. 2013)
and now UltraVISTA (McCracken et al. 2012), have probed
photometrically very deeply on ∼ 1deg2 scales. The Visi-
ble and Infrared Survey Telescope for Astronomy (VISTA)
Deep Extragalactic Observations (VIDEO) survey (Jarvis
© 2016 RAS
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et al. 2013) sits fittingly between these two scales of interest
as the current leading survey for studying the z > 0.5 Uni-
verse over large scales. It is particularly well suited to inves-
tigating many contemporary problems in forming a good all-
encompassing model of galaxy evolution. Although modern
observational techniques have led to substantial improve-
ments in our understanding of the nature of galaxies and
their evolution over cosmic time (e.g. Mo, van den Bosch
and White, 2010), there remain many problems in explain-
ing the rich menagerie of galaxies we see in the Universe
today. Galaxies come in range of masses spanning several
decades (e.g. Tomczak et al. 2014), exhibit a range of mor-
phologies (e.g. Willett et al. 2013), and can have vastly dif-
ferent star-formation (SF) rates (Bergvall et al. 2015). Some
exhibit active galactic nucleus (AGN) activity - powerful en-
ergetic bursts from accretion onto supermassive black holes,
that are thought to impact on the life of the whole galaxy
via feedback processes (e.g. Fabian 2012). A good model
of galaxy evolution must take all these wide ranging phe-
nomena into account (e.g. most semi-analytic and hydrody-
namic simulations now incorporate such activity to truncate
star formation in massive galaxies, for example Dubois et al.
2014) to explain the observations.
VIDEO is particularly well suited to investigating, ex-
plaining and constraining many of these problems, as its
balance of depth and sky area allows wide scale effects to be
probed to earlier times:
• It has a multitude of multi-band data for both better
constraints on redshift as well extra information like stellar
mass and star formation rate of the the galaxies e.g. see
Johnston et al. (2015).
• Its depth and high quality photometric redshifts permit
the study of galaxies on large scales at z ∼ 1 − 3, the peak
of star formation in the Universe
• Its balance of depth and sky area makes it possible to
constrain galaxy behaviour on both sides of the ‘knee’ of the
stellar mass function at these crucial redshifts
• It has the width and resolution to simultaneously probe
the two length-scale regimes of linear and non-linear distri-
butions
• It has three separate fields to measure cosmic variance
Access to these large-scale effects is crucial for under-
standing the environment of a galaxy population, which can
play an important role in its evolution. Key processes in
galaxy evolution are often classified into ‘nature’ and ‘nur-
ture’ effects, e.g. internal processes such as cooling and feed-
back versus interactions with other galaxies and the local en-
vironment - often a variety of processes are needed to explain
environmental-based observations such as the morphology-
density relation (elliptical galaxies are preferentially found
in high-density environments and spiral galaxies in the field;
Dressler 1980). A key question is the role of environment
and halo mass on quenching (e.g. Peng et al. 2010), and
how important, or not, processes like strangulation (tidal
effects from the gravitational potential allowing the gas in
the satellite to leave), ram pressure stripping (removal of gas
by ‘winds’ in the hot intra-cluster medium) and harassment
(flybys from other galaxies, Hirschmann et al. 2014) are. It
is also becoming apparent that the larger scale environment,
distances well beyond the virial radius of the halo, can have
local effects on individual galaxies and lead to large scale
correlations, now known as galactic conformity (e.g. Wein-
mann et al. 2006, Kauffmann et al. 2013 and Hearin et al.
2015).
One key probe of the galaxy-dark matter connection is
the two-point correlation function (the inverse Fourier trans-
form of the power spectrum) which is a popular measure of
the statistical clustering of galaxies, see Peebles (1980). This
is commonly interpreted via the phenomenological model of
the halo occupation distribution (HOD, Cooray & Sheth
2002; Zehavi et al. 2005). Typically the galaxy content of a
halo is stipulated as some function of the halo mass. Then
assuming a halo bias model and halo profile, the correla-
tion function can be predicted, and compared to observa-
tions (Zheng et al. 2005). Derived parameters from the HOD
(minimum mass for galaxy collapse, bias, typical halo mass
etc) can then typically be linked to models of galaxy forma-
tion and evolution, or compared with results from simula-
tions (e.g. Wang et al. 2006). Other probes of the galaxy-DM
connection include galaxy-galaxy lensing, which contains in-
formation about the host halo profile and can be combined
with clustering measurements to great effect (e.g. Coupon
et al. 2015), and comparison with group catalogues (e.g Yang
et al. 2005). In this paper we analyse the clustering relations
between different galaxy samples to draw out HOD parame-
ters to investigate the galaxy-halo connection to high-z and
moderate stellar mass.
The only other survey currently able to probe to simi-
lar stellar masses and redshifts on degree scales is Ultra-
VISTA, another public ESO VISTA survey, see McCracken
et al. (2012). McCracken et al. (2015) perform a clustering
analysis in the survey, fitting HOD models, and studying
the stellar mass to halo mass ratio. UltraVISTA and the
sub-field of VIDEO that we use here probe similar parts of
parameter space, giving VIDEO an important role in val-
idating this science on a different field, but in future data
releases the surveys will diverge, VIDEO probing wider, and
UltraVISTA deeper. Validating clustering measurements on
independent fields has particular importance in this instance
as the COSMOS field (in which UltraVISTA is carried out)
is reported in the literature to have an overabundance of
rich structure, and to in general be unrepresentative of sim-
ilar volumes at the same redshift (e.g Meneux et al. 2009,
who report a 2 − 3σ anomaly by comparison with mock
skies). McCracken et al. (2015) explore this complication,
speculating that the quasar wall a few degrees away from
the field, reported in Clowes et al. (2013), could give rise to
this over-density. They compare clustering measurements in
COSMOS with WIRDS data (Bielby et al. 2014) over four
fields finding agreement on larger scales, but dramatically
increased clustering power at small scales in COSMOS at
1 < z < 1.5. Not only does this illustrate the importance of
having a separate field to confirm these results at these key
redshifts over the key epoch when both AGN and SF activ-
ity were at their peak, but it also shows that cosmic vari-
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ance is still a significant factor at these angular scales and
that eventually the multiple independent fields of VIDEO
are needed. There is also valuable information to be gained
by comparing photometry-based results with spectroscopic
surveys that have covered the same fields (e.g. VVDS, Ab-
bas et al. 2010, and VUDS, Durkalec et al. 2015a,b). Spec-
troscopic surveys have much more accurate redshifts, and
can hence get more accurate measurements of clustering, as
well as probing effects not present in angular information,
in particular redshift space distortions. Conversely, like-for-
like spectroscopic surveys typically probe smaller numbers
of sources (in a biased manner depending on the selection
of the survey sources), ordinarily not probing as deep as an
otherwise similar photometric survey. Exploiting the ability
of spectroscopic surveys to probe different parts of clustering
parameter space in different ways is beneficial for a compre-
hensive understanding of the galaxy-halo connection and the
role of environmental effects at a given epoch.
This paper is organised as follows: first we describe our
sample selection from VIDEO (section 2), and discuss how
we measure the correlation function (section 3). We then
discuss our halo occupation model, derived parameters and
fitting process in section 4. We then find the correlation
function for a series of sub-samples split by stellar mass, and
fit HOD models to these observations. Finally we discuss
how derived parameters from the HOD vary with stellar
mass and redshift, compare to other studies, and discuss
how our measurements will be extended with the full VIDEO
survey (section 5).
All magnitudes are given in the AB system Oke & Gunn
(1983) and all calculations are in the concordance cosmology
ΩΛ = 0.7, Ωm = 0.3 and H0 = 70 km s
−1Mpc−1 unless
otherwise stated.
2 OBSERVATIONS
In this section we describe the optical and near infrared
data used to select the galaxies in our sample, and provide
information on the photometric redshift and stellar mass
estimates that underpin our analysis.
2.1 VIDEO and CFHTLS
The VIDEO Survey (Jarvis et al. 2013) is one of the 6 public
surveys carried out by the VISTA telescope facility in Chile.
It covers three fields in the southern hemisphere, each care-
fully chosen for availability of multiband data, to total 12
deg2 when complete. The 5σ depths of VIDEO originally
planned, and observed to in the XMM3 field, in the five
bands are Z = 25.7, Y = 24.5, J = 24.4, H = 24.1 and
Ks = 23.8 for a 2” diameter aperture. We note however
that the observing plan is now to observe to Y = 25.5 at the
expense of Z due to the inclusion of the fields in the Dark
Energy Survey, DES, see Banerji et al. (2015).
In this study, we use the VIDEO data set combined
with data from the T0006 release of the Canada-France-
Hawaii Telescope Legacy Survey (CFHTLS) D1 tile (Ilbert
et al. 2006; Gwyn 2012), which provides photometry with
5σ depths of u∗ = 27.4, g′ = 27.9, r′ = 27.6, i′ = 27.4
z′ = 26.1 over 1 deg2 of the VIDEO XMM3 tile (which
will be joined by two other adjacent tiles). Note that the
i′ filter used for CHFTLS is different to the SDSS i′ filter,
and that this data was collected with the first MegaCam
i′ filter (during the survey the filter had to be replaced by
one with a slightly different response). This data set (and
the paramatrisations discussed in section 2.2) has already
been used in many extragalactic studies to data (e.g. White
et al. 2015; Johnston et al. 2015). The infrared VIDEO data
for other tiles than XMM3 is now available. However, the
publicly available optical data over these fields (CHFTLS
Wide-1 and the currently public DES data) are shallower
than D1, which would not allow extension to as high red-
shifts. Future work will extend the analysis in this paper to
the wider areas.
2.2 LePHARE and SExtractor
The sources in the images are identified using SExtractor,
(Bertin & Arnouts 1996) source extraction software, with 2”
apertures. See Jarvis et al. (2013) for more details.
The photometric redshifts are calculated using LeP-
HARE (Arnouts et al. 1999; Ilbert et al. 2006), which fits
spectral energy distribution (SED) templates to the pho-
tometry (Jarvis et al. 2013). LePHARE generates a redshift
probability density function, stellar masses, star formation
rates, CLASS STAR (probability of being a star based on
compactness) and many other parameters are also calcu-
lated. Further information on detection images used, detec-
tion thresholds and the construction of the SED templates
is given in Jarvis et al. (2013).
2.3 Final Sample
SExtractor identifies 481,685 sources in the field with de-
tections in at least one band. We applied a simple mask to
the data in order to cut out areas dominated by foreground
stars and any dead pixels. The mask was also applied to the
random catalogues used in the calculation of the correlation
function (see section 3.1.1).
Uncertainty in LePHARE parameterisations (photo-
metric redshift estimation etc.) increases at fainter magni-
tudes, both because the relative error on fluxes is larger for
faint objects, and because objects start to be only detected
in a few bands. We use a K-band cut to remove all galaxies
Ks >23.5. VIDEO has a 90 percent completeness at this
depth (Jarvis et al. 2013).
For removing stars from the sample, SExtractor pro-
duces parameter CLASS STAR as an indicator of the prob-
ability that a given object is a star, based on whether it
appears point-like, but this has been shown not to perform
well up to the magnitudes we have probed (McAlpine et al.
2012, White et al. 2015). To eliminate stars from our sample
we define a stellar locus as in Jarvis et al. (2013), following
the approach of Baldry et al. (2010),
© 2016 RAS, MNRAS 000, 1–17
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Figure 1. The mass and redshift of galaxies, considered after
application of the magnitude cut, star exclusion and mask, are
shown here in blue. The red points mark the stellar mass limit
for all objects that could be detected with our apparent magni-
tude limit of Ks < 23.5, and the green curve the implied 90%
stellar mass completeness limit, following the approach of John-
ston et al. (2015). The red boxes illustrate the redshift and stellar
mass selected sub-samples that we consider in subsequent sections
flocus(x) =

−0.58 x < 0.4
−0.58 + 0.82x− 0.21x2 0.4 < x < 1.9
−0.08 1.9 < x
.
(1)
We then remove sources with:
J −Ks < 0.12 + flocus(g − i). (2)
McAlpine et al. estimate this cut leaves stars contribut-
ing less than 5% of the sample. The final galaxy sample
comprises 97,052 sources after masking, removing stars and
making a Ks <23.5 cut.
3 THE TWO-POINT CORRELATION
FUNCTION
A range of statistical tools are used to study the interac-
tions between galaxies and to characterise clustering. There
exist many ways to measure clustering, in particular nearest
neighbour (Bahcall & Soneira 1983), genus (Park et al. 2001)
and counts in cells (White 1979). In this study we focus on
the two-point correlation function, a measure of how much
more likely two galaxies are to be at a given separation than
random (in fact counts in cells statistics can be derived from
the correlation function).
The underlying meaningful physical relation is the full
three dimensional spatial correlation function; however we
only have the observables of angular separations and redshift
information. Limber Inversion, (Limber 1954) gave an early
key way of connecting the two. The two main approaches to
connecting the observables to the spatial correlation func-
tion are to either calculate the angular correlation func-
tion, and compare to angular projections of the model, or
to use the redshift information to form the projected cor-
relation function in both transverse and longitudinal direc-
tions (which incorporates redshift space distortions, which
are normally integrated out), see Davis & Peebles (1983) and
Fisher et al. (1994). Here we focus on the angular correlation
function as the projected correlation function requires very
precise knowledge of the redshifts of the sample to avoid be-
ing biased, and is in general more appropriate for surveys
with more accurate redshifts e.g. spectroscopic surveys.
3.1 The Angular Correlation Function
The angular two-point correlation function ω(θ) is a measure
of how much more likely it is to find two galaxies at a given
angular separation than a uniform unclustered Poissonian
distribution:
dP = σ(1 + ω(θ))dΩ, (3)
where dP is the probability of finding two galaxies at
an angular separation θ, σ is the surface number density
of galaxies, dΩ is solid angle. We require ω(θ) > −1 and
limθ→∞ ω(θ) = 0 for non-negative probabilities and for non-
infinite surface densities respectively.
3.1.1 Estimating ω(θ) Numerically
The most common way to estimate ω(θ) is through calcu-
lating DD(θ), the normalised number of galaxies at a given
separation in the real data, and RR(θ), the corresponding
figure for a synthetic catalogue of random galaxies identical
to the data catalogue in every way (i.e. occupying the same
field) except position. We use the Landy & Szalay (1993)
estimator:
ω(θ) =
DD − 2DR+RR
RR
, (4)
which also uses DR(θ), data to random pairs, as it has
a lower variance (as an estimator) and takes better account
of edge effects, although there are other estimators (as dis-
cussed and compared in Kerscher et al. 2000).
By averaging over multiple average data sets and using
RR(θ) or by letting the number of random data points go
to infinity the error in RR(θ) can be considered zero e.g.
essentially becomes a function of the field geometry. We use
500,000 random data points in this study. This leaves DD(θ)
as the main source of variance in our estimation, and is often
given as the Poisson error in the DD counts:
∆ω =
1 + ω(θ)√
DD
. (5)
However this naive approach can significantly underes-
timate the uncertainty because adjacent DD bins are corre-
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lated. More rigorous approaches therefore rely on bootstrap
methods. The ‘jack-knife’ method consists of blocking off
segments of the field and recalculating to see how much the
estimate of the correlation functions changes. ‘Bootstrap re-
sampling’ consists of sampling the galaxies with replacement
from the dataset and recalculating, see Ling et al. (1986).
Repetition of this process allows the variance of the ω(θ)
values to be estimated. Lindsay et al. (2014) found Poisson
errors were a factor of 1.5 to 2 smaller than those estimated
with bootstrap. In this paper we use 100 bootstrap resam-
plings to estimate the uncertainty at the 16th and 84th per-
centiles of the resampling.
The finite size of the survey area results in a negative
offset to the true correlation function, known as the integral
constraint:
ωobs(θ) = ωtrue(θ)−KIC . (6)
KIC has an analytic expression from Groth & Peebles
(1977)
KIC =
1
Ω2
∫∫
ωtrue(θ)dΩ1dΩ2, (7)
where dΩ1dΩ2 denotes integrating twice over the field
solid angle, which can be estimated numerically (Roche &
Eales 1999) by:
KIC =
ΣRR(θ)ωtrue(θ)
ΣRR(θ)
. (8)
The integral constraint has the effect of reducing the
measured correlation function at large angles and steepening
the gradient. Therefore, when fitting the correlation func-
tions, we treat the constraint as part of the model and fit
data to the theoretical observed function, as in Beutler et al.
(2011).
3.2 Non-Parametric Estimation
Approaches to calculating the correlation function conven-
tionally involve binning; the galaxy angular separations are
put into angular distance bins (often spaced logarithmi-
cally). Although advantageous in terms of simplicity to cal-
culate, and clearer interpretation, binning data is non-ideal
in the sense that it i) loses information and ii) can involve
arbitrary choice of bin size. Here we present an alternative
estimator that finds the correlation function as a continuous
function.
The approach we used was to implement a non-
parametric method for the estimation of DD(θ), DR(θ) and
RR(θ), and then use the estimator of Landy and Szalay as
per usual. We use here the kernel based density estimator
of Parzen and Rosenblatt (Parzen 1962; Rosenblatt 1956)
on the set of angular separations to find DD, DR and RR
separately, and then choose kernel bandwidth to minimise
the mean integrated squared error (MISE) for each. Heuris-
tically the process can be described thus: first the 1
2
N2
galaxy separations are calculated. However rather than be-
ing binned by angular separation, the distribution is calcu-
lated by summing kernel distributions (e.g. normal, top hat
or tricube etc.) centred on each point, and kernel width re-
places the role of bin size. If the width of the kernel is too
large, the data are over smoothed, and features are lost. If
the width is too small, the data is too noisy. There exists
an optimal choice that minimises the expected error on this
method as an estimator of the true distribution.
We give a brief description of how to choose optimal
smoothing parameters as described in Parzen (1962). Sup-
pose f(x) is the true function that we are attempting to
estimate (in our context it could be DD(θ)) and that fˆ(x)
is our estimation of the function from the data. The quan-
tity to be minimised is the expected error accumulated over
all x, the MISE:
MISE = E
(∫
(f(x)− fˆ(x))2dx
)
, (9)
which can be re-arranged to:
MISE =
∫
b2(x)dx+
∫
v(x)dx, (10)
where
b(x) = E(fˆ(x))− f(x), (11)
the bias of the estimator at a point and
v(x) = V(fˆ(x)), (12)
the variance of the estimator at a point. Hence MISE
is a function of the data and the smoothing parameter h.
Minimising MISE is a compromise between minimising bias
and minimising estimator variance.
If our data are Xi (in our case galaxy separations) and
our kernel is K (a smooth symmetric function around zero
that integrates to 1 and goes to zero sufficiently fast; e.g. we
use a Gaussian), then our estimate of the function becomes:
fˆ(x) =
1
nh
∑
i
K
(
x−Xi
h
)
, (13)
where h can be chosen to be the standard deviation of
the kernel. Parzen (1962) show that this estimate is consis-
tent and that the MISE goes as:
MISE ≈ 1
4
c21h
4
∫
(f ′′(x))2dx+
∫
K2(x)dx
nh
, (14)
and the optimal h (by differentiation) is
h∗ =
(
c2
c21A(f)n
)1/5
, (15)
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Figure 2. Illustration of the agreement of the binning approach
and the non-parametric approach to correlation function calcu-
lation for a sample with 1.25 < z < 1.5, M? > 1010.6M. The
error bars (the secondary lines in the case of the kernel method)
for both the discrete and the continuous methods represent the
16th and 84th percentiles from bootstrapping
where c1 =
∫
x2K(x)dx, c2 =
∫
K(x)2dx and A(f) =∫
(f ′′(x))2dx.
Calculating the optimal h value in this manner formally
depends on knowing the true distribution e.g. if f oscil-
lates wildly with high frequency A(f) is high, necessitating
a smaller h to pick out features). We calculate this heuris-
tically by doing a first run with a trial value of h, fitting a
power law to the resulting correlation function, and using
this as the true distribution for the purposes of finding h.
We then subsequently use the estimate of the correlation
function that results as our estimate of the true value. We
find typical suitable values of h are of order 0.1-0.2 dex in
angular separation, of comparable order to bin sizes most
authors choose heuristically.
There do exist entirely data driven cross-validation
techniques of choosing h optimally that we do not discuss
here; see Bowman (1984) for a discussion. For continuous es-
timation of error (which now takes the form of a band along
our estimation of the function) we repeat the discussed pro-
cess on bootstrapped data sets and take the 16th and 84th
percentiles point-wise of our multiple estimations of the cor-
relation function.
To confirm that we are consistent with the binning
method, the correlation function was calculated using the
binning approach as well as the kernel approach for a sam-
ple with 1.25 < z < 1.5, M? > 10
10.6M sample, see fig 2.
A way of viewing the kernel approach is that it is essentially
the same as binning - except binning uses a top hat kernel
of arbitrary size for each data point, and does not always
place the kernel directly on top of the data.
3.3 Redshift Probability Density Distributions
The correlation function is often calculated assuming just
the best redshift value for the source, without considera-
tion of the uncertainty in the measurement e.g for sources
with broad redshift probability density functions (pdfs) the
chance of the object being in a different redshift bin to
its best fit is not accounted for. We take the approach of
Arnouts et al. (2002) and for each redshift bin we assign
galaxies a weight corresponding to the probability of the
galaxy being in that redshift range according the the LeP-
hare redshift pdfs, e.g.
Wi =
∫ zupper
zlower
pi(z) dz, (16)
and
DD(θ) =
2
n(n− 1)h
∑
i,j
WiWjK
(
θ − d(Gi, Gj)
h
)
, (17)
whereK is the chosen kernel, h is the kernel width, d(Gi, Gj)
is the angular separation of galaxies i and j and n is the
number of galaxies, n(n− 1)/2 being the number of galaxy
pairs. In the limit of highly accurate redshifts, this method
reduces to the approach of just working with galaxies where
the probability density function has its peak in the bin. If we
replace the probability density function with a Dirac delta
function at the peak, as would be the case in a spectroscopic
survey, the approaches coincide.
4 HALO OCCUPATION DISTRIBUTION
MODELLING
Halo Occupation Distribution (HOD) descriptions of corre-
lation functions have seen great success in recent years in
modelling the correlation function to high degrees of pre-
cision, and giving physical results in agreement with other
methods (e.g. Simon et al. 2009, Coupon et al. 2015). Mod-
els typically prescribe the mean number of galaxies in a halo
as a function of halo mass, assume the occupation number
has a Poissonian distribution, and assume that these galax-
ies trace the halo profile. Then the HOD model, choice of
halo profile, halo mass function and a bias proscription can
be translated into a spatial correlation function, and then
projected to an angular correlation function. Parametrising
the HOD allows physical information to be extracted via
some fitting process. Variants include fitting simultaneously
with cosmology (Van den bosch et al. 2013), varying the
compactness of the profile the galaxies follow, allowing the
occupation statistics to be non-Poissonian and investigating
if different galaxy samples occupy the halos independently
(Simon et al. 2009). It is also possible to fit HOD models
using galaxy-galaxy weak lensing data (e.g. Coupon et al.
2015), background counts in halo catalogues (e.g. Rodriguez
et al. 2015), and even abundance matching techniques (e.g.
Guo et al. 2015). Our model and approach follows closely
that in Coupon et al. (2012) and McCracken et al. (2015).
© 2016 RAS, MNRAS 000, 1–17
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4.1 The Model
We use the 5 parameter model of Zheng et al. (2005), assum-
ing a Navaro-Frenk-White profile (Navarro, Frenk, & White
1997) and a Tinker et al. (2010) bias model. We use the halo-
mod python package1 to calculate correlation functions.The
five parameters are;
• Mmin, minimum halo mass required for the halo to host
a central galaxy
• M1 the typical halo mass for satellites to start forming
• α as the power law index for how the number of satel-
lites grows with the halo mass
• σlog10M parametrises how discrete the cut off in halo
mass for forming a central galaxy is, and
• M0 a halo mass below which no satellites are formed.
The number of central and satellite galaxies, as well as
total number, are parametrised by the following equations:
〈Ncentral〉 = 1
2
(
1 + erf
(
log10 Mhalo − log10 Mmin
σlog10M
))
(18)
〈Nsat〉 = 〈Ncentral〉 ×
(
Mhalo −M0
M1
)α
(19)
〈Ntotal〉 = 〈Ncentral〉+ 〈Nsat〉. (20)
Thus the number of central galaxies as a function of halo
mass behaves as a softened step function and the number of
satellites is a power law that initiates at a characteristic
mass. The equations only allow there to be satellite galaxies
when there is a central galaxy.
Given a set of parameters, the model correlation func-
tion is constructed from a 1-halo term on small scales de-
scribing non-linear clustering within a halo constructed from
the halo profile, and a 2-halo term on large scales describ-
ing clustering between halos, constructed from the bias pre-
scription and dark matter power spectrum. The transition
between the two regimes is typically at approximately 1Mpc,
or around 0.05◦ in angular space at these redshifts. Within
a halo, the first galaxy is assumed to be at the centre of
the halo (the central), and the positions of all subsequent
galaxies (the satellites) trace the profile of the halo. The
1-halo term can thus be further broken down into a central-
satellite term, formed by convolving a NFW profile with a
point and weighted by 〈Nsat〉, and a satellite-satellite term,
formed by convolving a NFW profile with itself and weighted
by 〈Nsat(Nsat − 1)〉. The net effect of this is to add power
at smaller radii. This expression for a single halo is then av-
eraged for all halo masses by integrating, weighting by the
halo mass function. The 2-halo term is constructed by find-
ing the inverse Fourier transform of the dark matter power
spectrum multiplied by the square of the ‘averaged’ bias.
The averaged bias is found by multiplying the number of
galaxies in a given halo mass by the bias of that halo, and
then averaging by multiplying by the halo mass function and
1 https://github.com/steven-murray/halomod
integrating over all halo masses to average. The 1-halo and
2-halo terms are then summed to find the spatial correlation
function, and then projected using the redshift distribution
to form the angular correlation function. See Coupon et al.
(2012) for a more in depth description of this process. The
occupation numbers are assumed to be Poissonian when cal-
culating variables like 〈Nsat(Nsat − 1)〉 etc.
4.2 Incorporating Stellar Mass Ranges in the
Model
Angular correlation functions, and hence the derived HOD
models, are highly dependent on the magnitude cut or stel-
lar mass range of the galaxies, which is to be expected as
different galaxy samples typically exist in different halos.
The approach we use to build up a self consistent picture of
how galaxies of different stellar masses occupy the halos is to
calculate the correlation function for all the galaxies above
a certain mass threshold, for a range of thresholds. We then
expect the HOD models to be consistent e.g. a sample of a
higher stellar mass threshold does not predict more galaxies
at a given halo mass than a lower stellar mass threshold!
An alternate approach would be to calculate the correlation
function for stellar mass ranges as in Coupon et al. (2015),
which reduces the covariance between measurements. This,
however, is better suited to fitting a global occupation model
where the halo occupation is a conditional function of the
stellar mass given the halo mass, because otherwise the oc-
cupation number as a function of halo mass is not straight-
forward when there is an upper bound of stellar mass.
4.3 Derived Parameters
A halo occupation model also gives the galaxy bias and typ-
ical host halo mass. Galaxy bias describes how over-dense or
under-dense galaxies are compared to dark matter and can
be found by comparing the galaxy and dark matter correla-
tion functions:
b =
δg
δDM
=
√
ξg
ξDM
, (21)
where b is the galaxy bias, δg is the local galaxy over-
density, δDM is the local dark matter over-density, ξg is the
galaxy spatial correlation function and ξg the dark matter
spatial correlation function. It is scale dependent, but set-
tles to a constant value at high separations in the linear
regime for standard cosmological models (e.g. McCracken
et al. 2015). A bias at a given redshift also corresponds to a
typical halo mass; both the bias and typical halo mass are
derived quantities from the HOD model (see Zehavi et al.
2005).
We also calculate for completeness r0, the comoving sep-
aration at which the spatial correlation function (for the
best fit parameters) is unity. This is useful as it operates
as a monotone one-dimensional measurement of clustering
© 2016 RAS, MNRAS 000, 1–17
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Figure 3. The redshift distributions used in our analysis for each
redshift bin (arbitrary normalisation).
(as opposed to HOD parameters, which cannot be sum-
marised with one number). It also allows comparison with
studies that study correlation functions with a power law,
which normally model the spatial correlation function as
ξ(r) = (r/r0)
−γ . Note r0 in the context of this paper is a
derived parameter of the HOD model; it does not come from
a power law fit to the correlation function.
4.4 Projecting from 3D and Choice of N(z)
Projecting the spatial correlation function to angular space
requires input of N(z), the redshift distribution of the galax-
ies in the sample. If the redshift is known precisely for each
galaxy then this is unambiguous. In Lindsay et al. (2014),
for each redshift bin, the sum of the pdfs that have their
peak in that bin is used e.g. there is some contribution from
outside the bin. However, with the system of weights, we
have only used the part of the probability density that is in
each individual bin. Therefore we use the sum of the pdfs
just in the part of parameter space considered marginalised
over all other variables, which leads to sharp cutoffs, see fig
3.
We note a sharp peak at z ∼ 0.8, which could indicate
the presence of a large structure at this redshift.
4.5 MCMC Fitting Process
We use emcee2 (Foreman-Mackey et al. 2013) to provide a
Markov chain Monte Carlo sampling the parameter space
to fit our correlation functions. We use a uniform prior over
0.5 < α < 2.5, 0 < σ < 0.6, 10 < log10 (Mmin/M) <
15, log10 (Mmin/M) < log10 (M1/M) < 17 and 8 <
log10 (M0/M) < log10 (M1/M) (uniform in log space for
mass). We used 20 walkers with 1000 steps, which have start-
ing positions drawn uniformly from the prior.
2 http://dan.iel.fm/emcee/current/
Our likelihood is calculated using χ2 from both the cor-
relation function and the galaxy abundance,
χ2 =
[nobsgal − nmodelgal ]2
σ2n
+
∑
i
[ωobs(θi)− ωmodel(θi)]2
σ2wi
, (22)
where nobsgal is the observed number of galaxies in the
sample, nmodelgal is the predicted number of galaxies in that
redshift range for a given model, σn is the error on the num-
ber counts including both Poisson noise and cosmic variance,
θi are the angular scales we fit at, ω
obs is the observed an-
gular correlation function, ωmodel is the angular correlation
function of a given model, and σwi is the error on the mea-
sured correlation function from the bootstrapping.
As we estimate ω(θ) as a continuous function, covari-
ance between measurements is less straightforward. We work
around this by fitting to points equally separated in log-
space between 0.001◦ and 0.1◦, with the separation chosen
to be greater than the smoothing scale of the non-parametric
estimation to minimise covariance between points. We cal-
culate the error on the number counts (which must include
both Poisson noise and cosmic variance) as in Trenti & Sti-
avelli (2008).
Finding nobsgal is complicated by the mask used to remove
defects in the field (discussed section 2.3), as well as the fact
that each galaxy is effectively in multiple redshift bins (dis-
cussed section 3.3). We account for this by instead of count-
ing the galaxies, counting the weights, and then rescaling by
the amount of field lost by the mask:
nobsgal =
∑
i
Wi
1−A, (23)
where A is the fraction of the field covered by the mask
(0.03 in our case) and Wi are the weights from equation 16.
5 RESULTS
We show our results for the halo occupation modelling in
table 1.
© 2016 RAS, MNRAS 000, 1–17
Galaxy Clustering in VIDEO 9
T
a
b
le
1
.
P
a
ra
m
et
er
s
fr
o
m
o
u
r
a
n
g
u
la
r
co
rr
el
a
ti
o
n
fu
n
ct
io
n
ev
a
lu
a
ti
o
n
a
n
d
H
O
D
fi
tt
in
g
,
w
it
h
co
rr
es
p
o
n
d
in
g
χ
2
/
d
.o
.f
.
v
a
lu
es
fo
r
th
e
fi
ts
S
te
ll
a
r
M
a
ss
T
h
re
sh
o
ld
n
g
M
m
in
M
1
α
σ
M
0
b
f
s
r 0
χ
2
/
d
.o
.f
.
0
.5
0
<
z
<
0
.7
5
z m
e
d
=
0
.6
2
9
.2
5
6
5
3
5
1
1
.7
+
0
.0
6
3
−
0
.0
7
5
1
2
.9
+
0
.1
3
−
0
.2
1
0
.9
4
8
+
0
.1
−
0
.1
6
0
.5
+
0
.0
7
8
−
0
.2
1
1
.8
+
0
.4
6
−
1
.3
1
.1
7
+
0
.0
1
8
−
0
.0
1
2
0
.2
1
3
+
0
.0
4
4
−
0
.0
1
9
6
.2
1
+
0
.1
2
−
0
.0
8
5
1
.3
3
9
.5
5
0
6
1
1
1
.8
+
0
.0
9
−
0
.0
8
3
1
2
.8
+
0
.2
2
−
0
.1
6
0
.8
2
+
0
.1
5
−
0
.1
0
.4
1
2
+
0
.1
4
−
0
.2
3
1
2
.3
+
0
.1
9
−
0
.3
4
1
.2
2
+
0
.0
2
4
−
0
.0
1
7
0
.1
9
6
+
0
.0
1
4
−
0
.0
1
6
6
.5
6
+
0
.1
7
−
0
.1
2
0
.6
6
1
9
.7
5
3
8
7
7
1
2
.0
+
0
.0
7
1
−
0
.0
7
7
1
3
.1
+
0
.1
6
−
0
.2
2
0
.9
4
8
+
0
.1
4
−
0
.1
9
0
.4
5
5
+
0
.1
1
−
0
.1
7
1
2
.1
+
0
.4
1
−
1
.4
1
.2
4
+
0
.0
2
2
−
0
.0
1
6
0
.1
9
1
+
0
.0
3
3
−
0
.0
1
8
6
.7
1
+
0
.1
4
−
0
.1
1
0
.9
1
8
1
0
2
8
4
7
1
2
.1
+
0
.0
5
3
−
0
.0
5
9
1
3
.1
+
0
.1
5
−
0
.2
3
0
.8
8
7
+
0
.1
6
−
0
.2
1
0
.5
3
9
+
0
.0
4
7
−
0
.1
3
1
2
.2
+
0
.4
−
1
.5
1
.2
6
+
0
.0
1
6
−
0
.0
1
3
0
.1
9
3
+
0
.0
6
1
−
0
.0
2
1
6
.9
2
+
0
.1
2
−
0
.0
9
8
1
.6
6
1
0
.2
5
1
8
8
4
1
2
.3
+
0
.0
6
1
−
0
.0
8
4
1
3
.4
+
0
.1
1
−
0
.2
0
.9
9
6
+
0
.1
1
−
0
.3
0
.5
0
7
+
0
.0
7
2
−
0
.1
8
1
1
.9
+
0
.7
6
−
2
.2
1
.3
3
+
0
.0
2
4
−
0
.0
1
9
0
.1
7
5
+
0
.0
7
3
−
0
.0
2
6
7
.3
8
+
0
.1
9
−
0
.1
4
1
.2
7
1
0
.5
1
0
2
2
1
2
.5
+
0
.0
8
8
−
0
.0
9
1
3
.7
+
0
.0
8
7
−
0
.1
9
1
.2
3
+
0
.1
4
−
0
.3
5
0
.4
1
8
+
0
.1
4
−
0
.2
3
1
2
.0
+
0
.9
5
−
2
.5
1
.4
7
+
0
.0
3
6
−
0
.0
3
4
0
.1
2
9
+
0
.0
2
6
−
0
.0
1
8
8
.5
2
+
0
.2
7
−
0
.2
6
0
.8
3
9
0
.7
5
<
z
<
1
.0
0
z m
e
d
=
0
.8
8
9
.5
9
7
9
1
1
1
.7
+
0
.0
5
2
−
0
.0
8
1
2
.9
+
0
.1
7
−
0
.2
4
0
.9
4
2
+
0
.1
6
−
0
.1
9
0
.5
1
6
+
0
.0
6
5
−
0
.2
1
1
1
.9
+
0
.4
2
−
1
.4
1
.2
4
+
0
.0
2
2
−
0
.0
1
3
0
.1
5
5
+
0
.0
2
8
−
0
.0
1
5
5
.6
8
+
0
.1
3
−
0
.0
7
6
0
.8
6
2
9
.7
5
7
3
6
5
1
1
.8
+
0
.0
4
9
−
0
.0
5
8
1
2
.9
+
0
.2
7
−
0
.2
2
0
.7
9
6
+
0
.2
7
−
0
.1
6
0
.5
2
9
+
0
.0
5
5
−
0
.1
2
1
2
.3
+
0
.2
1
−
0
.8
3
1
.2
7
+
0
.0
1
7
−
0
.0
1
3
0
.1
4
9
+
0
.0
1
5
−
0
.0
1
4
5
.8
9
+
0
.1
−
0
.0
7
3
0
.8
9
6
1
0
5
4
5
3
1
2
.0
+
0
.0
4
9
−
0
.0
6
9
1
3
.0
+
0
.2
−
0
.2
2
0
.8
0
6
+
0
.2
4
−
0
.1
9
0
.5
2
3
+
0
.0
5
9
−
0
.1
8
1
2
.3
+
0
.2
6
−
0
.7
5
1
.3
2
+
0
.0
2
2
−
0
.0
1
7
0
.1
4
4
+
0
.0
1
7
−
0
.0
1
3
6
.1
7
+
0
.1
4
−
0
.1
1
.2
1
0
.2
5
3
8
2
4
1
2
.1
+
0
.0
4
9
−
0
.0
6
1
1
3
.4
+
0
.1
1
−
0
.1
9
0
.9
2
+
0
.1
9
−
0
.2
9
0
.5
3
+
0
.0
5
2
−
0
.1
4
1
2
.1
+
0
.4
3
−
2
.1
1
.3
5
+
0
.0
2
1
−
0
.0
1
5
0
.1
1
9
+
0
.0
4
3
−
0
.0
1
3
6
.3
5
+
0
.1
3
−
0
.0
9
3
1
.4
3
1
0
.5
2
3
3
0
1
2
.3
+
0
.0
7
4
−
0
.0
8
2
1
3
.7
+
0
.1
4
−
0
.1
6
0
.9
6
5
+
0
.2
1
−
0
.3
2
0
.4
2
6
+
0
.1
2
−
0
.1
8
1
2
.3
+
0
.4
2
−
1
.9
1
.4
6
+
0
.0
2
9
−
0
.0
2
5
0
.0
9
4
5
+
0
.0
2
6
−
0
.0
1
3
7
.1
1
+
0
.1
9
−
0
.1
6
0
.5
4
9
1
0
.7
5
1
0
2
3
1
2
.6
+
0
.0
3
−
0
.0
3
8
1
4
.2
+
0
.2
2
−
0
.1
8
0
.6
3
3
+
0
.2
1
−
0
.1
1
0
.5
8
5
+
0
.0
1
2
−
0
.0
3
6
1
2
.3
+
0
.2
7
−
1
.7
1
.5
2
+
0
.0
1
7
−
0
.0
1
5
0
.1
0
1
+
0
.1
2
−
0
.0
1
8
7
.5
2
+
0
.1
1
−
0
.1
4
.3
3
1
.0
0
<
z
<
1
.2
5
z m
e
d
=
1
.1
2
9
.7
5
7
5
1
2
1
1
.8
+
0
.1
1
−
0
.0
8
4
1
3
.2
+
0
.1
5
−
0
.0
7
4
1
.2
1
+
0
.0
7
4
−
0
.1
4
0
.3
3
9
+
0
.1
7
−
0
.2
1
0
.4
+
1
.5
−
1
.4
1
.4
6
+
0
.0
2
6
−
0
.0
2
7
0
.1
3
+
0
.0
2
9
−
0
.0
2
2
6
.0
9
+
0
.1
4
−
0
.1
5
0
.2
2
9
1
0
5
5
2
9
1
2
.0
+
0
.0
6
3
−
0
.0
8
2
1
3
.2
+
0
.1
4
−
0
.2
4
1
.0
4
+
0
.2
2
−
0
.2
9
0
.4
6
7
+
0
.0
9
7
−
0
.2
1
2
.2
+
0
.4
2
−
1
.1
1
.5
+
0
.0
2
9
−
0
.0
2
1
0
.1
1
5
+
0
.0
1
8
−
0
.0
1
6
6
.3
4
+
0
.1
7
−
0
.1
1
0
.5
2
1
1
0
.2
5
3
8
9
2
1
2
.2
+
0
.0
5
1
−
0
.0
6
2
1
3
.4
+
0
.0
7
1
−
0
.0
6
1
.1
5
+
0
.0
8
2
−
0
.1
9
0
.5
3
5
+
0
.0
4
9
−
0
.1
1
1
1
.1
+
1
.1
−
1
.8
1
.5
3
+
0
.0
2
1
−
0
.0
1
8
0
.1
1
5
+
0
.0
3
7
−
0
.0
2
3
6
.4
8
+
0
.1
2
−
0
.1
1
0
.6
8
9
1
0
.5
2
4
1
2
1
2
.3
+
0
.0
5
−
0
.0
8
9
1
3
.7
+
0
.1
3
−
0
.0
7
4
1
.0
7
+
0
.1
3
−
0
.1
7
0
.5
3
2
+
0
.0
5
2
−
0
.1
8
1
0
.7
+
1
.3
−
1
.7
1
.6
2
+
0
.0
3
6
−
0
.0
2
3
0
.1
3
+
0
.0
6
6
−
0
.0
4
2
7
.0
6
+
0
.2
1
−
0
.1
4
0
.9
3
7
1
0
.7
5
1
0
6
4
1
2
.6
+
0
.0
9
1
−
0
.0
9
1
1
3
.9
+
0
.2
9
−
0
.1
1
1
.2
5
+
0
.2
8
−
0
.5
0
.3
7
8
+
0
.1
7
−
0
.2
1
1
1
.8
+
1
.1
−
2
.1
1
.9
3
+
0
.0
5
8
−
0
.0
5
4
0
.0
6
8
+
0
.0
2
1
−
0
.0
1
2
8
.9
5
+
0
.3
6
−
0
.3
4
0
.6
3
5
1
.2
5
<
z
<
1
.7
0
z m
e
d
=
1
.4
8
1
0
1
0
8
0
0
1
1
.9
+
0
.0
6
5
−
0
.0
3
6
1
3
.3
+
0
.0
5
7
−
0
.1
2
1
.3
6
+
0
.1
1
−
0
.3
2
0
.1
8
8
+
0
.1
5
−
0
.1
3
1
1
.4
+
0
.9
8
−
2
.0
1
.7
8
+
0
.0
2
1
−
0
.0
2
7
0
.0
7
6
+
0
.0
1
1
−
0
.0
0
8
7
6
.4
7
+
0
.1
1
−
0
.1
4
0
.4
3
7
1
0
.2
5
5
8
7
5
1
2
.1
+
0
.0
5
3
−
0
.0
3
3
1
3
.5
+
0
.0
7
5
−
0
.1
6
1
.4
1
+
0
.1
7
−
0
.4
6
0
.1
1
9
+
0
.1
4
−
0
.0
8
5
1
1
.8
+
0
.8
8
−
2
.4
1
.9
8
+
0
.0
2
7
−
0
.0
2
6
0
.0
5
7
5
+
0
.0
0
8
1
−
0
.0
0
7
6
7
.5
4
+
0
.1
4
−
0
.1
4
0
.9
3
2
1
0
.5
2
5
4
2
1
2
.4
+
0
.0
8
8
−
0
.0
6
8
1
4
.0
+
0
.4
5
−
0
.1
6
1
.0
6
+
0
.3
8
−
0
.4
3
0
.3
2
9
+
0
.1
3
−
0
.1
5
1
2
.2
+
0
.6
7
−
2
.2
2
.1
6
+
0
.0
3
6
−
0
.0
4
4
0
.0
3
6
9
+
0
.0
1
6
−
0
.0
0
7
6
8
.5
2
+
0
.2
−
0
.2
4
1
.4
1
© 2016 RAS, MNRAS 000, 1–17
10 Peter Hatfield
5.1 Redshift and Stellar Mass Selection
We divided the data into four redshift bins (0.50 < z <
0.75, 0.75 < z < 1.00, 1.00 < z < 1.25 and 1.25 < z <
1.70) and seven mass bins (109.35M < M?, 109.6M <
M?, 10
9.85M < M?, 1010.1M < M?, 1010.35M < M?,
1010.6M < M? and 1010.85M < M?), see figure 1 . For
each bin, we calculated the angular correlation function as
described in section 3.1. Figure 4 shows our measurements.
In each bin we see near power law behaviour, with some
bins suggestive of the kink associated with the transition
from the 1-halo to the 2-halo term, although the impact
of the integral constraint at large angular scales means this
transition is unlikely to be self evident until we have access to
the larger angular scales present in the full VIDEO survey.
The clear trend of clustering increasing with stellar mass
threshold at all scales is visible in all redshift bins. After the
correlation function was calculated, we fit a HOD model for
each subsample, as described in section 4.
In general, good fits to the data were obtained. Figure
5 shows a representative correlation function and best fit
model - a close agreement is obtained. Other bins generally
achieved similar levels of accord, shown in the appendix in
figure A1. Our fits had χ2/d.o.f. values (showing in table 1)
between 0.228 and 1.66, with the exception of the 0.75 < z <
1, 1010.85M < M? bin, which had χ2/d.o.f. = 4.33. This
suggests the data was well described by the HOD model in
all cases apart from one bin. Consistent with these χ2/d.o.f.
results, the outlier bin in question is seen in figure A1 to have
a correlation function that doesn’t fit into the pattern of
measurements in the other mass ranges in the same redshift
bin - the massive galaxies at this redshift appear to have
an unusual spatial distribution (conceivably associated with
the sharp peak in the redshift distribution at z ∼ 0.8). Since
there was still enough data to make a good measurement of
the clustering, and it was possible to make a moderate fit,
we still include the results from this bin in subsequent plots,
but note the results for this bin might be subject to some
unknown systematic effect.
5.2 Mmin, M1 and the Mass Gap
Figure 6 shows both Mmin and M1 growing as approximate
power laws with median stellar mass, with little to no ev-
idence of redshift evolution. Mmin and M1 can be thought
of as the halo masses required to host the first and second3
galaxies in a halo respectively; this shows the well known re-
sult that more massive galaxies reside in more massive halos.
M1 remains slightly more than an order of magnitude more
massive than Mmin over all our stellar masses. We do not
detect any upturn in M1 at stellar masses > 10
10.5M seen
in McCracken et al. (2015), although this is perhaps not sur-
prising as we do not reach to as high masses as UltraVISTA
(due to the slightly smaller area used in this paper), and
3 Because of M0 this is not strictly true for the second galaxy,
however when M0 << M1, as for our data, the approximation
holds
based on their results would only expect to see the upturn
in our highest mass range.
Figure 7 shows M1/Mmin, the ‘mass gap’ between form-
ing the first galaxy and forming the second. In our stellar
mass ranges, the ratio appears to be constant with moder-
ate scatter, potentially increasing at higher stellar masses.
Again, we see little redshift evolution, as expected from fig-
ure 6. We do not probe to low enough masses to see if
we find an upturn at the lowest masses as in McCracken
et al. (2015). We do find however that this ratio ranges from
around 10-20 at these stellar masses (albeit with large error
bars), whereas McCracken et al. (2015) finds the ratio to be
around 5-10 for the same stellar masses. McCracken suggest
that their results help explain why different literature results
measure different ratios - that different surveys are biased
towards different stellar masses, and thus correctly obtain
different results. However this does not explain the discrep-
ancy between our two results, as we are explicitly controlling
for stellar mass (although other surveys do report results not
dissimilar to those in this paper e.g. Zehavi et al. 2011). We
suggest the result is likely due to a combination of variance
between the fields and the fact that for both VIDEO and Ul-
traVISTA the field sizes only allow access to a small part of
the 2-halo term, in the part of angular space where it is most
difficult to account for the integral constraint. Figure 11
shows our results plotted alongside the UltraVISTA results,
showing close agreement, apart from the high stellar mass
end for M1, where we report slightly higher values. VUDS
covered both the COSMOS field (that UltraVISTA covers)
and largely overlapped the D1 field studied in this paper (in
the VUDS VVDS-02h field). Durkalec et al. (2015b) report,
for samples with otherwise identical selection, slightly more
clustering power at larger scales in the COSMOS field, so
slight clustering variance between these fields is not without
precedence. We anticipate the origin of the discrepancy will
become more clear with the full VIDEO survey.
5.3 α and σ
Figure 8 shows α for our four redshift bins, which
parametrises how the number of satellites grows with stel-
lar mass. We see very little evolution with either redshift
or stellar mass, with typical best fit values of ∼1, which
can be interpreted as the number of subhalos growing in
proportion to the halo halo mass, which is to be expected.
Although there appears to be some weak evolution towards
higher α values at high redshift, we are cautious to claim
a trend for the following reasons. Firstly the trends are of
order of the size of our error bars. Secondly, measurements
in the same redshift bin are not independent, so trends seen
for all the stellar mass values in a given redshift bin rela-
tive to another redshift bin are not necessarily significant.
Thirdly each redshift bin is a spatially separated part of
the Universe, and comparison with UltraVISTA suggests the
variation between redshift bins is of a similar order to that
expected from cosmic variance. In addition, the five HOD
parameters are not independent from each other for a given
© 2016 RAS, MNRAS 000, 1–17
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Figure 4. The angular correlation function for different redshift ranges and masses denoted in each panel. The lower x-axis denotes
angular scale, the upper x-axis the corresponding projected comoving distance, and the y-axis the correlation function. The fainter,
dashed, upper and lower bands represent the error bars on the measurements, discussed in section 3.2. For the clarity of the plot, we
only show alternate stellar mass samples in the first three redshift bin subplots.
sample, so samples having outlier values of α can have cor-
responding outlier values of the other parameters etc.
Figure 9 shows σ, which parametrises how critical the
step jump in halo mass is to form the first galaxy at Mmin,
equivalently the scatter in halo mass at fixed stellar mass
for central galaxies. We see no substantial redshift or stel-
lar mass dependence, measuring a constant value of around
0.3-0.5. We note in some samples the posterior of σ pushes
close to the boundary of our prior. Both Coupon et al. (2012)
and McCracken et al. (2015) report similar findings, Coupon
et al. (2012) suggesting sample incompleteness due to pho-
tometric errors could lead to missing central galaxies and
hence high scatter. Alternatively it could be the case that
the z = 0 motivated 5-parameter model we use here is less
appropriate at higher redshifts. Zheng et al. (2005) give an
interpretation of σ in terms of the scatter in the stellar mass
at fixed halo mass: if the functional form for the number of
central galaxies is an error function, then at a fixed halo mass
the distribution of log(Mgal) is Gaussian. For M? ∝Mµhalo at
that halo mass, the galaxy mass scatter can be expressed by
µ× σ = σMgal , where σMgal is the scatter in stellar mass at
fixed halo mass. Using stellar mass threshold for stellar mass,
and Mmin for halo mass, (Coupon et al. 2012), we measure
µ ≈ 2 and thus σMgal ≈ 0.8. An alternate way of probing
the halo mass to stellar mass ratio is the Tully-Fisher rela-
tion (Tully & Fisher 1977), which relates rotational velocity
to galaxy luminosity for spiral galaxies. However the rota-
tional velocity can give a measure of the dynamical mass,
dominated by the halo mass, and modern stellar models
can convert the luminosity into a measure of stellar mass
(e.g. the redshift and mass according to the VIDEO pho-
tometry). Zheng et al. (2005) found a value of σ = 0.15
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Figure 5. Comparison of our best fit model and the clustering
data (the band represents the 16th and 84th percentiles of the
bootstrapping) for a sample redshift and stellar mass bin. Note
that the model is fitted to the number counts as well as the clus-
tering measurements shown here.
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Figure 6. Evolution of the HOD parameter Mmin and M1 as a
function of stellar mass in the four redshift bins denoted in the
legend.
in their SPH simulation, in good agreement with disper-
sion measurements in the Tully-Fisher relation at z = 0.
Tiley et al. 2015 (submitted) find a greatly increased scat-
ter at z ∼ 1 relative to z = 0 in the KMOS Redshift One
Survey (KROSS), reporting scatter of 0.32 dex in stellar
mass at fixed stellar dynamical mass for their full sample.
Although direct comparisons are difficult as the correspon-
dence between dynamical mass and halo mass is non-direct,
and the selection methods between wide-field and integral
field surveys are very different, the picture of increasing scat-
ter at higher redshifts suggested by the two methods quali-
tatively agree. Subhalo abundance matching (SHAM) tech-
niques also report dispersion in the order of about 0.2 at low
redshift e.g. z = 0.05 in Reddick et al. (2013), however, as
discussed in that paper, the scatter is partially an underlying
assumption of the technique as opposed to a measurement.
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Figure 7. Evolution of the ratio of the HOD parameters M1
to Mmin as a function of stellar mass in the four redshift bins
denoted in the legend.
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Figure 8. Evolution of the HOD parameter α as a function of
stellar mass in the four redshift bins denoted in the legend. The
dotted line represents α = 1.
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5.4 Insight into Substructure
Kravtsov et al. (2004) suggest M0 can be interpreted in
terms of halo substructure. Below this quantity no satellites
form, leading to the satellite occupation number to drop off
more sharply than a power law. Within the paradigm of
satellite galaxies living in subhalos, M0 can be viewed as
the mass at which the halo is big enough to have enough
substructure to have subhalos capable of hosting their own
galaxies. Sub-halo abundance matching methods assume
that the stellar mass to halo mass ratio is unchanged for
sub-halos. If we assume that here, Mmin can be viewed as
the typical halo mass for that stellar mass, and M0 can be
viewed as the minimum halo mass to have a sub halo of mass
Mmin (and hence a satellite galaxy of that stellar mass). We
compare them in figure 10, which shows that our constraints
on M0 are in general poor, but that M0 is typically only
slightly larger than Mmin, suggesting that at these times ha-
los were rich in substructure, and could have sub-halos close
in size to the whole halo. Conversely, a value of M0 signifi-
cantly larger than Mmin would have suggested that halos in
the given epoch were poor in substructure, and that all sub-
halos were dramatically smaller than the mass of the whole
halo. This is in contrast to measurements at z = 0, by which
time much of this substructure is destroyed by tidal strip-
ping, and dynamical friction has slowed their orbits until
they fall into the centre, e.g. Zentner et al. (2005), and we
see a M0 much larger than Mmin.
5.5 Derived Parameters
We show our measurements of the bias b in figure 12 and
see the clear decrease in b towards low-z (as galaxies be-
come better tracers of the underlying dark matter and more
closely follow its large scale distribution). The established
trend of bias increasing with galaxy mass is also evident;
corresponding to more massive galaxies preferentially form-
ing in larger dark matter halos, which are themselves more
highly bias towards denser regions of dark matter. Note that
a decrease in bias with time alone is difficult to interpret.
It could be from galaxy populations moving to less massive,
less biased halos over time, shifting the median host halo
mass to lower values. Or it could be merely from the halo
bias evolution. Only with a full HOD analysis can we see
that the decreasing bias is predominantly from the latter,
that bias-redshift trends are driven by the halos becoming
better tracers of the overall matter distribution, as opposed
to significant evolution in the galaxy-halo relation.Durkalec
et al. (2015b) measure the galaxy bias from clustering to be
∼2.6 at z ∼ 3 in the COSMOS field in VUDS, which ap-
pears consistent with what one could expect extrapolating
our bias measurements to higher redshifts.
Our estimates of the satellite fraction (fig. 13) are con-
sistent with McCracken et al. (2015), decreasing with red-
shift (as the higher mass halos within which most satellites
reside would be have yet to form). As expected, there are
more satellites at low redshifts; at z ∼ 1.5 only around
5% of galaxies are satellites, which rises to around 20%
by z ∼ 0.65. The satellite fraction also begins to drop off
slightly at stellar masses above ∼ 1010.5M, as these galax-
ies are only formed as centrals in higher mass halos, and
the even more massive halos within which they would be
satellites are very rare.
Our measurements of r0 (figure 14) are also qualita-
tively similar to McCracken et al. (2015), although as with
our halo masses we do not yet see evidence for the upturn
at higher masses. Our lowest redshift bin is offset relative
to the others, but this is to be expected, as it was also off-
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Figure 13. The satellite fraction as a function of stellar mass at
the four redshift bins denoted in the legend. We see a flat fraction,
tailing off at high masses, and more satellites at low z as expected.
set to higher halo mass values (figure 6), and even for just
fixed halo masses we would expect some r0 evolution as the
correlation function of dark matter increases towards lower
redshift at fixed radii, independently of the halo occupation.
5.6 Stellar Mass to Halo Mass Ratio
The stellar mass to halo mass ratio (SMHR) is the total stel-
lar mass in a halo (e.g. the stellar masses of all the galaxies
in a halo summed) divided by the halo mass, and can be
thought of as a measure of the star-formation and galaxy
accretion history of a halo, or it’s global star accumulation
efficiency for the whole halo. Evidence from the literature
suggests it has a peak at halo masses of 1011.8 − 1012.4M
(see fig. 11 in McCracken et al. 2015, highlighting debate
in the literature about possible redshift dependence), and is
often modelled with a double power law as in Yang et al.
(2003). We estimate the SMHR by simply integrating our
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Figure 14. Evolution of r0 with stellar mass. Colour represents
redshift bin.
HOD models (broken into central and satellite contributions
as in Coupon et al. 2015) and bootstrapping the errors (fig-
ure 15). It can also be estimated by analytic inversion if
the HOD model is fitted globally (e.g. HOD parameters are
expressed as functions of stellar mass, as in Coupon et al.
2015) or abundance matching techniques with an N-body
simulation (Kravtsov et al. 2004, Vale & Ostriker 2006 and
Conroy et al. 2006), or from lensing measurements (as in
Hudson et al. 2014). Simply integrating the HODs suffers
systematics in that it can only underestimate the total stel-
lar mass (as you simply do not include lower-mass galaxies
that the survey can not detect and it has an artificial up-
per limit on galaxy mass because the massive galaxies are
too rare to make clustering measurements). We also under-
estimate our error bars by bootstrapping each of our HOD
models independently; in practice there is moderate covari-
ance between the models as galaxies appear in multiple cor-
relation functions as we used stellar mass thresholds. How-
ever it has the advantage of simplicity and does not make
extrapolations to galaxies the survey cannot study - either
because of flux or volume limitations. Our estimates of the
SMHR rise from very low values at low halo masses (where
halos only host a galaxy with a low probability), to reach a
peak of M?/Mh ∼ 10−1.9at a halo mass of ∼ 2 × 1012M,
in a regime where the central galaxy is much more massive
than any satellites. It then declines to a local minimum at
∼ 3 × 1013M?/M, where the transition from most stellar
mass being in the central galaxy, to most being in satel-
lites, occurs. Subsequently the number of satellites grows as
a power law, and the SMHR grows again in the regime of
clusters of hundreds of galaxies. This picture is in qualita-
tive agreement (peak and local minimum before a power-
law at ultra-massive halos) with Coupon et al. (2015) who
conclude that including satellites in the SMHR can boost
its value by an order of magnitude, which agrees with our
findings. Durkalec et al. (2015a) fit HOD models to the pro-
jected correlation function in VUDS and measure the SMHR
at z ∼ 3, finding the SMHR reaches the slightly higher value
of M?/Mh ∼ 10−1.6. This could represent slight evolution,
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although it is very hard to make direct comparisons, given
difficulties of making consistent comparisons of stellar mass
estimates at different redshifts etc. Our values of halo mass
for peak SMHR are consistent with most of the literature
values, with weak/no strong redshift dependence (figure 16).
Note that not all techniques of calculating the SMHR are
equivalent. Different definitions of halo mass aside (Mvir vs.
M200 etc.), some authors effectively quote the central to halo
mass, some (as we do here) quote the sum of the stellar mass
of all the galaxies in the halo. McCracken et al. (2015) use
median stellar mass to halo mass Mmin. We, as per Coupon
et al. (2012), use threshold stellar mass to Mmin, which ex-
plains why our SMHR measurements are consistently lower
than McCracken. We can be moderately confident in our
measurements around the peak, as it is in the range of halo
masses probed by our HOD analysis (see fig. 6), but the
estimates far outside this range should be approached with
some caution. In particular, the apparent redshift depen-
dence at low stellar masses is an unphysical consequence of
not probing to lower stellar masses at high redshifts, and the
central galaxy mass to halo mass ratio at high halo masses is
unrealistically shallow as we cannot measure clustering for
the most massive galaxies.
We also show in figure 15 the line M?/Mhalo =
(Ωb/ΩDM) (using Ωb = 0.049), showing the ratio of baryonic
to dark matter for the whole Universe. Our measurements
are safely under the line (e.g. we do not have more stellar
mass than total baryons!) and indeed show that only a small
fraction of baryons are in galaxies, as expected. We also plot
the z = 0 line for the mass estimated to be in stars (6% of
baryons, from Fukugita & Peebles 2004). Although just an
average, we see that around the peak of the SMHR, where
the main contribution to stellar mass is, we are very close
to Ω?/ΩDM, consistent with most, but not all stellar mass
seen today having assembled at z ∼ 1.
It is perhaps surprising that we see little evolution in the
connection between galaxies stellar mass and their host ha-
los over their redshifts, particularly when other properties
of galaxies are known to vary dramatically over the same
epoch. For example, global comoving star formation density
is well known to drop by around half an order of magnitude
from z ∼ 2 to z ∼ 0.5 as galaxies increasingly have less
gas to form new stars from, see Madau & Dickinson (2014)
for a review. Similarly, the (potentially associated) global
super massive black hole accretion density also drops by
up to an order of magnitude e.g. Hirschmann et al. (2014).
Morphological properties (e.g. Sersic indices) of galaxies are
believed to be relatively stable from the local Universe to
z ∼ 1 (Cassata et al. 2007), but are typically observed
to be dramatically different by z ∼ 2 onwards (Lee et al.
2013). All these additional properties are extremely impor-
tant in understanding galaxy evolution and the galaxy-halo
connection. In a follow-up paper we will build on our work
here which only incorporates stellar mass measurements, by
investigating the interplay between the halo mass and the
onset of star formation, incorporating star formation rate
measurements and other galaxy properties.
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6 CONCLUSIONS
We have used data from the VIDEO survey to investigate
the galaxy-halo relation using 10-band photometric redshifts
and stellar mass estimates. In particular we have studied the
clustering of galaxies with the two point correlation func-
tion up to z ∼ 1.75, using the Parzen-Rosenblatt estimator
to calculate the correlation function in a novel way without
angular space binning and showing it to be consistent with
previous methods. Then a HOD analysis of the galaxy clus-
tering was performed to give information about how galax-
ies occupy halos over cosmic time, as well to derive standard
properties like the bias of galaxies, and their satellite frac-
tion. On the whole our data was found to be in good agree-
ment with other surveys and clustering analyses, in partic-
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ular the closely related UltraVISTA survey, another public
VISTA survey currently at similar depths and breadths to
VIDEO, which in subsequent data releases will get deeper
as VIDEO gets wider.
We see no substantial change in the occupation rela-
tions over time; all changes are driven by the change in the
halo population. Typical halo mass increases with galaxy
mass, and the ratio between the halo being sufficiently mas-
sive for one galaxy, to two, is around 15, suggesting that
is the typical mass ratio between a halo of a given mass,
and a halo massive enough to have enough substructure to
have a sub-halo of that given mass. The power law rela-
tion for the number of satellites in a halo was ∼ 1, and the
scatter in halo mass to galaxy mass broadly consistent with
Tully-Fisher measurements at similar redshifts. We found
bias increases with stellar mass, as galaxies are found in
more massive, more biased halos, and decreases with time,
as the halos trace the large scale dark matter distribution
more accurately. The satellite fraction drops at high red-
shifts as the more massive halo within which satellites are
found have not yet collapsed, and at high stellar masses as
the super-massive halos within which which high mass galax-
ies could be satellites are extraordinarily rare. Finally, our
estimate of stellar mass to halo mass ratio, although limited
by the range of masses VIDEO currently probes, is in rea-
sonable agreement with other studies, with a peak at a halo
mass of around 2× 1012M that is approximately constant
in redshift.
UltraVISTA and VIDEO currently are probing similar
parts of parameter space but will start to diverge in future
data releases. VIDEO-UltraVISTA complementarity is key -
UltraVISTA gives a single instance of structure, we present
another here, and future VIDEO results will subsequently
give many more. UltraVISTA DR2 will probe several orders
of magnitude deeper in the same field in all their near infra-
red bands, allowing extension of their analysis to z > 4, and
to lower stellar masses. Future work in subsequent VIDEO
releases (when deeper optical data is available) will extend
to larger areas over three separate fields (eventually 12deg2
in total), reducing uncertainty on measurements on the pa-
rameters reported in this paper, extending the angular scales
probed by a factor ∼3 (allowing a better constraints on both
the 1-halo and 2-halo terms), extending to more massive
galaxies (allowing better analysis of the ‘kink’ in halo mass
at high stellar masses), and giving an initial measure of cos-
mic variance by comparing results between the three fields.
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APPENDIX A: HOD FITS
We show in figure A1 our measurements and correspond-
ing HOD fits to the data discussed in section 5. Good fits
were obtained in all cases apart from the 0.75 < z < 1,
1010.85M < M? bin.
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by the author.
© 2016 RAS, MNRAS 000, 1–17
18 Peter Hatfield
10-1
100
9.35<log10(M /M¯)
χ2 /d.o.f.=1.33
0.50<z<0.75
10-1
100
w
(θ
)
9.60<log10(M /M¯)
χ2 /d.o.f.=0.66
9.60<log10(M /M¯)
χ2 /d.o.f.=0.86
0.75<z<1.00
10-1
100
w
(θ
)
9.85<log10(M /M¯)
χ2 /d.o.f.=0.92
9.85<log10(M /M¯)
χ2 /d.o.f.=0.9
9.85<log10(M /M¯)
χ2 /d.o.f.=0.23
1.00<z<1.25
10-1
100
w
(θ
)
10.10<log10(M /M¯)
χ2 /d.o.f.=1.66
10.10<log10(M /M¯)
χ2 /d.o.f.=1.2
10.10<log10(M /M¯)
χ2 /d.o.f.=0.52
10.10<log10(M /M¯)
χ2 /d.o.f.=0.44
1.25<z<1.70
10-1
100
w
(θ
)
10.35<log10(M /M¯)
χ2 /d.o.f.=1.27
10.35<log10(M /M¯)
χ2 /d.o.f.=1.43
10.35<log10(M /M¯)
χ2 /d.o.f.=0.69
10.35<log10(M /M¯)
χ2 /d.o.f.=0.93
10-3 10-2 10-1
θ( ◦ )
10-1
100
w
(θ
)
10.60<log10(M /M¯)
χ2 /d.o.f.=0.84
10.60<log10(M /M¯)
χ2 /d.o.f.=0.55
10.60<log10(M /M¯)
χ2 /d.o.f.=0.94
10-3 10-2 10-1
θ( ◦ )
10.65<log10(M /M¯)
χ2 /d.o.f.=1.41
10-3 10-2 10-1
θ( ◦ )
w
(θ
)
10.85<log10(M /M¯)
χ2 /d.o.f.=4.33
10-3 10-2 10-1
θ( ◦ )
10.85<log10(M /M¯)
χ2 /d.o.f.=0.63
Figure A1. The measured correlation functions in our data and the corresponding HOD best fits. Sub-figures in the same column
have the same redshift, sub-figures in the same row have the same stellar mass range. The coloured filled lines are the data (blue to
red corresponding to increasing stellar mass), and the lower and upper bands are 16th and 84th percentiles from the bootstrapping.
The dashed black line is the model correlation function from the best fits. χ2 values for each fit are shown in the upper right of each
sub-figure.
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