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vRE´SUME´
Cette the`se s’inte´resse aux ine´galite´s valides et leurs algorithmes de se´paration pour les
proble`mes de partitionnement et de couverture suivants : le proble`me d’horaires de ve´hicules
avec plusieurs de´poˆts (Multiple Depot Vehicle Scheduling Problem, MDVSP), le proble`me
de partitionnement d’ensemble (Set Partitioning Problem, SPP) et le proble`me du transver-
sal de circuits de cardinalite´ minimale (MINimum cardinality Feedback Vertex Set problem,
MIFVS). Notons que les ine´galite´s valides introduites sont aussi applicables a` d’autres pro-
ble`mes ayant des structures similaires aux proble`mes e´tudie´s.
Dans la premie`re partie de cette the`se, nous pre´sentons un algorithme combinant la me´-
thode d’e´limination de variables, la me´thode de se´paration et e´valuation progressive et la
me´thode de ge´ne´ration de plans coupants pour la re´solution du MDVSP. Nous utilisons la
formulation mathe´matique de multi-flot dans les re´seaux, propose´e par Ribeiro et Soumis
(1994). Pour re´duire la taille du proble`me nous de´butons par l’application de la me´thode
d’e´limination de variables. Dans la premie`re phase, nous appliquons une proposition e´nonce´e
par Nemhauser et Wosley (1988) et dans la deuxie`me phase, nous utilisons le principe intro-
duit par Irnich et al. (2010) mais sans ge´ne´ration de colonnes. Ensuite, afin d’ame´liorer la
valeur de la borne infe´rieure, nous de´crivons une me´thode de ge´ne´ration de plans coupants.
Cette dernie`re est base´e sur une ge´ne´ralisation des ine´galite´s valides introduites par Hadjar
et al. (2006). Pour se´parer ces ine´galite´s valides, nous proposons d’identifier deux structures
particulie`res propres au MDVSP. Par la suite, nous comparons la performance de diffe´rentes
strate´gies de notre algorithme a` l’aide des instances ge´ne´re´es ale´atoirement. Finalement, nous
concluons qu’en ge´ne´ral notre algorithme est meilleur que le solveur commercial CPLEX.
La premie`re me´thode de se´paration propose´e pour identifier la premie`re structure, que
nous nommons structure de cycle impair conflictuel, utilise la similitude entre le proble`me
du stable et le MDVSP. Notre me´thode consiste a` construire un graphe de conflit a` l’aide
d’un sous-ensemble d’arcs posse´dant certaines proprie´te´s dans le multigraphe repre´sentant le
MDVSP. Nous prouvons qu’un trou impair dans le graphe de conflit correspond a` un cycle
impair conflictuel dans le multigraphe du MDVSP. Afin d’identifier les trous impairs nous
adaptons l’algorithme propose´ par Nemhauser et Sigismondi (1992). En outre, nous de´mon-
trons que chaque cycle impair conflictuel permet d’obtenir une ine´galite´ valide viole´e par la
solution fractionnaire courante. Afin d’enrichir ces ine´galite´s, nous de´crivons une proce´dure
de liftage.
La deuxie`me me´thode de se´paration propose´e pour identifier la deuxie`me structure, que
nous nommons structure de coupe impaire, exploite la ressemblance entre le proble`me de
vi
couplage et le MDVSP et, par conse´quent, entre les ine´galite´s valides du MDVSP et les
ine´galite´s d’Edmonds (1965). La relation entre les deux proble`mes est base´e sur le principe
de conflit, pour le proble`me de couplage, deux areˆtes adjacentes sont toujours en conflit
et pour le MDVSP deux sous-chemins adjacents peuvent eˆtre en conflit (s’ils ont la meˆme
source ou le meˆme puits ou s’ils sont de couleurs diffe´rentes), donc si nous remplac¸ons un
sous-chemin par une areˆte, alors les ine´galite´s d’Edmonds engendrent des ine´galite´s valides
du MDVSP. Afin d’identifier des structures de coupes impaires, nous construisons un graphe
de chemins re´guliers, ou` un chemin re´gulier est une suite d’arcs de meˆme couleur. Ensuite,
nous formulons le proble`me de se´paration comme un programme line´aire en nombres entiers
et nous prouvons que certaines solutions entie`res de ce dernier nous permettent d’identifier
des ine´galite´s de coupe impaire. Afin de l’enrichir, nous proposons une proce´dure de liftage.
Nous de´montrons que chaque coupe impaire lifte´e correspond a` une ine´galite´ valide pour le
MDVSP.
Dans la deuxie`me partie de cette the`se, nous proposons la re´solution du proble`me de par-
titionnement d’ensemble par une me´thode combinant la me´thode de se´paration et e´valuation
progressive et la me´thode de ge´ne´ration de plans coupants. Notons que nous nous inte´ressons
au proble`me de partitionnement pur. Nous introduisons deux nouvelles classes d’ine´galite´s
valides : nomme´es les ine´galite´s de type I et de type II, pour le proble`me de partitionnement.
En outre, nous formulons le proble`me de se´paration de chaque classe d’ine´galite´s valides
comme un programme line´aire en nombres entiers et nous montrons que certaines solutions
entie`res de ce dernier permettent d’identifier des ine´galite´s valides pour le proble`me de parti-
tionnement. Ensuite, nous proposons de se´parer les ine´galite´s de clique en re´solvant un autre
proble`me auxiliaire en nombres entiers. Enfin, nous analysons l’efficacite´ de notre algorithme
en utilisant quelques instances de Hoffman et Padberg (1993) et d’autres ge´ne´re´es ale´atoire-
ment a` l’aide du ge´ne´rateur propose´ par Lewis et al. (2008). Finalement, nous concluons que
notre algorithme est plus efficace que CPLEX lorsque la densite´ du proble`me a` re´soudre est
supe´rieure a` 16% et ne l’est pas dans le cas contraire.
Dans la dernie`re partie de cette the`se, nous pre´sentons une me´thode combinant la ge´-
ne´ration de contraintes et des plans coupants afin de re´soudre une variante du proble`me de
transversal de circuits de cardinalite´ minimale. Ce dernier est relie´ a` l’analyse des diction-
naires des langues naturelles. Nous nous inte´ressons a` un des proble`mes de linguistique qui
consiste a` de´terminer le nombre minimum de mots a` connaˆıtre pour comprendre toutes les
de´finitions d’un dictionnaire donne´. Ce proble`me est formule´ comme un proble`me de trans-
versal de circuits de cardinalite´ minimale. Nous de´crivons des me´thodes de se´paration de trois
classes d’ine´galite´s valides : deux classes particulie`res des ine´galite´s de Chva´tal-Gomory et
les ine´galite´s de clique de cardinalite´ 3. Nous formulons le proble`me de se´paration de chaque
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classe comme un programme line´aire en nombres entiers et nous de´montrons que certaines
solutions entie`res permettent d’identifier des ine´galite´s valides pour le proble`me a` re´soudre.
Enfin, nous pre´sentons et nous analysons les re´sultats des tests effectue´s a` l’aide des exem-
plaires extraits de dictionnaires de langue anglaise. Malheureusement, les re´sultats obtenus
ne sont pas concluants e´tant donne´ que pour certaines instances nous n’avons pas re´ussi a`
trouver les solutions optimales en utilisant le solveur commercial, ni a` prouver l’optimalite´
en utilisant notre algorithme. Ne´anmoins, nous constatons que l’ajout des ine´galite´s valides
permet de trouver de meilleures solutions re´alisables dans le temps limite imparti et dans
certains cas a` trouver la solution optimale.
Les travaux pre´sente´s dans cette the`se constituent une de´marche base´e sur les caracte´-
ristiques du proble`me a` re´soudre. Notre objectif est de pre´senter de nouveaux algorithmes
efficaces pour la se´paration des ine´galite´s valides, permettant l’ame´lioration de la valeur de
la relaxation line´aire, mais « bien qu’on ait du cœur a` l’ouvrage, l’art est long et le temps est
court ». (Charles Baudelaire, Les fleurs du mal).
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ABSTRACT
In this thesis, we study valid inequalities and we propose branch-and-cut algorithms for
some classical problems such as : the Multiple Depot Vehicle Scheduling Problem (MDVSP),
the Set Partitioning Problem (SPP) and the MINimum cardinality Feedback Set problem
(MINFVS).
In the first part of this thesis, we present an algorithm combining branch-and-bound,
cutting planes and variable fixing to solve the MDVSP. We use the multicommodity flow
model of the MDVSP, proposed by Reibero and Soumis (1994). In the first step, we apply
a proposition to fix the variables that was introduced by Nemhauser and Wosley (1988) and
used by Hadjar et al. (2006). In order to eliminate more variables, we use the same rule as
Irnich et al. (2010) but without column generation. In the second step, we describe a method
for separating the valid inequalities introduced by Hadjar et al. (2006) and generalized in the
present work. Our method identifies two special structures corresponding to valid inequalities.
Then we present the results of computational experiments comparing the performance of
several strategies using the random instances. We conclude that our algorithm is better than
the commercial software.
The separation procedure that we propose to identify the first structure, called odd con-
flictual cycle, uses the similarity between the MDVSP and the stable set problem. We start
by creating a conflict graph of the multigraph representing the MDVSP, we consider only the
arcs in conflict. Then we prove that each odd hole in this conflict graph is an odd conflictual
cycle in the multigraph representing the MDVSP. In order to identify odd holes we adopt the
polynomial algorithm proposed by Nemhauser and Sigismondi (1992). Moreover we prove
that every odd conflictual cycle identifies a valid inequality violated by the fractional solution.
We also present a lifting procedure in order to enrich the valid inequalities.
The separation procedure that we present to identify the second structure, called odd
set, uses the relationship between the MDVSP and the matching problem, consequently
the relationship between the valid inequalities for the MDVSP and the blossom inequalities
introduced by Edmonds (1965). In the matching problem two adjacent edges are always in
conflict and for the MDVSP two adjacent subpaths may be in conflict (if they are the same
source or the same sink or of different colours). In order to identify the odd set, we use the
regular path graph, where a regular path is a sequence of the arcs with the same colour. Then
we formulate the separation problem as an integer program and we prove that each integer
solution identifies, under certain conditions, an odd set. In addition, we present a lifting
procedure and we prove that each inequality obtained by lifted odd set is a valid inequality
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for the MDVSP.
In the second part of this thesis, we propose an algorithm combining branch-and-bound
and the cutting planes method to solve the set partitioning problem. Note that we are
interested in the pure partitioning problem. We derive new classes of valid inequalities for
the problem. Moreover, we present a separation procedure for each class by solving an
auxiliary integer program using a fractional solution of the set partitioning problem. Then
we prove that each integer solution of this program, under certain conditions, is a valid
inequality for the problem. We lift this inequality with variables of value 0. Also we propose
to separate a clique inequality by using another auxiliary integer program and we prove that
each integer solution of this program, under certain conditions, is a clique inequality for the
set partitioning problem. Finally, we present the results of a computational study and we
compare our results with the commercial software. Note that we use instances of Hoffman
and Padberg (1993) and other randomly generated instances using the generator proposed by
Lewis et al. (2008). We conclude that our algorithm is better than the commercial software
when the density of the problem is greater than 16% and is not otherwise.
In the last part of this thesis, we present a method combining constraint generation and
cutting planes generation in order to solve a class of feedback vertex set problem arising in
the analysis of the natural language dictionaries. A dictionary is a set of definitions, where
a definition consist of one or several sentences represented by the sequence of words. We are
interested in the linguistic problem of determining the minimum number of words to know in
order to understand all definitions in the dictionary. We propose to separate two classes of
Chva´tal-Gomory inequalities and clique inequalities of cardinality 3 by solving an auxiliary
integer program for each of them. Also we prove that each integer solution of the auxiliary
program identifies a valid inequality for the feedback vertex set problem. Finally we present
and analyze the resultats of computational experiments using the dictionaries of the English
language are available on the Word Wide Web. Unfortunately, the results are not conclusive
because we are not able to find optimal solution using a solver commercial or prove optimality
using our algorithm. However, we observe that adding the valid inequalities permits to find
better feasibles solutions within the time limit prescribed.
The work presented in this thesis is an approach based on the characteristics of the
problem. Our objective is to present new efficient algorithms for the separation of valid
inequalities in order to improve the value of the linear relaxation.
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1CHAPITRE 1
INTRODUCTION
Un proble`me d’optimisation combinatoire consiste a` de´terminer la meilleure solution
parmi toutes les solutions admissibles. L’ensemble de toutes les solutions admissibles est
nomme´ l’ensemble des solutions re´alisables. En ge´ne´ral, cet ensemble est fini mais contient
un tre`s grand nombre d’e´le´ments, il est meˆme impossible d’e´nume´rer toutes les solutions re´a-
lisables des proble`mes de grande taille. Il existe deux familles de me´thodes de re´solution des
proble`mes d’optimisation : les me´thodes exactes et les me´thodes heuristiques. Les me´thodes
exactes, contrairement aux me´thodes heuristiques, assurent l’optimalite´ de la solution trou-
ve´e. Ne´anmoins, le temps de re´solution est ge´ne´ralement exponentiel en fonction de la taille
du proble`me traite´.
En pratique, les me´thodes exactes utilisent une ou plusieurs combinaisons des strate´gies
suivantes : la me´thode d’e´limination de variables, la me´thode de se´paration et e´valuation
progressive, la ge´ne´ration de colonnes et la ge´ne´ration de plans coupants. La me´thode d’e´li-
mination de variables consiste a` fixer une variable a` l’une de ces bornes si elle ve´rifie un
crite`re donne´, cette me´thode permet de re´duire la taille du proble`me a` re´soudre. La me´-
thode de se´paration et e´valuation progressive (ou « branch-and-bound ») est base´e sur le
calcul de bornes infe´rieures et supe´rieures pour e´viter d’explorer un intervalle ne contenant
pas de meilleures solutions que celles de´ja` identifie´es. La me´thode de ge´ne´ration de colonnes
combine´e a` la me´thode de se´paration et e´valuation progressive (ou « branch-and-price ») est
applique´e pour re´soudre les proble`mes qui posse`dent un tre`s grand nombre de variables. Au
niveau de chaque noeud de l’arbre de branchement, la me´thode de ge´ne´ration de colonnes
fait appel a` un proble`me maˆıtre qui ne contient qu’un sous-ensemble de variables et un sous-
proble`me qui ge´ne`re les variables qu’il faut ajouter au proble`me maˆıtre a` chaque e´tape. La
me´thode de ge´ne´ration de plans coupants combine´e a` la me´thode de se´paration et e´valuation
progressive (ou « branch-and-cut ») consiste a` re´duire le domaine re´alisable de la relaxation
line´aire en ajoutant de nouvelles contraintes valides pour le proble`me en nombres entiers mais
viole´es par la solution fractionnaire courante. Ces contraintes sont nomme´es des ine´galite´s
valides ou plans coupants et la me´thode utilise´e pour les de´terminer est nomme´e me´thode
de se´paration des ine´galite´s valides. Un proble`me de se´paration consiste a` de´terminer si la
solution courante appartient a` l’enveloppe convexe des solutions entie`res re´alisables, sinon a`
ge´ne´rer des ine´galite´s se´parant cette solution de l’enveloppe convexe. Il existe rarement des
algorithmes polynomiaux pour la re´solution du proble`me de se´paration des ine´galite´s valides
2associe´ a` un proble`me NP-complet.
Au cours des dernie`res anne´es, plusieurs proble`mes d’optimisation combinatoire ont e´te´
re´solus a` l’aide de me´thodes de type « branch-and-cut ». L’expe´rience a montre´ que les
ine´galite´s valides sont plus efficaces si le proble`me de se´paration exploite la particularite´ de
la structure du proble`me e´tudie´. Ge´ne´ralement, les proble`mes pratiques sont mode´lise´s comme
des programmes line´aires en nombres entiers qui combinent des contraintes de´finissant des
structures simples et d’autres contraintes sans structure particulie`re. L’ide´e est d’utiliser
les structures simples afin de de´finir des classes d’ine´galite´s valides propres au proble`me a`
re´soudre.
Dans le pre´sent travail, nous e´tudions les proble`mes de se´paration de trois proble`mes de
partitionnement et de couverture, a` savoir le proble`me d’horaires de ve´hicules avec plusieurs
de´poˆts (Multiple Depot Vehicle Scheduling Problem, MDVSP), le proble`me de partitionne-
ment d’ensemble (Set Partitioning Problem, SPP) et le proble`me du transversal de circuits
de cardinalite´ minimale (MINimum cardinality Feedback Vertex Set problem, MINFVS).
Les trois proble`mes se formulent comme des programmes line´aires en nombres entiers, bien
que leurs formulations mathe´matiques soient simples, ils sont NP-complets, c’est-a`-dire qu’il
est peu probable qu’il existe d’algorithmes polynomiaux pour les re´soudre.
Dans le chapitre 2, nous de´finissons chaque proble`me e´tudie´, pre´sentons une formulation
mathe´matique pour chacun et survolons la litte´rature pertinente. Nous pre´sentons les plus
importantes ine´galite´s valides introduites pour chacun des proble`mes. Nous de´crivons aussi les
me´thodes directe et bidirectionnelle d’e´limination de variables existantes dans la litte´rature.
Dans le chapitre 3, nous ge´ne´ralisons la notion de sous-multigraphe e´pineux introduite par
Hadjar et al. (2006) pour le MDVSP. Nous pre´sentons deux structures particulie`res permet-
tant l’identification d’ine´galite´s valides propres au MDVSP. Nous de´crivons un algorithme de
complexite´ polynomiale pour la se´paration du premier type d’ine´galite´s et nous formulons
un proble`me auxiliaire en nombres entiers pour la se´paration du deuxie`me. Nous de´crivons
aussi un algorithme glouton pour la se´paration des ine´galite´s de clique de cardinalite´ 3. Nous
proposons un algorithme de type « branch-and-cut » pour la re´solution du MDVSP. Nous
utilisons des instances ge´ne´re´es ale´atoirement pour tester les diffe´rentes versions de notre
algorithme. Les re´sultats des tests nous permettent de tirer des conclusions inte´ressantes
concernant l’e´fficacite´ de notre algorithme.
Dans le chapitre 4, nous proposons deux nouvelles classes d’ine´galite´s valides propres
au SPP. Nous de´montrons qu’il existe une relation entre les deux classes. Le proble`me de
se´paration de chaque classe d’ine´galite´s valides est formule´ comme un proble`me auxiliaire en
nombres entiers. Nous sugge´rons de se´parer les ine´galite´s de clique en re´solvant un programme
line´aire en nombres entiers. Nous e´laborons un algorithme de type « branch-and-cut » pour
3la re´solution du SPP. Pour tester notre algorithme, nous utilisons des instances de Hoffman
et Padberg (1993) et des instances ale´atoires cre´e´es par le ge´ne´rateur de Lewis et al. (2008).
Nous terminons par quelques conclusions.
Dans le chapitre 5, nous e´tudions un proble`me de linguistique qui consiste a` de´terminer le
nombre minimum de mots a` connaˆıtre pour comprendre tous les mots d’un dictionnaire. Ce
proble`me est formule´ comme un proble`me du transversal de circuits de cardinalite´ minimale.
Nous pre´sentons la description et la formulation du proble`me. Nous adaptons trois classes
d’ine´galite´s valides existantes dans la litte´rature : les ine´galite´s d’ensemble impair, un cas
particulier des ine´galite´s de Chva´tal-Gomory de rang 1 et les ine´galite´s de clique. Le pro-
ble`me de se´paration de chaque classe d’ine´galite´s valides est formule´ comme un programme
line´aire en nombres entiers. Nous essayons de re´soudre le proble`me du transversal de circuits
de cardinalite´ minimale par un algorithme de type « branch-and-cut ». Nous testons notre
algorithme en utilisant des dictionnaires de la langue anglaise et nous terminons par une
conclusion.
Dans le chapitre 6, nous pre´sentons une synthe`se des travaux pre´sente´s dans cette the`se,
les difficulte´s rencontre´es et des ide´es pour ame´liorer les re´sultats obtenus dans le pre´sent
travail.
4CHAPITRE 2
REVUE DE LITTE´RATURE
2.1 Le proble`me d’horaires de ve´hicules avec plusieurs de´poˆts (MDVSP)
Conside´rons un ensemble de n trajets (ou taˆches) {T1, T2,...,Tn}, ou` chaque trajet Ti
de´bute au temps ai et se termine au temps bi. Les ve´hicules effectuant les trajets sont loge´s
dans des de´poˆts. Soit K l’ensemble des indices des de´poˆts conside´re´s, ou` K = {1, 2, ..., |K|}.
Nous supposons que le de´poˆt Dk a une capacite´ de vk ve´hicules. Soit tij le temps ne´cessaire
a` un ve´hicule pour se rendre de l’emplacement ou` le trajet Ti se termine a` l’emplacement ou`
le trajet Tj doit commencer. La paire de trajets conse´cutifs (Ti, Tj) est dite compatible (ou
re´alisable) si un ve´hicule peut effectuer Tj imme´diatement apre`s Ti, c’est-a`-dire que la relation
bi + tij ≤ aj est ve´rifie´e. Une tourne´e (ou un horaire) est une suite de trajets compatibles
effectue´s par le meˆme ve´hicule, qui doit de´buter et retourner au meˆme de´poˆt.
Le couˆt associe´ a` chaque paire de trajets compatibles (Ti, Tj) est cij ≥ 0 ; notons que
cij = +∞ si (Ti, Tj) est non re´alisable. Pour chaque trajet Ti et chaque de´poˆt Dk, soit
cn+k,i (resp. ci,n+k) le couˆt non ne´gatif engendre´ par l’utilisation d’un ve´hicule du de´poˆt Dk
de´butant (resp. terminant) sa tourne´e par le trajet Ti. Par conse´quent, le couˆt total d’une
tourne´e (Ti1 , Ti2 ,..., Tih) associe´ a` un ve´hicule du de´pot Dk est cn+k,i1 + ci1,i2 + . . .+ cih,n+k.
Le MDVSP consiste a` trouver des tourne´es de ve´hicules de couˆt minimal posse´dant les
proprie´te´s suivantes :
• chaque trajet Ti, i = 1, ..., n, est effectue´ par exactement un ve´hicule ;
• chaque ve´hicule utilise´ dans la solution couvre une suite de trajets (une tourne´e) dans
laquelle toute paire de trajets conse´cutifs est compatible ;
• chaque ve´hicule, apre`s avoir effectue´ ses taˆches, revient au de´poˆt de de´part ;
• le nombre de ve´hicules utilise´s du de´poˆt Dk, k ∈ K, ne peut de´passer vk ;
• le couˆt total de l’affectation est e´gal a` la somme des couˆts des tourne´es effectue´s par
les ve´hicules.
La formulation que nous avons adopte´e est celle utilise´e par Ribeiro et Soumis (1994).
Conside´rons un multigraphe G = (V,A) oriente´ et acyclique, tel que V repre´sente l’ensemble
des sommets et A repre´sente l’ensemble des arcs. L’ensemble des sommets V est la re´union
de l’ensemble des taˆches {T1, T2, ..., Tn} et de celui des de´poˆts {D1, D2, ..., D|K|} ; l’ensemble
des arcs, A, contient tous les arcs de la forme (Dk, Ti) ou (Ti, Dk) pour tout k ∈ K et
i = 1, 2, . . . , n et |K| copies des arcs de la forme (Ti, Tj). Nous utilisons le triplet (i, j, k)
5pour faire re´fe´rence a` un arc de G indiquant qu’un ve´hicule du de´poˆt k effectue la taˆche
Tj imme´diatement apre`s la taˆche Ti. Notons que si i = n + k et j ≤ n (resp. i ≤ n et
j = n+ k), alors (i, j, k) repre´sente l’arc (Dk, Tj) (resp. (Ti, Dk)). A` chaque arc (i, j, k) ∈ A,
nous associons une variable binaire Xkij qui prend la valeur 1 si l’arc (i, j, k) appartient a` un
des chemins dans une affectation re´alisable.
Dans ce qui suit, nous utiliserons la notation suivante :
• δ+(i) = {j | (i, j, k) ∈ A}
• δ−(i) = {j | (j, i, k) ∈ A}
• δ(i) = δ+(i) ∪ δ−(i).
Le proble`me se formule alors comme un programme line´aire en nombres entiers.
(MDV SP )

min
∑
(i,j,k)∈A
cijX
k
ij (2.1)∑
k∈K
∑
j∈δ+(i)
Xkij = 1 i = 1, . . . , n (2.2)
n∑
j=1
Xkn+k,j ≤ vk ∀k ∈ K (2.3)∑
j∈δ−(i)
Xkji −
∑
j∈δ+(i)
Xkij = 0 ∀k ∈ K, ∀i = 1, . . . , n, n+ k (2.4)
Xkij ∈ {0, 1} ∀(i, j, k) ∈ A (2.5)
L’objectif (2.1) minimise le couˆt total d’une affectation re´alisable. Les contraintes (2.2)
assurent que chaque taˆche soit effectue´e par un seul ve´hicule. Les contraintes (2.3) garantissent
que le nombre de ve´hicules quittant Dk est au plus e´gal a` vk. Les contraintes de conservation
de flot en chaque taˆche et en chaque de´poˆt sont repre´sente´es par les e´quations (2.4). Les
contraintes (2.5) indiquent que les variables sont binaires.
Le MDVSP a fait l’objet de plusieurs travaux de recherche durant les dernie`res anne´es.
Plusieurs algorithmes ont e´te´ propose´s utilisant la se´paration et e´valuation progressive, la
ge´ne´ration de colonnes, la relaxation lagrangienne, etc. L’article de Desaulniers et Hickman
(2007) pre´sente une revue de litte´rature regroupant les plus re´cents et plus importants travaux
publie´s sur le MDVSP.
Il est aussi important de noter que certains chercheurs (la plupart d’entre eux) ont teste´
leurs algorithmes en utilisant des donne´es ge´ne´re´es ale´atoirement. Par contre, d’autres cher-
cheurs, dont Lo¨bel (1998), Gintner et al. (2005) et Kliewer et al. (2006), ont utilise´ des
donne´es qui sont adapte´es a` la re´alite´. Dans ces donne´es, les re´seaux e´tudie´s sont moins
complexes que ceux obtenus pour des donne´es ale´atoires.
Bertossi et al. (1987) ont montre´ que le MDVSP est NP-complet. Mais dans le cas ou` le
6nombre de de´poˆts est e´gal a` 1, le proble`me peut eˆtre re´solu en temps polynomial. Carpaneto
et al. (1989) ont de´crit un algorithme de type se´paration et e´valuation progressive base´ sur
un crite`re de dominance (introduit par Fischetti et Toth (1988)) et une proce´dure additive
permettant le calcul d’une borne infe´rieure additive.
Forbes et al. (1994) ont analyse´ une formulation comme programme line´aire a` trois indices.
Bianco et al. (1994) ont propose´ une proce´dure additive qui calcule une borne infe´rieure en
utilisant une solution heuristique du dual de la relaxation line´aire du MDVSP. Cette solution
duale est utilise´e pour re´duire le nombre de variables du proble`me. Les auteurs de´crivent
ensuite un algorithme de type se´paration et e´valuation progressive pour re´soudre le proble`me.
Ribeiro et Soumis (1994) ont pre´sente´ une nouvelle formulation mathe´matique du MDVSP,
celle d’un mode`le multi-flot dans les re´seaux. Ils ont montre´ que la relaxation line´aire de cette
formulation fournit une meilleure borne infe´rieure que celle obtenue par la proce´dure additive
utilise´e par Carpaneto et al. (1989). Les auteurs ont aussi reformule´ le proble`me du MDVSP
comme un proble`me de partitionnement d’ensemble et utilise´ la technique de ge´ne´ration de
colonnes pour le re´soudre.
Lo¨bel (1998) a propose´ une approche heuristique base´e sur la me´thode de ge´ne´ration de
colonnes et la relaxation lagrangienne pour la re´solution du proble`me. Fischetti et al. (2001)
ont pre´sente´ une e´tude polye´drale pour re´soudre le proble`me du MDVSP. Les auteurs ont
utilise´ une seule variable pour chaque paire compatible et ont ajoute´ une autre classe de
contraintes assurant que seulement les chemins re´alisables font partie de la solution. Ensuite,
ils ont ajoute´ une famille d’ine´galite´s valides renforc¸ant cette classe de contraintes.
Kliewer et al. (2006) ont introduit une nouvelle approche de mode´lisation en utilisant
un re´seau espace-temps. Le mode`le propose´ a permis de re´duire la taille des proble`mes re´els
e´tudie´s. Gintner et al. (2005) ont utilise´ la formulation propose´e par Kliewer et al. (2006) et
ont propose´ une heuristique permettant de fixer des variables du proble`me. Les auteurs ont
introduit la notion de groupe de de´poˆts, et ont montre´ que cette notion permet de re´duire
les temps de re´solution pour des instances re´elles.
Hadjar et al. (2006) ont propose´ un algorithme de type « Branch-and-Price-and-Cut »,
combinant une proce´dure de type se´paration et e´valuation progressive, une proce´dure permet-
tant l’e´limination de variables, la ge´ne´ration de colonnes et la ge´ne´ration de plans coupants.
Ils ont aussi montre´ que la solution de la relaxation line´aire du MDVSP contient beaucoup
de cycles impairs. La strate´gie d’e´limination de variables utilise´e par les auteurs a permis de
fixer plus de 90% des variables pour la plupart des instances. En utilisant la notion de cycle
impair, les auteurs ont de´fini des ine´galite´s valides du MDVSP et ont propose´ une proce´dure
de liftage . Ils ont montre´ aussi que, sous certaines conditions, les ine´galite´s valides lifte´es
repre´sentent des facettes du polytope du MDVSP.
7Nous trouvons dans l’article de Pepin et al. (2009) un survol des plus importantes heu-
ristiques utilise´es pour re´soudre le MDVSP. Les auteurs ont compare´ les performances d’une
heuristique de programmation en nombres entiers, d’une heuristique lagrangienne, d’une heu-
ristique de ge´ne´ration de colonnes, d’une me´thode de recherche a` grands voisinages utilisant la
ge´ne´ration de colonnes et d’une me´thode de recherche tabou. Laurent et Hao (2009) ont pro-
pose´ un algorithme de recherche locale ite´re´e base´e sur une proce´dure d’analyse du voisinage.
Les auteurs ont montre´ que leur algorithme est plus performant que d’autres me´taheuristiques
utilise´es pour re´soudre le proble`me.
2.1.1 Le proble`me de couplage et les ine´galite´s valides
Etant donne´ un graphe non oriente´ G = (V,E), ou` V repre´sente l’ensemble des sommets
(|V | = n ) et E repre´sente l’ensemble des areˆtes (|E| = m). Le proble`me de couplage consiste
a` de´terminer un sous-ensemble d’areˆtes deux a` deux non adjacentes. Le proble`me est formule´
comme un programme line´aire en nombres entiers.
(P )

max z = cx
s.c. Ax ≤ 1
x ∈ {0, 1}m.
ou` c ∈ Zm, A est la matrice d’incidence sommets-areˆtes de dimension n × m associe´e au
graphe G = (V,E) et xij, (i, j) ∈ E, est une variable binaire qui prend la valeur 1 si l’areˆte
(i, j) est choisie et 0 sinon.
Edmonds (1965) a montre´ que l’enveloppe convexe de l’ensemble des solutions entie`res
du proble`me de couplage est de´crite par les contraintes ci-dessus et par les contraintes de
couplage (ou « blossom inequalities ») suivantes :
∑
(i,j)∈E|i,j∈W
xij ≤
⌊ |W |
2
⌋
∀ W ⊆ V, (2.6)
ou` |W | est impair.
Padberg et Rao (1982) ont montre´ qu’une contrainte de couplage (2.6) est viole´e si et
seulement si le graphe associe´ a` la solution non entie`re trouve´e contient une coupe impaire de
capacite´ strictement infe´rieure a` 1. Sinon la solution trouve´e appartient a` l’enveloppe convexe
du proble`me (P ) et il est impossible de la couper avec une ine´galite´ (2.6). Les auteurs ont
propose´ une proce´dure de se´paration de ces ine´galite´s base´e sur l’algorithme de Gomory et Hu
(1961). Notons que le proble`me de la coupe impaire de capacite´ minimale consiste a` trouver,
dans un graphe G = (V,E), un ensemble U ⊂ V de cardinalite´ impaire tel que
∑
e∈δ(U)
ce est
8minimale, ou` ce est le poids de l’areˆte e ∈ E.
De la de´finition du proble`me de couplage, deux areˆtes incidentes ne peuvent faire partie
de la meˆme solution re´alisable. Par conse´quent, ces deux areˆtes sont en conflit. Hadjar et al.
(2006) ont introduit la notion de conflit dans le MDVSP. Les auteurs ont exploite´ l’analogie
entre le proble`me de couplage et le MDVSP pour proposer les ine´galite´s de cycle impair pour
le MDVSP.
2.1.2 Les ine´galite´s de cycle impair (Hadjar et al. (2006))
Les ine´galite´s valides introduites par Hadjar et al. (2006) pour le MDVSP sont nom-
me´es les ine´galite´s de cycle impair. Dans cette section, nous pre´sentons leur principe et nous
commenc¸ons par de´finir quelques notions importantes introduites par les auteurs.
De´finition 2.1.1 Pour tout sous-ensemble A′ de A, on de´finit
• Col(A′) = { k ∈ K | A′ contient au moins un arc de couleur k },
• δ−A′(i) (resp. δ+A′(i)) = l’ensemble des arcs appartenant a` A′ tels que la destination de
l’arc (resp. l’origine de l’arc) est le sommet i et
• δA′(i) = δ−A′(i) ∪ δ+A′(i).
De´finition 2.1.2 Soit (i, j, k) et (i′, j′, k′) deux arcs adjacents dans le multigraphe G qui ne
sont pas incidents aux de´poˆts (c’est-a`-dire que i, j, i′, j′ ≤ n). On dit qu’ils sont en conflit si
k 6= k′ ou i = i′ ou j = j′.
En d’autres termes, deux arcs adjacents sont en conflit s’ils ne peuvent pas appartenir a`
la meˆme solution re´alisable.
De´finition 2.1.3 On dit que le sous-multigraphe partiel G′ = (S, F ) de G est conflictuel si :
• |S| est impair,
• S ne contient aucun de´poˆt,
• tous les arcs adjacents dans F sont en conflit.
Au niveau de chaque sommet i ∈ S, l’ine´galite´
∑
(i,j,k)∈δ(i)
Xkij ≤ 1 est valide pour le
MDVSP, puisque, selon la de´finition 2.1.3, tous les arcs adjacents dans F sont en conflit.
Par conse´quent, la somme des ine´galite´s pre´ce´dentes implique que 2
∑
(i,j,k)∈F
Xkij ≤ |S| est
ve´rifie´e. Il s’ensuit que, e´tant donne´ un sous-multigraphe conflictuel G′ = (S, F ), l’ine´galite´∑
(i,j,k)∈F
Xkij ≤
⌊ |S|
2
⌋
est valide pour le MDVSP.
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Figure 2.1 Exemple de solution fractionnaire de la relaxation line´aire du MDV SP
Malheureusement, toute solution fractionnaire ne contient pas un sous-multigraphe conflic-
tuel. Par exemple, si nous conside´rons la solution fractionnaire de la figure 2.1, tire´e de l’article
de Hadjar et al. (2006), nous remarquons que (T1, T4) et (T4, T5) ne sont pas en conflit car
T4 est l’extre´mite´ finale du premier arc et l’extre´mite´ initiale du second arc et les arcs sont
de meˆme couleur. Par contre, (T3, T4) et (T1, T4) ainsi que (T3, T4) et (T4, T5) sont en conflit
parce qu’ils ne sont pas de meˆme couleur. Si nous conside´rons l’ensemble des sommets S =
{T1, T2, T3, T4, T5} et l’ensemble des arcs F = {(T1, T2), (T5, T2), (T4, T5), (T1, T4), (T3, T4)},
alors l’ine´galite´ X112 +X
1
52 +X
2
14 +X
2
45 +X
3
34 ≤ 2 e´limine la solution fractionnaire dans ce cas ;
cette ine´galite´ est donc valide pour le MDVSP. L’arc (T3, T4) qui cre´e le conflit au niveau du
sommet T4 est nomme´ e´pine et le sous-multigraphe induit par les sommets T1, T2, T3, T4, T5
est appele´ sous-multigraphe conflictuel e´pineux.
De´finition 2.1.4 Soit G′ = (S, F ) un sous-multigraphe partiel de G. On dit que G′ est un
sous-multigraphe e´pineux si S peut eˆtre partitionne´ en S1, S2 et S3 et F peut eˆtre partitionne´
en F1 et F2 de telle sorte que :
• S1 ∪ S2 ne contient aucun de´poˆt,
• |S1| est impair et au moins e´gal a` 3,
• δ−F2(i) = ∅ et Col(δ−F1(i))
⋂
Col(δ+F1(i)) = ∅ pour tout i ∈ S1,
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• Col(δ−F2(i))
⋂
Col(δ−F1(i)) = ∅ et Col(δ−F2(i))
⋂
Col(δ+F1(i)) = ∅ pour tout i ∈ S2, et
• δ−F (i) = ∅, δ+F (i) ⊆ F2 et δ+F (i) 6= ∅ pour tout i ∈ S3.
Proposition 2.1.5 Soit G′ = (S, F ) un sous-multigraphe e´pineux de G, ou` S = S1∪S2∪S3
et F = F1 ∪ F2 et les Si et les Fj satisfont la de´finition pre´ce´dente. Alors l’ine´galite´
∑
(i,j,k)∈F
Xki,j ≤
⌊ |S1|
2
⌋
+ |S2| (2.7)
est valide pour le (MDV SP ).
Hadjar et al. (2006) ont de´montre´ la proposition 2.1.5 en utilisant le principe du conflit
entre les arcs au niveau des noeuds du sous-multigraphe e´pineux. Les auteurs ont utilise´ une
me´thode d’e´numeration pour la se´paration des ine´galite´s associe´es aux sous-multigraphes
e´pineux.
2.2 Proble`me de partitionnement d’ensemble (SPP)
Conside´rons une matrice A = (aij) dont les coefficients sont e´gaux a` 0 ou 1. Soit I =
{1, . . . ,m} l’ensemble des lignes de la matrice A et J = {1, . . . , n} l’ensemble des colonnes
de la matrice A. Soit cj, pour j ∈ J , le couˆt de la colonne j ∈ J . L’e´le´ment aij est e´gal a` 1 si
la colonne j ∈ J couvre la ligne i ∈ I et 0 sinon. Le proble`me de partitionnement d’ensemble
consiste a` de´terminer un sous-ensemble de colonnes N ⊆ J , de couˆt minimal, tel que chaque
ligne i ∈ I est couverte exactement par une colonne j ∈ N . Nous associons a` chaque colonne
j une variable binaire xj telle que xj prend la valeur 1 si la colonne j est se´lectionne´e et 0
sinon. Le SPP est formule´ comme un programme line´aire en nombres entiers.
(P )

min z =
∑
j∈J
cjxj (2.8)
s.c.
∑
j∈J
aijxj = 1 ∀i ∈ I (2.9)
xj ∈ {0, 1} ∀j ∈ J (2.10)
L’objectif (2.8) minimise le couˆt total des colonnes se´lectionne´es. Les contraintes (2.9)
assurent que chaque ligne soit couverte exactement par une colonne et les contraintes (2.10)
indiquent que les variables xj sont binaires.
E´tant donne´ que nous n’avons pas trouve´ dans la litte´rature une preuve que le SPP est
NP-complet, nous pre´sentons la de´monstration dans la section suivante.
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2.2.1 Complexite´ du SPP
Afin de transformer le SPP en proble`me de de´cision, nous introduisons une constante K
et nous posons le proble`me (P ) suivant :
Existe-t-il un vecteur binaire x = (xj)j∈J tel que les contraintes suivantes :∑
j∈J
cjxj ≤ K et
∑
j∈J
aijxj = 1 soient ve´rifie´es ?
Pour de´monter que (P ) est un proble`me NP-complet, nous devons de´montrer qu’il est
NP-difficile et qu’il appartient a` la classe NP.
Garey et Johnson (1979) ont de´fini le proble`me [SP2] qu’ils ont nomme´ X3C. Ce dernier
peut eˆtre formule´ comme le proble`me de trouver un vecteur binaire x = (xj)j∈J tel que
Ax = b, ou` toutes les composantes de b sont e´gales a` 1 et A = (aij)1≤i≤m,1≤j≤n est une
matrice binaire contenant exactement trois 1 dans chaque colonne, c’est-a`-dire que pour tout
j = 1, . . . n, la proprie´te´
m∑
i=1
aij = 3 est ve´rifie´e.
Ainsi de´terminer si Ax = b posse`de une solution ou non est e´quivalent a` de´terminer si{∑
j∈J
xj ≤ n,Ax = b
}
posse`de une solution ou non.
Ce dernier proble`me est la version « proble`me de de´cision » du proble`me de partitionne-
ment
min z =
∑
j∈J
xj
s.c. Ax = b
xj ∈ {0, 1} ∀j ∈ J
Ceci prouve que le proble`me [SP2] peut eˆtre re´duit a` (P ) en temps polynomial. Par
conse´quent, le proble`me (P ) est NP-difficile (pour la de´finition de NP-difficile voir Garey et
Johnson (1979)).
De plus, e´tant donne´ un vecteur binaire x = (xj)j∈J quelconque, il est possible de de´-
terminer en temps polynomial si ce dernier satisfait ou non les contraintes
∑
j∈J
cjxj ≤ K et∑
j∈J
aijxj = 1. Par conse´quent, le proble`me (P ) appartient a` la classe NP.
Nous avons montre´ que :
• le proble`me [SP2] peut eˆtre re´duit au proble`me (P ), et
• le proble`me (P ) appartient a` la classe NP.
Nous pouvons donc affirmer que le proble`me (P ) est un proble`me NP-complet.
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Le SPP est l’un des plus anciens et importants proble`mes traite´s en recherche ope´ration-
nelle. Malgre´ la simplicite´ du mode`le mathe´matique, le SPP est un proble`me NP-complet.
Nous retrouvons dans la litte´rature plusieurs proble`mes pratiques qui sont formule´s comme
des proble`mes de partitionnement. Le proble`me le plus e´tudie´ est celui de la planification
d’horaires d’e´quipages.
Balas et Padberg (1976) ont pre´sente´ une revue de litte´rature regroupant les re´sultats
the´oriques et les me´thodes de re´solution des proble`mes de partitionnement et de couverture
d’ensemble. Hoffman et Padberg (1993) ont propose´ un algorithme de type branch-and-cut
pour la re´solution des proble`mes de partitionnement provenant de l’industrie ae´rienne. Les
plans coupants ajoute´s sont les ine´galite´s de clique, les ine´galite´s de cycle impair et les ine´ga-
lite´s comple´mentaires des ine´galite´s de cycle impair. Chu et Beasley (1998) ont propose´ un
algorithme ge´ne´tique pour la re´solution du SPP. Thompson (2002) a propose´ un algorithme
base´ sur la me´thode du simplexe inte´grale pour la re´solution des proble`mes d’optimisation.
Elhallaoui et al. (2005) ont propose´ une me´thode de ge´ne´ration de colonnes, qui permet de
re´duire le nombre de contraintes du proble`me maˆıtre, en agre´geant certaines contraintes. Le-
wis et al. (2008) ont reformule´ le SPP comme un proble`me quadratique, et ont utilise´ une
heuristique de recherche tabou pour le re´soudre. La plupart des me´thodes propose´es pour la
re´solution des proble`mes de partitionnement avec des contraintes supple´mentaire sont soit de
type « branch-and-price-and-cut » soit des heuristiques. Nous n’avons pas re´ussi a` trouver
des instances de SPP pur, sauf les instances utilise´es par Hoffman et Padberg (1993). Lewis
et al. (2008) ont propose´ un ge´ne´rateur ale´atoire d’instances de SPP.
2.2.2 Les ine´galite´s valides existantes
Les plus importantes ine´galite´s introduites pour le SPP sont les ine´galite´s de clique et
les ine´galite´s de cycle impair. Les autres ine´galite´s valides sont comple´mentaires aux deux
premie`res. Nous retrouvons plus de de´tails dans Balas et Padberg (1976).
Afin d’identifier ces deux classes d’ine´galite´s valides, un graphe simple non oriente´ G =
(V,E) est associe´ au SPP, ou` l’ensemble des sommets V repre´sente l’ensemble des colonnes,
et il existe une areˆte (j, j′) ∈ E si et seulement si les colonnes j et j′ ont au moins une ligne
en commun, c’est-a`-dire qu’il existe au moins une ligne i ∈ I telle que aij = aij′ = 1.
Les ine´galite´s de clique
De´finition 2.2.1 Soit K = (S,E(S)) un sous-graphe induit de G = (V,E), ou` |S| = k.
On dit que K est une clique de cardinalite´ k si et seulement s’il existe une areˆte dans E(S)
reliant toute paire de sommets de S.
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The´ore`me 2.2.2 ( Padberg (1973)) Toute solution entie`re du SPP ve´rifie l’ine´galite´ de
clique ∑
j∈S
xj ≤ 1 (2.11)
ou` K = (S,E(S)) est une clique.
Le the´ore`me 2.2.2 a e´te´ de´montre´ par Padberg (1973). L’auteur a de´montre´ que si la
clique est maximale, alors l’ine´galite´ valide correspondante est une facette pour le SPP. Nous
retrouvons dans la litte´rature des heuristiques pour la se´paration des ine´galite´s de clique, mais
il n’existe pas encore un algorithme polynomial pour la se´paration d’une clique de cardinalite´
donne´e.
Les ine´galite´s de cycle impair
De´finition 2.2.3 Un cycle impair de G = (V,E) est un ensemble de sommets C = (v1, v2, ...,
v2k+1), ∀k ≥ 1, tel que chaque sommet vi est relie´ par une areˆte de E au sommet vi+1,
∀i = 1, 2, ..., 2k + 1, avec v2k+2 = v1. De plus, s’il n’existe pas d’autres areˆtes reliant deux
sommets de C, alors C est un cycle impair sans corde (ou trou impair).
The´ore`me 2.2.4 Toute solution entie`re du SPP ve´rifie l’ine´galite´ de cycle impair
∑
j∈C
xj ≤
⌊ |C|
2
⌋
(2.12)
ou` C est un cycle impair sans corde (ou trou imapir).
Les ine´galite´s de cycle impair sont utilise´es pour les proble`mes de partitionnement et de
couverture d’ensemble. Nemhauser et Sigismondi (1992) ont propose´ un algorithme polyno-
mial pour se´parer ces ine´galite´s pour le proble`me de stable. Hoffman et Padberg (1993) ont
propose´ le meˆme algorithme pour la se´paration des ine´galite´s de cycle impair pour le SPP,
mais les auteurs ont imple´mente´ un algorithme glouton pour la se´paration de ces ine´galite´s.
Nous retrouvons dans la litte´rature d’autres heuristiques pour la se´paration des ine´galite´s de
cycle impair.
Me´thode de se´paration des trous impairs pour le proble`me de stable (Nemhauser
et Sigismondi (1992))
Soit un graphe G = (V,E) sans boucles ni areˆtes multiples, ou` V est l’ensemble des
sommets et E repre´sente l’ensemble des areˆtes de G. Un stable de G est un sous-ensemble de
14
sommets deux a` deux non adjacents ; en d’autres termes chaque areˆte du graphe a au plus
une extre´mite´ dans le stable. Soit p le vecteur des poids associe´s aux sommets de G ; le poids
d’un sous-ensemble de sommets est la somme des poids de tous ses sommets. Le proble`me
du stable de poids maximum consiste a` trouver un stable S tel que la somme des poids des
sommets de S soit maximale.
Il est facile de formuler mathe´matiquement le proble`me. Soit la variable binaire xv telle
que
xv =
{
1 si le sommet v appartient au stable
0 sinon.
Le proble`me du stable s’e´crit sous forme de programme line´aire en nombres entiers comme
suit :
(Stable)

max z =
∑
v∈V
pvxv
s.c. xu + xv ≤ 1 ∀(u, v) ∈ E
xv ∈ {0, 1} ∀v ∈ V.
La solution optimale fractionnaire de la relaxation line´aire du proble`me traite´ est de´no-
te´e x = (xi)i∈V . A` chaque areˆte (i, j) ∈ E, nous associons le couˆt cij = 1 − xi − xj ≥ 0.
Nous construisons un graphe biparti G′ = (V, V ′, E ′), ou` G′ contient les areˆtes (i, j′) et (j, i′)
si et seulement si (i, j) est une areˆte de G. Les couˆts associe´s a` chaque areˆte sont cij′ et
cji′ , ou` cij′ = cji′ = cij. Notons qu’un chemin impair dans G
′ de v0 a` v′0 est de la forme
(v0, v
′
1, v2, v
′
3, ..., v2k, v
′
0), correspondant au cycle impair (v0, v1, v2, v3, ..., v2k, v0) dans G. Ce
dernier est un cycle comprenant 2k + 1 sommets. Les poids des chemins dans G et G′ sont
identiques et e´gaux a`
2k + 1− 2
2k∑
j=0
xvj . (2.13)
Il suit que le chemin de poids minimum de v0 a` v
′
0 fournit un cycle impair C dans G qui
maximise
∑
v∈C
xv − |C| − 1
2
parmi tous les cycles impairs de G contenant v0, et
∑
v∈C
xv − |C| − 1
2
> 0 (2.14)
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si et seulement si le poids du chemin correspondant dans G′ est infe´rieur a` 1 (c’est-a`-dire que
2k + 1− 2
2k∑
j=0
xvj < 1).
Supposons que nous avons trouve´ un cycle impair de poids minimum C contenant v0 et
tel que
∑
v∈C
xv >
|C| − 1
2
. Trois cas sont possibles :
• si |C| = 3, le cycle C est un triangle et nous avons obtenu une contrainte viole´e,
• si |C| ≥ 5 et C est un cycle impair sans corde ; nous avons une contrainte viole´e aussi,
• si |C| ≥ 5 et C est un cycle avec une ou plusieurs cordes. on remarque que chaque corde
partitionne le cycle C en un cycle impair C1 et un chemin P avec un nombre pair de
sommets. Il suit que
∑
v∈C1
xv +
∑
v∈P
xv =
∑
v∈C
xv >
|C| − 1
2
=
|C1| − 1
2
+
|P |
2
.
Dans le proble`me du stable, nous avons les contraintes sur les areˆtes xu + xv ≤ 1, pour
tout (u, v) ∈ E. Si nous faisons la somme des contraintes sur les areˆtes pour une famille F
d’areˆtes partitionnant P , nous obtenons
∑
v∈P
xv ≤ |P |
2
⇐⇒ |P |
2
−
∑
v∈P
xv ≥ 0, (2.15)
et donc
∑
v∈C1
xv >
|C1| − 1
2
+
|P |
2
−
∑
v∈P
xv >
|C1| − 1
2
.
Nous avons obtenu un cycle impair C1 qui satisfait la condition (2.14). Nous appliquons
la meˆme proce´dure jusqu’a` ce que nous obtenions un trou impair. Notons que l’ine´galite´
correspondant a` C est redondante si C contient une corde.
Algorithme de recherche de plus court chemin
Le meilleur algorithme pour re´soudre le proble`me du plus court chemin est l’algorithme
de Dijkstra, e´labore´ en 1959, qui de´termine le plus court chemin d’un sommet source a` tous
les autres sommets d’un graphe oriente´ et ponde´re´ G = (V,A), dans le cas ou` les poids de
tous les arcs du graphe sont positifs ou nuls. L’algorithme de Dijkstra ge`re un ensemble de
sommets S, dont les longueurs finales des plus courts chemins a` partir d’une source unique
ont e´te´ calcule´es. Soit s la source et w(u, v) ≥ 0 le poids de l’arc (u, v) ; w : V → R est
la fonction de ponde´ration associe´e au graphe G. A` chaque ite´ration, l’algorithme 2.1 (tire´
de Cormen et al. 2002) choisit un sommet u de V qui n’est pas dans S et dont la distance
pre´sume´e a` la source est minimale, ajoute u a` S, ensuite relaˆche tous les arcs adjacents a`
u. Le roˆle de la proce´dure Relaˆcher(u, v, w) (voir l’algorithme 2.2) consiste a` tester s’il est
possible d’ame´liorer le plus court chemin vers v, en passant par u. Si c’est vrai, d(v), qui
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repre´sente la longueur du plus court chemin de la source a` v trouve´ jusqu’ici, est actualise´e,
ainsi que le pre´de´cesseur de v qui deviendra u.
Algorithme 2.1 Dijkstra(G,w, s)
1: S := ∅
2: F := V (F est une file de priorite´)
3: d(s) := 0, d(u) := +∞ pour tout u 6= s
4: Pre´de´cesseur(u) := NULL pour tout u 6= s
5: tant que F 6= ∅ faire
6: min := Extraire−Min(F )
7: S := S ∪ {min}
8: pour chaque sommet v adjacent a` min faire
9: Relaˆcher(min, v, w)
10: finpour
11: fintant que
Algorithme 2.2 Relaˆcher(u,v,w)
1: si d(v) > d(u) + w(u, v) alors
2: d(v) := d(u) + w(u, v)
3: Pre´de´cesseur(v) := u
4: finsi
L’algorithme de Dijkstra (comme pre´sente´ dans Cormen et al. 2002) fait appel a` l’ope´ra-
tion Inse´rer (insertion des sommets de V dans la file F ) une seule fois pour chaque sommet ;
l’ope´ration Extraire−Min est aussi appele´e une fois par sommet. Par contre, l’ope´ration Re-
laˆcher(u,v,w) est appele´e une fois pour chaque arc de la liste d’adjacence de chaque sommet ;
donc il y a au plus |A| appels de Relaˆcher(u,v,w).
Nous avons donc un couˆt total de |V |Inse´rer + |V |Extraire−Min +
|A|Relaˆcher. La complexite´ de l’algorithme de´pend de l’imple´mentation de la file de prio-
rite´.
Nous avons imple´mente´ l’algorithme en utilisant les tas binaires, ou` chaque ope´ration
s’exe´cute en O(log(|V |)). Donc, l’agorithme de Dijkstra s’exe´cute en un temps O((|A| +
|V |) log(|V |)). Notons aussi qu’il est possible d’utiliser les tas de Fibonacci qui permettent
d’obtenir un temps d’exe´cution O(|A| log(|A|) + |V |).
2.3 Proble`me du transversal de circuits de cardinalite´ minimale (MINFVS)
Le MINFVS consiste a` de´terminer le plus petit sous-ensemble de sommets tel que si nous
supprimons ces derniers, le graphe devient acyclique. Notons qu’il existe plusieurs versions
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du MINFVS : le graphe peut eˆtre oriente´ ou non oriente´ et les sommets (arcs) peuvent eˆtre
ponde´re´s ou non.
Conside´rons un graphe oriente´ G = (V,A), ou` V est l’ensemble des sommets et A l’en-
semble des arcs. Un circuit dans G est une suite (vo, v1, ..., vl−1) de sommets diffe´rents de
G, (ou` « + » indique une addition modolu l) telle que (vi, vi+1) est un arc de G, pour tout
i = 0, 1, ..., l − 1, (en supposant vl = v0). Un circuit C = (vo, v1, ..., vl−1) est sans corde s’il
n’existe pas un arc (vi, vj) ou` j 6= i+1 modulo l. Le graphe G est dit acyclique s’il ne contient
aucun circuit (ou circuit sans corde). Le sous-ensemble U ⊆ V est un transversal de circuits
de G si le sous-graphe induit par l’ensemble des sommets V \ U est acyclique, c’est-a`-dire
l’intersection de U avec tout circuit de G est non vide. A` chaque sommet i ∈ V nous asso-
cions une variable binaire xi qui prend la valeur 1 si et seulement si le sommet i appartient
a` l’ensemble U et 0 sinon. Soit C l’ensemble de tous les circuits sans corde du graphe G. Le
MINFVS se formule comme un programme line´aire en nombres entiers.
(IPMFV S)

min
∑
i∈V
xi (2.16)
s.c.
∑
i∈C
xi ≥ 1 ∀C ∈ C (2.17)
xi ∈ {0, 1} ∀i ∈ V (2.18)
L’objectif (2.16) minimise la cardinalite´ de l’ensemble U . Les contraintes (2.17) assurent
que chaque circuit du graphe soit couvert par au moins un sommet appartenant a` U , et les
contraintes (2.18) indiquent que les variables sont binaires.
Le MINFVS est l’un des plus anciens proble`me de l’optimisation combinatoire. Karp
(1972) a montre´ que le MINFVS est un proble`me NP-complet. Festa et al. (1999) pre´sentent
une revue de litte´rature sur les diffe´rentes versions du MINFVS. Gro¨tschel et al. (1985) et
Funke et Reinelt (1996) ont e´tudie´ une des variantes du MINFVS en utilisant des me´thodes
polye´drales. Even et al. (1998) ont propose´ des algorithmes pour la de´termination de solutions
approche´es de plusieurs variantes de MINFVS. Dehne et al. (2007) et Chen et al. (2008) ont
conc¸u des algorithmes pour construire un MINFVS avec au plus k sommets ou montrer qu’il
n’existe pas dans des graphes oriente´s et non oriente´s. Orenstein et al. (1995) ont e´tudie´ le
MINFVS pour des proble`mes de conception et de tests des circuits e´le´ctroniques. Les auteurs
ont utilise´ des techniques de re´duction et de partitionnement de graphes. Levy et Low (1988)
et Lin et Jou (2000) ont introduit plusieurs techniques permettant de re´duire la taille du
graphe oriente´. Lin et Jou (2000) ont propose´ un algorithme exact base´ sur une me´thode de
se´paration et e´valuation progressive pour la re´solution des instances du MINFVS.
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2.3.1 Les ine´galite´s de Chva´tal-Gomory
Parmi les ine´galite´s valides pour tout proble`me en nombres entiers, nous retrouvons les
ine´galite´s de Chva´tal-Gomory. Conside´rons l’ensemble des contraintes S = {x ∈ Zn | Ax ≥ b}
avec A ∈ Zm×n et b ∈ Zm. Pour tout u ∈ Rm tel que u ≥ 0, l’ine´galite´
duAex ≥ dube (2.19)
est valide pour l’ensemble des contraintes S, et est nomme´e ine´galite´ de Chva´tal-Gomory.
Gomory (1963) a propose´ une me´thode de se´paration pour de´terminer un plan coupant
se´parant un point extreˆme du polye`dre de la relaxation de S qui n’est pas un point entier.
Caprara et Fischetti (1996) ont e´tudie´ une classe des ine´galite´s de Chva´tal-Gomory nomme´e
{0, 1
2
}-Chva´tal-Gomory, obtenue lorsque u ∈ {0, 1
2
}m. Les auteurs ont montre´ que le proble`me
de se´paration de cette classe est NP-complet dans le cas ge´ne´ral. Les auteurs ont propose´
aussi un algorithme polynomial pour la se´paration des ine´galite´s de Chva´tal-Gomory obtenue
lorsque u = k−1
k
, ∀k ∈ N∗, pour le proble`me de voyageur de commerce. Eisenbrand (1999)
a de´montre´ que le proble`me de se´paration des ine´galite´s de Chva´tal-Gomory ge´ne´rales est
NP-difficile. Nous retrouvons dans la litte´rature des me´thodes heuristiques pour la se´paration
des ine´galite´s de Chva´tal-Gomory.
Nous n’avons pre´sente´ dans ce chapitre que les ine´galite´s valides que nous utilisons dans les
chapitres suivants. Nous retrouvons dans Bonami (2003) une revue de litte´rature sur les plus
importantes ine´galite´s valides pour les programmes en nombres entiers et mixtes ge´ne´raux.
2.4 Me´thode d’e´limination de variables
Afin d’acce´le´rer la re´solution de la relaxation line´aire a` chaque noeud de l’arbre de branche-
ment, il est possible d’e´liminer (ou fixer) des variables sous certaines conditions. La technique
est base´e sur les valeurs des couˆts re´duits des variables. Dans cette section, nous pre´sentons
deux me´thodes d’e´limination de variables : la premie`re est directe et la deuxie`me est bidirec-
tionnelle.
Bianco et al. (1994) ont utilise´ la me´thode directe afin de re´duire le nombre de variables
dans la formulation de partitionnement d’ensemble pour le MDVSP. Hadjar et al. (2006) ont
utilise´ cette me´thode a` chaque noeud de l’arbre de branchement, ou` la relaxation line´aire
du proble`me est re´solue par la ge´ne´ration de colonnes. Cette strate´gie a permis aux auteurs
de supprimer, en moyenne, 90% des arcs du graphe associe´ au proble`me auxiliaire de la
ge´ne´ration de colonnes.
Lorsque la ge´ne´ration de colonnes est utilise´e pour re´soudre un proble`me, la strate´gie
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d’e´limination de variables n’est pas applique´e directement au proble`me maˆıtre, mais au pro-
ble`me auxiliaire associe´. Par conse´quent, pour fixer une variable, il suffit de supprimer l’arc
correspondant dans le re´seau sous-jacent lors de la re´solution du proble`me auxiliaire, mais
l’inconve´nient est que les valeurs des variables duales ne sont pas obtenues directement.
Nous retrouvons dans la litte´rature deux me´thodes base´es sur la de´composition de Dantzig-
Wolfe : la premie`re est propose´e par Poggi de Araga˜o et al. (2003), qui ont sugge´re´ d’ajouter
une contrainte suple´mentaire au proble`me maˆıtre, reliant les variables de ce dernier aux va-
riables du proble`me auxiliaire. Ainsi les couˆts re´duits peuvent eˆtre re´cupe´re´s directement de
la solution du proble`me maˆıtre. La deuxie`me me´thode consiste a` appliquer le principe de
Walker (1969), qui indique que si le proble`me auxiliaire peut eˆtre formule´ comme un pro-
gramme line´aire, alors la solution optimale du programme line´aire global peut eˆtre obtenue
a` l’aide de la solution optimale duale du proble`me maˆıtre et la solution optimale duale du
proble`me auxiliaire.
Une re´cente e´tude d’Irnich et al. (2010) montre qu’il est possible de calculer la meilleure
valeur possible du couˆt re´duit en utilisant une recherche bidirectionnelle. En effet, e´tant
donne´ que les couˆts re´duits de´pendent de la solution duale, il peut exister plusieurs couˆts
re´duits pour la meˆme variable a` cause de l’existance de plusieurs solutions duales. En utilisant
un mode`le issu de la de´composition de Dantzig-Wolfe et dans le contexte de ge´ne´ration de
colonnes, les auteurs ont montre´ qu’il est possible d’e´liminer un grand nombre d’arcs, si le
couˆt re´duit d’un arc (i, j) du re´seau est fonction des valeurs du plus court chemin de la
source a` i, du plus court chemin de j au puits et du plus court chemin de la source au puits.
Irnich et al. (2010) ont applique´ cette technique au VRPTW, ou` le proble`me auxiliaire de la
me´thode de ge´ne´ration de colonnes est un proble`me de plus court chemin avec contraintes
de ressources. Les auteurs ont montre´ que la recherche bidirectionnelle fournit de meilleurs
re´sultats (en termes de nombre d’arcs e´limine´s et de temps de re´solution) que la recherche
monodirectionnelle ; dans le pire cas, les re´sultats sont identiques.
2.4.1 Me´thode directe
Conside´rons le programme line´aire en nombres entiers suivant, ou` toutes les donne´es sont
entie`res.
PLE

min z = cx
s.c. Ax = b
x ∈ Zn, x ≥ 0
De´notons par PL la relaxation line´aire de PLE.
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Proposition 2.4.1 Soit x¯ une solution re´alisable de PLE, x′ une solution re´alisable de PL
et y′ une solution re´alisable du dual de PL. La variable x0i prend la valeur 0 dans toute
solution re´alisable x0 de PLE telle que cx0 < cx¯, si le couˆt re´duit de la variable x0i par
rapport a` y′ est supe´rieur ou e´gal a` cx¯− y′b.
La proposition 2.4.1 a e´te´ prouve´e par Hadjar et al. (2006) et a e´te´ e´nonce´e sous une
forme plus restreinte par Nemhauser et Wosley (1988 p.389).
2.4.2 Me´thode bidirectionnelle
Irnich et al. (2010) ont reformule´ la proposition 2.4.1 en utilisant la formulation d’un
programme line´aire en nombres entiers dont les contraintes se se´parent en deux groupes
comme suit :
PLE

min z = cx (2.20)
s.c. Ax = b (2.21)
Dx = d (2.22)
x ∈ Zn, x ≥ 0 (2.23)
Soit (pi, ρ) une solution re´alisable duale de PL (la relaxation line´aire de PLE), r(pi, ρ)T =
cT − piA− ρD le vecteur des couˆts re´duits des variables, et UB une borne supe´rieure sur la
valeur optimale z∗ de PLE.
Selon la proposition 2.4.1, si rij(pi, ρ) > UB − pib − ρd, alors on a xij = 0 dans toute
solution optimale de PLE. Ceci peut s’e´crire : lbij(pi, ρ) = rij(pi, ρ) + pib + ρd > UB, ou` lbij
est une borne infe´rieure pour la valeur de toute solution re´alisable de PLE avec xij ≥ 1.
Irnich et al. (2010) ont e´tudie´ le cas ou` le proble`me auxiliaire de la ge´ne´ration de colonnes
est un proble`me de plus court chemin (PPCC), e´tant donne´ que ce dernier peut se formuler
comme un programme line´aire tant que le re´seau associe´ au proble`me ne contient pas de cycles
de longueur ne´gative. Pour le MDVSP, Ribeiro et Soumis (1994) ont donne´ la formulation du
PPCC, ou` la matrice D est e´gale a` la matrice d’incidence IN du re´seau N = (V,A, cij−(piA)ij)
et d = es−et, ou` es et et sont les vecteurs unitaires correspondant aux noeuds source et puits,
respectivement.
La conse´quence de l’application de la ge´ne´ration de colonnes est que pour tout pi ≥ 0, le
couˆt re´duit de chaque variable xij peut se calculer comme suit :
rij(pi,−`) = cij − (piA)ij + `i − `j,
ou` (ρ∗i )i∈V = (−`i)i∈V est la distance du plus court chemin de la source s a` tout noeud i ∈ V .
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Irnich et al (2010) ont montre´ que, dans un re´seau acyclique,
r¯ij(pi) = rij(pi, ρ
∗) = cij − (piA)ij + `→i + `←j − `→t (2.24)
et
l¯bij(pi) = r¯ij(pi) + pib+ `
→
t , (2.25)
ou` :
• r¯ij(pi) est la plus grande valeur du couˆt re´duit de la variable xij par rapport a` la solution
duale pi,
• l¯bij(pi) = maxρ lbij(pi, ρ), pour pi > 0, est la plus grande borne infe´rieure,
• `→t = ρ∗d est la longueur du plus court chemin de la source s au puits t,
• `→i est la longueur du plus court chemin de la source s a` i
• `←j est la longueur du plus court chemin du puits t a` j en inversant le sens des arcs.
Le re´sultat trouve´ peut s’appliquer meˆme si la ge´ne´ration de colonnes n’est pas utilise´e,
c’est-a`-dire qu’au lieu d’utiliser un seul ρ. En effet, nous calculons un plus court chemin avant
et un autre arrie`re pour obtenir la borne infe´rieure lbij(pi) la plus e´leve´e pour chaque arc,
permettant ainsi d’e´liminer le plus grand nombre d’arcs possible.
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CHAPITRE 3
INE´GALITE´S VALIDES ET ALGORITHMES DE SE´PARATION POUR LE
MDVSP
3.1 Introduction
Hadjar et al. (2006) ont introduit une nouvelle classe d’ine´galite´s valides propres au
MDVSP. Les auteurs ont utilise´ la notion de conflit entre les arcs du multigraphe associe´
au MDVSP, afin de de´finir la strucure de sous-multigraphe e´pineux. Un tel sous-multigraphe
permet d’e´crire les ine´galite´s valides du MDVSP. Les auteurs ont utilise´ une proce´dure d’e´nu-
me´ration pour la se´paration des cycles impairs et comme cette me´thode consomme beaucoup
de temps, les auteurs ont limite´ la taille des cycles a` 7. Ils ont re´solu le MDVSP a` l’aide d’un
algorithme combinant la me´thode directe d’e´limination de variables, la me´thode de se´para-
tion et e´valuation progressive, la me´thode de ge´ne´ration de plans coupants et la me´thode de
ge´ne´ration de colonnes.
Dans le pre´sent chapitre, nous proposons de re´soudre le MDVSP en utilisant une me´thode
combinant l’e´limination de variables en deux phases, la me´thode de se´paration et e´valuation
progressive et la me´thode de ge´ne´ration de plans coupants. Nous proposons de ge´ne´rer des
plans coupants en se´parant des structures qui ne sont pas force´ment des cycles impairs.
Dans la section 3.2, nous pre´sentons une ge´ne´ralisation de la notion de sous-multigraphe
e´pineux de´finie par Hadjar et al. (2006). Dans la section 3.3, nous montrons qu’il existe une
relation, sous certaines conditions, entre le proble`me du stable et le MDVSP en utilisant le
graphe de conflit du MDVSP. Nous adaptons l’algorithme de Nemhauser et Sigismondi (1992)
pour de´terminer une classe d’ine´galite´s valides que nous nommons ine´galite´s de cycle impair
conflictuel et nous de´crivons une me´thode de se´paration. Dans la section 3.4, nous pre´sentons
un algorithme glouton pour se´parer les cycles de longueur 3, qui sont aussi des cliques de
cardinalite´ 3. Dans la section 3.5, nous de´finissons une correspondance entre le MDVSP et le
proble`me de couplage en utilisant une matrice des sous-chemins. Nous utilisons les ine´galite´s
d’Edmonds (1965) afin d’identifier une autre classe d’ine´galite´s valides que nous nommons
des ine´galite´s de coupe impaire et nous de´crivons une me´thode de se´paration. Dans la section
3.7, nous de´crivons un algorithme de type « branch-and-cut » pour la re´solution du MDVSP
et les strate´gies teste´es. Dans la section 3.8, nous pre´sentons les re´sultats des tests en utilisant
des instances ale´atoires et nous terminons par une conclusion dans la section 3.9.
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3.2 Les ine´galite´s valides pour le MDVSP
Il existe une forte ressemblance entre le proble`me de couplage et le MDVSP. Un couplage
est un ensemble d’areˆtes deux a` deux non adjacentes. Par conse´quent, deux areˆtes adjacentes
sont toujours en conflit, mais ceci n’est pas toujours vrai pour le MDVSP. Par contre, il
est possible de trouver une structure conflictuelle, dans laquelle deux sous-chemins adjacents
sont en conflit. Edmonds (1965) a montre´ que l’enveloppe convexe du proble`me de couplage
est de´finie par certains types d’ine´galite´s line´aires (« Blossom inequalities »). Padberg et
Rao (1982) ont montre´ qu’il existe une ine´galite´ d’Edmonds (ou « blossom inequality »)
viole´e si et seulement si le graphe associe´ a` la solution fractionnaire contient une coupe
impaire de capacite´ strictement infe´rieure a` 1. Notons aussi qu’un couplage dans un graphe
donne´ correspond a` un stable dans son graphe adjoint puisqu’un sommet dans ce dernier
repre´sente une areˆte dans le graphe initial. Par conse´quent, il existe aussi une relation entre
le MDVSP et le proble`me de stable. Nemhauser et Sigismondi (1992) ont propose´ une me´thode
de se´paration des ine´galite´s de trou impair pour le proble`me de stable. Dans cette section,
nous de´crirons une relation entre le MDVSP et les proble`mes de couplage et de stable et sous
quelles conditions elle est valide.
Avant de pre´senter la ge´ne´ralisation de la notion de sous-multigraphe e´pineux et les de´tails
des me´thodes de se´paration, nous introduisons la de´finition 3.2.1. Cette dernie`re nous permet
d’alle´ger les de´finitions subse´quentes.
De´finition 3.2.1 Soit G∗ = (S, F ) un sous-multigraphe oriente´, ou` S ne contient aucun
de´poˆt,
• Un noeud i ∈ S est dit noeud source si δ−F (i) = ∅.
• Un noeud i ∈ S est dit noeud puits si δ+F (i) = ∅.
• Un noeud i ∈ S est dit noeud ordinaire si δ−F (i) 6= ∅, δ+F (i) 6= ∅ et
Col(δ−F (i))
⋂
Col(δ+F (i)) = ∅.
• Un noeud i ∈ S est dit noeud de conflit s’il est une source, un puits ou un noeud
ordinaire.
• Un noeud i ∈ S est dit noeud interme´diaire si δ−F (i) 6= ∅, δ+F (i) 6= ∅ et
Col(δ−F (i))
⋂
Col(δ+F (i)) 6= ∅.
Conside´rons la solution fractionnaire illustre´e par le multigraphe G = (V,A) associe´ au
MDVPS (voir la figure 3.1). Soit H = (V ′, A′) le sous-multigraphe partiel (voir la figure 3.2
a)) obtenu en supprimant les sommets de´poˆts Dk ∈ V , ∀k ∈ K, et leurs arcs adjacents dans
le multigraphe G.
Nous construisons le graphe de conflit L(H) = (A′, E) (voir la figure 3.2 b)) du sous-
multigraphe partiel H = (V ′, A′), ou` le sommet T kij ∈ A′ repre´sente l’arc (i, j, k) ∈ A′ et il
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Figure 3.1 Exemple de solution fractionnaire de la relaxation line´aire du MDV SP
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Figure 3.2 Un sous-multigraphe partiel et le graphe de conflit correspondant
existe une areˆte reliant les sommets T kij et T
k′
i′j′ si et seulement si les arcs (i, j, k) et (i
′, j′, k′)
sont en conflit. Dans le graphe de conflit L(H) = (A′, E), deux sommets adjacents sont
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toujours en conflit. Nous constatons que chaque trou impair (cycle impair sans corde) dans
L(H) = (A′, E) correspond a` un sous-multigraphe conflictuel e´pineux (voir la de´finition 2.1.4).
Comme un couplage dans un graphe correspond a` un stable dans le graphe de conflit, nous
utilisons l’algorithme de Nemhauser et Sigismondi (1992) pour de´terminer les trous impairs
dans le graphe de conflit du multigraphe partiel H = (V ′, A′) du MDVSP. Les de´tails de la
me´thode de se´paration sont pre´sente´s dans la section 3.3.
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Figure 3.3 Un sous-multigraphe partiel et le sous-multigraphe des chemins correspondants
En utilisant a` nouveau l’exemple de la figure 3.1, et en conside´rant le multigraphe partiel
H = (V ′, A′), nous remarquons que, pour chaque arc entrant au sommet T4, il existe un arc
sortant de meˆme couleur. En d’autres termes, il existe deux chemins de couleurs diffe´rentes
passant par ce sommet. Nous construisons un sous-multigraphe des chemins G′′ = (V ′′,P)
(voir la figure 3.3) du sous-multigraphe partiel H = (V ′, A′), ou` l’ensemble des sommets V ′′
repre´sente l’ensemble des noeuds de conflit (voir la de´finition 3.2.1), et P repre´sente l’ensemble
des arcs, tel que (i, j, k) ∈ P si et seulement s’il existe un chemin de couleur k reliant les
noeuds de conflit Ti ∈ V ′′ et Tj ∈ V ′′. Dans le sous-multigraphe des chemins G′′ = (V ′′,P),
deux chemins adjacents sont toujours en conflit. Nous remarquons que chaque coupe impaire
dans le sous-multigraphe G′′ = (V ′′,P) correspond a` un sous-multigraphe conflictuel sans
e´pine dans le sous-multigraphe partiel H = (V ′, A′). Pour la se´paration de cette classe de
sous-multigraphes conflictuels sans e´pine, nous re´solvons un proble`me auxiliaire construit a`
partir de la solution fractionnaire du MDVSP. Les de´tails sont pre´sente´s dans la section 3.5.
Dans la de´finition de sous-multigraphe conflictuel e´pineux donne´ par Hadjar et al. (2006),
pour chaque sommet interme´diaire i, l’e´pine est un arc appartenant a` δ−(i), mais ceci n’est
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pas ne´cessaire pour obtenir une structure de sous-multigraphe conflictuel e´pineux. De plus,
les auteurs imposent que l’arc repre´sentant l’e´pine ne soit pas adjacent a` un sommet de
conflit. Cette condition aussi n’est pas obligatoire pour l’obtention d’une structure de sous-
multigraphe conflictuel e´pineux (voir l’exemple 3.2.3). La de´finition 3.2.2 permet de ge´ne´ra-
liser la notion de sous-multigraphe conflictuel e´pineux introduite par Hadjar et al. (2006).
De´finition 3.2.2 Soit G′ = (S, F ) un sous-multigraphe partiel de G. On dit que G′ est un
sous-multigraphe conflictuel e´pineux, si S peut eˆtre partitionne´ en S1, S2 et S3 et F peut eˆtre
partitionne´ en F1 et F2 ve´rifiant les proprie´te´s e´nume´re´es ci-dessous. L’ensemble des arcs
F2 est l’union disjointe de la famille {τ(i)}i∈S2, ou` τ(i) (l’ensemble des e´pines associe´es au
sommet i) est un sous-ensemble d’arcs incident au sommet i.
• S1 ∪ S2 ne contient aucun de´poˆt,
• |S1| est impair et au moins e´gal a` 3,
• Col(δ−F1(i))
⋂
Col(δ+F1(i)) = ∅ pour tout i ∈ S1,
• τ(i) ⊆ δ+(i) ou τ(i) ⊆ δ−(i) pour tout sommet i de S2,
• Col(τ(i))⋂Col(δ−F1(i)) = ∅ et Col(τ(i))⋂Col(δ+F1(i)) = ∅ pour tout i ∈ S2, et
• tout arc incident a` un sommet de S3 appartient a` τ(i) pour un sommet i ∈ S2.
En d’autres termes, F2 est l’ensemble des e´pines, F1 = F\{F2}, S1 est l’ensemble des
noeuds de conflit, S2 est l’ensemble des noeuds interme´diaires et S3 = S\{S1 ∪ S2}.
Exemple 3.2.3 L’exemple de la figure 3.4 pre´sente un sous-multigraphe conflictuel e´pineux
G = (S, F ), ou` S1 = {T1, T4, T5}, S2 = {T2, T3} et S3 = {T6},
F1 = {(T1, T2, 1), (T2, T4, 1), (T4, T5, 2), (T3, T5, 1)(T1, T3, 1)} et F2 = {(T6, T3, 3), (T2, T4, 2)}.
T1
T2
T3
T4
T5
T61/2
1/2
1/21/2
1/2
1/2
1/2
Figure 3.4 Exemple de sous-multigraphe conflictuel e´pineux
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Exemple 3.2.4 L’exemple de la figure 3.5 pre´sente aussi un sous-multigraphe conflictuel
e´pineux G = (S, F ), mais avec un noeud d’articulation, ou` S2 = {T266, T294}, S3 = {T139}
et S1 = S\(S2 ∪ S3) F2 = {(T139, T266, 2)} et F1 = F\F2.
T146
T294
0.472
T288
0.055
T342
0.213
T318
0.787
T120
0.528
T260
0.472
T36
0.528
T209
0.472
T74
0.528
T210
0.472
T421
0.528T314
0.472
T282
0.528
T226
0.425
T266
0.575
0.787
T139
0.213
T162
0.055T309
0.945
T459
0.0550.945
Figure 3.5 Exemple de sous-multigraphe conflictuel e´pineux avec un noeud d’articulation (le
noeud T294)
Proposition 3.2.5 Soit G′ = (S, F ) un sous-multigraphe conflictuel e´pineux de G, ou` S =
S1 ∪ S2 ∪ S3 et F = F1 ∪ F2. L’ine´galite´
∑
(i,j,k)∈F
Xki,j ≤
⌊ |S1|
2
⌋
+ |S2| (3.1)
est valide pour (MDSV P ).
De´monstration.
E´tant donne´ que G′ = (S, F ) est un sous-multigraphe conflictuel e´pineux, alors les condi-
tions de la de´finition 3.2.2 sont ve´rifie´es. Ces dernie`res impliquent que :
• ∀s ∈ S1, tous les arcs appartenant a` δF1(s) sont en conflit,
• ∀s ∈ S2, tous les arcs appartenant a` δ+F1(s) ∪ τ(s) sont en conflit,
• ∀s ∈ S2, tous les arcs appartenant a` δ−F1(s) ∪ τ(s) sont en conflit.
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Par conse´quent, les ine´galite´s suivantes sont valides pour (MDV SP ) :∑
(i,j,k)∈δF1 (s)
Xkij ≤ 1 ∀s ∈ S1 (3.2)∑
(i,j,k)∈δ+F1 (s)
Xkij +
∑
(i,j,k)∈τ(s)
Xkij ≤ 1 ∀s ∈ S2 (3.3)
∑
(i,j,k)∈δ−F1 (s)
Xkij +
∑
(i,j,k)∈τ(s)
Xkij ≤ 1 ∀s ∈ S2 (3.4)
En additionnant les ine´galite´s (3.3) et (3.4), nous obtenons l’ine´galite´ suivante :∑
(i,j,k)∈δF1 (s)
Xkij +
∑
(i,j,k)∈τ(s)
2Xkij ≤ 2 ∀s ∈ S2 (3.5)
Des ine´galite´s (3.2) et (3.5), nous obtenons :
∑
s∈S1
∑
(i,j,k)∈δF1 (s)
Xkij +
∑
s∈S2
( ∑
(i,j,k)∈δF1 (s)
Xkij +
∑
(i,j,k)∈τ(s)
2Xkij
)
≤ |S1|+ 2|S2| (3.6)
⇒
∑
s∈S1∪S2
∑
(i,j,k)∈δF1 (s)
Xkij +
∑
s∈S2
∑
(i,j,k)∈τ(s)
2Xkij ≤ |S1|+ 2|S2| (3.7)
⇒
∑
(i,j,k)∈F1
2Xkij +
∑
(i,j,k)∈F2
2Xkij ≤ |S1|+ 2|S2| (3.8)
⇒
∑
(i,j,k)∈F1∪F2
Xkij ≤
|S1|
2
+ |S2| (3.9)
Par conse´quent, l’ine´galite´
∑
(i,j,k)∈F
Xki,j ≤
⌊ |S1|
2
⌋
+ |S2| est valide pour (MDSV P ). 
3.3 Se´paration des ine´galite´s de cycle impair conflictuel
La me´thode de de´termination des ine´galite´s valides associe´es aux cycles impairs conflic-
tuels pour le MDVSP que nous proposons consiste a` utiliser la solution fractionnaire pour
construire un sous-multigraphe partiel oriente´, H = (V ′, A′), ou` l’ensemble des sommets V ′
repre´sente l’ensemble des trajets {T1, T2, ..., Tn}, et A′ l’ensemble des arcs. Il existe un arc
de couleur k reliant les noeuds Ti et Tj si et seulement si le flux de l’arc (i, j, k), X
k
ij, est
strictement positif ; ensuite, nous associons a` H un graphe de conflit non oriente´ L(H) (sous
certaines conditions). A` ce dernier nous appliquons la me´thode de Nemhauser et Sigismondi
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(1992) avec quelques modifications, afin de de´tecter les trous impairs qui correspondent a` des
sous-multigraphes e´pineux dans H. Nous prouvons que les sous-multigraphes e´pineux nous
fournissent des ine´galite´s valides, et afin d’enrichir nos ine´galite´s valides, nous de´crivons une
proce´dure de liftage. Dans cette section nous pre´sentons les de´tails de chaque e´tape.
3.3.1 Cre´ation des graphes
Conside´rons le sous-multigraphe partiel H = (V ′, A′) obtenu en supprimant les noeuds
de´poˆts du multigraphe oriente´ G = (V,A), c’est-a`-dire que V ′ = V \{D1, D2, · · · , D|K|} et
A′ = A\{(i, j, k) | i = Dk ou j = Dk, pour un k ∈ K}. Le poids de chaque arc (i, j, k) ∈ A′
est e´gal a` la valeur de la variable Xkij dans la solution fractionnaire courante.
Construisons le graphe de conflit non oriente´ L(H) = (A′, E) associe´ au sous-multigraphe
partiel oriente´ H = (V ′, A′). Le graphe L(H) est de´fini comme suit :
• les sommets de L(H) sont les arcs de H,
• deux sommets de L(H) sont relie´s par une areˆte si et seulement si les deux arcs sont
en conflit dans H,
• xi est le poids du sommet i ∈ A′, qui est e´gal au flux de l’arc repre´sente´ par le sommet
i,
• le poids de chaque areˆte (i, j) ∈ E est e´gal a` 1− xi − xj.
Remarque 3.3.1
Le poids de chaque areˆte est positif ou nul, puisque quels que soient les deux arcs e1 =
(i, j, k) et e2 = (i
′, j′, k′) en conflit, l’ine´galite´ Xkij +X
k′
i′j′ ≤ 1 est valide, d’ou` suit la relation
1−Xkij −Xk′i′j′ ≥ 0. Par conse´quent, 1− xe1 − xe2 ≥ 0.
B(H) = (A′, A′′, E ′) est un graphe biparti non oriente´, construit a` partir de L(H) =
(A′, E), tel que :
• A′ contient les sommets de L(H),
• A′′ contient une copie des sommets de A′,
• E ′ = {(i, copie(j))| (i, j) ∈ E} ∪ {(j, copie(i))| (i, j) ∈ E},
• xi (resp. xcopie(i)) est le poids du sommet i ∈ A′ (resp. copie(i) ∈ A′′ ), avec xi =
xcopie(i) = x` ou` ` est le sommet correspondant dans le graphe L(H),
• le poids de chaque areˆte (i, copie(j)) ∈ E ′ est e´gal a` 1− xi − xj.
A` l’aide de l’algorithme de Dijkstra, pour tout sommet i ∈ A′, nous de´terminons le plus
court chemin de i au sommet copie(i) ∈ A′′ dans le graphe biparti B(H) = (A′, A′′, E ′). Ce
plus court chemin correspond a` un cycle impair C dans le graphe L(H). Si C ne contient
pas de corde, alors il correspond a` un sous-multigraphe conflictuel e´pineux dans le sous-
multigraphe partiel H = (V ′, A′). Sinon, nous proce´dons au traitement de cordes, afin de
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se´parer un trou impair. Si de plus le poids total des areˆtes de C est strictement infe´rieur a` 1,
alors nous avons une ine´galite´ de cycle impair conflictuel viole´e.
Exemple 3.3.2 L’exemple pre´sente´ dans la figure 3.1 permet de construire les graphes H,
L(H) et B(H) qui sont pre´sente´s dans la figure 3.6.
T1
T3
T2
T4
T5
T6
1/2 1/2
1/2
1/2 1/2
1/2 1/2
T 21,2
T 11,4
T 33,4 T
1
3,6
T 34,6
T 14,5
T 25,2
1/2
1/2
1/2 1/2
1/2
1/2
1/2
T 21,2
T 11,4
T 33,4
T 13,6
T 34,6
T 14,5
T 25,2
T 21,2
T 11,4
T 33,4
T 13,6
T 34,6
T 14,5
T 25,2
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
Figure 3.6 Un sous-multigraphe partiel, les graphes de conflit et biparti correspondants
3.3.2 Traitement des cordes
Soit C un cycle impair de L(H), constitue´ des sommets {v0, v1, ...., v2k, v2k+1 = v0} ; les
indices des sommets de C sont ordonne´s dans le sens des aiguilles d’une montre a` partir du
sommet v0 (v0 est le sommet source utilise´ pour trouver le plus court chemin).
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S’il existe une ou plusieurs cordes dans le cycle impair C, alors chaque corde {vd, vf}
partitionne C en un cycle impair Cdf et un chemin P avec un nombre pair de sommets et
un nombre impair d’areˆtes e´gal au nombre de sommets moins 1 (voir la figure 3.7). Le cycle
impair Cdf peut contenir une ou plusieurs cordes. Pour traiter ce cas, nous introduisons la
de´finition 3.3.3 pour de´finir la relation de dominance entre les cordes du meˆme cycle impair.
v0
v1
v2
v3
v4v2h+1
v2l
v2k−1
v2k
Figure 3.7 Un cycle impair contenant des cordes
De´finition 3.3.3 Soit {vd1 , vf1} et {vd2 , vf2} deux cordes dans le meˆme cycle impair
{v0, v1, ...., v2k}. On dit que {vd2 , vf2} domine {vd1 , vf1} si et seulement si :
• d2 ≥ d1 et
• f2 ≤ f1.
La figure 3.8 est une illustration de cette de´finition.
Proposition 3.3.4 Supposons que le chemin P est compose´ des sommets
{vf+1, vf+2, ..., v2k, v0, v1, ..., vd−1} et qu’il existe une corde reliant les sommets vd et vf . Nous
rappelons que le poids de chaque areˆte (vi, vj) de L(H) est p(vivj) = 1−xvi−xvj ou` xvi (resp.
xvj) est le poids du sommet vi (resp. vj). Afin de faciliter l’identification des trous impairs,
nous ajoutons  (une tre`s petite valeur positive) au poids de chaque areˆte du graphe L(H).
Alors
1. la somme des poids des areˆtes formant le cycle impair Cdf est strictement infe´rieure a`
la somme des poids des areˆtes formant le cycle impair C ;
2. le cycle Cdf ne peut pas contenir le sommet source v0 ;
3. le cycle impair Cdf engendre´ par la corde {vd, vf} est un trou impair si et seulement
s’il n’existe aucune corde qui domine {vd, vf} ;
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v0
vd1
vd2
vf2
vf1
v2k
Le sens de nume´rotation des
sommets
Figure 3.8 Exemple ou` {vd2 , vf2} domine {vd1 , vf1}
4. dans un cycle impair C, il peut exister plusieurs trous impairs, qui fournissent des
ine´galite´s valides incomparables.
De´monstration.
1. Nous de´sirons montrer que
∑
(vi,vj)∈Cdf
p(vivj) <
∑
(vi,vj)∈C
p(vivj). Nous savons que
∑
(vi,vj)∈C
p(vivj) =
∑
(vi,vj)∈Cdf
p(vivj) +
∑
(vi,vj)∈C\Cdf
p(vivj) (3.10)
Or,
⇒
∑
(vi,vj)∈C\Cdf
p(vivj) =
∑
(vi,vj)∈P
(1− xvi − xvj + )
+ (1− xvf − xvf+1 + ) + (1− xvd−1 − xvd + )
⇒ = (1− xvf+1 − xvf+2 + ) + (1− xvf+2 − xvf+3 + ) + ...
+ (1− xv2k − xv0 + ) + (1− xv0 − xv1 + ) + ...
+ (1− xvd−3 − xvd−2 + ) + (1− xvd−2 − xvd−1 + )
+ (1− xvf − xvf+1 + ) + (1− xvd−1 − xvd + )
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⇒ =
(
|P |+ 1
)
− 2(xvf+1 + xvf+2 + ...+ xv2k + xv0 + xv1 + ...
+ xvd−2 + xvd−1) +
(
|P |+ 1
)
− xvf − xvd
⇒ = |P | − 2
∑
vk∈P
xvk + |P |+
(
1− xvd − xvf + 
)
⇒ = (1− xvd − xvf + ) + 2
( |P |
2
−
∑
vk∈P
xvk +
|P |
2

)
Comme
|P |
2
−
∑
vk∈P
xvk ≥ 0 (voir l’ine´galite´ (2.15) a` la page 15),  > 0 et |P | > 1, on
trouve
|P |
2
−
∑
vk∈P
xvk +
|P |
2
 > 0. (3.11)
De plus, xvd + xvf ≤ 1 et  > 0 =⇒ 1− xvd − xvf +  > 0
D’ou` ∑
(vi,vj)∈C\Cdf
p(vivj) > 0. (3.12)
Les relations (3.10) et (3.12) nous permettent de conclure que :
∑
(vi,vj)∈C
p(vivj) >
∑
(vi,vj)∈Cdf
p(vivj) (3.13)
2. Supposons que le cycle impair Cdf contient la source v0. Ceci implique qu’il existe un
plus court chemin de v0 a` copie(v0) dans le graphe biparti B(H), de la meˆme longueur
que le cycle Cdf . Comme la longueur de Cdf est infe´rieure a` celle de C (voir le point
pre´ce´dent), alors le chemin qui a fourni le cycle C n’est pas le plus court chemin, ce qui
est une contradiction.
3. La de´monstration de la troisie`me observation est triviale puisque, par de´finition, un
trou est un cycle impair sans corde avec au moins 5 sommets.
4. Dans un meˆme cycle impair, il peut exister plusieurs cordes ou` aucune corde ne domine
l’autre (voir la figure 3.7). Chaque corde nous permet d’identifier un trou impair qui
posse`de au moins deux areˆtes qui n’appartiennent a` aucun autre trou impair. Par conse´-
quent, chaque trou impair fournit une ine´galite´ valide diffe´rente des autres ine´galite´s
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valides correspondant aux autres trous impairs. 
Les proprie´te´s pre´ce´dentes nous permettent d’e´crire l’algorithme 3.1. Ce dernier effectue
le traitement des cordes dans un cycle impair donne´.
Exemple 3.3.5 Dans l’exemple de la figure 3.9, nous avons un cycle impair
C = {v0, v1, v2, v3, v4, v5, v6, v7, v8}. Le cycle C contient cinq cordes {v1, v5}, {v1, v7}, {v2, v8},
{v3, v7} et {v4, v6}. En appliquant la de´finition 3.3.3, nous constatons que la corde {v1, v5}
domine la corde {v1, v7} et la corde {v4, v6} domine les cordes {v3, v7}, {v2, v8}. Le cycle C15
compose´ des sommets {v1, v2, v3, v4, v5} est donc un trou impair, de meˆme que le triangle C46
compose´ des sommets {v4, v5, v6}.
Le sens de nume´rotation des
sommets
v0
v1
v2
v3
v4v5
v6
v7
v8
Figure 3.9 Exemple de cycle avec plusieurs cordes
3.3.3 Les ine´galite´s valides
La proce´dure 3.1 nous permet d’identifier des trous impairs dans le graphe de conflit
L(H). Par la proposition 3.3.6, nous de´montrons que chaque trou impair dans le graphe de
conflit L(H) correpond a` un sous-multigraphe conflictuel e´pineux dans le sous-multigraphe
partiel H.
Proposition 3.3.6 Tout trou impair C = {v0, v1, ..., v|C|−1} de L(H) correspond a` un sous-
multigraphe conflictuel e´pineux G′ = (S1 ∪ S2 ∪ S3, F ) dans H avec |C| = |S1| + 2|S2| et∑
`∈C
x` =
∑
(i,j,k)∈F
Xkij.
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Algorithme 3.1 Traitement de Cordes(C,ListeCycles)
1: Soit C ′ = {a0, a1, ..., a2k} le cycle conflictuel de H correspondant au cycle impair C =
{v0, v1, ..., v2k} de L(H) ;
2: Soit la liste des cordes ListeCordes = ∅ ;
3: Soit la liste des cycles impairs ListeCycles ;
4: pour i := 1 a` 2k − 1 faire
5: si i est pair alors
6: ` := 2k ;
7: sinon
8: ` := 2k − 1 ;
9: finsi
10: pour j = i+ 2 a` ` pas 2 faire
11: si les arcs ai et aj sont en conflit alors
12: ajouter la corde (vi, vj) a` la liste des cordes ListeCordes ;
13: finsi
14: finpour
15: finpour
16: si ListeCordes est vide alors
17: ajouter C ′ a` la liste des trous impairs ListeCycles ;
18: sinon
19: pour chaque CORDE ∈ ListeCorde faire
20: si CORDE n’est domine´e par aucune autre corde de ListeCordes alors
21: ajouter le trou impair engendre´ par CORDE a` ListeCycles ;
22: finsi
23: finpour
24: finsi
De´monstration. Cette proposition provient de certaines de´finitions pre´ce´dentes et est facile
a` ve´rifier. Soit C = {v0, v1, ..., v|C|−1} un trou impair dans L(H) de longueur
∑
`∈C
x`. Soit vl et
vl+1 deux sommets adjacents de C correspondant respectivement aux arcs (i, j, k) et (i
′, j′, k′)
dans H. Les acrs (i, j, k) et (i′, j′, k′) sont en conflit car les sommets correspondants sont en
conflit. Selon la de´finition 2.1.2, (i, j, k) et (i′, j′, k′) sont aussi adjacents. En appliquant le
meˆme raisonnement a` tous les sommets de C deux a` deux adjacents, nous obtenons un sous-
multigraphe conflictuel e´pineux G′ = (S, F ) de H. Comme C est un trou impair, alors G′ est
un cycle impair. De plus, le nombre de sommets de C est e´gal au nombre d’areˆtes deG′. Vu que
C est un trou impair, alors on sait qu’au niveau de chaque sommet de G′ il existe exactement
deux arcs en conflit. Par conse´quent, pour chaque sommet interme´diaire de G′, il existe une et
une seule e´pine. Nous pouvons donc conclure que |C| = |F | = |S1|+ |S2|+ |S3| = |S1|+ 2|S2|
et
∑
`∈C
x` =
∑
(i,j,k)∈F
Xkij 
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3.3.4 Enrichissement des ine´galite´s valides
Afin d’enrichir les ine´galite´s valides, nous appliquons une proce´dure de liftage avec des
arcs de flux non nul ensuite avec des arcs de flux nul. Soit G′ = (S, F ) un sous-multigraphe
conflictuel e´pineux, ou` F = {a0 = a2k+1, a1, a2, ...., a2k} repre´sente l’ensemble des arcs. Rap-
pelons que pour i = 0, 1, ..., 2k, les arcs ai et ai+1 sont en conflit.
De´finition 3.3.7 Un ensemble Q d’arcs du sous-multigraphe partiel H est une clique de
conflit si tous les arcs de Q sont deux a` deux en conflit.
A` partir des arcs du sous-multigraphe conflictuel e´pineux G′ = (S, F ), nous construisons
un ensemble Q des cliques {Q1, Q2, ..., Q2k+1}, ou` Qi = {ai−1, ai}, pour i = 1, 2, ..., 2k + 1.
Initialement chaque clique de conflit contient deux arcs qui sont adjacents et en conflit.
Comme deux arcs en conflit ont au moins une extre´mite´ en commun, de´signons par S(Qi)
l’ensemble des extre´mite´s communes a` tous les arcs de Qi.
S(Qi) =

{s} si ai−1 et ai ne sont pas des arcs paralle`les et
s est l’extre´mite´ commune de ai−1 et ai
{u, v} si ai−1 et ai sont des arcs paralle`les ou` u
et v sont leurs extre´mite´s communes
Notons que deux cliques distinctes peuvent avoir le meˆme ensemble d’extre´mite´s.
Soit A′ l’ensemble des arcs de H. Pour un arc a = (u, v, k) ∈ A′, posons K(a) = {Q ∈
Q : S(Q) ∩ {u, v} 6= ∅} l’ensemble des cliques contenant l’arc a .
Afin de renforcer l’ine´galite´ valide trouve´e, nous construisons l’ensemble des cliques Q du
sous-multigraphe partiel la repre´sentant. Ensuite, s’il existe un arc (i, j, k) ∈ A′ et (i, j, k) /∈ F
tel que en ajoutant cet arc a` une clique de Q, cette dernie`re pre´serve ses proprie´te´s, alors nous
ajoutons l’arc (i, j, k) a` F . L’algorithme 3.2 effectue l’enrichissement des ine´galite´s valides avec
des arcs de flux non nul (strictement positif). Ensuite, nous effectuons l’enrichissement avec
des arcs de flux nul. Dans ce cas, l’algorithme 3.2 reste valable et le seul changement se fera
au niveau de la ligne 5, ou` nous remplac¸ons la condition Xkuv > 0 par X
k
uv = 0. Le nouveau
algorithme est nomme´ LiftNul(A′, F ).
Exemple 3.3.8 Dans l’exemple repre´sente´ a` la figure 3.10, les arcs ai sont les arcs du cycle
conflictuel e´pineux avant l’application de l’algorithme 3.2 et les arcs bj sont les arcs ajoute´s
par la proce´dure de liftage.
E´tape initiale
C ′ = {a0 = a15, a1, ..., a14} est le cycle conflictuel e´pineux. L’ensemble des cliques est
Q = {Q1, Q2, ..., Q15}, ou`
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Algorithme 3.2 LiftPos(A′, F )
1: //A′ est l’ensemble des arcs du multigraphe partiel H et F est l’ensemble des arcs du
sous-multigraphe conflictuel e´pineux
2: Former les cliques Qi, i = 1, 2, ..., 2k + 1 et de´finir pour chaque clique l’ensemble S(Qi)
3: pour chaque arc a = (u, v, k) ∈ A′ faire
4: K(a) := ∅
5: si Xkuv > 0 et ni l’origine ni la destination de a ne sont des de´poˆts alors
6: pour chaque Qi ∈ Q faire
7: si S(Qi) ∩ {u, v} 6= ∅ alors
8: ajouter Qi a` K(a)
9: finsi
10: finpour
11: si il existe deux cliques distinctes Qi et Qj ∈ K(a) telles que Qi ∪ {a} et Qj ∪ {a}
sont des cliques alors
12: Qi := Qi ∪ {a}
13: Qj := Qj ∪ {a}
14: F := F ∪ {a}
15: finsi
16: finsi
17: finpour
T1 T2
T3
T4T5
T6T7
T8 T9
T10
T11T12
T13
T20
T21
b1
b2
b3 b4a0
a15
a1
a14
a3
a2
a13
a4
a12
a5
a11
a7
a8
a10
a9
a6
Figure 3.10 Exemple de liftage d’un cycle conflictuel e´pineux avec un point d’articulation
Q1 = {a0, a1} et S(Q1) = {T6},
Q2 = {a1, a2} et S(Q2) = {T1},
Q3 = {a2, a3} et S(Q3) = {T1, T2},
...
Q15 = {a14, a0} et S(Q15) = {T6}.
E´tape interme´diaire
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Soit b1 un arc de A
′ (b1 /∈ F ) et ni son origine (le sommet T6) ni sa destination
(le sommet T20) ne sont des de´poˆts. On remarque que S(Q1) ∩ {T6, T20} = {T6} et
S(Q15) ∩ {T6, T20} = {T6}, donc K(b1) = {Q1, Q15}.
Puisque Q1 ∪ {b1} et Q15 ∪ {b1} sont des cliques de conflit, alors Q1 = {a0, a1, b1},
Q15 = {a14, a0, b1} et F = {a0 = a15, a1, ..., a14, b1}
Cette e´tape s’applique pour chaque arc de A′ posse´dant au moins une exte´mite´ en com-
mun avec au moins deux cliques distinctes.
E´tape finale
La proce´dure de liftage se termine quand tous les arcs de A′ sont examine´s. Pour cet
exemple, a` la fin de la proce´dure les cliques modifie´es sont
Q1 = {a0, a1, b1, b2},
Q15 = {a14, a0, b1, b2},
Q2 = {a1, a2, b3},
Q5 = {a4, a5, b3},
Q6 = {a5, a6, b4},
Q10 = {a9, a10, b4},
et le cycle conflictuel e´pineux repre´sente´ a` la figure 3.10 devient
{a0 = a15, a1, ..., a14, b1, b2, b3, b4}
Remarque 3.3.9 Le sous-multigraphe G′′ = (S, F ′′) obtenu en liftant le sous-multigraphe
conflictuel e´pineux G′ = (S, F ) est aussi un sous-multigraphe conflictuel e´pineux de G.
Proposition 3.3.10 Soit G′′ = (S, F ′′) le sous-multigraphe conflictuel e´pineux obtenu en
liftant le sous-multigraphe conflictuel e´pineux G′ = (S, F ), L’ine´galite´
∑
(i,j,k)∈F ′′
Xkij ≤
⌊ |S1|
2
⌋
+ |S2| (3.14)
est valide pour (MDV SP ).
De´monstration.
En liftant un sous-multigraphe e´pineux G′, nous gardons les meˆmes sommets et chaque
arc ajoute´ est en conflit avec tous les arcs qui lui sont adjacents, nous avons donc |S| =
|S1|+2|S2| sommets dans le sous-multigraphe G′′. De plus, au niveau de chaque sommet s ∈ S,∑
(s,j,k)∈F ′′
Xksj +
∑
(i,s,k)∈F ′′
Xkis ≤ 1 est valide pour (MDV SP ). La somme de toutes les ine´galite´s
valides obtenues au niveau de chaque sommet du sous-multigraphe conflictuel e´pineux G′′
est :
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|S|∑
s=1
 ∑
(s,j,k)∈F ′′
Xksj +
∑
(i,s,k)∈F ′′
Xkis
 ≤ |S| (3.15)
Comme chaque arc posse`de deux extre´mite´s, Xkij apparaˆıt deux fois dans la somme pre´-
ce´dente, d’ou` :
∑
(i,j,k)∈F ′′
2Xkij ≤ |S| = |S1|+ 2|S2| (3.16)
(3.17)
Par conse´quent,
∑
(i,j,k)∈F ′′
Xkij ≤
⌊ |S1|
2
⌋
+ |S2|. (3.18)
est valide pour (MDV SP ). 
3.3.5 Algorithme de se´paration des ine´galite´s de cycle impair conflictuel
En utilisant la solution fractionnaire du MDVSP, nous construisons les graphes H =
(V ′, A′), L(H) = (A′, E) et B(H) = (A′, A′′, E ′). Ensuite, pour chaque sommet de i ∈ A′,
nous cherchons le plus court chemin du sommet i a` copie(i) ∈ A′′, afin d’identifier des cycles
impairs, nous appliquons le traitement des cordes pour se´parer les trous impairs, s’ils existent.
Nous construisons le sous-multigraphe conflictuel e´pineux correspondant. Nous enrichissons
chaque sous-multigraphe conflictuel e´pineux trouve´ en liftant avec des arcs de flux non nul ;
ensuite avec des arcs de flux nul. Rappelons qu’un sous-multigraphe conflictuel e´pineux lifte´
correspond a` une ine´galite´ valide. Apre`s la se´paration des ine´galite´s valides, nous les ajoutons
au proble`me a` re´soudre. E´tant donne´ qu’il peut exister un grand nombre d’ine´galite´s valides,
il est pre´fe´rable de n’ajouter que les plus fortes (en terme de violation).
Il est possible d’identifier toutes les ine´galite´s valides, ensuite de ve´rifier si la valeur de la
violation est supe´rieure a` SeuilV io ; dans ce cas, l’ine´galite´ valide est ajoute´e au proble`me.
Mais nous pouvons ame´liorer le temps d’exe´cution en supprimant certains sommets et arcs
du graphe biparti B(H) avant meˆme de faire le traitement des cordes. Nous avons remarque´
qu’il existe une relation entre le poids du plus court chemin et le seuil de violation, et par
conse´quent, entre ce dernier et le poids des arcs de B(H).
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Lemme 3.3.11 Soit G′ = (S, F ) un sous-multigraphe e´pineux du graphe H = (A′, V ′) et
SeuilV io un seuil minimal de violation fixe´. La relation
∑
(i,j,k)∈F
Xkij−
⌊ |S1|
2
⌋
−|S2| ≥ SeuilV io
est ve´rifie´e si et seulement si le poids du plus court chemin de v0 a` v
′
0 dans B(H) est infe´rieur
ou e´gal a` 1− 2SeuilV io.
De´monstration.
Nous de´sirons que la violation soit supe´rieure ou e´gale a` SeuilV io. Nous avons donc
∑
(i,j,k)∈F
Xkij −
⌊ |S1|
2
⌋
− |S2| ≥ SeuilV io (3.19)
⇐⇒ 2
∑
(i,j,k)∈F
Xkij − (|S1|+ 2|S2| − 1) ≥ 2SeuilV io (3.20)
⇐⇒ 2
∑
(i,j,k)∈F
Xkij − (|S1|+ 2|S2|) ≥ 2SeuilV io− 1 (3.21)
⇐⇒ |S1|+ 2|S2| − 2
∑
(i,j,k)∈F
Xkij ≤ 1− 2SeuilV io. (3.22)
Nous avons de´ja` montre´ qu’a` tout trou impair C de L(H) correspond un sous-multigraphe
conflictuel e´pineux G′ = (S, F ) de H, tel que |C| = |F | = |S1|+ 2|S2| = 2k + 1 et
∑
v`∈C
xv` =∑
(i,j,k)∈F
Xkij (voir la proposition 3.3.6). Par conse´quent, la relation (3.22) devient
|C| − 2
∑
v`∈C
xv` ≤ 1− 2SeuilV io (3.23)
⇐⇒ 2k + 1− 2
∑
v`∈C
xv` ≤ 1− 2SeuilV io. (3.24)
L’expression
(
2k+1−2
∑
v`∈C
xv`
)
repre´sente le poids du plus court chemin de v0 a` v
′
0 (voir
la relation (2.13)) dans la graphe biparti B(H) et l’expression est aussi e´gale a` la somme des
poids des areˆtes du trou impair C dans L(H). 
Lemme 3.3.12 Si le poids du plus court chemin de v0 a` v
′
0 dans le graphe biparti B(H) est
infe´rieur ou e´gal a` 1− 2SeuilV io, alors le poids de chaque arc du plus court chemin de v0 a`
v′0 est infe´rieur ou e´gal a` 1− 2SeuilV io.
De´monstration.
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Le poids du trou impair est e´gal a` la somme des poids des areˆtes appartenant a` ce trou.
Puisque le poids du trou impair est infe´rieur a` 1−2SeuilV io (ce qui est prouve´ dans le lemme
3.3.11), alors le poids de chaque areˆte est aussi infe´rieur a` 1 − 2SeuilV io (car le poids de
chaque areˆte (u, v) dans L(H) est non ne´gatif puisqu’il est e´gal a` 1− xu − xv ≥ 0). 
Par conse´quent, tous les arcs dont le poids est supe´rieur a` 1− 2SeuilV io sont inutiles car
si au moins un arc de poids supe´rieur a` 1− 2SeuilV io appartient au plus court chemin de v0
a` v′0 dans le graphe B(H), alors le poids de ce chemin sera supe´rieur a` 1−2SeuilV io. Dans ce
cas, il est pre´fe´rable de les e´liminer ; ceci nous permettra de diminuer la dimension du graphe
L(H), et par conse´quent, celle du graphe B(H). Pour nos expe´riences nume´riques , nous avons
fixe´ SeuilV io a` 0.2. Pour re´duire encore plus la taille du graphe B(H), nous avons rede´fini
l’ensemble des arcs de sous-multigraphe H tel que A′ = {(i, j, k) ∈ A | 1
8
< Xkij < 1}.
La proce´dure de se´paration des ine´galite´s de cycle impair conflictuel est donne´e par l’al-
gorithme 3.3. Au pire des cas, la complexite´ de cet algorithme est e´gale a` |A′| multiplie´ par
la complexite´ de l’algorithme de Dijkstra. Nous avons imple´mente´ l’algorithme de Dijkstra
en utilisant les tas binaires, ce qui nous a permet d’avoir une complexite´ de O(|A′|log(|V ′|)).
Par conse´quent, la complexite´ de l’algorithme 3.3 est O(|A′|2log(|V ′|)).
3.4 Se´paration des ine´galite´s de clique de cardinalite´ 3
Une clique de cardinalite´ 3 est un sous-multigraphe conflictuel e´pineux G′ = (S, F ), tel
que :
• |S| = |S1| = 3,
• tous les arcs adjacents dans F sont en conflit.
Normalement la me´thode de se´paration pre´ce´demment pre´sente´e permet de de´terminer
les ine´galite´s de clique de cardinalite´ 3. Mais, afin d’ame´liorer le temps de re´solution de la
me´thode de se´paration des ine´galite´s de cycle impair conflictuel, nous avons impose´ que la
violation des ine´galite´s valides doit eˆtre supe´rieure ou e´gale a` un seuil de violation, une valeur
donne´e. E´tant donne´ que les ine´galite´s de clique sont importantes, nous avons donc utilise´
la proce´dure de´crite par l’algorithme 3.4, afin de se´parer toutes les ine´galite´s de clique de
cardinalite´ 3 d’une violation strictement positive. Au pire des cas, la compexite´ de l’algorithme
3.4 est O(|V ||A|).
3.5 Se´paration des ine´galite´s de coupe impaire
La deuxie`me me´thode de de´termination des ine´galite´s valides pour le MDVSP que nous
proposons consiste a` utiliser le sous-multigraphe partiel oriente´, H = (V ′, A′) pour construire
le sous-multigraphe des chemins re´guliers G∗ = (V ′,P), ou` P repe´sente l’ensemble des che-
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Algorithme 3.3 Se´paration d’ine´galite´s de Cycle Impair(Solution, ListIne´gV alid)
1: extraire la solution de la relaxation line´aire
2: fixer le parame`tre SeuilV io
3: cre´er les graphes H = (V ′, A′), L(H) = (A′, E) et B(H) = (A′, A′′, E ′)
4: ListeCycles = ∅, ListeConf = ∅, ListeConfLift = ∅,
5: pour chaque sommet i ∈ A′ et n’appartenant pas a` un cycle C de ListeCycles faire
6: Dijkstra(B(H), w, i)
7: si il existe un plus court chemin de i a` copie(i) de poids infe´rieur a` 1 − 2SeuilV io
alors
8: C := le cycle impair dans L(H) correspondant au plus court chemin de i a` copie(i)
dans B(H)
9: TraitementCordes(C,ListeCycles)
10: finsi
11: finpour
12: pour chaque trou impair C ∈ ListeCycles faire
13: identifer le sous-multigraphe conflictuel e´pineux G′ = (S, F ) correspondant a` C
14: ajouter G′ = (S, F ) a` ListeConf
15: finpour
16: pour chaque sous-multigraphe conflictuel e´pineux G′ = (S, F ) ∈ ListeConf faire
17: LiftPos(A′,F )
18: si G′ n’existe pas dans ListeConfLift (apre`s liftage) alors
19: ajouter G′ a` ListeConfLift
20: finsi
21: finpour
22: pour chaque sous-multigraphe conflictuel e´pineux G′ ∈ ListeConfLift faire
23: LiftNul(A′,F )
24: ajouter l’ine´galite´ valide relative a` G′ a` ListIne´gV alid
25: finpour
mins re´guliers (voir 3.5.1). Ensuite, nous formulons un proble`me auxiliaire en nombres entiers
qui nous permet d’identifier des coupes impaires de capacite´ strictement infe´rieure a` 1. Nous
montrons que chaque coupe impaire correspond a` un sous-multigraphe conflictuel non e´pi-
neux. Apre`s l’ajout des e´pines au niveau de chaque noeud interme´diaire, la coupe impaire
correspond a` un sous-multigraphe conflictuel e´pineux dans H. Nous montrons que les sous-
multigraphes conflictuels e´pineux nous fournissent des ine´galite´s valides. Nous utilisons une
proce´dure de liftage pour enrichir les ine´glite´s valides. Dans cette section nous pre´sentons les
de´tails de chaque e´tape.
3.5.1 Cre´ation du graphe des chemins
Avant de pre´senter la me´thode de construction du sous-multigraphe des chemins, nous
pre´sentons la de´finition d’un chemin re´gulier.
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Algorithme 3.4 Se´paration d’ine´galite´s de Clique de cardinalite´ 3(Solution, ListIne´gV alid)
1: Soit G = (V,A),
2: pour tout sommet i ∈ V faire
3: pour toute paire d’arcs (i, j, k) ∈ δ+(i) et (i, j′, k′) ∈ δ+(i) faire
4: Cycle = faux,
5: si j 6= j′ et Xkij > 0 et Xk′ij′ > 0 alors
6: pour chaque arc (j, j′, k′′) ∈ δ+(j) faire
7: si k 6= k′′ alors
8: Cycle = vrai,
9: Soit S = {i, j, j′},
10: Soit F = {(i, j, k), (i, j′, k′), (j, j′, k′′)},
11: construire G′ = (S, F ) un sous-multigraphe partiel de G,
12: lifter G′ = (S, F ),
13: ajouter l’ine´galite´ valide relative a` G′ a` ListIne´gV alid
14: finsi
15: finpour
16: si Cycle = faux alors
17: pour chaque arc (j′, j, k′′) ∈ δ+(j′) faire
18: si k′ 6= k′′ alors
19: Cycle = vrai,
20: Soit S = {i, j, j′},
21: Soit F = {(i, j, k), (i, j′, k′), (j′, j, k′′)},
22: construire G′ = (S, F ) un sous-multigraphe partiel de G,
23: lifter G′ = (S, F ),
24: ajouter l’ine´galite´ valide relative a` G′ a` ListIne´gV alid
25: finsi
26: finpour
27: finsi
28: finsi
29: finpour
30: finpour
De´finition 3.5.1 Dans un sous-multigraphe partiel oriente´, un chemin Pi1,ih =(Ti1, Ti2,...,
Tih) est dit re´gulier si
• le chemin Pi1,ih me`ne d’un noeud de conflit a` un noeud de conflit (c’est-a`-dire d’une
source a` un puits, d’une source a` un noeud ordinaire, d’un noeud ordinaire a` un noeud
ordinaire, ou d’un noeud ordinaire a` un puits),
• Xkil,il+1 > 0 pour tout arc (il, il+1, k), l = 1, ..., h− 1 appartenant au chemin Pi1,ih,
• tous les arcs du chemin Pi1,ih sont de meˆme couleur,
• le poids du chemin Pi1,ih est e´gal a` la valeur minimale de Xkil,il+1 pour tout arc (il, il+1, k),
l = 1, ..., h− 1, appartenant a` Pi1,ih.
44
Remarque 3.5.2 Notons qu’un noeud reliant deux arcs appartenant au meˆme chemin re´gu-
lier est un noeud interme´diaire.
L’ensemble des sommets du sous-multigraphe partiel H = (V ′, A′) est partitionne´ en trois
sous-ensembles : V ′s est le sous-ensemble des sommets source, V
′
p est le sous-ensemble des
sommets puits et V ′a est le sous-ensemble des sommets qui ne sont ni source ni puits.
A` partir d’un sommet s ∈ V ′s , et tant qu’il existe un arc sortant de s, nous de´terminons un
chemin de couleur k reliant le sommet s a` un autre sommet t ∈ V ′\V ′s , tel qu’il n’existe aucun
arc sortant du sommet t de couleur k. Le poids du chemin Pst est e´gal a` wst = min
(i,j,k)∈Pst
{(Xkij)}
et pour chaque arc (i, j, k) ∈ Pst, nous posons Xkij = Xkij − wst et si Xkij = 0, alors nous
supprimons l’arc (i, j, k) du sous-multigraphe partiel H. Nous re´pe´tons la meˆme ope´ration
pour chaque sommet appartenant a` V ′s , ensuite pour chaque sommet appartenant a` V
′
a. Soit
P l’ensemble de tous les chemins re´guliers Pi,j reliant le noeud i ∈ V ′ au noeud j ∈ V ′.
Soit G∗ = (V ′,P) un sous-multigraphe partiel, ou` V ′ repre´sente l’ensemble des sommets
et P l’ensemble des chemins re´guliers. Soit A = (aip)i∈V ′,p∈P la matrice d’incidence sommets-
chemins, correspondant a` la solution courante de la relaxation line´aire. Le coefficient aip
prenda la valeur 1 si le sommet i appartient au chemin p et 0 sinon.
3.5.2 Formulation du proble`me auxiliaire
Notre objectif est de de´terminer un ensemble de sommets S1 ⊂ V ′ de cardinalite´ impaire,
tel que l’intersection de tout chemin p ∈ P avec S1 soit de cardinalite´ au plus 2, et que le
poids total des chemins ayant une intersection avec S1 de cardinalite´ 1 soit minimal.
Conside´rons le sous-multigraphe G∗ = (V ′,P), nous associons a` chaque sommet i ∈ V ′
une variable binaire xi, qui prend la valeur 1 si le sommet i appartient a` l’ensemble S1, et 0
sinon. A` chaque chemin p ∈ P , nous associons deux variables binaires yp et zp. La variable
yp prend la valeur 0 si l’intersection du chemin p avec l’ensemble S1 est vide, et 1 sinon. Par
contre, la variable zp prend la valeur 1 si l’intersection du chemin p avec l’ensemble S1 est de
cardinalite´ 1, et 0 sinon.
Le proble`me de se´paration des coupes impaires de capacite´ minimale se formule comme
un programme line´aire en nombres entiers.
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(CoupeImp)

min
∑
p∈P
wpzp (3.25)
s.c.
∑
i∈V ′
aipxi + zp − 2yp = 0 ∀p ∈ P (3.26)∑
i∈V ′
xi = 2k + 1 (3.27)
kmin 6k 6 kmax (3.28)
k > 0, k ∈ Z (3.29)
xi ∈ {0, 1}, ∀i ∈ V ′ (3.30)
zp, yp ∈ {0, 1}. ∀p ∈ P (3.31)
L’objectif (3.25) minimise le poids total des chemins ayant une intersection avec S1 de
cardinalite´ 1. Les contraintes (3.26) garantissent que chaque chemin contient au plus deux
sommets appartenant a` S1. La contrainte (3.27) assure que la cardinalite´ de S1 soit impaire.
Les contraintes (3.28) et (3.29) de´finissent le domaine de la variable k. Notons que nous
limitons la taille de l’ensemble S1 dans le but d’acce´le´rer la re´solution du proble`me. Les
contraintes (3.30) et (3.31) indiquent que les variables xi, yp et zp sont binaires.
Le proble`me (CoupeImp) est un programme line´aire en nombres entiers que nous re´solvons
a` l’aide de la me´thode de se´paration et e´valuation progressive.
Proposition 3.5.3 Toute solution re´alisable du proble`me (CoupeImp) correspond a` une
coupe impaire de capacite´ minimale.
De´monstration.
Le proble`me de coupe impaire de capacite´ minimale consiste a` de´terminer, dans un graphe
donne´, un sous-ensemble de sommets U de cardinalite´ impaire, tel que le poids total des areˆtes
appartenant a` δ(U) est minimal.
Soit (S1,P1,P2) une solution re´alisable du proble`me (CoupeImp), S1 = {i ∈ V ′| xi = 1}
est l’ensemble des sommets. P1 = {p ∈ P| yp = 1 et zp = 1} repre´sente l’ensemble des chemins
p tels que l’intersection de p avec S1 est de cardinalite´ 1, P2 = {p ∈ P| yp = 1 et zp = 0}
repre´sente l’ensemble des chemins p tels que l’intersection de p avec S1 est de cardinalite´ 2.
La valeur de la solution est W ∗ =
∑
p∈P
wpzp.
Donc,
∑
i∈S1
xi = 2k + 1, ce qui implique que l’ensemble S1 est de cardinalite´ impaire.
La valeur de la solution est W ∗ =
∑
p∈P1
wp, en d’autres termes, l’objectif minimise le poids
46
total des chemins appartenant a` δ(S1). Par conse´quent, la solution re´alisable (S1,P1,P2)
correspond a` une coupe impaire de capacite´ minimale de´finie par (S1,P1,P2). 
3.5.3 Les ine´galite´s valides
La re´solution du proble`me auxiliaire (CoupeImp) nous permet d’identifier une coupe
impaire. En conside´rant une solution re´alisable (S1,P1,P2) du proble`me (CoupeImp), nous
construissons un sous-multigraphe partiel G′ = (S1 ∪ S2, F ), en suivant les e´tapes suivantes :
• Pour tout chemin p ∈ P2,
X extraire le sous-chemin re´gulier p′ = {ik, ik+1, ..., il−1, il} tel que p′ relie les sommets
ik et il de S1, c’est-a`-dire xik = xil = 1 et xik+1 = xik+2 = ... = xil−1 = 0.
X extraire l’ensemble des sommets interme´diaires du sous-chemin re´gulier p′, soit Ip′ =
{ik+1, ik+2, ..., il−1}.
X extraire l’ensemble des arcs reliant toute paire de sommets du sous-chemin re´gulier
p′, soit F ′p′ = {(i, j, c) ∈ A′ | i, j ∈ p′}.
• extraire l’ensemble de tous les sous-chemins re´guliers p′, soit P ′2 =
⋃
p′.
• extraire l’ensemble de tous les sommets interme´diaires, soit S2 =
⋃
p′∈P ′2
Ip′ .
• extraire l’ensemble de tous les arcs des sous-chemins re´guliers p′ ∈ P ′2, soit F =
⋃
p′∈P ′2
F ′p′ .
Nous avons construit un sous-multigraphe partiel G′ = (S1 ∪ S2, F ), ou` S1 est l’ensemble
des sommets de conflit, S2 est l’ensemble des sommets interme´diaires, et F repre´sente l’en-
semble des arcs induits par l’ensemble des sommets S1 ∪ S2.
Proposition 3.5.4 Soit G′ = (S, F ) un sous-multigraphe partiel de G∗ = (V ′,P ′2), ou` S =
S1 ∪ S2 et F =
⋃
p′∈P ′2
F ′p′. G
′ est un sous-multigraphe conflictuel non e´pineux.
De´monstration.
Le sous-multigraphe partiel G′ = (S, F ) est conflictuel non e´pineux si les conditions
suivantes sont ve´rifie´es :
• S1 ∪ S2 ne contient aucun de´pot,
• |S1| est impaire et au moins e´gale a` 3,
• S2 est l’ensemble des noeuds interme´diaires,
• S1 est l’ensemble des noeuds de conflit.
X La premie`re condition est ve´rifie´e, puisque nous savons que S1 ∪ S2 ⊆ V ′ et V ′ ne
contient aucun de´poˆt.
X La deuxie`me condition est ve´rifie´e, mais il faut pre´ciser que meˆme si |S1| est paire et
que les autres conditions sont ve´rifie´es la proposition reste valide.
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X Selon la de´finition 3.2.1, un noeud i ∈ S est dit interme´diaire, si δ−F (i) 6= ∅, δ+F (i) 6=
∅ et Col(δ−F (i)) ∩ Col(δ+F (i)) 6= ∅. Par construction, tout sommet i ∈ S2 est un sommet
interme´diaire d’un sous-chemin re´gulier. En d’autres termes, il existe au moins un arc entrant
et un arc sortant, et pour chaque arc entrant de couleur k, il existe un arc sortant de meˆme
couleur. Donc, tout sommet i ∈ S2 ve´rifie les conditions de la de´finition 3.2.1. Par conse´quent,
S2 est l’ensemble des noeuds interme´diaires.
X Selon la de´finition 3.2.1, un noeud i ∈ S est dit noeud de conflit, s’il est source,
puits, ou noeud ordinaire. Par construction, S1 est l’ensemble de tous les sources et puits des
sous-chemins re´guliers, pour tout noeud i ∈ S1, il existe trois cas possibles :
cas 1 : δ−F (i) = ∅, donc i est un noeud source,
cas 2 : δ+F (i) = ∅, donc i est un noeud puits,
cas 3 : δ−F (i) 6= ∅ et δ+F (i) 6= ∅, c’est-a`-dire que i est puits d’un sous-chemin re´gulier p′1
et source d’un autre sous-chemin re´gulier p′2. Si Col(δ
−
F (i))∩Col(δ+F (i)) = ∅, alors i est
noeud ordinaire, sinon i est un noeud interme´diaire, donc il faut poser S1 = S1\{i} et
S2 = S2 ∪ {i}.
Par conse´quent, tous les sommets de S1 sont des noeuds de conflit. 
Exemple 3.5.5 Dans la figure 3.11, nous avons un exemple de coupe impaire qui nous per-
met d’identifier un sous-multigraphe non e´pineux, ou` S1 = {T1, T4, T5} est l’ensemble des
noeuds de conflit, S2 = {T2, T3, T6} est l’ensemble des noeuds interme´diaires. Il existe trois
sous-chemins re´guliers : p′1 = {T1, T2, T3, T5} , p′2 = {T4, T5} et p′3 = {T4, T6, T1}.
T1 T2
T3
T5T4
T6
T8 T9
T10
T11T12
x 1
=
1
x 2
=
0
x
6 =
0
x
4 =
1
x
5 =
1
x
3
=
0
x 1
2
=
0
x 1
1
=
0
x
8 =
0
x
9 =
0
x
10 =
0
1/2
1/2
1/2
1/2
1/2
1/2
1/2
1/2
1/2
1/2
1/2
1/2
Figure 3.11 Exemple de coupe impaire de cardinalite´ 3 et de capacite´ e´gale a` 0.0
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3.5.4 Enrichissement et ajout des e´pines
Afin d’enrichir le sous-multigraphe conflictuel non e´pineux G′ = (S, F ), nous ajoutons
tout sous-chemin reliant un noeud source ou un noeud ordianire a` un noeud interme´diaire, et
tout sous-chemin reliant un noeud interme´diaire a` un noeud puits ou a` un noeud ordinaire a`
condition de ne modifier ni la nature des noeuds de conflit ni l’ensemble Col(δ(i)) pour chaque
noeud interme´diaire i ∈ S2. Ensuite nous ajoutons les e´pines aux noeuds interme´diaires.
L’algorithme 3.5 de´crit la proce´dure de liftage et l’algorithme 3.6 de´crit l’ajout des e´pines.
Notons que nous utilisons les meˆmes proce´dures pour lifter le sous-multigraphe G′ = (S, F )
avec les arcs de flux nul, en remplac¸ant toutefois la condition Xkij > 0 par X
k
ij = 0.
Algorithme 3.5 LiftPosCoupeImpaire(H = (V ′, A′), G′ = (S, F ))
1: Soit H = (V ′, A′),
2: Soit G′ = (S, F ), ou` S = S1 ∪ S2,
3: pour chaque arc (i, j, k) ∈ A′\F tel que Xkij > 0 et i ∈ S et j ∈ S faire
4: si δ+F (i) 6= ∅ et δ−F (j) 6= ∅ alors
5: si i ∈ S2 et k ∈ Col(δF (i)) alors
6: F := F ∪ {(i, j, k)}
7: finsi
8: si j ∈ S2 et k ∈ Col(δF (j)) alors
9: F := F ∪ {(i, j, k)}
10: finsi
11: si i ∈ S1 et δ−F (i) 6= ∅ et k ∈ Col(δ+F (i)) ∪ (K \ Col(δF (i))) alors
12: F := F ∪ {(i, j, k)}
13: finsi
14: si j ∈ S1 et δ+F (j) 6= ∅ et k ∈ Col(δ−F (j)) ∪ (K \ Col(δF (j))) alors
15: F := F ∪ {(i, j, k)},
16: finsi
17: finsi
18: finpour
Proposition 3.5.6 Soit G′ = (S, F ) un sous-multigraphe partiel de G = (V,A), ou` l’en-
semble des sommets S est partitionne´ en S1, S2 et S3 et l’ensemble des arcs F est partitionne´
en F1 et F2. G
′ est un sous-multigraphe conflictuel e´pineux.
De´monstration.
G′ = (S, F ) est un sous-multigraphe conflictuel e´pineux s’il ve´rifie les conditions de la
de´finition 3.2.2. Par la proposition 3.5.4, nous avons de´montre´ que le sous-multigraphe G′ =
(S1 ∪ S2, F1) est un sous-multigraphe conflictuel non e´pineux, donc les quatres premie`res
conditions de la de´finition 3.2.2 sont ve´rifie´es (meˆme apre`s lifting). L’algorithme 3.6 permet
49
Algorithme 3.6 EpinePosCoupeImpaire(G = (V,A), G′ = (S, F ))
1: Soit G = (V,A) ,
2: Soit G′ = (S, F ), ou` S = S1 ∪ S2,
3: F1 := F
4: F2 := ∅, S3 := ∅,
5: pour chaque sommet i ∈ S2 faire
6: pour chaque arc (j, i, k) ∈ δA\F (i) tel que Xkji > 0 faire
7: si k /∈ Col(δ+F (i)) alors
8: F := F ∪ {(j, i, k)}, F2 := F2 ∪ {(j, i, k)}, S3 := S3 ∪ {j},
9: Col(δ−F (i)) := Col(δ
−
F (i)) ∪ {k}
10: finsi
11: finpour
12: pour chaque arc (i, j, k) ∈ δA\F (i) tel que Xkij > 0 faire
13: si k /∈ Col(δ−F (i)) alors
14: F := F ∪ {(i, j, k)}, F2 := F2 ∪ {(i, j, k)}, S3 := S3 ∪ {j},
15: Col(δ+F (i)) := Col(δ
+
F (i)) ∪ {k}
16: finsi
17: finpour
18: finpour
19: F := F1 ∪ F2, S := S1 ∪ S2 ∪ S3.
l’ajout des e´pines au niveau de chaque noeud interme´diaire, donc la dernie`re condition de
la de´finition 3.2.2 est aussi ve´rifie´e. Nous pouvons conclure que G′ = (S, F ) est un sous-
multigraphe conflictuel e´pineux. 
3.5.5 Algorithme de se´paration des ine´galite´s de coupe impaire
A` l’aide de la solution fractionnaire du MDVSP et du sous-multigraphe partiel oriente´,
H = (V ′, A′), nous construisons le sous-multigraphe partiel des chemins re´guliers G∗ =
(V ′,P ′2). Ensuite, nous formulons et re´solvons le proble`me (CoupeImp) a` l’aide de la me´thode
de se´paration et e´valuation progressive. Lors de la re´solution, nous re´cupe´rons toute solution
re´alisable de valeur strictement infe´rieure a` 1. Pour chaque solution, nous construisons G′ =
(S, F ) un sous-multigraphe partiel. Nous enrichissons chaque sous-multigraphe partiel par des
arcs de flux non nul, nous ajoutons les e´pines pour chaque sommet interme´diaire ; ensuite,
nous enrichissons par des arcs de flux nul. Nous e´crivons l’ine´galite´ valide relative a` G′, si la
violation est strictement positive, alors nous l’ajoutons au proble`me a` re´soudre. La proce´dure
de se´paration des ine´galite´s de coupe impaire est de´crite par l’algorithme 3.7.
Par la proposition 3.5.7, nous pre´sentons la relation entre la capacite´ d’une coupe impaire
se´pare´e par le proble`me auxiliaire et la violation de l’ine´galite´ valide correspondante. Cette
relation justifie pourquoi nous retenons seulement les solutions re´alisables de valeur plus
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petite que 1.
Proposition 3.5.7 Toute coupe impaire de capacite´ W ∗ =
∑
p∈P1
wp infe´rieure a` 1 correspond
a` une ine´galite´ valide pour le MDVSP de violation infe´rieure ou e´gale a`
1−W ∗
2
.
De´monstration.
Selon la proposition 3.2.5, l’ine´galite´
∑
(i,j,k)∈F
Xkij ≤
⌊ |S1|
2
⌋
+|S2| est valide pour (MDSV P ).
Sa violation est
∑
(i,j,k)∈F
Xkij−
⌊ |S1|
2
⌋
−|S2| =
∑
(i,j,k)∈F
Xkij−
|S1|
2
−|S2|+ 1
2
et la capacite´ d’une
coupe impaire est e´gale a` W ∗ =
∑
p∈P1
wp =
∑
s∈S1
∑
(i,j,k)∈δA\F (s)
Xkij.
Au niveau de chaque noeud s ∈ S1 la relation suivante est ve´rifie´e :∑
(i,j,k)∈δF (s)
Xkij +
∑
(i,j,k)∈δA\F (s)
Xkij = 1 (3.32)
En sommant sur tous les sommets appartenant a` S1, nous obtenons :
∑
s∈S1
∑
(i,j,k)∈δF (s)
Xkij +
∑
s∈S1
∑
(i,j,k)∈δA\F (s)
Xkij = |S1| (3.33)
Au niveau de chaque noeud i ∈ S2, la relation suivante est aussi ve´rifie´e (voir la de´mons-
tration de la proposition 3.2.5)
∑
(i,j,k)∈δF1 (s)
Xkij +
∑
(i,j,k)∈δF2 (s)
2Xkij ≤ 2 (3.34)
En sommant sur tous les sommets appartenant a` S2, nous obtenons :
∑
s∈S2
∑
(i,j,k)∈δF1 (s)
Xkij +
∑
s∈S2
∑
(i,j,k)∈δF2 (s)
2Xkij ≤ 2|S2| (3.35)
Des relations (3.33) et (3.35), nous obtenons l’ine´galite´ suivante :
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∑
(i,j,k)∈F
Xkij +
1
2
∑
s∈S1
∑
(i,j,k)∈δA\F (s)
Xkij ≤
|S1|
2
+ |S2| (3.36)
⇒
∑
(i,j,k)∈F
Xkij +
1
2
W ∗ ≤ |S1|
2
+ |S2| (3.37)
⇒
∑
(i,j,k)∈F
Xkij −
|S1|
2
− |S2| ≤ −1
2
W ∗ (3.38)
⇒ violation− 1
2
≤ −1
2
W ∗ (3.39)
⇒ violation ≤ 1−W
∗
2
(3.40)

Algorithme 3.7 Se´paration d’ine´galite´s de Coupe Impaire(Solution, ListIne´gV alid)
1: extraire la solution de la relaxation line´aire et construire un sous-multigraphe partiel
oriente´, H = (V ′, A′)
2: Soit P la famille de tous les chemins re´guliers Pi,j reliant le noeud i au noeud j dans H.
3: re´soudre le proble`me (CoupeImp) a` l’aide de Cplex.
4: pour toute solution re´alisable de valeur < 1 faire
5: extraire S1 l’ensemble des sommets i ∈ V tel que xi = 1
6: extraire P2 l’ensemble des chemins p ∈ P tels que l’intersection de p avec S1 est de
cardinalite´ 2.
7: extraire P ′2 l’ensemble des sous-chemins p′ = {ik, ik+1, ik+2, ..., il} de p ∈ P2 tels que
xik = xil = 1 et xik+1 = xik+2 = ... = xil−1 = 0
8: extraire F ′p′ l’ensemble des arcs du sous-chemin p
′
9: extraire Ip′ = {ik+1, ik+2, ..., il−1} l’ensemble des sommets interme´diaires du sous-
chemin p′.
10: Soit S2 =
⋃
p′∈P ′2
Ip′
11: Soit S = S1 ∪ S2
12: Soit F =
⋃
p′∈P ′2
F ′p′
13: construire G′ = (S, F ) un sous-multigraphe partiel de G∗,
14: LiftPosCoupeImpaire(A,G′ = (S, F ))
15: EpineCoupeImpaire(A,G′ = (S, F ))
16: LiftNulCoupeImpaire(A,G′ = (S, F ))
17: EpineNulCoupeImpaire(A,G′ = (S, F ))
18: ajouter l’ine´galite´ valide relative a` G′ a` ListIne´gV alid
19: finpour
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3.6 Me´thodes d’e´limination de variables
Dans cette section, nous pre´sentons les principes d’e´limination de variables et les outils
ne´cessaires pour leur application au MDVSP. Notons que nous appliquons deux me´thodes
d’e´limination de variables sans ge´ne´ration de colonnes, soit une me´thode directe (section
3.6.1) et une me´thode bidirectionnelle (section 3.6.2).
3.6.1 Me´thode directe
Afin d’e´liminer des variables (c’est-a`-dire fixer leur valeur a` 0) du (MDV SP ), nous avons
applique´ le crite`re de la proposition 2.4.1 en utilisant la solution de la relaxation line´aire du
(MDV SP ) et une solution re´alisable obtenue a` l’aide de l’heuristique de´crite par l’algorithme
3.8. Cette dernie`re consiste a` transformer le proble`me du MDVSP en un proble`me d’horaires
de ve´hicules avec un seul de´poˆt SDVSP. Nous remplac¸ons l’ensemble des de´poˆts par un seul
de´poˆt, qui est repre´sente´ par le noeud n + 1. Le de´poˆt est relie´ a` chaque noeud i, pour tout
i = 1, 2, . . . , n, du re´seau par un arc de couˆt cn+1,i = min
k∈K
cn+k,i. Chaque noeud i, pour tout
i = 1, 2, . . . , n, est relie´ au de´poˆt par un arc de couˆt ci,n+1 = min
k∈K
ci,n+k. Apre`s la re´solution du
(SDV SP ), nous choisissons p1 variables posse´dant les plus petits couˆts re´duits. Nous cre´ons
le (MDV SP ) relatif au p1 variables se´lectionne´es et nous re´solvons sa relaxation line´aire. En
utilisant le meˆme crite`re, nous se´lectionnons p2 variables, nous cre´ons le (MDV SP ) relatif et
nous utilisons la me´thode de se´paration et e´valuation progressive pour re´soudre le proble`me.
Algorithme 3.8 Heuristique (d’A. Hadjar)
1: Construire le SDVSP
2: Re´soudre le (SDV SP )
3: Trier les variables selon l’ordre croissant des couˆts re´duits
4: Se´lectionner les p1 premie`res variables, et cre´er le (MDV SP ) re´duit, nomme´
MDV SP−R1
5: Re´soudre la relaxation line´aire du MDV SP−R1
6: Trier les variables selon l’ordre croissant des couˆts re´duits
7: Se´lectionner les p2 premie`res variables, et cre´er le (MDV SP ) re´duit, nomme´
MDV SP−R2
8: Re´soudre MDV SP−R2
9: Nommer la solution trouve´e SHeur et la valeur de cette solution UBHeur
Dans le but d’obtenir une solution heuristique en peu de temps, nous limitons les tailles
des proble`mes MDV SP−R1 et MDV SP−R2, c’est-a`-dire les valeurs de p1 et p2 ne doivent
pas eˆtre tre`s grandes. Soient m le nombre total d’arcs et n le nombre total de noeuds. Soit
NbCotSP (respectivement NbCotR1) le nombre de variables du SDV SP (respectivement
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MDV SP−R1) dont le couˆt re´duit est plus petit que 0.1. Les valeurs de p1 et p2 sont de´finies
comme suit :
V arMax1 = max{10n+ 1, bm
10
c+ 1}, p1 = max{V arMax1, NbCotSP}
V arMax2 = max{n+ 1, bm
10
c+ 1}, p1 = max{V arMax2, NbCotR1}
3.6.2 Me´thode bidirectionnelle
Soit (pi, ρ1, ρ2, ..., ρ|K|) une solution re´alisable duale du (MDV SP ), ou` pi = (pi1, ..., pin, ..., pin+|K|)
est le vecteur des variables duales associe´es aux contraintes (2.2) et (2.3) et ρk = (ρk1, ρ
k
2, ..., ρ
k
n)
est le vecteur des variables duales associe´es aux contraintes (2.4). De plus, soit r(pi, ρ)T =
cT − piA−
∑
k∈K
ρkDk le vecteur des couˆts re´duits, et UB une borne supe´rieure pour la valeur
optimale du (MDV SP ).
Selon la proposition 2.4.1, si rij(pi, ρ) > UB−
i=n∑
i=1
pii−
∑
k∈K
vkpin+k−
∑
k∈K
ρkdk, alors Xkij = 0
dans toute solution optimale du (MDV SP ). Ceci peut s’e´crire : lbij(pi, ρ) = rij(pi, ρ)+
i=n∑
i=1
pii+∑
k∈K
vkpin+k +
∑
k∈K
ρkdk > UB.
Vecteur des variables duales et calcul des couˆts re´duits
Soit c˜ij le couˆt associe´ a` chaque arc (i, j, k) ∈ A, tel que
c˜ij =
{
cij − pii si i = 1, 2, ..., n
c(k+n)j − pik+n si le noeud i repre´sente le de´poˆt Dk ∀k ∈ K
Nous avons utilise´ l’algorithme de recherche du plus court chemin pour les graphes acy-
cliques pour calculer les longueurs des plus courts chemins suivantes :
• `kt→ repre´sente la longueur du plus court chemin du de´poˆt Dk au de´poˆt Dk, qui est e´gal
a` 0,
• `ki→ repre´sente la longueur du plus court chemin du de´poˆt Dk a` i, et
• `kj← repre´sente la longueur du plus court chemin du de´poˆt Dk a` j en inversant le sens
des arcs.
En utilisant l’e´quation (2.24), la plus grande valeur du couˆt re´duit de la variable Xkij par
rapport a` pi est e´gale a` :
r¯kij(pi) = c˜ij + `
k
i
→
+ `kj
←
. (3.41)
54
Par conse´quent, la proposition suivante nous permet d’e´liminer des arcs (ou fixer des va-
riables) du (MDV SP ).
Proposition 3.6.1 Si r¯kij(pi) > UB −
n∑
i=1
pii−
∑
k∈K
vkpin+k, alors X
k
ij = 0 dans toute solution
optimale du (MDV SP ), ou` UB repre´sente une borne supe´rieure sur la valeur optimale de
la solution du (MDV SP ).
E´limination d’arcs apre`s l’ajout des coupes
Apre`s l’ajout des ine´galite´s valides, le coˆut re´duit associe´ a` chaque arc (i, j, k) ∈ A devient :
c˜ij =

cij − pii −
p∑
t=1
atijkpit si i = 1, 2, ..., n
cn+kj − pik+n −
p∑
t=1
atn+kjkpit si le noeud i repre´sente le de´poˆt Dk
ou` :
• pit repre´sente la variable duale associe´e a` l’ine´galite´ valide t, ∀t = 1, ..., p ,
• atij repre´sente le coefficient de la variable Xkij dans l’ine´galite´ t, ∀t = 1, ..., p .
De ce qui pre´ce`de, nous constatons que l’e´limination de variables de´pend principalement
des valeurs des deux bornes infe´rieure et supe´rieure. Alors, nous avons applique´ une me´thode
d’e´limination de variables en deux phases. Dans la premie`re, nous avons applique´ les me´thodes
directe et bidirectionnelle en utilisant une borne supe´rieure fournie par l’heuristique (algo-
rithme 3.8) et la valeur de la relaxation line´aire comme borne infe´rieure. Dans la deuxie`me
phase, nous avons soumis a` Cplex le programme line´aire en nombres entiers obtenu dans la
premie`re phase et la valeur de la solution heuristique comme solution initiale. Si au noeud
racine, la borne supe´rieure est meilleure que celle de l’heuristique, alors nous appliquons la
me´thode bidirectionnelle encore une fois. La proce´dure d’e´limination de variables est de´crite
par l’algorithme 3.9.
3.7 Algorithme de re´solution du MDVSP
Au noeud racine de l’arbre de branchement, l’algorithme de´bute par la re´solution de la
relaxation line´aire du (MDV SP ). Si le proble`me relaxe´ posse`de une solution optimale et
si elle n’est pas entie`re, alors l’algorithme applique la me´thode d’e´limination de variables,
pre´sente´e dans la section 3.6. Ensuite, l’algorithme utilise les me´thodes de se´paration des
ine´galite´s valides de´crites par les algorithmes 3.3, 3.4 et 3.7. S’il existe des plans coupants,
alors l’algorithme ajoute les ine´galite´s valides au programme line´aire et le re´sout de nouveau
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Algorithme 3.9 Me´thode d’e´limination de variables
1: De´terminer une solution heuristique et une borne supe´rieure UBHeur
2: Re´soudre la relaxation line´aire du (MDV SP ) et re´cupe´rer la solution duale
3: E´liminer des variables en appliquant la me´thode directe d’e´limination de variables
4: E´liminer des variables en appliquant la me´thode bidirectionnelle
5: Re´soudre le programme line´aire re´sultant en nombres entiers, en limitant le nombre de
noeud a` 1 et re´cupe´rer la borne supe´rieure donne´e par l’heuristique de CPLEX
6: si Au noeud racine, CPLEX fournit une borne supe´rieure meilleure que UBHeur alors
7: E´liminer des variables en appliquant la me´thode bidirectionnelle
8: finsi
(au niveau du meˆme noeud). La meˆme ope´ration est re´pe´te´e jusqu’a` qu’il n’existe plus de
plans coupants ; dans ce cas nous appliquons une autre fois la me´thode d’e´limination de
variables. Par la suite, nous continuons la re´solution du programme line´aire en nombres
entiers, ou` deux noeuds fils sont cre´e´s. Dans l’un, une variable Xkij est fixe´e a` 0, et dans
l’autre, la meˆme variable est fixe´e a` 1. Le choix de la variable de branchement est fait par
le logiciel utilise´ pour la re´solution du proble`me. Au niveau de chaque noeud de l’arbre de
branchement, l’algorithme proce`de de la meˆme fac¸on. Si la solution optimale existe et n’est
pas entie`re, alors la me´thode de se´paration est applique´e jusqu’a` ce qu’il n’existe plus de plans
coupants ; dans ce cas, deux noeuds fils sont cre´e´s et ainsi de suite jusqu’a` ce qu’il n’existe
plus de noeuds actifs dans l’arbre de branchement. La me´thode de re´solution du MDVSP est
de´crite par l’algorithme 3.10.
Algorithme 3.10 Re´solution du MDVSP
1: Au noeud racine, appliquer la me´thode d’e´limination de variables en utilisant l’algorithme
3.9
2: Au noeud racine, appliquer la me´thode de se´paration des ine´galite´s valides
3: tant que Il existe des ine´galite´s viole´es au noeud racine faire
4: Ajouter les ine´galite´s viole´es au proble`me
5: Re´soudre la relaxation line´aire du proble`me
6: Appliquer la me´thode de se´paration des ine´galite´s
7: fintant que
8: Appliquer la me´thode d’e´limination de variables en utilisant l’algorithme 3.9
9: Continuer la re´solution du programme line´aire en nombres entiers a` l’aide de Cplex.
En conside´rant les diffe´rentes combinaisons possibles de nos proce´dures, nous avons teste´
plusieurs strate´gies. Nous pre´sentons dans le tableau 3.1 les caracte´ristiques des strate´gies
choisies. Les colonnes du tableau indiquent dans l’ordre de gauche a` droite : le nume´ro de
la strate´gie, si le pre´-traitement de Cplex est autorise´ ou non, si les coupes de Cplex sont
ajoute´es ou non, si la proce´dure d’e´limination de variables est applique´e ou non, si au noeud
racine les ine´galite´s de cycle impair, les ine´galite´s de coupe impaire ou les ine´galite´s de clique
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de cardinalite´ 3 sont ajoute´es ou non, ensuite si elles sont ajoute´es aux autres noeuds de
l’arbre de branchement.
Tableau 3.1 Caracte´ristiques des strate´gies
N˚ Pre´- Coupes VF Au noeud racine Aux noeuds fils
Strate´gie traitement Cplex Cy.Imp Cp.Imp K 3 Cy.Imp Cp.Imp K 3
0 X X
1 X
2 X X
3 X X
4 X X
5 X X X X
6 X X X X X
7 X X X X
8 X
9 X X X
3.8 Application et re´sultats
Pour tester notre algorithme, nous avons utilise´ un ge´ne´rateur ale´atoire des instances du
MDVSP qui a e´te´ cre´e´ par Carpaneto et al. (1989). Ce ge´ne´rateur a e´te´ utilise´ par plusieurs
chercheurs (Ribeiro et Soumis (1994), Fischetti et al.(2001), Hadjar et al. (2006) ainsi que
d’autres) pour tester leur algorithme. Les re´sultats pre´sente´s dans nos tableaux sont des
moyennes sur 5 instances diffe´rentes ge´ne´re´es de type A ou B, pour un nombre donne´ de
taˆches et de de´poˆts. Par exemple, pour un proble`me de 400 taˆches avec 4 de´poˆts, le nombre
de noeuds est e´gal a` la moyenne des nombres de noeuds de 5 instances diffe´rentes de 400
taˆches avec 4 de´poˆts. Nous avons fixe´ une limite de temps de re´solution a` 48 heures. Nous
avons utilise´ CPLEX 12.4.0.0 pour re´soudre nos proble`mes sur la machine Briare´e du Re´seau
Calcul Que´bec de Haute Performance (RQCHP). Briare´e posse`de 630 noeuds, chacun contient
2 processeurs Intel (Intel Xeon X5650 2.66GHz Westmere-EP). Notons que nous n’avons pas
utilise´ la version paralle`le de CPLEX.
3.8.1 Comparaison de strate´gies
Afin de de´terminer la meilleure strate´gie, nous comparons les 10 strate´gies pre´sente´es dans
le tableau 3.1, en utilisant 5 instances ale´atoires de type A avec 600 taˆches et 5 de´poˆts et
5 instances de type A avec 800 taˆches et 5 de´poˆts. Les re´sultats de cette comparaison sont
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pre´sente´s dans le tableau 3.2. Les colonnes du tableau indiquent dans l’ordre de gauche a`
droite : le nume´ro de la strate´gie, pour les instances 600A5 (resp. 800A5) : le pourcentage des
variables fixe´es a` la racine, le nombre total d’ine´galite´s valides ajoute´es et le temps CPU total
de re´solution. Nous constatons que le pourcentage moyen des variables fixe´es est de 93% pour
les instances de 600 taˆches et de 78% pour les instances de 800 taˆches. Nous remarquons aussi
que l’ajout des ine´galite´s valides permet de supprimer plus de variables, ce qui implique que
les plans coupants ame´liorent la valeur de la borne infe´rieure. L’importance de l’e´limination
de variables se concre´tise en observant la diffe´rence entre les temps CPU enregistre´s par les
strate´gies 2 et 5 par rapport aux temps CPU enregistre´s par les strate´gies 8 et 9. Les meilleurs
temps CPU sont enregistre´s par les strate´gies 2 et 5. Nous retenons les strate´gies 0, 2 et 5
pour faire une analyse des profils de performance.
Tableau 3.2 Comparaison des strate´gies
600A5 800A5
Strate´gie VF Nb.Ine´galite´s Temps CPU VF Nb.Ine´galite´s Temps CPU
% valides (s) % valides (s)
0 0.00 0.0 1470.92 0.00 0.0 6041.70
1 92.44 0.0 630.84 78.23 0.0 6615.60
2 93.70 28.0 480.14 78.79 30.8 3358.3
3 93.74 6.2 620.76 78.33 1.8 6307.9
4 92.96 0.4 625.52 78.23 0.2 9428.7
5 93.02 33.8 511.60 78.22 41.1 2985.5
6 94.38 94.8 682.42 78.22 131.0 5238.9
7 93.14 70.8 621.10 78.33 90.0 6146.5
8 0.00 27.2 1716.44 0.00 29.2 9714.2
9 0.00 28.4 1673.22 0.00 37.4 11428.9
3.8.2 Analyse des profils de performance
Afin de comparer les trois strate´gies se´lectionne´es suite a` une premie`re comparaison, nous
utilisons l’analyse des profils de performance introduite par Dolan et More´ (2002). Nous
pre´sentons en premier le principe de cette technique.
Soit S l’ensemble des strate´gies tel que |S| = ns repre´sente le nombre de strate´gies et P
l’ensemble des proble`mes a` tester tel que |P | = np repre´sente le nombre de proble`mes. Nous
de´sirons utiliser le temps CPU de re´solution comme une mesure de performance.
Soit tps le temps CPU total requis pour la re´solution du proble`me p en utilisant la strate´gie
s, pour tout proble`me p et strate´gie s. Soit rps le ratio de performance tel que
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rps =
tps
min
s∈S
{tps} . (3.42)
Soit P sτ = {p ∈ P |rps ≤ τ}, pour tout s ∈ S, pour tout scalaire τ ∈ R, τ ≥ 1. La
performance de la strate´gie s ∈ S est donne´e par la fonction suivante :
ρs(τ) =
|P sτ |
np
, ∀τ ∈ R. (3.43)
Par exemple, ρs(1.5) = 0.8 indique que 80% des instances peuvent eˆtre re´solues par la
strate´gie s en au plus 150% du meilleur temps enregistre´ par toutes les strate´gies.
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Figure 3.12 Courbes des profils de performance.
Nous utilisons 130 instances ge´ne´re´es ale´atoirement, en conside´rant des instances de type
A et B, de 4 et 5 de´poˆts et le nombre des taˆches varie entre 400 et 1000. Les courbes des
profils de performance des strate´gies 0, 2 et 5 sont illustre´es a` la figure 3.12. La comparaison
des courbes des profils de performance montre que la strate´gie 2 est plus performante pour
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les petites valeurs de τ . Par contre c’est la strate´gie 5 qui converge le plus rapidement.
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Figure 3.13 Comparaison des temps de re´solution des strate´gies 2 et 5.
De la comparaison des courbes des profils de performance, il semble qu’il n’existe pas un
grand e´cart entre les strate´gies 2 et 5. Afin de ve´rifier si l’ajout des ine´galite´s de coupe impaire
est utile ou non, nous comparons les temps de re´solution des strate´gies 2 et 5. La comparaison
est repre´sente´e par la figure 3.13. Nous remarquons que pour les instances de taille 800 et
moins, la strate´gie 2 est plus rapide que la strate´gie 5. Par contre pour les instances de taille
900 et 1000 la strate´gie 5 est meilleure. Nous concluons que, pour les grandes instances,
l’ajout des ine´galite´s de coupe impaire aide a` re´duire les temps de re´solution.
3.8.3 Quelques statistiques
Dans le tableau 3.3, nous pre´sentons quelques statistiques. Les colonnes du tableau in-
diquent de gauche a` droite : le nom de l’instance, le nombre total de variables avant e´limina-
tion, le nombre de variables fixe´es en pourcentage en appliquant la strate´gie 2 et le nombre de
variables fixe´es en pourcentage en appliquant la strate´gie 5. Notons que nous pre´sentons des
instances de type A seulement. Pour les instances de type B, les grandeurs sont diffe´rentes
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mais les conclusions sont les meˆmes. Nous n’observons pas de grandes diffe´rences entre les
deux strate´gies. Nous constatons qu’en moyenne, nous e´liminons entre 62.6% et 98.5% des
variables au noeud racine. Les pourcentages sont plus e´leve´s pour les instances de 600 taˆches
et moins, ce qui est peut-eˆtre duˆ a` la qualite´ de la borne supe´rieure.
Les moyennes des nombres d’ine´galite´s valides ajoute´es par chaque strate´gie ainsi que
le nombre de noeuds de l’arbre de branchement sont pre´sente´es dans le tableau 3.4. Les
colonnes du tableau indiquent dans l’ordre de gauche a` droite : le nom de l’instance, pour
la strate´gie 2 : le nombre d’ine´galite´s de cycle impair ajoute´es, le nombre de noeuds de
l’arbre de branchement, pour la strate´gie 5 : le nombre d’ine´galite´s de cycle impair ajoute´es,
le nombre d’ine´galite´s de clique de cardinalite´ 3 ajoute´es, le nombre d’ine´galite´s de coupe
impaire ajoute´es, le nombre total d’ine´galite´s valides ajoute´es et le nombre de noeuds de
l’arbre de branchement. Nous constatons que nous avons identifie´ plus d’ine´galite´s valides
avec la strate´gie 5 qu’avec la strate´gie 2. Nous remarquons qu’en appliquant la strate´gie 5
nous avons identifie´ plus d’ine´galite´s de cycle impair que celles de coupe impaire a` la racine (il
faut noter que nous ne conside´rons pas les structures identiques), ce qui n’est pas surprenant,
vu que les structures des coupes impaires sont plus grandes que les structures de cycles
impairs. De plus il est possible que le proble`me auxiliaire areˆte la re´solution avant de trouver
beaucoup d’ine´galite´s de coupe impaire, puisque nous avons limite´ le nombre de noeuds de
son arbre de branchement. Nous remarquons aussi, qu’en moyenne le nombre d’ine´galite´s de
clique de cardinalite´ 3 identifie´es (qui sont des cycles impairs de longueur 3) est infe´rieur
a` 1. Ce n’est pas surprenant e´tant donne´ que les structures de cycles impairs conflictuels
ordinaires (sans e´pine) sont rares dans le multigraphe du MDVSP. Ge´ne´ralement, les arbres
de branchement obtenus par l’application de la strate´gie 5 contiennent moins de noeuds.
Nous avons mentionne´ dans la section 3.5 qu’une solution entie`re du proble`me auxiliaire
peut fournir une coupe impaire qui correpond a` une ine´galite´ viole´e, une coupe paire ou une
coupe impaire qui correpond a` une ine´galite´ valide non-viole´e. Le tableau 3.5 contient les
statistiques des solutions du proble`me auxiliaire en nombres entiers utilise´ pour la se´para-
tion des ine´galite´s de coupe impaire dans la strate´gie 5. Nous constatons que la proportion
d’ine´galite´s de coupe impaire ajoute´es varie entre 31.9% et 48.5%. Par contre, la proportion
de coupes paires est infe´rieure a` 10.0%, sauf pour les instances 400A5 et 500A4 dont les
proportions sont 21.9% et 11.0%, respectivement. Ce re´sultat est assez bon surtout que nous
re´solvons un seul proble`me auxiliaire, a` chaque ite´ration, pour se´parer toutes les ine´galite´s
de coupe impaire.
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Tableau 3.3 Nombre de variables fixe´es dans les strate´gies 2 et 5.
Instance NbVar NbVarFix (%) NbVarFix (%)
Strate´gie 2 Strate´gie 5
400A4 194452.0 98.5 98.4
400A5 245253.0 86.1 87.6
500A4 303904.0 96.5 95.0
500A5 379906.0 86.6 92.4
600A4 433015.2 96.2 94.2
600A5 548417.0 93.7 94.4
700A4 595441.6 90.7 90.7
700A5 747081.0 62.7 62.6
800A4 781039.2 76.9 76.9
800A5 969901.0 78.8 78.2
900A4 969084.8 91.2 91.2
900A5 1231693.0 85.6 85.7
1000A4 1213471.6 77.8 77.6
1000A5 1518470.0 92.9 92.9
Tableau 3.4 Nombre de coupes ajoute´es dans les strate´gies 2 et 5.
Strate´gie 2 Strate´gie 5
Instance NbTotal Nb.Noeuds NbTotal NbTotal NbTotal NbTotal Nb.Noeuds
Cy.Imp branch Cy.Imp K 3 Cp.Imp Ing.Valid branch
400A4 14.8 74.4 16.0 0.0 6.6 22.6 88.6
400A5 14.2 729.4 13.8 0.0 5.0 18.8 612.0
500A4 30.0 592.2 32.2 0.2 6.6 39.0 937.6
500A5 16.4 744.6 22.8 0.6 5.4 28.8 380.0
600A4 34.4 562.6 31.8 0.2 3.6 35.6 425.0
600A5 28.0 6133.4 26.6 0.6 4.6 31.8 7546.6
700A4 31.8 3637.6 32.2 0.0 4.4 36.6 1356.4
700A5 32.6 34686.8 28.6 0.0 4.4 33.0 13453.2
800A4 39.2 30543.0 39.6 0.0 5.2 44.8 59090.6
800A5 30.8 26246.4 35.4 0.2 5.8 41.4 18167.8
900A4 24.8 32643.2 24.8 0.4 2.8 28.0 37977.4
900A5 31.0 165496.8 36.6 0.2 6.4 43.2 300869.0
1000A4 31.75 71439.3 31.0 0.3 4.5 35.75 34021.0
1000A5 37.0 487212.75 33.75 0.3 6.75 40.75 129831.0
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Tableau 3.5 Les solutions du proble`me auxiliaire en nombres entiers dans la strate´gie 5.
Instance Nb % Nb % NbTotal
Cp.Imp Cp.Imp Cp.Pair Cp.Paire Cp.Trouve´e
400A4 6.6 48.5 0.6 4.4 13.6
400A5 5.0 39.1 2.8 21.9 12.8
500A4 6.6 36.3 2.0 11.0 18.2
500A5 5.4 37.5 1.4 9.7 14.4
600A4 3.6 32.1 0.8 7.1 11.2
600A5 4.6 37.7 1.2 9.8 12.2
700A4 4.4 31.9 1.2 8.7 13.8
700A5 4.4 37.3 0.4 3.4 11.8
800A4 5.2 36.1 0.6 4.2 14.4
800A5 5.8 37.7 0.6 3.9 15.4
900A4 2.8 26.4 0.4 3.8 10.6
900A5 6.4 33.7 0.4 2.1 19
1000A4 4.5 39.1 0.25 2.2 11.5
1000A5 6.75 40.3 1.25 7.5 16.75
3.9 Conclusion
Dans le pre´sent chapitre, nous avons pre´sente´ un algorithme combinant les me´thodes
d’e´linimation de variables, de se´paration et d’e´valuation progressive et de ge´ne´ration de plans
coupants pour la re´solution du MDVSP, en utilisant la formulation mathe´matique de multi-
flot dans les re´seaux propose´e par Ribeiro et Soumis (1994).
En premier, nous avons ge´ne´ralise´ la notion de sous-multigraphe e´pineux propose´ par
Hadjar et al. (2006). Ensuite, nous avons exploite´ les points communs entre le MDVSP et les
proble`mes de couplage et de stable pour e´tablir des relations entre les ine´galite´s d’Edmonds
(1965) pour le proble`me de couplage, les ine´galite´s de trous impairs pour le proble`me de
stable et les ine´galite´s valides pour le MDVSP. En utilisant ces relations, nous avons re´ussi a`
identifier deux structures particulie`res, que nous avons nomme´es les cycles impairs conflictuels
et les coupes impaires. Nous avons propose´ un algorithme polynomial pour la se´paration de
la premie`re et nous avons formule´ le proble`me de se´paration des ine´galite´s de coupe impaire
comme un programme line´aire en nombres entiers dont la complexite´ n’est pas encore connue.
Notons que jusqu’a` maintenant nous n’avons pas la preuve que le proble`me de se´paration est
NP-complet ou non, malgre´ que nous croyons qu’il l’est.
Nous avons montre´ que l’ajout des ine´galite´s valides base´es sur les cycles impairs conflic-
tuels et les coupes impaires permet d’ame´liorer les temps de re´solution des instances du
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MDVSP. Des re´sultats obtenues, nous avons remarque´ qu’en moyenne le temps de se´paration
des ine´galite´s valides repre´sente 30% du temps total de re´solution du proble`me. De plus, le
temps de se´paration des ine´galite´s de cycle impair repre´sente 7.3% du temps total de se´pa-
ration. Par contre le temps de se´paration des ine´galite´s de coupe impaire repre´sente 92.6%
du temps total de se´paration et la se´paration des ine´galite´s de clique de cardinalite´ 3 ne
repre´sente que 0.1% du temps total de se´paration. Ces constatations permettent de justifier
le fait qu’il n’existe pas une grande diffe´rence entre les strate´gies 2 et 5 pour les instances de
moins de 800 taˆches. C’est pour cette raison, nous pensons qu’il est pre´fe´rable de proposer
une me´thode heuristique pour la se´paration de cette cate´gorie d’ine´galite´s valides. Nous avons
e´labore´ une recherche tabou qui n’a permis d’identifier que des structures de petite taille et
donc tre`s peu d’ine´galite´s viole´es.
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CHAPITRE 4
INE´GALITE´S VALIDES ET ALGORITHMES DE SE´PARATION POUR LE
SPP
4.1 Introduction
Dans le pre´sent chapitre, nous e´tudions le SPP pur. Nous conside´rons une matrice A =
(aij) dont les coefficients sont e´gaux a` 0 ou 1. Soit I = {1, . . . ,m} l’ensemble des lignes et
J = {1, . . . , n} l’ensemble des colonnes de la matrice A. Soit cj, j ∈ J , le couˆt de la colonne
j ∈ J . L’e´le´ment aij est e´gal a` 1 si la colonne j ∈ J couvre la ligne i ∈ I et 0 sinon. Le SPP
consiste a` de´terminer un sous-ensemble de colonnes N ⊆ J , de couˆt minimal, tel que chaque
ligne i ∈ I est couverte exactement par une colonne j ∈ N . Notons que nous utilisons la
formulation mathe´matique du proble`me de partitionnement pre´sente´e dans la section 2.2
Notre objectif est de re´soudre le SPP en appliquant un algorithme utilisant la me´thode
de se´paration et e´valuation progressive combine´e aux me´thodes d’e´limination de variables et
de ge´ne´ration de plans coupants. Nous retrouvons dans la litte´rature les ine´galite´s de cycle
impair et les ine´galite´s de clique qui ont e´te´ propose´es pour le SPP, en conside´rant un graphe
simple, ou` l’ensemble des sommets repre´sente les colonnes du proble`me et il existe une areˆte
reliant deux sommets du graphe si les deux colonnes associe´es couvrent une meˆme ligne. Sans
conside´rer un tel graphe, nous prouvons qu’il existe deux nouvelles classes d’ine´galite´s valides
propres au SPP et nous pre´sentons la relation entre les deux classes. Notons aussi que nous
pouvons associer un multigraphe au SPP, ou` les sommets repre´sentent les lignes, et il existe
une areˆte de couleur j reliant deux sommets si et seulement si la colonne j contribue aux
lignes repre´sente´es par les deux sommets.
Dans la section 4.2, nous de´crivons les deux nouvelles classes d’ine´galite´s valides et nous
prouvons qu’il existe une relation entre les deux. Dans la section 4.3, nous proposons une
me´thode de se´paration de chaque famille d’ine´galite´s valides propose´es. Les proble`mes de
se´paration sont formule´s comme des programmes line´aires en nombres entiers. Dans la section
4.4, nous proposons de re´soudre un autre proble`me auxilaire pour se´parer les ine´galite´s de
clique. Dans la section 4.5, nous pre´sentons les de´tails de la me´thode de re´solution du proble`me
de partitionnement. Dans la section 4.6, nous utilisons des instances de Hoffman et Padberg
(1993) et d’autres instances ale´atoires ge´ne´re´es a` l’aide du ge´ne´rateur propose´ par Lewis
et al. (2008) pour tester la performance de notre algorithme comparativement a` un logiciel
commercial. Nous terminons par une conclusion dans la section 4.7.
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4.2 Nouvelles ine´galite´s valides pour le SPP
Dans cette section, nous introduisons deux nouvelles classes d’ine´galite´s valides pour le
SPP. Avant d’e´noncer les propositions et le the´ore`me de´montrant la relation entre les deux
classes d’ine´galite´s, nous pre´sentons un exemple afin d’e´claircir le principe.
Exemple 4.2.1 Soit A = (aij)i∈I,j∈J une matrice dont les coefficents sont e´gaux a` 0 ou 1.
Soit I l’ensemble des lignes de A et J l’ensemble des colonnes de A.
Soit A∗ = (a∗ij)i∈S,j∈J une sous-matrice de A, ou` S ⊆ I est un sous-ensemble de lignes de
cardinalite´ impaire. Dans cet exemple, nous choisissons |S| = 5. L’ensemble des colonnes J
est partitionne´ en trois sous-ensembles J0, J1 et J2 tels que :
• l’intersection de chaque colonne j ∈ J2 avec les lignes de S contient un nombre pair
d’e´le´ments non nuls, c’est-a`-dire,
∑
i∈S
aij = 2lj ou` lj ∈ N∗,
• l’intersection de chaque colonne j′ ∈ J1 avec les lignes de S contient un nombre impair
d’e´le´ments non nuls, c’est-a`-dire,
∑
i∈S
aij′ = 2lj′ + 1 ou` lj′ ∈ N,
• l’intersection de chaque colonne j′′ ∈ J0 avec les lignes de S ne contient aucun e´le´ment
non nul, c’est-a`-dire,
∑
i∈S
aij′′ = 0.
La sous-matrice A∗ ressemble alors a`

j1 j2 . . . j|J2| j
′
1 j
′
2 . . . j
′
|J1| j
′′
1 j
′′
2 . . . j
′′
|J0|
1 1 0 . . . 1 0 1 . . . 0 0 0 . . . 0
2 1 0 . . . 1 0 1 . . . 1 0 0 . . . 0
3 0 0 . . . 1 1 1 . . . 1 0 0 . . . 0
4 0 1 . . . 1 0 1 . . . 0 0 0 . . . 0
5 0 1 . . . 0 0 1 . . . 1 0 0 . . . 0

Pour couvrir les lignes de S, nous pouvons choisir parmi les colonnes de J2, soit une
colonne telle que
∑
i∈S
aij = 4 ou
∑
i∈S
aij = 2, soit deux colonnes telles que
∑
i∈S
aij = 2 pour
chaque colonne, ou bien aucune colonne, ce qui implique que
1
2
∑
j∈J2
∑
i∈S
aijxj ≤ 2 est valide
pour le SPP. Les colonnes de J2 permettent donc de couvrir au plus quatre lignes de S.
Afin de couvrir la (ou les) ligne(s) restante(s), nous devons choisir au moins une colonne
appartenant a` J1, c’est-a`-dire,
∑
j′∈J1
xj′ ≥ 1 est aussi valide pour le SPP.
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
j1 j2 . . . j|J2| j
′
1 j
′
2 . . . j
′
|J1| j
′′
1 j
′′
2 . . . j
′′
|J0|
1 1 0 . . . 1 0 1 . . . 0 0 0 . . . 0
2 1 0 . . . 1 0 1 . . . 1 0 0 . . . 0
3 0 0 . . . 1 1 1 . . . 1 0 0 . . . 0
4 0 1 . . . 1 0 1 . . . 0 0 0 . . . 0
5 0 1 . . . 0 0 1 . . . 1 0 0 . . . 0

1
2
∑
j∈J2
∑
i∈S
aijxj ≤ 2
∑
j′∈J1
xj′ ≥ 1
Nous pouvons ge´ne´raliser le principe pre´sente´ dans l’exemple 4.2.1 afin d’introduire deux
nouvelles classes d’ine´galite´s valides propres au SPP. Les propositions 4.2.2 et 4.2.3 les de´fi-
nissent et nous de´montrons la relation entre celles-ci dans le the´ore`me 4.2.4.
Conside´rons une sous-matrice A∗ = (a∗ij)i∈S,j∈J de la matrice A = (aij)i∈I,j∈J , ou` S ⊆ I
repre´sente l’ensemble des lignes de A∗. L’ensemble des colonnes J est partitionne´ en J0, J1
et J2. La sous-matrice A
∗ est dite impaire si les conditions suivantes sont ve´rifie´es
• A∗ contient un nombre impair de lignes, c’est-a`-dire, |S| = 2k + 1, k ∈ N∗,
• chaque colonne j ∈ J2 contient un nombre pair d’e´le´ments non nuls, c’est-a`-dire,
∀j ∈ J2,
∑
i∈S
aij = 2lj ou` lj ∈ N∗,
• chaque colonne j ∈ J1 contient un nombre impair d’e´le´ments non nuls, c’est-a`-dire,
∀j ∈ J1,
∑
i∈S
aij = 2lj + 1 ou` lj ∈ N,
• chaque colonne j ∈ J0 ne contient aucun e´le´ment non nul, c’est-a`-dire, ∀j ∈ J0,∑
i∈S
aij = 0.
Proposition 4.2.2 Soit A∗ une sous-matrice impaire. L’ine´galite´
∑
j∈J2
ljxj ≤
⌊ |S|
2
⌋
(4.1)
est valide pour le SPP.
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De´monstration. Des contraintes (2.9), on de´duit∑
j∈J
aijxj = 1 ∀i ∈ S (4.2)
⇒
∑
i∈S
∑
j∈J
aijxj = |S| (4.3)
⇒
∑
i∈S
∑
j∈J2
aijxj +
∑
i∈S
∑
j∈J\J2
aijxj = |S| (4.4)
⇒
∑
i∈S
∑
j∈J2
aijxj ≤ |S| (4.5)
⇒
∑
j∈J2
2ljxj ≤ |S| (4.6)
⇒
∑
j∈J2
ljxj ≤ |S|
2
(4.7)
Par conse´quent, puisque lj ∈ N∗ et xj ∈ N, ∀j ∈ J2, l’ine´galite´
∑
j∈J2
ljxj ≤
⌊ |S|
2
⌋
est valide
pour le SPP. 
Proposition 4.2.3 Soit A∗ une sous-matrice impaire et x = (xj)j∈J une solution entie`re du
SPP. L’ine´galite´
∑
j∈J1
xj ≥ 1 est valide pour le SPP si et seulement si l’ine´galite´
∑
j∈J2
ljxj ≤⌊ |S|
2
⌋
est valide pour le SPP.
De´monstration. Supposons que
∑
j∈J2
ljxj ≤
⌊ |S|
2
⌋
.
⇐⇒
∑
j∈J2
ljxj ≤ |S| − 1
2
(4.8)
⇐⇒
∑
j∈J2
2ljxj ≤ |S| − 1 (4.9)
⇐⇒
∑
j∈J2
2ljxj ≤
∑
j∈J2
2ljxj +
∑
j∈J1
(2lj + 1)xj +
∑
j∈J0
(0)xj − 1 (4.10)
⇐⇒ 1 ≤
∑
j∈J1
(2lj + 1)xj (4.11)
De l’ine´galite´ (4.11), nous pouvons conclure qu’il existe au moins une colonne j ∈ J1 telle
que xj 6= 0. Par conse´quent, l’ine´galite´
∑
j∈J1
xj ≥ 1 est valide pour le SPP.
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Supposons maintenant que
∑
j∈J1
xj ≥ 1, ce qui implique que
∑
j∈J1
(2lj + 1)xj ≥ 1. Selon les
ine´galite´s (4.8) a` (4.11), c’est e´quivalent a`
∑
j∈J2
ljxj ≤
⌊ |S|
2
⌋
. 
Par les propositions 4.2.2 et 4.2.3, nous avons prouve´ que les deux familles d’ine´galite´s
sont valides pour toute solution entie`re du SPP. Mais la question qui s’impose est la suivante :
lorsqu’une ine´galite´ d’une des deux familles est viole´e par une solution fractionnaire, est-ce
que l’ine´galite´ de l’autre famille est aussi viole´e ? La re´ponse a` cette question est donne´e par
le the´ore`me 4.2.4.
The´ore`me 4.2.4 Soit A∗ une sous-matrice impaire et x¯ = (x¯j)j∈J une solution fractionnaire
du SPP. Si
∑
j∈J2
ljx¯j >
⌊ |S|
2
⌋
, alors
∑
j∈J1
x¯j < 1.
De´monstration. Supposons que
∑
j∈J2
ljx¯j >
⌊ |S|
2
⌋
, alors
∑
j∈J2
ljx¯j >
|S| − 1
2
(4.12)
⇒
∑
j∈J2
2ljx¯j > |S| − 1 (4.13)
On sait que ∑
j∈J2
2ljx¯j +
∑
j∈J1
(2lj + 1)x¯j +
∑
j∈J0
(0)x¯j = |S| (4.14)
De l’ine´galite´ (4.13) et l’e´quation (4.14), on de´duit∑
j∈J2
2ljx¯j >
∑
j∈J2
2ljx¯j +
∑
j∈J1
(2lj + 1)x¯j − 1 (4.15)
d’ou` 1 >
∑
j∈J1
(2lj + 1)x¯j (4.16)
Puisque
∑
j∈J1
(2lj + 1)x¯j ≥
∑
j∈J1
x¯j, alors on peut de´duire que
1 >
∑
j∈J1
x¯j (4.17)

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Nous avons donc de´montre´ que si une solution fractionnaire viole l’ine´galite´ de´finie par les
colonnes de J2, alors l’ine´galite´ de´finie par les colonnes de J1 est aussi viole´e. Mais l’inverse
n’est pas force´ment vrai comme le prouve l’exemple 4.2.5.
Exemple 4.2.5 Soit la sous-matrice A∗ forme´e de 5 lignes et soit x¯ = (1
4
, 1
4
, 1
4
, 1
4
, 1
4
, 1
4
, 0, 0, 1
4
, 1
4
)
une solution fractionnaire du proble`me de partitionnement.

1
4
1
4
1
4
1
4
1
4
1
4
0 0 1
4
1
4
1 1 1 0 0 1 1 0 0 0 0
2 0 1 0 1 1 1 0 0 0 0
3 1 0 0 1 1 1 0 0 0 0
4 0 0 1 1 1 1 1 0 0 0
5 0 0 1 1 1 1 0 1 0 0

Nous constatons que
∑
j∈J2
∑
i∈S
aijxj = 1 <
5− 1
2
. Donc l’ine´galite´ introduite par la propo-
sition 4.2.2 n’est pas viole´e par la solution fractionnaire x¯. Par contre, l’ine´galite´ introduite
par la proposition 4.2.3 est viole´e, puisque
∑
j′∈J1
xj′ =
1
2
< 1.
4.3 Se´paration des nouvelles ine´galite´s valides
Pour la se´paration des ine´galite´s valides de´finies par les propositions 4.2.2 et 4.2.3, nous
proposons d’utiliser la solution fractionnaire courante du SPP pour construire un proble`me
auxiliaire afin de se´parer chaque classe d’ine´galite´s valides propose´es. La re´solution de ce
proble`me auxiliaire, permet d’identifier une sous-matrice impaire, qui ve´rifie les conditions
des deux propositions. Dans cette section, nous pre´sentons les de´tails de chaque me´thode.
Nous nommons les ine´galite´s de´finies par la proposition 4.2.2 « type I » et celles de´finies par
la proposition 4.2.3 « type II ».
Soit x¯ = (x¯j)j∈J une solution fractionnaire du SPP. Dans ce qui suit, nous affectons a`
chaque colonne j ∈ J le poids x¯j. Notons que nous conside´rons seulement l’ensemble des
colonnes dont le poids est fractionnaire note´ J¯ = {j ∈ J |0 < x¯j < 1} afin d’identifier les
ine´galite´s valides. Nous les enrichissons, ensuite, en ajoutant les variables de valeur nulle. Par
conse´quent, nous retenons seulement les lignes couvertes par les colonnes de J¯ .
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4.3.1 Me´thode de se´paration des ine´galite´s de type I
Notre objectif est de de´terminer une sous-matrice impaire A∗ = (a∗ij)i∈S,j∈J0∪J1∪J2 , telle
que le poids total des colonnes appartenant a` J2, soit maximal.
Nous associons a` chaque ligne i ∈ I une variable binaire wi, qui prend la valeur 1 si la
ligne i appartient a` l’ensemble S, et 0 sinon. A` chaque colonne j ∈ J¯ , nous associons une
variable binaire zj et une variable entie`re lj. La variable zj prend la valeur 1 si l’intersection
de la colonne j avec l’ensemble S est de cardinalite´ impaire, et 0 sinon. Quant a` la variable
lj, elle est e´gale a`
⌊
1
2
∑
i∈S
aij
⌋
. A` chaque e´le´ment de la matrice A, nous associons une variable
binaire mij. Cette dernie`re est e´gale a` aij si j ∈ J2 et i ∈ S, et 0 sinon. Le proble`me auxiliaire
de se´paration des ine´galite´s de type I se formule comme un programme line´aire en nombres
entiers.
(PbAuxiI)

max
∑
j∈J¯
∑
i∈I
1
2
x¯jmij − k (4.18)∑
i∈I
wi = 2k + 1 (4.19)∑
i∈I
aijwi − zj − 2lj = 0 ∀j ∈ J¯ (4.20)
mij ≤ aijwi ∀i ∈ I, ∀j ∈ J¯ (4.21)
mij ≤ aij(1− zj) ∀i ∈ I, ∀j ∈ J¯ (4.22)
mij ∈ {0, 1} ∀i ∈ I, ∀j ∈ J¯ (4.23)
wi ∈ {0, 1} ∀i ∈ I (4.24)
zj ∈ {0, 1} ∀j ∈ J¯ (4.25)
lj ∈ Z, lj > 0 ∀j ∈ J¯ (4.26)
1 ≤ k ≤kmax, k ∈ Z (4.27)
L’objectif (4.18) maximise la violation de l’ine´galite´ de type I. La contrainte (4.19) assure
que la cardinalite´ de S soit impaire. Les contraintes (4.20) permettent de calculer les valeurs
de lj et de zj. Les contraintes (4.21) et (4.22) assurent que mij = aij, si i ∈ S et j ∈ J2 et
mij = 0 sinon. Les contraintes (4.23), (4.24) et (4.25) indiquent que les variables mij, wj et zj
sont binaires. Finalement les contraintes (4.26) et (4.27) de´finissent le domaine des variables
lj et k. Pre´cisons que le parame`tre kmax permet de limiter la taille de l’ensemble S, dans le
but d’acce´le´rer la re´solution du proble`me. Nous avons choisi kmax =
⌊ |I|
2
⌋
− 1.
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Proposition 4.3.1 Toute solution re´alisable du proble`me (PbAuxiI) de valeur strictement
supe´rieure a` 0 induit une ine´galite´ de type I viole´e par la solution fractionnaire du SPP.
De´monstration.
Soit une solution re´alisable (m,w, l, z) du proble`me (PbAuxiI) qui de´finit les ensembles
suivants
• S = {i ∈ I | wi = 1},
• J2 = {j ∈ J¯ | lj > 0 et zj = 0},
• J1 = {j ∈ J¯ | lj ≥ 0 et zj = 1},
• J0 = {j ∈ J¯ | lj = 0 et zj = 0}.
La valeur de cette solution est
∑
j∈J¯
∑
i∈I
1
2
x¯jmij − k.
Il s’ensuit que :
• |S| =
∑
i∈S
wi = 2k + 1, ceci est assure´ par la contrainte (4.19).
• ∀j ∈ J2 et ∀i ∈ S , mij = aij, ceci est assure´ par les contraintes (4.21) et (4.22). Par
conse´quent,
∑
i∈S
mij =
∑
i∈S
aij = 2lj, ∀j ∈ J2,
• ∀j ∈ J1 et ∀i ∈ S, mij = 0, ceci est assure´ par la contrainte (4.22). Et par la contrainte
(4.20) nous avons
∑
i∈S
aij = 2lj + 1, ∀j ∈ J1,
• ∀j ∈ J0 et , ∀i ∈ S, mij = aij = 0, ceci est assure´ par les contraintes (4.20) et (4.22).
Et par conse´quent,
∑
i∈S
aij = 0 ∀j ∈ J0,
• Nous de´duisons donc que la valeur de la solution est
∑
j∈J2
ljx¯j − |S| − 1
2
.
Par conse´quent la sous-matrice A∗ = (aij)i∈S,j∈J0∪J1∪J2 est une sous-matrice impaire. Si de
plus,
∑
j∈J2
x¯jlj − |S| − 1
2
> 0, alors l’ine´galite´ de type I est viole´e par la solution fractionnaire
du SPP. 
Notons que nous n’avons pas besoin de la solution optimale du proble`me auxiliaire, mais
seulement d’une solution re´alisable de valeur strictement supe´rieure a` 0. Afin d’identifier le
plus grand nombre d’ine´galite´s de type I, nous re´cupe´rons toute solution re´alisable trouve´e
lors de la re´solution du proble`me auxiliaire de se´paration (PbAuxiI). Pour chaque solution
de valeur strictement supe´rieure a` 0, nous extrayons les ensembles S et J2, ainsi que les
valeurs des variables lj et nous e´crivons l’ine´galite´ valide de´finie par la proposition 4.2.2.
E´tant donne´ que nous avons conside´re´ seulement les variables non entie`res, c’est-a`-dire, telles
que 0 < xj < 1, nous enrichissons l’ine´galite´ valide par les variables nulles. Ensuite, nous
ajoutons l’ine´galite´ valide au proble`me a` re´soudre. La proce´dure de se´paration est de´crite par
l’algorithme 4.1.
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Algorithme 4.1 Se´paration d’ine´galite´s valides de Type I(Solution, ListIne´gV alid)
1: extraire la solution fractionnaire du SPP
2: re´soudre le proble`me (PbAuxiI)
3: pour toute solution re´alisable de valeur > 0 faire
4: extraire la valeur de k
5: extraire S l’ensemble des lignes i ∈ I telles que wi = 1
6: extraire J2 l’ensemble des colonnes j ∈ J¯ telles que lj > 0 et zj = 0
7: pour chaque colonne j ∈ J\J¯ telle que x¯j = 0 faire
8: si
∑
i∈S
aij est pair alors
9: J2 := J2 ∪ {j}
10: lj :=
1
2
∑
i∈S
aij.
11: finsi
12: finpour
13: ajouter l’ine´galite´
∑
j∈J2
ljxj ≤
⌊ |S|
2
⌋
a` ListIne´gV alid
14: finpour
4.3.2 Me´thode de se´paration des ine´galite´s de type II
Notre but est d’identifier une sous-matrice impaire A∗ = (a∗ij)i∈S,j∈J0∪J1∪J2 , telle que le
poids total des colonnes appartenant a` J1 soit minimal.
Nous associons a` chaque ligne i ∈ I une variable binaire wi, qui prend la valeur 1 si la
ligne i appartient a` l’ensemble S, et 0 sinon. A` chaque colonne j ∈ J¯ , nous associons une
variable binaire zj et une variable entie`re lj. La variable zj prend la valeur 1 si l’intersection
de la colonne j avec l’ensemble S est de cardinalite´ impaire, et 0 sinon. La variable lj est
e´gale a` la valeur
⌊
1
2
∑
i∈S
aij
⌋
.
Le proble`me auxiliaire de se´paration des ine´galite´s de type II se formule comme un pro-
gramme line´aire en nombres entiers.
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(PbAuxiII)

min
∑
j∈J¯
x¯jzj (4.28)∑
i∈I
wi = 2k + 1 (4.29)∑
i∈I
aijwi − zj − 2lj = 0 ∀j ∈ J¯ (4.30)
wi ∈ {0, 1} ∀i ∈ I (4.31)
zj ∈ {0, 1} ∀j ∈ J¯ (4.32)
lj ∈ Z, lj > 0 ∀j ∈ J¯ (4.33)
1 ≤ k ≤ kmax, k ∈ Z (4.34)
L’objectif (4.28) minimise le poids total des colonnes ayant un nombre impair de coeffi-
cients non nuls dans la sous-matrice impaire A∗. La contrainte (4.29) assure que la cardinalite´
de S soit impaire. Les contraintes (4.30) permettent de calculer les valeurs de lj et zj. Les
contraintes (4.31) et (4.32) indiquent que les variables wj et zj sont binaires. Finalement,
les contraintes (4.33) et (4.34) indiquent que les variables lj et k sont entie`res. Notons que
kmax est un parame`tre fixe´ qui permet de re´duire la taille de l’ensemble S ; nous l’avons fixe´
a`
⌊ |I|
2
⌋
− 1.
Proposition 4.3.2 Toute solution re´alisable du proble`me (PbAuxiII) de valeur strictement
infe´rieure a` 1 induit une ine´galite´ de type II viole´e par la solution fractionnaire du SPP.
De´monstration.
Soit une solution re´alisable (w, l, z) du proble`me (PbAuxiII) qui de´finit les ensembles
suivants
• S = {i ∈ I | wi = 1},
• J2 = {j ∈ J¯ | lj > 0 et zj = 0},
• J1 = {j ∈ J¯ | lj ≥ 0 et zj = 1},
• J0 = {j ∈ J¯ | lj = 0 et zj = 0}.
La valeur de cette solution est
∑
j∈J¯
x¯jzj.
En conside´rant les contraintes de (4.29) a` (4.30), nous pouvons de´duire que :
• |S| =
∑
i∈S
wi = 2k + 1,
• ∀j ∈ J2,
∑
i∈S
aij = 2lj,
• ∀j ∈ J1,
∑
i∈S
aij = 2lj + 1,
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• ∀j ∈ J0,
∑
i∈S
aij = 0,
• Par conse´quent, la valeur de la solution est
∑
j∈J1
x¯j.
Nous constatons que la sous-matrice A∗ = (a∗ij)i∈S,j∈J0∪J1∪J2 est une sous-matrice impaire.
De plus, si
∑
j∈J1
x¯j < 1, alors nous avons identifie´ une ine´galite´ de type II viole´e par la solution
fractionnaire du SPP. 
Lors de la re´solution du proble`me (PbAuxiII), nous re´cupe´rons toute solution re´alisable de
valeur strictement infe´rieure a` 1. Pour chaque solution, nous extrayons les ensembles S et J1
et nous e´crivons l’ine´galite´ valide de´finie par la proposition 4.2.3. Ensuite, nous enrichissons
l’ine´galite´ valide trouve´e par les variables nulles. Finalement, nous ajoutons l’ine´galite´ valide
au proble`me a` re´soudre. La proce´dure de se´paration est de´crite par l’algorithme 4.2.
Algorithme 4.2 Se´paration d’ine´galite´s valides de Type II(Solution, ListIne´gV alid)
1: extraire la solution fractionnaire du SPP
2: re´soudre le proble`me (PbAuxiII)
3: pour toute solution re´alisable de valeur < 1 faire
4: extraire S l’ensemble des lignes i ∈ I telles que wi = 1
5: extraire J2 l’ensemble des colonnes j ∈ J telles que zj = 1
6: pour chaque colonne j ∈ J telle que xj = 0 faire
7: si
∑
i∈S
aij = 2lj + 1 alors
8: J2 := J2 ∪ {j},
9: finsi
10: finpour
11: ajouter l’ine´galite´
∑
j∈J1
xj ≥ 1 a` ListIne´gV alid
12: finpour
4.4 Se´paration des ine´galite´s de clique
Dans cette section, nous proposons une me´thode de se´paration des ine´galite´s de clique
introduites par Padberg (1973) (voir le the´ore`me 2.2.2). Notre me´thode consiste a` utiliser la
solution fractionnaire pour identifier un sous-graphe complet, a` l’aide de la re´solution d’un
programme auxiliaire en nombres entiers.
Soit G = (V,E) un graphe simple non oriente´, ou` chaque sommet j ∈ V repre´sente la
colonne j ∈ J , et il existe une areˆte (j, j′) ∈ E si et seulement si les colonnes j et j′ ont
au moins une ligne en commun. De plus, le poids de chaque sommet j ∈ V est la valeur
de la variable x¯j. Soit la matrice B = (bej)e∈E,j∈V , ou` bej = 1 si le sommet j est l’une des
extre´mite´s de l’areˆte e et 0 sinon.
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Notre objectif est d’identifier un sous-graphe complet K du graphe G, tel que :
• le nombre de sommets dans K est e´gal a` k, ou` k est une constante positive pre´de´finie,
• le nombre d’areˆtes est e´gal a` k(k − 1)
2
,
• le degre´ de chaque sommet est (k − 1),
• le poids total des sommets, est maximal.
Nous associons a` chaque sommet j ∈ V une variable binaire yj qui prend la valeur 1 si le
sommet j appartient au sous-graphe K, et 0, sinon. Nous associons a` chaque areˆte e ∈ E une
variable binaire we qui prend la valeur 1 si les deux extre´mite´s de l’areˆte e appartiennent a`
K, et 0 sinon. Le proble`me de se´paration d’une clique de cardinalite´ k se formule comme un
programme line´aire en nombres entiers.
(Pk)

max
∑
j∈V
x¯jyj (4.35)∑
j∈V
yj = k (4.36)
∑
e∈E
we =
k(k − 1)
2
(4.37)∑
e∈E
bejwe − (k − 1)yj = 0 ∀j ∈ V (4.38)
we ∈ {0, 1} ∀e ∈ E (4.39)
yj ∈ {0, 1} ∀j ∈ V (4.40)
L’objectif (4.35) maximise le poids total des sommets du sous-graphe K. La contrainte
(4.36) garantit que le nombre de sommets du sous-graphe K est e´gal a` k. La contrainte
(4.37) assure que le sous-graphe K est complet, c’est-a`-dire, que le nombre d’areˆtes est e´gal a`
k(k − 1)
2
. Les contraintes (4.38) pre´cisent que chaque sommet appartenant a` K est adjacent
a` tous les autres sommets de K. Les contraintes (4.39) et (4.40) indiquent que les variables we
et yj sont binaires. Notons que, pour chaque valeur fixe´e de k, nous re´solvons le programme
(Pk).
Proposition 4.4.1 Toute solution re´alisable du proble`me (Pk) correspond a` une clique de
cardinalite´ k. De plus, si la valeur de la solution est strictement supe´rieure a` 1, l’ine´galite´ de
clique (2.11) est viole´e.
De´monstration. Soit une solution re´alisable (y, w) du proble`me (Pk), qui de´finit le sous-
graphe K = (S,E(S)), ou`
• S = {j ∈ V | yj = 1},
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• E(S) = {e ∈ E | we = 1},
• la valeur de la solution est
∑
j∈V
x¯jyj.
Il s’ensuit que,
• |S| =
∑
j∈S
yj = k, ceci est assure´ par la contrainte (4.36),
• |E(S)| =
∑
e∈E(S)
we =
k(k − 1)
2
, ceci est assure´ par la contrainte (4.37),
• ∀j ∈ S,
∑
e∈E(S)
bej = k − 1, ceci est assure´ par la contrainte (4.38).
Nous avons donc se´pare´ un sous-graphe K = (S,E(S)) tel que :
• le nombre de sommets est |S| = k,
• le nombre d’areˆtes est |E(S)| = k(k − 1)
2
, et
• le degre´ de chaque sommet de S est (k − 1).
Par de´finition le sous-graphe K = (S,E(S)) est une clique de cardinalite´ k. De plus, si∑
j∈S
x¯j > 1, alors nous avons de´tecte´ une ine´galite´ de clique qui est viole´e par la solution
fractionnaire x¯. 
Nous re´solvons plusieurs proble`mes (Pk) a` l’aide de la me´thode de se´paration et e´valuation
progressive. Les valeurs de k varient entre 3 et kmax, qui a e´te´ fixe´ a` 10 pour nos tests. De
plus, si pour k < kmax le programme (Pk) n’identifie pas une ine´galite´ valide, alors nous
arreˆtons la recherche de clique de cardinalite´ supe´rieure.
Pour chaque programme line´aire en nombres entiers (Pk), nous re´cupe´rons toute solution
re´alisable de valeur strictement supe´rieure a` 1. Pour chaque solution, nous se´parons l’ensemble
des sommets S, nous e´crivons l’ine´galite´ de clique et nous l’ajoutons a` la liste des ine´galite´s
valides. Notons que nous conside´rons seulement les variables non nulles. L’algorithme 4.3
de´crit la proce´dure de se´paration.
4.5 Algorithme de re´solution du SPP
Nous proposons de re´soudre le proble`me de partitionnement d’ensemble en combinant les
me´thodes d’e´limination de variables, de se´paration et e´valuation progressive et de ge´ne´ration
de plans coupants.
Afin de re´duire la taille du proble`me, nous appliquons la me´thode directe d’e´limination de
variables (voir 3.6.1), apre`s la re´solution de la relaxation line´aire du SPP et la re´cupe´ration
de sa valeur, ainsi que la valeur du couˆt re´duit de chaque variable. Nous re´cupe´rons la valeur
de la premie`re solution re´alisable fournie par Cplex. Si la valeur du couˆt re´duit d’une variable
xj est infe´rieure a` la diffe´rence entre la valeur de la solution re´alisable et la valeur de la
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Algorithme 4.3 Se´paration Ine´galite´s Clique(Solution, ListIne´gV alid)
1: extraire la solution fractionnaire du SPP
2: k := 1
3: tant que k ≤ kmax faire
4: re´soudre le proble`me auxiliaire (Pk)
5: si il n’existe pas de solution re´alisable de valeur > 1 alors
6: k := kmax + 1
7: sinon
8: pour toute solution re´alisable de valeur > 1 faire
9: extraire S l’ensemble des sommets j ∈ V tels que yj = 1
10: ajouter l’ine´galite´
∑
j∈S
xj ≤ 1 a` ListIne´gV alid
11: finpour
12: finsi
13: fintant que
relaxation line´aire, alors cette variable est e´limine´e du proble`me.
Ensuite, nous de´butons la re´solution du proble`me en nombres entiers obtenu apre`s l’e´li-
mination de variables. Dans le but d’ame´liorer la valeur de la borne infe´rieure au noeud
racine, nous ajoutons des plans coupants au noeud racine en appliquant les me´thodes de
se´paration des ine´galite´s valides de´crites par les algorithmes 4.1, 4.2 et 4.3. S’il existe des
ine´galite´s viole´es par la solution fractionnaire, nous les ajoutons a` l’ensemble des contraintes
et nous re´solvons le proble`me obtenu. La meˆme ope´ration est re´pe´te´e jusqu’a` qu’il n’existe
plus d’ine´galite´s valides. Dans ce cas, nous continuons la re´solution du dernier programme
line´aire en nombres entiers. L’algorithme 4.4 re´sume la me´thode de re´solution du SPP que
nous proposons.
Malheureusement, nous avons constate´ que l’algorithme 4.1 consomme beaucoup de temps
pour de´tecter des ine´galite´s viole´es. Nous avons donc de´cide´ d’utiliser l’algorithme 4.2 pour
se´parer les ine´galite´s valides de types II et l’algorithme 4.3 pour se´parer les ine´galite´s de
clique. Notons aussi que nous cherchons toute clique de cardinalite´ variant entre 3 et 10,
et s’il n’existe pas de clique de cardinalite´ k, alors nous arreˆtons la recherche de clique de
cardinalite´ supe´rieure.
4.6 Application et re´sultats
Pour tester la performamnce de notre algorithme, nous avons retenu 3 des 55 instances
(sppaa01, appnw04 et appus01) teste´es par Hoffman et Padberg (1993). Nous avons supprime´
les 52 autres instances, parce que Cplex version 12.4.0.0 a re´ussi a` trouver la solution optimale
en moins de 20 sec. Nous avons ge´ne´re´ 55 instances ale´atoires a` l’aide du ge´ne´rateur ale´atoire
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Algorithme 4.4 Re´solution du SPP
1: Re´soudre la relaxation line´aire du SPP
2: De´buter la re´solution du programme line´aire en nombres entiers du SPP
3: si le noeud courant = noeud racine alors
4: appliquer la me´thode directe d’e´limination de variables
5: appliquer la me´thode de se´paration des ine´galite´s valides
6: tant que Il existe des ine´galite´s viole´es au noeud racine faire
7: Ajouter les ine´galite´s viole´es au proble`me
8: Re´soudre la relaxation line´aire du proble`me
9: Appliquer les proce´dure de se´paration des ine´galite´s valides
10: fintant que
11: finsi
12: Continuer la re´solution du programme line´aire en nombres entiers
propose´ par Lewis et al. (2008), ou` pour une taille donne´e et une densite´ donne´e, nous
ge´ne´rons 5 instances ale´atoires. Nous avons effectue´ nos tests sur des machines du GERAD
(Groupe d’e´tudes et de recherche en analyse des de´cisions) ayant deux processeurs Opteron
250 a` 2.4GHZ et 16G de me´moire. Notons que nous n’avons pas utilise´ la version paralle`le
de CPLEX.
Nous pre´sentons dans le tableau 4.1 les caracte´ristiques des instances utilise´es. Nous in-
diquons dans l’ordre de gauche a` droite : le nom de l’instance, le nombre de contraintes, le
nombre de variables, la densite´ moyenne des colonnes (en %), la valeur de la relaxation line´aire
et la valeur de la solution optimale. Notons que les re´sultats pre´sente´s sont les moyennes de
5 instances avec les meˆmes caracte´ristiques a` savoir le nombre de variables, le nombre de
contraintes et la meˆme densite´.
4.6.1 Analyse des profils de performance
Nous avons effectue´ une analyse des profils de performance introduite par Dolan et More´
(2002) (les de´tails de cette analyse sont pre´sente´s dans le chapitre pre´ce´dent) en utilisant
les 55 instances ale´atoires ge´ne´re´es a` l’aide du ge´ne´rateur de Lewis et al. (2008). Par cette
analyse, nous avons compare´ les temps CPU obtenus en re´solvant les proble`mes avec Cplex
par de´faut et avec deux strate´gies en utilisant la me´thode de´crite par l’algorithme 4.4. La
premie`re strate´gie consiste a` ajouter les ine´galite´s valides de type II seulement. Par contre, la
deuxie`me strate´gie consiste a` ajouter les ine´galite´s valides de type II ainsi que les ine´galite´s
de clique.
La figure 4.1 pre´sente les courbes de profils de performance pour les instances ale´atoires.
L’analyse montre qu’il n’existe pas une grande diffe´rence entre nos deux strate´gies, ce qui est
normal, vu que nous n’avons pas identifie´ un grand nombre d’ine´galite´s de clique. La compa-
79
Tableau 4.1 Les caracte´ristiques des instances
Instance Nb Nb Densite´ Valeur. Valeur.
Contraintes Variables % relax.lin Optimale
sppaa01 823 8904 1.0 55535.44 56137.00
sppnw04 36 87482 20.2 16310.67 16862.00
sppus01 145 1053137 9.1 9963.07 10036.00
Pb0 300 1300 3.0 285.34 409.20
Pb1 250 650 4.0 1548.04 2485.60
Pb2 200 500 6.0 1146.14 2510.20
Pb3 1500 1650 12.0 43751.01 131688.00
Pb4 300 2300 16.0 17.35 3526.80
Pb5 1500 2000 23.0 13285.78 116002.00
Pb6 2300 300 34.0 7.05 4009.80
Pb7 400 1400 58.0 7.34 3335.60
Pb8 300 1300 59.0 5.76 2434.00
Pb9 200 1400 62.0 3.67 1509.40
Pb10 1300 300 82.0 3.84 1061.20
raison des courbes de profils montre aussi que dans certains cas, Cplex est plus performant
que nos strate´gies meˆme si l’e´cart n’est pas tre`s grand. Dans d’autres cas, nos strate´gies sont
plus performantes et, dans ce cas, l’e´cart est significatif. Afin de voir plus clair, nous avons
se´pare´ les instances de densite´ infe´rieure ou e´gale a` 16% des autres. Les courbes de profils
de performance des instances de densite´ supe´rieure a` 16% sont pre´sente´es a` la figure 4.2.
Du graphique, nous constatons que notre algorithme (strate´gie avec les deux types de plans
coupants) est beaucoup plus performant que Cplex pour ce type d’instances. En contrepartie,
l’analyse de profils de performance des instances de densite´ infe´rieure ou e´gale a` 16% (voir
la figure 4.3) montre que Cplex est plus performant que notre algorithme. Nous constatons
donc que notre algorithme est efficace pour des instances de densite´ supre´rieure a` 16% (voir
la figure 4.2).
4.6.2 Comparaison des valeurs de GAP a` la racine
Afin de mesurer l’e´cart entre la borne infe´rieure et la valeur de la solution optimale, nous
calculons le « GAP » qui est donne´ par la relation suivante :
GAP =
valeur de la solution optimale - valeur de la borne infe´rieure
valeur de la solution optimale
× 100
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Figure 4.1 Courbes de profils de performance
Les re´sultats de cette comparaison sont pre´sente´s dans le tableau 4.2 (3e`me et 9e`me colonnes)
et aussi a` la figure 4.4. Notons que nous n’avons conside´re´ que les re´sultats des 55 instances
ale´atoires. Nous remarquons que dans 66% des cas, notre algorithme re´ussit a` re´duire la
valeur du GAP a` la racine. De plus, dans 15% des cas, la re´duction est au moins e´gale a`
35%. Il est important de pre´ciser que pour 15 des 55 instances les proce´dures de se´paration
d’ine´galite´s valides n’ont identifie´ aucune ine´galite´ viole´e. En contrepartie, pour les trois
instances de Hoffman et Padberg (1993), les valeurs du GAP obtenus par notre algorithme
sont infe´rieures a` celles obtenues par Cplex.
4.6.3 Quelques statistiques
Nous pre´sentons dans le tableau 4.2 les re´sultats des expe´riences effectue´es a` l’aide des
trois instances de Hoffman et Padberg (1993) et d’autres instances ale´atoires. Les colonnes
du tableau indiquent dans l’ordre de gauche a` droite : le nom de l’instance, de la deuxie`me
a` la huitie`me colonne nous avons les re´sultats obtenus en utilisant l’algorithme 4.4, nous
pre´sentons : le pourcentage de variables fixe´es a` la racine, la valeur du GAP (en %) a` la
racine, le nombre d’ine´galite´s de type II, le nombre d’ine´galite´s de clique, le nombre total
d’ine´galite´s ajoute´es, le nombre de noeuds de l’arbre de branchement et le temps CPU total
en secondes consomme´ pour la re´solution du proble`me. Ensuite, nous pre´sentons dans les
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Figure 4.2 Courbes de profils des instances de densite´ > 16%
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Figure 4.3 Courbes de profils des instances de densite´ ≤ 16%
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Figure 4.4 Comparaison des valeurs des GAP a` la racine
trois dernie`res colonnes du tableau les re´sultats des tests obtenus en re´solvant les proble`mes
avec Cplex par de´faut. Nous pre´sentons la valeur du GAP, le nombre de noeuds de l’arbre de
branchement et le temps CPU total en secondes.
Les tests effectue´s a` l’aide des trois instances de Hoffman et Padberg (1993) montrent que
notre algorithme a e´limine´ plus de 90% des variables au noeud racine, sauf pour l’instance
sppaa01, le pourcentage des variables e´limine´es est de 37%. En moyenne, 26 ine´galite´s valides
ont e´te´ ajoute´es a` la racine. Nous remarquons que, dans 2 cas sur 3, notre algorithme a
consomme´ moins de temps CPU que Cplex pour re´soudre les proble`mes. Les re´ductions des
temps CPU sont respectivement de 54.2% et 27.2% pour les instances sppnw04 et sppus01.
Par contre, pour l’instance sppaa01, nous avons enregistre´ une augmentation de 93.4%. La
principale diffe´rence entre les trois proble`mes est la densite´ moyenne des colonnes. Nous
constatons que la densite´ de sppaa01 est 1% alors que, pour les instances sppnw04 et sppus01,
les densite´s sont respectivement 20.2% et 9.1%.
En analysant les re´sultats des tests effectue´s a` l’aide des instances ale´atoires, nous remar-
quons que nous n’avons supprime´ aucune variable a` la racine, contrairement aux instances
de Hoffman et Padberg (1993). Ceci est duˆ au fait qu’a` la racine l’e´cart entre la valeur de la
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relaxation line´aire et la valeur de la borne supe´rieure de´termine´e par Cplex est tre`s grand.
Par conse´quent, il est pre´fe´rable d’utiliser une heuristique pour de´terminer une bonne solu-
tion heuristique afin d’e´liminer des variables a` la racine. Nous observons aussi que pour 3
des 14 instances, nos proce´dures de se´paration n’ont identifie´ aucune ine´galite´ valide. Pour
les 11 autres instances, le nombre moyen d’ine´galite´s ajoute´es est de 24.3. Environ 87% de
ces dernie`res sont des ine´galite´s de type II et 13% sont des ine´galite´s de clique. Nous avons
constate´ qu’environ
3
4
du temps total est consomme´ par les proce´dures de se´paration. Ceci
explique pourquoi, dans 7 cas parmi 14, Cplex est plus rapide que notre algorithme. Nous
remarquons qu’en moyenne lorsque nos proce´dures de se´paration identifient un nombre plus
au moins e´leve´ d’ine´galite´s valides le temps total de re´solution est plus important que celui
enregistre´ par Cplex.
4.7 Conclusion
Dans le pre´sent chapitre, nous avons propose´ de re´soudre le proble`me de partitionnement
a` l’aide de la me´thode de se´paration et e´valuation progressive combine´e avec les me´thodes
d’e´limination de variables et ge´ne´ration d’ine´galite´s valides. En premier, nous avons introduit
deux nouvelles classes d’ine´galite´s valides propres au SPP. Ensuite, nous avons propose´ une
me´thode de se´paration pour chaque classe. Nous avons propose´ aussi une me´thode de se´para-
tion des ine´galite´s de clique. Chaque me´thode de se´paration est base´e sur la re´solution d’un
proble`me auxiliaire en nombres entiers. Nous avons montre´ que, sous certaines conditions,
les solutions re´alisables des proble`mes auxiliaires peuvent fournir des ine´galite´s viole´es par la
solution fractionnaire courante.
Nous avons utilise´ des instances de Hoffman et Padberg (1993) et d’autres ge´ne´re´es ale´a-
toirement a` l’aide du ge´ne´rateur propose´ par Lewis et al. (2008) pour tester nume´riquement
l’algorithme 4.4. Les re´sultats nume´riques montrent que notre algorithme est plus performant
que CPLEX par de´faut si la densite´ de la matrice des coefficients des contraintes est supe´-
rieure a` 16%. En revanche, notre algorithme ame´liore toujours la valeur de la borne infe´rieure,
mais est seulement plus rapide que CPLEX par de´faut dans 50% des cas.
Nous constatons que les re´sultats sont tre`s encourageants. Ils nous permettent de conclure
que les nouvelles ine´galite´s valides sont efficaces, mais la re´solution des proble`mes auxiliaires
prend beaucoup de temps. Nous de´duisons qu’il serait pre´fe´rable de proposer une heuristique
pour se´parer les nouvelles ine´galite´s valides.
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CHAPITRE 5
INE´GALITE´S VALIDES ET ALGORITHMES DE SE´PARATION POUR LE
MINFVS
5.1 Introduction
Dans le pre´sent chapitre, nous nous inte´ressons a` un proble`me de linguistique qui consiste
a` de´terminer le nombre minimum de mots a` connaˆıtre pour comprendre tous les mots d’un
dictionnaire donne´. Un dictionnaire D est un ensemble de de´finitions, ou` la de´finition du mot
w est une se´quence de mots (w1, w2, · · · , wn). Si nous faisons abstraction de l’ordre des mots
dans la de´finition du mot w, nous pouvons conside´rer que les mots w1, w2, · · · , wn de´finissent
le mot w. Blondin et al. (2008) ont formule´ ce proble`me comme un proble`me du transversal
de circuits de cardinalite´ minimale (MINFVS). Ce proble`me consiste a` de´terminer le plus
petit sous-ensemble de sommets U d’un graphe oriente´ donne´ tel que si nous supprimons les
sommets de U le graphe devient acyclique.
Notre objectif est d’ame´liorer les temps de re´solution des petits dictionnaires et surtout de
de´terminer le transversal de circuits de cardinalite´ minimale pour de plus grands dictionnaires
tels que Merriam Webster et WordNet. Notons que, jusqu’a` la re´daction de ces lignes, aucun
logiciel commercial n’a permis de de´terminer la solution optimale pour chacun des deux
dictionnaires. Afin de re´aliser notre objectif, nous proposons de re´soudre le proble`me a` l’aide
d’un algorithme combinant les me´thodes de se´paration et e´valuation progressive, ge´ne´ration
de contraintes et ge´ne´ration de plans coupants.
Dans la section 5.2, nous pre´sentons la description et la formulation mathe´matique du pro-
ble`me. Dans la section 5.3, nous proposons d’ajouter deux classes particulie`res d’ine´galite´s de
Chva´tal-Gomory et des ine´galite´s de clique. Pour la se´paration de chaque classe d’ine´galite´s,
nous de´crivons une me´thode de se´paration base´e sur la re´solution d’un proble`me auxiliaire en
nombres entiers. Dans la section 5.4, nous pre´sentons les de´tails de l’algorithme de re´solution
du proble`me. Dans la section 5.5, nous analysons les re´sultats nume´riques des tests effectue´s
a` l’aide d’exemplaires extraits de dictionnaires de la langue anglaise qui sont disponibles sur
le World Wide Web. Nous terminons par une conclusion dans la section 5.6.
5.2 Description et formulation du proble`me
Nous associons au dictionnaire D un graphe oriente´ GD = (VD, AD), ou` VD repre´sente
l’ensemble des sommets et AD ⊆ VD × VD l’ensemble des arcs. Chaque sommet i ∈ VD
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correspond a` un mot du dictionnaire D. Un arc (i, j) appartient a` AD si le mot repre´sente´
par le sommet i apparaˆıt dans la de´finition du mot repre´sente´ par le sommet j. Le graphe
oriente´ GD = (VD, AD) est nomme´ graphe du dictionnaire D.
Nous avons remarque´ que la plus grande composante fortement connexe de GD est la
composante source, nomme´ le cœur du dictionnaire, c’est-a`-dire, pour chaque sommet w a`
l’exte´rieur du cœur, il existe un chemin du cœur au sommet w. Notons qu’une composante
fortement connexe Cf de GD est un sous-graphe induit maximal, ou` pour toute paire de
sommets i et j appartenant a` Cf , il existe un chemin de i vers j et il existe un chemin
de j vers i ( pour plus de de´tails voir Ahuja et al. (1993)). Puisque n’importe quel circuit
est inclus dans l’ensemble des sommets d’une des composantes fortement connexes, alors
le transversal de circuits de cardinalite´ minimale de GD peut eˆtre obtenu en conside´rant
la re´union des transversaux de circuits de cardinalite´ minimale de toutes les composantes
fortement connexes de GD. Dans le graphe GD, toute composante diffe´rente du cœur est
tre`s petite par rapport a` ce dernier et le transversal de circuits de cardinalite´ minimale de
cette composante peut eˆtre de´termine´ facilement. Par contre, le transversal de circuits de
cardinalite´ minimale du cœur est beaucoup plus difficile a` de´terminer si nous utilisons les
me´thodes combinatoires habituelles.
Notre objectif est de de´terminer le transversal de circuits de cardinalite´ minimale du cœur
d’un dictionnaire donne´ en utilisant un algorithme base´ sur la ge´ne´ration de contraintes et de
plans coupants. Mais comme notre algorithme consomme beaucoup de temps, nous re´duisons
le cœur le plus possible en appliquant des techniques de re´duction de´crites par Lin et Jou
(2000).
1
2
6
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3
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7
8
9
Figure 5.1 Exemple de graphe de dictionnaire
La figure 5.1 repre´sente le graphe d’un dictionnaire. Nous remarquons qu’il existe deux
composantes fortement connexes {1, 2, 3, 4, 5, 6} et {7, 8, 9}. Il est tre`s facile de de´terminer
le transversal de circuits de cardinalite´ minimale de la composante {7, 8, 9}. Le cœur du
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dictionnaire est compose´ des sommets 1, 2, 3, 4, 5 et 6. Nous remarquons aussi que le sommet 6
ne posse`de qu’un seul arc entrant et un seul arc sortant, nous pouvons contracter l’arc (6, 1)
en un sommet 1∗. Le cœur devient donc {1∗, 2, 3, 4, 5}. Cette ope´ration n’influence pas la
cardinalite´ du transversal de circuits du cœur. Nous constatons que le transversal de circuits
de cardinalite´ minimale de GD est e´gal a` la re´union des transversaux de circuits de cardinalite´
minimale des deux composantes fortement connexes.
Nous associons au cœur re´duit du dictionnaire un graphe oriente´ G = (V,A). Soit U un
sous-ensemble de V et soit la variable binaire xj qui prend la valeur 1 si et seulement si le
sommet j appartient au sous-ensemble U et 0 sinon. Soit C une famille de circuits sans corde
de G. Soit le coefficient aij qui prend la valeur 1 si et seulement si le sommet j appartient au
circuit i et 0 sinon. Le sous-ensemble U de V est un transversal de circuits si et seulement si
la contrainte
∑
j∈V
aijxj ≥ 1 est ve´rifie´e pour tout circuit i de C. Le proble`me de transversal de
circuits de cardinalite´ minimale se formule comme un programme line´aire en nombres entiers.
(IPMFV S)

min
∑
j∈V
xj (5.1)∑
j∈V
aijxj ≥ 1 ∀i ∈ C (5.2)
xj ∈ {0, 1} ∀j ∈ V (5.3)
L’objectif (5.1) repre´sente le nombre total de sommets appartenant au transversal de
circuits. Les contraintes (5.2) assurent que chaque circuit est couvert par au moins un sommet
appartenant au transversal de circuits. Les contraintes (5.3) indiquent que les variables xj
sont binaires.
Il est important de noter que le nombre de contraintes du proble`me (IPMFV S) est tre`s
e´leve´ : il croˆıt de fac¸on exponentielle selon la taille du graphe G (c’est-a`-dire |A|). Il est aussi
possible de formuler le proble`me comme un proble`me de multi-flot (voir Even et al. 1998),
mais la valeur de la relaxation line´aire ne fournit pas une bonne borne infe´rieure pour le
proble`me en nombres entiers. Dans la section 5.4, nous proposons la re´solution du proble`me
par une me´thode base´e sur la ge´ne´ration de contraintes.
5.3 Les ine´galite´s valides pour le MINFVS
Dans le but de re´duire le domaine re´alisable de la relaxation line´aire de (IPMFV S), nous
avons choisi d’ajouter deux types d’ine´galite´s valides qui sont des cas particuliers des ine´galite´s
valides de Chva´tal-Gomory de rang 1 et nous ajoutons aussi les ine´galite´s de clique de cardina-
lite´ 3. Nos choix ne sont pas ale´atoires, les ine´galite´s valides que nous se´parons correspondent
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a` des structures particulie`res dans le graphe du cœur re´duit du dictionnaire G = (V,A). Soit
X¯ = (x¯j)j∈V une solution fractionnaire de la relaxation line´aire de (IPMFV S). Dans ce qui
suit, nous affectons a` chaque sommet j ∈ V le poids x¯j et soit V ′ = {j ∈ V | 0 < x¯j < 1}.
Pre´cisons aussi que dans cette section nous ne conside´rons que les circuits qui sont couverts
par des sommets de poids strictement infe´rieur a` 1.
5.3.1 Les ine´galite´s d’ensemble impair
La premie`re classe d’ine´galite´s que nous proposons d’ajouter est base´e sur les ine´galite´s
{0, 1
2
}-Chva´tal-Gomory (pour plus de de´tails voir Caprara et Fischetti (1996)). Afin d’e´claircir
le principe, nous de´butons par un exemple. Dans l’exemple de la figure 5.2, nous avons trois
circuits : C1 = (1, 6, 2), C2 = (1, 4, 5) et C3 = (2, 4, 3, 6). Nous remarquons qu’il existe
au moins un sommet en commun entre toute paire de ces circuits. De plus l’ensemble des
sommets en commun {1, 2, 4} constitue un cycle. Pour couvrir les trois circuits, nous avons
besoin d’au moins deux sommets, c’est-a`-dire que x1 + x2 + x3 + x4 + x5 + x6 ≥ 2 est valide.
Nous pouvons ge´ne´raliser cette observation pour tout ensemble impair de circuits.
1
26
3
4
5
1/2
1/4
1/4
1/4
1/4
1/4
Figure 5.2 Ensemble impair de circuits
Proposition 5.3.1 Soit D′ un sous-ensemble impair de circuits. Soit U ′ = U∪U0 l’ensemble
des sommets appartenant a` la re´union des circuits de D′, ou` chaque sommet de U appartient
a` un ou deux circuits de D′ et chaque sommet de U0 appartient a` au moins trois circuits de
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D′. Alors, l’ine´galite´
∑
j∈U0

∑
i∈D′
aij
2
xj +
∑
j∈U
xj ≥
⌈ |D′|
2
⌉
(5.4)
est valide pour (IPMFV S).
De´monstration.
Des contraintes (5.2), on de´duit
⇒
∑
i∈D′
∑
j∈V
aijxj ≥ |D′| (5.5)
⇒
∑
j∈U∪U0
∑
i∈D′
aijxj ≥ |D′| (5.6)
⇒
∑
j∈U∪U0
∑
i∈D′
aij
2
xj ≥ |D
′|
2
(5.7)
Par conse´quent,
∑
j∈U∪U0

∑
i∈D′
aij
2
xj ≥
⌈ |D′|
2
⌉
(5.8)
est valide pour (IPMFV S).
Etant donne´ que chaque sommet j ∈ U appartient a` au plus deux circuits du sous-
ensemble D′, alors

∑
i∈D′
aij
2
 = 1 pour tout sommet j ∈ U . Donc, l’ine´galite´
∑
j∈U0

∑
i∈D′
aij
2
xj +
∑
j∈U
xj ≥
⌈ |D′|
2
⌉
est valide pour (IPMFV S). 
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Nous avons opte´ pour la se´paration des ine´galite´s 5.4 telles que U0 = ∅. Par conse´quent
l’ine´galite´ 5.4 devient :
∑
j∈U
xj ≥
⌈ |D′|
2
⌉
. (5.9)
La me´thode de se´paration des ine´galite´s valides (5.9) est base´e sur le meˆme principe que
pour la se´paration des ine´galite´s de coupe impaire pour le MDVSP (voir la section 3.5).
Notre objectif est de se´parer un sous-ensemble D′ ⊂ C de circuits de cardinalite´ impaire,
2k + 1 ou` k ∈ N∗, qui maximise la violation de l’ine´galite´ valide. Nous associons a` chaque
circuit i ∈ C une variable binaire wi, qui prend la valeur 1 si le circuit i appartient a` l’ensemble
D′ et 0 sinon. A` chaque variable j ∈ V ′ nous associons deux variables binaires yj et zj. La
variable yj prend la valeur 1 si le sommet j appartient a` au moins un circuit se´lectionne´ et 0
sinon. La variable zj prend la valeur 1 si le sommet j appartient a` exactement un seul circuit
se´lectionne´, et 0 sinon.
Le proble`me de se´paration des ine´galite´s (5.9) se formule comme un programme line´aire
en nombres entiers.
(PbEnsImp)

min
∑
j∈V ′
x¯jyj − k (5.10)
s.c.
∑
i∈C
wi = 2k + 1 (5.11)∑
i∈C
aijwi − 2yj + zj = 0 ∀j ∈ V ′ (5.12)
wi ∈ {0, 1} ∀i ∈ C (5.13)
yj ∈ {0, 1} ∀j ∈ V ′ (5.14)
zj ∈ {0, 1} ∀j ∈ V ′ (5.15)
kmin ≤k ≤ kmax k ∈ N (5.16)
L’objectif (5.10) repre´sente la diffe´rence entre le poids total des sommets appartenant a` la
re´union des circuits se´lectionne´s et la valeur de la variable k. La contrainte (5.11) impose que
la cardinalite´ du sous-ensemble D′ se´lectionne´ soit impaire. Les contraintes (5.12) assurent
que chaque sommet appartient a` au plus deux circuits de D′. Les contraintes (5.13), (5.14)
et (5.15) pre´cisent que les variables wi, yj et zj sont binaires. La contrainte (5.16) de´finit le
domaine de la variable k. Nous imposons que k varie entre les parame`tres kmin et kmax pour
re´duire le temps de re´solution du proble`me auxiliaire (PbEnsImp).
Proposition 5.3.2 Toute solution re´alisable du proble`me (PbEnsImp) de valeur stricte-
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ment infe´rieure a` 1 induit une ine´galite´ valide viole´e de´finie par la proposition 5.3.1.
De´monstration. Soit (w, y, z, k) une solution re´alisable du proble`me (PbEnsImp) qui de´finit
les ensembles suivants
• D′ = {i ∈ C |wi = 1}
• U = {j ∈ V ′ | yj = 1}
La valeur de la solution re´alisable est
∑
j∈V ′
x¯jyj − k.
Par conse´quent,
• par la contrainte (5.11),
∑
i∈C
wi =
∑
i∈D′
wi = 2k + 1 = |D′|, donc l’ensemble D′ contient
tous les circuits se´lectionne´s, de plus, sa cardinalite´ est impaire,
• par les contraintes (5.12),
∑
i∈D′
aijwi = 2 − zj, et zj ∈ {0, 1}, ∀j ∈ U , donc tous les
sommets du sous-ensemble U appartiennent a` au plus deux circuits de D′,
• il n’existe pas de sommet appartenant a` au moins trois circuits de D′, donc U0 = ∅,
• il s’ensuit que la valeur de cette solution est
∑
j∈U
x¯j − |D
′| − 1
2
.
Nous avons donc se´pare´ un sous-ensemble de circuits D′ de cardinalite´ impaire, ou` chaque
sommet de U appartient a` au plus deux circuits de D′. De plus, si
∑
j∈U
x¯j− |D
′| − 1
2
< 1, alors
nous avons identifie´ une ine´galite´ viole´e par la solution fractionnaire de (IPMFV S). 
Pour la se´paration des ine´galite´s d’ensemble impair, nous n’avons conside´re´ que les som-
mets de poids fractionnaire. Nous devons ajouter les sommets de poids nul appartenant a` un
ou deux circuits de D′ a` l’ensemble U et les sommets appartenant a` au moins trois circuits de
D′ a` l’ensemble U0. Par conse´quent l’ine´galite´ 5.4 est aussi viole´e par la solution fractionnaire.
L’algorithme 5.1 de´taille la proce´dure de se´paration des ine´galite´s (5.4). Pour toute solu-
tion fractionnaire de la relaxation line´aire de (IPMFV S), nous re´solvons le proble`me auxiliaire
(PbEnsImp). Pour toute solution re´alisable trouve´e de valeur strictement infe´rieure a` 1 de ce
dernier, nous retirons les ensembles D′ et U . Nous comple´tons ensuite l’ine´galite´ en ajoutant
les variables de valeur nulle, c’est-a`-dire, nous conside´rons tous les sommets de poids nul ap-
partenant a` au moins un circuit de D′. Enfin, nous ajoutons l’ine´galite´ valide correspondante
a` la liste des ine´galite´s valides. La proce´dure de se´paration des ine´galite´s d’ensemble impair
est de´crite par l’algorithme 5.1.
5.3.2 Les ine´galite´s de {0, 1
k−1}-Chva´tal-Gomory
La seconde classe d’ine´galite´s que nous proposons d’ajouter est aussi un cas particulier
des ine´galite´s de Chva´tal-Gomory de rang 1, ou` le second membre de l’ine´galite´ est e´gal a`
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Algorithme 5.1 Se´paration d’ine´galite´s d’ensemble impair (Solution, ListIne´gV alid)
1: extraire la solution fractionnaire du MINFVS
2: re´soudre le proble`me (PbEnsImp)
3: pour toute solution re´alisable de valeur < 1 faire
4: extraire la valeur de k
5: extraire D′ l’ensemble des circuits i ∈ C tels que wi = 1,
6: extraire U l’ensemble des sommets j ∈ V ′ tels que yj = 1,
7: U0 := ∅
8: pour chaque sommet j ∈ V \U tel que xj = 0 faire
9: si 1 ≤
∑
i∈D′
aij ≤ 2 alors
10: U := U ∪ {j}
11: finsi
12: si
∑
i∈D′
aij ≥ 3 alors
13: U0 := U0 ∪ {j}
14: lj :=

∑
i∈D′
aij
2

15: finsi
16: finpour
17: ajouter l’ine´galite´
∑
j∈U0
ljxj +
∑
j∈U
xj ≥
⌈ |D′|
2
⌉
a` ListIne´gV alid
18: finpour
⌈
k
k − 1
⌉
= 2, pour tout k ≥ 3 (d’autres cas plus ge´ne´raux sont pre´sente´s par Caprara et al.
2000).
Dans la figure 5.3, nous avons quatre circuits sans corde C1 = (1, 6, 2, 4), C2 = (1, 6, 3, 4),
C3 = (2, 3, 5) et C4 = (2, 4, 5). Nous remarquons que les sommets 2 et 4 appartiennent a` trois
des quatre circuits, chacun des sommets 3, 5 et 6 fait partie de deux circuits et le sommet
1 appartient a` un seul circuit. Pour couvrir l’ensemble des circuits, nous avons besoin d’au
moins 2 sommets, alors que x1 + x2 + x3 + x4 + x5 + x6 =
7
4
. Donc, l’ine´galite´
6∑
j=1
xj ≥ 2 est
valide pour (IPMFV S).
Proposition 5.3.3 Soit D′ un sous-ensemble de circuits. Soit U l’ensemble des sommets
appartenant a` la re´union des circuits de D′. Alors, l’ine´galite´
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Figure 5.3 Exemple de structure correspondant aux ine´galite´s de {0, 1
k−1}-Chva´tal-Gomory
∑
j∈U

∑
i∈D′
aij
|D′| − 1
xj ≥ 2 (5.17)
est valide pour (IPMFV S).
De´monstration. Des contraintes (5.2), on de´duit
⇒
∑
i∈D′
∑
j∈V
aijxj ≥ |D′| (5.18)
⇒
∑
j∈U
∑
i∈D′
aijxj ≥ |D′| (5.19)
⇒
∑
j∈U
∑
i∈D′
aij
|D′| − 1xj ≥
|D′|
|D′| − 1 (5.20)
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Par conse´quent,
∑
j∈U

∑
i∈D′
aij
|D′| − 1
xj ≥
⌈ |D′|
|D′| − 1
⌉
(5.21)
⇒
∑
j∈U

∑
i∈D′
aij
|D′| − 1
xj ≥ 2 (5.22)
est valide pour (IPMFV S).

Nous cherchons a` identifier un sous-ensemble de circuits D′ ⊂ C, qui minimise la valeur
∑
j∈U

∑
i∈D′
aij
|D′| − 1
 x¯j. Nous associons a` chaque circuit i ∈ C une variable binaire wi, qui prend
la valeur 1 si le circuit i appartient a` l’ensemble D′ et 0 sinon. A` chaque sommet j ∈ V ′, nous
associons une variable binaire yj et une variable entie`re zj. La variable yj prend la valeur 1 si
le sommet j appartient a` au moins un des circuits de D′ et 0 sinon. La variable zj est e´gale
a`

∑
i∈D′
aij
|D′| − 1
. La variable zj prend la valeur 0 si le sommet j n’appartient a` aucun circuit de
D′ (c’est-a`-dire
∑
i∈D′
aij = 0), prend la valeur 2 si le sommet j appartient a` tous les circuits de
D′ (c’est-a`-dire
∑
i∈D′
aij = |D′|) et prend la valeur 1 sinon (c’est-a`-dire 1 ≤
∑
i∈D′
aij ≤ |D′| − 1).
Le proble`me auxiliaire de se´paration des ine´galite´s valides (5.17) se formule comme un
programme line´aire en nombres entiers.
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(PbChG)

min
∑
j∈V ′
x¯jzj (5.23)
s.c.
∑
i∈C
wi = k (5.24)∑
i∈C
aijwi ≤Myj ∀j ∈ V ′ (5.25)∑
i∈C
aijwi ≤ zj + k − 2 ∀j ∈ V ′ (5.26)
zj − yj ≥ 0 ∀j ∈ V ′ (5.27)
wi ∈ {0, 1} ∀i ∈ C (5.28)
yj ∈ {0, 1}. ∀j ∈ V ′ (5.29)
zj ∈ {0, 1, 2} ∀j ∈ V ′ (5.30)
k ∈ N, k > 3 (5.31)
L’objectif (5.23) repre´sente le poids total des sommets appartenant a` la re´union des som-
mets de D′. La contrainte (5.24) permet de calculer la cardinalite´ de l’ensemble D′. Les
contraintes (5.25) assurent que yj est e´gale a` 1 si le sommet j appartient a` au moins un des
circuits de D′. Notons que M est une constante positive tre`s grande. Les contraintes (5.26) et
(5.27) de´terminent la valeur de la variable zj. Les contraintes (5.28), (5.29), (5.30) et (5.31)
de´finissent les domaines des variables wi, yi, zi et k.
Proposition 5.3.4 Toute solution re´alisable du proble`me (PbChG) de valeur strictement
infe´rieure a` 2 induit une ine´galite´ valide (5.17) de (IPMFV S) viole´e.
De´monstration. Soit (w, y, z, k) une solution re´alisable du proble`me (PbChG) qui de´finit les
ensembles suivants
• D′ = {i ∈ C | wi = 1}
• U = {j ∈ V ′ | yj = 1}
La valeur de la solution re´alisable est
∑
j∈V ′
x¯jzj.
Il s’ensuit que :
• la cardinalite´ du sous-ensemble des circuits se´lectionne´s D′ est k, puisque
∑
i∈C
wi =∑
i∈D′
wi = |D′| = k,
• tout sommet j appartenant au sous-ensemble U fait partie d’au moins un circuit de D′,
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d’ou` ∀j ∈ U , zj =

∑
i∈D′
aij
|D′| − 1
 ≥ 1,
• tout sommet j n’appartenant pas a` U ne fait partie d’aucun circuit de D′, d’ou` yj =
zj = 0.
Par conse´quent, la valeur de la solution est
∑
j∈U

∑
i∈D′
aij
|D′| − 1
 x¯j. De plus, si cette dernie`re
est strictement infe´rieure a` 2, alors l’ine´galite´ (5.17) est viole´e par la solution fractionnaire
courante de (IPMFV S). 
La proce´dure de se´paration des ine´galite´s (5.17) est similaire a` la proce´dure de se´paration
des ine´galite´s d’ensemble impair. A` l’aide de la solution fractionnaire courante de la relaxation
line´aire de (IPMFV S), nous construisons et nous re´solvons le programme auxiliaire en nombres
entiers (PbChG). Pour toute solution re´alisable de valeur strictement infe´rieure a` 2, nous
extrayons D′ l’ensemble des circuits se´lectionne´s et U l’ensemble des sommets appartenant
a` la re´union des circuits de D′. Ensuite, nous ajoutons a` l’ensemble U tous les sommets de
poids nul et qui appartiennent a` au moins un circuit de D′. A` partir des sommets du sous-
ensemble U , nous e´crivons l’ine´galite´ valide et nous l’ajoutons a` la liste des ine´galite´s valides.
Les e´tapes de la proce´dure de se´paration sont donne´es par l’algorithme 5.2.
5.3.3 Les ine´galite´s de clique de cardinalite´ 3
Parmi les plus importantes ine´galite´s valides pour les proble`mes de partitionnement et de
couverture, nous retrouvons les ine´galite´s de clique. Rappelons qu’une clique de cardinalite´
k est un sous-graphe induit complet K = (S,E(S)), ou` S est un ensemble de sommets
de cardinalite´ k et E(S) est l’ensemble de toutes les areˆtes possibles entre les sommets
appartenant a` S. Notre objectif est d’identifier a` partir du graphe du cœur re´duit un sous-
graphe induit, ou` U est l’ensemble des sommets et il existe un sous-ensemble de sommets
S ⊆ U tel qu’il existe un et un seul circuit reliant toute paire de sommets appartenant a` S et
il existe au plus un sommet en commun entre toute paire de circuits du sous-graphe induit.
Dans l’exemple de la figure 5.4, nous avons un sous-graphe induit de trois sommets dans
lequel toute paire de sommets forme un circuit de longueur 2 sans corde. Si nous remplac¸ons
chaque circuit de longueur 2 par une areˆte, nous obtenons une clique de cardinalite´ 3. Pour
couvrir tous les circuits du sous-graphe induit, nous avons besoin d’au moins deux sommets,
or
∑
j∈U
xj = 1.5. Par conse´quent, l’ine´galite´
∑
j∈U
xj ≥ 2, ou` U = S = {1, 2, 3}, est valide pour
(IPMFV S) et coupe la solution courante.
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Algorithme 5.2 Se´paration d’ine´galite´s (5.17) (Solution, ListIne´gV alid)
1: extraire la solution fractionnaire du MINFVS
2: re´soudre le proble`me (PbChG)
3: pour toute solution re´alisable de valeur < 2 faire
4: extraire la valeur de k
5: extraire D′ l’ensemble des circuits i ∈ C tels que wi = 1,
6: extraire U l’ensemble des sommets j ∈ V ′ tels que yj = 1,
7: pour tout sommet j ∈ U faire
8: extraire la valeur de zj
9: finpour
10: pour chaque sommet j ∈ V \U tel que xj = 0 faire
11: si
∑
i∈D′
aij 6= 0 alors
12: U := U ∪ {j},
13: zj :=

∑
i∈D′
aij
|D′| − 1

14: finsi
15: finpour
16: ajouter l’ine´galite´
∑
j∈U
zjxj ≥ 2 a` ListIne´gV alid
17: finpour
1
2
3
1/2
1/2
1/2
Figure 5.4 Clique de cardinalite´ 3
Proposition 5.3.5 Soit D′ un sous-ensemble de circuits sans corde. Soit U l’ensemble des
sommets appartenant a` la re´union des circuits de D′. Si pour toute paire de circuits de D′, il
existe un seul sommet en commun, et S est l’ensemble des sommets appartenant a` la re´union
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des intersections des circuits de D′, alors l’ine´galite´∑
j∈U
xj ≥ |S| − 1 (5.32)
est valide pour (IPMFV S).
De´monstration.
Soit D′ un sous-ensemble de circuits sans corde, U l’ensemble des sommets appartenant
a` la re´union des circuits de D′ et S l’ensemble des sommets appartenant a` la re´union des
intersections des circuits de D′.
Si chaque circuit appartenant a` D′ est remplace´ par une areˆte reliant deux sommets de S,
alors nous obtenons un sous-graphe complet, ou` le degre´ de chaque sommet de S est |S|−1 et
le nombre total d’areˆtes est
|S|(|S| − 1)
2
. En d’autres termes, le sous-graphe obtenu est une
clique de cardinalite´ |S|. Pour couvrir toutes les areˆtes de cette dernie`re, nous avons besoin
d’au moins |S|−1 sommets de S. Par conse´quent,
∑
j∈U
xj ≥ |S|−1 est valide pour (IPMFV S).

La proposition 5.3.5 est ve´rifie´e quelque soit la cardinalite´ du sous-ensemble S. Malheu-
reusement, la se´paration des ine´galite´s de clique de circuits d’une cardinalite´ quelconque est
tre`s difficile. Nous avons e´labore´ un algorithme glouton pour la se´paration de cliques de car-
dinalite´ k, mais nous avons constate´ qu’il consomme e´norme´ment de temps. Nous avons tente´
de mode´liser le proble`me par un programme line´aire, mais nous avons constate´ que la mode´-
lisation de la condition exige´e entre toute paire de circuits engendre un nombre exponentiel
de contraintes. Nous avons donc choisi de se limiter a` des cliques de cardinalite´ 3, c’est-a`-dire
que |S| = 3.
Afin de se´parer les ine´galite´s de´finies par la proposition 5.3.5, nous cherchons a` identifier
un sous-ensemble de circuits D′ ⊂ C tel que le sous-ensemble des sommets appartenant a` la
re´union des circuits de D′ maximise la violation de l’ine´galite´ (5.32) pour |S| = 3. En premier,
nous rede´finissons l’ensemble des sommets V ′ = {j ∈ V | 0 ≤ x¯j < 1}. Nous associons a`
chaque circuit i ∈ C une variable binaire wi, qui prend la valeur 1 si le circuit i appartient
a` l’ensemble D′ et 0 sinon. A` chaque variable j ∈ V ′, nous associons deux variables binaires
yj et zj. La variable yj prend la valeur 1 si le sommet j appartient a` au moins un circuit
se´lectionne´ et 0 sinon. La variable zj prend la valeur 1 si le sommet j appartient a` exactement
un circuit se´lectionne´, et 0 sinon.
Le proble`me de se´paration des ine´galite´s (5.32) se formule comme un programme line´aire
en nombres entiers.
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(PbK3)

min
∑
j∈V ′
x¯jyj (5.33)∑
i∈C
wi = 3 (5.34)∑
j∈V ′
(yj − zj) = 3 (5.35)∑
i∈C
aijwi − 2yj + zj = 0 ∀j ∈ V (5.36)
wi ∈ {0, 1} ∀i ∈ C (5.37)
yj ∈ {0, 1} ∀j ∈ V ′ (5.38)
zj ∈ {0, 1} ∀j ∈ V ′ (5.39)
L’objectif (5.33) repre´sente le poids total des sommets appartenant a` la re´union des
sommets de D′. La contrainte (5.34) impose que la cardinalite´ de D′ est 3. La contrainte
(5.35) exige que la cardinalite´ de l’ensemble des sommets d’intersection des circuits est 3. Les
contraintes (5.36) indiquent que chaque sommet appartient a` au plus deux circuits de D′. Les
contraintes (5.37), (5.38) et (5.39) pre´cisent que les variables wi, yj et zj sont binaires.
Proposition 5.3.6 Toute solution re´alisable du proble`me (PbK3) de valeur strictement in-
fe´rieure a` 2 induit une ine´galite´ valide (5.32) du (IPMFV S) viole´e.
De´monstration. Soit (w, y, z) une solution re´alisable du proble`me (PbK3) qui de´finit les
ensembles suivants
• D′ = {i ∈ C | wi = 1}
• U = {j ∈ V ′ | yj = 1}
• S = {j ∈ V ′ | yj = 1 et zj = 0}
La valeur de la solution re´alisable est
∑
j∈V ′
x¯jyj.
Il s’ensuit que :
• la cardinalite´ de l’ensemble des circuits se´le´ctionne´s est 3, puisque
∑
i∈C
wi =
∑
i∈D′
wi =
|D′| = 3,
• tous les sommets du sous-ensemble U appartiennent a` au moins un circuit de D′ ; donc
pour tout sommet j ∈ U , yj = 1,
• tout sommet j n’appartenant pas a` U est un sommet qui ne fait partie d’aucun circuit
de D′ ; d’ou` yj = zj = 0,
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• tout sommet j ∈ U appartenant a` au moins deux circuits de D′ est un sommet du
sous-ensemble S, d’ou` |S| =
∑
j∈S
(yj − zj) = 3.
Par conse´quent, la valeur de cette solution re´alisable est
∑
j∈U
x¯j. Si de plus, sa valeur est stric-
tement infe´rieure a` 2 = |S| − 1, alors l’ine´galite´ (5.32) est viole´e par la solution fractionnaire
courante. 
La proce´dure de se´paration des ine´galite´s de clique de circuits est similaire aux deux
pre´ce´dentes proce´dures de se´paration. Nous re´solvons le proble`me auxiliaire (PbK3) et pour
chaque solution re´alisable de valeur strictement infe´rieure a` 2 trouve´e, nous extrayons l’en-
semble des circuits se´lectionne´s D′, ainsi que l’ensemble des sommets appartenant a` la re´union
des circuits U . Nous e´crivons l’ine´galite´ de clique de cardinalite´ 3 et nous l’ajoutons a` la liste
des ine´galite´s valides. Les de´tails de la proce´dure de se´paration sont donne´s par l’algorithme
5.3. Notons que nous conside´rons tous les sommets de poids strictement infe´rieur a` 1.
Algorithme 5.3 Se´paration d’ine´galite´s de clique de cardinalite´ 3 (Solution, ListIne´gV alid)
1: extraire la solution fractionnaire du MINFVS
2: re´soudre le proble`me (PbK3)
3: pour toute solution re´alisable de valeur < 2 faire
4: extraire D′ l’ensemble des circuits i ∈ C tels que wi = 1
5: extraire U l’ensemble des sommets j ∈ V ′ tels que yj = 1
6: ajouter l’ine´galite´
∑
j∈U
xj ≥ 2 a` ListIne´gV alid
7: finpour
5.4 Me´thode de re´solution du MINFVS
Etant donne´ que le nombre de contraintes de (IPMFV S) est tre`s e´leve´, nous avons utilise´ la
ge´ne´ration de contraintes pour la re´solution de la relaxation line´aire et pour la re´solution du
programme line´aire en nombres entiers. A` chaque e´tape de notre me´thode, nous conside´rons
seulement un sous-ensemble D de l’ensemble des circuits C. Dans ce qui suit, nous utiliserons
la notation (IPMFV S(D)) (resp. LPMFV S(D)) pour faire re´fe´rence au programme en nombres
entiers (IPMFV S) (resp. la relaxation line´aire (LPMFV S)) en remplac¸ant C par D. Il est
important de pre´ciser que LPMFV S est un proble`me re´alisable.
Initialement, nous de´marrons avec un sous-ensemble de circuits vide, note´ D, nous re´sol-
vons le proble`me (LPMFV S(D)). Soit x = (xj)j∈V la solution du proble`me. Nous associons a`
chaque sommet j ∈ V le poids xj. Pour chaque sommet j ∈ V , nous utilisons l’algorithme
de Dijkstra pour de´terminer le plus court chemin de j a` lui-meˆme contenant au moins un
arc. Si son poids est strictement infe´rieur a` 1, alors nous avons de´tecte´ un circuit C viole´.
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Si le circuit C est sans corde, alors nous l’ajoutons a` l’ensemble des circuits de D. Sinon,
nous extrayons de C tous les circuits sans corde et nous les ajoutons a` D, en s’assurant qu’il
n’existe pas de circuits identiques (voir l’algorithme 5.4). Nous re´solvons le nouveau proble`me
(LPMFV S(D)) et nous re´pe´tons la meˆme ope´ration jusqu’a` obtenir une solution fractionnaire
qui ne viole aucun circuit de C. La principale raison pour laquelle nous re´solvons plusieurs
programmes line´aires est que nous avons constate´ que le sous-ensemble de circuits D (obtenu
par cette technique) fournit une bonne borne infe´rieure au proble`me IPMFV S(C).
Dans le but d’ame´liorer la valeur de la borne infe´rieure, nous appliquons les proce´dures
de´crites par les algorithmes 5.1, 5.2 et 5.3 pour la se´paration des ine´galite´s valides en utilisant
la dernie`re solution fractionnaire. S’il existe des ine´galite´s viole´es alors nous les ajoutons au
proble`me (LPMFV S(D)) et nous re´solvons a` nouveau. Nous proce´dons de la meˆme fac¸on
jusqu’a` qu’il n’existe plus d’ine´galite´ viole´e par la dernie`re solution fractionnaire. Ensuite,
nous de´butons la re´solution du programme line´aire en nombres entiers (IPMFV S(D)). Durant
la re´solution, s’il existe une solution re´alisable de (IPMFV S(D)), et si elle ne viole aucun
circuit de C, alors cette solution est accepte´e. Sinon nous ajoutons les circuits viole´s a` D et
nous continuons la re´solution. Les circuits viole´s sont obtenus a` l’aide de la proce´dure de´crite
par l’algorithme 5.4.
Notons que nous utilisons CPLEX pour re´soudre les programmes line´aires relaxe´s et les
programmes line´aires en nombres entiers. Pour l’ajout des circuits non couverts par les solu-
tions entie`res, nous utilisons la fonction « CPXsetlazyconstraintcallbackfunc( ) » de CPLEX.
La me´thode de re´solution du proble`me est de´crite par l’algorithme 5.5.
5.5 Application et re´sultats
Nous avons utilise´ CPLEX 12.4.0.0 pour re´soudre nos proble`mes sur la machine Briare´e
du Re´seau Calcul Que´bec de Haute Performance (RQCHP). Briare´e posse`de 630 noeuds,
chacun contient 2 processeurs Intel (Intel Xeon X5650 2.66GHz Westmere-EP). Notons que
nous utilisons le branchement paralle`le de CPLEX. Le maximum autorise´ sur Briare´e est 12
noeuds en paralle`le pour une dure´e maximale de 3 semaines.
Nous pre´sentons dans le tableau 5.1 les caracte´ristiques des cœurs re´duits de quatre dic-
tionnaires que nous avons utilise´s pour tester notre algorithme et deux autres instances
interme´diaires que nous avons cre´e´ a` partir des graphes des cœurs re´duits des diction-
naires Merriam-Webster et WordNet. A` partir du graphe de chaque cœur re´duit, nous avons
construit un sous-graphe induit qui contient environ
2
3
des sommets du graphe initial. No-
tons que le sous-graphe induit obtenu n’est pas force´ment fortement connexe. Les nouvelles
instances MW* et WN* sont extraites des cœurs re´duits des dictionnaires Merriam-Webster
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Algorithme 5.4 Se´paration des circuits sans corde (G = (V,A), Solution,D)
1: Soit x = (xj)j∈V une solution du proble`me
2: Soit C l’ensemble de tous les circuits de G
3: Soit D un sous-ensemble de circuits
4: pour chaque sommet j ∈ V faire
5: associer le poids xj a` j
6: finpour
7: pour chaque sommet j ∈ V telle que xj < 1 faire
8: Dijkstra(G, x, j)
9: si il existe un plus court chemin de j a` j de longueur l et de poids strictement infe´rieur
a` 1 alors
10: C := le plus court chemin de j a` j
11: si C est un circuit sans corde et C /∈ D alors
12: ajouter C a` D
13: sinon
14: extraire de C tout circuit sans corde et l’ajouter a` D
15: finsi
16: finsi
17: finpour
et WordNet, respectivement.
Nous remarquons que les graphes associe´s aux cœurs re´duits des dictionnaires Merriam-
Webster et WordNet sont plus denses (c’est-a`-dire contiennent un grand nombre de sommets
et d’arcs) que les graphes associe´s aux cœurs re´duits des dictionnaires Cambridge et Longman.
D’autre part, les graphes des instances MW* et WN* contiennent plus de sommets que le
graphe associe´ au cœur re´duit de Longman et environ le meˆme nombre d’arcs.
Tableau 5.1 Caracte´ristiques des instances teste´es
Instances Nb de sommets Nb d’arcs Nb moyen d’arcs sortant
Cambridge 647 6114 9.45
Longman 873 8686 8.56
Merriam-Webster 2191 14276 7.72
WordNet 2135 14713 6.89
MW* 1460 9315 6.38
WN* 1423 8099 5.69
En effectuant plusieurs tests, nous avons remarque´ que la re´solution du proble`me avec
la me´thode de se´paration et e´valuation progressive fournit un arbre de branchement avec
un nombre de´mesure´ de noeuds de branchement. Nous avons constate´ qu’il existe beaucoup
de syme´trie dans l’arbre de branchement, c’est-a`-dire qu’il existe beaucoup de solutions op-
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Algorithme 5.5 Re´solution de IPMFV S par ge´ne´ration de contraintes (G = (V,A))
1: Soit C l’ensemble de tous les circuits du graphe G
2: D ← ∅
3: re´soudre LPMFV S(D)
4: soit x la solution optimale de LPMFV S(D)
5: appliquer la proce´dure 5.4 pour de´terminer les circuits sans corde de longueur ≤ 5 et de
poids < 1 dans G
6: tant que il existe un circuit C de C viole´ par la solution x faire
7: ajouter a` D le circuit C
8: re´soudre LPMFV S(D)
9: soit x la solution optimale de LPMFV S(D)
10: appliquer la proce´dure 5.4 pour de´terminer les circuits sans corde de poids < 1 dans G
11: fintant que
12: appliquer les proce´dures 5.1, 5.2 et 5.3 de se´paration des ine´galite´s valides.
13: tant que il existe des ine´galite´s viole´es faire
14: ajouter les ine´galite´s valides au LPMFV S(D)
15: re´soudre LPMFV S(D)
16: appliquer les proce´dure 5.1, 5.2 et 5.3 de se´paration des ine´galite´s valides.
17: fintant que
18: lancer la re´solution de IPMFV S(D)
19: pour toute solution re´alisable trouve´e x faire
20: si la solution x couvre tous les circuits du graphe G alors
21: accepter la solution x
22: sinon
23: appliquer la proce´dure 5.4 pour de´terminer les circuits sans corde de poids < 1 dans
G
24: tant que il existe un circuit C de C viole´ par la solution x faire
25: ajouter le circuit C a` D
26: fintant que
27: finsi
28: finpour
29: retourner la solution optimale x
timales. C’est pour cette raison que le solveur n’arrive pas a` supprimer des noeuds et par
conse´quent il doit exploiter tous les noeuds de l’arbre. Nous avons teste´ deux techniques de
branchement « meilleure-borne » et « en profondeur ». Avec la premie`re technique CPLEX
arreˆte la re´solution apre`s 8 heures par manque de me´moire et avec la deuxie`me technique
le branchement dure des semaines sans re´ussir a` prouver l’optimalite´ de la dernie`re solu-
tion trouve´e. Sur la base de ces observations, nous avons choisi de faire un branchement en
profondeur et de limiter le temps de re´solution a` 26 heures.
Dans le tableau 5.2, nous pre´sentons les re´sultats des tests obtenus en re´solvant les pro-
ble`mes a` l’aide de Cplex par de´faut. Nous constatons qu’en moyenne, nous avons re´solu 7
104
programmes line´aires en des temps variant entre 10 et 80 secondes. Pour les instances Cam-
bridge, Longman et MW*, nous avons trouve´ les solutions optimales en 8, 132 secondes et 2
heures 31 minutes, respectivement. Nous avons donc la preuve d’optimalite´ pour ces trois ins-
tances. Pour les instances Merriam-Webster, WordNet et WN*, le solveur n’est pas capable
de de´terminer une solution re´alisable facilement ; c’est seulement apre`s plusieurs noeuds de
branchement et plusieurs tentatives qu’il re´ussit a` trouver une solution re´alisable et l’e´cart
entre cette dernie`re et la borne infe´rieure est tre`s grand. Notons que nous avons limite´ le
temps de re´solution total a` 26 heures. Les valeurs des meilleures solutions trouve´es des ins-
tances Merriam-Webster, WordNet et WN* sont, respectivement, 305, 323 et 164. Les valeurs
des GAP enregistre´s par ces solutions sont 10.69%, 15.06% et 5.17%, respectivement. Pour
ces trois instances, CPLEX n’a pas re´ussi a` trouver les solutions optimales.
Dans le tableau 5.3, nous pre´sentons les re´sultats des tests obtenus en re´solvant les pro-
ble`mes a` l’aide de l’algorithme 5.5. E´tant donne´ qu’il est facile de re´soudre les instances
Cambridge et Longman, nous n’avons pas applique´ l’algorithme 5.5 pour les re´soudre. Nous
avons constate´ que, dans les graphes des instances Merriam-Webster, WordNet, MW* et
WN*, il existe un grand nombre d’ine´galite´s viole´es par les solutions fractionnaires. Ceci
nous a oblige´ a` inclure d’autres crite`res d’arreˆt dans la proce´dure de se´paration des ine´galite´s
valides. Nous avons de´cide´ que si le nombre d’ine´galite´s valides ajoute´es est supe´rieur ou e´gal
a` 8% du nombre de contraintes ou si l’ame´lioration de la valeur de la borne infe´rieure est
infe´rieure a` 0.1, alors nous arreˆtons la proce´dure de se´paration des ine´galite´s valides.
Nous remarquons que nous trouvons un grand nombre d’ine´galite´s d’ensemble impair
par rapport aux ine´galite´s de {0, 1
k−1}-Chva´tal-Gomory et aux ine´galite´s de clique de car-
dinalite´ 3. En moyenne, 95% des ine´galite´s valides trouve´es sont des ine´galite´s d’ensemble
impair. Dans le graphe de l’instance Merriam-Webster, nous avons identifie´ plus d’ine´galite´s
d’ensemble impair que dans les graphes des autres instances, En revanche, nous avons iden-
tifie´ plus d’ine´galite´s de {0, 1
k−1}-Chva´tal-Gomory et d’ine´galite´s de clique dans le graphe de
l’instance WN* que dans les graphes des autres instances. Nous observons que nous avons
ajoute´ beaucoup plus d’ine´galite´s valides aux proble`mes Merriam-Webster et WN* qu’aux
proble`mes WordNet et MW*. Nous constatons aussi que l’ame´lioration de la valeur de la
solution fractionnaire n’est pas tre`s grande apre`s l’ajout des ine´galite´s valides. Il est possible
d’augmenter la valeur de la borne infe´rieure en ajoutant plus d’ine´galite´s valides si nous modi-
fions les crite`res d’arreˆt de la proce´dure de se´paration, mais en contrepartie nous augmentons
le temps de se´paration. Nous avons trouve´ les solutions optimales des instances MW* et WN*
en 2 heures 17 minutes et 5 heures 16 minutes, respectivement. Rappelons qu’en 26 heures
CPLEX n’a pas re´sussi a` trouver la solution optimale de l’instances WN*. Nous enregistrons
donc une re´duction d’environ 80% du temps total de re´solution de cette instance avec notre
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algorithme. Selon les re´sultats pre´sente´s, l’ajout des ine´galite´s valides permet de re´duire la
taille de l’arbre de branchement. D’autre part, nous avons trouve´ des solutions re´alisables
de valeurs 296 et 311 pour les instances Merriam-Webster et WordNet, respectivement, qui
sont meilleures que celles trouve´es par Cplex. Notons que nous savons que ces solutions ne
sont pas optimales parce que nous avons trouve´ des solutions re´alisables de valeurs 291 et
309 pour Merriam-Webster et WordNet, respectivement, apre`s plusieurs jours.
5.6 Conclusion
Dans ce chapitre, nous avons e´tudie´ une des applications du proble`me de transversal
de circuits de cardinalite´ minimale. Nous avons essaye´ de re´soudre le proble`me de de´ter-
mination du nombre minimum de mots a` connaˆıtre pour comprendre tous les mots d’un
dictionnaire donne´. Nous avons pre´sente´ un algorithme combinant les me´thodes de ge´ne´ra-
tion de contraintes et de plans coupants pour la re´solution du proble`me. Nous avons propose´
la se´paration de deux classes particule`res des ine´galite´s de Chva´tal-Gomory et des ine´galite´s
de clique par la re´solution de proble`mes auxiliaires en nombres entiers. Nous avons montre´
que certaines solutions re´alisables des proble`mes auxiliaires peuvent fournir des ine´galite´s
viole´es par la solution fractionnaire.
Nous avons utilise´ des instances extraites de dictionnaires de la langue anglaise pour
tester nume´riquement notre algorithme. Nous avons observe´ qu’il est tre`s facile de re´soudre
le proble`me dont le graphe posse`de moins de 900 sommets et 9000 arcs, mais il devient tre`s
difficile si le graphe est plus dense. Les re´sultats nume´riques montrent clairement que l’ajout
des ine´galite´s valides permet de trouver de meilleures solutions re´alisables dans le temps
imparti et dans certains cas de trouver la solution optimale du proble`me tout en ame´liorant
conside´rablement le temps total de re´solution. Nous avons constate´ aussi que le proble`me
auxiliaire de se´paration des ine´galite´s d’ensemble impair a permis d’identifier un tre`s grand
nombre d’ine´galite´s viole´es par les solutions fractionnaires.
Nous avons obseve´ qu’il existe beaucoup de syme´trie dans l’arbre de banchement. Pour
re´duire cette syme´trie, nous avons pe´nalise´ le coefficient de chaque variable dans la fonction
objectif en fonction de sa densite´, nous avons ajoute´ une contrainte pour borner l’ancienne
fonction objectif et nous avons re´solu un proble`me de maximisation. Malheureusement, cette
technique n’a pas permis de re´soudre le proble`me non plus. Nous pensons qu’il est pre´fe´rable
de ge´rer le branchement tout en essayant de briser la syme´trie (voir Ostrowski et al . (2009)).
Nous pensons aussi qu’il faut ajouter des ine´galite´s valides permettant d’e´liminer des cas de
syme´trie (voir Me´ndez-Dı`az et Zabala (2006), Friedman (2007), Kaibel et Pfetsch (2007)).
Nous retrouvons dans la litte´rature des me´thodes qui permettent de re´soudre des proble`mes
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d’optimisation en conside´rant la syme´trie (voir Sherali and Smith (2001) et Ghoniem and
Sherali (2011)). Malheureusement, il nous a e´te´ impossible d’identifier une structure propre
au proble`me parce qu’il est impossible de visualiser le graphe du cœur re´duit (ni meˆme un
sous-graphe) e´tant donne´ qu’il est tre`s dense.
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CHAPITRE 6
CONCLUSION
Durant les dernie`res de´cennies, beaucoup de travaux ont e´te´ consacre´s a` la de´termina-
tion et la se´paration de diffe´rentes classes d’ine´galite´s valides pour les programmes line´aires
en nombres entiers. Pour certains, il a e´te´ de´montre´ que, dans le cas ge´ne´ral, le proble`me
de se´paration est NP-complet. Pour d’autres, nous ignorons a` ce jour si leur proble`me de
se´paration est NP-complet ou non.
Ge´ne´ralement, les me´thodes de se´paration propose´es dans la litte´rature sont pour des
proble`mes d’optimisation pratiques, classe´s NP-complet, formule´s comme des programmes
line´aires en nombres entiers. Dans cette the`se, nous avons e´tudie´ des ine´galite´s valides pour
des proble`mes de partitionnement et de couverture, nous avons propose´ des algorithmes de
se´paration de chaque classe e´tudie´e et nous avons analyse´ les points positifs et ne´gatifs de
chaque algorithme propose´.
6.1 Synthe`se des travaux
Dans la premie`re partie de cette the`se, nous avons e´tudie´ les ine´galite´s valides et les
algorithmes de se´paration pour le MDVSP. A` partir de la notion de sous-multigraphe e´pi-
neux introduite par Hadjar et al. (2006), nous avons pre´sente´ une ge´ne´ralisation de cette
notion. Nous avons montre´ qu’il est possible d’identifier des structures plus ge´ne´rales que la
structure de cycle impair e´pineux, identifie´e par les auteurs. Nous avons exploite´ la relation
entre le MDVSP et le proble`me de couplage, et entre ce dernier et le proble`me du stable,
pour identifier deux classes particulie`res d’ine´galite´s valides propres au MDVSP. Nous avons
nomme´ les ine´galite´s de la premie`re classe, les ine´galite´s de cycle impair, e´tant donne´ que
leur structure dans le graphe de conflit correspond a` un cycle impair ; et nous avons nomme´
les ine´galite´s de la deuxie`me classe, les ine´galite´s de coupe impaire, e´tant donne´ que leur
structure dans le graphe des chemins correspond a` une coupe impaire. Nous avons propose´
un algorithme polynomial pour la se´paration des ine´galite´s de cycle impair et nous avons se´-
pare´ les ine´galite´s de coupe impaire en re´solvant un programme auxiliaire en nombres entiers.
Les re´sultats nume´riques ont montre´ que la se´paration des deux classes d’ine´galite´s valides
prend, en moyenne, 33% du temps total de re´solution du MDVSP. Le temps de se´paration
des ine´galite´s de cycle impair repre´sente, en moyenne, 7.3% du temps total de se´paration ; et
en moyenne, le temps de se´paration des ine´galite´s de coupe impaire est e´gal a` 92.6% du temps
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total de se´paration. Les re´sultats nume´riques ont aussi de´montre´ l’efficacite´ de l’algorithme
de type « branch-and-cut » que nous avons propose´.
Dans la deuxie`me partie de cette the`se, nous avons e´tudie´ les ine´galite´s valides et les al-
gorithmes de se´paration pour le SPP. Nous avons propose´ deux nouvelles classes d’ine´galite´s
valides propres au proble`me. Nous avons clarifie´ la relation entre les ine´galite´s valides des
deux classes. Nous avons montre´ que si l’ine´galite´ valide de type I est viole´e par la solution
fractionnaire courante, alors l’ine´galite´ valide de type II l’est aussi. Nous avons propose´ la se´-
paration des ine´galite´s de chaque classe par la re´solution d’un proble`me auxiliaire en nombres
entiers. Nous avons propose´ d’ajouter les ine´galite´s de clique et la re´solution d’un proble`me
auxiliaire pour les se´parer. Les re´sultats nume´riques ont montre´ que l’ajout des ine´galite´s
valides de type II ainsi que les ine´galite´s de clique fournit de meilleurs re´sultats. Les re´sultats
ont montre´ aussi que l’algorithme de type « branch-and-cut » que nous proposons pour la
re´solution du SPP est plus efficace que CPLEX pour les instances dont la densite´ des colonnes
est supe´rieure a` 16%, et moins efficace pour les instances dont la densite´ est infe´rieure ou
e´gale a` 16%. Par contre, l’ajout des ine´galite´s valides propose´es fournit un meilleur GAP que
celui de CPLEX, dans la plupart des cas. Ce re´sultat ne de´coule pas seulement de l’ame´lio-
ration de la borne infe´rieure, mais dans certains cas, l’ajout des plans coupants aide Cplex a`
identifier une meilleure borne supe´rieure.
Dans la troisie`me partie de cette the`se, nous avons e´tudie´ un proble`me de linguistique qui
consiste a` de´terminer le nombre minimum de mots a` connaˆıtre pour comprendre toutes les
de´finitions d’un dictionnaire donne´. Ce proble`me a e´te´ mode´lise´ comme un proble`me de trans-
versal de circuits de cardinalite´ minimale. Nous avons propose´ d’ajouter deux classes parti-
culie`res d’ine´galite´s de Chva´tal-Gomory, les {0, 1
2
}-Chva´tal-Gomory et les {0, 1
k−1}-Chva´tal-
Gomory, et les ine´galite´s de clique de cardinalite´ 3. Pour la se´paration de chaque classe
d’ine´galite´s valides, nous avons re´solu un proble`me auxiliaire en nombres entiers. Les re´sul-
tats nume´riques ont montre´ que nos me´thodes de se´paration permettent d’identifier un grand
nombre d’ine´galite´s valides, mais en contrepartie elles consomment beaucoup de temps. Pour
la re´solution du proble`me nous avons pre´sente´ un algorithme de type « branch-and-cut ».
Nous avons constate´ que l’ajout des ine´galite´s valides aide CPLEX a` identifier des solutions
re´alisables plus rapidement et dans certains cas a` trouver la solution optimale en peu de
temps. Malheureusement, nous n’avons pas re´ussi a` trouver la solution optimale des cœurs
re´duits des dictionnaires Meriem-Webster et WordNet. Notons que jusqu’a` la re´daction de
ces lignes, nous n’avons trouve´ aucun moyen qui permet de trouver la solution optimale de
chaque proble`me. Pour les cœurs re´duits des dictionnaires Meriem-Webster et WordNet, nous
avons essaye´ de re´soudre les proble`mes avec CPLEX et avec notre algorithme, les tests ont
dure´ 3 semaines sans prouver l’optimalite´ de la dernie`re solution trouve´e. Par contre, nos
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re´sultats montrent que les ine´galite´s valides propose´es permettent d’obtenir de meilleures
solutions re´alisables dans un temps limite de 26 heures.
6.2 Ame´liorations futures
A` partir des re´sultats nume´riques pre´sente´s dans le pre´sent travail, nous concluons que
les ine´galite´s valides propose´es re´duisent le domaine re´alisable de la relaxation line´aire des
proble`mes e´tudie´s, aident a` de´terminer de meilleures solutions re´alisables et dans la plupart
des cas permettent de re´soudre les proble`mes en moins de temps. Ne´anmoins, la se´paration des
ine´galite´s valides en re´solvant des proble`mes auxilaires consomme beaucoup de temps. Suite
a` cette observation, nous pensons que le de´veloppement d’heuristiques pour la se´paration
de chaque classe d’ine´galite´s valides permettra d’ame´liorer conside´rablement les temps de
se´paration.
L’une des ide´es que nous pouvons exploiter pour la se´paration des ine´galite´s de coupe
impaire pour le MDVSP, est d’utiliser l’algorithme polynomial propose´ par Padberg et Rao
(1982) pour la se´paration des ine´galite´s de couplage. La principale difficulte´ a` surmonter
avant d’adapter l’algorithme de Padberg et Rao (1982) au MDVSP est de trouver une fac¸on
de diffe´rencier les noeuds de conflit des noeuds interme´diaires, afin de construire des chemins
re´guliers.
Concernant la se´paration des ine´galite´s valides propose´es pour re´soudre le SPP, nous avons
teste´ une heuristique base´e sur une recherche tabou, mais cette dernie`re n’a permis d’identifier
que des structures de tre`s petites tailles. Il faut de´velopper une heuristique plus sophistique´e.
Les ine´galite´s de type II nous permettent de de´duire que pour couvrir un nombre impair de
lignes nous avons besoin d’un nombre impair de colonnes avec un nombre impair d’e´le´ments
non nuls dans chaque colonne. Il est difficile d’e´crire une ine´galite´ valide a` partir d’une telle
sous-matrice, mais il est possible de brancher en conside´rant les colonnes de cette dernie`re.
L’une des ide´es que nous pensons exploiter pour re´soudre le proble`me de transversal de cir-
cuits de cardinalite´ minimale est d’identifier une classe d’ine´galite´s valides (de pre´fe´rence des
facettes) qui prend en conside´ration la syme´trie entre les sommets du graphe de dictionnaire.
Ce type d’ine´galite´s aidera le solveur a` e´liminer les solutions e´quivalentes.
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