Abstract-Exact upper and lower bounds on the best possible misclassification probability for a finite number of classes are obtained in terms of the total variation norms of the differences between the sub-distributions over the classes. These bounds are compared with the exact upper and lower bounds in terms of the conditional entropy obtained by Feder and Merhav.
is the misclassification probability for the classifier f .
For each y ∈ [k], let μ y be the sub-probability measure on defined by the condition μ y (B) := P(Y = y, X ∈ B)
for B ∈ , so that is the probability measure that is the distribution of X in S, and let ρ y := dμ y dμ , the density of μ y with respect to μ. The value y ∈ [k] may be considered a parameter, so that the problem may be viewed as one of Bayesian estimation (of a discrete parameter, with values in the finite set [k] ). If the r.v. X is discrete as well, then of course
for each x ∈ S with P(X = x) = 0. So, for each such x, the function y → ρ y (x) may be referred to as the probability mass function of the posterior distribution of the parameter corresponding to the observation x.
The following proposition is, essentially, a well-known fact of Bayesian estimation: 
where · is the total variation norm.
In the "population" model, the measure μ y conveys two kinds of information: (i) the relative size μ y μ = μ y (of the set of all individual descriptions) of the yth subpopulation (of the entire population ) consisting of the objects that carry the label y and (ii) the (conditional) probability distribution μ y μ y of the object descriptions in this yth subpopulation, assuming the size μ y of the yth subpopulation is nonzero. Everywhere here, y and z are in the set [k] . Thus, is a summary characteristic of the pairwise differences between 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
the k subpopulations, which takes into account both of the two just mentioned kinds of information.
In the input-output model, the μ y 's are interpreted as the prior probabilities of the possible input signals y ∈ [k] -whereas, for each y ∈ [k], the (conditional) probability distribution μ y μ y is the distribution of the output signal corresponding to the given input y. Thus, here is a summary characteristic of the pairwise differences between the k sets of possible outputs corresponding to the k possible inputs.
Remark 2: By (3),
Moreover, the extreme values 0 and k − 1 of are attained, respectively, when the measures μ y are the same for all y ∈ [k] and when these measures are pairwise mutually singular.
The main result of this paper provides the following upper and lower bounds on the smallest possible misclassification probability p * in terms of :
where
, ; moreover, the function L is obviously affine. We see that, the greater is the characteristic of the pairwise differences between the k subpopulations, the smaller are the lower and upper bounds L(), U (), and U simpl () on the misclassification probability p * . Of course, this quite corresponds to what should be expected of good bounds on p * . It also follows that one always has
and the extreme values 0 and 1 − 1 k of the misclassification probability p * are attained when, respectively, = k − 1 and = 0. The bounds L, U , and U simpl are illustrated in Figure 1 .
Feder and Merhav [5] obtained the following exact upper and lower bounds of the optimal misclassification probability in terms of the conditional entropy H :
and e(H ) := e H − 1.
(In [5] , the set S was assumed to be finite; however, this restriction is inessential.) Note that ( p) strictly and continuously increases from 0 to ln k as p increases from 0 to 1 − 1 k . Therefore and because all the values of the conditional entropy H lie between 0 and ln k, the expression −1 (H ) is well defined, and its values lie between 0 and 1 − 1 k -which is in accordance with (6) .
Throughout this paper, we use natural, base-e logarithms. In [5] , the bounds are stated in terms of binary, base-2 logarithms. To rewrite L FM (H ) and U FM (H ) in terms of binary logarithms, replace all the instances of ln = log e in (7)-(9) by log 2 and, respectively, replace e H in (10) by 2 H . An advantage of using natural logarithms is that then the expressions for the corresponding derivatives, used in our proofs, are a bit simpler; also, ln is a bit shorter in writing than log 2 or even log.
Note also that, in the notation in [5] , the roles of X and Y are reversed: there, X denotes the input and Y the output. Our notation in this paper is in accordance with the standard convention in machine learning; cf. e.g. [7] , [8] .
Let us compare, in detail, our "-bounds" L(), U (), and U simpl () with the "H -bounds" L FM (H ) and U FM (H ). First here, one should note that both and H measure how different, on an average over x ∈ S, the numbers ρ 1 (x), . . . , ρ k (x) are: the more different these numbers are, the greater is the value of and the smaller is the value of H . Also, recall that the "H -bounds" L FM (H ) and U FM (H ) are exact in terms of H , and the "-bounds" L() and U () are exact in terms of . However, it will be seen that the "H -bounds" L FM (H ) and U FM (H ) and, on the other hand, the "-bounds" L() and U () have rather different properties.
Remark 6: We shall be making the comparisons mainly in the "pure" settings, when the set
) is a permutation of one and the same k-tuple (a 1 , . . . , a k ) of nonnegative real numbers a 1 , . . . , a k such that a 1 + · · · + a k = 1. A reason for doing so is that one may expect the comparisons to be of greater contrast in the "pure" settings than in "mixed", non-"pure" ones. Thus, focusing on "pure" settings will likely allow us to see the differences between the "-bounds" and the "H -bounds" more clearly, while taking less time and effort.
Remark 7: Typically, the lower H -bound L FM (H ) on p * appears to be better (that is, larger) than the lower -bound L(), whereas the upper H -bound U FM (H ) on p * appears to be worse (that is, larger) than the upper -bound U () and even its simplified but less accurate version U simpl ().
However, in some rather exceptional cases these relations are reversed.
In particular, if the best possible misclassification probability p * is large enough, then the lower -bound L() may be better than the lower H -bound L FM (H ), for each k 3.
On the other hand, if k is large enough and p * is small enough, then the upper -bound U () may be worse than the upper H -bound U FM (H ). However, I have not been able to find cases with U () (or even U simpl ()) worse than U FM (H ) when there are at most k = 9 classes.
More specifically, we have the following two propositions. (As usual, I{·} will denote the indicator function, so that I{A} = 1 if assertion A is true, and I{A} = 0 otherwise.) 
for all large enough k (depending on the value of ν).
Note that in Proposition 8 the best possible misclassification probability p * = 1 − 1 is large, especially when is large (and hence so is k). In contrast, in Proposition 9 p * = ν−1 k is small for the large values of k, assumed in that proposition. Either of these two kinds of situations, especially the second one, may be considered somewhat atypical: it usually should be difficult to make the misclassification probability p * small when the number k of possible classes is large; on the other hand, when k is not very large, one may hope that the best possible misclassification probability is small enough.
Concerning the case of two classes, we have Proposition 10:
So, one can say that the bounds U (), L(), and L FM (H ) always perfectly estimate the best possible misclassification probability p
On the other hand, here An important case is that of three classes, so that k = 3. Here, in the "pure" setting, for each x ∈ S the triple (ρ 1 (x), ρ 2 (x), ρ 2 (x)) is a permutation of the triple 
with the misclassification probability p = p * taking a fixed value in the set {0.01, 0.1, 0.3, 0.5, 0.6, 0.64}. We see that in all these cases the upper -bound U () and even its simplified (but worse) version U simpl () are better than the upper H -bound U FM (H ), over the entire range of values of ε. For small values of the best possible misclassification probability p * , the lower H -bound L FM (H ) is significantly better than L() over all values of ε; however, this comparison is reversed if p * is large enough but ε is small enough (especially in the case p * = 0.5).
An interesting series of cases is given by what may be called the binomial model (with a parameter q ∈ (0, 1)), in which k = 2 m for a natural m, and for each x ∈ S the vector (ρ 1 (x), . . . , ρ k (x)) is a permutation of a vector  (a 1 , . . . , a k ) , where each a i is of the form (1 − q) j q m− j Fig. 2 . Graphs of log 10 L() (thick), log 10 U () (thick), log 10 U simpl () (dotted thick), log 10 L FM (H ) (thin), log 10 U FM (H ) (thin), and log 10 p * (dashed) for k = 3 and p * ∈ {0.01, 0.1, 0.3, 0.5, 0.6, 0.64}.
for some j ∈ {0, . . . , m}, and the multiplicity of the form (1 − q) j q m− j among the a i 's is m j for each j ∈ {0, . . . , m}. Clearly then, all the a i 's are nonnegative, and
In particular, for m = 1 we have k = 2, and then we may take (a 1 , a 2 ) = (1 − q, q). For m = 2 we have k = 4, and then we may take
Choosing, in the latter case, S = {1, 2, 3, 4} and q = Q(u), where
is the tail probability for the standard normal distribution, E b is the energy per bit, and N 0 /2 is the noise power spectral density (PSD), we see that the resulting particular case of the binomial model covers the so-called quadrature phaseshift keying (QPSK) digital communication scheme over an additive white Gaussian noise (AWGN) channel (cf. e.g. [3, Formula (12)]), which in fact provided the motivation for the general binomial model. a vector (a 1 , . . . , a k ) , where
, so that all the a i 's are nonnegative and a 1 + · · ·+ a k = 1. Informally, the exponential model can be obtained from the binomial one by removing the multiplicities.
Graphical comparisons of the "-bounds" with the "H -bounds" (as functions of the parameter q) for the cases k = 2, 4, 8 of the binomial and exponential models are presented in Figure 3 . Note here that, by symmetry, it is enough to consider q ∈ (0, 1/2]. Obviously, for k = 2 the binomial and exponential models are the same, and in this case they are the same as the essentially unique general "pure" model for k = 2, fully considered in Proposition 10. Accordingly, the pictures in the first row in Figure 3 are identical to each other, and the graphs of the bounds U (), L(), and L FM (H ) in those two pictures are the same as that of p * . The cases k = 4, 8 in Figure 3 illustrate the first sentence in Remark 7. It appears that the comparisons in the exponential model are somewhat more favorable to the -bounds than they are in the binomial model.
To illustrate Remark 6, consider the generally "non-pure" 4-level pulse-amplitude modulation (4PAM) scheme over an AWGN channel. In this case (cf. e.g. [3, Formula (13)]), we have k = 4 classes and a partition of the set S into two subsets, say S 1 and S 2 , such that the vector (ρ 1 (x), . . . , ρ 4 (x) ) is a permutation of the vector
for each x ∈ S 1 and a permutation of the vector
for each x ∈ S 2 , where u and Q are as defined in (11). Let
so that α and 1 − α are the weights of the pieces S 1 and S 2 of the partition of the set S. The cases α = 0 and α = 1 will then be the "pure" cases of the 4PAM scheme, whereas any value α ∈ (0, 1) will correspond to a "mixed" one. Figure 4 , especially its right panel, shows that indeed the mixed-case comparisons are between the pure-case ones. Figure 4 also provides another illustration of Remark 7; in particular, it suggests that the upper bound U () on p * is almost perfect in the pure case of α = 1 for u > 0.8, whereas the lower bound L FM () on p * is almost perfect in the pure case of α = 0 for u > 1.8.
Upper and lower bounds on the best possible misclassification probability in terms of Renyi's conditional entropy were announced in [3] , where the input and output r.v.'s were denoted by M and W , respectively, and both M and W were assumed to take values in the same set {1, . . . , k}. Renyi's conditional entropy used in [3] was defined by the formula
log := log 2 , and β ∈ (0, 1) ∪ (1, ∞), so that Shannon's conditional entropy
may be viewed as a limit case of Renyi's:
is the conditional entropy of the output W given the input M. Thus, for some reason, the standard roles of the input and output r.v.'s were reversed in [3] ; cf. e.g. "the conditional entropy of the channel input given the channel output" used in [5, p. 260] .
The mentioned upper and lower bounds announced in [3] were given by inequalities of the form where β < 1 α, N 1 , N 2 are some positive expressions,
H S (e) := −P(e) log P(e) − (1 − P(e)) log(1 − P(e)),
and P(e) is the "the classification error probability", which does not seem to be explicitly defined in [3] . A proof of these bounds was offered later in [4, Appendix] , from which it appears (see [4, Formula (A.1)]) that P(e) is understood there as P(W = M). However, the proof in [4] of the upper bound on P(e) in (12) appears to be mistaken, and the upper bound itself may be negative and thus false in general. Indeed, the second inequality in (12) appears to be obtained in [4] by multiplying the expressions in [4, Formula (A.7)] by p(m k ), then summing in k (in the notations there), and finally using the inequality
However, in general the reverse inequality is true: H S (e|M) H S (e); cf. even the derivation of (A.6) from (A.5) in [4] . Also, the proof in [4] does not use the condition that P(e) is the smallest possible classification error probability, and without such a condition no reasonable upper bound on P(e) is possible.
More importantly, as mentioned above, the upper bound on P(e) in (12) is false in general. For a very simple counterexample, suppose that k = 2, P(W = 1, M = 1) = P(W = 1, M = 2) = 1/2, and P(W = 2, M = 1) = P(W = 2, M = 2) = 0. Then P(e) = 1/2, H β (W |M) = 0 for all β, and H S (e) = 1, so that the presumed upper bound on P(e) in (12) is negative and thus false.
Another two pairs of upper and lower bounds were announced in [3] , in terms of the joint Renyi's joint entropy H β (W, M) of (W, M) and Renyi's mutual information I β (W, M) between W and M, rather than Renyi's conditional entropy, with no apparent proofs for these additional bounds. However, the same simple example given above will quite similarly show that these additional upper bounds are false in general, too.
As stated in the abstract in [4] , the mentioned bounds in [3] on P(e) "were practically incomputable", because P(e) itself appears in those bounds. Therefore, an effort was made in [4] to modify the bounds in [3] -by making the upper bounds larger and the lower bounds smaller -to make them computable. However, in view of what has been said, the modified upper bounds in [4] remain without a valid proof. As for the modified lower bounds, it is stated in [4, p. 313] that, in the examples considered there, "the modified lower bounds are not depicted because they turn out to be negative".
For all these reasons, we shall not attempt to compare our bounds with ones in [3] and [4] . ρ z (x)} ∈ . Thus, f * is a classifier. Moreover, for any classifier f , By symmetry, without loss of generality (w.l.o.g.)
II. PROOFS
Then, letting h i := a i − a i+1 for i ∈ [k] (with a k+1 := 0), we have 
where g(i ) := 1 i ; here and in the rest of the proof of Lemma 11, i is an arbitrary number in the set [k] .
Introduce also 
the inequality here holds because g g U ; the first and fourth equalities follow because the function g U is affine; the second and third equalities hold because of the condition (18) Recall that the function g is strictly convex on the set for k 6. We find that
