We study the behavior for large x of Kunita-type stochastic flows Ž .
Žw x w x. ⍀ = R ª R , yϱ -s F t -ϱ, k G 0 9 , pages 154᎐185; cf. 7 .
Regarding the above s.d.e., one might ask the following pertinent questions. Under what conditions on the local characteristics of the driving noise Ž . F can one guarantee that the induced flow x admits sublinear growth in s, t x andror globally bounded spatial derivatives almost surely? These questions are interesting from the point of view of the general theory of stochastic flows on noncompact manifolds as well in the study of global solutions of certain variational equations that appear in nonlinear filtering and anticipating Žw x w x. stochastic differential equations 9 , pages 322 and 323, 14 . Ongoing work by the authors suggests that successful resolution of the above questions would shed some light on the problem of the existence of infinite-dimensional flows associated with quasilinear stochastic hereditary systems and stochas-Ž w x . tic partial differential equations cf. 10, 11, 12, 13, 15 . This article is an attempt to resolve the above two questions in the manner explained below.
The asymptotic behavior of for large t has been studied by many s, t Ž w x . authors e.g., 1, 2, 3, 4, 9 . However, few results are available regarding Ž . almost-sure spatial estimates on the flow t, , x and its derivatives for < < large values of x . In fact, the only asymptotic results that we are aware of are the following limits which hold almost surely for any ) 0: x Ž . and their derivative counterparts:
s , t lim sup s 0,
Ž .
x ªϱ 0FsFtFT where In this article we strengthen the first two bounds on the spatial growth of Ž . the stochastic flow Theorem 1, Section 2 . This result shows that the stochas-Ž . < <Ž < <. < < tic flow x grows slower than x log x as x ª ϱ for arbitrary small s, t ) 0. We show by example that this bound is sharp. In Section 3, we give an Ž . example of a one-dimensional s.d.e. with sublinear coefficients F и, t but with the underlying stochastic flow growing superlinearly for large x. In this example the stochastic flow has a.s. unbounded spatial derivatives, even though the driving martingale F has local characteristics with all derivatives w x globally bounded. An example of Baxendale also demonstrates this point 5 . It is interesting to note that in these two examples the driving noise is infinite-dimensional. However, the infinite dimensionality of the driving noise is not the crucial factor. The last example in this section is driven by one-dimensional Brownian motion and has coefficients with globally bounded derivatives, while its stochastic flow has a.s. unbounded derivatives. This result is surprising since it is in sharp contrast with well-known behavior of deterministic flows driven by vector fields whose derivatives are globally Ž . bounded. In the final section Section 4 , we give sufficient conditions on the coefficients of a one-dimensional s.d.e. in order for the stochastic flow to have Ž . sublinear growth and a.s. bounded derivatives Theorem 3 . In view of the last example in Section 3, the second assertion of Theorem 3 requires that the drift coefficient be globally bounded. We conclude the article by stating a conjecture on sublinear growth of stochastic flows drive by finite-dimensional noise.
The reader may note that, throughout this article, all s.d.e.'s are of Ito type.
Basic setting and general results.
In this section, we will adopt the Žw x . notation and terminology of Kunita 9 , pages 79᎐85 .
, P be a complete filtered probability space satisfying the
where V x, и is a continuous bounded variation process and M x, и is a Ž .
H 0 Ž . with the process A F F -adapted, increasing and sample continuous. Ž . REMARK. i The set of full measure in Theorem 1 may be chosen independently of and T.
ii The conclusion of Theorem 1 has an obvious counterpart for the Ž .
n stochastic flow x depending on a finite-dimensional parameter g R s, t and associated with the s.d.e.
Ž . Ž . Ž . Ž . In addition and until further notice, we will assume that A t ' t for all t G 0.
For fixed ) 0 we define the following functions
x log x Ž .
Recall that x denotes the Euclidean norm of x g R .
for every p G p the following inequality holds:
xg x s y .
Ž .
dx log x Ž . In 2.2 , fix y G 3 and apply the Cauchy mean value theorem to the function
because the function log xrx is decreasing for x G 3. Take p to be such that
Then it is easy to check that 0 02
the right-hand side of the above inequality is bounded in y G 3 whenever
and the assertion of the lemma follows from Lemma 1. I
PROOF. By Lemma 1 and the triangle inequality, we have Ž . In order to prove assertion ii , we start by proving the weaker inequality
Ž . Ž .
Ž . Ž . Therefore part i of the lemma implies the assertion 2.3 with C s C . Now
Since ␤ G 1, the expression inside the sup can be estimated from above by 2Ž ␤y1.
where и , и denotes the Euclidean inner product on R . If in Ž . assertion ii we replace C with C, the resulting inequality is equivalent to
This shows that 2.4 is true for all g y1, 1 iff it is true Ž . Ž . for s 1. In 2.4 , the case s 1 corresponds to the weaker inequality 2.3 which has already been proved. This completes the proof of Lemma 3. I PROOF OF THEOREM 1. Define the random fields
It is easy to see that the map x ¬ x is a homeomorphism
We will show that there exists q ) 0 0 Ž . such that for every q G q there is a positive constant C s C q, T so that
. will also show that 2.5 holds if is replaced by . It then follows from the Žw x . Kolmogorov᎐Totoki theorem 9 , Theorem 1.4.1, page 31 that and have modifications which are jointly continuous in x, s and t. In particular, thê assertions of our theorem then follow. Ž . < < Let us first show the moment inequality 2.5 for .
Ž . Taking both sides of the above inequality to power ␥ we see that 2.5 holds for q sufficiently large. The case x s 0 is treated similarly.
Ž . Now let us show that 2.5 holds if is replaced by . Again assume that
w x By Lemma 4.5.3 in 9 , we get yq r2 y2
s , t 3 < < < < for some positive constant C . Using the fact that log y F log x , it follows 3 that < < < < x y < < < < < << < < < < < f x y f y s y Fx y g y y g x Ž .
Ž . Ž . Ž .
.˜< < < < for some positive C , x G y G 3 and sufficiently large q. 4 It remains to prove that
␥ ␥ ␥ X X < < < < < < F C xy y q t y t q s y ŝŽ .
5˜˜Ž
. for sufficiently large q and some positive C s C q . To show this, we apply 5 5 w x Holder's inequality and Lemmas 4.5.3, 4.5.6 in 9 to the left-hand side of˜Ž . Ž . 2.6 . Then there is a positive constant C [ C q such that the left-hand 6 6 Ž . side of 2.6 is less than or equal to
for sufficiently large q. As before, the coefficients of t y t and s y s Ž . are bounded. To complete the proof of 2.6 , it remains to show that
or q large and some positive constant C . Now this follows easily from 
In a similar manner, it follows that for any ) 0 the expression
Žw x . Apply the last assertion of Theorem 1.4.1 9 , pages 31 and 32 to the Ž . continuous modification x ; thus for any M ) 0 we havê
и, x -ϱ, then applying the last assertion of 9 , Exercises 4.6.8 and 4.6.9. In the above estimate, 
for all T ) 0, where
5
for any ␦-Holder continuous function : 
x ªϱ 0FsFtFT 5 5 a.s. for every ) 0 and T ) 0, where и is any matrix norm.
J x
has moments of all orders. This follows by an argument similar to the one used in the remark following the proof of Theorem 1.
Ž .
ii In Section 3 we will give a one-dimensional example with F having 0, 1 < Ž .< local characteristics of class B , and for which sup J x s ϱ a.s.
Thus Theorem 2 fails for s 0.
PROOF OF THEOREM 2. Without loss of generality, we can and will restrict ourselves to the case where the local characteristics of F belong to the class
for some ␦ g 0, 1 and A t ' t. In this case the
has a unique solution for every s G 0, x g R, where
Using the fact that
Ž . 9 , page 174 , it follows from Ito's formula that J x Ѩ x s I a.s. Next we show that for all p ) 1, T ) 0 there exists K ) 0 such that 
. Then for 1 F y F x , the following inequalities are easy to check: 
with F having local characteristics of class B 0, 1 , and such that the corre- 3.1 lim sup sup s ϱ Ž .
a.s., where h x s exp log log x . Note that, for every q ) 0, h x G Ž < <. q < < log log x for sufficiently large x . Ž . Ž .
' '
Define the sequences ␦ s exp 2 n log n , b [ ␦ exp 2 log n , for n s n n n w . 2, 3, 4, . . . . Let : R ª 0, ϱ be globally Lipschitz and such that
be independent standard Brownian motions, and define w x . estimate the probability that the process t, , e q 1 ␦ hits b before n n time 1. This probability is estimated from below as follows: Ž .
' for a.a. . But h e q 1 ␦ s exp log log e q 1 q 2 n log n . Therefore lim sup exp 2 log n y log log e q 1 q 2 n log n s ϱ. Example 1, the local characteristic a x, y, t of F is given by
However, it is easy to smooth out in a sufficiently small neighborhood of each ␦ so that it becomes C ϱ , remains globally Lipschitz and the n estimate of the hitting probability still holds. Moreover, in this case we have < Ž .< sup D t, , x s ϱ for almost all g ⍀ and each t G 0.
ii The following example was communicated to us by Peter Baxendale w x 5 . The example also shows that, in the case of infinite-dimensional noise, it is impossible to seek almost sure global bounds on the derivatives of the flow. w x Ž . Let f : R ª 0, 1 be smooth with f k 0 and with compact support in 0, 1 . Let W Ž . и, x denote the flow in R given by
Ž . 
x g R t EXAMPLE 2. Next we give an example driven by one-dimensional white noise for which the spatial derivative of the flow is almost surely unbounded. More specifically, the example gives a one-dimensional s.d.e.: 
Ž .
driven by a one-dimensional Brownian motion W, and with coefficients h, g Ž . whose derivatives are all globally bounded, but the derivative D t, , x of 3 Ž . its stochastic flow t, , x is almost surely unbounded in x for each t ) 0.
We will use the following proposition. On the right-hand side of the above relation, the first of the three integrals is zero. To estimate the other two integrals, we use 8 The linear growth property for now follows immediately from the above Ž . relation. The final assertion of the theorem follows by differentiating 4.2 with respect to x and using the boundedness of the corresponding spatial derivatives of and z. This completes the proof of the theorem. I Ž . REMARKS. i It is important to note that in the last assertion of Theorem Ž 3, the global boundedness condition on the drift h cannot be dropped Exam-. Ž X . ple 2, Section 3 . On the other hand, the s.d.e. III of Example 2 satisfies the Ž X . hypotheses of the first assertion of Theorem 3. Therefore the flow of III has sublinear growth almost surely.
Ž . Ž . ii The conclusion of Theorem 3 holds if g and h are replaced by a Ž .
1 time-dependent vector-field g: R = R ª R such that g t, x is jointly C in Ž . for almost all g ⍀, all x g R d and every T ) 0. The linear growth property is easily checked in the special case when the driving noise is finite-dimensional Brownian motion and the vector fields generate a finite-dimensional Žw x solvable Lie algebra. This follows from Kunita's decomposition theorem 9 , . Theorem 4.9.10, page 212 .
