Domain decomposition is an important step for parallel scienti c applications, in particular nite element analyses. A good decomposition will minimize both the time spent on local computation and on interprocessor communication. It is often the case that these two goals cannot be satis ed simultaneously. In this paper, we use analytical and experimental results to illustrate the importance of considering the target architecture as well as the application when determining which factor to emphasize in a decomposition method. In particular, we derive a parameter 0 that provides some guidelines as to which goal should be given primary focus. Our results yield two interesting facts: (1) allowing some load imbalance can provide some reduction in communication and total execution time and (2) as larger numbers of processors are applied to a problem, larger amounts of load imbalance are bene cial.
Introduction
Domain decomposition is an important step in many parallel scienti c applications, in particular nite element analyses. In order to achieve a high level of performance, the spatial domain over which the computations are performed must be divided among the available processors in an e cient manner. A good decomposition will minimize both the time spent on local computation, by evenly distributing the elements of the spatial domain among the processors, and the time spent on interprocessor communication, by minimizing the boundary size of the subdomains and the total number of messages sent.
The relative importance of the two goals | even distribution of computational load and minimization of interprocessor communication | is heavily dependent on the characteristics of the intended application and the target architecture. When the two goals cannot be achieved simultaneously, it is often the case that minimization of interprocessor communication is sacri ced for even distribution of the computational load. This is appropriate for architectures in which the time spent on computation is the dominant factor in the total parallel execution time. However, for architectures where this is not the case, the minimization of interprocessor communication should not be sacri ced. Still, characteristics of the target architecture, such as the relative speeds of computation and communication, are seldom considered when partitioning the spatial domain; most decomposition schemes for nite element applications consider only the intended application.
In this paper, we use analytical and experimental results to illustrate the importance of considering the target architecture as well as the application when determining which factor to emphasize in a domain decomposition method. In particular, we derive a parameter 0 that approximates how much the decrease in communication time must exceed the increase in local computation time for an imbalanced decomposition in order to for the overall parallel execution time to decrease. The parameter 0 is based upon approximations of the local computation rate, message startup time, and network transmission time per byte. If 0 is large for a particular perfectly balanced decomposition, then it is unlikely that a su ciently large decrease in communication will result from a given load imbalance. If 0 is small, then only a more feasible, small decrease in communication is necessary for a given load imbalance to result in reduced parallel execution time; in this case, it is advisable to investigate decreasing the interprocessor communication by using a load-imbalanced decomposition.
The insight obtained from our analytical and experimental analyses is important because of the large variation in architectural features among parallel machines. Current parallel architectures range from tightly coupled machines, such as the Intel Paragon, to very loosely coupled machines, such as networks of workstations. The processors used in the machines may vary slightly in performance, but the interconnection networks vary more signi cantly. For example, switch networks such as ATM, which are widely used in networks of workstations, can generally support 155 Mb/s transfers. The peak bandwidth of the interconnect links found in multiprocessor systems, however, is in the vicinity of 320 Mb/s for systems such as the IBM SP2 (which uses the Vulcan switch) or as much as 1400 Mb/s for the meshtopology Intel Paragon 10] . Furthermore, message startup times also vary signi cantly. For example, Taylor et al. 19] showed, based upon empirical data, that the message startup cost for the IBM SP2 is approximately 600 sec, as compared to about 10 msec for ATM. Hence a general decomposition scheme should take into account variations among target architectures, in addition to the characteristics of the applications for which the domains are being decomposed.
We use domain decompositions generated by a simulated annealing method to illustrate the advantages of allowing some computation load imbalance when using a machine with a relatively large communication time, such as a network of workstations. This advantage in reduced total parallel execution time is predicted by the small value of the parameter 0 for these machines. The amount of load imbalance generated by the decomposition method is \tuned" by the choice of the relative weighting of additive terms in the simulated annealing objective function. The metric used for the comparison of di erent decompositions is estimated parallel execution time (discussed in detail in Section 3). The results of experiments based on a particular nite element code indicate that a load imbalance of 24% produced better results than a perfectly load-balanced decomposition for an unstructured 2-D mesh based on an airfoil, running on a network of 64 workstations. A load imbalance of 18% produced better results than a perfectly load-balanced decomposition for an unstructured 3-D mesh based on a shuttle aft skirt, running on a network of 128 processors with an nCube interconnect (i.e., low bandwidth, but moderate per-message cost). In some cases, further load imbalance did not signi cantly degrade performance.
The remainder of the paper is organized as follows. We discuss previous work on domain decomposition in Section 2. In Section 3 we present and validate our analytical model of parallel execution time, which takes into account characteristics of both intended applications and target architectures. Our simulated annealing decomposition scheme is discussed in Section 4, and a case study of a parallel nite element code is given in Section 5. This case study illustrates how load imbalanced decompositions can lead to faster overall execution times than perfectly balanced decompositions. The advantages of allowing some load imbalance in domain decompositions are explored for di erent architectures in Section 6. We summarize our results in Section 7.
Previous Work
The target class of applications analyzed in this paper is nite element applications. Parallel implementations of this class of applications are generally done in an SPMD model, thereby requiring partitioning of the original spatial domains. Signi cant work has been done in the area of domain decomposition methods for parallel nite element analysis. The many heuristic methods considered include recursive spectral bisection 1, 17, 18], recursive coordinate bisection 5], recursive inertial bisection 16], simulated annealing 12], and greedy methods 8, 13] . These methods attempt to balance the computational load assigned to the processors in such a way that the total interprocessor communication remains small. However, their primary focus is on balancing the computational load assigned to each processor.
In 20], Vanderstraeten et al. present a two-step partitioning paradigm for re ning the results of a partitioning scheme to tailor it to speci c applications. The rst step involves generating a partition of the domain using any of the aforementioned decomposition methods. The second (application-speci c) step involves formulating a cost function and \retro tting" the partition to minimize this cost function. Vanderstraeten et al. use simulated annealing for this second step, with a cost function based upon the sum of various terms derived from characteristics of the application, but with no consideration of the target architecture. In this paper, we use simulated annealing as a one-step method for minimizing a cost function, so no \retro tting" is involved. Furthermore, to analyze the advantages of allowing some load imbalance in our decompositions, we include terms in our cost function that take into account the target architecture in addition to the application.
In 9], Fox et al. discuss the use of simulated annealing for achieving good load balancing when partitioning unstructured meshes. They compare their results with those of recursive inertial bisection and recursive spectral bisection. The cost function they use is the execution time based upon a sum of squares of the sizes of the partitions and the total number of nodes shared among processors. The sum of squares is used to reduce the variance among the sizes of the partitions, thereby producing equal-sized partitions. We use a slightly di erent cost function (described in detail in Section 4), based upon the sum of squares of the sizes of the partitions and the sum of squares of the total message sizes for each partition. Thus we are minimizing not only the total interprocessor communication, but also the maximum communication performed by any individual processor.
Modeling Parallel Execution Time
The execution time of a parallel application is determined by the execution time of the last processor to nish its part of the computation. This time is dependent upon both the local calculations performed by the application and any required interprocessor communication. We can model the parallel execution time with the following linear equation:
T E (P ) = T calc (P ) + T comm (P ) ? T overlap (P ); (1) where T calc is the time required to execute the various local calculations performed by that processor, T comm is the time required by that processor for interprocessor communication, and T overlap is the time that communication can be overlapped with computation. To simplify our analysis, we will assume that T overlap is equal to zero. This assumption is consistent with the case study presented in Section 3.1. However, some applications and architectures will allow nonzero values for T overlap .
When T calc dominates the execution time, it is better to balance the computational load, thereby minimizing T calc , at the sacri ce of minimizing communication time. This is what is done in most decomposition schemes. However, it is not always the case that T calc dominates the execution time. Two factors can in uence which term is the dominant one: (1) the type of solver used in the nite element computation and (2) the ratio of the time to perform a local calculation to the time to send a message with the same \granularity" (e.g., the time to perform a local operation on two word-sized operands compared to the time to send a word between processors).
Assuming that the granularity is that of one node in the nite element mesh, the total number of calculations that must be performed can vary between O(N) for an explicit integration method for dynamic problems to O(N 2 ) for an implicit method using a banded Cholesky solver for two-dimensional problems or O(N 7=3 ) for three-dimensional problems. The ratio of the time to perform a local calculation to the time to send a message is, of course, architecture-dependent. If this ratio is small, implying that interprocessor communication is relatively costly, then it may be advisable to sacri ce some amount of load balance in order to decrease the communication. If this imbalance results in a su cient decrease in the communication requirements, a reduction in the parallel execution time will occur. This scenario is represented by the following equation:
T E (P ) = (1 + LI (P ))T calc (P ) + (1 ? DC (P ))T comm (P ); (2) where LI (P ) is the amount of increase in the load imbalance for P processors, and DC (P ) is the amount of decrease in communication requirements for P processors; both parameters are measured relative to their counterparts in a perfectly balanced decomposition. (The load imbalance of a decomposition is measured as the ratio of the maximum number of mesh nodes in any subdomain of the decomposition to the average number of nodes in each subdomain of the partition, minus one.) The terms T calc (P ) and T comm (P ) are assumed to be, respectively, the calculation and communication requirements resulting from a domain decomposition that balances the computational load perfectly among P processors.
Equation 2 can be rewritten to express the base execution time associated with a perfectly load-balanced decomposition (T PLB ) and the time associated with the load imbalance. This is given below:
where T PLB is equal to T calc (P ) + T comm (P ).
The calculation (or computation) requirements can be expressed as a function f(N=P ), where N=P is the number of nodes (or elements) assigned to each processor in a perfectly balanced decomposition. The communication requirements for a decomposition for P processors can be expressed as a function of the total number of messages, N mess (P ), and the number of shared nodes | that is, the number of nodes that reside on a boundary between two subdomains in the decomposition | N shared (P ). Let denote the cost of a single oating-point operation, and let and be the message startup time and network transmission time (or the reciprocal of the network bandwidth), respectively. The expressions for T calc and T comm are given by the following:
T comm (P ) = N mess (P ) + N shared (P ):
The following analysis can be used to determine if relaxing the requirement of perfect load balance results in a reduction in the total parallel execution time. Let (P ) = DC (P )= LI (P ) be the ratio of the decrease in communication requirements to the load imbalance. Consider the expression for T E (P ) as a function of LI (P ) and P ; the term DC (P ) is replaced by (P ) LI (P ). The execution time for the imbalanced decomposition can be estimated as T E (P ) = T PLB (P ) + ( f(N=P ) ? (P ) N mess (P ) ? (P ) N shared (P )) LI : (6) Hence, the execution time will decrease if and only if the following condition holds:
Solving for (P ) at the critical point, where the expression in (7) is equal to zero, and denoting this value by 0 (P ), results in the following equation:
The value 0 (P ) is the critical point where the rate of increase in execution time due to additional load imbalance and the rate of decrease due to reduced communication are evenly balanced. The values of f(N=P ), N mess (P ), and N shared (P ) for a given P can be determined from a perfectly balanced decomposition and the intended application, so that 0 (P ) can be calculated for a particular mesh, application program and target machine.
For any candidate decomposition that is not perfectly balanced, (P ) = DC (P )= LI (P ) can be calculated. If (P ) > 0 (P ), then the decrease in the communication requirements obtained from allowing the load imbalance will be large enough so that the total execution time will be less than the total execution time for a perfectly balanced decomposition. Thus allowing some load imbalance will actually reduce the total execution time. On the other hand, if (P ) < 0 (P ), then the decrease in communication time will not o set the increase in local computation time, so that the total execution time will increase and load imbalance need not be explored. Thus 0 (P ) serves as a \threshold value" for the ratio DC (P )= LI (P ) that indicates whether or not load imbalance should be explored.
The value 0 depends on several parameters: the original problem size N, the number of processors P , and the characteristics of the intended application and parallel machine , , and . When and increase, corresponding to increases in the cost of communication, the value of 0 (P ) decreases; for a xed DC (P ), one can then take advantage of a larger load imbalance. When increases, corresponding to more costly local operations, 0 (P ) increases; for a xed DC (P ), one must then reduce the load imbalance, focusing on balancing the local computational costs. Also, as P increases, 0 (P ) will decrease (assuming that the function f is monotonically increasing), allowing larger amounts of load imbalance to be exploited for a xed DC (P ).
Throughout the next sections, we will use both a case study and this analytical model of parallel execution time to illustrate the usefulness of the parameter 0 (P ) when considering various parallel machines. First, however, we present method for generating load imbalanced domain decompositions in which the relative importance of load balancing and communication reduction is explicitly controlled. 4 The Simulated Annealing Algorithm
Choosing an Objective Function
We use a method based on simulated annealing to generate the subdomains of a domain decomposition. The technique, as rst described by Kirkpatrick et al. 12] , is a general heuristic for minimizing the value of an arbitrary objective function by a series of random moves in the argument space. Recall that a simple model of parallel execution time is max k fE k + I k g (9) where E k is the number of elements assigned to subdomain k, I k is the number of shared nodes incident to elements in subdomain k, and is represents the relative contribution of communication to the execution time | this value is dependent on the application and parallel architecture. Our initial attempts to use this as our objective function were not very successful compared to results found in the literature. Fox et al. 9] related problems with this type of objective function to discontinuities in the max function.
As an alternative, we tried the following two objective functions, in which we minimize the sum of the variances of the subdomain sizes and numbers of shared nodes in an attempt to reduce their maxima over the set of all subdomains k:
In both cases, the parameter must be \tuned" in order to properly balance the tradeo between the quality of computational load balance and the communication requirements of the resulting decompositions. Most decomposition methods based on simulated annealing use Equation (10) as the objective function. We considered Equation (11) in order to keep the communication requirements balanced over the processors, as opposed to only minimizing the total communication requirements. We performed experiments that show that using Equation (11) yields domain decompositions with approximately a 5% reduction in observed parallel execution time as compared to Equation (10) . Therefore, the experiments discussed in the remainder of the paper use the objective function given in Equation (11) .
Recall that simulated annealing consists of determining the e ect of random basic moves on the objective function. Early in the computation, moves that increase the value of the objective function are accepted with some probability, and this probability decreases over the course of the computation until only those moves resulting in a reduction in the value of the function are accepted. Experience with this technique has demonstrated that signi cant improvements in the quality of the resulting decompositions result from supplementing the set of possible moves with a \macro-move" consisting of a sequence of basic moves. More speci cally, the macro-move consists of rst nding an element x on the boundary of two neighboring subdomains. The element x is moved to the neighboring subdomain. Then a breadth-rst search of the adjacency graph starting from x is used to generate a sequence of basic moves. This sequence is generated until the eligible elements (adjacent elements in other partitions) are exhausted or until a preset limit it reached (typically 100). The macromove performed is the subsequence of primitive moves that gives the biggest improvement in the value of the objective function. Essentially, the macro-move is a result of a limited deterministic local search.
The combination of local search with stochastic search has been explored by other researchers 14, 15] . Intuitively, the reason that a combination of local search with simulated annealing improves the resulting decomposition is that several adjacent elements may have to be simultaneously moved to the same new subdomain in order to improve the value of the objective function, while moving any of them individually will not improve its value.
Tuning the Parameter
The best value of for the objective function depends on details of the spatial domain, the number of processors, and the relative speeds of computation and communication. This value is determined experimentally since the objective function does not directly relate to the expression for execution time; the per message cost is not represented in the objective function. The experiments consisted of running the simulated annealing algorithm for a sequence of values, and for each estimating the total execution time for the resulting decomposition using values of , , and for the Intel Paragon based on the case study discussed in the next section. Figure 1 illustrates the relationship between and the estimated execution times of the resulting decompositions for the unstructured meshes Barth4 and Skirt. The Barth4 problem is an unstructured model of an airfoil with 6,019 nodes and 17,473 edges. The Skirt problem is an unstructured model of a shuttle aft skirt with 12,598 nodes and 91,961 edges. Figure 1 illustrates that di erent values of produce the smallest estimated execution times for di erent input parameters. The optimal value of clearly depends on the problem being solved (i.e., the domain being decomposed), but is relatively insensitive to the number of processors being used. We determine from Figure 1 the optimal values for Skirt and Barth4 are approximately 0.01 and 1.0, respectively. Note that in each case, beyond some critical value of the execution time increases fairly rapidly due to the e ects of excessive load imbalance.
In the following sections, we use this simulated annealing algorithm with the optimal values of to generate both balanced and imbalanced decompositions of the Skirt and Barth4 unstructured meshes, to study the e ect of load imbalance on parallel execution time.
A Case Study: The WHAMS Code
In this section we provide values for the various parameters, ( , , and ) given in Equation 8 , based on a nite element code executed on the Intel Paragon, and consider the e ects of load imbalance on a real application. We use the WHAMS 6] code because of ease of access and familiarity. This licensed code is a nonlinear, dynamic nite element code that computes the displacements for elastic and plastic materials; it has been modi ed to increase its performance. The modi cation consists of updating the data structures only once per iteration, after all communication for that iteration has been completed.
The WHAMS code uses an explicit integration step consisting of the direct vector procedure that was rst described by Belytschko and Chiapetta 2] and Belytschko et al. 3] . This approach uses only vectors; the mass matrix is lumped and stored as a vector. The advantages to this approach are its minimal storage requirements and the simplicity of solving for the vector of unknown displacements, u.
The steps of the parallel implementation of the direct vector procedure are given in Table 1 (modi ed from 4]). Prior to running this algorithm, we decompose the spatial domain and create a data le for each processor that contains information about its assigned subdomain. Initialization is done in Step 1 and requires communication of mass data, which is performed in Step 1.b.
Step 1 is executed only once; the majority of the time is spent iterating over Step 2. This step uses the explicit integration whereby the unknown displacements u and their derivatives are determined using the mass matrix M and the element forces f e .
Information about the element forces of the nodes common to several processors must be exchanged between these processors. The calculations of the strains and stresses in Steps 2a and 2b, respectively, require data about the displacements from the previous iteration. The strains and stresses are then used in Step 2c to update the element forces, f e . These element forces are used in explicitly in Step 2d to update u e and implicitly in Steps 2e and 2f to update _ u e and u e , respectively. Thus, the communication of f e cannot be overlapped with any computation. Hence T overlap in (1) is equal to zero for this application. Given that Step 2 is the major part of the code and the most computation-intensive step, the focus is on deriving an analytical expression for this step. The step uses the lumped mass matrix, a diagonal matrix, to solve for u e in Step 2d. Hence, the computational complexity of Step 2 is f(N=P ) = N=P , a linear function in terms of the number of nodes assigned to the processor. We use empirical analysis to determine the values for , and for the WHAMS code executed on the Intel Paragon. Table 2 ? 1 = :358.) All of these decompositions were generated by the simulated annealing method described in Section 4. Table 3 gives the total time for executing the WHAMS code on the Intel Paragon for the ve decompositions; the rst three decompositions were executed on 8 processors and the last two on 16 processors. The observed execution times given correspond to Step 2 of the WHAMS code executed for 100 iterations. This data was used to determine the values for , and for the WHAMS code. A least-squares t to the experimental data yielded the following per-iteration values for the parameters: = 2.709 msec. We note that the NOW(FDDI) has a very large per-message cost and the nCube-type machine has a very large per-word cost.
Using the values for the three architectures, the values of 0 for the WHAMS code can be determined for 8 and 16 processors, using the perfectly balanced decompositions A] and D]. These values are given in Table 4 . Recall that = DC = LI . If > 0 a reduction in execution time will occur for the given load imbalance. For the Paragon, we can see that for a given load imbalance, the reduction in communication must be at least two orders of magnitude greater than the load imbalance. Since such a signi cant reduction in communication is required to improve performance, this indicates that it is better to emphasize load balancing in decompositions for the Paragon. This is consistent with the observed execution times given in Table 3 . Decomposition C] had a factor of 3 reduction in communication time, but this was not enough to o set the large increase in computation time. For networks of workstations and nCube-type machines, however, the reduction in communication is required to exceed the load imbalance by only roughly one order of magnitude; this is achievable. In the next section, we use our analytical model of parallel execution time to study advantages of allowing some load imbalance for networks of workstations and nCube-type machines.
The Bene ts of Load Imbalance
Figures 2 through 5 illustrate the tradeo s of load imbalance versus estimated execution time for Barth4 and Skirt running on networks of workstations and nCube-type machines. The decompositions used were generated using our simulated annealing method with values of 0.01 and 1.0, respectively, used for the Skirt and Barth4 problems; these values were chosen from the data in Figure 1 . The dashed lines in the gures represent the lower convex hull of the data points. For the Barth4 problem, we considered 16, 32, and 64 processor cases; for the (larger) Skirt problem, we considered 32, 64, and 128 processor cases. The most interesting aspect of these graphs is that the best partitions (i.e, the ones with the lowest estimated execution times) are not always those which have close to a perfectly balanced computational load; in some cases, allowing a fairly substantial load imbalance resulted in a decrease in the estimated execution time. We conclude that imbalance in the computational load of a domain decomposition is not always detrimental to performance, and can in fact provide some gains. Tables 5 and 6 compare the estimated parallel execution times for the simulated annealing partitions, which include some load imbalance, with the perfectly balanced decompositions produced by Multilevel Spectral Bisection in Chaco 7] . We ran Chaco multiple times using di erent parameters; the values in the tables represent the best results from the di erent runs. The last column of each table contains values for 0 , based upon the perfectly balanced decompositions obtained from Chaco.
The results from the tables indicate two interesting trends: (1) allowing some load imbalance can actually provide some reduction in execution time and (2) as the number of processors increase for a xed-sized problem, the amount of load imbalance that can be exploited generally increases. The second trend is consistent with the fact that the value of 0 decreases as the number of processors increases. For the Skirt problem with 32 processors, a 4% load imbalance provided a noticeable improvement in the estimated execution time for an nCube-type machine. For the same problem with 128 processors, 18% load imbalance provided some improvement. The largest load imbalance exploited was 24% for the Barth4 problem with 64 processors for a network or workstations. It should be noted that these estimated execution times are per iteration, as opposed to the observed execution times in Table 3 , which were measured over 100 iterations. In practice, the WHAMS code may in fact be executed for thousands of iterations, which would result in reductions in execution time equal to thousands of times the savings found in these tables.
Summary
In this paper we explored the tradeo s of balancing load versus decreasing communication requirements. We rst explored this analytically, using a model of parallel execution time that included local computation time, per-message communication time, and per-byte communication time. Using this model we derived a parameter, 0 , that can be used as an indicator as to when it may be possible to exploit some load imbalance in decompositions to reduce the total execution time. The usefulness of this parameter was demonstrated with a case study of a nonlinear nite element code, the WHAMS code, executed on the Intel Paragon. We extrapolated from this data to explore di erent parallel machines, in particular a network of workstations interconnected via FDDI and an nCube-type machine. The network of workstations represents a machine with a very large per-message cost (i.e., high message startup cost), and the nCube-type machine represents one with a large per-word cost (i.e., low bandwidth).
Our results illustrated two interesting conclusions: (1) allowing some load imbalance can provide signi cant reductions in parallel execution time and (2) as the number of processors increases for a xed sized problem, the amount of load imbalance that can be exploited generally increases. A signi cant aspect of our results is the empirical data to support the lack of performance degradation (and in fact, the possibility of performance improvement in some cases) due to load imbalance. Most literature in the area of decomposition methods has heavily emphasized load balancing over the reduction of communication requirements. However, our results indicate that load balance conditions can sometimes be relaxed with bene cial results, and that the degree of relaxation that can be exploited is dependent upon both the target machine and the application; neither one should be neglected when determining the best decomposition. 
