I. INTRODUCTION
HE increasing penetration of distributed energy resources in power distribution networks will involve a substantial evolution in the operational practice of this part of the power network infrastructure (i.e., [1] , [2] ). The above issues will certainly call for a massive use of advanced and smarter monitoring tools capable of increasing, in principle, the operation reliability of these networks. In the last decade, the large use of the so-called Phasor Measurement Units (PMUs) for the monitoring of the transmission networks, has influenced the operational practices of these systems concerning the following aspects: i) system stability; ii) state estimation (SE); iii) system reliability; and iv) protections schemes (e.g. [3] - [9] ). In view of the evolution of distribution networks from passive S. Sarri, R. Cherkaoui and M. Paolone are with the École Polytechnique Fédérale de Lausanne EPFL, Lausanne, Switzerland, (e-mail: styliani.sarri@epfl.ch, mario.paolone@epfl.ch, rachid.cherkaoui@epfl.ch).
to active systems, it is expected that in the future the use of PMUs will also facilitate improved operational practices of these networks.
Within the above context, one of the main challenging tasks in the operation of Active Distribution Networks (ADNs) is represented by their SE (e.g. [10] - [12] ) in view of the fact that the inclusion of data gathered by PMUs certainly allows to simplify and improve the SE of ADNs (e.g. [12] , [13] ) 1 . As known, classic methods used for the solution of the SE problem are based on the use of Weighted Least Squares (WLS) method (e.g. [5] ). More recently, methods based on the use of the Kalman filter (KF) [15] have been proposed too. In particular, Blood et al. [16] evaluated three different algorithms in order to study the performance of a pseudodynamic system, whereas in [17] they combined the basic power flow equations with the load forecast to create a discrete-time dynamic model for SE. Gelagaev [18] made a comparison between the WLS and the Extended Kalman Filter (EKF) methods and proposed a first analysis of the relative importance of process and measurement covariance matrices. Methods used for dynamic SE have been also proposed in [19] - [25] . A further version of the KF is represented by the Iterated Kalman Filter (IKF) which is characterized by an iterative application of the EKF for the case of non-linear processes (e.g. [26] - [28] ).
Within this context, the paper has two aims. The first is to propose a procedure based on the use of the IKF aiming at making achievable, in a straightforward manner, the SE of ADNs integrating PMUs. The second one is to discuss the sensitivity of the WLS vs the KF performances as a function of the measurements and process covariance matrices. This analysis aims at showing that the behaviors of these two methods are largely dependent on the selection of these matrices and, therefore, on the availability of specific measurement systems.
The structure of the paper is the following. Section II illustrates the theoretical background as well as the analytical aspects related to the proposed IKF-based SE A. Borghetti, F. Napolitano and C.A. Nucci are with the University of Bologna, Italy, (e-mail: alberto.borghetti@unibo.it, fabio.napolitano@unibo.it, carloalberto.nucci@unibo.it).
1 As discussed in [14] , it is technically possible to develop specific PMUs for ADN applications by making use of hardware architectures used in standard control/monitoring environments. This section aims at formalizing the analytical aspects related to inclusion of PMU measurements into IKF-based power systems SE.
As known, in general KF is a method aiming at formulating the SE problem of a general system defined by a set of independent variables n ∈ ℜ x (where n ℜ is the ndimensional field of real numbers) whose discrete timeevolution is described by the following set of stochastic equations:
where:
represent the state of the system in correspondence of discrete time steps k and 1 k − respectively;
represents a set of h control variables of the system at time step
represents the system process noise assumed white and with a normal probability distribution (clearly, n ∈ ℜ w ); A is a n n × matrix that links that state of the system at time step 1 k − with the one of the current time step k for the case of null active injections and process noise; B is a n h × matrix that links the time evolution of the state of the system with the h injections at current time step 1 k − for the case of null process noise. The SE is based on the availability of a set of measurements m ∈ ℜ z that are, in general, non-linearly linked with the system state by means of the following set of non-linear equations 2 :
( )
where: (1) and (2) are those adopted for the general formulation of the KF problem [15] , [29] .
As known, the state of an electrical power network is associated to the identification of the phase-to-ground voltage phasors in correspondence of the N network buses (e.g. [5] ). Assuming to define the first bus of the network as the slack one ( ,..., , ,..., . As discussed in [30] , it is worth noting that when synchrophasors measurements are available, the selection of the bus voltage phasor angle reference in the SE problem can be suitably modified compared to the traditional approach here used. It is also important to mention that, if PMU measurements are available, at least one of these should be located in correspondence of the slack bus in order to properly define equation (3) .
We can express the power injections u as 1 1 ,..., , ,..., equations. We have preferred to state the problem in this way as we are making use of the IKF. 3 It is worth mentioning that, although distribution networks are characterized by unbalanced lines and unsymmetrical loads with consequent presence of different sequence components into the three-phase voltage and current phasors, we here consider, as a first approximation, the case of balanced networks. Therefore, we shall make reference to the direct sequence only. Moreover, the topology of the network is assumed known.
where
Equation (6) can be also written as:
Equations (6) or (8) appear closer to (1) . Indeed, we can rewrite (8) as follows:
.
The term 1 k − J e of (9) corresponds to the system process noise k w of (1) and, in our case, is due to the error of the linearization process of (5) .
Equation (9) may be adopted as a pseudo-dynamic model of the network with matrix A of (1) equal to the identity matrix. However, in KF-based SE methods this equation is only used to provide the so-called a-priori estimation of the system state at a given time step. In principle, the proximity of the a-priori state predicted by (9) to the real one has a direct influence on the number of iterations that the KF has to perform to converge. As this aspect deserves specific investigations, we are here assuming for the a-priori estimated state the so-called 'flat-start' composed by voltage angles are equal to zero and voltage magnitudes equal to one in per-unit: ( )
where K is the so-called KF blending factor or Kalman gain. In what follows we will define in detail all the elements appearing in (11) .
is called measurement innovation (e.g. [29] , [31] ) and it represents the new information brought by the latest observation. Now, we should express (2), or, in other terms (12) , for the problem of interest. In order to include the PMU data in our algorithm, the set of measurements is assumed to be composed as follows:
type-d nodes where we assume to measure phase-toground voltage phasors by means of PMU devices; type-s nodes where we assume to measure active and reactive power injections so that d s N + ≥ . The relevant array z of measurements defined by (2) is, therefore, the following:
,..., , ,..., , ,..., , ,...,
As the definition of the blending factor, or Kalman gain K, is based on a linearized link between the system state x and the measurements z, we need to derive a linearized version of (2) which can be written as follows:
where k H represents the above-cited linear dependency and ' k v a combined measurement and h(x k )-linearization errors.
Let define a ( ) ( ) We should now find a linear expression that allows to link the measured injected power into type-s nodes, namely s k z , to the state of the system. For this purpose, we can use (8):
( ) 
where the term 
, , , ,
The term s k v is clearly not constant with the time step k and represents an equivalent uncertainty that combines the one of the type-s measurements, with the one related to the approximation of (8) .
Therefore, (2) could be expressed as follows:
The only matrix that remains to be defined is the blending factor K . As defined in [29] , [32] , and [33] , the typical form to express this matrix in order to make (11) a converging process is the following.
where k R is the diagonal matrix associated to the uncertainties of the measurements:
where , k jj v are the elements of the array k v , and , 1 k i− P of (21) is the a-priori estimate covariance matrix defined as:
In our case, matrix A is the identity matrix I and 1 k − Q represents the process covariance matrix, namely the approximations introduced into the linearization of the process. It is worth observing that in the literature the value of matrix
is usually selected arbitrarily although, in principle, it could be computed if the process is known.
As the relative values of 1 k − Q and k R directly influence the behavior of the IKF, they will be the subject of the sensitivity analysis reported in the next section. In our case we assume the values of projection of the error covariance ahead:
,0
ii) Iteration i > 0: Computation of the blending factor by using (21); update of the state:
update of the error covariance matrix:
The stopping criterion applies to the absolute values of differences between two consecutive iterations of phase-toground voltages angles and magnitudes. In particular, the following criteria have to be satisfied simultaneously Fig. 1 shows the IEEE 13-bus distribution test feeder [34] that has been used to obtain the results reported in this section. Bus 1 has been assumed to be the slack of the system as it represents the connection to the subtransmission network. The test feeder has been considered to be balanced, therefore, as mentioned in note 1 of Section II, we have made reference to the direct sequence only. The configuration of the measurement points, namely, measured phasors and active-reactive power injections, is reported in Table I . The daily total active and reactive load profiles are shown in Fig. 2 . They are separated by 15 minutes time intervals. The loads are not equally distributed in the system and their repartition is a function of a-priori assumed rated power of secondary substations. The procedure adopted to evaluate the accuracy of the state estimation is described below. 1) For each time step (i.e. every 15 min), a load flow is computed to determine the true state of the system. 2) The measured quantities are provided by modifying their true values obtained from the previous step 1) and adding randomly-generated errors which are function of assumed standard deviations of the measurements error distributions. 3) On the basis of the set of measurements provided by the previous step 2), the estimation of the system state is achieved by using two different computational methods, namely the IKF algorithm described in Section II and the WLS (e.g. [5] ).
III. APPLICATION EXAMPLE AND SENSITIVITY ANALYSIS
The comparison between the two algorithms is performed for different measurements ( R ) and process covariance ( Q ) matrices [29] . Such an analysis is of importance as these two quantities are largely influencing the performances of the KF process. In particular, R is weighting how much the KF trusts the measurements, whereas Q weights how much the KF trusts the estimated values. Tuning the SE-KF involves achieving suitable values for R and Q matrices, so that the best estimation accuracy is obtained [35] . For general matrices we need to compare the eigenvalues of Q and R . In case Q and R are diagonal with all equal terms say Q and R ( , Q R = = Q I R I), we can define a 'tuning ratio' / Q R . As R gets larger and Q gets smaller, the tuning ratio becomes smaller, whereas as R gets smaller and Q gets larger, it becomes larger. Therefore, two different cases have been analyzed for each of the above-mentioned conditions. Table  II reports the specific values adopted for R and Q concerning Cases I and II. With reference to Case I, Fig. 3 shows the true and estimated magnitudes and phases of direct-sequence voltage in correspondence of bus 7 of Fig. 1 obtained by using WLS and IKF methods. As in this case the tuning ratio is small, the IKF estimations are characterized by a lower quality, as expected, compared to those provided by WLS. On the other hand, Fig. 4 shows the comparative performance of the two methods for a larger value of the tuning ratio (see Table II ). In this case, the IKF gives results characterized by the same level of accuracy as WLS. These results might be influenced by the type and location of available measurements and will be the subject of further investigations. Table III . Fig. 6 shows the complementary results of Fig. 5 but with a constant value of Q and different values of R, as reported in Table IV .
As it can be observed from Fig. 5 and Fig. 6 , there could be a trade-off in the performance of IKF and WLS as a function of the values assumed by Q and R .
This can be justified, by taking a more thorough look to (21) . The following term, that is a component of the Kalman Gain K, is called measurement prediction covariance matrix:
Assuming increasing values of k R , in general, elements of matrix S increase, but, due to the use of the inverse 1 − S in the definition of K in (21), the overall weight of K decreases, which leads to an overall decrease of the contribution of the measurement innovation γ in the update equation (25) . On the other hand, increasing values of Q and, as a consequence of P , might lead to higher values for S . However, it is worth noting that P is also adopted for the calculation of K where 1 − S is used as follows:
In (29) (23)). Therefore, increasing values of Q results in increasing K , which leads to an increased contribution of the measurement innovation γ in the update equation (25) . 
IV. CONCLUSIONS
The paper has shown the derivation of a SE algorithm based on the use of IKF integrating measurements coming from PMUs and nodal power injections. The algorithm has been conceived in order to specifically take advantage of PMUs measurements.
By making reference to the IEEE 13-bus test feeder, the paper has shown a comparative analysis of the developed IKF algorithm in comparison to the traditional WLS one. In particular, this analysis has been focused on the evaluation of measurements and process covariance error matrices on the performances of the two SE methods. In particular, the paper has shown that the performances of WLS and IKF SE methods are largely dependent on the process and measurement covariance matrices and that their evaluation plays an important role in the selection of the proper SE algorithm.
Further research will focus on the deterministic calculation of Q, on the influence of type and location of available measurements and, finally, on the computational/performance improvements of the proposed IKF algorithm.
