We present a characterization of the null moments of the Complex Multivariate Normal Distribution with non-singular covariance matrix and we give closed-forms expressions for its non-null moments.
is a separating set of functions on C p which is stable for product and conjugation. The expected values of the complex monomials under CN p (Σ) are the complex moments whose computation as a functions of the covariance matrix Σ is the object of this paper. Finding a low complexity algorithm for the computation of the value of the moments and giving simple conditions under which the moment is zero is non-trivial and of interest.
Various approaches are possible. The first option is the computation of the moments in the standard case, followed by the multi-linear computations induced by the linear transformation of the variables in the monomials. A second option is to consider the characteristic function of CN p (Σ) and its relation with complex moments, as it is done by Sultan and Tracy (1996) . Here, we follow a third option, namely the generalization to the complex field of Stein equality: if X ∼ N 1 (0, 1), then E (f ′ (X)) = E (Xf (X)). Repeated applications of such equation produce recurrent relations. − → (α 1 + iα 2 )(x + iy) = (α 1 x − α 2 y) + i(α 2 x + α 1 y) → α 1 −α 2 α 2 α 1 x y , where the matrix is not a generic one. However, the linear mapping A : z → αz + βz, α, β ∈ C is generic. In fact, in R 2 : One easily verifies that the transpose of the linear mapping A with respect to the scalar product is the linear mapping A t : z → αz+βz and the corresponding matrix is the transpose of the matrix A.
Derivatives and integration by part
If C is see as vector space on R, then a function f : C → C is differentiable at z if there exists a linear mapping df (z) such that f (z + w) − f (z) − df (z) [w] = o(w). Because of the form of linear mappings, we have df (z)[w] = α(z)w + β(z)w.
If we assume f ∈ C 1,1 (R 2 ; C), then an easy computation shows that α(x, y) = D − f (x, y), β(x, y) = D + f (x, y) with D − f (x, y) = 1 2 ∂ ∂x f (x, y) − i ∂ ∂y f (x, y) , D + f (x, y) = 1 2 ∂ ∂x f (x, y) + i ∂ ∂y f (x, y) , see e.g. (Rudin, 1987, Ch. 11) . Sometimes, these differential operators written ∂ ∂z f (z) and ∂ ∂z f (z), respectively, because of the special case of complex monomials,
If the function f is real valued, f : C → R, then df (z) ∈ L(C, R), hence For example, consider a real valued function to be discussed below, ϕ(z) = 1 π e −zz . We haveφ(x, y) = 
Proposition 2.2. Given f ∈ S(C) and g ∈ D(C),
Proof.
In the same way, we get the result for
We define the vector operators on C 1 (R p ; C) by
and the components are denoted by D − j and D + j , respectively. Equation (1) becomes, for a multivariate complex monomial
Complex Normal
The Complex Normal Distribution is the distribution induced in C by the identification (x, y) → x + iy applied two a couple of independent identically distributed normal X and Y . The integration with respect to the image of the Lebesgue measure in C is denoted by dz. As x 2 + y 2 = z · z = ℜ(zz) = zz the density of the complex random variable Z = X + iY is
The complex variance is γ = E ZZ = E |X| 2 + |Y | 2 = 2σ 2 and we write Z ∼ CN 1 (γ).
Notice that the unit complex variance obtains when σ 2 = 1/2. If Z ∼ CN 1 (γ) and α ∈ C, then the complex variance of (αz) is E (αZ)αZ = ααγ and it is easy to check that αZ ∼ CN 1 (ααγ). Similarly, βZ ∼ CN 1 ββγ , so that the conjugate Z of a Complex Normal is a Complex Normal with the same variance.
From Proposition 2.2 with g = ϕ, it follows
Consider p independent standard Complex Normal random variables, U j , j = 1, . . . , p. Let C = [c i,j ] be a p × p complex matrix. Define the random variable
By definition, the distribution of Z is a multivariate Complex Normal and it is denoted by CN p (Σ), with Σ = CC * . In the following, we restrict to a non singular matrix C, equivalently, to a non singular matrix Σ.
The density of U is φ(u) = 1 π p exp (−u * u). The density of CN p (Σ) is obtained by performing the change of variable U = C −1 Z in R 2p and gives
see Goodman (1963) .
Complex moments of the MCN
We come now to the study of complex moments of CN p (Σ). Let us first introduce some notations. We denote by A k· and by A ·k the k-th row and the k-column of the matrix A, and by (e j ) j=1,...,2p be the canonical basis of R 2p .
j be the corresponding complex monomial. We denote by ν(α) the α-moment of CN p (Σ),
and we call elementary moment each element of the matrix Σ:
Let N = {h ∈ {1, . . . , p} | n h = 0} and M = {k ∈ {1, . . . , p} | m k = 0} be the sets of non null indices, whose cardinality is denoted by #N and #M , respectively. We call N and M the supporting sets of the moments ν(α). Given h ∈ N and k ∈ M , we denote by α
For instance, if p = 3, the elementary moments are σ 11 = ν(1, 1, 0, 0, 0, 0), σ 12 = ν(1, 0, 0, 1, 0, 0), σ 13 = ν(1, 0, 0, 0, 0, 1), . . . .
Recurrence relations of the moments
We first extend Eq.s (3) and (4) to a generic multivariate complex density (5). 
Proof.
We have ∂ ∂x s z = e s and ∂ ∂y s z = ie s .
As the directional derivative of g in the direction r is d r g(z) = r * Σ −1 z + z * Σ −1 r, then
and we have for each s = 1, . . . , p that
It follows that
whose transposed equation is the first equality to be proved.
For the other equality, we observe that for each s = 1, . . . , p we have
Previous proposition allows us to extend the integrations by parts of Eq. (3) to the case of a MCND. In fact, for the density in Eq. (5), we have
If we multiply each one of the equations above by a monomial, the monomial itself is multiplied by z and z, respectively, in the right hand sides, hence integration produces a relation between moments, increasing the degree by 1. Conversely, we find, for each N and M , a linear expression in the moments of degree reduced by 2. Notice that the recurrence is clearly finite. The argument is formalised in the following theorem. 
and
be the complex monomial with exponent α, and let be given r ∈ N .
The recurrence relations (6) allow us to compute any complex moment as a linear function of moments whose total degree is smaller that the given one by 2. Hence, each complex moment is a polynomial of the elementary moments σ hk , h ∈ N , k ∈ M . The following example shows a simple case of the recurrence.
Example 3.1. If p = 2, the recurrence relations of Proposition 3.3 are the following.
When some covariances are zero, the corresponding terms in Equations (6) are zero. We derive now a modified form of the recurrence with non-zero terms only.
Definition 3.4. Consider the bipartite graph with vertices N ∪ M and undirected edges {h, k} with h ∈ N , k ∈ M , and σ hk > 0. In turn, the bipartite graph defines subsets of N and M by considering the neighborhoods of each vertex. We denote by S N h , h ∈ N , and S M k , k ∈ M , respectively, the sets
Definition 3.5. Consider the graph whose nodes are the elements of M , and there is an edge between two nodes if and only if both nodes belong to the same S N h for some h ∈ N . The connected components of this graph define a partition of M that we call the partition induced by the S N h 's. The partition on N induced by the S M k is defined analogously.
Notice that the partitions of M and N are uniquely defined and they can be the trivial partition.
Corollary 3.6. The recurrence relations of the moments in Proposition 3.3 can be written as:
Proof. For example, in the first case, if k ∈ M \ S N h , then σ hk = 0 and that term is missing in the RHS of the recurrent relations. Now we write the system of the previous recurrence relations in matrix form.
, and let t be the column block vector t = (t h ) h∈N . Let b be the 2p vector:
Corollary 3.8. The system of the recurrence relations in Corollary 3.6 can be expressed in matrix form as:
If #N < p then, for each h / ∈ N , the h-th row of A is null and b h = 0, so that the h-th equation is 0 = 0. Analogously, if #M < p then, for each k / ∈ M , the (p + k)-th row of A is null and b p+k = 0, so that the (p + k)-th equation is 0 = 0.
Proof. The matrix form of the recurrence relations is easily derived. If h / ∈ N , then b h = 0. Furthermore, e h is not involved in the construction of any column of A, so that the h-th element of each column is zero. Analogously for k / ∈ M .
Example 3.2. If N = M = {1, . . . , p} and all the elements of Σ are different from zero, the 2p
We observe that by suitable permutations of the rows and the columns of the matrix A we obtain a matrix with the same structure and the m's and the n's switched. Then Definition 3.7 can be expressed using the sets S M k , k ∈ M .
Null moments
The #N + #M Eq.s in Proposition 3.3 all give the value of the α-moment. We present some necessary conditions for a moment ν(α) to be zero. We consider the following linear combination of the recurrences in Proposition 3.3
and so
We conclude that, if h∈N n h − k∈M m k = 0, then ν(α) = 0. In presence of a non-trivial induced partition of the supporting sets (Definition 3.5), we can prove a further necessary condition for the nullity of the moment, see second item of the following Theorem.
Theorem 3.9. Let α be a multi-index and let S N h , h ∈ N , be as in Definition 3.4. The moment ν(α) is null if one of the following conditions hold.
There exists
h ∈ N such that S N h = ∅ or there exists k ∈ M such that S M k = ∅.
All the sets S
consists of null addends, since σ hk = 0, k ∈ M . Analogously for k ∈ M .
2. Assume that the sets S N h = ∅, h ∈ N . For each element M r of the partition, we consider the linear combination of the equations in (8) whose coefficients are the elements of the vector c r = i|S N i ⊂Mr n i e i − j∈Mr m j e p+j , that is, in matrix form, c t r At = ν(α) c t r b. By trivially computation we have
Consider the scalar product of c r with a columns
since e h and e p+k do not generate c r . Then, for each M r it holds
and the thesis follows.
Remark 3.10. Item 1 of the previous theorem can be expressed as:
So that each S M k does not contain the index h ∈ N and the thesis follows. Analogously, the vice versa can be shown. The permuted matrix highlights the induced partition. In this case the conditions in Item 2 of Theorem 3.9 are n 1 + n 2 + n 5 = m 1 + m 5 or n 3 + n 4 = m 4 .
Case c)
If N = {1, 2, 3, 4, 5} and M = {2, 3, 4} then ν(α) = 0, for all α, since S N 5 = ∅.
Computation of the moments
The form of the recurrence relation for the moments suggests that ν(α) is a linear combination of ν(β hk ) with coefficients which are themselves monomials in the covariances. In the simple case when α = c β hk , c ∈ Z ≥ ,
each recurrence relation contains one term only, hence only one reduction is feasible, so that
In general, the value of ν(α), with α such that h∈N n h = k∈M m k , can be obtained considering that α is generated by the vectors with integer coefficients:
a hk β hk with a hk ∈ Z ≥0 , and there is a tree of reduction path. As a consequence, the coefficient vector a = [a hk ] h∈N k∈M is not uniquely determined as it was in the simple case above. For instance, if α = (2, 1, 2, 3) then Considering all the possible coefficient vectors a that produce the same α, it is useful to define the subset I(α) ⊂ Z p 2 ≥0 associated to each α-moments as follows.
Definition 3.11. Let α be a multi-index. The set I(α) ⊂ Z p 2 ≥0 is given by
where the bounds are
The following Theorem gives the expression of the α-moment of CN p (Σ). The proof is based on several lemmas and propositions given in the Appendix. 
where Π(α, a) is
by setting σ 0 hk = 1 also when σ hk = 0. The set I(α) is as in Definition 3.11. Proof. First, we show that a∈I(α) Π(α, a) is the elementary moment σ hk when α = β hk = e 2r−1 +e 2s . Then we show that a∈I(α) Π(α, a) satisfies the recurrence relations for a general α, so that the thesis follows.
First part.
Let α = β hk . Since n h = m k = 1 and n i = m j = 0 for each i = h and j = k, Corollary A.2 implies that a ir = a rj = 0, for i = h, j = k and r ≤ p, that is a hk is the unique element of the vector a different from zero. Furthermore a hk = 1 since l hk = 0 ∧ (
Second part.
Let us consider
The proof is analogous if we consider p h=1 n h σ hk ν(α − hk ). We remember that α − hk is the vector α containing the values n h − 1 and m k − 1 instead of n h and m k : α − hk = α − e 2h−1 − e 2k . Furthermore, for each pair (h, k) ∈ {1, . . . , p} 2 let a + hk be the vector a containing the value a hk + 1 instead of a hk : a + hk = a + e (h−1)p+k . From Equation (12) we have (12) and (13) it follows 
and so, since Proposition A.3 shows
The thesis follows because the function δ(α) satisfies the recurrence relations and coincides with the elementary moments, so that δ(α) = ν(α).
Example 3.4. Let us consider the case with p = 2 and p = 3.
• If p = 2 and n 1 + n 2 = m 1 + m 2 , then ν(α) = a∈I(α) Π(α, a), where
(n 2 − m 1 + a 11 )! .
• If p = 3 and n 1 + n 2 + n 3 = m 1 + m 2 + m 3 , then ν(α) = a∈I(α) Π(α, a), where
Example 3.5. Let p = 5 and α = (2, 0, 1, 2, 1, 2, 2, 3, 1, 0), where m 1 = m 5 = 0. In such a case 5 h=1 n h = 5 k=1 m k , so that the condition for using formula (11) is satisfied. Since m 1 = m 5 , from Corollary A.2 it follows that a h,1 = a h,5 = 0, h = 1, . . . , 5. The exponents are such that:
a 52 = 2 − a 12 − a 22 − a 32 − a 42 a 53 = 2 − a 13 − a 23 − a 33 − a 43 a 54 = −3 + a 12 + a 13 + a 22 + a 23 + a 32 + a 33 + a 42 + a 43
As in Example 3.3, we consider a matrix Σ such that
The multi-index α belongs to the Case c) in Example 3.3 and so we know that ν(α) = 0. Such a result can be also obtained using Equation (11) where the null elementary moments are highlighted. If a null elementary moment σ hk has a null exponent, we set σ 0 hk = 1. Otherwise, that is if a hk = 0, the corresponding addend is null. So that if one of the exponents of the null elementary moments σ hk , (h, k) = (5, 4) is non zero, then the addend is null.
Direct computation show that, if the exponents of the null elementary moment σ hk , (h, k) = (5, 4) are all null, then a 54 = 1 so that also this addend is null.
Final remarks
We have presented an explicit method for computing the complex moments ν(α), α = (n 1 , m 1 , . . . , n p , m p ), of the multivariate complex normal. If α satisfies the hypotheses of Theorem 3.9, the moment is zero. Otherwise, in Theorem 3.12 we proved a closed-form equation for ν(α). This form is a polynomial in the individual covariances of total degree p h=1 n h , easily computable and more practical than the recursive solution of the recurrent relations of Proposition 3.3.
The question of computing complex moments of the multivariate complex normal arised in the study of cubature formulae and numerical approximation of integrals on the complex vector space. In Fassino et al. (2017) novel cubature formulae with nodes on a suitable subset of the complex roots of the unity are discussed. The knowledge of the exact value of the moments for the complex normal allows us for an evaluation of the approximation error and a comparison with respect to classical schemes.
Appendix A. Properties of the bounds l ij and L ij .
The following proposition states that the definition of I(α) in Definition 3.11 is consistent.
Proposition A.1. Let α, a, l ij (α, a) and L ij (α, a) be as in Equation (10). It holds:
if the entries a hk of the vector a, for h ≤ i, k ≤ j, (h, k) = (i, j), satisfy the corresponding bound l hk (α, a) ≤ a hk ≤ L hk (α, a).
Proof. For simplicity α and a are omitted. Obviously, for each i, j ≤ p, we have l ij ≥ 0 and so a ij ≥ 0.
The case with (ij) = (1, 1) is proved by induction.
• Base steps.
-We prove that l 1,j ≤ L 1,j , with j ≤ p, by induction on j. The inequalities hold for (i, j) = (1, 1). We assume
In fact, from the inductive hypothesis, we have
-Analogously, the relation between l i,1 and L i,1 can be shown.
• Induction step.
We show that l ij ≤ L ij , by assuming that l hk ≤ a hk ≤ L hk for h < i, k ≤ p, so that
It follows that L ij ≥ 0 since the inequalities
a hj ≥ 0 and 
We conclude that
Proposition A.1 also holds when some values n r and m s are equal to zero. 
Proof. Proposition A.1 shows that l ij ≤ L ij . We show, by induction, the thesis for a ip . Base step:
k=1 a 1k and a 1p = n 1 − p−1 k=1 a 1k . Induction step: let a hp = n h − p−1 k=1 a hk for h < i, that is n h = p k=1 a hk . We obtain, using the inductive hypothesis,
h=1 a hp ), we conclude that a ip = n i − p−1 k=1 a ik . The proof for a pj is analogous. Finally, from the special values of a ip and a pj , we obtain Proof. For simplicity α and a are omitted.
1. We consider a ij = L ij = m j − i−1 h=1 a hj . Then
We show, by induction, that a qj = 0 for q > i.
• • Base step: t = j + 1.
By Equation (17) with t = j + 1 we have
that is l i,j+1 = L i,j+1 , and so the thesis follows since l i,j+1 ≤ a i,j+1 ≤ L i,j+1 .
• Induction step.
Let a ik = m k − i−1 h=1 a hk for j + 1 ≤ k < t. By Equation (17) and so l it = L it , and the thesis follows since l it ≤ a it ≤ L it .
