In the current work, we devised a hybrid method involving a Double-Layer Neural Network (DLNN) for solving a quadratic Bi-Level Programming Problem (BLPP). For an efficient and effective solution of such problems, the proposed potential methodology includes an improved Artificial Bee Colony (ABC) algorithm, a Hopfield Network (HN), and a Boltzmann Machine (BM). The improved ABC algorithm accommodates upper-level decision problems by selecting a set of potential solutions from all combinations of solutions. However, for lower-level decision problem, HN and BM are amalgamated to manifest a DLNN that initially generates its structure by choosing a limited number of units, and will subsequently converge to an optimal solution/unit among those units and hence, constitutes an effective, efficient solution technique. We compared the accuracy, computational time and effectiveness (ability to find the true optimum) of the proposed DLNN with improved-ABC, DLNN with PSO (where PSO replaces the improved-ABC in the upper-level problem of the proposed DLNN with improved-ABC), DLNN with GA (where GA replaces the improved-ABC in the upper-level of the proposed algorithm) and other conventional approaches and found the proposed DLNN with improved-ABC can yield high quality global optimal solutions with higher accuracy in relatively smaller time.
I. INTRODUCTION
The BLPP can be regarded as a mathematical programing problem, where one optimization problem, called the upperlevel decision problem contains another problem (known as lower-level decision problem) as a constraint. BLPPs are presently gaining significant attention of the mathematical optimization community owing to their increasing demand in various real-life applications, specifically those involving hierarchical relationships between two decision levels. In most of the real-life problems, managerial decisions are Nested strategies are often found computationally expensive and not suitable for large scale and quadratic-BLPPs. Li et al. [36] have devised a nested-PSO for solving BLPPs but have not reported the computational efficiency of their proposed method, where we suspect higher computational cost with increasing size of the problem. Li and Wang's technique [37] used a simplex-based crossover strategy for upper-level decision problem, whilst the lower-level problem was solved using a classical approach with presumably high number of lower-level function evaluation and hence, may not be efficient in solving large quadratic-BLPPs.
Through a number of hybrid strategies employing evolutionary and other techniques at one or both levels, the authors have established the potentiality of their approaches in solving problems that might otherwise be strenuous to handle with classical or exact methods [35] . Bagloee et al. [39] have devised a hybrid strategy, involving supervised learning and integer programing problem for solving non-convex BLPP. However, most of these approaches are practically nonscalable [35] . With growing number of upper-level decision variables, the number of lower-level optimization tasks increases exponentially. Moreover, with complex lower-level decision problems, many instances of BLPPs cannot be solved using existing approaches. Prompted by this fact, in the present study, we have devised a hybrid method that involves a novel improved-ABC (for upper-level decision problem) and a HN and a BM together to form a novel DLNN (to handle the lower-level decision problem) structure for efficiently and accurately solving the quadratic-BLPP in reasonably small computational time with higher scalability.
The proposed improved-ABC (integrating GA with original ABC) handles the upper-level decision problem and inherits the parallel computing merit of GA, while using the speed and self-improvement facilities of original ABC by exchanging information between the GA population and the bee colony. For the lower-level decision problem, we propose a novel DLNN (a novel neural network structure) by combining a HN (upper-layer of the DLNN) and a BM (lower-layer of the DLNN) that can delete the lower-layer units (neurons), which are not selected for the upper-layer execution and restructures the lower-layer BM using the selected units. This could be considered an efficient method for solving selection problems by transforming their evaluation functions into energy function as both HN and BM converge to a minimum point of the energy function. This HN and BM combination has a number of advantages that make DLNN an effective parallel computing structure that enables fast computing with quadratic rate of convergence for solving lower-level decision problem of a quadratic-BLPP. Improved-ABC offers a fast global search ability that resists from adhering to the optimal solution.
The major contributions of the present study are (1) to propose a new hybrid strategy involving novel improved-ABC (combining original ABC and GA for handling upperlevel decision problem) and a DLNN that combines a HN (as upper-layer of the DLNN) and a BM (as lower-layer of the DLNN), which deletes the lower-layer neurons that are not selected for the upper-layer execution and restructures the lower-layer BM using selected units; (2) to prove the convergence of DLNN structure; and (3) to experimentally verify the computational efficiency and effectiveness of the proposed approach.
Outline of the current work includes: Section II provides the preliminary explanation of the BLPP. Section III briefly reviews the existing methods for solving the BLPP. Sections IV elaborates the proposed hybrid method for solving quadratic-BLPP and Section V describes the detailed experimentation and validation of the proposed approach along with the detailed comparison with the other existing methodologies. Toward the end, the main findings are briefly presented in Section VI.
II. PRELIMINARY PREPARATION A. TYPICAL NOTATION
Typical notations used herein are as follows. 1) Note that denotes time, tr is transportation of a matrix or a vector and T is used for network temperature. The meaning is clear in context.
2) DLNN:
Double Layer Neural Network.
HN:
Hopfield Network BM:
Boltzmann Machine acceptX : acceptable food sources set. unaccX : unacceptable sources set. 3) Note that operator ''⊗'' between two vectors x tr = [x 1 , x 2 , · · · , x n ] and z tr = [z 1 , z 2 , · · · , z n ] is defined as x ⊗ z = [x 1 z 1 , x 2 z 2 , · · · , x n z n ] tr , and 1 = [1, 1, · · · , 1] tr . 4) Let us denote x ∈ R m 1 and z ∈ R m 2 respectively as upper and lower variables with m 1 , m 2 ∈ Z + , and define : R m 1 × R m 2 → R and ψ : R m 1 × R m 2 → R, respectively upper and lower evaluation functions.
Vector valued functions such as H : R m 1 ×R m 2 → R n 1 and h : R m 1 × R m 2 → R n 2 denote upper and lower constraints.
P and Q are symmetric matrices with (m 2 × m 2 ) dimensions. 6) Note that we use variables z i ( ); i = 1, · · · , N in upper-layer neural network and variables x i ( ); i = 1, · · · , N in lower-layer neural network. In vector form, z( ) and x( ). But when we emphasize the change of z( ) and x( ) after iteration, we use the capital form as Z( + 1) and X( + 1). See eqns. (34) and (35) as well as eqns. (36) and (37) .
On the contrary, the lower-level decision maker (constraints to upper-level decision problem), optimizes his/her objective based on upper-level decision maker's choices. However, both decision-makers may cause a conflict of constraint resources when both are optimizing their objectives. Hence, both the upper and lower-level decision makers need to consider choices made by the counterparts. Mathematically, BLPP is expressed below:
One representative model of the quadratic programming problems is the portfolio model proposed by Harry Markowicz in 1951, which is sometimes known as the mean variance model [29] , [30] . The model has been widely applied to various applications including stock investment [26] , power system [21] , unit commitment [25] , energy problem [28] , and budget allocation [27] .
As is known, the BLPP is nearly equivalent to economic problem of Stackelberg games. An economic planning process can be regarded as involving two distinct levels of interacting agents: some of the individuals (may be a group): -known as leader -issue instructions to the remaining agents: -known as followers. It has been assumed that, in a specific Stackelberg game framework, the leader anticipates the follower reaction for choosing his/her best or optimal strategy [7] . More specifically, follower i holds a strategy set Z i (x) ⊆ R n i related to the leader's chosen strategy x ∈ X ⊆ R m 1 , where Z i (x) is assumed as closed and convex. Follower's cost function considers both leader's and follower's strategies is as follows:
where M denotes the number of followers. It has also been presumed for fixed p ∈ X and x (j =i) , θ i (·) is convex and continuously differentiable in z i ∈ Z i (z). Followers collectively behave following a Nash non-cooperative principle, i.e., for each x ∈ X, a joint response vector basic value has been chosen for the method
where
Based on the above settings, Sherali et al. [20] reported that the Stackelberg problems show BLPP-like hierarchical structures in the presence of a single leader. Moreover, in this case, the BLPPs and Stackelberg problems are equivalent although the lower-level decision problem in the Stackelberg game is more of an equilibrium problem rather than optimization. The following are some important definitions necessary for the BLPP study [10] , [18] .
Definition 3: The constraint region (or feasible region) of problem (2) is defined as
The constraint region of BLPP refers to the combinations of all possible decisions that can be chosen by the leader as well as follower.
Definition 4: The projection I of onto upper-leveldecision space is
Definition 5: Lower-level rational reaction set R(x) for x ∈ I is
It is the follower's best reaction to leader's decision. For assuring the problem to be well posed, we assume x ∈ I, implying that points the exclusion of leader's selected value of x leading to infeasibility of follower's problem.
Definition 6: The induced region IR of quadratic-BLPP is
The leader may obtain various rational reaction sets from follower by allocating several values to x. x be the union of all possible vectors the leader may select and z ∈ R(x) is the corresponding rational also known as induced region. Minimizing (x, z) over IR is the leader's problem. Thus, as a conclusion for the discussion above, the necessary condition for a point (x * , z * ) to be an optimal solution of quadratic-
Various situations of the BLPPs are found in different important real-life applications such as network design and transportation [33] , power management [12] , government policy making [3] , and financial decision-making. The works of Bard [1] and Demp [8] provide important information regarding the BLPP applications. In another study Demp [9] presented a survey that includes major theoretical developments of the BLPP and the related modern applications. Though BLPP can be used well in solving various reallife applications, the use of BLPP is scarce, as shown in the literature. A primary factor for this is that the BLPP is difficult to solve because of its generic non-convexity and non-differentiability. This can be confirmed by the statement that the linear-BLPP is proved to be an NP-hard problem [7] . Moreover, Hansen et al. [11] showed that the BLPP is a strong NP-hard problem using KERNEL reduction. Using the reduction from 3-SAT, Vicente et al. [23] has further shown that verifying the strict or local optimality of a BLPP is also an NP-hard problem. Next, the BLPP-complexity is briefly discussed [17] .
III. EXISTING LITERATURE OF BLPP
Although the pioneering works related to the BLPP can date back to the 1970s, the optimization techniques have been implemented beginning from the mid-1980 in modelling various hierarchical decision processes involved in several real-world engineering problems. Because BLPPs are intrinsically difficult, research studies on the algorithms have only focused on the linear-BLPP from the beginning. Substantially, methods that accommodate more complicated forms such as the quadratic and general BLPPs have appeared in the literature. Some of the works also involved discrete variables in studying complex BLPP [2] .
The extreme points method [1] is one of the earliest methods for solving the BLPP; however, it can be only applied to solve the linear-BLPP, and has been shown to be relatively slow because the algorithm will try to enumerate all the vertexes of the problem.
The branch and bound method [11] is another interesting method for solving the BLPP. In this method, the original BLPP (1) is first transformed into a single level reformulation problem with the Lagrangian function of the lower-level decision problem, using Karush-Kuhn-Tucker conditions. The reformulated problem is as follows:
Then, this problem is solvable using branch and bound techniques because the equation λ k h k (x, z) = 0 suggests whether λ k = 0 or h k (x, z) = 0. Consequently, in the branch and bound method, a binary search tree is formed for the problem (10) . The root node of the search tree is the problem (10) with equation λ k h k (x, z) = 0 removed. One of the two children nodes is constructed by adding λ k = 0 as an extra constraint whereas another child node is constructed by adding h k (x, z) = 0 as an extra constraint. The valid lower-bound for the corresponding subtree is the optimal values for the above-mentioned problem.
Colson et al. [5] , [6] , Savard and Gauvin [19] devised few strategies for solving BLPP using the above concept. Hansen et al. [11] developed a method for solving medium size linear-BLPP by agglomerating the branch-and-bound, monotonicity principals and penalties that are similar to mixed-integer programming. Thoai et al. (2002) devised a similar approach for mathematical programs with linear complementary constraints. However, these methods as well as extreme point methods are time consuming because of the non-convexity introduced by complementary constraints and Lagrangian constraints, whose total amount is intrinsically combinatorial.
Another method is called the steepest descent algorithm [19] . In the descent method, z is first defined as an implicit function of x (called z(x)) such that problem (1) can only be regarded in terms of upper-level decision variables x ∈ R m 1 . The reason for this consideration is for each x, the lower-level optimal solution is uniquely decided. Subsequently, for a given feasible point x, an effort has been made to obtain a feasible (rational) direction d ∈ R m 1 along which the upper-level evaluation function decreases. A new point (x + αd); (α > 0) has been evaluated for ensuring a sensible reduction in while maintaining feasibility for BLPP. Along with α and d, the gradient (or a subgradient) of the upper-level evaluation function ∇ x (x, z(x)) employed such that F decreases as fast as possible. With the definition of z(x), the gradient ∇ x (x, z(x)) is achieved by applying the differentiation chain rule: (11) However, such differentiation approach for obtaining the gradient of feasible points is impractical. Researchers will typically endeavor to develop a scheme to approximate the gradient ∇ x (x, z(x)) effectively.
An approach was proposed by Vicente et al. [24] , where the lower-level constraints are reconstructed separately for inequalities and equalities:
We first showed that an upper-level descent direction at a given point x is a vector d ∈ R m 1
where ω ∈ R m 2 ; and z * = z(x) is a solution of the problem: min
is the Lagrangian of the lower-level w.r.t active constraints.
Steepest descent subsequently coincides with following linear-quadratic-BLPP's optimal solution
where ω[x, d] solves the quadratic problem.
Vicente et al. [23] devised an approach (extending the work of Savard and Gauvin [19] ) for solving the convex quadratic-BLPP (with both quadratic evaluation functions) by solving the problem (16) with the sequential LPC of Júdice and Faustino (1994), and suggested a technique for determining the exact step sizes. However, local optimality scrutinizing in sequential LPC often becomes difficult; hence, in their work, Vicente and Calamai [22] devised a hybrid method that includes the above characteristics along with a pivot-step for enforcing complementarity constraints.
In recent years, many scholars have attempted to develop new methods to solve the BLPP more efficiently. Among the new methods, the trust region method [5] is an iterative method based on an approximation of the original problem, where in each iteration, the algorithm solves an approximation model that is also a BLPP but its global optimal solution is much easier to obtain. The accuracy of this model relies upon the model approximation.
In the research of [4] , a genetic algorithm based method was developed for solving the BLPP. This method combines extreme points enumeration techniques with genetic search strategies by associating chromosomes with extreme points. Subsequently, fitness evaluation schemes will assess the quality of the chromosome, penalizing it when the associated extreme point is impossible to be a feasible solution. Next, GA continues with crossover, mutation, evaluation and selection till stopping criteria have been reached, after constructing the first chromosome population. This type of algorithm follows the advantages of meta-heuristic algorithms, which are well-known for the robustness in obtaining good solutions of complex optimization problems, and can solve large problems in acceptable computational time.
Although a wide range of meta-heuristic methods as mentioned above have been reported, the GA has been adapted to solve the BLPP. The neural-network-based method, which is also efficient for solving complex optimization problem with its parallel computing capability, has only been studied inadequately to solve BLPPs.
IV. PROPOSED METHOD FOR SOLVING QUADRATIC-BLPP
This section describes our proposed hybrid methodology for efficiently and accurately solving quadratic-BLPP, which is a more difficult problem than solving linear-BLPP. Although a certain number of BLPP solution strategies are found in the existing literature, the use of meta-heuristic algorithms in BLPP solution techniques is still scarce. Hence, the proposed hybrid algorithm can be regarded as a research in that direction. The proposed hybrid method has a number of advantages such as the DLNN, also known as the doublelayered Boltzmann Machine, which offers a parallel computing model [31] , [32] that yields faster computing; again, its neural network part shows an exponential rate of convergence to the solution of the lower-level decision problem of quadratic-BLPPs, thus facilitating in obtaining the final optimal solution accurately in a much faster time. Moreover, the ABC algorithm provides a fast global search ability that avoids the searching process from becoming stuck into the local optimum solution.
A. FUNDAMENTALS OF ABC ALGORITHM
In nature, various social animals exist such as ant, bee, and fish, where the individuals from a specific population cannot survive without its other population members. However, when we consider the whole population as a complete individual, we found that the individual is highly intelligent, and that the social animals showed higher intelligence through cooperation. Subsequently, researchers have produced a series of new methods for solving the optimization problems exploiting these natures.
Inspired by the foraging nature of bees, Karaboga and Basturk [38] proposed the ABC algorithm (with several interesting properties such as distributed control, global information transmission and self-organization) that can be used to solve different optimization problems. Distributed control facilitates in achieving the much desired stability, as the disability of one bee does not significantly influence the overall system. Additionally, the system remains relatively simple, because each bee is a simple structure and the entire system can be visualized as a complex interaction of simple individuals.
The original ABC algorithm has three major components employed, unemployed foragers; and food sources. Employed bees are assumed to possess the complete knowledge of the food sources that they are attached to. However, food source exploitation can also be performed by the employed bees. The employed bees become unemployed with the abandonment of any of the specific food sources. The unemployed bees do not possess any food source-related information; hence, they continuously search for exploitable food sources. Based on food source searching patterns, the unemployed bees could also be classified into two categories called scout and onlooker bees, where the scouts are always searching for hive surrounding food sources, and the onlookers observe a waggle dance for selecting exploitable food sources. The remaining element for ABC algorithm is food sources close to the hive. In ABC algorithm, the number of food sources (used by employed and onlookers) represents the number of solutions in a population. Additionally, the food source location is equivalent to the position of the favourable solution for the optimization problem and the trait of a food source depicts the fitness cost of the correlated solution. ABC search process comprises the following three major steps: dispatch employed bees to a food source and evaluate its nectar quality; onlookers select the food sources after gathering information from employed bees and evaluating food source-specific nectar quality; decide regarding the scouts and employ them for searching possible food sources.
Initially, the bees arbitrarily select the food source locations and the corresponding nectar qualities are evaluated. The employed bees subsequently share the food sourcespecific nectar information to onlookers waiting within a hive. Next, the employed bees return to the food sources from the previous cycle, as the locations of the food sources have been recalled and select the new neighboring food sources using their observed information. Finally, an onlooker uses the information shared by the employed bees at the dance area for selecting the good food sources. The possibility of a food source becoming selected depends on its nectar quality. Hence, the employed bees with the highest quality nectar information leads the onlookers to the respective food source. The onlookers can later change the food sources based on their observed information. New food sources are generated by the scouts to replace the ones abandoneds by the onlookers.
B. IMPROVED-ABC FOR UPPER-LEVEL DECISION PROBLEM
In the current work, the GA has been integrated with the original ABC algorithm (to form improved-ABC) for achieving GA's parallel computation advantage along with the speed and self-improvement benefits of the original ABC by sharing the information between the GA population and bee colony. This improved-ABC (of the proposed hybrid strategy) has been used to handle the upper-level decision problem of the quadratic-BLPP (see Fig. 1 ) as follows.
Initially, in the information exchange process, the proposed improved-ABC strategy executes the GA and ABC. Initially, the scouts supply GA population-related information to the bee colony. In each iteration, the scouts (if they exist) obtain the GA population-related information with a certain probability. The information is obtained randomly from the GA population and those with high fitness values will be selected. In the next step of the information exchange process, a small given number of individuals (individuals with fitness values have a better chance of becoming selected) will be randomly selected from the GA population and the bee colony simultaneously. The selected individuals will subsequently be matched in pairs, and they will perform a crossover to produce offsprings. The offspring will be added to the GA population [40] . Following subsection elaborates the initialization of parameters of the improved-ABC.
C. INITIALIZATION OF PARAMETERS OF IMPROVED-ABC
Three parameters of ABC are called as the number of food sources (population), number of tests after which a food source is treated to be rejected (limit) and the stopping criteria (maximum number of cycles). The number of food sources is kept similar to the employed or onlooker bees in the original ABC algorithm. In the current work, we define two sets of food sources: acceptable and unacceptable food sources. At the initialization stage, we choose the acceptable population size ps and unacceptable population size ps , and each element in ps acceptable food sources and ps unacceptable food sources is a variable x in the upper-level. Each food source is created using the method below:
where rand[0, 1] generates an evenly distributed random number within [0, 1], for acceptable food source set, i ∈ {1, 2, · · · , ps}; for unacceptable food source set, i ∈ {1, 2, · · · , ps }; j ∈ {1, 2, · · · , m 1 }. At the initialization stage, we choose the crossover and mutation probabilities as p c and p m respectively. The maximal number of generations called MaxGen, initializes the current generation: k = 0 for the GA operator. Because the ABC algorithm with the GA operator is only responsible for selecting the upper-level decision variables, we use the upper-level decision space I (by Definition 4), to define the acceptable food sources set acceptX and unacceptable sources set unaccX as:
where x is the upper-level decision variable vector, z is the lower-level decision variable vector and is the constraint region of the quadratic-BLPP in equation (1) or (2). This definition of acceptable food sources is reasonable because when we tentatively choose the acceptable food sources for the upper-level decision variables x, the response value of the lower-level z is actually unknown at this point. We should ensure that for the x value that we choose, the corresponding z, exists, and that the pair (x, z) satisfies the upper-level constraints (Ax + Bz) ≤ r 1 and lower-level constraints (Cx + Dz) ≤ r 2 . Thus, candidates in acceptX could be the solutions of the problem (2) whereas candidates in unaccX cannot be the solutions. Following the definition of acceptX and unaccX , we randomly generate a group of acceptable food sources acceptX i (k) and unacceptable food sources unaccX j (k), where i = 1, 2, · · · , ps and j = 1, 2, · · · , ps . Substantially, we classify them as acceptX and unaccX , respectively, and begin the employed bee, crossover, onlooker bee and scout bee phases.
1) EMPLOYED BEE PHASE
This phase updates the existing solution using information from other individual experience and fitness values of newly found solution. Following position update equation has been used for replacing the existing one with the food sources with higher fitness values (candidate i and dimension j) [8] :
where φ i,j (x i,j − x k,j ); i = k is known as the step size, for the acceptable food source set i, k ∈ {1, 2, · · · , ps}; for the unacceptable food source set i, k ∈ {1, 2, · · · , ps }; j ∈ {1, 2, · · · , m 1 }. φ i,j is a random number in [−1, 1].
2) ONLOOKER BEE PHASE
The onlooker bees' food source number remains the same as that for the employed bees. During the onlooker phase all employed bees share the fitness information of new food sources with the onlookers, which subsequently calculate the selection probability of each food source generated by the employed bees, and the best fitting food source will be selected accordingly by the onlooker. A number of methods can be used for probability calculation, but it must include fitness. The probability of each food source (P i , for the ith food source) is decided using its fitness value (fit i is the ith food source fitness value), calculated as follows:
3) CROSSOVER PHASE Two important GA operators, called crossover and mutation are discussed as follows: Crossover Operator: It is used to fetch the parental genetic information by combining the features of two parents to produce two offspring. It is an essential part of the GA that combines a fraction of the good solution to produce new favourable solutions. However, the crossover operators is not regularly enforced to all pairs of parent solutions in the intermediate generation. The information extracted from one solution is mixed with that of another solution and the outcome would either exhibit good fitness or survive to communicate the information again. If the generated offspring are identical, then the crossover operator is assumed to have strong inheritance. For a selection, if the crossover plausibility depends on the probability determined by crossover rate, it is known as the crossover probability.
In our improved-ABC algorithm, each food source of the current generation is selected for crossover with probability p c . The selected parents are subsequently grouped in pairs for producing offspring. The crossover operation will be executed for each iteration of the algorithm.
The crossover that we proposed herein consists of two types of operations, where first type is called the crossover among acceptX , i.e., both the parents are acceptable chromosomes (known as f -f crossover) and the second type is the crossover between acceptX and unaccX , i.e., one parent is acceptable chromosome and the other is an unacceptable chromosome (known as f -i crossover). The general idea is as follows: During the kth iteration of the algorithm, we generate a random number λ k ∈ (0, 1). In the f -f operation, let the two parents be acceptX i k and acceptX j k , where i = j and i, j = 1, 2, · · · , ps. We produce two offspring as u 1 k and u 2 k by the following rules:
In the f -i operation, we denote the parent from acceptX as acceptX i k , i = 1, 2, · · · , ps, and another parent from unaccX as unaccX j k , j = 1, 2, · · · , ps . Subsequently, we produce two offspring as v 1 k and v 2 k by the following rules, which are similar to the f -f operation:
It is noteworthy that for each generation, all the food sources chosen with the crossover probability p c will participate in the f -f operation and f -i operation to produce offspring
Subsequently, the algorithm verifies the feasibility of those offspring by placing then as acceptX and unaccX , respectively, for the next iteration.
Mutation Operator: Mutation is an operation that acts on an individual chromosome to transform it into a new offspring. In this GA, each chromosome of the current generation in acceptX and unaccX is selected for the mutation with probability p m . During the kth iteration of the algorithm, we also generate a random number γ k ∈ (−1, 1). Let x k be the chromosome selected from acceptX or unaccX ; therefore, we obtain a new chromosome n k by following rule:
All the chromosomes chosen with probability p m will participate in this process. Subsequently, the algorithm verifies the feasibility of those offspring n k , respectively, by placing them into acceptX and unaccX for the next iteration.
After mutation, the evaluation and selection processes are performed on the current set of available chromosomes, i.e., the current generation plus offspring resulting from crossover and mutation operations.
4) SCOUT BEE PHASE
If a specific food source location is not repeatedly updated for a pre-determined number of cycles or iterations (threshold applied), then we consider the food source is as neglected and initialize scout bees phase. The bee associated with a neglected food source is converted to the scout bee, and the corresponding food source is replaced by the arbitrarily chosen food source with search space (self-improvement). The pre-determined number of cycles or iterations is considered as an important control parameter in the ABC algorithm and is termed limit for rejection. The following equation shows how the scout bees replace an abandoned food source with a new one:
where, j ∈ {1, 2, · · · , m 1 }.
D. DLNN FOR THE LOWER-LEVEL DECISION PROBLEM
In the improved-ABC algorithm discussed above, the calculation for the optimal solution of the lower-level decision problem is performed by a DLNN.
1) HN
The mutually connected network behavior had been an important research question since 1948. In particular, it is often hard to select the necessary number of units simultaneously during minimization of the related energy function, and even impossible using either the HN or BM. Subsequently, developers invented associative memory for fully connected networks. However, in the 1980s Hopfield proposed the concept of Recurrent neural networks (RNNs) along with the detailed mathematical modeling and analysis, known as HN currently. Although the HN solution is not available for many applications, it however, justifies revisiting in terms of its structure and internal operation. To rectify its discrepancies, a modification in terms of BM was implemented including mutual connections. The HN is a fully connected RNN structure that utilizes the generalized Hebb rule for storing Boolean vectors in memory. Here, each specific unit n has a state value called S n and states that all units can be combined together to a global state of network. Let S 1 , S 2 , and S 3 be three units in a network; then, the network would retrieve items having a close resemblance with a specific input. The corresponding weight matrix (w ij ) using the Hebb postulate is as follows:
where w ij , i, j element of W, denotes the connection weight from neurons j to i; i, j = 1, · · · , N ; N represents a total number of training patterns; and D X = [D X ip ] denotes the value of neuron i in the p th input sample. Hence, the weight matrix (symmetric matrix, i.e., w ij = w ji , with the primary diagonal containing zeros) stores entire prototype that we want the network to remember; therefore, it is sometimes called the auto-associative memory. A noteworthy application of the HN is to minimize an energy function given as follows:
Consequently, the HN can solve combinational optimization problems. However, HNs are not exempted from major problems: it sometimes converges to a minimal, rather than minimum, while handling noisy inputs. The BM is a further step toward the rectification of the mentioned problem.
2) BM
It (could also be viewed as a stochastic, generative counterpart of the HN) is an interconnected network structure that uses simulated annealing (an optimization technique). The BM initially relaxes all particles allowing them to move freely by applying adequate heat. Next, the particles' speed would slowly decrease with decreasing temperature until the particles become stable and form new structure. In the optimization problem, minimal often creates trouble; hence, we must establish methods to escape from it. During the optimization of a large complex system with many degrees of freedom we attempt to go downhill most of the times instead of always going downhill. At the very beginning, the probability of not going downhill is relatively higher (high temperature); however, this probability decreases with time (temperature decreases with annealing schedule).
Generally, BM's convergence is relatively longer. According to the annealing schedule, if T 0 (initial temperature) is extremely large, the neurons are randomly flipped on and off, completely ignoring the incoming information. If T 0 approaches zero, the network behavior becomes deterministic. Although, the BM operates similarly to the HN, Hebb's postulate can not be used to create the weight matrix (representing correlation between units) for the BM. In this case, we use the Metropolis algorithm-based training (learning) strategy. the BM employs probability rules during neuron states and energy function updating below:
If V i ( + 1) is output of neuron i, at time ( + 1), then V i ( + 1) = 1 and V i ( + 1) = 0 with probabilities P, and (1 − P) respectively, where
Here, f (·) represents sigmoid function, u i (·) denotes the total input of neuron i. Neuron i's total input can be calculated as follows:
where, w ij is the connector weight between neurons i and j, and neuron i's threshold is denoted by θ i , with V i as the related state.
Hopfield defined the energy function E as follows:
Hopfield showed this energy function monotonously decreases with learning, thus giving rise to the probability that the energy function converges to a local minimum (minimal). However, energy function of a BM avoids local minimum; hence, the combination of HN and BM has been used for obtaining the optimal number of units in a neural network [31] , [32] . Consequently, in this work, we proposed a DLNN that will be discussed in detail later.
3) DLNN
The number of units is generally decided using expert judgment or experience. Hence, to solve this problem, in the current work, we formulated a DLNN, which is an agglomeration of the HN and BM that can be used for selecting a limited number of units from the available. Proposed DLNN has two layers: upper-layer HN and lower-layer BM, whose structures are elaborated as follows.
Upper-layer (also known as the supervising layer, utilizing HN) selects limited number of units (neurons) from that layer.
Lower-layer (known as executing layer, using BM) decides optimal units from the units selected in the upper-layer.
Proposed DLNN is a novel neural network structure that deletes the lower-layer units (neurons), which are not chosen during upper-layer execution. Next, the lower-layer is reconstructed with the selected units. This feature often causes the proposed DLNN to converge more efficiently than the conventional BM. It could be considered as an efficient and effective method for solving selection problems by transforming their evaluation functions into energy functions. This is because both the HN and BM converge to a minimum point of the energy function.
DLNN converts evaluation function into energy functions of the two components: upper-layer function (for HN) E U and lower-layer function (for BM) E L , which are as follows: Upper-layer:
Lower-layer:
where K U and K L are layer-related weights of expected return rates (µ i ); S = [s i ] denotes the output of the ith upperlayer unit; = [σ ij ] is the covariance between the outputs of ith and jth upper-layer units. The DLNN is tuned such that upper-layer influences lower-layer with iteration ratio (1 − ε( )) (where, ε( ) is monotonically decreasing function of ), while ε( ) is the influence of the lower-layer on the upper one. The DLNN is iterated with
for upper-layer, and
for lower-layer, where Z i is a value transferred to the corresponding upper-layer nodes; X i is a value transferred to the corresponding lower-layer nodes; z i is the present state value at node i in upper-layer; and x i is current state value at node i in the lower-layer. It is clear from equation (33) that the X i value is influenced by (1 − ε( )) times of the value (z i ) of the upperlayer node i. If z i = 1 then X i = x i ; else if, z i = 0, it implies ε( ) times of x i is transmitted to n influences from the lower-layer. Hence, if upper-layer converges to local minimum, the lower-layer perturbation helps the upper-layer to escape a local minimum. However, dynamic optimization can be used if the local minimum holds a large hurdle. This dynamic optimization can be implemented by changing ε( ) and (1 − ε( )) dynamically, which is similar to the simulated annealing. The steps for the DLNN are given below:
Step (i): Initialize the parameter; primarily, initialize to its initial value.
Step (ii): Obtain the inputs for K U and K L .
Step (iii): Execute the upper-layer execution based on Eqn (30) .
Step (iv): If the output of the upper layer unit is 1, it implies that some of its portion has been added to the corresponding lower-layer unit. Next, lower-layer is executed using Eqn (31) .
Step (v): The temperature has been reduced after the lower-layer execution at a constant frequency.
Step (vi): For a significantly large output, add a certain amount of value to related lower-layer unit.
Step (vii): Repeat Steps (iii) through (vi) until the temperature reaches restructuring temperature.
Step (viii): Lower-layer restructuring is performed using selected upper-layer units.
Step (ix): Next, lower-layer execution is continued until stopping criterion is attained.
In the current work we devised a DLNN using the HN and BM for efficiently selecting the number of units from the available ones. Here, HN in upper-layer facilitates in selecting a limited number of units. The proposed model deletes lower-layer units that are not selected in upper-layer during the execution (see Steps (iii) through (vi) in the algorithm above). Next, the lower-layer reconstruction is done using the selected units. BM in lower-layer facilitates deciding optimal solution among the several units selected by upper-layer (see Steps (vii) and (viii) of the algorithm above).
4) CONVENTIONAL METHOD
DLNN in the proposed method was tuned in such that upperlayer influences lower-layer with ratio 0.9, whilst lower-layer impacts upper-layer with ratio 0.1. Trial and error methods are used for selecting the ratios for devising the best solution. The DLNN has been iterated with the following:
for upper-layer and
for lower-layer, where Z i is a value transferred to related upper-layer nodes, X i is a value transferred to related lowerlayer nodes, z i is node i's present state value, and x i denotes the present state value at node i in lower-layer. X i in equation (35) depicts the value of X i is influenced by 90% of the value of the upper-layer node i. In equation (35) if z i = 1 then X i = x i ; else if z i = 0, then 10% of x i is transferred to the related nodes. Again, Z i has 10% influence from lower-layer, which facilitates upper-layer to avoid converging to a local minimum. In this case, dynamic optimization can be used if the local minimum possesses a large barrier. For example, in this case, we can dynamically change 0.9 and 0.1, in a simulated annealing-like manner.
However, these iteration ratios were only selected based on trial and error. They appear to be changed as time passes, resembling a monotonously decreasing function. When the time passed is sufficiently long, the decreasing functions reach convergence values, and each influence in the upper and lower layers could be regarded as different from the results that we selected based on trial and error. Thus we should proof the convergence of the DLNN with iteration ratios as with a monotonously deceasing function, when it passes sufficiently large time.
E. CONVERGENCE ANALYSIS OF DLNN
Convergence of upper and lower layers are separately shown in theorems 1 and 2. Next, convergence of DLNN is shown in theorem 3. Convergence of HN is shown in theorem 4 and probabilistic convergence is given in theorem 5. For DLNN, upper-layer Z( + 1) and lower-layer X( + 1) in node i are iterated with
Subsequently, z( + 1) in the DLNN in node j is iterated with
for the upper-layer, and
for lower layer, where ε 1 ( ) and ε 2 ( ) are monotonously decreasing functions and w ij is the total input to the related neuron. Here, z( ) in the upper-layer is transferred to the related lower-layer nodes; similarly, x( ) in lower-layer is transferred to the related upper-layer nodes. Convergence of the proposed DLNN is mathematically proved as follows:
Upper-layer influence on lower-layer: Theorem 1: The upper-layer converges after spending sufficient time. That is, for a sufficient large , E U ( ) = E U ( − 1).
Proof 1: After becomes sufficiently large, lim →∞ ε 1 ( ) = 0 and lim →∞ ε 2 ( ) = 0
We have proven convergence of upper-layer of the DLNN for sufficiently long time t.
Lower-layer influence on upper-layer: Theorem 2: The Lower-layer converges after spending sufficient time. That is, for sufficient large , E L ( ) = E L ( − 1).
Proof 2: z( ) and x( ) denote all the neuron values of the upper-level and lower level of the DLNN, respectively. After spending sufficiently long time in executing the DLNN, each or all the neuron units of the lower-layer converge to 1 or 0. Let us denote the neuron state vector as y( ) = π ( ) + η( ), where z( ) = [z 1 ( ), z 2 ( ), · · · , z n ( )] tr (40) π( ) = [π 1 ( ), π 2 ( ), · · · , π n ( )] tr (41)
As shown in the convergence proof of the upper-layer of the DLNN, all neuron units of the upper-layer converge to 1 or 0. Therefore, when it passes sufficiently large time ≥ T b , where T b is the convergence time, we can denote z( ) = π ( )+η( ) for −σ b ≤ η i ( ) ≤ σ b , ∀i ∈ {1, 2, · · · , n} and any small value of σ b . If it passes sufficiently large time ≥ T b , we can make −σ b ≤ η i ( ) ≤ σ b . Substituting y( ) = π( ) + η( ) in (36):
Using equation (38) , in the same way as the proof of the upper-layer,
δ] tr , and denote by the remaining value (RV) the total value from the second term to the tenth term, and S the largest absolute value of all the
. Therefore, depending on the sufficiently small values δ a , RV can be neglected. Subsequently, we obtain the following convergence equation:
In the same way as proved the convergence of the upperlayer,
Theorem 3: DLNN is proved to converge. Proof 3: As we discussed in the theorems 1 and 2 above, the DLNN has been iterated on trial and error. However, the iteration should be proposed as a monotonously decreasing function that reaches to a convergence value. Then we calculate the convergence of our method with a monotonously decreasing function when it passes sufficiently large time. The DLNN is tuned such that the upper and lower-layers influence each other in the following manner: 
This energy function is a decreasing function. To prove it, we compute this energy function and examine the action as the states of the network variance. We divide the energy function into the kth units and others:
During the time from to ( + 1), the output in the kth unit is varied such as,
The variance of energy function ∇E k caused by the variance such as ∇S k is not varied except the kth unit, because of the assumption of asynchronous variance. Subsequently,
Considering w ij = w ji ,
As the terms
When ∇S k > 0, ∇S k varies between (0, 1]. Then, u k > 0, ∇E k < 0. Further, when ∇S k < 0, ∇S k varies [−1, 0). Then, u k < 0, ∇E k < 0. When ∇S k = 0, ∇E k = 0. In all the cases, we can define,
When the time passed is sufficiently long, ∇S k = 0. Then, we conclude that ∇E U k = 0, and when → ∞, the energy function converges.
Theorem 5: The probability of BM converges after sufficiently large .
Proof 5: The function of probability for the BM is defined as the following equation: If V i ( + 1) is the output of neuron i, at time ( + 1), the V i ( + 1) = 1 and V i ( + 1) = 0 probabilities P, and (1 − P) respectively. Function of probability follows the sigmoid function f (·),
and then,
Here, u i (τ ) is the total input to neuron i. Network temperature is subsequently decreased in accordance with the variance of states of nodes. Therefore, nodes in the upper and lower-layers continue to vary until a sufficiently long time has passed. In this case, T → 0, subsequently,
When a sufficiently long time has passed, the output in node i is 1 with probability P. Finally, equations (36) and (37) can be written as follows:
The efficiency of the DLNN is shown in the following experiment. The DLNN is applied to the selection of 10 stocks out of a number of stocks from 10 to 1286 stocks. Table 1 shows the selected parameters of conventional BM and DLNN. Table 2 presents a comparison between conventional BM and DLNN; Table 2 and Figure 3 explain the efficiency of convergence in comparison with conventional BM.
V. EXPERIMENTS AND DISCUSSIONS
In the current section, we demonstrated the applicability of proposed hybrid method for effectively and efficiently solving quadratic-BLPP. Accuracy of the proposed method was tested by obtaining global optimal solution using following four Cases. Case 1: [15] min Table 1 . 
The experiments are performed with the proposed DLNN with improved-ABC, DLNN with PSO (here PSO replaces the improved-ABC in the upper-level problem), DLNN with GA (here, GA replaces improved-ABC in the upperlevel problem), and the conventional methods, such as Li et al. [14] , Lv et al. [15] , Lv et al. [16] , and Muu et al. [18] to check their ability to generate optimum solution in all the four given cases in least computational time (see Section V-A) and the detailed results are listed in Table 4 . Apart from that, we have also compared the effectiveness (in terms of the ability of the algorithm to find the true global optimum [34] ) of all the mentioned solution techniques (see Section V-B) and the subsequent results are listed in 
A. COMPARISON FOR OPTIMUM SOLUTION AND COMPUTATIONAL TIME
Four pairs of results ( , ψ, x, z), obtained for four selection cycles (using proposed hybrid method involving DLNN and improved-ABC) for Case 2 are listed in Table 3 , and the optimal solution is marked bold. Next, the result pairs are sorted in the ascending order with values. Subsequently, the proposed algorithm chooses the k optimal for the next iteration, where k is similar to the population size (popsize) of improved-ABC. From the figures above, it is clear that the DLNN assures a fast convergence to the optimal solution for lower-level decision problems.
* and ψ * (see Table 4 ) are optimal values of upper and lower-level functions respectively. x * and z * (see Table 4 ) are respectively the upper-and lower-level decision variables, when * has been achieved. Column t in Table 4 presents average execution time for 100 separate runs for each case. To the best of our knowledge, hitherto, no method is available to prove optimality of BLPP solution, thus encouraging us to compare the quality of our optimal solutions with that of other approaches mentioned in some noteworthy studies [15] , [16] , [18] , and [14] . Detailed comparative results (regarding computational effectiveness and solution quality) are listed in Table 4 , which shows efficiency of our proposed hybrid algorithm. Comparing the results, we can conclude that the solutions generated using proposed hybrid approach are better than its existing counterparts in terms of both quality and computation time (see Table 4 ). Hence, proposed hybrid method is a better approach for solving quadratic-BLPPs.
B. TEST FOR EFFECTIVENESS
We performed detailed statistical comparisons of performance of all the solution methods such as the proposed DLNN with improved-ABC, DLNN with PSO, DLNN with GA, and the conventional methods of Li et al. [14] , Lv et al. [15] , Lv et al. [16] , and Muu et al. [18] in term of effectiveness, using the four given cases with diverse properties. We used t-test to access and compare the effectiveness (ability to repeatedly find the known global solution or attain significantly close solution, where the algorithm was started with the diverse set of random points in the design space, in other way, effectiveness is the high probability of finding quality solution [34] ) for all the mentioned solution techniques. Solution quality (Q Sol ) is measured by the closeness of the obtained solution (O Sol ) from the actual solution (A Sol ) as [34] :
|%.
Effectiveness test was performed for each of the algorithms separately as it measures the effectiveness of every individual strategy with respect to the actual solution for each of the test problems rather than comparing effectiveness of two different algorithms. We ran the test for 10 times for each of the cases and subsequently, calculated Q Sol s. The meaningful hypothesis for testing effectiveness is as follows and the results are listed in Table 5 : H 0 :µ Q Sol ≤ 99% and H a :µ Q Sol > 99%, where t =Q Sol −99% s(Q Sol ) (t-statistic) with α = 1%, β = 1% and n = 10 is the number of random samples. Here,Q Sol is the mean of 10 Q Sol s from 10 different sample runs of a specific algorithm for a specific case and µQ Sol be the population mean of Q Sol . Acceptance of null hypothesis (H 0 ) proves the quality of solution of a specific method for a specific Case is less than 99%, whereas its rejection (acceptance of H a ) points the solution quality is equal to or more than 99%. It is a one-sided test of mean and the calculated t-values for all the algorithm runs for all four Cases are listed in Table  5 . It has been found from Table 5 that the DLNN+PSO and DLNN+GA show t > t Critical in majority of the cases (except Case 1 and Case 2 respectively), which mean the quality of the solutions of the two methods is equal to or greater than 99% in three out of four cases. DLNN+PSO offers 93% quality solution with standard deviation of 5.6%, which is much lower than 99%. Similarly, DLNN+GA offers TABLE 5. Comparison of effectiveness of the used methods. DLNN with improved-ABC generates solutions of quality equal to or greater than 99% as it shows t > t Critical in all the four ases. DLNN+PSO generates relatively low quality solution for Case 1. DLNN+GA failed to produce good quality solution for Case 2. The solution quality of the conventional approaches ( [15] , [16] , [18] and [14] ) is found inferior to that of the proposed DLNN with improved-ABC, DLNN+PSO and DLNN+GA, and hence, proved the effectiveness of the proposed method.
95% quality solution with standard deviation 4.3%, which is also inferior than 99% quality solution.
On contrary, DLNN+improved-ABC is found to produce solutions with quality equal to or greater than 99% in all four cases and hence, emerged as a capable method for solving quadratic-BLPP. Solution quality of other conventional methods is found inferior to that of the proposed DLNN+improved-ABC (see Table 5 ).
VI. CONCLUSION
In the current work, a hybrid method was devised for solving relatively complex quadratic-BLPPs. To efficiently and accurately solve quadratic-BLPPs, the proposed hybrid method combines an improved-ABC and a DLNN. The improved ABC was devised for handling upper-level decision problems, where the central idea was to use the parallel computing benefit of GA, while using the speed and selfimprovement facilities of ABC by exchanging information between the GA population and bee colony.
Experiments showed the proposed method could select good solution candidates and passed them to the lowerlevel decision problem. Next, in the lower-level decision sub-problem, we used DLNN to obtain the possible optimal solutions. It showed many advantages for such combination. Initially, DLNN was an effective parallel computing structure that enabled fast computing. The neural network part of the proposed hybrid approach offers a quadratic convergence rate for solving lower-level decision sub-problem of quadratic-BLPP, which, in turn, helps in finding its quick and correct solution. Third, the improved ABC offered a high speed global search ability that could avoid the searching process from adhering to the local optimal solution. Further, in the research field of BLPPs, the use of neural network and hybrid methods is still scarce; hence, this proposed algorithm can contribute to the research of solving such problems.
After implementing the developed hybrid method, valedictory experiments were performed using the four cases of the quadratic-BLPP. For demonstrating the performance and accuracy of the developed hybrid approach, experiments were divided into the two parts. The first part depicted the improved ABC and DLNN. The later part showed the execution of the developed hybrid approach and comparison with other existing methodologies, which proved the efficiency of the current method. A deep learning version of the proposed DLNN (deep-DLNN) can be an interesting future research for tackling the high volume of data of very large scale quadratic-BLPPs. The authors believe this deep-DLNN can efficiently solve complex optimization problems with parallel computing ability in relatively smaller computational time.
