Introduction
A central goal in the study of cortical function is to understand how states of the environment are represented by firing patterns of cortical neurons. Electrophysiological recordings from single cells have revealed a remarkably close relationship among stimuli, neural activity, and perceptual states. The nature of this relationship and interpretations of experimental results are fiercely debated. Is sensory information represented by the activity of single, individually meaningful cells, or is it only the global activity pattern across a whole cell population that corresponds to interpretable states? There are now strong theoretical reasons and experimental evidence suggesting that the brain adopts a compromise between these extremes which is often referred to as sparse coding.
Sparse Coding
The brain must encode the state of the environment by the firing pattern of a large but fixed set of neurons. Consider coding by units that are either "active" or "passive" where the code assigns states to subsets of active units. An important characteristic of such a code is the activity ratio, the fraction of active neurons at any one time. At its lowest value is local representation, where each state is represented by a single active unit from a pool in which all other units are silent, e.g., lettels on a typewriter keyboard are locally encoded. In dense distributed representations, each state is represented on average 1:; about half of the units being active. Examples of this are the binary (ASCII) encoding of characters used in computers or the coding of visual images by the retinal photoreceptor array. Codes with low activity ratios are called sparse codes.
The activity ratio affects several aspects of information processing such as the architecture and robustness of networks, the number of distinct states that can be represented and stored, generalization properties, and the speed and rules of learning (Table 1) .
The representational capacity of local codes is small: they can represent only as many states as the number of units in the pool, which is insufficient for any but the most trivial tasks. Even when the number of units is as high as that in the primate cortex, the number of discriminable states well exceeds this number. Making associations between a locally encoded item and an output, however, is easy and fast. Single-layer networks can learn any output association in a single trial by local, Hebbian strengthening of connections between active representation and output units, and the linear separability problem does not arise. In such a lookup table, there is no interference between associations to other discriminable states, and learning information about new states does not interfere with old associations. This, however, also means that there will be no generalization to other discriminable states-which is a fundamental flaw, as we can expect a system never to experience precisely the same pattern of stimulation twice.
Dense distributed, or "holographic," codes, on the other hand, can represent a very high number ( -2N) of different states by combinatorial use of units. In fact, this power is largely superfluous, as the number of patterns ever experienced by the system will never approach this capacity, and therefore dense codes usually have high statistical redundancy. The price to pay for the potential (but unused) high information content of each pattern is that the number of such patterns that an associative memory can store is unnecessarily low. The mapping between a dense representation and an output can be complex (a linearly nonseparable function), therefore requiring multilayer networks and learning algorithms that are hard to implement biologically. Even efficient supervised algorithms are prohibitively slow, requiring many training trials and large amounts of the kind of training data that is labeled with either an appropriate output or reinforcement. Such data is often too risky, time consuming, or expensive to obtain. Distributed representations in intermediate layers of such networks ensure a kind of automatic generalization (Hinton, McClelland, and Rumelhart, 1986) , however, this often manifests itself as unwanted interference between patterns. A further serious problem is that no new associations can be added without retraining the network with the complete training set.
Sparse codes combine advantages of local and dense codes while avoiding most of thqir drawbacks. Codes with small activity ratios can still have sufficiently high representational capacity, while the number of input-output pairs that can be stored in an associative memory is far greater for sparse than for dense patterns (see SPARSELY CODED NEURAL NETWORKS). This is achieved by decreasing the amount of information in the representation of any individual stored pattern. As a much larger fraction of all input-output functions are linearly separable using sparse coding, a single supervised layer with simple learning rules, following perhaps several unsupervised layers, is more likely to be sufficient for learning target outputs, avoiding problems associated with supervised training in multilayer networks. As generalization takes place only between overlapping patterns, new associations will not interfere with previous associations to nonoverlapping patterns.
Distributed representations are tolerant to damage. However, redundancy far smaller than that in dense codes is sufficient to produce robust behavior. By simply duplicating units with 99% reliability (assuming independent failures), reliability increases to 99.99%. Sparse representations can be even more tolerant to damage than dense ones if high accuracy is required or if the units are highly unreliable. Arguments supporting dense coding may also be challenged by recent studies on Alzheimer's disease (Hodges, Salmon, and Butters, 1992) suggesting that patients may irreversibly lose specificity, and even whole concepts, independently for individual objects.
Sparseness can also be defined with respect to components. A scene may be encoded in a distributed representation while, at the same time, object features may be represented locally. The number of simultaneously presented items decreases as activity ratio increases because the addition of active units eventually results in activation of "ghost" subsets, corresponding to items that were not intended to be activated.
To utilize the favorable properties of sparse representations, densely coded inputs must be transformed into sparse form. As the representational capacity of sparse codes is smaller, this cannot be achieved perfectly for all possible patterns on the same number of units. Information loss can be minimized by increasing the number of representation units or by losing resolution-but only in parts of pattern space that are usually not used. Both measures seem to be taken in the cortex. First, the number of neurons in the primary visual cortex is about two orders of magnitude higher than the number of optic nerve fibers that indirectly provides its input. Second, the natural sensory environment consists of patterns that occupy only a small fraction of pattern space; that is, it has large statistical redundancy. Barlow (1972) suggested that it is the nonaccidental conjunctions, "suspicious coincidences" of features, or "sensory clichb" that must be extracted that give good discrimination in populated regions of pattern space. By making explicit representations for commonly occurring features of the natural environment, such as facial features, our visual system is much better at discriminating natural images than, for instance, random dot patterns. As events are linked to the causes of sensory stimuli in the environment, such as objects, rather than arbitrary combinations of receptor signals, associations can be made more efficiently, based on such direct representations (Barlow, 1991) .
An unsupervised algorithm for learning such representations in a nonlinear network using local learning rules has been proposed (FiildiBk, 1990) which uses Hebbian forward connections to detect nonaccidental features, an adaptive threshold to keep the activity ratio low, and anti-Hebbian, decorrelating lateral connections to keep redundancy low. Simulations suggest that these three constraints force the network to implement a sparse code with only little information loss. Another interesting effect can be observed: high probability.("known") patterns are represented on fewer units while new or low probability patterns get encoded by combinations of larger numbers of features. This algorithm is not limited to detecting only second-order correlations, so it seems suitable for multilayer applications. Its theoretical treatment, however, is difficult as it does not explicitly minimize well-defined objective functions.
Sparse Coding in the Cortex
It is easy to measure sparseness in network models, where the responses of all units can be observed. An idealized "wavelet" filter model of simple cell responses in primary visual cortex has shown that wavelet coefficients of natural images show 896
Part III: Articles Evaluating the sparseness of coding in brains, however, is difficult: it is hard to record a set of neurons simultaneously across which sparseness could be measured. New techniques, such as optical recording and multiple electrode recording, may eventually yield data on the density of coding, but there are presently formidable technical difficulties to overcome. We have more information about neurons' breadth of tuning across various stimulus sets than about sparseness per se. Coding across stimuli and across cells are, however, closely related. What evidence is there for sparse coding from single unit recordings in sensory cortex?
The most immediate observation during physiological experiments is the difficulty of finding effective stimuli for neurons in most cortical areas. Each neuron appears to have specific response properties, typically being tuned to several stimulus parameters. In primary visual cortex, many neurons only respond strongly when an elongated stimulus, such as a line, edge, or grating, is presented within a small part of the visual field, and then only if other parameters, including orientation, spatial frequency (width), steieoscopic disparity, and perhaps color or length fall within a fairly narrow range. This suggests that at any moment during the animal's life, only a small fraction of these neurons will be strongly activated by natural stimuli. The problem of finding the preferences of cells becomes severe in higher visual areas, such as area V4, and especially in inferotemporal cortex (IT). Cells' preferences in IT are often difficult to account for by reference to simple stimulus features, such as orientation, motion, position, or color, and they appear to lie in the domain of shape (Gross, Rocha-Miranda, and Bender, 1972; Tanaka et al., 1991) . Cells here show selectivity for complex visual patterns and objects, such as faces, hands, complex geometrical shapes, and fractal patterns, and the responses are usually not predictable from responses to simple stimuli. Cells responding to faces but not to a large collection of control stimuli could be considered, on the one hand, to be very tightly tuned cells in the space of all possible stimuli. On the other hand, they may have quite broad tuning and show graded responses to stimuli within the specific categories for which they show selectivity. To estimate, therefore, how often these cells are activated in behaving animals would require much more accurate knowledge of the animals' visual environment and their behavior, or access to the cell's response during natural behavior.
Cells with apparent selectivity for faces might be selective for the full configural and textural information present in a preferred face stimulus, or be triggered simply by the presence of two roughly collinear bars (most faces have eyebrows), or a colored ovoid. Two approaches have been taken to explore IT cells' preferences. One, which has been widely employed (Gross et al., 1972) but which has recently been applied as systematically as possible by Tanaka and his colleagues (Fujita et al., 1992; Tanaka et al., 1991) , has been to try to determine preferred features of cells by simplifying the stimuli that excite them. This method begins by presenting many objects to the monkey while recording from a neuron to find objects that excite it. Component features of effective stimuli, as judged by the experimenters, are then presented singly or in combination. By assessing the cell's firing rate during presentation of each simplified stimulus, the protocol attempts to find the simplest feature combination that maximally excites the cell. This approach suffers from the problem that even simple objects contain a rich combination of color, orientation, depth, curvature, texture, specular reflections, shading, shape, and other features that may not be obvious to the experimenters. As any feature combination may be close enough to the preferences of a cell for it to become excited, the simplified stimuli that are actually presented are only a small subset of all possible combinations, selected according to the experimenter's intuitions. Hence, it is not possible to conclude that the best simplified stimulus found using this method is optimal for the cell, only that it was the best of those presented. It cannot even be assumed that cells code only one optimal set of features, since it is possible that they could exhibit two or more maxima, corresponding to quite different feature combinations (Young, 1993) .
According to the results of this method, IT cells show preferences for patterns that are simpler than real visual objects. One interpretation of these results is that IT might consist of a large number of detectors of pattern "partials," which together might constitute an "alphabet" (Stryker, 1992) . The detection of such partials would seem to suggest that these cells will have broader tuning than cells with selectivity for the full configuration. The idea that an IT cell reliably signals the presence of the particular pattern "partial" seems not to be supported by results of Tanaka et al. (1991) , who showed that the presence of other visual features can disrupt the cell's response to its "partial," a result which is inconsistent with the visual alphabet concept. Hence, the simplification approach captures neither necessary nor sufficient descriptions of the behavior of IT cells, and does not yet present a clear message on the sparseness of representation.
A second systematic approach to the issue of how IT cells participate in recognition has been to quantify cells' responses to a stimulus set by making a numerical model. This model can then be compared by regressionlike methods to other numerical models that capture various ways in which the stimuli differ, to find which stimulus dimensions are good predictors of physiological responses. This statistical modeling approach has been applied to both single cell responses (Yamane, Kaji, and Kawano, 1988) , and responses of populations of cells (Young and Yamane, 1992, 1993) in IT cortex. In essence, this approach involves examining internal relations between a set of stimuli and the responses to them, to determine whether the cells' activities are sufficient to carry information about the stimuli.
In an analysis of population processing in IT along these lines (Young and Yamane, 1992) , responses to 27 faces were examined. A quantitative numerical model of population responses to the faces was made by applying multidimensional scaling (MDS). This analysis produced a two-dimensional configuration that accounted for 70% of the variance in the data, suggesting that coding was redundant, at least for this set of 27 stimuli. The stimuli in this study had been extensively quantified previously (Yamane et al., 1988) . This was exploited to find whether identifiable information was carried at the level of population responses, as would be expected if either sparse or dense population coding underlay the responses. These cells' responses were more similar the more similar the faces were, where similarity was computed based on the physical face measurements. In addition, measurement variables encoding relations between the eyes and the hairline were significantly related to the population model. No other models were significantly related. Hence, these analyses suggest that the IT population may have been coding general physical properties of the faces, with a particular emphasis on the face's upper part (Young and Yamane, 1992, 1993) . These results suggest that neurons responsive to faces in IT share dimensions of specificity and that these shared dimensions correspond to physical properties of faces.
Part III: Articles It was also possible to show that these cells formed an interpretable population code that could sometimes identify individual faces using the population vector technique (Georgopoulos et al., 1982; see REACHING: CODING IN MOTOR CORTEX) . The direction of population vectors in this space derived by MDS was, in general, close to the stimulus vectors' direction, despite the fact that responses from only about 40 cells entered the analysis. This was interpreted as evidence for a sparse population code (Young and Yamane, 1992, 1993) . These results suggest that cells' activity in IT is best predicted by quite complex combinations of facial cues rather than by simple stimulus features, and that neurons participate in recognition by signaling in the form of a sparse code. This approach, however, itself suffers from limitations. It may only be applied to stimuli, like faces, for which there is good information on physical and psychological differences, and where the physical similarity space can be estimated. Information about dimensions in which most objects that primates can recognize differ is lacking, and so this approach cannot at present bear on the issue of the representation's sparseness in the general case.
An alternative interpretation of responses of arbitrary neurons may, however, be applicable in the more general case (Foldiak, 1993) . By recording a neuron's responses to a set of stimuli, we are sampling the conditional probability distribution of responses given the particular stimulus being presented, P(response 1 stimulus). By repeated presentation, this conditional probability distribution can be estimated, and Bayes's rule can be applied to calculate the posterior distribution: P(stimuluslresponse) = P(responselstimulus)P(stimulus)/P(response) This probability distribution of the stimuli given a particular response constitutes an interpretation of the neural response, a "reading of the neural code," allowing an optimal guess of the stimulus by an ideal statistical observer of the neurons (the "ideal homunculus"). Such a hypothetical observer does not tell us how the response is actually used in the brain (neither do other approaches), but it does provide a theoretical upper bound on performance and a baseline for the comparison of any neural mechanism's efficiency. This approach can also be used to analyze responses of a set of cells. The Bayesian combination of cell responses extracts more information than the population vector approach, as has been demonstrated in an analysis of responses of neurons in cat primary visual cortex (Foldiak, 1993) . It has been shown that the identity of the stimulus from a fixed set can be reliably estimated based on responses of only a small number of cells (approximately eight), a number far smaller than that required by the population vector method applied to the same data. Furthermore, the Bayesian approach is also applicable in situations where there is no obvious space in which to define population vectors.
Finally, we note a difficulty for all attempts to measure sparseness in the cortex. In the extreme case, a cell with tuning so precise that it responds only to a single object will sustain its firing near its background rate when shown anything else. Researchers have only limited time and stimuli available to explore the cell's preferences during an experiment, and invariably go on to the next unit if they cannot determine what it is that the cell prefers, which strongly biases estimates of the specificity distribution. So whether there are any cells with extremely high specificity (approaching the specificity of "grandmother cells"), we cannot expect to find them experimentally using current methods. On the other hand, a cell that appears to respond only to a very limited number of a set of stimuli, as for example some human medial temporal lobe cells shown in Heit, Smith, and Halgren (1988) and the very tightly tuned cell from monkey temporal cortex shown in Young and Yamane (1993) , cannot be interpreted as conclusive evidence for extremely narrow tuning because of uncertainty about their responses to untested stimuli.
Discussion
The theoretical reasons and experimental evidence discussed here support the hypothesis that sparse coding is used in cortical computations, while the degree of sparseness is still a subject for future research. The full description of high-level cells will require far more detailed knowledge of their anatomical connectivity and better understanding of the lower-level sensory neurons out of which their responses are constructed. 
