Dialogue summarization extracts useful information from a dialogue. It helps people quickly capture the highlights of a dialogue without going through long and sometimes twisted utterances. For customer service, it saves human resources currently required to write dialogue summaries. A main challenge of dialogue summarization is to design a mechanism to ensure the logic, integrity, and correctness of the summaries. In this paper, we introduce auxiliary key point sequences to solve this problem. A key point sequence describes the logic of the summary. In our training procedure, a key point sequence acts as an auxiliary label. It helps the model learn the logic of the summary. In the prediction procedure, our model predicts the key point sequence first and then uses it to guide the prediction of the summary. Along with the auxiliary key point sequence, we propose a novel Leader-Writer network. The Leader net predicts the key point sequence, and the Writer net predicts the summary based on the decoded key point sequence. The Leader net ensures the summary is logical and integral. The Writer net focuses on generating fluent sentences. We test our model on customer service scenarios. The results show that our model outperforms other models not only on BLEU and ROUGE-L score but also on logic and integrity.
INTRODUCTION
For customer service, a dialogue between a user and an agent contains important information, such as the user's question and the agent's solution. Directly understanding a dialogue by going through long and sometimes twisted utterances is time-consuming. Dialogue summarization is the task of distilling the highlights of a dialogue and rewriting them into a concise version. Summarization is especially useful for the customer service in DiDi. 1 DiDi requires its customer service agents to write summaries about dialogues with users. Table 1 gives an example of the <dialogue, summary> pair (it is translated from Chinese to English manually). The summary helps other agents and relevant systems quickly capture the user's question and boost the efficiency of subsequent steps. On average, writing the summaries takes about 25% of agents' time. DiDi has thousands of agents. Thus, automatic summary generation can save vast human resources. What's more, poorly written summaries lead other agents to make the wrong decisions on users' questions. Automatic summary generation can help guarantee that all the summaries have the same standard. AGENT : Or are you going to buy a car? USER: I am hesitating which car to buy. One is Jianghuai EV Seven, the other is BYD YUAN. AGENT : OK, you can fulfill the table in this link (link info) with the type of vehicle you wish to check. We will give you feedback in seven days. USER: I have not bought yet. USER: Can you check it now? AGENT : I am quite sorry for that. A specialist on this issue will check it and call you back. AGENT : They will give a precise answer for your question. USER: OK. AGENT : Thanks for your understanding. What else can I do for you? USER: Nothing, thanks. Bye. AGENT : Thank you. Have a nice day. Summary The user's question was about the standard of EV car for the Express. He asked the standard to decide which car to buy. I told the user to fill in the type of the cars in our system and we would give feedback in seven days. The user approved the result. The user hung up. The driver has passed the checking.
by distilling the information and rewriting it in a concise manner [5, 9, 22, 23, 28, 30] . This paradigm achieves great success due to neural sequence-to-sequence models. Even with this progress, dialogue summarization still meets great challenges. First, summarization should be logical, i.e., the summaries from the dialogue must be organized in a readable order. For example, for a dialogue in customer service, a summary usually describes the user's question first, then the solution, and then the user's feedback. A dialogue can be logically chaotic, but the human agent writes the summary in a logical and understandable manner. The model should generate the summary with similar logic as the human agents. Second, summarization should be integral, i.e., the summaries cover all the important facts in the dialogue. Missing facts will lead to misjudgment or mistreatment of the user's question. Third, the summary should ensure its correctness for key facts. For example, the sentences User approved our solution and User disapproved our solution are semantically similar, but have opposite facts. Lastly, for complicated dialogues, the summaries can be long. 34.2% of summaries are longer than 100 Chinese characters. Learning how to generate the long summaries is also a challenge.
To this end, we introduce auxiliary key point sequences to help dialogue summarization.
• What is a key point sequence? A key point is the theme of a contiguous set of one or more summary sentences. Take the summary in Table 1 as an example, the first two sentences are about the key point Question description. A key point sequence describes the logic and key facts of the summary. In our setting, there are 51 key points. Table 2 gives a partial list of key points. Note that facts with contrary meaning are treated as different key points, e.g. User approval and User disapproval, instead of one key point, e.g., User feedback. In this way, we expect the model can ensure the correctness of the key facts in the summary.
• How to generate a key point sequence? In the preprocessing procedure, we extract a key point sequence from a summary by rules. The rules of labeling the key point sequences are given by the domain experts. For example, if a sentence in a summary starts with I suggested or I recommended, the sentence will be labeled with the Suggestion key point. If a sentence does not match any rules, it will be labeled with the key point of its preceding sentence. If the first sentence does not match any rules, it will be labeled with the Question description key point. Eventually, all the sentences of a summary are assigned with corresponding key points. In the training procedure, key point sequences are auxiliary labels. Our model learns how to generate the key point sequences from dialogues. In the prediction procedure, the key point sequences are auxiliary outputs. Our model predicts a key point sequence first, then uses it to guide the prediction of the summary. With the help of auxiliary key point sequences, we present a novel Leader-Writer net for dialogue summarization. The LeaderWriter net mainly contains a hierarchical decoder structure. The decoder has the Leader net which decodes the key point sequence to ensure the logic and integrity of a summary and the Writer net which decodes the sub-summaries under key points to ensure the grammar and semantics of a summary. The final summary is built by concatenating all the sub-summaries. Moreover, based on the Transformer [33] architecture, we propose a hierarchical Transformer to encode the dialogue. A token-level Transformer uses the token embeddings to generate the context-free representations of utterances; while an utterance-level Transformer uses the outputs of the lower encoder to generate the contextual representations of utterances which acts as memory for the decoder. In the loss layer, we introduce the reinforcement loss by self-critic [27] to directly learn from the ROUGE-L [21] rewards. The contributions of this paper are as follows.
• We propose to use auxiliary key point sequences to ensure the logic and integrity of dialogue summaries.
• We propose a novel hierarchical decoder architecture, the Leader-Writer net, to generate both key point sequences and the summaries.
• Our model achieves 55.9 BLEU score and 68.9 ROUGE-L score on the DiDi customer service dialogue datasets, which outperforms the state-of-the-art methods.
RELATED WORKS 2.1 General Text Summarization
Text summarization has two main paradigms: extractive and abstractive. Extractive methods choose sentences (or phrases) from the original documents [6, 11, 18, 20] . As we have mentioned in Section 1, extractive methods are improper for dialogue summarization in customer service. Abstractive methods [5, 9, 22, 23, 28, 30] distill the highlights of dialogues and rewrite them in a concise manner. We investigate the techniques of the abstractive methods.
The encoder-decoder framework and attention mechanism are widely used in summarization models [9, 10, 22, 28, 30] . These models use an encoder to get the contextual representations of tokens and a decoder to generate a summary. The attention mechanism [3] is adopted to calculate the weighted average of contextual representations for better decoding.
The pointing mechanism [13, 14, 22, 23, 34, 38] allows models to directly copy tokens from the inputs, which can help handle the out of vocabulary (OOV for short) tokens. The Pointer-Generator network [31] uses the pointing mechanism for summarization. The model can switch between pointing (i.e., copying a token) and generation with a gate mechanism. The pointing is based on the attention distribution over the input tokens.
The reinforcement learning helps summarization models directly learn from the non-differentiable metrics, e.g. ROUGE and BLEU. It helps the model generate more readable summaries [7, 17, 27, 28] . The traditional teacher forcing training procedure based on cross-entropy loss suffers from the exposure bias problem [2, 28] . Reinforcement learning also helps alleviate the problem by directly optimizing the ROUGE and BLEU score.
Our model is based on the encoder-decoder framework. It introduces the pointing mechanism in the Writer net, and adopts the self-critic method [29] in the reinforcement learning. To our best knowledge, most previous models are only supervised by the summaries. They can learn the semantics and grammar of the summaries, but cannot guarantee the logic and integrity. Different with them, we introduce the key point sequence as the auxiliary label. The Leader net learns the logic and integrity of the summaries and the Writer net learns the semantics and grammar.
Dialogue Summarization
For dialogue summarization, each utterance is associated with a speaker. Before neural networks were introduced to summarization, some researchers adopted feature engineering [37] and template selection [24] to summarize the dialogues. But these models require people to design features or templates manually. The limited number of features and templates hinder their extensibility. Instead, our model infers the key point sequence from the dialogue, so the potential number of sequences is infinite. Other work introduced the unsupervised learning for summarization [4] . In the scenarios which lack labeled data, unsupervised methods are preferred. In DiDi, we have a huge number of manually written summaries. With this supervision, the generated summaries are closer to the ones written by human agents.
Recently, abstractive dialogue summarization attracts increasing research interests due to the success of the sequence-to-sequence neural networks. A simple way to summarize the dialogue is to treat utterances as sentences and apply the aforementioned neural based methods. However, different from documents, the dialogue summarization should consider the speaker of the utterances. Previous work [12, 25] uses a hierarchical encoder to catch the interactions. Auxiliary information is also important in the dialogue summarization. Chih-Wen and Yun-Nung [12] use auxiliary dialogue act to assist the summarization, where each utterance is assigned a dialogue act to label its effect on the interactions. Our model also has a hierarchical encoder to model dialogues. And we propose to use key point sequences as auxiliary labels to ensure the logic and integrity of summaries.
MODEL ARCHITECTURE 3.1 Problem Settings
Given an input dialogue between a customer service agent and a user, the goal is to produce a multi-sentence summary which captures the highlights of the dialogue.
Formally, the original record contains a dialogue G and a summary S. The dialogue is a list of utterances, i.e., G = {д 1 , д 2 , · · · , д M }, where д i is the i-th utterance in the dialogue and M is the number of utterances. Each utterance contains a list of word tokens, i.e., д i = {x i,r ol e , x i,1 , x i,2 , · · · , x i,m i }, where x i, j is the j-th token in д i and m i is the token number. At the start of the sequence, we add a special token x i,r ol e which represents the role of speaker, i.e., x i,r ol e ∈ {user , aдent }. The summary is also a list of word tokens
where N is the number of tokens.
In the preprocessing procedure, we extract an auxiliary key point sequence P from S with rules as described in Section 1. The rule-based analyzer takes the original summary S = {s 1 , · · · , s N } and outputs a key point sequence P = {p 1 , · · · , p n } (where n is the key points number and n ≤ N ) and a list of sub-summaries
S i corresponds to a key point p i and s i, j is the j-th token in i-th sub-summary. We
Our model h(·) uses the dialogue G to predict the auxiliary key point sequence P as well as the the summary S, i.e., h(G) → (P, S). Our neural model contains an embedding layer, a hierarchical encoder, a Leader-Writer decoder, and a loss layer. The Transformer [33] is the building block of our model. Figure 1 gives the overview of our model.
Embedding Layer
The embedding layer maps each word token and key point token into a d e -dimension vector. Our model learns the embedding vectors from scratch. Dialogues and summaries contain tokens in vocabulary V. They share the same token embeddings. P indicates the set of key points. We add a top dot to the notations defined in Section 3.1 as their embeddings. For examples, x i, j is the token embedding of j-th token of the i-th utterance in the dialogue, and s i, j is the j-th token in the i-th sub-summary.
Hierarchical Encoder
28% of the dialogues have more than 20 utterances. So the token representations as the working memory is too big for the decoder. In our scenarios, both agents and users usually express one thing in an utterance. We propose a hierarchical Transformer encoder for the utterance-level encoding, whose outputs act as the working memory for the decoder. The token-level Transformer takes the token embeddings and outputs the context-free utterance-level representations. Then, the utterance-level Transformer takes previous outputs and generates contextual utterance-level representations. In this section, we first introduce the general Transformer encoder, then describe the hierarchical encoder. The left part is the hierarchical encoder which contains a token-level encoder and an utterancelevel encoder. The encoder generates the working memory for decoding. The right part is the hierarchical decoder which contains the Leader net that generates the key point sequence and the Writer net that generates the sub-summary for a key point. The top part is the loss layer which contains cross entropy loss and reinforcement loss.
General Transformer encoder. The encoder stacks multiple
Transformer encoding layers to encode the inputs, formalized as:
where
The Transformer encoding layer consists of a multi-head selfattention sub-layer and a feed forward sub-layer. The general form of attention is:
In self-attention, the one head attention is
is a set of trainable parameters, and l is the feature dimension and d is the hidden size.
The multi-head attention (MHA) sub-layer uses independent parameters for each head, concatenates the attention results, and compresses the results with a linear transformation.
W O ∈ R l ×l is a trainable parameter, H is the number of heads. Note that we have l = Hd. Then, we apply a feed forward sub-layer to the Z sel f as follows:
and b 2 ∈ R l are trainable parameters. Gelu(·) [16] is the active function. With the feedforward sub-layer, we keep the output dimension the same as the input dimension.
Moreover, we adopt the residual connection [15] and layer norm [1] after each sub-layer, i.e., x ← Layer _norm (x + sublayer(x)), where sublayer(·) is the MHA or feed forward layer described before.
Finally, multiple Transformer encoding layers stack together and form the Transformer encoder TransEnc(·).
Hierarchical Transformer encoder.
The hierarchical Transformer encoder adopts TransEnc(·) as the building block. We first map the embedding from dimension d e into l dimension with a linear transformation if d e l. Then, we encode each utterance by a token-level Transformer encoder. For the token embedding in i-th utterance X i = { x i,r ol e , x i,1 , · · · , x i,n i }, we obtain the encoded token representationsX i = x i,r ol e ,x i,1 , · · · ,x i,n i aŝ
We apply attentive summarization [35] overX i to get a single vector д i as the utterance-level representation:
where for each elementx i, j inX i , the score is
where W S ∈ R l ×1 and b S ∈ R are trainable variables. Here G = { д 1 , · · · , д M } are context-free representations of the utterances, as each д i lacks the information from other utterances. Then, we use another Transformer encoder to get the contextual utterance representationsĜ = {д 1 , · · · ,д M }.
whereĜ acts as the working memory for the decoder.
Hierarchical Decoder
We propose a novel Leader-Writer net for decoding summaries. The Leader net decodes the key point sequence with the utterance representationsĜ, while the Writer net decodes the summary based on both the decoded key point sequence and the utterance representations. Both nets are Transformer decoders, as shown in the right part of Figure 1 . In this section, we first introduce the general Transformer decoder, then describe the the Leader net and Writer net.
3.4.1 General Transformer decoder. For one decoding step t, the decoder works as follows:
where Z t = { z 1 , · · · , z t } is the embeddings of the previous decoded sequence, M = {m 1 , · · · , m r } is the memory set, π t is the distribution of the decoded symbols, w t is the decoded symbol, andẑ t is the decoded representation. The decoder stacks multiple Transformer decoding layers and a final output layer. One Transformer decoding layer works as: T ransDec Z t , M −→ẑ t (11) There are three sub-layers: a multi-head self-attention sub-layer, a multi-head cross-attention sub-layer and a feed forward sub-layer. The multi-head self-attention sub-layer in the T ransDec(·) is similar to Eq. (4), but it has a mask to ensure that the prediction for step t depends only on the known outputs at steps less than t. We denote the output as Z sel f t . The feed forward sub-layer is exactly the same as Eq. (5).
The main difference is the multi-head cross-attention layer, where the attention is between Z sel f t and memory M. For each head, based on Eq. (2), the cross-attention Cross_att(·) is:
where the Θ = W Q ∈ R d×l ,W K ∈ R d×l ,W V ∈ R d×l is a set of trainable parameters. Note that the softmax function generates the attention distributionã h of head h to record the weight distribution of working memory. There is also a residual connection [15] and a layer norm [1] after each sub-layer. z t is the outputs of the last layer T ransDec(·). The decoder useŝ z t to produce the output distribution π t and symbol w t with a feed forward layer and softmax function,
where W W ∈ R v×l and b W ∈ R v are trainable parameters and v is the vocabulary size.
Leader net.
In our decoding procedure, we use the Leader net to decode key point sequence first. For one decoding step, the leader net works as:
whereĜ are the utterance contextual representations given by the encoder in Eq. (9), p sos is the embedding of the start symbol SOS.
There is a linear layer to map the key points embedding into l dimension if l d e . In the training procedure, p i is the embedding of the reference key point; while in the prediction procedure, p i is the embedding of the predicted key point. We stop the decoding procedure until decoding the EOS symbol or reaching the maximum number of decoding steps. The decoded representationp t of the Leader net will be fed into the Writer net for decoding the corresponding sub-summary.
Writer net.
The Writer net generates a set of sub-summaries based on the key point sequence. All the sub-summaries are concatenated as the final summary.
To be clear, we omit the indexes for the sub-summaries. For one decoding step, the Writer net works as:
where s p is initial embedding of the writer, which is critical for generating the key point related summary. A natural idea is to use the embedding p of the key point as s p , but this method fails when the key point sequence contains duplicate key points. For example, the key point sequence [· · · , Solution, User disapproval, Solution, User approval, · · · ] has two Solution key points. Only with the symbol solutions, the Writer net confuses about which solution in the dialogue to summarize, and generates the same sub-summaries for the two key points. Thus, we adopt the decoded representationp as s p .p encodes the information of both utterances and previous key points, so the same key points in different positions have different representations, leading to different summaries.
Pointer Writer net.
The pointer mechanism [31, 34] achieves great success in summarization tasks. In the decoding procedure, it chooses to directly copy a token from inputs or generate a token from a vocabulary, where the copying of the token is decided by the attention distribution over the inputs. As the encoder is hierarchical, the vanilla pointer mechanism cannot fit into the Writer net directly. We propose the hierarchical pointer mechanism. The principle is that the final attention probability is the product of the utterancelevel and the token-level attention probabilities. To simplify, we omit the subscript t in this sub-section. We denote the softmax attention distribution in Eq. (12) asã h . We use the average ofã h among heads from the multi-head crossattention in the last layer of Decoder S S as the utterance-level attention distribution, i.e.,ã ut t = 1 H H h=1ã h . With theŝ from Decoder S S and the token representationsX i in Eq. (6), we obtain the token-level attention distributions of the i-th utterance a t oken i as follows:
where W Q t oken ∈ R l ×l and W K t oken ∈ R l ×l are trainable parameters. Finally, we obtain the attended probability on the dialogue token from the hierarchical structure asã i, j =ã ut t iã t oken i, j .
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Following the vanilla Pointer-Generator net [31] , we use a gate to switch between pointing a token or generating one. The generation probability is
where W дen ∈ R 1×2l and b дen ∈ R are trainable parameters, and s = i, jãi, jxi, j is the token-attended representation ofŝ.
Thus, the probability π f (w) of a specific token w is the weighed average of the generation and pointing probabilities as follows:
With the pointer mechanism, the Writer net copies tokens from the input dialogue to generate more accurate and readable subsummaries.
For all the Transformers in the encoder and decoder, the hidden size is 256, the number of heads is 4, and the number of stacked layers is 3.
Learning Objective
In the loss layer, we use both the maximum-likelihood cross-entropy loss and the reinforcement loss [27] . Previous work mainly uses the cross-entropy loss. As we adopt ROUGE-L as the metric for summarization, there is a gap between the cross-entropy loss and the metric. So also we consider the ROUGE-L as the reinforcement reward and directly optimize it.
3.5.1 Cross entropy loss. The most widely-used method to train a decoder for sequence generation is minimizing a cross-entropy loss at each decoding step. This method is called the teacher forcing algorithm [36] . For the key point sequence, the reference is {p 1 , p 2 , · · · , p n } for the given dialogue. Its cross entropy loss is:
where π p t (p t ) is the predicted probability of key point p t . Similarly, for the sub-summary decoding, the reference sequence for each sub-summary for key point p i is {s i,1 , · · · , s i,m i } and the cross entropy loss is:
3.5.2 Reinforcement loss. Minimizing the cross entropy does not guarantee an increase on a discrete evaluation metric, e.g. ROUGE-L, because the model has the ground truth sequence for predicting the next symbol during training, but lack them during predicting. So the errors accumulate in prediction. This phenomenon is called exposure bias [28] . ROUGE-L captures the overlap between our generated summary and a reference sequences. However, we cannot optimize ROUGE-L with gradient descent because it is nondifferentiable.
From the point view of reinforcement learning, we treat ROUGE-L as the reward and generated summary as the action sequence. And we adopt the self-critical policy gradient [27, 29] to directly optimize ROUGE-L. For the key point sequence decoding, we generate the sequences P r = p r 1 , · · · , p r n by sampling from π p t at each decoding time step, and the sequences P p = p p 1 , · · · , p p n from Eq. (14) .
In our setting, we use ROUGE-L as the reward function R(·). The reinforcement loss for a key point sequence is:
where R P p − R (P r ) is the rewards gap between the actions from greedy policy and actions sampled from policy function. If R P p > R (P r ), the reinforcement loss guides the model to lower the probability of π p t p r t to speed up convergence. If R P p < R (P r ), the reinforcement loss guides the model to raise the probability π p t (p r t ) to encourage exploration. Similarly, we define the reinforcement loss for a sub-summary as: (22) where S p i is the summary generated by argmax, S r i is the summary sequence generated by sampling, and s r i,t is the sampled token in the decoding step t in the i-th sub-summary.
Finally, we combine Eqs. (19)~ (22) to obtain the final loss:
where α 1 , α 2 and α 3 are hyper-parameters to control the loss contribution. In our experiment, we set {α 1 = 0.25, α 2 = 0.25, α 3 = 0.25}.
Implementation Details.
For the Transformer, we use positional encoding to the tokenlevel encoder to inject position information of the tokens. For the utterance-level encoder, as the lengths of dialogues vary a lot, the relative position rather than the absolute position is a more reasonable index for positional encoding. For example, the first quarter of a dialogue is usually on the user's problem, and the last quarter is usually on the user's feedback. To this end, we propose a trainable relative positional encoding for the utterance. Assuming a dialogue has M utterances, the relative position of i-th utterance is iK M , where K is maximum relative position number. We set K = 30 in our experiments.
EXPERIMENTS 4.1 Dataset
We collect our dialogue-summary dataset from the logs in the DiDi customer service center. The dialogues are between users and customer service agents, and the summaries are written by agents. The statistics of the data are given in Table 3 .
The length distributions of the dialogues, summaries, and the key point sequences are shown in Figure 2 . It shows that 28% of the dialogues have more than 20 utterances, 34% of the summaries have more than 100 tokens 2 , 20% of the summaries have more than 5 key points. So dialogue summarization for our dataset is difficult.
We preprocess the data by the following steps. 1) We normalize the sample by replacing the phone number, plate number, trip information, and time with special symbols such as PHONE, PLATE_NUM, The left figure demonstrates the dialogue length distribution, where x-axis is the dialogue length with respect to the number of utterances; the middle figure demonstrates the summary length distribution, where x-axis is the summary length with respect to the number of Chinese characters; the right figure demonstrates the key point sequence length distribution. TRIP, TIME, etc. 2) For adjacent utterances, if their speakers are the same and their total token length is short (below 15), we concatenate them into one utterance. 3) We analyze the dialogues with rules to get the key point sequences and the corresponding subsummaries as described in Section 1. 4) For the training data, to avoid long dialogues and utterances, we truncate utterances into no more than 75 tokens 3 and dialogues into no more than 40 utterances. 4 We truncate the sub-summary under each key point into no more than 50 tokens. 5 
Evaluation Metrics
We evaluate our models with the ROUGE [21] and BLEU [26] . ROUGE-1, ROUGE-2, and ROUGE-L respectively measure the unigram recall, bigram recall, and longest common sequence overlap between the references and prediction summarizes, while BLEU measures the n-gram precision. We consider 4-grams for BLEU at most. To eliminate the influence of Chinese tokenization, we compute these metrics based on the Chinese characters.
To measure the logic of the generated summaries, we also evaluate the ROUGE-1, ROUGE-2, ROUGE-L and BLEU on the key point sequences. For other models which do not generate the key point sequences, we parse predicted summaries with the same rules as described in Section 1 to obtain the key point sequences.
Training Details
We adopt Adam [19] optimizer with settings {β 1 = 0.9, β 2 = 0.999, ϵ = 10 −8 , lr = 10 −4 }. We add L 2 normalization with weiдht = 7×10 −7 and dropout [32] with keeping rate 0.9 to avoid over-fitting. We set the batch size to 16 and use the ROUGE-L on the validation set for early stopping. The max decode lengths of the key point sequence and sub-summary are set to 15 and 50 respectively. 3 About 5.0% of all the utterances will be truncated 4 About 4.5% of all the dialogues will be truncated. 5 About 2.3% of all the sub-summaries will be truncated.
Comparison Methods
We implement several abstractive summarization models.
• Seq2seq [8] is the basic encoder-decoder model. The utterances in a dialogue are concatenated for the token-level encoding, and the last hidden state of encoder is used for decoding the summary.
• Seq2seq + Att [23] adds the attention mechanism to the basic Seq2seq model. The attention mechanism collects information from all the encoder states to solve the long-term dependency problem in the RNN network.
• Transformer [33] is an attention-based encoder-decoder framework whose encoder and decoder have been introduced in Sections 3.3 and 3.4.
• Pointer-Generator [31] has the pointer mechanism. Its decoder decides whether to generate a token from the vocabulary or copy a token from the input dialogue. Table 4 shows the ROUGE and BLEU metrics on the summaries and key point sequences. It shows that our model performs best in both summary generation and key point generation on BLEU and ROUGE-L. Our model is only behind the Pointer-Generator on ROUGE-1 and ROUGE-2. We will analyze the results in details in the following section.
Results

4.5.1
The effects of auxiliary key point sequence. We demonstrate the effects of auxiliary key point sequence by comparing the performances of our Leader-Writer net based models with the others. The Leader-Writer net adopts the hierarchical Transformer decoder and its training is supervised by both summaries and key point sequences. The other models are only supervised by summaries. Our models achieves much better performance on the key point prediction. The auxiliary labels help our models predict the key point sequence well. So they can ensure the logic and integrity of the summaries. We also assess the correctness of the key facts. Some key facts in the summary are important but very short. For example, the key facts User approval and User disapproval show the users' attitudes towards the service. Missing or misjudging the key facts leads to mistreatment of user's question. To measure the models' performance on fact correctness, we mainly calculate the ROUGE-L score on a small set of key points, including {User approval, User disapproval, Close the order, · · · .}. They are the key facts which subsequent agents concern most. The result is shown in Figure 3(a) . Clearly, our model achieves the best performance. The non-hierarchical decoder tends to miss or misjudge the key facts, because they are trained only with summaries' supervision. In summary, the auxiliary key point sequence can help the model generate correct summaries.
4.5.2
The effects of the pointer mechanism. The pointer mechanism allows the model to directly copy tokens from the input sequence. Two facts demonstrate that it is extremely useful for dialogue summarization. First, the Pointer-Generator outperforms the other models in ROUGE-1 and ROUGE-2. Second, Leader+Pointer Writer and Leader+Writer are only different in the pointer mechanism, and Leader+Pointer Writer is significantly better than Leader+Writer in all metrics. There are two reasons. 1) When agents write summaries, they tend to use the same words that appear in the dialogue. Some agents directly copy parts of the dialogue into the summary. The pointer mechanism simulates the copying process of the agents. 2) ROUGE-1 and ROUGE-2 measure the n-gram recall of the references. From Figure 3 (b), we observe that Pointer-Generator tends to generate longer summaries (with several duplicate sentences) than others, so it has higher ROUGE-1 and ROUGE-2 scores. There are two reasons: 1) Decoding the summary from flat dialogue token representations (about 400 in length) is harder than the dialogue utterance representations (about 20 in length); 2) A portion of the dialogues is useless for generating the summary, e.g., greetings and complaints. Determining an utterance's usefulness is much easier than determining every token's usefulness. 4.5.5 Model performance on different reference key point sequence lengths. From Figures 4(a)-4(b) , we observe that the performance of all the models decreases with the reference key point sequence length. For dialogues whose reference key point sequences are short, our model is slightly better. While for dialogues whose reference key point sequence are long, our model significantly outperforms others. It confirms that our model has great advantage in generating summaries with complicated logic and many key points. than the comparison models in different dialogue lengths. With respect to the ROUGE-L on key point sequence, our model decreases more slowly than others. It implies that the dialogue length has less impact on predicting the key point sequence.
CONCLUSIONS
This paper studies the important problem of dialogue summarization. To our best knowledge, it is one of the first work targeting on the logic and integrity of the summaries. We introduce the auxiliary key point sequences to describe the logic of the summaries. We also propose a Leader-Writer network which jointly decodes the key point sequences and use them to guide the generation of summaries.
In experiments, we demonstrate that our model outperforms the state-of-the-art methods not only on BLEU and ROUGE-L, but also on logic and integrity. In future, the Leader-Writer will be deployed as a HTTP service for the online customer service in DiDi after passing the quality check. Moreover, an agent may refer to the user profile when writing a summary, and we plan to consider both the dialogue and the user profile in our model for better summarization.
