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This paper deals with flow-invariance properties with respect to x’ > f (t, x) 
and resulting comparison inequalities. Both the order relation “>” and the 
regularity conditions on 3c are defined, in a general manner, in terms of a specified 
set of linear functionals, S. This permits greater flexibility for applications e.g., 
a proper choice of S gives the PDE operators of the form f(t, x) = x,, + qx, 
where p > 0, an appropriate quasimonotonicity property. 
1. INTRODUCTION 
Throughout this paper X is a linear space over the real field R and S is a set of 
(real) linear functionals on X (recall complex spaces may always be regarded as 
real spaces). Two important subsets of X which are determined by S are: 
K(S) = {x: +x 3 0, for all 4 E S}, 
K#(S) = {x: &c > 0, for all q5 E Sj. 
(1.1) 
(1.2) 
The set K#(S) may be empty but K(S) contains at least the zero of the space 
which we denote by 0. The half open interval [0, 7’) (T = 00 is not excluded) is 
denoted by J and J,, denotes the open interval (0, T). D is a subset of X. We 
assume, for convenience, that 0 E D so that K(S) n D is not empty. Finally,f is 
a function defined on D x J and taking values in X. 
As motivation, we review the theory in Rn, the n-dimensional Euclidean 
space. The inequalities involving points x = (x1 ,___, xn), y = (yl ,...,yn) are 
defined in the usual way, i.e., 
X<Y xi =;,yi for i = I,..., n, (1.3a) 
x<y s, < yi for i == I ,..., n. (1.3b) 
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In the classical definition a function ,f is said to be quasimonotone increasing 
in X if the following condition is satisfied 
(QR”):x,~ED, x<y, xi=y, implies fi(t, 4 < f& Y), t E J. 
The following result goes back to M. Miiller [l] and E. Kamke [2]. 
THEOREM 1.1. Let f( t, x) be quasimonotone increasing in x. Let v, w be continu- 
ous in J and d$erentiable in JO and let 
(4 v(O) < 40) 
(b) v’ -f(t, v) < w’ -f(t, w) in JO. 
Then 
v < w in J, 
There have been several extensions of Theorem 1 .l to infinite dimensional 
spaces. Walter [3] considered a space of functions x = (x,),~~ from a nonempty 
set A to R where the quasimonotone conditions generalizes in an obvious way. 
In a later paper [4], this author worked in an ordered Banach space i.e. the space 
is ordered with respect to a positive cone (see Krein and Rutman [S]), however 
he used a stronger monotone condition. 
Next we consider a paper by Volkman [6] who worked in a general topological 
space E with a solid positive cone i.e. int(E+) f @. This author defined inequal- 
ities: 
X<Y y--xgE+, (1.4a) 
X<Y y - x E int(E+) (I .4b) 
and a quasimonotone condition: 
(QE+):x,YED, x <y, bx =$Y for some+ in ES 
implies 
$f,f(t, 4 G 4Tff(t, Y) for t E J. 
Here ET is the dual cone of positive, continuous linear functionals. Volkman 
showed that Theorem 1.1 carries over to the topological space setting if inequality 
is interpreted in the sense of (1.4) and quasimonotonicity is interpreted in the 
sense of condition (QE+). 
Redheffer and Walter [7] discussed differential inequalities from the point of 
view of flow-invariance. They obtained a relationship between the tangent 
condition of Brezis [8] and the quasimonotone condition (QE,) and used this 
relationship to prove the following result. 
THEOREM 1.2. Let E be a normed ordered space with a positive cone E, . Let 
f (t, x) be quasimonotone increasing in x (in the sense of (QE,)). Suppose further that 
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f satisfies the uniqueness condition / f(t, x) - f(t, y)i < g(t, / x - y 1) for x E D - 
E + , y E aE, n D, where g is a uniqueness function (see Definition 2.6 below) and 
E, is a distant set (see [7] OY [9]). Let v, w be continuous in J and differentiable in J,, 
(norm topology) and let 
(4 740) G 40) 
(b) o’ - y(t, U) < w’ -f(t, w) in JO 
where inequality is defined in term of the ordering induced by E+ . Then 
v ,< w in J. 
The Purpose of This Paper. In this paper we obtain two comparison inequality 
results. Theorem 3.2 is an extension of Theorem 1. I while Theorem 3.4 resem- 
bles Theorem 1.2 in that a uniqueness condition is used to replace ‘I<” by “<” 
(this point is discussed in [7]). Each result on comparison inequality is preceded 
by a corresponding result on flow-invariance: Theorems 3.1 and 3.3. Thus we 
adopt the pattern used in [7]). 
As remarked by Walter [4] the regularity assumptions on v and w may be 
relaxed by working in the weak topology setting. However, in this setting 
continuity and differentiability are in terms of linear functional composites (see 
Definition 2.5, below). The use of a topology structure is not essential. In most 
of this paper, the space X is simply a linear space. There is, however, a natural 
topology which might be considered, namely the weakest topology for which a 
certain set S of linear functionals are continuous. However this point of view 
is not adopted here. 
Volkman’s definition of quasimonotonicity (QE,) is modified by us. His 
definition begins with a positive cone E+ and the condition (QE,) is expressed 
in terms of the linear functionals lying in dual cone ET . Here we begin with a 
set of linear functionals S. 
Our definition of quasimonotonicity, Definition 2.1, is the same as (QE,) 
except that S replaces E,* . The set S may not form a cone. Consider the follow- 
ing example. 
EXAMPLE 1.1. Let X = En. For each x = (xi ,..., x,) define &(x) = xi and 
let 
s = ($1 ,..., bra>. 
In this example Definition 2.1 coincides with the definition (QP) used in 
Theorem 1.1. 
In the above example K(S) is a positive cone but this may not be true in 
general. In the event that the cone K(S) is not positive, the space is still partially 
ordered with respect to > as defined by (2.19), however x > y and y > x do not 
imply x = y. The results of this paper show that positivity of the cone is not 
essential. 
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In Example 1.1 K#(S) is the interior of K(S). This is not true in general as 
illustrated by the following example. 
EXAMPLE 1.2. Let X = L[O, l] where 1 < p < co and let S be the set of 
linear functionals of the form 
C#X = Re i1 x(s) y(s) ds, 
where y(s) > 0, $, (y(s))g ds = 1, l/p + l/q = 1. Then the interior of K(S) 
is empty; however K#(S) contains every LP[O, I] function which is bounded 
below a.e. by a positive constant. 
In the present discussion the set K#(S) is used in place of the interior of 
K(S). This may alleviate difficulties encountered with cones having empty 
interiors (see the discussion in [7]) as is typically the case with LP cones. 
In Section 4 we present an application of the flow-invariance principle to non- 
linear problems of the form 
xt 3 P%(C 4 + 4X& 4, tao, O<s<l, (1Sa) 
x(t, 0) = a(t), x(t, 1) = b(t), t > 0, (1Sb) 
x(0, s) = c(s), O<s<l, (1.5c) 
where the coefficientsp and q depend on t, x, x, , x,, and 
P 30. (1.5d) 
Such problems arise in arthritis research ([lo]-[12]) where the data functions 
u(t) and b(t) sometimes have jump discontinuities. 
2. PRELIMINARIES 
Inequalities are defined in terms at a set of linear functionals S as follows 
x GYP +xG+Y for each+ in S, (2.la) 
x <y, @<4Y for each+ in S. (2.lb) 
Equivalently, x < y, y - x E K(S) and x < Y, Y - x E K#(S). 
DEFINITION 2.1. A function f (t, x) is said to be quasimonotone increasing in x 
if x, y E D, x < y, 4x = $y, 4 E S implies +f (t, x) < 4f (t, y). A condition closely 
related to quasimonotonicity is the following. 
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DEFINITION 2.2. A function f(t, z) is said to be semi-quasimonotone in x if 
x > 0, &c > 0, 4 E S implies +f(t, x) > 0. These conditions are related as 
follows 
LEMMA 2.1. (i) If f is quasimonotonic increasing in x then f is semi-quasi- 
monotone in x. The converse is also true if f is linear. 
(ii) Let f be quasimonotonic increasing in x and let v(t): J- D then 
H(t, 2) =f (t, v(t) + x) -f(t, v(t)) 
is quasimonotone increasing in x and, in particular, H is semi-quasimonotone in x. 
The proof of Lemma 2.1 is obvious. 
DEFINITION 2.3. A function f (t, x) is said to be bounded (bounded from below) 
if the corresponding set 
B=($f(t,x):+~S,t~ J,xED) 
is bounded (bounded from below) in R. 
DEFINITION 2.4. A set of linear functionals S is said to be D-complete if 
whenever 
inf{$f (t, x): 4 E S} = 0 for x E D 
then there exist $ in S such that $x = 0. 
Remark 2.1. In a Banach space B, every weak compact subset in B* is 
B-complete. 
EXAMPLE 2.1. Let X = CIO, l] and let S be the set of all linear functionals 
of the form 4~ = x(s) where s E [0, 11. The X-completeness of S follows from 
the fact that C[O, l] functions assume there least value. It is easy to see that 
K(S) (K#(S)) is the set of all non-negative (positive) C[O, I] functions. Let 
f (4 x) = px,,(t, s) + qx.& s), 
where the subscript denotes the s-derivative and p = p(t, x, x, , xss), q = 
q(t, x, x, , x,,) are continuous functions from R4 --+ R and p > 0. Let D C 
C(x(s) E C2[0, 11: x(O), x(l) > 0). The function f: J x D + X is semi-quasi- 
monotone in x. To see this suppose x > 0 and +x = x(ss) = 0. Then 0 < sg < 1 
and x assumes a minimum at s0 . Thus xs(sO) = 0 and x,,(sO) > 0. It follows that 
$f(t, 4 = P%.&) + P,(%) 2 0. 
Suppose x(t) is a solution of 
Xt = px,, + qx, + E, 
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where E = l (t, x, x, , x,,) > 0 and x(O) > 0. Then one may apply Theorem 3.1 
to show that x(t) > 0 for t > 0 (see also Remarks 4.1 and 3.2). Stronger results 
of this type are obtained in Example 4.1 (below). In the present example x is 
continuous on the PDE region including the boundary and hence the result may 
also be obtained from the minimum principle for parabolic equations (see [14]). 
DEFINITION~~.~. A function x(t): J -+X is said to be continuous if +x(t) 
is continuous for each + E S. If there exists a function x’(t): Jo + X such that 
(d/d%) $x(t) = $x’(t) then x(t) is said to be differentiable in J,, . 
LEMMA 2.2. Suppose x(t): J- X is continuous in and differentiable in J,, . 
Suppose further that 
W(4 2 --Y> tEJ, 4~5’ where y>O. (2.2) 
Define p(t): J- R by 
p(t) = inf{+x(t): + E S>. (2.3) 
Then (i) p has the following property: 
P(t + h) b p(t) - rh for h > 0 (2.4) 
(ii) ;f p(0) > 0 then either p(t) > 0 f or all t E J or there exists t, > 0 such that 
p(tl) = 0 andp(t) > 0 for 0 < t < t, . 
Proof. (i) For each C$ E S we have, by the mean value theorem of calculus, 
4x(t + h) = $x(t) + $x’(t) h w h ere t < t < t + h. Thus #x(t + h) > $x(t) - 
yh 2 p(t) - yh. Since this holds for each C# in S, p(t + h) 3 p(t) - yh. 
(ii) Let p(0) > 0 and suppose there exists t > 0 such that p(t) < 0. 
Let tl = inf{t: t > O,p(t) < O}. We show first that p(tl) < 0. Suppose not, 
i.e. p(tJ > 0. Then, by part (i), p(tl + h) > p(t,)/2 for 0 < h < p(t,)/(2y) which 
is impossible. Since p(tl) < 0 we know that t, # 0. Next we show that p(tJ = 0. 
For suppose p(tl) < 0. Then there exists 4 E S such that +x(2,) < 0. Since 
#x(t) is continuous there exists 8 > 0 such that $x(t) < 0 for tl - 8 < t < tl 
which is a contradiction. 
DEFINITION 2.6 [7]. A functiong E C[J x R, , R,] is said to be a uniqueness 
function if the following holds: if m E C[J, R+] is such that m(t,) < 0 and 
D+m(t) <g(t, m(t)), whenever m(t) > 0, then m(t) > 0 for t E J. 
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3. FLOW-INVARIANCE AND COMPARISON THEOREMS 
THEOREM 3.1. Suppose f (t, x) has the following properties with respect to a 
D-complete set of linear functionals S: 
(a) f is bounded from below 
(b) f is semi-quasimonotone in x. 
Let x(t) be continuous in J and d@entiable in Jo . Suppose further 
(c) x(O) > 0, 
(d) x’ > f(t, x) in Jo. 
Then 
x > 0 in J. 
Proof. Define p(t) as in (2.3). It suffices to show that p(t) > 0 in Jo . 
Clearlyp(0) > 0 by condition (c). Ifp(0) = 0, then, by the completeness of S, 
+x(O) = 0 for some $ in S thus contradicting condition (c). Therefore p(0) > 0. 
From conditions (a) and (d) we conclude that condition (2.2) of Lemma 2.2 
is satisfied and hence we may conclude that either p(t) > 0, as desired, or there 
exists t, > 0 such that p(tJ = 0 and p(t) > 0 for 0 < t < t, . It remains to 
eliminate the second possibility. 
Now p(tl) = 0 implies, by completeness, $x(t,) = 0 for some $ in S. Since 
x(tl) > 0, conditions (b) and (d) imply +x’(t,) > 0. Let g(t) = (bx(t). Then 
g’(t) > 0. On the other hand, g(t) > p(t) > 0 for 0 < t < t, . Since g(tl) = 
we conclude that g’(tI) < 0 which contradicts our earlier conclusion. 
Remark 3.1. In terms of flow-invariance, the conclusion of Theorem 1 .l 
is that the set K#(S), defined by (1.2) is flow-invariant with respect to 
x’ > f(t, x). 
THEOREM 3.2. Suppose f (t, x) has the following properties with respect to a 
D-complete set of linear fundmds S: 
(a) f is bounded 
(b) f is quasimonotone increasing in x. 
Let v(t), w(t) be continuous in J and di#erentiable in J,, . Suppose further: 
(4 40) < 40) 
(d) V’ - f(t, v) < w’ - f(t, w) in J,, . 
Then 
v<w in J. 
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Proof. The idea is to reduce the result to Theorem 3.1. Let x = w - v and 
let H(t, x) be defined as in Lemma 2.1. Then x’ > H(t, x), x(O) > 0 and H is 
semi-quasimonotonic in x. Theorem 3.1 implies the result. 
Remark 3.2. In Theorem 3.1, one may replace condition (a) by the condition 
(2.2). Similarly, in Theorem 3.2, condition (a) may be replaced by the condition 
that x = w - v satisfies condition (2.2). 
Furthermore if X is a normed space, x(t) is continuous with respect to the 
norm in X, and if S is bounded in X, i.e., /I + (1 < b for $ E S and some b > 0, 
then the function defined in (2.3) is continuous (see [13]). In this case the 
boundedness assumptions in Theorems 3.1 and 3.2 are not necessary. 
THEOREM 3.3. Suppose f (t, x) has the following properties with respect to a set 
of linear functionals S: (a) for each # in S there corresponds a uniqueness function 
g(t, m) (which may depend on c$) such that for every x E D with 4(x) < 0 we 
have 
I+[f(t,4 -f(t, @Ill <& l+(4) in J (3.1) 
(recall 0 denotes the zero in the space X), 
(b) f(t, 0) Z 0. 
Let x(t) be continuous in J and diSferentiable in J. Suppose further: 
(4 X(O) b 0, 
(4 x’ >, f (t, 4 in JO . 
Then 
x > 0 in J,, . 
Proof. Let 4 E S be given and let x(t) satisfy the conditions (c) and (d). 
Let m(t) = -+x(t). We wish to show that m(t) < 0. Suppose, on the contrary, 
that there exists t, > 0 such that m(tl) > 0. Let x1 = x(t,). For all h > 0 we 
have 
mk i- 4 - m(h) = h+[f (tl , 0) - f (tl , xl)] + [m(t, + h) - m(tl) 
- hm’W1 - h(+f (tl 9 0) - h+b’(t,) - f (tl , xl)]. 
Let g be a uniqueness function associated with 4. Then, 
m(tl + 4 - m(h) 
< hk(t, 7 I 4(M) - +f (tl , 0) - G’(td - f (4 > dll + 44. 
Since 
I 4(xl)l = WI), 
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and since the last two terms on the right side of the last inequality are non- 
positive we have 
D+n(t) < g(t1 ) m(Q). 
Since m(0) < 0 andg is a uniqueness function, m(t) = 0 which is a contradiction. 
Remark 3.3. In terms of flow-invariance, the conclusion of Theorem 3.3 
is that the set K(S), defined by (l.l), is flow-invariant with respect to .L’ > 
f(t, 4. 
THEOREM 3.4. Suppose f (t, x) has the following property with respect to a set 
of linear functionals S: 
(a) fey each 4 in S there corresponds a uniqueness function g(t, m) (which may 
depend on q5) such that for every pair x, y E D the condition 
I $[f (t, x) - f(t, All < dt, ; 4(x - YN in J (3.2) 
is satisfied. Let v(t), w(t) be continuous in J and differentiable in J,, . Suppose further: 
(b) 43 < 4% 
(c) v’ -f (t, v) < w’ -f (t, w) in JO. 
Then 
v < w in J. 
Proof. Let x = w - v and H(t, JZ) be defined as in Lemma 2.1. Then 
x’ 2 H(t, x), x(O) >, 0 and His semi-quasimonotone in x. Moreover, H satisfies 
the uniqueness condition, condition (a), of Theorem 3.3. Also H(t, 0) = 0 so 
that H satisfies condition (b) of Theorem 3.3. The application of Theorem 3.3 
completes the proof. 
Remark 3.4. Observe that Theorem 3.4 does not require the quasi-monotone 
condition as does Theorem I .2. This is because the uniqueness condition, 
condition (3.2), is very strong. However the condition is natural for this situation. 
We consider the following example to illustrate possible applications of 
Theorem 3.4. 
EXAMPLE 3.1. Let X and S be as in Example 2.1. Let .f~ C[ J x R, R] 
satisfy a generalized Lipschitz condition of Caratheodory type (see [4]): 
j f(t, x) -f(CY)I < E(t) I x -Y ~ (3.3) 
where Z(t) EL’[J]. Then taking g(t, m) = Z(t) m we see that condition (3.2) is 
satisfied. Theorem 4.1 applies to functions v(t, s), w(t, s) satisfying u,(t, .Y) - 
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f(t, v(t, s)) < w,(t, s) -.f(t, u(t, s)), 5 EJ,, , and ~(0, s) < ~(0, s) to yield the 
comparison result v < w in J x [0, 11. 
Observe that, in this example, the value off(t, X) at s = s0 depends only on t 
and the value of x at s = s0 . 
4. FLOW-INVARIANCE PRINCIPLE MODELED FOR A CLASS OF 
NONLINEAR DIFFUSION EQUATIONS 
In this section we modify the arguments presented in Theorem 3.1 so that 
they apply to problems of the type (I .5). It should be pointed out that a relation- 
ship between the quasimonotone principle and the problem (1.5) is known in 
terms of the method of lines (see [14]). We present here an application of 
quasimonotonicity directed toward a minimum principle for first order partial 
differential equations with discontinuous data. 
First we make the following observations concerning Theorem 3.1: 
(a) Suppose S is the union of disjoint subsets S, and S, and suppose we 
have &c(t) > 0, t E J for all + in S,, then it suffices to assume that +x’(t) > +f( t, X) 
for only those 4 in S, and the regularity conditions on x and the boundedness 
condition on f need be required only with respect to S, . 
(b) The boundedness condition may be placed in x’ instead of onfas noted 
in Remark 3.2. 
Since we are now considering different subsets of linear functionals we will use 
the notation (Q) to indicate that a particular property holds with respect to the 
set of linear functionals Q. 
The following result follows from the above remarks. 
THEOREM 4.1. Let the following condztions hold: 
(a) S is a set of linear functionals on a linear space X and S is the union of 
disjoint subsets S, and S, , 
(b) Let f: J x D --f X be semi-quasimonotone (S,), 
(c) The set S is D-complete, 
(d) +x’(t) > --y, (b E S, , t E J for some y > 0, 
(e) x: J- D is continuous (S,) in J and d$ferentiable (S,) in Jo , 
(f) x > 0 (S,,) in J, 
k> w > @ (Sl), 
(h) x’ >f (6 4 (Sd in J. 
Then 
x > 0 (S) in J. 
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