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Abstract
This article has as an objective to analyze the behavior of multivariate, delayed stationary marked
Cox processes with mutually dependent components about some critical levels. The original prob-
lems arise in biology, computer engineering, computer networks, software reliability testing, and
stock market. The process under investigation can describe the evolution of stocks, indexes, cancer
cells, proliferation of bacteria, inventories, military conflicts, in which the process is being observed
only restrictively, i.e., at some specified random epochs. Given this (sometimes limited) information,
it is possible to “predict” the “first passage time” when the process crosses the critical level (or levels)
and see the main probability characteristics (such as distribution) of the components of the process
upon the first passage time that occurs at one of the observation times. Among various questions to
arise, one is how to choose the frequency of observations to provide more accurate information but
not to “exceed the budget” (a quint essence of reliability analysis). On the other hand, there are ways
to scrutinize the available information, as to making it analytically more “time sensitive,” without
any additional efforts, which is one of the primary goals of this investigation. We formalize and pro-
vide preliminary results for the work to be continued in [J. Math. Anal. Appl. 293 (2004) 14–27]
(about time sensitive functionals) and give closed-form expressions. Many examples from science
and technology are presented.
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In numerous real-world situations, single- or multivariate random processes evolve until
they cross critical level or levels and it is of interest to forecast the time of its occurrence
(the “first passage time”) and the value (“first excess level”) the process takes on when
crossing. For instance, cancerous or other pathogenic cells dyed with a radioactive material
can be subjected to replication. The speed of multiplication is manifested by the amount
of radioactivity tested upon some random epochs. The quantity of pathogenic cells can
become dangerously high when it crosses some critical level and the first passage time is
of interest to know beforehand as well as the number of cells and amount of radioactivity
at this time. In another real-world example, protons run in a cyclotron passing through
multiple tubes filled with some gaseous matter. They collide with gas molecules creating
a random stream of electrons and ions, on top of some purely chemical reactions. Those
electrons, in turn, move to positively charged wires that are made primarily to measure the
quantity of electrons. (Some more rudimentary devices of this kind form a basis to Geiger
counters that are aimed to measure radioactivity.) The above mentioned chemical reactions
that result from the collisions of electrons and gas molecules create free radicals which are
believed to form polymers around the wires. These unwanted polymers are gradually built
up and obstruct and falsify the genuine intensity of the stream of electrons. Some minor
quantities of polymers have always been present and tolerated, but when they increase in
due time, they cause concerns for physicists, because not only do they corrupt experiments,
but they affect similar measurements of cosmic rays. It stands to reason to investigate when
the polymers cross some specified levels or become an obstruction. Of course, there have
been some efforts to minimize the side effects of polymers by experimenting with various
gases and other matters, but from a probabilistic point of view, the objective is predicting
rather than preventing “crashes.”
Studies on such stochastic phenomena are not uncommon in theoretical and applied
probability and they have always attracted probabilists ever since stochastic analysis has
been founded, and modeling and techniques for such processes have naturally evolved
(cf. Andersen [3,4]). However, there has been a large gap and a great deal of miscommu-
nication between probabilists and science and technology people who are “notoriously”
trying to cope with these problems on their own. There is a plethora of motivational exam-
ples that knowingly lack rigorous stochastic modeling and analysis.
In light of the recent acts of terrorism and cyberterrorism, it becomes completely manda-
tory to provide a better security for our networks that run vital facilities such as electric
power, water supplies, transportation, stock market, internet, government offices, and na-
tional defense. There are various types of attacks on our systems including viruses, worms,
and all kinds of sabotage. On top of deliberate attacks made by individuals and terror
organizations, we know of registered failures of either outdated computer operating sys-
tems, or up-to-date, but still unreliable contemporary systems, of which “windows” are
both unreliable and vulnerable. While the current efforts to detect and prevent malfunction
of networks and complex facilities grow fast, with the same rate or higher the skills of
individual or organized efforts to break into our systems grow even faster. This is due to
recent statistics of global failures and national polls which express the major concerns with
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information.
A so-called “digital” defense against terrorism includes such measures as firewalls and
antivirus programs which primarily try to stop an intruder from entering the system. Other
measures of defense had always been focused on early detection of failures. One of the
ideas we propose is to watch various vital areas of a system, which would exhibit symp-
toms of “infection” and predict its consequences. For instance, some of the electronic files
can become suspiciously large, there can be an increase of some unidentified files, or a
number of malfunctioned files of subroutines (or possibly all of these combined). Any of
such numbers can grow above (or fall below) some fixed thresholds specified by a defense
system. When at least one of such phenomena takes place, it may indicate a break into the
defense system which should trigger an alarm and prompt the system to take measures.
These are common sense actions primarily rendered in due time. What we suggest is a
class of mathematical-stochastic models that can predict such failures. The latter includes
the instant of time a major attack is manifested (which is referred to as the first passage
time) and the values of all pertinent parameters (such as those listed above) at the first
passage time, known as excess values. (For a rigorous definition of a first passage time for
classes of stochastic processes, cf. Rogers and Williams [37].)
There are two approaches to model such situations. In the first case, we assume that
there is a sort of “continuous watch” of the system or process. When some basic data is
collected, such as the probability distribution of a first (even minor) symptom and alike,
the prediction of the first passage time, and excess values fluctuating around critical thresh-
olds can be rendered through some analytically tractable formulas. In the second case, the
information about these processes is only occasional, i.e., there is no way to keep track on
such processes continuously. Consequently, the system is being observed upon some ran-
dom epochs of time, which can sometimes be made more or less expanded dependent on
accessibility and costs. Surely, in this case, the efficiency of the corresponding measures
to be taken is restricted, but this represents even more common scenarios in real-world
security systems. In the past, we [18,20] analyzed classes of processes, for which closed
forms formulas have been obtained and there are continued efforts to generalize them and
thereby making them more flexible and versatile.
Consider a random point process τ = {τ0, τ1, τ2, . . .} on the real axis with the respective
sequence of marks X = {X0,X1,X2, . . .} (attached to τ ), which are random vectors, say
Xn = (Xn1, . . . ,Xnk). The latter represent respective alterations of the status of the system
under control, such as quantities of vital files, the number of malfunctioning files, and
the number of newly unregistered files, all within a particular computer operating system.
As regards the stock market, these marks can represent respective quantities of pulled out
shares. (It is well known that just a few weeks preceding the 9–11 attack, some stockholders
redeemed a huge amount of shares of air-flight companies.) Within power plants (such as
leaking radioactivity) and electric stations they can represent respective incremental surges
in a particular network (like those that took place during the recent blackout in Northern
States and Canada). Such increments can also represent manifestations of bioterrorism by
means of various symptoms at an individual level, as well as in a population. Now assume
that there is a (say, constant) vector L = (L1, . . . ,Lk) of fixed numerical values (levels),
4 R.P. Agarwal et al. / J. Math. Anal. Appl. 293 (2004) 1–13which is predefined and “kept on file” by the host system. So that if once, i.e., at one of the
random epochs, say τj , the sum
Aj =
j∑
i=0
Xi  L, (1.1)
(where for two vectors, M  L, if there is at least one entry ms of M , which is greater
than or equal to ls; otherwise, M ≺ L) gets in -relationship with L for the first time, then
the system can be subject to a substantial damage. In other words, if there is a “suspicious
activity” of at least one of the components of
A= (A1,A2, . . . ,Ak)
= {A0 = (A01, . . . ,A0k), A1 = (A11, . . . ,A1k), . . .} (1.2)
which gets off line, the system is prone to collapse and its “first passage time” τν is of
interest to predict, along with the cumulative “excess” values Aν at this moment. Of the
components of vector L some can be taken as ∞. They will correspond to passive compo-
nents of A, provided that at any moment of time any “surges” can become arbitrarily large,
but finite. The rest of A are referred to as active components. Notice that the term “excess
value” is linguistically inaccurate, as the true excess applies to possibly one component
only. However, we use it relative to the relationship .
2. Related work and objectives
The type of analysis and construction of models falls into the area of fluctuations of
stochastic processes, including first passage time analysis, fluctuations of sums of inde-
pendent random variables, level crossing analysis, fluctuations of random processes and
others. It includes the analysis of the behavior of stochastic processes about critical levels,
as well as distribution of supremum of functionals of stochastic processes over fixed Borel
sets. A rich survey of the latter can be found in Bingham [7]. Very useful applications to
queuing theory are presented in a classical survey by Takács [41]. Some related work is on
“level crossing analysis” applied to virtual time processes in queuing; see Cohen [8] and
Shantikumar [39]. A comprehensive survey of such methods can be found in Doshi [9].
Fluctuation theory of stochastic processes has wide applications in physics, see Garrido
[22] and Hosthemke and Kondepudi [26], economics, see [32,34] and Muzy et al. [35]
(in particular, paper [35] examines the sources of macroeconomic fluctuations), astronomy
and biology in Hida [25] and engineering sciences in the monograph [33] by Mamontov
and Willander. A process under investigation can enter or exit a particular domain at certain
times referred to as first passage times. Numerous studies were conducted for first passage
times of Markov, semi-Markov, renewal, and Wiener processes (cf. [28,38,40]), range of
fluctuations (cf. [24]), hitting and exit times [23].
For one of the most fundamental and general results on fluctuations of sums of semi-
Markov sequences and sequences of independent identically distributed (iid) random vari-
ables, one can be referred to Takács [42]. Other related articles are on first passage times
by Asmussen [5], applied to random walks and single server queues, and Puhalskii [36]
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phenomena in stochastic models; in particular, when the queuing process accumulates to a
level N and higher (N -policy) [15,16], the waiting time process hits a level D [17] (quasi-
D-policy), in stock market [19] (when a stock drops for the first time after a series of
gains), reliability models [29,30] (in connection with maintenance of disasters after they
take place).
One of the basic models includes a marked delayed renewal process with “position in-
dependent marking.” In other words, there are two independent delayed renewal processes
τ = {τ0, τ1, τ2, . . .} and A= {A0,A1,A2, . . .}
of which one is declared as a (time) point process and the other one as a (single-variate) ac-
cumulating process. In this particular case, the increments ofA: X0 =A0, X1 =A1 −A0,
X2 = A2 −A1, . . . , are nonnegative random variables. The process (τ,X ) referred to as
a “marked point process” is going to be registered when A reaches or exceeds a nonneg-
ative real number L at one of the epochs τ , called the first passage time. The respective
value of A at this moment is called the first excess level. There are some other parame-
ters of interest: ν = min{n: An  L}, called the termination index, Aν−1 called pre-first
excess level, and τν−1, called the pre-first passage time. Abolnikov and Dshalalow [1] stud-
ied such processes and their applications to queuing and other related articles embellished
their results in [10–13]. In 1978 Lajos Takács [42] studied the first passage time in more
general processes, in particular, those with the marks forming an independent recurrent
process, where the respective increments are independent, but not necessarily positive.
His work also includes studies on semi-Markov marked point processes and use of the
tools of Banach algebra’s to arrive at certain forms of their functionals. In 1994 Dshalalow
[12] dropped the assumption that τ and A are independent and the formula for the joint
functional of termination index, pre-first excess level, first excess level, all including the
first passage time, preserved its shape. In 1995, Dshalalow [13] considered the following
generalization of the principal construction. The marked process in (1.2) allowed (k =)
two components with two different thresholds, and the exit followed when one of the two
components reached or exceeded their respective thresholds, whichever came first. Some
applications to queuing [11,16,21] and reliability [29,30] followed these results. The gen-
eral formula had a great deal of similarity with that of one component.
In 1997 [14], Dshalalow allowed a multivariate marked process with three active and
arbitrary many passive components ofA to obtain again a very similar formula. The valid-
ity of this formula for an arbitrary many active components still remains a conjecture but
it seems very plausible that it holds true.
This paper is organized as follows. Section 3 highlights main results on fluctuations for
multivariate renewal processes from [14] utilized in terms of our problem. Section 4 intro-
duces generalized Poisson and Cox processes. Section 5 treats delayed renewal processes
embedded in generalized Cox processes, thereby representing partial observations of such
Cox processes. These studies continue in [2] leading to time sensitive functionals of these
processes and discusses their applications to physics and computer science.
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We introduce the notion of a multivariate marked renewal measure and, for consistency
of the upcoming results, we formulate some results from [14]. Consider a multivariate
marked random measure
(X , τ ) =
∞∑
n=0
Xnετn (3.1)
so that
A= {An = (A(1), . . . ,A(k)): n = 0,1, . . .}
=
{
n∑
i=0
Xi =
(
n∑
i=0
X
(1)
i , . . . ,
n∑
i=0
X
(k)
i
)}
, (3.2)
formed of marks X , is a multivariate (possibly mixed-valued) delayed renewal process
with position τ dependent increments. We thus assume that
Xn :Ω → Rk+, while τn :Ω → R+. (3.3)
Let L := (L1, . . . ,Lm) and L0 := (L0,L1, . . . ,Lm) be two vectors with nonnegative real
components. Define
νi = inf
{
j = 0,1, . . . : A(i)j > Li
}
, i = 1, . . . ,m,
ν0 = inf{j = 0,1, . . . : τj > L0}, (3.4)
and
ν(m) = min{ν1, . . . , νm}, ν∗(m) = min{ν0, . . . , νm}, m k. (3.5)
Without loss of generality we will call the components of A indexed from 1 to m (rather
than any combination of m indices) active, and for m < k we will call the rest of the com-
ponents of A passive. The time component τ can be active or passive. In the former case,
ν0 (corresponding to τ ) will be included in the termination index ν∗(m). Since there is no
need to distinguish whether or not τ is among active components, for notational conve-
nience we redenote the termination index just by ν and on occasion we will distinguish
either case verbally. Also, for convenience, we assume all random components of vectors
Xn to be continuous, although they can be discrete or mixed-valued.
Let
γ0(u, v) = E
[
eu·X0e−vτ0
]
and γ (u, v) = E[eu·X1e−v(τ1−τ0)], (3.6)
with · being the dot product. Let f ∈ L1(R; l), where l is the Borel–Lebesgue measure,
and let
fˆ ∗(ϑ) = ϑ
∞∫
η=0
e−ηηf (η) l(dη).
The function f can be restored by using the inverse Laplace-like operator L−1(·) =
Lapl−1( 1 (·)), where Lapl−1 stands for the inverse of the Laplace transform. Similarly,ϑ
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Lebesgue measure in B(Rm)):
Fˆ ∗(θ) =
m∏
i=1
θi
∫
η1∈R+
· · ·
∫
ηm∈R+
e−θiηiF (η1, . . . , ηm) lm(dη1, . . . , dηm),
where θ = (θ1, . . . , θm) and
L−1(·) = Lapl−1
(
1
θm
(
. . .
(
Lapl−1
(
1
θ1
(·)
))))
.
The below theorem is a key result for “time insensitive functionals.” It was proven by one
of the authors in 1997 [14] for the case of three active and for arbitrary many passive
components. For the upcoming needs, the theorem is formulated for an arbitrary many
active components.
Theorem 1. The functional h(ξ,u, v) = E[ξeu·Aνe−vτν ] satisfies the following expression:
h(ξ,u, v) = E[ξνeu·Aνe−vτν ]
= γ0(u, v) −
[
1 − ξγ (u, v)]
·L−1
{
γ0(u1 + θ1, . . . , um + θm,um+1, . . . , uk, v)
1 − ξγ (u1 + θ1, . . . , um + θm,um+1, . . . , uk, v)
}
(L). (3.7)
For τ being also active,
h(ξ,u, v) = E[ξeu·Aνe−vτν ]
= γ0(u, v) −
[
1 − ξγ (u, v)]
·L−1
{
γ0(u1 + θ1, . . . , um + θm,um+1, . . . , uk, v + ϑ)
1 − ξγ (u1 + θ1, . . . , um + θm,um+1, . . . , uk, v + ϑ)
}
(L0).
(3.8)
Here θ = (θ1, . . . , θk).
Formulas (3.7)–(3.8), as proven in [14], hold true for a maximum of three active com-
ponents (m 3) (with τ being active, m 2), while passive components are not restricted
to any number. However, since the formulas seem to hold in the general case, we will refer
to an arbitrary m in Theorem 1 as a conjecture. Also, for brevity, we assume that all active
components of (X , τ ) are continuous. In the event of discrete or mixed components, for-
mulas (3.7)–(3.8) look slightly different and we leave any further details to special cases.
Remark. In a more general scenario, we may also consider r independent “streams” (A =
(A(1), . . . ,A(r), T = τ (1), . . . , τ (r)) of marked random measures, each of type (3.1)–(3.2)
with
X
(j)
n :Ω → Rkj+ and τ (j)n :Ω → R+, j = 1, . . . , r, (3.9)
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(A,T) =
( ∞∑
n=0
X
(j)
n ετ (j)n
: j = 1, . . . , r
)
. (3.10)
This and other results related to the process (A,T) will be left to upcoming articles.
4. Generalized stationary Cox process
One of the central issues of these studies is what class of processes should Nt and τ
represent to arrive at analytically tractable functionals. In turn, a rationale of closed forms
is without any doubt preferred to stochastic simulation, which depends upon numeric data,
lacks optimization, and most significantly tends to overlook various “pathogenic” paths. If
Nt is a single-variate marked Poisson process, we then talk about one single level which is
to be crossed by Nt at one of the observation epochs τ and the analysis is relatively simple
if the process τ is renewal. If Nt is multivariate marked process with mutually dependent
increments, then there is a subclass of processes we can analyze, which are not Poisson,
but have some properties of Poisson processes. In addition, we can allow its intensity to be
random. Below we make a brief overview of a class of such processes, which is basic in
our studies.
Let M be the set of all Radon measures on the Borel σ -algebra B(Rm). Let (Ω,F)
be a measure space. A random measure Π is a measurable mapping from (Ω,F) to
(M,B(M)), i.e., it is a combination of a Radon measure and random variable. As a Radon
measure, for every fixed ω ∈ Ω , a random measure can be point, atomic, or diffuse. Given
the sequences V = {t1, t2, . . .} and U = {U1,U2, . . .} of random variables valued in R+,
the random measure
Π =
∑
j1
Ujεtj
(where εa is the point mass) is called a marked point random measure.
A random measure will be called a vector random measure if each of its entries is a
random measure. (Observe that a rigorous construction of product random measures is
in our case not mandatory, as we will deal merely with the semi-ring of rectangles.) For
basics on random measures and point processes one can be referred to the monograph [27]
by Karr.
We will consider the principal construction of the generalized stationary Cox and Pois-
son random measures. Let V = {t1, t2, . . .} be a monotone nondecreasing sequence of r.v.’s
valued in R+ and let U = {U1,U2, . . .} be a sequence of nonnegative iid random vectors,
each valued in Rm+. Then, the vector-random measure
Π =
∑
j1
Ujεtj (4.1)
(where εa is the point mass) is a marked point vector-measure. In this particular scenario
of a random measure, the random scalar point tj (which can be regarded as a time epoch) is
associated with the random vector Uj whose entries can represent various characteristics of
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signals, and waiting time, which can all be interdependent. The latter can be manifested as
follows. Assume, for instance, that U(1)j is the number of molecules diffused at a particular
location of space at time tj . Then, the cumulative mass of this batch of molecules is U(2)j =
m1 + · · · + mU(1)j . We can similarly calculate their total kinetic energy and gravitational
force.
Notice that for Π to be a marked measure, U need not be iid, but we will assume them
to be such for all upcoming applications. We will also assume the position independent
marking property, i.e., that U and V are independent. We will also assume that the common
distribution of U will be atomic or diffuse.
For the related below principles of Poisson and Cox processes, pertinent sources are the
monographs [31] by Kingman and [6] by Bening and Korolev.
First, we suppose that the random variables Uj in (4.1) are univariate. Recall that Π is
a Poisson marked random measure, directed by a Radon measure Λ (also called the mean
measure) on B(R), if:
(a) for any disjoint Borel sets A,A1, . . . ,Ai in B(R), the random variables Π(·,A1),
. . . ,Π(·,Ai) are independent, and
(b) E
[
eθΠ(A)
]= eΛ(A)(m(θ)−1), (4.2)
where m(θ) is the common mgf (moment generating function) of Uj ’s. If Uj are random
vectors, then (4.2) has to be replaced by
(b′) E
[
eθ ·Π(A)
]= eΛ(A)(g(θ)−1), (4.3)
where · stands for the dot product, Λ is now a Radon vector measure directing Π , and the
function g(θ) is a Borel function of the joint mgf m(θ) of the vectors of sequence U and
marginal mgf’s of m(θ) (which we omitted for brevity) and the function g is contractive
on some open subset of Ck . In this form, the random measure (4.1) under an “independent
increment property” in the form of (a) and axiom (b′) is not really Poisson and we will
refer to this as the generalized Poisson marked random measure or generalized Poisson
marked process. We will also add that the process is directed by Λ and function g.
Now, if the mean measure Λ is in turn a random measure, in which case (4.3) will be
rewritten as
(B) E
[
eθ ·Π(A) | Λ]= eΛ(A)(g(θ)−1), (4.4)
and axiom (a) will be restated as
(A) Π(·,A1), . . . ,Π(·,Ai) are conditionally independent given Λ,
then the random measure Π is generalized Cox or generalized doubly stochastic Poisson.
We will restrict our studies to the case when Λ is a translation-invariant random measure.
Therefore, Λ = λl a.s., where λ (referred to as the intensity of Π ) is a random variable
valued in R+ and l is a Borel–Lebesgue measure on B(R). Such a Cox process is called
stationary. (The translation-invariance of Λ is a necessary constraint to keep stochastic
identity of increments over an upcoming renewal process “embedded” in Π . A determin-
istic process would yield an immediate counterexample.)
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m(θ) as the common mgf (moment generating function) of its marks Uj . Let
Π0 =
∞∑
j=1
Ujεtj + N0ε0 (4.5)
and
Nt = Π0
([0, t]), (4.6)
where N0 is some random vector valued in Rk+ independent of Π and of any other forth-
coming processes and let
τ =
∑
i0
ετi (4.7)
be any delayed renewal process on R+.
Example. Assume that Π0 is described by their marks U1,U2, . . . , as follows. Let U1 =
(D1,C
(1)
2 , . . . ,C
(1)
k ) be such that D1 is a discrete component, with a pgf a(z), and the
rest of U1 are continuous or mixed components, with c(u2, . . . , uk) as the marginal mgf
of the random vector (C(1)2 , . . . ,C
(1)
k ). As previously mentioned, D1 can be the size of
the first batch of gaseous molecules diffused at time t1 through a membrane into a certain
space, and C(1)2 denotes their total mass, C
(1)
3 stands for their total energy, C
(1)
4 for their
total gravitation, etc.; so that if c2(i) is the mass of the ith molecule in this batch, C(1)2 =
c2(1)+ · · · + c2(D1). The rest of C-components are defined analogously. Now suppose
Nt = Π0
([0, t])= (N1t , . . . ,Nkt )T
with N1t being the cumulative number of molecules diffused through the membrane during
the time interval [0, t]. Then,
Nt =
(
N10 + Π0
(
(0, t]),N20 + c2(1)+ · · · + c2(N1t ), . . . ,Nk0 + ck(1)+ · · · + ck(N1t ))T,
(4.8)
where N0 is the vector of the initial values of Nt . Hence,
E
[
eu·Nt | λ]= q(u)E[eu1N1t E[eu2N2t +···+ukNtk ∣∣N1t ] ∣∣ λ]
= q(u)E[(eu1c(u2, . . . , uk))N1t ∣∣ λ]
= q(u1, . . . , uk) exp
{
λt
(
a
(
eu1c(u2, . . . , uk)
))− 1}, Re(u) < 0, (4.9)
where q(u) is the joint transformation of N0.
Therefore,
g(u) = a(eu1c(u2, . . . , uk)).  (4.10)
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Now we assume that Π0 is being “observed” by τ (upon τi ’s). Consequently, the incre-
ments
Xn := Π0
(
(τn−1, τn]
)
, n = 1,2, . . . , X0 := Π0
([0, τ0]), (5.1)
along with τ itself, form an embedded delayed marked renewal random measure(A(Π0), τ ) :=∑
i0
Xi ετi (5.2)
with position τ = {τ0, τ1, . . .} dependent marking X = {X0,X1, . . .}. The renewal prop-
erty follows easily from the translation-invariance of the directing measure Λ. Let A :=
{An: n = 0,1, . . .} with
An :=X0 + · · · +Xn =
(
A(1)n , . . . ,A
(k)
n
) (5.3)
and L := (L1, . . . ,Lm) and L0 := (L0,L1, . . . ,Lm) be two vectors with nonnegative real
components. Recall that
νi = inf
{
j = 0,1, . . . : A(i)j > Li
}
, i = 1, . . . , k, (5.4)
ν0 = inf{j = 0,1, . . . : τj > L0}, (5.5)
and
ν(m) = min{ν1, . . . , νm}, ν∗(m) = min{ν0, . . . , νm}, m k. (5.6)
Also recall that the components of A indexed from 1 to m are active and for m< r , the
rest of the components ofA are passive. The time component τ can be active or passive. In
the former case, ν0 (corresponding to τ ) will be included in the termination index ν∗(m).
Denote the termination index just by ν and on occasions we will distinguish either case
verbally.
The observations will continue to the moment until one of the active components crosses
its preassigned level Li . The rest of the active components, as well as passive ones, will
assume their respective values. It will take ν phases of τ to pass, and τν will be the first
passage time of (A(Π0), τ ). The time component τ will be included as active whenever
the process (A(Π0), τ ) needs to be restricted in time. The thresholds L and L0 may be
random, but for now we will treat them as a.s. constants.
We shall call (A(Π0), τ ) the (stationary) Cox process observed by τ . The very special
feature of this process is its first passage time τν and the values its components assume
at τν . The joint functional of all these values can be regarded as a special case stated in
Theorem 1 (which is a conjecture for more than three active components) with γ0 and γ
calculated explicitly using some probabilistic arguments, postponed for a later discussion.
Some limitation of this result is that the functional is time-insensitive, i.e. there is no
relation between τν along with its “associates” and a real time t or any stopping time
around t . Consequently, there is no relationship between (A(Π0), τ ) and the continuous
time parameter generalized Cox process Nt defined in (4.5)–(4.6), which is the “original”
process to be observed by τ . Not only is this a question of importance, but it is often of
12 R.P. Agarwal et al. / J. Math. Anal. Appl. 293 (2004) 1–13interest what the value Nt would assume at any moment of time t prior to τν or past τν .
A special case of this problem for one active and one passive components, with λ being
a.s. constant, and Nt single-variate, was considered in [18,20]. The general case will be
formulated in [2].
The studies of this work will continue through [2] about time sensitive functionals of
(A(Π0), τ ).
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