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ABSTRACT
An important problem in ad-hoc microphone speech separation is
how to guarantee the robustness of a system with respect to the
locations and numbers of microphones. The former requires the
system to be invariant to different indexing of the microphones with
the same locations, while the latter requires the system to be able to
process inputs with varying dimensions. Conventional optimization-
based beamforming techniques satisfy these requirements by def-
inition, while for deep learning-based end-to-end systems those
constraints are not fully addressed. In this paper, we propose
transform-average-concatenate (TAC), a simple design paradigm
for channel permutation and number invariant multi-channel speech
separation. Based on the filter-and-sum network (FaSNet), a re-
cently proposed end-to-end time-domain beamforming system, we
show how TAC significantly improves the separation performance
across various numbers of microphones in noisy reverberant sep-
aration tasks with ad-hoc arrays. Moreover, we show that TAC
also significantly improves the separation performance with fixed
geometry array configuration, further proving the effectiveness of
the proposed paradigm in the general problem of multi-microphone
speech separation.
Index Terms— Microphone array, beamforming, speech sepa-
ration, deep learning
1. INTRODUCTION
Deep learning-based beamforming systems, sometimes called neu-
ral beamformers, have been an active research topic in recent years
[1, 2]. A general pipeline in the design of many recent neural beam-
formers is to first perform pre-separation on each channel indepen-
dently, and then apply conventional beamforming techniques such as
minimum variance distortionless response beamforming (MVDR) or
multi-channel Wiener filtering (MWF) based on the pre-separation
outputs [2–8]. As those conventional beamforming techniques are
typically defined as an optimization problem invariant to the permu-
tation of number of the microphones, this pipeline serves as a univer-
sal solution to multi-channel speech separation tasks in various con-
figurations. However, as the pre-separation stage is typically trained
independently and the estimation of the beamforming filters is a de-
terministic operation irrelevant to the pre-separation outputs, such
systems may generate unreliable outputs when the pre-separation
stage fails.
Another pipeline for neural beamformers is to directly estimate
the beamforming filters in either time domain or frequency domain
[9–13]. Without the use of conventional filter estimation operations
∗Work done during internship at Microsoft Research.
in optimization-based beamformers, this pipeline allows for end-to-
end estimation of beamforming filters in a fully-trainable fashion.
However, such systems typically assume knowledge about the num-
ber of microphones, since a standard network layer can only gen-
erate a fix-sized output. Moreover, as the fix-sized output typically
consists of the beamforming filters for all channels, it implicitly de-
termines the permutation or indexing of the microphones during the
assignment of the sub-parts of the output to different channels. As a
consequence, permuting the channel indexes while maintaining their
locations might generate completely different outputs and lead to in-
consistent performance.
A recently proposed system, the filter-and-sum network (FaS-
Net) [13], attempts to address the disadvantages of both types
of pipelines. FaSNet directly estimates the time-domain beam-
forming filters without specifying the number or permutation of
the microphones. With a two-stage design, the first stage applies
pre-separation on a selected reference microphone by estimating
its beamforming filters, and the second stage estimates the beam-
forming filters for all remaining microphones based on pair-wise
cross-channel features between the pre-separation output and each
of the remaining microphones. The filters from both stages are con-
volved with their corresponding channel waveforms and summed
together to form the beamformed output. This is equivalent to re-
place the filter estimation operation in conventional beamformers
by a pair-wise end-to-end filter estimation module and jointly train
the two stages. The filter estimation in the second stage is invari-
ant to permutation and number of the microphones due to the use
of pair-wise features. Experiment results on fixed geometry array
configuration have shown that FaSNet was able to achieve better
performance than conventional mask-based neural beamformers
in multi-channel speech separation and dereverberation tasks [13],
indicating the potential of the model.
Although FaSNet overcomes the shortcomings of both pipelines,
it also weakens the strengths of them. It still suffers from the prob-
lem that the performance of the pre-separation stage greatly affects
the filter estimation at the second stage, and the use of pair-wise fea-
tures prevents it from utilizing the information from all microphones
to make a global decision during filter estimation. These flaws might
cause unstable and unreliable performance especially in ad-hoc ar-
ray configurations, where the acoustic properties of different micro-
phones’ signals may significantly differ.
To allow the model to get rid of the weaknesses and preserve
the advantages of both pipelines, we propose transform-average-
concatenate (TAC), a simple method for microphone permutation
and number invariant processing that fully utilizes the information
from all microphones. A TAC module first transforms each chan-
nel’s feature with a sub-module shared by all channels, and then the
outputs are averaged as a global-pooling stage and passed to another
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Fig. 1. Flowcharts of variants of FaSNet models. Only one output is illustrated for the sake of simplicity. (A) The original two-stage FaSNet.
(B) The two-stage FaSNet with TAC applied to every processing block in the second stage. (C) The single-stage FaSNet. (D) The single-stage
FaSNet with TAC applied to every processing block.
sub-module for extra nonlinearity. The corresponding output is then
concatenated with each of the outputs of the first transformation sub-
module and passed to a third sub-module for generating channel-
dependent outputs. It is easy to see that, with parameter sharing at
the transform and concatenate stages and the permutation-invariant
property of the average stage, TAC guarantees channel permutation
and number invariant processing and is always able to make global
decisions. In Section 4 we will compare multiple model configura-
tions with and without TAC and show that such design improves the
FasNet performance in both ad-hoc and fixed geometry array set-
tings.
The rest of the paper is organized as follows. We introduce the
TAC design paradigm and how it is applied in the FaSNet framework
in Section 2, describe the experiment settings in Section 3, provide
and discuss the experiment results in Section 4, and conclude the
paper in Section 5.
2. TRANSFORM-AVERAGE-CONCATENATE
PROCESSING
2.1. Tramsform-average-concatenate (TAC)
We consider an N -channel microphone array with an arbitrary ge-
ometry where N ∈ {2, . . . , Nm} can vary between 2 and a pre-
defined maximum number Nm ≥ 2. Each channel is represented
by a sequential feature Zi ∈ RT×∗, i = 1, . . . , N where T denotes
the sequence length and ∗ denotes arbitrary feature dimensions. For
simplicity we assume one-dimensional features, i.e. Zi ∈ RT×K ,
although the proposed method can be easily extended to higher di-
mensions.
A TAC module first transforms each channel’s feature with a
shared sub-module. Although any neural network architectures can
be applied, here we simply use a fully-connected (FC) layer with
parametric rectified linear unit (PReLU) activation at each time step:
f i,j = P (zi,j), j = 1, . . . , T (1)
where zi,j ∈ R1×K is the j-th time step in Zi, P (·) is the mapping
function defined by the FC layer, and f i,j ∈ R1×D denotes the out-
put for channel i at time step j. All features f i,j , i = 1, . . . , N at
time step j are then averaged as a global-pooling stage, and passed
to another FC layer with PReLU activation:
fˆ j = R(
1
N
N∑
i=1
f i,j) (2)
where R(·) is the mapping function defined by this FC layer and
fˆ j ∈ R1×D is the output at time step j. fˆ j is then concatenated
with f i,j at each channel and passed to a third FC layer with PReLU
activation to generate channel-specific output gi,j ∈ R1×D:
gˆi,j = S([f i,j ; fˆ j ]) (3)
where S(·) is the mapping function defined by this FC layer and
[x; y] denotes the concatenation operation of vector x and y. A resid-
ual connection is then added between the original input zi,j and gˆi,j
to form the output of the TAC module:
zˆi,j = zi,j + gˆi,j (4)
TAC is closely related to the recent progress in permutation in-
variant functions and functions defined on sets [14]. Permutation
invariant neural architectures have been widely investigated in prob-
lems such as relational reasoning [15], point-cloud analysis [16] and
graph neural networks [17]. The transform and average stages corre-
spond to the general idea of parameter-sharing and pooling in a fam-
ily of permutation invariant functions [14], while the concatenate
stage is applied as in the problem setting of beamforming, the di-
mension of outputs should match that of the inputs. The concatenate
stage also allows the usage of residual connections, which enables
the TAC module to be inserted into any deep architectures without
increasing the optimization difficulty.
2.2. Filter-and-sum network (FaSNet) with TAC
2.2.1. FaSNet recap
Filter-and-sum network (FaSNet) is a time-domain filter-and-sum
neural beamformer that directly estimates the beamforming filters
with a two-stage design. It first splits the input signals xi, i =
1, . . . , N into frames of L samples with a hop size ofH ∈ [0, L−1]
samples:
xi,t = xi[tH : tH + L− 1], t ∈ Z (5)
where t is the frame index. Each frame is then concatenated with a
context window of W samples in both future and past, resulting in a
context frame of L+ 2W samples:
ci,t = xi[tH −W : tH + L+W − 1] (6)
We drop the frame index t in the following discussions where there
is no ambiguity. C beamforming filters of length 2W + 1, hi,j ∈
R1×2W+1, j = 1, . . . , C, are estimated from ci for the C target
sources, and the waveforms of the sources are obtained by time-
domain filter-and-sum operation:
yj =
N∑
i=1
hi,j ~ cˆi (7)
where yj ∈ R1×L is the beamformed output for source j, and ~
represents the convolution operation. All yj are then converted to
waveforms through the overlap-and-add method.
With a two-stage design, FaSNet first estimates the beamform-
ing filters for a selected reference microphone, which we denote as
microphone 1 without the loss of generality. A cross-channel fea-
ture of length 2W + 1, which is defined as the normalized cross-
correlation feature (NCC), is calculated between x1 and each of the
ci, i = 1, . . . , N :ci,j = ci[j : j + L− 1]qi,j = x1(ci,j)T‖x1‖2‖ci,j‖2 , j = 1, . . . , 2W + 1 (8)
It is easy to see that qi ∈ R1×(2W+1) is defined as the cosine simi-
larity between the center frame x1 at reference microphone and the
context frame ci at microphone i (including the reference micro-
phone itself). A linear layer is also applied on c1 to create a K-
dimensional embedding R1 ∈ R1×K as with the encoder in [18]:
R1 = c1U (9)
where U ∈ R(L+2W )×K is the weight matrix. R1 is then con-
catenated with the mean of all qi and passed to a neural network to
calculate the C beamforming filters h1,j , j = 1 . . . , C. The mean-
pooling operation applied on qi guarantees that the cross-channel
feature is invariant to the microphone permutations. The beam-
forming filters h1,j are then convolved with c1 to generate the pre-
separation results y1,j ∈ R1×L:
y1,j = c1 ~ h1,j , j = 1, . . . , C (10)
The second stage of FaSNet estimates source j’s beamforming
filter for each of the remaining channels based on y1,j . Similarly,
the NCC feature vi,j ∈ R1×(2W+1) between ci, i ∈ {2, . . . , N}
and y1,j and channel embedding Ri ∈ R1×K can be calculated in
the same way. Another neural network then takes the concatenation
of Ri and vi,j as input and generates a single beamforming filter
hi,j for source j. All hi,j are convolved with their corresponding
window ci, and summed with the pre-separation output to form the
final beamforming output:
yj = y1,j +
N∑
i=2
ci ~ hi,j (11)
2.2.2. FaSNet variants with TAC
The most straightforward way to apply TAC in FaSNet is to replace
the pair-wise filter estimation in the second stage to a global op-
eration, allowing the filters for each of the C sources to be jointly
estimated across all remaining microphones. For each block in the
neural networks for filter estimation, e.g. each temporal convolu-
tion network (TCN) in [18] or each dual-path RNN (DPRNN) block
in [19], the TAC architecture proposed in Section 2.1 is added at the
output of each block. Figure 1 (A) and (B) compare the flowcharts
of the original and modified two-stage FaSNet models.
However, the pre-separation results at the reference microphone
still cannot benefit from the TAC operation with the two-stage de-
sign. We thus propose a single-stage architecture where the filters
for all channels are jointly estimated. Figure 1 (C) and (D) show the
single-stage FaSNet models without and with TAC, respectively. For
single-stage models, qi, i = 1, . . . , N is used as the NCC feature for
each channel without mean-pooling.
3. EXPERIMENTAL PROCEDURES
3.1. Dataset
We evaluate our approach on the task of multi-channel two-speaker
noisy speech separation with both ad-hoc and fixed geometry micro-
phone arrays. We create a multi-channel noisy reverberant dataset
with 20000, 5000 and 3000 4-second long utterances from the Lib-
rispeech dataset [20]. Two speakers and one nonspeech noise are
randomly selected from the 100-hour Librispeech dataset and the
100 Nonspeech Corpus [23], respectively. An overlap ratio between
the two speakers is uniformly sampled between 0% and 100% such
that the average overlap ratio across the dataset is 50%. The two
speech signals are then shifted accordingly and rescaled to a ran-
dom relative SNR between 0 and 5 dB. The noise is repeated if its
length is smaller than 4 seconds, and the relative SNR between the
power of the sum of the two clean speech signals and the noise is ran-
domly sampled between 10 and 20 dB. The transformed signals are
then convolved with room impulse responses generated by the image
method [21] using the gpuRIR toolbox [22]. The length and width
of the room are randomly sampled between 3 and 10 meters, and the
height is randomly sampled between 2.5 and 4 meters. The rever-
beration time (T60) is randomly sampled between 0.1 and 0.5 sec-
onds. The echoic signals are summed to create the mixture for each
microphone. All microphone, speaker and noise locations in the ad-
hoc array dataset are randomly sampled to be at least 0.5 m away
from the room walls. In the fixed geometry array dataset, the mi-
crophone center is first sampled and then 6 microphones are evenly
distributed around a circle with diameter of 10 cm. The speaker lo-
cations are then sampled such that the average speaker angle with
respect to the microphone center is uniformly distributed between
0 and 180 degrees. The noise location is sampled without further
constraints. The ad-hoc array dataset contains utterances with 2 to 6
microphones, where the number of utterances for each microphone
configuration is set equal.
3.2. Model configurations
We compare multiple models in both configurations. For single-
channel models, we use the first stage in the original FaSNet as
a modification to the time-domain audio separation network [18],
where the separation is done by estimating filters for each context
frame in the mixture instead of masking matrices on a generated
front-end. We refer to this model as TasNet-filter. For adding NCC
features to the single-channel baseline, we apply three strategies:
(1) no NCC feature (pure single-channel processing), (2) concate-
nate the mean-pooled NCC features (i.e. first stage in FaSNet), and
(3) concatenate all NCC features according to microphone indexes
(similar to [24], only applicable in fixed geometry array). For multi-
channel models, we use the four variants of FaSNet introduced in
Section 2.2.2. We use DPRNN blocks [19] as shown in Figure 1 in
all models, as it has shown that DPRNN was able to outperform the
previously proposed temporal convolutional network (TCN) with a
significantly smaller model size [19]. All models are trained to min-
Table 1. Experiment results on ad-hoc array with various numbers of microphones. SI-SNRi is reported on decibel scale.
Model # of param. # of mics Overlap ratio Average
<25% 25-50% 50-75% >75%
TasNet-filter 2.9M
2 / 4 / 6
12.5 / 12.2 / 12.3 8.9 / 8.6 / 9.0 6.4 / 6.2 / 6.1 3.9 / 3.6 / 3.8 7.8 / 7.8 / 8.0
+NCC ave. 2.9M 13.1 / 13.0 / 13.2 8.8 / 8.8 / 8.9 6.4 / 6.1 / 6.2 3.2 / 3.6 / 3.6 7.7 / 8.0 / 8.2
+NCC ave.+4ms 2.9M 13.2 / 13.3 / 13.6 9.5 / 9.3 / 9.7 7.0 / 6.6 / 7.1 4.6 / 4.4 / 4.7 8.4 / 8.5 / 9.0
FaSNet 3.0M 11.0 / 11.5 / 11.5 7.0 / 7.9 / 8.1 4.5 / 5.2 / 5.4 2.0 / 2.6 / 3.0 5.9 / 6.9 / 7.3
+TAC 3.0M 11.3 / 11.8 / 11.7 7.2 / 7.8 / 8.5 5.1 / 5.4 / 5.5 1.9 / 2.3 / 3.0 6.2 / 7.0 / 7.4
+joint 2.9M 14.4 / 13.7 / 14.1 10.2 / 9.8 / 10.4 7.5 / 7.2 / 7.7 4.6 / 4.5 / 4.7 9.0 / 8.9 / 9.5
+TAC+joint 2.9M 15.2 / 16.1 / 16.1 10.9 / 11.6 / 12.2 8.6 / 9.5 / 9.8 5.5 / 7.2 / 7.6 9.8 / 11.2 / 11.7
+TAC+joint+4ms 2.9M 15.1 / 16.0 / 16.2 10.8 / 12.0 / 12.5 8.6 / 9.6 / 9.8 6.2 / 7.8 / 8.3 10.0 / 11.5 / 12.0
Table 2. Experiment results on 6-mic fixed geometry (circular) array. SI-SNRi is reported on decibel scale.
Model # of param. Speaker angle Overlap ratio Average
<15° 15-45° 45-90° >90° <25% 25-50% 50-75% >75%
TasNet-filter 2.9M 7.6 7.9 8.2 8.3 12.8 9.1 6.4 3.7 8.0
+NCC concat. 3.1M 6.6 6.8 7.0 7.1 11.2 8.6 5.2 2.6 6.9
+NCC ave. 2.9M 8.2 8.6 8.9 8.9 13.3 9.9 7.1 4.4 8.7
+NCC ave.+4ms 2.9M 8.5 8.8 9.1 9.3 13.6 10.0 7.3 4.8 8.9
FaSNet 3.0M 8.5 9.6 10.7 11.4 14.1 11.1 8.7 6.3 10.0
+TAC+joint 2.9M 9.0 10.8 12.3 13.1 15.5 12.2 9.9 7.6 11.3
+TAC+joint+4ms 2.9M 9.1 11.1 12.6 13.4 15.6 12.4 10.1 8.0 11.5
imize negative scale-invariant SNR (SI-SNR) [25] with utterance-
level permutation invariant training (uPIT) [26]. The training target
is always the reverberant clean speech signals. We report SI-SNR
improvement (SI-SNRi) as the separation performance metric.
The context window sizeW is always set to 16 ms (i.e. 256 sam-
ples at 16k Hz sample rate) and by default we set L = W . We also
investigate smaller L while keeping W at 16 ms, which allows us to
investigate the effect of window size with dimension of both beam-
forming filters and the NCC features unchanged (both 2W +1). The
details about the dataset generation as well as model configurations
is available online1.
4. RESULTS AND DISCUSSIONS
Table 1 shows the experiment results on the ad-hoc array configu-
ration. We only report the results on 2, 4 and 6 microphones due
to the space limit. For the TasNet-based models, minor performance
improvement can be achieved with the averaged NCC features, how-
ever increasing the number of microphones does not necessarily im-
proves the performance. For the original two-stage FaSNet models,
the performance is worse than TasNet with NCC feature even with
TAC applied at the second stage. As TasNet with averaged NCC fea-
ture is equivalent to the first stage in the two-stage FaSNet, this ob-
servation indicates that the two-stage design cannot perform reliable
beamforming at the second stage in the ad-hoc array configuration.
On the other hand, single-stage FaSNet without TAC already out-
performs both TasNet-based and two-stage FaSNet models, show-
ing that the pre-separation stage is unnecessary in this configuration.
Adding TAC to the single-stage FaSNet further improves the perfor-
mance in all conditions and microphone numbers, and guarantees
that more microphones will not make the performance worse. The
improvement in conditions where the overlap ratio is high is rather
significant. This shows that adding TAC modules enables the model
to estimate much better filters by using all available information.
Although TAC is designed for the ad-hoc array configuration
where the permutation and the number of microphones are unknown,
we also investigate whether improvements can be achieved in a fixed
1https://github.com/yluo42/TAC
geometry array configuration. Table 2 shows the experiment results
with the 6-mic circular array described earlier. We notice that TasNet
with all NCC features concatenated leads to even worse performance
than the pure single-channel model, indicating that we might need to
rethink the properness of feature concatenation in such frameworks.
The original FasNet has significantly better performance than all
TasNet-based models, which matches the observation in [13]. How-
ever, the single-stage FaSNet with TAC still greatly outperforms the
original FaSNet across all conditions, showing that TAC is also help-
ful for fixed geometry arrays. A possible explanation for this is that
TAC is able to learn geometry-dependent information even without
explicit geometry-related features.
In the original FaSNet, it was reported that smaller center win-
dow size L led to significantly worse performance due to the lack
of frequency resolution. Here we argue that the worse performance
was actually due to the lack of global processing in filter estima-
tion. In the last row of both tables we can observe better or on par
performance for single-stage FaSNet with TAC with 4 ms window.
This strengthens our argument and further proves the effectiveness
of TAC across various model configurations.
5. CONCLUSION
We proposed transform-average-concatenate (TAC), a simple method
for end-to-end microphone permutation and number invariant multi-
channel speech separation. A TAC module first transformed each
input channel feature with a sub-module, and averaged the outputs
and passed it to another sub-module, finally concatenated the output
from second stage with each of the output from the first stage and
passed it to a third sub-module. The first and third sub-modules were
shared for all channels. TAC can be viewed as a function defined on
sets being invariant to the permutation and number of set elements,
and guaranteed to use the fully information within the set to make
global decisions. We showed how TAC can be inserted seamlessly
into the filter-and-sum network (FaSNet), a recently proposed end-
to-end multi-channel speech separation model, to greatly improve
the separation performance in both ad-hoc and fixed geometry con-
figurations. We hope TAC can shed light on model designs for other
multi-channel processing problems.
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