ABSTRACT. We prove some Bloom type estimates in the product BMO setting. More specifically, for a bounded singular integral Tn in R n and a bounded singular integral Tm in R m we prove that
INTRODUCTION
Let µ and λ be two general Radon measures in R n . A two-weight problem asks for a characterisation of the boundedness T : L p (µ) → L p (λ), where T is, for instance, a singular integral operator (SIO). Singular integral operators take the form T f (x) =ˆR n K(x, y)f (y) dy, where different assumptions on the kernel K lead to important classes of linear transformations arising across pure and applied analysis. There exists a two-weight characterisation for the Hilbert transform T = H, where K(x, y) = 1/(x − y), by Lacey [25] and Lacey, Sawyer, Uriarte-Tuero and Shen [26] (see also Hytönen [20] ).
In a Bloom type variant of the two-weight question we require that µ and λ are Muckenhoupt A p weights and that the problem involves a function b that can be taken to be in some appropriate weighted BMO space BMO(ν) formed using the Bloom weight ν := µ 1/p λ −1/p ∈ A 2 . The presence of the function b lands us naturally to the commutator setting. Coifman-Rochberg-Weiss [3] showed that the commutator [b, T ]f := bT f − T (bf ) satisfies
for a wide class of singular integrals T . These estimates are called the commutator lower bound and the commutator upper bound, respectively. Both estimates are non-trivial and proved quite differently. The upper bound should hold for all bounded SIOs, while the lower bound requires some suitable non-degenaracy. Given some operator A b , the definition of which depends naturally on some function b, the Bloom type questions concerns the validity of the estimate
When studied in the natural commutator setting we may also, for suitable singular integrals T , hope to prove the appropriate lower bound, such as
In the Hilbert transform case T = H Bloom [2] proved such a two-sided estimate.
A renewed interest on the Bloom type estimates started from the recent works of Holmes-Lacey-Wick [14, 15] . They proved Bloom's upper bound for general bounded SIOs in R n using modern proof techniques, and considered the lower bound in the Riesz case. Lerner-Ombrosi-Rivera-Ríos [30] further refined these results using sparse domination. An iterated commutator of the form [b, [b, T ] ] is studied by Holmes-Wick [17] , when b ∈ BMO ∩ BMO(ν). It was also possible to prove this iterated case from the first order case via the so-called Cauchy integral trick of Coifman-Rochberg-Weiss [3] , see Hytönen [21] . However, this works precisely because it is also assumed that b ∈ BMO. It turns out that BMO ∩ BMO(ν) is not optimal. A fundamentally improved iterated case is by Lerner-Ombrosi-Rivera-Ríos [31] . There b ∈ BMO(ν 1/2 ) BMO ∩ BMO(ν), and this is a characterisation as lower bounds also hold by [31] . In the recent paper [22] by Hytönen lower bounds with weak non-degeneracy assumptions on T (or its kernel K) are shown. On the other hand, multilinear Bloom type inequalities were initiated by Kunwar-Ou [24] .
We are interested in Bloom type inequalities in the bi-parameter setting. Classical one-parameter kernels are "singular" (involve "division by zero") exactly when x = y. In contrast, the multi-parameter theory is concerned with kernels whose singularity is spread over the union of all hyperplanes of the form x i = y i , where x, y ∈ R d are written
The bi-parameter case d = d 1 +d 2 = n+m is already representative of many of the challenges arising in this context. The prototype example is 1/[(x 1 − y 1 )(x 2 − y 2 )], the product of Hilbert kernels in both coordinate directions of R 2 , but general two-parameter kernels are neither assumed to be of the product nor of the convolution form. A general bi-parameter SIO is a linear operator with various kernel representations depending whether we have separation in both R n and R m (a full kernel representation), or just in R n or R m (a partial kernel representation). See the bi-parameter representation theorem [34] by one of us. This is the modern viewpoint but deals with the same class of SIOs as originally introduced by Journé [23] (see Grau de la Herrán [13] ).
In general, there is a vast difference between the techniques that are required in the bi-parameter (or more generally multi-parameter) setting and in the one-parameter theory. For example, there is only one sparse domination paper in this setting, namely Barron-Pipher [1] , but the sparse domination is quite a bit more restricted than in the one-parameter setting.
Bloom theory in the bi-parameter setting is very recent. Bloom type upper bounds for commutators of the form [b, T ] are valid for bi-parameter Calderón-Zygmund operators T and they are established using the bi-parameter dyadic representation theorem [34] and carefully estimating the resulting commutators of various dyadic model operators (DMOs). Here we define a bi-parameter Calderón-Zygmund operator (CZO) to be a biparameter SIO such that T 1, T * 1, T 1 (1), T * 1 (1) ∈ BMO prod , and certain additional weak testing conditions hold. Here T 1 is a partial adjoint of T in the first slot,
and BMO prod is the product BMO of Chang and Fefferman [6, 7] . Holmes-Petermichl-Wick [16] proved the first bi-parameter Bloom type estimate
Here A p stands for bi-parameter weights (replace cubes by rectangles in the usual definition) and bmo(ν) is the weighted little BMO space defined using the norm
and the supremum is over all rectangles R = I × J ⊂ R n × R m . We refer to these types of commutators as little BMO commutators.
In the recent paper [33] we reproved the result of [16] in an efficient way based on improved commutator decompositions from our bilinear bi-parameter theory [32] . The clear structure of our proof allowed us to also handle the iterated little BMO commutator case and to prove the upper bound
There is also a different type of commutator, which is equally fundamental in the biparameter setting, but which we have not yet discussed. In this paper we are interested in Bloom type question for this commutator -the main point is that now the right space is not the little bmo but the much harder product BMO. If T n and T m are one-parameter CZOs (bounded SIOs) in R n and R m , respectively, then for the L p → L p norm of the commutator
, the right object is b ∈ BMO prod (R n+m ). We refer to these commutators as product BMO type commutators. Classical references for commutators of both type in the Hilbert transform case include Ferguson-Sadosky [12] and the groundbreaking paper Ferguson-Lacey [11] . In particular, [11] contains the extremely difficult lower bound estimate
See also Lacey-Petermichl-Pipher-Wick [27, 28, 29] for the higher dimensional Riesz setting and applications to div-curl lemmas. The corresponding upper bound is not easy either -even for special operators such as the Riesz transforms. However, in [9] Dalenc and Ou proved that for all CZOs
using the modern approach via the one-parameter representation theorem of Hytönen [18] . However, no Bloom type estimates have been considered. In this paper we prove the Dalenc-Ou [9] type bound in the Bloom setting -i.e., we prove Bloom type upper bounds for product BMO commutators. The following is our main result.
1.2. Theorem. Let T n and T m be one-parameter CZOs in R n and R m , respectively, and let p ∈ (1, ∞), µ, λ ∈ A p and ν := µ 1/p λ −1/p . We have the quantitative estimate
Here BMO prod (ν) is a weighted product BMO space as defined at least in [16, 33] . We note that bmo(ν) ⊂ BMO prod (ν) (a proof can be found at least in [33] ).
This product BMO Bloom estimate is proved in Section 4. While we were inspired by our previous paper [33] dealing with the new approach to little BMO commutators, a quite different take on things is required by the current product BMO setting. The proof idea is outlined in the beginning of Section 4.
It is probably possible to add more singular integrals to this Bloom bound and/or consider multi-parameter CZOs here, but we content with the most fundamental case here. However, we still mention the following. If we consider multi-parameter singular integrals in the product BMO type commutators, then some kind of little product BMO assumptions concerning b are the right thing. Suppose e.g. that T 1 and T 2 are bi-parameter CZOs in R n 1 ×R n 2 and R n 3 ×R n 4 , respectively. Then according to Ou-Petermich-Strouse [35] and Holmes-Petermichl-Wick [16] we have
where instead of T 1 we could also similarly as above write T 1,2 1 highlighting the fact that here it acts on the first two variables. In general, the field of multi-parameter commutator estimates is again very active -we mention e.g. that recently the commutators of multiparameter flag singular integrals were investigated by Duong-Li-Ou-Pipher-Wick [10] .
The product BMO Bloom type upper bound is the main contribution of this paper. However, we also complement our previous paper [33] and (1.1) by giving an easy little BMO iterated commutator lower bound proof using the so-called median method, previously used in the one-parameter setting in [31, 22] (see also [32] ). In [33] we only recorded the following remark regarding the Estimate (1.1). Choosing
we get a bi-parameter analog of [31] , while choosing θ 1 = 1 (and the rest zero) we get analogs of [17, 21] . However, the first is the better choice as bmo(ν 1/k ) ⊃ bmo ∩ bmo(ν). Indeed, similarly as in the one-parameter case [31] , this is seen by using that ν θ
ν θ R for all θ ∈ (0, 1) and rectangles R (this estimate follows from [4, Theorem 2.1] by iteration). In this paper we actually prove the lower bound showing the optimality of bmo(ν 1/k ). The details are given quickly in Section 5.
DEFINITIONS AND PRELIMINARIES
2.1. Basic notation. We denote A B if A ≤ CB for some constant C that can depend on the dimension of the underlying spaces, on integration exponents, and on various other constants appearing in the assumptions. We denote A ∼ B if B A B.
We work in the bi-parameter setting in the product space R n+m = R n × R m . In such a context x = (x 1 , x 2 ) with x 1 ∈ R n and x 2 ∈ R m . We often take integral pairings with respect to one of the two variables only: If f : R n+m → C and h :
Dyadic notation, Haar functions and martingale differences.
We denote a dyadic grid in R n by D n and a dyadic grid in R m by D m . If I ∈ D n , then I (k) denotes the unique dyadic cube S ∈ D n so that I ⊂ S and ℓ(S) = 2 k ℓ(I). Here ℓ(I) stands for side length. Also, ch(I) denotes the dyadic children of I, i.e.,
When I ∈ D n we denote by h I a cancellative L 2 normalised Haar function. This means the following. Writing I = I 1 × · · · × I n we can define the Haar function h
where h 0
. . , n. Here I i,l and I i,r are the left and right halves of the interval I i respectively. The reader should carefully notice that h 0 I is the non-cancellative Haar function for us and that in some other papers a different convention is used. If η ∈ {0, 1} n \ {0} the Haar function is cancellative:´h η I = 0. We usually suppress the presence of η and simply write h I for some h η I , η ∈ {0, 1} n \ {0}. Then h I h I can stand for h
I , but we always treat such a product as a non-cancellative function i.e. use only its size.
For I ∈ D n and a locally integrable function f : R n → C, we define the martingale difference
Next, we define bi-parameter martingale differences. Let f : R n × R m → C be locally integrable. Let I ∈ D n and J ∈ D m . We define the martingale difference
Define ∆ 2 J f analogously, and also define E 1 I and E 2 J similarly. We set
suppressing the finite η summations). Martingale blocks are defined in the natural way
Weights.
A weight w(x 1 , x 2 ) (i.e. a locally integrable a.e. positive function) belongs to bi-parameter
where the supremum is taken over R = I × J, where I ⊂ R n and J ⊂ R m are cubes with sides parallel to the axes (we simply call such R rectangles). We have
and that max ess sup
Ap is dominated by the maximum to some power. Of course,
For the basic theory of bi-parameter weights consult e.g. [16] .
Square functions and maximal functions.
Given f : R n+m → C and g : R n → C we denote the dyadic maximal functions by
Define also
We record the following standard estimates, which are used repeatedly below in an implicit manner. Some similar estimates that follow from the ones below are also used.
we have the weighted square function estimates
.
Here M can e.g. be
One easy way to show such estimates is to reduce to p = 2 via standard extrapolation. When p = 2 it is especially easy to use one-parameter results iteratively. See e.g. [5, 8] for one-parameter square function results and their history.
2.5. BMO spaces. Let b : R n+m → C be locally integrable.
We define the weighted product BMO space. Given ν ∈ A 2 (R n × R m ) set
, where h R := h I ⊗ h J and the supremum is taken over those sets Ω ⊂ R n+m such that |Ω| < ∞ and such that for every x ∈ Ω there exist R ∈ D so that x ∈ R ⊂ Ω. The non-dyadic product BMO space BMO prod (ν) is defined using the norm defined by the supremum over all dyadic grids of the above dyadic norms. We also say that b belongs to the weighted dyadic little BMO space bmo(ν, D) if
The non-dyadic variant bmo(ν) has the obvious definition. There holds bmo(ν, D) ⊂ BMO prod (ν, D) (this is proved explicitly at least in [33] ). We do not need this fact in this paper, however. For a sequence (a I ) I∈D n we define
MARTINGALE DIFFERENCE EXPANSIONS OF PRODUCTS
Let D n and D m be some fixed dyadic grids in R n and R m , respectively, and write
In what follows we sum over I ∈ D n and J ∈ D m . In general, in this paper always K, I, I 1 , I 2 ∈ D n and V, J, J 1 , J 2 ∈ D m .
Paraproduct operators. The product BMO type paraproducts are
The "illegal" bi-parameter paraproduct is
Things make sense at least with the a priori assumptions that b is bounded and f is bounded and compactly supported. For us b ∈ BMO prod (ν) so that only the A 1 , . . . A 4 are good as standalone operators. If we would have b ∈ bmo(ν) ⊂ BMO prod (ν), then also A 5 , . . . , A 8 would be good (but this is not the case here). So we can only rely on the following boundedness property. See [16, 33] 
We formally have
When we write like this we say that we decompose bf in the bi-parameter sense. When we employ this decomposition in practice we have to form suitable differences of the problematic operators with some other terms to get something that is bounded with the product BMO assumption. The operator W has a special role.
Next, we define operators related to one-parameter type decompositions. Define the one-parameter paraproducts
Define also the "illegal" one-parameter paraproduct
The operators a 1 i (b, ·) would be bounded if b ∈ bmo(ν) ⊂ BMO prod (ν), but again this is not the case here. The operators a 2 1 (b, f ), a 2 2 (b, f ) and w 2 (b, f ) are defined analogously. We formally have
In this case we say that we decomposed bf in the one-parameter sense (either in R n or R m ).
THE BLOOM TYPE PRODUCT BMO UPPER BOUND
4.1. Theorem. Let T n and T m be one-parameter CZOs in R n and R m , respectively, and let p ∈ (1, ∞), µ, λ ∈ A p and ν := µ 1/p λ −1/p . We have the quantitative estimate
4.2.
Remark. Here we are proving only the right quantitative bound, and prefer to understand the inequality so that b is nice to begin with -we at least make the purely qualitative a priori assumption b ∈ L ∞ (R n+m ).
Proof. It is enough to prove the Bloom type inequality for
, where U n and U m are DMOs (dyadic model operators) appearing in the representation theorem [18, 19] . This means that U n ∈ {S n , π n }, where S n is a dyadic shift in R n and π n is a dyadic paraproduct in R n (we will recall what these mean as we go). We only have to maintain a polynomial dependence on the complexity of the shift.
Let f : R n+m → C be bounded and compactly supported. How we expand various products of functions (in the bi-parameter sense, in the one-parameter sense, or not at all) depends on the structure of the model operators: a cancellative Haar function in a correct position is required to tricker an expansion in the corresponding parameter. In general, the model operators have the form
In all of the terms I, . . . , IV the appearing product
n f , respectively, is expanded. We now explain which of the appearing Haar functions determine the expansion strategy in each of the terms. For I the determining Haar functions areh I 1 ,h J 2 , for II they areh I 1 ,h J 1 , for III they areh I 2 ,h J 2 and for IV they areh I 2 ,h J 1 . If both of the determining Haar functions are cancellative, we expand in the bi-parameter sense using the paraproducts A i (b, ·), W (b, ·). If one of them is cancellative we expand in the corresponding parameter k ∈ {1, 2} using the paraproducts a k i (b, ·), w k (b, ·). In addition, when a non-cancellative Haar function appears we sometimes add and subtract an average to ease the upcoming expansions.
. We study the case that
Only finitely many of the constants a K,(I i ) are non-zero and
and similarly for a V,(J j ) . We denote
So here 1, 1 refers to cubes over which we average b over, namely b I 1 ×J 1 . Define (S 1 n S 2 m ) b,1,2 etc. analogously. We expand the appearing product in the bi-parameter sense in all of the terms
The term related to the paraproduct W (b, ·) e.g. yields (S 1 n S 2 m ) b,1,2 in I, and so we get
where
We start looking at the sum over i. For i ≤ 4 even all the individual terms are bounded. This is because of Lemma 3.1 and basic weighted bounds of DMOs:
should be paired with one of the terms with a minus. For i = 5, 6 we pair with −A i (b, S 2 m S 1 n f ) and for i = 7, 8 we pair with −S 1 n S 2 m (A i (b, f )). Let us take i = 5. Notice that it is enough to study
Dualising and using that for a function p in R n we have
we reduce to estimating, for a fixed k = 1, . . . , k 1 , as follows:
Besides the various standard weighted estimates, we also used the weighted H 1 -BMO prod duality estimate:
For this see Proposition 4.1 in [16] (this is what is also used to prove Lemma 3.1). Notice also that there was even too much cancellation in this term (we were able to throw away the cancellative Haar function h I 2 ). We have shown
The other terms are similar, and so we are done with the i summation. It remains to study
we can reduce the term E to terms, which are very similar to what has been estimated above. Finally, we get
Here we study the case that
Here K ∈ D n and V ∈ D m , (a K ) BMO(D n ) ≤ 1 and a K = 0 for only finitely many K, and similarly for a V . Paraproducts also have the dual form (unlike shifts which are completely symmetric) -this is taken into account and we comment on it later on. For I = π 1 n (bπ 2 m f ) we perform a one-parameter expansion in R m so that
where by adding and subtracting an average we get
Here we have denoted
For the term II = π 1 n π 2 m (bf ) we only add and subtract an average to the end that
The term III = bπ 2 m π 1 n f warrants a bi-parameter decomposition so that we get
Finally, the term IV = π 2 m (bπ 1 n f ) is treated symmetrically to I so that
The terms with A i , i = 1, . . . , 4, are readily in control. The terms inside the bracket are paired in the natural way: a 2 1 goes with A 5 , a 2 2 goes with A 6 , a 1 1 goes with A 7 and a 1 2 goes with A 8 . We study
As usual it is enough to study
Expanding the product inside the average we see that this further equals
Dualising this against a function g we are left with estimating as follows:
The three other natural terms coming from this bracket are estimated in a similar way.
Regarding the last term in (4.3) we note that after expanding the products it simply equals
We dualise and estimate as follows:
We have shown
Here we consider the mixed case that we have a one-parameter shift and a paraproduct like above.
We handle the last term first. As usual, we reduce to estimating, for a fixed k = 1, . . . , k 1 , as follows:
The sums where i = 1, . . . , 4 are obviously bounded. So it remains to bound the terms inside the bracket. This requires appropriately grouping the terms into pairs of differences. We simply pair a 1 1 with A 7 , a 1 2 with A 8 , and then we pair the remaining A 5 terms together and the A 6 terms together. This easily (after taking operators as common factors as usually) reduces to terms that we have already bounded. Therefore, we are done:
Rest of the cases. By duality and symmetry the only case we have to still consider is
, where this time one of the paraproducts is in the dual form and one is not:
, the usual terms with the A i , a 1 i and a 2 i produce no surprises. What is left can be written in the form E 1 + E 2 , where
Therefore, we have
We now estimate this by duality, and first arrive at the obvious upper bound
Define the auxiliary functions
Define also π 1 n f to be the same function as π 1 n f except that a K is replaced by |a K |. Define π 2 m g via the formula π
That is, this is not π 2 m where a V is replaced by |a V |, but rather the dual of π 2 m where a V is replaced by |a V | (using the definitions of paraproducts that are valid in this subsection). Notice that (4.4) equals
Here we used the weighted boundedness of the paraproducts and the operators ϕ i S . For the latter, notice e.g. that
We are done with the proof.
LOWER BOUNDS FOR COMMUTATORS
Let K be a standard bi-parameter full kernel as in [34] . We also assume that K is uniformly non-degenerate. In our setup this means that for all y ∈ R n+m and r 1 , r 2 > 0 there exists x ∈ R n+m such that |x 1 − y 1 | > r 1 , |x 2 − y 2 | > r 2 and
For example, we can have
That is, K = K i,j is the full kernel of the bi-parameter Riesz transform R n i ⊗ R m j , i = 1, . . . , n, j = 1, . . . , m. Regarding the assumed Hölder conditions of the kernel K, similarly as in [22] , a weaker modulus of continuity should be enough, but we do not pursue this.
We record that (5.1) implies the following: given a rectangle R = I × J there exists a rectangleR =Ĩ ×J such that ℓ(I) = ℓ(Ĩ), ℓ(J) = ℓ(J), d(I,Ĩ) ∼ ℓ(I), d(J,J ) ∼ ℓ(J) and such that for some σ ∈ C with |σ| = 1 we have for all x ∈R and y ∈ R that Re σK(x, y) 1 |R| .
This can be seen as follows. Let, for a big enough constant A, the centre cR ofR to be the point x given by (5.1) applied to y = c R , r 1 = Aℓ(I) and r 2 = Aℓ(J). Choose σ so that σK(cR, c R ) = |K(cR, c R )|. Finally, use mixed Hölder and size estimates repeatedly. if T is a bi-parameter singular integral with a full kernel K. If this iterated commutator maps L p (µ) → L p,∞ (λ), then Γ is dominated by this norm. However, the constant Γ is significantly weaker and depends only on the kernel K and some off-diagonal assumptions.
The following proposition supplies the lower bound related to [33] Proof. Let R = I × J be a fixed rectangle. As we saw above we can findR =Ĩ ×J such that ℓ(I) = ℓ(Ĩ), ℓ(J) = ℓ(J), d(I,Ĩ) ∼ ℓ(I), d(J,J ) ∼ ℓ(J) and such that for some σ ∈ C with |σ| = 1 we have for all x ∈R and y ∈ R that
Re σK(x, y) 1 |R| .
For t ∈ R let t + = max(t, 0). For an arbitrary α ∈ R and x ∈R ∩ {b ≥ α} we have
Now, let α be a median of b onR so that min{|R ∩ {b ≤ α}|, |R ∩ {b ≥ α}|} ≥ |R| 2 = |R| 2 .
In particular, it follows that λ(R ∩ {b ≥ α}) λ(R) ≥ [λ] ≤ Γµ(R) 1/p .
We have 
