l. INTRODUCTION
In 1918 Bernstein [2] published a result concerning the divergence of Lagrange interpolation based on equidistant nodes.
This result, which now has a prominent place in the study of the appoximation of functions by interpolation polynomials, may be described as follows. Throughout this paper let / ( * ) = |x| (-1 < x < 1) and Xk, n = -1 + 2(fc-l ) / ( n -l ) (Jfe = 1,2,... ,n; n = 1,2,3,...). Define the Lagrange interpolation polynomial of degree n -1 to be the unique polynomial L n^i (f,x) of degree n -1 or less which satisfies the n conditions £»-l(/,*Jb,n) = /(zjb,n) (4 = 1 , 2 , . . . ,n).
We can now state Bernstein's result. 
.} diverges (and a fortiori does not converge to f(x)).
Bernstein's result shows that Lagrange interpolation polynomials which are based on equidistant nodes may have very poor approximation properties.
Another source for the proof of Theorem 1 is Natanson ([4] , pp.30-35) who reports that D.L. Berman proved that {Z n _i(/,0) : n -1,2,3,...} converges to /(0) = 0. Clearly, since xi <n = -1 and z n|Tl = +1 for all n we have Z/ n _i(/,+1) = /(+1) and L n _i(f, -1) = /(-I). Thus the question of convergence of {L n _i(f,x) : n = 1,2,3,...} is settled for all x € [-1,1].
One would expect from Theorem 1 that if 0 < |z| < 1 then L n _i(f,x) and f(x) would differ markedly. However, the graphs of f(x) and i 1 2 (/, a;) in Figure  1 show that this is not so. Indeed in the centre of the interval [-1,1], the error I Li2(f,x) -f(x) | appears to be quite small. These, and similar, computations suggest that the rate of divergence of {L n _i(/,a;) : n -1,2,3,... } depends on a;. In particular, the sequence should diverge rapidly near the ends of the interval and not so rapidly near the centre of the interval. Thus the first aim of this paper is to prove a quantitative version of Theorem 1 which reflects the pointwise behaviour suggested by Figure 1 . We note that similar ideas motivated the work of Runck [5, 6 ].
Bernstein's proof of Theorem 1 raises another problem. It is well known that there are two formulae for expressing Lagrange interpolation polynomials, namely Lagrange's formula and Newton's formula. (See, for example, Natanson ([4] , Chapter I).) In studying approximation properties of interpolation polynomials, almost always one uses Lagrange's formula in preference to Newton's formula. However, in proving Theorem 1, Bernstein uses Newton's formula. This suggests the problem of proving Bernstein's result by using Lagrange's formula. This problem is important in understanding methods for the systematic study of interpolation polynomials based on equidistant nodes. Thus the second aim of this paper is to establish Bernstein's result using Lagrange's formula. We will achieve both aims by proving the following quantitative version of Theorem 1 and using Lagrange's interpolation formula.
PRELIMINARIES
Lagrange's formula for I n _ i ( / , i ) is [3] Lagrange Interpolation 83
where Xk = **,n (A = 1,2,... , n ) ,
Theorem 2 assumes that 0 < \x\ < 1. We shall assume henceforth that x is a fixed number in the interval (-1,0) as similar arguments can be developed for (0,1). For each integer n ^ 2, define j -j(n) and 0 = 6{n) by (3) X = XJ + 20/{n -1), 0 < 0 < 1.
We now define (a) k by
We will denote the gamma function by F(.) The proof of Theorem 2 will require the following result.
LEMMA . For -1 < x < 0 and n = 2m + 1,
We establish (4), since the proof of (5) is very similar. From (2), (3) we can deduce that, for fc = m + 2,m + 3 , . . . ,2m + 1,
available at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972700028161 [4] 2m+l Now consider £)
Upon changing the index of summation from k to r = 2m + 1 -k we obtain
Since r=m+l the lemma will be established if we can show that
Now, reversing the order of summation in the left-hand side of (6) gives 
0-
In order to replace the (finite) alternating series on the right-hand side of (9) by a series of positive terms, we will employ the result (see p.104 of [3] 
m
This proves (6) , and so the lemma is established. To prove Theorem 2 we assume -1 < x < 0, and suppose initially that n = 2m + 1 . We note that
Since (p(t) = < is a polynomial, we have 2m+l
Hence we have the following representation of the error:
and therefore we must estimate the right-hand side of (4). We begin by obtaining bounds for the term in the square brackets on the right-hand side of (4). We have (12) (1 + x) log (1 + a) + (1 -x) log (1 -as).
Finally, we consider the left-hand inequality of (15). Choose cj and c 2 so that 0 < ci < C2 < , as m -* oo.
As before, the right-hand side of this inequality approaches (1 + z)log(l + x) + (1 -x)log(l -x) as TO -> oo, and so we deduce that To complete the proof, suppose that n = 2m. From (5) 
