We propose a general method to construct new triangulated categories, relative stable categories, as additive quotients of a given one. This construction enhances results of Beligiannis, particularly in the tensor-triangular setting. We prove a birationality result showing that the original category and its relative stable quotient are equivalent on some open piece of their spectrum.
Introduction
Traditionally, given a triangulated category K, it is difficult to generate new triangulated categories from it. One can, of course, take Verdier quotients or pass to thick subcategories. However, this is quite restrictive and many properties of K will be inherited by any thick subcategory or quotient, which can be a curse as much as a blessing.
In recent years there have been breakthroughs which allow us to produce new triangulated categories from a given one-without recourse to an enhancement. In [Bal11] the first-named author showed how to produce triangulated categories of modules over separable monads. Even more recently, Neeman has shown that one can complete a triangulated category with respect to a metric (see [Nee20] for a survey of Neeman's results). This host of new examples have already had profound implications for our understanding of geometry and representation theory.
This article is built upon a similarly profound construction, due to Beligiannis [Bel00] , which also yields new triangulated categories. Despite seeming relatively unknown, it predates the two constructions mentioned above. Beligiannis' insight is that by treating a triangulated category equipped with a well behaved class of triangles as if it were a Frobenius exact category one can stabilize to produce a new triangulated category.
It is not hard to produce such well behaved classes of triangles: We show in Theorem 4.23 that any sufficiently nice triple of adjoints gives rise to one. There are many examples of such triples, and hence of such stabilizations. For instance any spherical functor gives rise to a stable category measuring how far away the spherical functor is from being faithful (Remark 4.24). * * * For the rest of the introduction, and for most of the article, we focus on the tensor triangulated case. Let B be a rigid (a. k. a. strongly dualizable) object in a tensor-triangulated category K. The stable category of K relatively to B is the additive quotient
that is, the category obtained by keeping the same objects as K and by modding out the morphisms that factor via a tensor-multiple of B, i.e. via an object of B ⊗K. The name comes from the fact that objects X, Y of K become isomorphic in K B if and only if they become 'stably' isomorphic X ⊕ P ≃ Y ⊕ Q in K after adding direct summands P, Q of objects in B ⊗ K. (See Lemma 5.2.)
This quotient K B should not be confused with the more standard Verdier quotient (localization) of K by the thick subcategory generated by B: We quantify in Lemma 4.13 the extent to which these constructions disagree. Nonetheless, the category K B remains a tensor-triangulated category, with triangulated structure first constructed by Beligiannis [Bel00] , as discussed above.
Before analyzing K B , let us emphasize the warm generality in which our discussion is basking. Among a much longer list of examples, here are three classics: -B could be a perfect complex in the derived category of a scheme; -B could be a finite genuine Γ-spectrum in the equivariant stable homotopy category of a compact Lie group Γ (even Γ = 1 is interesting); -B could be a finite-dimensional representation in the stable module category of a finite group. Historically, it seems that relative stable categories first appeared in the third setting, i.e. in modular representation theory, for instance in [CPW98] . In recent years, those categories have generated renewed interest, in connection with cluster algebras [Jør10] , around Broué's conjecture [WZ18] or even closer to tensor-triangular geometry in [BCS19, BS19, Car18] .
So what do we know about the tt-category K B in general? Well, very little. In the recent [Car18, Section 5], Carlson shows that K B behaves in a 'non-noetherian' fashion already in modular representation theory; for instance, K B can contain infinite towers of thick tensor-ideals. In other words, the methods that were successful for the ordinary stable category [BCR97] , where cohomology is noetherian, have to give way to abstract tensor-triangular geometry: Thick tensor-ideals are classified by the spectrum Spc(K B ) of [Bal05] and one should try to understand that space.
It is natural to ask how this spectrum Spc(K B ) relates to the spectrum Spc(K) of the tt-category we start from. To understand the difficulty, note that the natural quotient functor π : K → K B is a tensor-functor but not a triangulated functor. In fact, the suspensions in K and K B differ by twisting with an invertible object F B in K B . So it does not even make sense to ask whether the image of a distinguished triangle in K remains distinguished in K B , for it is not even a triangle! Consequently, we cannot produce a continuous map Spc(K B ) → Spc(K) by using functoriality of Spc(−) and we do not know whether such a map exists in general. (Compare Remark 8.11 though.) Inspired by [BS19] , we can however prove a birationality result relating K and K B .
1.1. Theorem (Birationality Theorem 8.7). There exists an object C ∈ K B with the following property. Consider the open subsets U = Spc(K) supp(B) and V = Spc(K B ) supp(C) and the respective localizations K → K(U ) and K B → K B (V ). Then there exists a commutative diagram
in which the lower functor is a tensor-triangulated equivalence K(U ) ∼ = K B (V ).
In particular these open subspaces U and V are homeomorphic.
In other words, although the functor π : K → K B is not even triangulated, let alone an equivalence, there is a 'common' open piece of the spectra Spc(K) and Spc(K B ) on which π becomes a triangulated equivalence.
Let us quickly outline the content of this work. After recalling basic terminology and notation in Section 2, we spend a few pages discussing the general framework of stable categories, without assuming the existence of a tensor product. We hope our condensed presentation of the general theory will be useful to some readers beyond the above tt-geometric preoccupations. Specifically, Section 3 recalls the notion of proper class of exact triangles and Section 4 discusses the triangulation.
We also provide a pre-tensor version of the above birationality result in Section 5, see Corollary 5.10, after an analysis of the thick triangulated subcategories of the stable category in terms of the corresponding (non-triangulated) subcategories of K.
Section 6 is an interlude. We prove that if we start with an algebraic triangulated category K then all stable categories built out of K remain algebraic. Recall that a triangulated category K is algebraic, in the sense of Keller [Kel07] , if it can be presented as the stable category of a Frobenius exact category; an equivalent definition is that K can be presented as the homotopy category of a differentialgraded category. Knowing that K is algebraic allows, for instance, the invocation of results from tilting theory.
Preliminaries
We begin by setting some conventions and introducing some basic notation which will be used throughout. We do not recall details of the ever expanding yoga of tt-geometry here; in fact, tensor products do not appear until Section 7 and we utilize only fairly minimal machinery. Nonetheless, for a gentle introduction the interested reader should consult [Bal10b] .
Our conventions for the various notions of equivalence and isomorphism, and our standing closure conditions on subcategories, are relatively standard.
2.1. Convention. We write ∼ = for canonical (or natural) isomorphisms. We write ≃ for a mere isomorphism for which we do not claim any naturality/uniqueness. We write = for strict equalities, unique isomorphisms, or when we are lying desperately.
2.2.
Convention. Throughout all subcategories are assumed to be full and replete, i.e. closed under isomorphisms, unless explicitly mentioned otherwise.
2.3. Convention. Let K be a triangulated category and consider an exact triangle
We will call Z = cone(f ) the cone of f (really the cone is the map g but this is a standard abuse). We sometimes also say that g (or just Z) is the cofibre of f , or that f (or just X) is the fibre of g. Now we come to some notation that will be important throughout. The first piece is again standard.
2.4. Notation. Given a set A of objects in K we denote by add(A) the closure of A under finite sums and summands.
Next comes some more specialized notation. We will have cause to deal with both thick subcategories, i.e. kernels of exact functors on objects, and certain ideals of morphisms, i.e. kernels of additive functors on maps. We thus need notation to distinguish these two types of kernel.
2.5. Notation. Given an additive functor F : K → L we set
to be the kernel of F on morphisms (i.e. the ideal of F -phantoms). We will use Ker F = {X ∈ K | F (X) ∼ = 0}, note the uppercase "K", for the kernel on objects. We denote by Im(F ) the essential image of F .
We thus have two flavours of quotient at our disposal: the additive quotient by an ideal of maps, and the Verdier quotient by a thick subcategory of objects (which is really a localization). We introduce notation to distinguish between these two operations.
2.6. Notation. If K is a small additive category and N is a full subcategory closed under sums and summands we can form the ideal I of maps which factor via N. We will often write K/N for the additive quotient K/I.
2.7.
Notation. We denote the Verdier quotient of a triangulated category K by a thick subcategory J ⊆ K (i.e. the localization of K with respect to the morphisms whose cone belongs to J) by K/ /J. This non-standard notation replaces the usual 'K/J' in order to prevent confusion with the additive quotient. Note that the Verdier quotient factors via the additive quotient :
Beligiannis [Bel00] ( 1 ). As the latter is rather long, we give a brief overview of some of the nomenclature for the reader's convenience. This section is a preparation for Beligiannis's Theorem 4.9 on the triangulation of relative stable categories. We discuss examples at the end of the section, starting with Definition 3.11.
3.1. Remark. Relative homological algebra in our triangulated category K is indeed relative to a given family of distinguished triangles E, whose precise properties we enunciate after this short conceptual warm-up. Most importantly, the family E is not required to be closed under rotation of triangles: We do care very much about the order of the maps in the triangles of E. One could think of triangles in E
as 'generalized exact sequences', in which f is a 'generalized monomorphism', g a 'generalized epimorphism' and h a 'generalized zero'. We call them respectively E-monomorphisms (the f 's), E-epimorphisms (the g's) and E-phantoms (the h's).
We denote the ideal of E-phantoms by Ph E = h there is a triangle (3.2) in E .
3.3.
Hypothesis. We assume that E is a family of distinguished triangles in K closed under isomorphisms, suspension (i.e. triple rotation), sums and retracts, and that it contains the trivial triangles X id → X → 0 → ΣX and 0 → Y id → Y → 0; we further assume that E-monomorphisms are closed under homotopy pushouts and Eepimorphisms are closed under homotopy pullbacks. Finally we assume E to be saturated (see [Bel00, Section 2.2]) in the sense that if the homotopy pull-back of a map g along an E-epimorphism is an E-epimorphism then g is already an E-epimorphism. (The dual statement with E-monomorphisms is equivalent.) Explicitly, given a commutative diagram with distinguished rows and columns
In the language of [Bel00] one says that E is a proper class of triangles.
3.4.
Remark. An ideal of morphisms I in K is called saturated (with respect to E) if I contains every morphism k such that kg belongs to I for some E-epimorphism g; equivalently, if I contains every morphisms k such that f k belongs to I for f an E-monomorphism. For instance, the saturation property for E expressed in Hypothesis 3.3 is precisely asking the ideal I = Ph E of E-phantoms to be a saturated ideal. Furthermore, this ideal I determines the proper class of triangles E, as those distinguished triangles whose third map belongs to I (cf. [Bel00, Section 2]).
1 Beware that, in [Bel00] , composition of morphisms f g means g after f , although the rule is the usual (reversed) one for functors. At the risk of stunning the reader with consistency, we here write both composition of morphisms and composition of functors in the usual right-to-left order. 
is a proper class of triangles. The ideal of E H -phantoms is precisely ker( i H i ). The trivial classes E split and E dist are special cases, for H : K ֒→ A(K) the embedding into its Freyd envelope A(K), and for H = 0 respectively. More generally, any Serre subcategory B ⊆ A(K) yields a homological functor H : K ֒→ A(K) ։ A(K)/B and all proper classes appear as E H in this way, for a suitable B (the subcategory of A(K) made of images of Ephantoms). See [Bel00, Section 3].
(3) Let F : K → K ′ be an exact functor of triangulated categories and E ′ be a proper
The case of split triangles E ′ = E split (K ′ ) will be a much better source of examples. In particular, its ideal of phantoms is the ideal ker(F ) = h F (h) = 0 .
3.6. Definitions. Following the intuition of Remark 3.1 we adapt standard notions:
(1) We say an object P ∈ K is E-projective if for any triangle (3.2) in E the associated sequence of abelian groups 0 / / K(P, X) K(P,f ) / / K(P, Y ) K(P,g) / / K(P, Z) / / 0 is exact. Dually we say I is E-injective if for any triangle (3.2) in E the sequence 0 / / K(Z, I) K(g,I) / / K(Y, I) K(f,I) / / K(X, I) / / 0 is exact. (In both cases, exactness in the middle is clear and exactness on the left for all triangles in E is equivalent to exactness on the right.) We denote by proj(E) and inj(E) the classes of E-projective and E-injective objects respectively. We note that they are closed under sums, summands, suspensions, and isomorphisms. (2) We say that K has enough E-projectives (or sometimes that E has enough projectives) if every object X ∈ K admits a proj(E)-precover (E-projective precover ), i.e. an E-projective P and an E-epimorphism P → X. Dually, we say that K has enough E-injectives if every X admits an inj(E)-preenvelope (E-injective preenvelope) X → I, i.e. an E-monomorphism to an E-injective I.
3.7.
Example. In the trivial cases of Examples 3.5 (1), every object is E split -projective and E split -injective; only zero is E dist -projective or E dist -injective.
Here are some standard facts, mostly with standard proofs.
3.8. Proposition. Let E be a proper class of triangles in K.
(a) An E-epimorphism with E-projective target is a split epimorphism. An Emonomorphism with E-injective source is a split monomorphism. (b) For every E-phantom h, we have K(P, h) = 0 for every E-projective P and K(h, I) = 0 for every E-injective I. (c) An object X such that K(X, h) = 0 (respectively K(h, X) = 0) for every Ephantom h must be E-projective (respectively E-injective). Suppose now that K has enough E-projectives (respectively enough E-injectives). Then the following converses to the above hold true:
A morphism h such that K(P, h) = 0 for every E-projective P (respectively K(h, I) = 0 for every E-injective I) must be an E-phantom.
Proof. Parts (a), (b), (c) and (d) are easy exercises from the definition and the long exact sequences associated to distinguished triangles under K(X, −) and K(−, X). Let us prove (e) when K has enough projectives, say. Choose an E-projective precover g : P → Z of the source of the given morphism h : Z → W . Then in K(P, W ), we have hg = K(P, h)(g) = 0. Since E-phantoms are saturated (Remark 3.4) we deduce from hg = 0 ∈ Ph E with g an E-epimorphism that h is an E-phantom.
3.9. Definition. Let F : K → K ′ be an exact functor of triangulated categories.
Suppose that E and E ′ are proper classes of triangles in K and K ′ respectively. We say that F is relative-exact (with respect to E and
We encounter an old friend:
3.10. Proposition. Let F : K → K ′ be relative-exact with respect to E in K and
Proof. For I ∈ inj(E ′ ), the object U (I) satisfies Definitions 3.6 (1) since K(−, U (I)) ∼ = K ′ (F (−), I) = K ′ (−, I) • F and F is relative-exact and I is injective.
* * *
We conclude this section by discussing a method to produce proper classes of triangles by returning to the 'F -split' triangles E = F −1 (E split ) of Examples 3.5 (3). We begin by lightening the terminology in the natural way:
3.11. Definition. Let F : K → L be an exact functor of triangulated categories. We say that a triangle
is a split epimorphism) and that h is an F -phantom. By Examples 3.5 (3), the class E F = F −1 (E split ) of F -split triangles is a proper class of triangles. The corresponding ideal Ph EF of F -phantoms is simply the kernel ker(F ) of F on morphisms. The E F -projective objects and E F -injective objects will simply be called F -projective and F -injective respectively.
The definitions of F -split triangles, F -monomorphisms, F -epimorphisms and F -phantoms are clear and transparently controlled by F . On the other hand, Finjectives and F -projectives are more mysterious, and it is not so obvious how to guarantee the existence of enough of them. This is our starting point.
In particular, there are enough F -injectives and
In particular, there are enough F -projectives and
Proof. This is standard. By construction of E F = F −1 (E split ), the exact functor F is relative-exact (Definition 3.9) with respect to E F in K and E split in L. By Proposition 3.10, U and V preserve injectives and projectives, respectively. But every object of L is E split -projective-injective (Example 3.7). The claims about the (co)units of adjunction are immediate from the unit-counit relations.
3.14. Remark. One can develop relative homological algebra via resolutions, derived functors, etc, as in [Bel00, Section 4] or Christensen [Chr98] . See also [MN10, Mey08] for an illustration of these ideas in KK-theory. We bifurcate instead towards 'singularity categories', where projective and injective objects vanish.
Beligiannis' construction
In usual homological algebra, the most convenient setting for constructing a stable category is a Frobenius exact category (see Recollection 2.8). The transposition of these ideas to relative homological algebra is the subject of this section.
Let K be an essentially small triangulated category and E be a proper class of triangles as in Section 3. We further assume the following strong symmetry in E:
Definition. We say that a proper class of triangles E as in Hypothesis 3.3 is
Frobenius if it has enough projectives and enough injectives and if they coincide
We refer to these as the E-projective-injective objects, when we want to stress Frobeniusity. Otherwise, we simply speak of E-projectives or E-injectives, as needed.
Definition.
For E Frobenius, we consider the E-relative stable category, i.e. the corresponding additive quotient of K by the E-projective-injective objects
This quotient comes equipped with the universal additive functor π : K → K E mapping proj(E) = inj(E) to zero. Recall that the category K E can be realized by keeping the same objects as K (so that π is the identity on objects) and by defining the hom groups as the quotients of abelian groups
where the ideal of morphisms N E is defined for every pair of objects X, Y as
We shall call a morphism E-contractible if it belongs to N E .
4.3.
Warning. It is important not to confuse the two ideals we discuss here: The ideal N E of E-contractible morphisms (those factoring via E-projectives-injectives) and the ideal Ph E of E-phantoms (those appearing as the third map in an Etriangle).
4.4.
Construction. The idea is to put a triangulated structure on K E by working in K but relative to E, in the same way that one triangulates the stable category of a Frobenius exact category; suspension and cones in K E will be given by the 'same' homotopy pushouts/pullbacks as usual but where we think of proj(E)-precovers and inj(E)-preenvelopes as being the correct maps from or to a contractible object. Note for peace of mind that π(X) ∼ = 0 if and only if X is projective-injective (Lemma 5.2). Given an object X ∈ K E we define Σ E X to be the image under π of the cofibre in K of a chosen inj(E)-preenvelope X → X E . One can show that the result is independent of the choice of the preenvelope, up to a canonical isomorphism in K E . Similarly Σ −1 E is defined to be π applied to the fibre of any chosen proj(E)-precover X E → X. Both of these constructions are well-defined and functorial in K E and they are quasi-inverse to one another. This, as the notation suggests, defines the suspension on K E . Further details can be found in Construction 4.20.
Given a morphism f ∈ K E (X, Y ) we now construct its cofibre in K E . Let f ∈ K(X, Y ) be a lift of f to K, choose an inj(E)-preenvelope X → X E of X and consider the homotopy pushout in K, as in the leftmost square of (4.5)
We define the cofibre of f to be π(Yg → Z). To obtain the distinguished triangle in K E these maps fit into, we complete the homotopy bicartesian square by taking cones (in K) to get the rest of (4.5) above and we declare the diagram
to be a 'basic' distinguished triangle in K E . More generally, any triangle isomorphic in K E to a basic one is distinguished. We can define the fibre of f by taking the analogous homotopy pullback along a proj(E)-precover of Y . And we can construct distinguished triangles in an apparently dual fashion, that actually coincides with the first one. 4.6. Example. Let us discuss the cofibre in K E of the class of an E-monomorphism. Since every morphism in K E is isomorphic to the class of an E-monomorphism, this example is actually generic. Consider a triangle in E
and since X E is chosen to be E-injective, the morphism X E → W splits by Proposition 3.8 (a). We therefore obtain a commutative diagram with exact rows and columns in K:
which is almost the image of the initial triangle (4.7). Only the third morphism differs, for the simple reason that its target is not the same as that of πh, since the suspensions differ in K and K E . We shall nevertheless call (4.8) the image-triangle of the E-triangle (4.7). Again, we shall give further details in Construction 4.20.
The first stepping stone for our study is the following very general result: In that case, and if K is idempotent-complete, then π is the projection of K onto a direct summand, i.e. K = J ⊕ J ′ where J = proj(E) and J ′ ∼ = K E are orthogonal subcategories of K, both ways: K(J, J ′ ) = 0 = K(J ′ , J).
Proof. Localizations are exact so the sufficiency is clear. Conversely, suppose that π is exact. Then J := Ker π = proj(E) is thick, and we get a commutative diagram
where the dashed arrows exist by the respective universal properties and are both exact (one by the universal property and one by inspection). It follows from the uniqueness attached to the universal properties that these functors give an exact equivalence K/ / proj(E) ∼ = K E , identifying K E with the Verdier quotient. Now, suppose that this holds and furthermore that K is idempotent-complete. Then for every
and it follows by fullness of π that there exists a morphism g : X → Z in K such that π(f g) = π(id X ). Hence there exists h : X E → X such that id X = f g + hi. Applying i to this relation and using if = 0, we see that i = ihi. It follows that hi : X → X and ih :
Since i : X → X E is a pre-envelope, and yet is zero on Z 0 , it is easy to show that Z 0 ∈ ⊥ J. So we have proved that every object of K is the direct sum of an object of J and of ⊥ J. Dually, one can show that K = J ⊕ J ⊥ . From this, it follows easily that ⊥ J = J ⊥ and that this subcategory is equivalent to K E under π.
The assumption that K is idempotent-complete is necessary in Lemma 4.13.
4.14.
Example. Suppose that L is a triangulated category with non-zero Grothendieck group K 0 (L) = 0. Let K ⊂ L ⊕ L be the triangulated subcategory on the
Let π : K → L be the projection onto the first summand. It is clearly exact and full. Let J = Ker(π) = (0, Y ) [Y ] = 0 . It is easy to check that π : K → L realizes the additive quotient of K by J, using that for every Y ∈ L the object (0, Y ⊕ΣY ) belongs to J. The same trick proves that the conclusion of Lemma 4.13 does not hold. Indeed, it shows that J ⊥ = ⊥ J = (X, 0) [X] = 0 . Therefore J ⊕ J ⊥ = (X, Y ) [X] = [Y ] = 0 is strictly smaller than K since we assume K 0 (L) = 0.
Let us say a word on the naturality of the construction (K, E) → K E . 4.15. Proposition. Let F : K → K ′ be an exact functor and suppose that E and E ′ are Frobenius classes of triangles in K and K ′ , with corresponding additive quo-
commutes. This construction is natural in F in the obvious sense (without restriction on the allowed natural transformations).
Proof. This is an easy familiarizing exercise. By (2) the functor F induces a unique functor F making the desired square commute. Exactness is direct from Construction 4.4 (or Example 4.6) using (1). 
An easy but useful consequence of this functoriality is that one can very cheaply obtain exact autoequivalences of the additive quotient.
Corollary. Let E be a Frobenius class of triangles in
Proof. Use that F has an adjoint quasi-inverse F −1 and the above two remarks. 4.19. Example. Any proper class of triangles E is closed under suspension Σ and hence Σ : K → K induces a (skew-) exact autoequivalence Σ : K E ∼ → K E . However, this induced autoequivalence is, in general, not the suspension Σ E on K E . Although Σ E and Σ need not agree there is a natural comparison map between the two. 4.20. Construction. In order to define Σ E we have fixed for each X ∈ K a triangle
with i X an inj(E)-preenvelope, and declared Σ E (π(X)) = π(X ′ ). On the other hand, Σ(π(X)) is simply π(Σ(X)). We can thus define a transformation α : Σ E → Σ by taking its component at each object π(X) to be Σ E π(X) = π(X ′ ) π(αX ) / / π(ΣX) = Σπ(X).
Of course α depends on the choices we have made in producing Σ E , but making different choices gives a natural transformation which is object-wise conjugate, by canonical isomorphisms, to α.
4.21.
Lemma. The transformation α : Σ E → Σ constructed above is natural and graded, in the sense that the natural map t : Σ E • Σ → Σ • Σ E , that is part of the structure of Σ being an exact functor, makes the square
Proof. Let f : X → Y be a map in K representing a class π(f ) : π(X) → π(Y ) in K E . In K we have a commutative diagram
Applying π to the righthand square we deduce a commutative diagram exhibiting the naturality of α:
where we have produced the dashed and then dotted arrow via the fact that −Σi X is an inj E preenvelope and then the usual axiom. The component of the natural transformation t : Σ E • Σ → Σ • Σ E at π(X) is given by π( t X ). Applying π to the rightmost square gives a commutative diagram in K E Σ E Σπ(X)
as required.
Here is a naturality statement for adjoint pairs, based on Proposition 4.15, with a somewhat slicker formulation. 4.22. Lemma. Let F : K → K ′ be an exact functor with right adjoint G :
Suppose that E and E ′ are Frobenius classes of triangles on K and K ′ respectively, and that F and G are relative-exact with respect to those. Then necessarily
and F and G descend to an adjoint pair of (exact) functors F :
The conservation of projective-injectives follows from Proposition 3.10. By Proposition 4.15, F and G induce exact functors on K E and K ′ E ′ and the unit and counits of the adjunction descend as well by naturality. The unit-counit relations are then simply the images of the unit-counit relations in K and K ′ under π and π ′ . In other words, the class E F = F −1 (E split ) of F -split triangles is Frobenius. In particular, there is an induced triangulated structure on K F := K EF via Theorem 4.9.
Proof. Since U ≃ V • W we have, for X ∈ K, that X ≃ U (L) for some L ∈ L if and only if X ≃ V W (L) (for the same L) and so the essential images of U and V coincide. Hence add(Im(U )) = add(Im(V )), and we conclude by Lemma 3.13. 4.24. Remark. The 'Wirthmüllery' condition in the theorem is reminiscent of the various generalizations of Frobenius functor and plays a similar role in producing situations well adapted to relative homological algebra (cf. for instance [DSŠ17, Section 3]). It also generalizes the notion of spherical functor (we direct the uninitiated but curious reader to [Add16, Section 2]) and so we immediately obtain many examples from algebraic geometry. Another important case in which the theorem applies is when the two adjoints are equal: V = U . This situation is often referred to as a Frobenius adjunction V ⊣ F ⊣ V , see [Mor65] . This occurs when one considers induction, restriction, and coinduction along the inclusion of a subgroup of a finite group, or when one considers tensoring with a rigid object.
Thick subcategories and proto-birationality
We discuss the thick subcategories of the relative stable category K E . 5.1. Hypothesis. Let K be triangulated, E a Frobenius class of triangles and π : K → K E the associated relative stable category as in Section 4.
Let us begin with the question of stable isomorphisms.
5.2.
Lemma. Under Hypothesis 5.1, two objects X, Y ∈ K have isomorphic images π(X) ≃ π(Y ) in K E if and only if there are E-projective-injective objects C 1 and C 2 and an isomorphism X ⊕ C 1 ≃ Y ⊕ C 2 in K.
Proof. Pick an isomorphism πf : πX → πY and pick a proj(E)-precover p : C 1 → Y . Complete the morphism (f p) :
Since the second map is an E-epimorphism, this is an E-triangle. By Example 4.6, its image-triangle is distinguished in K E and since π(f p) ∼ = π(f ) is an isomorphism, we have π(W ) = 0. So W is E-injective and the E-monomorphism w splits by Proposition 3.8 (a), yielding the desired relation Y ⊕ W ≃ X ⊕ C 1 in K.
5.3. Remark. The above Lemma 5.2 justifies the name 'stable category relative to E': It is the place where objects become isomorphic if they are isomorphic in K up to adding summands in the subcategory proj(E) = inj(E).
We now express the thick subcategories of K E in terms of subcategories of K.
5.4.
Proposition. Under Hypothesis 5.1, there is an order-preserving bijection J → π −1 (J), with inverse C → π(C), between the thick subcategories J ⊆ K E and the additive subcategories C ⊆ K containing proj(E) = inj(E), closed under direct summands and satisfying the following E-two-out-of-three property : For every Etriangle X → Y → Z → ΣX in K, if two out of X, Y, Z belong to C then so does the third.
Proof. The standard description of additive subcategories of the additive quotient K E = K/ proj(E) tells us that J → π −1 (J) identifies the lattice of thick subcategories of K E with a sublattice of additive subcategories of K containing proj(E). We need to identify the image of this bijection, i.e. express what it means for J to be thick in K E in terms of C = π −1 (J) in K. Being thick certainly entails being closed under direct summands. (Note that C is then automatically stable under 'E-stable isomorphisms' by Lemma 5.2.) For J triangulated, we need to check the 2-out-of-3 property for triangles in K E , which amounts to the E-two-out-of-three property of the statement by the fact that every distinguished triangle in K E is the imagetriangle of an E-triangle by Theorem 4.9.
5.5. Remark. In particular, the subcategory C = π −1 (J) in Proposition 5.4 is not necessarily stable under suspension Σ : K → K. (It is 'stable under Σ E ' so to speak.) 5.6. Theorem. Under Hypothesis 5.1, let C be an additive subcategory of K, containing proj(E), closed under direct summands and satisfying the E-two-out-of-three property of Proposition 5.4 (i.e. its image π(C) is a thick subcategory of K E ). Then the following are equivalent : (i) C is itself a thick subcategory (i.e. it is a triangulated subcategory) of K.
(ii) C contains the thick subcategory thick(proj(E)). In that case, that is, for every thick triangulated subcategory C ⊆ K containing proj(E), we have a natural equivalence induced by π
between the respective Verdier quotients, which is moreover exact.
Proof. Clearly (i)⇒(ii) since C contains proj(E). Conversely, suppose that C contains thick(proj(E)) and let us show that C is a triangulated subcategory of K.
Let us start with a general construction. Let X → Y → Z → ΣX be a distinguished triangle in K. Choose an inj(E)-preenvelope X → I and consider the homotopy pushout (marked ) and the isomorphic cofibres Z in K:
(5.7)
Let now V → J be another inj(E)-preenvelope and consider the 'next' homotopy pushout (marked ) and the isomorphic fibres I in K:
(5.8)
The bottom triangle tells us that W ∈ thick(inj(E)) and our assumption about C ⊇ thick(proj(E)) implies that W belongs to C. Now the second homotopy pushout involves an E-triangle (since V → J is an E-monomorphism)
This finishes the general construction. Suppose now that X and Y are in C and let us prove that Z ∈ C. By the E-twoout-of-three property applied to (5.7), the object V (which is the cone of π(X → Y ) in K E ) belongs to C. It now follows from the E-two-out-of-three property applied to (5.9), that J ⊕ Z, and therefore Z, belong to C as claimed. This proves (ii)⇒(i).
Consider now the composite of the additive quotient and the Verdier quotient
We claim that this functor is exact. So let X → Y → Z → ΣX be a distinguished triangle in K and produce the diagrams (5.7), (5.8) and (5.9) as above. Since (5.9) is an E-triangle, we know that it induces an exact triangle V → J ⊕Z → W → Σ E V in K E . Since J, W ∈ C, the image of this triangle under the exact q : K E → K E / /πC reduces to an isomorphism V ∼ → Z in K E / /πC. More precisely, the map V → Z in (5.7) becomes an isomorphism in K E / /π(C). But (5.7) provides us an exact triangle X → Y → V → Σ E X in K E and therefore in K E / /π(C), in which we can now replace V by Z, and use the natural transformation α of Construction 4.20 which is an isomorphism in K E / /π(C), to obtain exactly the image under Q of our original triangle (cf. (4.8) and the discussion that follows). In other words, Q is exact. Along the way (or in the special case of Y = 0) we have shown that Q commutes with suspension, via the natural transformation α induces.
It is easy to see that the object-kernel Ker(Q) of the above functor Q is exactly C, via Lemma 5.2 and C ⊇ proj(E).
To summarize, the composite functor Q : K → K E / /π(C) is an epimorphism (of additive categories) and it is exact with kernel C. Now any exact functor F : K → L which maps C to zero, maps proj(E) to zero and therefore factors via π :
We claim that F ′ is necessarily exact. Distinguished triangles in K E come, in particular, from some distinguished triangles in K up to altering the suspension as in Example 4.6. Since F is exact and kills proj(E) it identifies Σ and Σ E (the latter being well defined after applying F ), and so is insensitive to our sleight of hand with the suspension. Thus F ′ is exact as claimed. We also know that F ′ (πC) = 0. So F ′ factors further via K E / /π(C). In short, the functor Q = q • π is an exact epimorphism, with kernel C and every exact functor out of K which kills C factors (necessarily uniquely) via Q. This uniquely characterizes the Verdier quotient K/ /C. 5.11. Remark. Let us emphasize the content of Theorem 5.6 and Corollary 5.10. We have seen, in Lemma 4.13, that π : K → K E is not exact outside of degenerate situations. Yet, Theorem 5.6 shows that one can compare some Verdier quotients of K with the corresponding Verdier quotients of K E , via exact functors. The class of permissible quotients is defined by the thick subcategories containing a minimal one: M = thick(proj(E)). In fact, if there exists a functor F : K E → L such that the composite F • π : K → L is exact then F • π vanishes on M (since it is exact and vanishes on proj(E)) and therefore induces an exact functor K/ /M → L. This shows that K/ /M is the largest quotient of K 'on which π (or anything factoring via π) is exact'. Corollary 5.10 tells us that this Verdier quotient of K is indeed also a Verdier quotient of K E , with respect to the corresponding thick subcategory πM.
The existence of the exact equivalence K / / ❴ ❴ ❴ K E defined only on suitable quotients modulo thick subcategories reminds us of birationality in algebraic geometry, i.e. of a morphism which is only defined on certain open subschemes, 'away' from M = thick(proj(E)). We shall return to this 'birationality' result in Section 8, when we have the conceptual force of tt-geometry behind us. 5.12. Remark. It can happen that M = K in Corollary 5.10, i.e. that proj(E) generates K, in which case, Theorem 5.6 is largely devoid of content. * * * Let us continue on in the setting of Hypothesis 5.1. It is natural to wonder what we can say about the lattice of thick subcategories of K E in terms of the lattice for K. We learned in Proposition 5.4 that there is a bijective correspondence between the thick subcategories of K E and certain additive subcategories of K, namely those containing proj(E) = inj(E), closed under direct summands and satisfying the Etwo-out-of-three property. But, these are not necessarily triangulated; the ones which are triangulated are precisely those containing thick(proj(E)) by Theorem 5.6. It turns out that there can be many of the former, non-K-triangulated, variety and that the lattices can exhibit starkly divergent behaviors. The following construction hints at this and was discovered by Jon Carlson in representation theory, see [Car18] . 5.13. Proposition. Let G : K → N be an exact functor between triangulated categories such that every triangle in E is G-split, i.e. the E-phantoms are contained in ker G. Let A ⊆ N be an additive subcategory of N which contains G(proj(E)) and is closed under direct summands. Then
Proof. By assumption the additive subcategory C := G −1 (A) of K contains proj(E) and is closed under direct summands. We claim that C satisfies the E-two-out-ofthree property of Proposition 5.4. This is easy since any E-triangle becomes split under G and A is closed under sums and summands. Then Proposition 5.4 tells us that πC is then a thick subcategory of K E . 5.14. Remark. A simple example, which is already of interest, is given by supposing we are in the Wirthmüllery situation of Theorem 4.23 and taking G = F . 5.15. Remark. Of course, the above construction Φ : A → π(G −1 A) preserves inclusions. Thus, we can start with a proper chain of suitable categories
in N and obtain a chain of thick subcategories of K E
The rub is that our chain may no longer be proper, which naturally leads to the following question. Under which conditions can we say that A 1 A 2 implies ΦA 1 ΦA 2 ? For an example where this does happen, we refer to [Car18, proof of Theorem 5.1].
Algebraicity
In this section we will prove Theorem 1.2, showing that passing to the relative stable category preserves the property of being algebraic. For a refresher on exact categories see Recollection 2.8. 6.1. Theorem. Let F be a Frobenius exact category, with admissible exact sequences S, let K = F = F/ proj(S) be its stable category and let ̟ : F → K be the quotient functor. Suppose that E is a Frobenius class of triangles in K. Define S E ⊆ S to be the following class of admissible sequences in F:
Then S E defines a Frobenius exact structure on F whose projective-injective objects ̟ −1 (proj(E)) are those objects of F which are E-projective-injective in K. Moreover, the stable category of this new Frobenius category is equivalent to K E as a triangulated category in such a way that the canonical diagram commutes :
Proof. It is easy, as we outline below, to check that S E is indeed an exact structure: Some of the axioms are inherited from S and the rest are verified by applying ̟ : F → K and using the axioms of a proper class of triangles for E. By definition (admissible) S E -monomorphisms are precisely the (admissible) S-monomorphisms whose image under ̟ are E-monomorphisms. And similarly with epimorphisms.
So, it is straightforward that S E is closed under isomorphisms and contains the split exact sequences by additivity of ̟ and since E has these properties. We also inherit from S that sequences in S E are kernel-cokernel pairs. Similarly, S Emonomorphisms and S E -epimorphisms are closed under composition, since this holds for S, and is true of E-monomorphisms and E-epimorphisms. Finally, let us prove that pushouts of S E -monomorphisms exist and are S E -monomorphisms, the pullbacks of S E -epimorphisms being dual. Again, existence is inherited from S and provides S-monomorphisms that still need to be shown to be S E -admissible. We want to test this under ̟ by using the analogous property for E-monomorphisms. To this end, it suffices to know that a pushout square along an S-monomorphism yields a homotopy pushout square in K, which is immediate from the formulation of those squares in terms of S-exact sequences and distinguished triangles respectively, and the fact that ̟ maps S-exact sequences to distinguished triangles.
Let us now see why S E -projectives coincide with ̟ −1 (proj(E)). Let Q ∈ F be an object and consider an S-exact sequence E = M ′ i M p ։M ′′ and its image distinguished triangle in K, for some morphism h
The connecting map ∂ in the Ext • F (Q, −) long exact sequence induced by E ∂ : F(Q, M ′′ ) → Ext 1 F (Q, M ′ ) factors as the following composite
. As the first map is surjective, we see that the following two properties are equivalent:
(A) The homomorphism K(̟Q, h) is zero. (B) The connecting map ∂ is zero, i.e. the following short sequence is exact:
We now vary the quantifiers: We fix Q but we let E vary among all S E -exact sequences, which is equivalent to ̟E varying among all E-triangles since any triangle in the stable category is isomorphic to the image of some S-exact sequence. Property (A) for all such E (that is, for all E-phantoms h) says that ̟Q is E-projective; see Proposition 3.8. Property (B) for all such E says that Q is S E -projective. This proves that the class of S E -projectives coincides with ̟ −1 (proj(E)).
A dual argument proves that the class of S E -injectives coincides with ̟ −1 (inj(E)). Since E is Frobenius, it also follows that S E -projectives and S E -injectives coincide. We now need to show there are enough of them.
Let X be an object of F. We can find a proj(E)-precover of ̟X in K, which can be written ̟(q) : ̟Q → ̟X for some Q ∈ ̟ −1 (proj(E)) and some morphism q : Q → X in F. By the above discussion, we already know that Q is S E -projective. Replacing q : Q → X by ( q p ) : Q ⊕ P → X where p : P → X is an S-projective cover, we can assume that q : Q → X is an S-epimorphism in F, without changing the image ̟(q) since ̟(P ) = 0. Consider the associated S-exact sequence in F
Its image under ̟ is a distinguished triangle
for some morphism k. Since ̟(q) was chosen to be a proj(E)-precover, it is an E-epimorphism and this triangle belongs to E. By definition of S E , the sequence E then belongs to S E . In short, q : Q → X is an S E -precover. Dually, F admits enough S E -injectives. So F is also Frobenius with the (smaller) class of exact sequences S E . It only remains to verify that the S E -stable category of F is equivalent to K E as triangulated categories. But this is clear from the fact that the S E -projectiveinjective objects are precisely those in Q := ̟ −1 (proj(E)), and a standard 'third isomorphism theorem' for additive quotients :
Exactness of this equivalence is left as an easy exercise.
Tensor-triangulated stable categories
From now on, we assume that K is not only triangulated but tensor -triangulated. We discuss what to assume on K and E to make sure that the relative stable category K E becomes tensor-triangulated. We also discuss how the tensor on K naturally produces some interesting Frobenius classes E. We then discuss the impact on the triangular spectra Spc(K) and Spc(K E ).
Our assumption that K is a tensor-triangulated category (tt-category for short) means that K admits a symmetric monoidal structure ⊗ : K × K −→ K which is exact in each variable, i.e. X⊗? : K → K is exact for every X ∈ K, and such that the two induced isomorphisms Σ? ⊗ Σ?? ∼ → Σ 2 (?⊗??) commute up to sign. See details in [HPS97, App. A]. We denote the ⊗-unit by 1.
7.1.
Definition. An object X ∈ K is called rigid (a. k. a. strongly dualizable) if there exists a object X ∨ ∈ K, called its dual, and an adjunction (7.2)
Of interest to us will be the unit and counit of this adjunction (at 1), denoted coev : 1 → X ∨ ⊗ X and ev : X ⊗ X ∨ → 1 .
We say that K is rigid if every object X ∈ K is rigid and the functor (−) ∨ is exact; rigidity implies K is closed monoidal and exactness of (−) ∨ is equivalent to the internal hom being exact in both variables. Standard monoidal adjunction theory gives canonical isomorphisms (X ⊗ Y ) ∨ ∼ = X ∨ ⊗ Y ∨ and X ∨∨ ∼ = X, etc.
7.3. Remark. It is well-known that if F : K → L is monoidal and X is rigid in K then F (X) is rigid in L, with dual F (X) ∨ = F (X ∨ ). Indeed, it suffices to transport the unit and counit of the adjunction (and their relations) under F .
The compatibility of proper classes of triangles with tensor is the obvious one:
7.4. Definition. We say that a proper class of triangles E as in Hypothesis 3.3 is a ⊗-class if it is closed under tensoring in the sense that if
belongs to E and W ∈ K then the triangle
also lies in E. This is equivalent to asking that the class of E-monomorphisms (or the class of E-epimorphisms or the ideal of phantoms Ph E ) is closed under tensoring.
Since Ph E is an ideal, it follows from being closed under tensoring with objects (i.e. identity morphisms) that it is ⊗-closed, i.e. closed under tensoring with all maps. 7.5. Remark. It is however not immediate from E being a Frobenius ⊗-class that K E becomes a tt-category. Indeed, we still need to show that proj(E) is tensor-closed.
7.6. Definition. If K has an internal hom, which we denote hom : K op × K −→ K, it also makes sense to ask for E to be closed under hom(W, −) for all W ∈ K. In this case we say E is hom-closed and evidently this corresponds to hom-closure of Ph E . 7.7. Lemma. If E is a proper hom-closed class of triangles then proj(E) is closed under tensoring. In particular, the ideal N of maps factoring via proj(E) is a ⊗closed. Dually, if E is a proper ⊗-class of triangles, then inj(E) is hom-closed. In particular, the ideal N ′ of maps factoring via inj(E) is hom-closed.
If moreover E has enough projectives (injectives) then the above implications are equivalences.
Proof. This is an immediate consequence of the tensor-hom adjunction.
In the situation of Lemma 7.7, provided E is Frobenius, the stable category K E is again symmetric monoidal as is the quotient functor π; this is a general fact about additive quotients by tensor-closed ideals of morphisms. Moreover, rigid objects of K get sent to rigid objects in K E ; this is a consequence of the fact that π is monoidal (Remark 7.3). 7.8. Proposition. If E is a Frobenius class of triangles closed under hom and tensoring then the category K E , equipped with the induced triangulation, is closed symmetric monoidal in such a way that both hom and tensor are exact in each variable. If, moreover, K is rigid then so is K E .
Proof. It is, as mentioned above, well known that K E is again symmetric monoidal and the quotient functor is symmetric monoidal. By Lemma 7.7 we know proj(E) is closed under tensoring and, by assumption, so is E. Thus Proposition 4.15 tells us that the induced tensor product on K E is exact in both variables.
As we have noted, by Lemma 7.7, proj(E) is closed under tensoring. Since E is Frobenius, said lemma also tells us that proj(E) is closed under the internal hom. We can thus apply Lemma 4.22 to see that the internal hom descends to an internal hom on K E . It is immediate that π is closed in this situation.
Finally, the statement concerning rigidity follows from Remark 7.3. 7.9. Remark. Note that we do not assert that K E is quite a tt-category: We do not know that, in K E , the tensor product satisfies the appropriate Koszul signs with respect to suspension. In certain general situations we can verify this, see Corollary 8.6. 7.10. Corollary. If K is rigid and E is a proper ⊗-class of triangles, the subcategories of projectives and of injectives, proj(E) and inj(E), are tensor-closed. In that case, K E is a rigid tt-category (up to Koszul signs).
* * *
Let us now turn to the other connection between the tensor structure of K and proper classes: The production of Frobenius classes of triangles using the tensor. In glorious generality, one can finesse a tensor-version of the Wirthmüller conditions of Theorem 4.23. Let us instead go straight for the jugular. 7.11. Corollary. Let K be a tt-category and let B ∈ K be a rigid object. Let E B denote the class of (B⊗−)-split triangles, that we shall simply call B-split triangles, i.e. the proper class whose ideal of phantoms Ph B = ker(B ⊗ −) are the maps killed by tensoring with B. Then E B is a Frobenius ⊗-class of triangles, whose class of projective-injectives is precisely add(B ⊗ K). The corresponding quotient
is a tt-category, and the quotient functor π B : K → K B is monoidal.
Proof. Since B is rigid we have adjoint functors
and so Theorem 4.23 applies to give the first statement. We use here that the unit-counit relations for the adjunction tell us that add(B ⊗ K) = add(B ∨ ⊗ K) (cf. Proposition 7.13). For the statements regarding the monoidal structure it is enough to note that if f ∈ ker(B ⊗ −) is a B-phantom and X ∈ K is arbitrary then
Thus Proposition 7.8 applies to give the remaining statements with the exception of the Koszul signs. This additional compatibility condition is satisfied, but we defer the proof to Corollary 8.6. 7.12. Example. Let p be a prime number and k be a field of characteristic p. Let G be a finite group (we assume that p divides the order of G to avoid dwelling too much on the zero category). Given a finite collection H of subgroups of G one can consider mod H kG, the stable category of G relative to H as defined in [CPW98] . This is given by working relative to modules induced from subgroups in H or, equivalently, by considering mod kG with the exact structure where the exact sequences are those that split when restricted to all subgroups in H.
This construction can be phrased in terms of the additive quotients studied here. The sum, suspension, and summand closed subcategory of mod kG
is preenveloping and precovering (this is proved in [CPW98] ), so the corresponding additive quotient is triangulated. One easily checks that it coincides with mod H kG.
More generally, one could take a finite dimensional representation V of G and consider ((mod kG) ⊗ V ) ♮ , which is again the projective-injectives for a Frobenius class of triangles and obtain a corresponding triangulated additive quotient. The interested reader is referred for instance to [Las11] .
Let us return to our general discussion. We begin with some basic observations. 7.13. Proposition. Let B ∈ K be rigid. We can specialize much of what we have seen in the general triangular setting to the tt-setting. For instance, we have the obvious analogue of naturality: 7.16. Corollary. Given a tt-functor F : K → K ′ and B ∈ K rigid then there is a unique tt-functor F making the following square commute 7.17. Remark. One might hope that Corollary 7.16 would provide a method for producing equivalences of relative stable categories, or facilitating their computation by finding a good F : K → K ′ . However, asking that F be conservative is already a lot to hope for if F is not already conservative itself. Indeed, if Ker F = 0 then Ker F ⊆ add(B ⊗ K). In particular, if Ker F = 0 but Ker F = 0 then add(B ⊗ K) contains a non-zero tt-ideal. This property reminds us of Theorem 5.6 and offers a natural transition to the next section.
Thick tensor-ideals and birationality
We now concentrate on what we can say concerning thick ⊗-ideals in the case that the relative quotient is a tt-category with the induced tt-structure. We focus on the setup of Corollary 7.11 with the additional assumption that K is rigid : So K is a rigid tt-category, B ∈ K is an object, which gives rise to the Frobenius class of B-split triangles E B with proj(E B ) = add(B ⊗ K), and the corresponding stable category K B = K/ add(B ⊗ K) is again a rigid tt-category. We denote by π : K → K B the (non-exact) monoidal quotient functor. 8.1. Remark. In this situation the thick subcategory of Corollary 5.10
Thus the corresponding equivalence between the quotients can be idempotent completed to an equivalence
where K(U ) is the category associated to the open U = Spc K\ Z for Z = supp K B. This helps to make precise our comments about birationality in Remark 5.11: K B admits a Verdier quotient equivalent to the part of K supported on U . We want to show that the righthand category (K B /πM) ♮ is also K B (V ) for a natural quasi-compact open V ⊆ Spc(K B ). Now let us consider a construction which exploits the tensor structure in a way which is different to what we have seen so far and that will help us determine the open V of Remark 8.1.
Construction. Ponder the distinguished triangle on the coevaluation morphism
By the unit-counit relations for an adjunction we know coev ⊗B is a split monomorphism, and so its fibre ξ B is B-phantom:
We already get a lot of mileage out of the morphism ξ B . This map controls the triangulated structure on K B ; in some sense one can view K B as being K 'twisted by ξ B '. This is made precise in the next theorem.
Recall from Example 4.19 that we denote by Σ the autoequivalence of K B induced by Σ, the suspension of K, which is naturally isomorphic to Σ1 ⊗ (−). 8.5. Theorem. With the above notation, we have: (a) The object π(F B ) is invertible in K B . constraints which we denote by a and s respectively, does not introduce any signs i.e. that the following diagram commutes.
By the coherence theorem for symmetric monoidal categories this boils down to checking the two permutations agree, which they do. In particular, Spc(π | U ) is a homeomorphism between V and U .
We shall need a general tt-fact: 8.8. Lemma ([Bal10a, § 2]). Let f : F → 1 be a morphism in a rigid tt-category such that f ⊗n ⊗ cone(f ) = 0 for some n ≥ 1. Then the tt-ideal where f is nilpotent J := X ∈ K f ⊗n ⊗ X = 0 for n ≫ 0 coincides with thick ⊗ (cone(f )).
Proof. By [Bal10a, Prop.2.12], this J is a tt-ideal, hence our assumption gives thick ⊗ (cone(f )) ⊆ J. The reverse inclusion follows from [Bal10a, Prop. 2.14].
Proof of Theorem 8.7. We want to apply Corollary 5.10 to M = thick(proj(E B )) as announced in Remark 8.1, where we already saw that M = thick ⊗ (B) = K supp(B) . So, we need to identify π(M) = Y ∈ K B Y ≃ π(X) for X ∈ M . The cone on f = ξ B is B ⊗ B ∨ by (8.3), and f ⊗ cone(f ) = 0 by (8.4), so we may apply Lemma 8.8. Noting that B and B ⊗ B ∨ generate the same tt-ideal of K, namely M, we learn that M is exactly the locus of nilpotence of ξ B : M = X ∈ K ξ ⊗n B ⊗ X = 0 for n ≫ 0 . We claim that its image in K B is simply the locus of nilpotence of the image of ξ B : (8.9) π(M) = Y ∈ K B π(ξ B ) ⊗n ⊗ Y for n ≫ 0 .
One inclusion is trivial: If ξ ⊗n B ⊗ X = 0 then applying the tensor-functor π we have π(ξ B ) ⊗n ⊗ π(X) = 0. Conversely, suppose that π(ξ B ) ⊗n ⊗ π(X) = 0 for some n ≫ 0 and let us show that ξ ⊗n+1 B ⊗ X = 0. The assumption is that the morphism ξ ⊗n B ⊗ X vanishes under π, hence factors via some object B ⊗ Z, say ξ ⊗n
In that case, the following commutative diagram
proves the claim. Hence we have (8.9). We now want to use Lemma 8.8 'backwards', for π(ξ B ) in the rigid category K B . For that, we need to know the cone on π(ξ B ), which is π(cone(ξ ⊗2 B )) = π(C) by Theorem 8.5 (c). And we need to know that π(ξ B ) is nilpotent on its cone. In fact, one can prove directly that already in K we have ξ ⊗2 B ⊗ C = 0. In any case, since C = cone(ξ ⊗2 ) ∈ thick ⊗ (cone(ξ B )) by the octahedron on ξ ⊗2 There is a more general question of understanding the space Spc(K B ) outside of the open V determined in Theorem 8.7. Note that we have a tt-version of Proposition 5.13, which indicates that Spc(K B ) might be rather big, as there tends to be many more additive tensor-ideals than triangulated tensor-ideals. 8.10. Corollary. Let G : K → N be a tt-functor such that every triangle in E B is G-split. Let A ⊆ N be a summand-closed additive subcategory which contains GB and is closed under tensoring in N. Then π(G −1 A) is a thick ⊗-ideal of K B . 8.11. Remark. Given an invertible object u ∈ K in a tt-category we can define a graded commutative ring R • K = R • K,u = Hom K (1, u ⊗• ), and a spectral (i.e. quasi-compact) continuous map ρ • u : Spc K → Spec • (R • K,u ) where Spec • denotes the homogeneous spectrum. This map is defined by sending a tt-prime P ∈ Spc K to the homogeneous prime ideal generated by the elements {f : 1 → u ⊗n | cone(f ) / ∈ P}.
as n varies. The prototypical non-trivial invertible object that exists in any tt-category is Σ1 and so we get a comparison map
is the graded endomorphism ring of the unit. Of course, this construction is natural in the sense that every tt-functor F : K → L induces a ring homomorphism F : R • K,u → R • L,v , where v = F (u), and thus a map on homogeneous spectra. The functor F also induces a spectral map F * : Spc L → Spc K and all of this fits into a commutative square
