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CHAPTER I. INTRODUCTION AND PROBLEM STATEMENT 
Introduction 
This dissertation investigates the economic expansion potential for 
fresh fruits and vegetables in Iowa during the feasible summertime 
marketing periods. To accomplish this objective, a spatial equilibrium 
model adjusted for risk studies the import substitution possibilities for 
Iowa growers in the commercial wholesale marketing channel. These crops 
are assumed to be highly profitable and therefore good alternatives for 
the depressed corn and soybean markets. 
Fresh fruits and vegetables are being analyzed because the economic 
downturn in the midwest's agricultural economy has many farmers searching 
for more profitable crops than com and soybeans. In addition, many 
small or young farmers are investigating agrarian methods which enable 
them to operate profitably with a few acres and/or very little capital. 
As these issues motivate politicians, they have called for research on 
alternative crops which will diversify Iowa's agricultural economy. This 
dissertation addresses these issues by researching Iowa's cost advantage 
in fresh summertime fruits and vegetables in the commercial wholesale 
market channel. 
In this chapter, four reasons for undertaking this research will be 
discussed. Some questions evoked by this topic will be addressed. The 
objectives of this dissertation and the associated propositions and 
purposes will be detailed. Lastly, an overview of the entire disserta­
tion will be presented. 
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Reasons for Undertaking the Study 
Iowa agricultural economy in recession 
The current crisis in midwest agriculture has seen the profitability 
of the traditional row crops, field corn and soybeans, drop. Two major 
factors in the corn and soybean economy have brought about this abrupt 
change. First, sustained relatively low prices for com and soybeans, 
coupled with periodic drought have dramatically lowered farm incomes. 
Second, heavily leveraged farms confronted by high real interest rates 
and associated with falling land values have seen net worths decrease 
causing a financial crisis. As of February, 1985, 32 percent of Iowa 
farms are in some financial difficulty with debt-asset ratios of greater 
than 40 percent. Of these farmers, approximately 11 percent have debt-
asset ratios of greater than 70 percent. Farmers with debt to asset 
ratios of greater than 70 percent are assumed to be facing bankruptcy 
soon. For the remaining 21 percent of farmers, the next three years' 
income prospects will determine their ability to remain in business 
(Jolly and Barkema, 1985; Personal communications with Damona Doye, 
member of Iowa State Farm Financial Stress Task Force). 
Given the need for increased farm incomes, methods to accomplish 
this objective must be found. Alternative crops can help alleviate the 
problem two ways. First, because the prospects of improved field corn 
and soybean markets do not appear imminent, more profitable crop alterna­
tives would help increase farm incomes. Second, the introduction of 
large acreages of alternative crops could reduce the supply of corn and 
soybeans, raising their prices and incomes, ceteris paribus. This could 
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result because corn and soybeans have relatively low own-price elastici­
ties, and thus rather high price flexibilities. Thus, the price of corn 
and soybeans could rise assuming that no gross substitution of production 
in other areas replace the acres diverted to the production of other more 
profitable crops. 
Implications for small farm research 
Small farm research is important for three reasons. First, smaller 
farms are better suited to young farmers. Second, small farms tend to be 
more innovative; thus, to maintain technical progress, research to 
provide for their continuation is necessary. Last, traditional row crops 
and their associated small per-acre returns to labor indicate that large 
acreages and capital investment are necessary for families to earn 
liveable incomes. Therefore, crops with larger returns to labor are 
necessary for small farmers. 
Small farms are best suited for young farmers for three reasons. 
First, young entrants to farming usually have less equity capital than 
larger more established farmers who are in their middle years. Second, 
they usually have less managerial experience but not necessarily less 
education. The managerial inexperience may make managing larger amounts 
of capital, i.e., machinery and capital along with hiring additional 
labor, a strain on the young farmer's technical efficiency. Third, they 
can also devote more labor per unit of land or equity capital. Thus, the 
balance of low equity, high labor-capital ratios and relatively little 
managerial experience may make young entrants better suited to smaller 
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farms (Heady, 1945). Furthermore, except for inheritance, large parcels 
are largely unobtainable. 
A further reason for small farm research is that small farms may 
tend to be more innovative (Madden and Baker, 1981). Because they are 
innovative, it is argued, they help maintain the technological progress 
in the farming community which in turn maintains a healthy economic 
environment. Hence, crops which are specifically suited for small farms 
are needed. 
Last, because the returns to labor for row crops are not as high as 
for some alternative crops, row crops are not suitable for small farms if 
a suitable family living expense is desired from the farm alone. More 
specifically, row crops usually only take from two to seven hours of 
labor per acre; hence, a large number of acres are necessary to make a 
living if labor is the primary investment. In contrast to the row crops, 
some of the vegetable crops studied have labor requirements in the range 
of 70 to 300 hours. Therefore, alternative crops which offer higher 
returns to labor need to be studied in order to provide liveable small 
farm incomes. 
Political motivations 
Both poor economies and small farm issues motivate politicians to 
action. First, poor economies usually jeopardize legislative and execu­
tive positions. In addition, politicians see maintenance of small farms 
and family farm as a socially gratifying objective. 
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The poor agriculture economy places state politicians in a tough 
position. They must either hope the economy improves or they are faced 
with the unenviable task of raising taxes to maintain programs because of 
falling revenues or cutting the budget. In an attempt to provide for a 
better economic climate, Iowa's Governor Branstad has called for the 
diversification of Iowa's agriculture. This, he hopes, will cut the 
state economy's reliance upon traditional row crops such as corn and 
soybeans and at the same time introduce more profitable crops which will 
increase incomes (Muhm, 1983) . 
The evidence that small farms are a politically important issue can 
be seen in both legislation and verbal commentary. The Food and 
Agriculture Act of 1977 (Powers, 1979) states as an objective to provide 
for and maintain the survival of the small farm. Furthermore, Senator 
Gary Hart, of Colorado and 1984 presidential hopeful, has called for aid 
to small farms (Yepsen, 1983). 
Thus, with the current agricultural financial crisis in the 
midwestern United States and the need for small farm research, many 
politicians and farmers are seeking alternative crops which will give a 
higher return than the traditional com and soybean crops. Hence, 
production of fresh fruits and vegetables in Iowa could be an important 
alternative to the current traditional crops such as field corn and 
soybeans. 
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Iowa's Current Horticultural Situation 
Currently, some farmers in Iowa are already producing fruits and 
vegetables for the direct-to-consumer markets, where they are taking 
advantage of the margin between farm and retail price levels to make 
relatively good profits. In addition, most of the direct-to-consumer 
producers are reducing marketing costs by reusing old boxes or crates; 
reducing or eliminating cooling and/or precooling; and minimizing 
grading. This Iowa industry is estimated to have approximately 17,000 
acres (Hall, 1985) in production primarily for pick-your-own operations, 
roadside stands, and farmers' markets. There are also a few farmers who 
are producing fresh fruits and vegetables for processing markets and for 
supermarket chains. 
However, demand in the direct-to-consumer market is fairly limited, 
with the fresh market potential estimated at approximately 2 percent of 
the total yearly fresh produce market (McLaughlin and Pierson, 1983). 
The limited market indicates that any large movement into production for 
direct-to-consumer sales could drive marginal returns below average total 
costs. 
The commercial wholesale sector comprises the remaining 98 percent 
of the fresh produce market, where approximately 76 percent of the fresh 
produce is channelled through grocery stores and supermarket chains and 
the remaining 22 percent moves through hospital and school cafeterias, 
and restaurants (McLaughlin and Pierson, 1983). 
This study will concentrate on the fresh summertime commercial 
wholesale fruit and vegetable industry because of its relative size in 
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comparison Co the direct-to-consumer market. To investigate the import 
substitution possibilities in Iowa's commercial wholesale market, the 
following questions need to be answered. 
Questions to be addressed 
Can Iowa produce fresh fruits and vegetables for the commercial 
wholesale market profitably? Obviously, if the crops cannot be produced 
profitably, then they are not good alternatives to the current crops. 
What are the viable market periods for Iowa farmers? Are there certain 
market periods for which farmers should produce? Early summer or late 
spring markets appear to be the most profitable, but careful study is 
required. 
What are the equilibrium prices and quantities for each crop? The 
estimated equilibrium prices and quantities could be very important for 
planning purposes. The prices imply a level of profitability and the 
quantities demanded would aid in the prediction of acreage requirements. 
As a further question of relative profitability, would it be in the 
producers' best interests to shift from production of com and soybeans 
to fruits and vegetables? A common conclusion from comparative advantage 
theory (to be discussed in Chapter II) is that trade with other states 
could make Iowa better off if both states specialized in the crops which 
they could produce at the least relative cost. 
Who are Iowa's primary competitors? This question is critical to 
determining the spatial equilibrium (discussed in Chapter II) and 
comparative advantage issues. To study who can produce fruits and 
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vegetables for Iowa for the relatively lowest cost, an accurate list of 
competitors is necessary. 
If the issue of spatial equilibrium is answered in favor of Iowa, 
how much acreage could be shifted from com and soybean production to 
fresh fruit and vegetable production in the crops studied? The answer to 
this question is important because it will indicate how many small-scale 
farmers could be established. 
Further questions will need to be answered. If Iowa exhibits a 
long-run cost advantage over its current competitors, would it neces­
sarily be able to enter the market, given that its competitors could 
still produce at short-run costs? Farmers in Iowa who are trying to 
enter the market need to know how low prices could go if their competi­
tors produced at short-run cost because Iowa would face long-run costs to 
enter the market. Cost advantage is based on long-run costs to ensure 
long-run equilibrium, but established producers could drive out new 
competition in the short run. 
Risk is also a consideration. If fruit and vegetable crops can be 
produced relatively more cheaply in Iowa and at a profit, does the 
inherent risk associated with production of fruits and vegetables 
necessarily outweigh their profitability? Production risks from the 
standpoint of net revenue variability Ls greater for fruits and 
vegetables than for com and soybeans. Because fruits and vegetables are 
riskier for reasons of perishability, would it then be in the aggregate 
interest of Iowa producers to switch from com and soybean production to 
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the relatively riskier fruits and vegetables where there are no farm 
programs to stabilize prices? 
Assuming that some crops are not relatively cheaper to produce in 
Iowa, how much will transportation costs need to increase to change the 
comparative advantage? As energy costs rise relative to other costs, the 
net benefits of trade should diminish. At what level of relative cost 
increase will the comparative advantage of competing areas be completely 
eliminated? Because of the changing situation in OPEC, the oil cartel, 
could relatively lower energy costs reduce the cost advantage that Iowa 
may have in some crops? Similarly as competing areas have structural 
differences from Iowa in their labor markets, what increase in labor 
costs will cause Iowa's competitive edge to disappear? 
Objectives and Propositions 
Objectives 
To help answer the preceding general questions, the following objec­
tives were developed. The general objective of this dissertation is to 
build a spatial equilibrium model which describes accurately who supplies 
the commercial wholesale market in Iowa and whether Iowa could supply the 
same market relatively more cheaply than its competitors. Figure 1.1 
shows an abbreviated list of the objectives. To attain this general 
objective, other objectives must first be met. First, Iowa's viable 
market periods for each crop must be determined. Second, Iowa's current 
competitors must be identified. Knowing the visable market period for 
each crop will help considerably in narrowing the list of states which 
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1. Determine the spatial equilibrium for Iowa's current fruit and 
vegetable suppliers. 
a. Determine the Iowa's viable market periods for each crop. 
b. Determine Iowa's current suppliers. 
c. Determine the national risk aversion parameter, PHI. 
2. Determine Iowa's import substitution possibilities by adding Iowa to 
the current suppliers model. 
3. Determine the amount of cost estimation error which could have been 
made in estimating Iowa's costs or yields and still maintain the 
same results. 
4. Determine how much Iowa's yield estimates would need to increase Co 
allow Iowa to compete in the commercial wholesale market for those 
crops that it does not have a cost advantage. 
5. Determine how the risk aversion parameter affects both production 
levels and who supplies Iowa with fresh fruits and vegetables. 
6. Determine the difference in the solutions when modelling reflects 
risk neutrality. 
7. Determine who has comparative advantage in the strict sense (i.e., 
no transportation and costs are included). 
8. Determine whether increasing or decreasing fuel prices will change 
the regions which have the cost advantage. 
9. Determine who has the cost advantage when competitors are allowed to 
operate at short-run costs while Iowa must meet long-run costs. 
10. Determine if increasing Iowa's fruit and vegetable production labor 
costs to levels such as those found in California and Florida will 
cause the cost advantage to change. 
Figure 1.1. The objectives of this dissertation 
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actually compete for a portion of Iowa's fresh fruit and vegetable 
market. 
Once these states have been identified along with their costs of 
being produced, marketed, and transported to Iowa, the first portion of 
the general objective can be determined; modelling Iowa's current 
suppliers. A part of this objective includes determining the national 
risk aversion parameter. The risk aversion parameter indicates the level 
of risk aversion held by U.S. fruit and vegetable producers. Having too 
negative a value means farmers will want to produce less fruits and 
vegetables than is demanded, while if the value is not negative enough, 
farmers will want to produce more than is demanded; thus, the objective 
is to balance these two extremes. 
When the first portion of the general objective has been accom­
plished, then Iowa's production activities can be added to the model and 
the second portion of the objective can be fulfilled: the import substi­
tution possibilities for Iowa can be determined. This is specifically 
the main emphasis of this dissertation. 
Due to the nature of the data used in this study, however, certain 
parametrics will be performed on the costs functions for Iowa. Because 
no statistical data exist for yields in Iowa and the supply function data 
were not obtained from statistical analysis, Iowa costs will be increased 
and decreased by 50 percent to test whether cost estimation error will 
cause the cost advantage to change regions. 
Furthermore, because this study includes risk as a variable, another 
objective is to delimit what effect risk has on the determination of cost 
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advantage. The objective is to discover whether risk can cause a change 
in the regions holding the cost advantage or whether the risk component 
only limits the amount of production which takes place. Therefore, a 
portion of this objective is to determine how regions of cost advantage 
change and how the level of production changes as the risk aversion 
parameter, PHI, is changed. In addition, as risk neutrality is a 
commonly modelled risk attitude, another objective is to examine how the 
risk neutral solution differs from the solution with PHI at the chosen 
national risk aversion level. 
As a major portion of this dissertation studies the cost advantage 
for fruits and vegetables, an objective is to determine how much differ­
ence transportation makes to the cost advantage solution. Cost advantage 
can be defined as the net of benefits from specialization and the costs 
of transportation. Does the pure neoclassical comparative advantage 
model hold? 
A further objective of this dissertation is to judge how much impor­
tance fuel costs play in determining the cost advantage of fruits and 
vegetables. In the near past, researchers have studied the impacts of 
rising real fuel costs on the trade flows of fruits and vegetables. 
However, more recently real fuel prices have been decreasing, and there 
is doubt that they will rise drastically in the near future. Thus, the 
objective is to determine whether reasonable changes in the real price of 
fuel will have any effect on the regions holding the cost advantage. 
Should Iowa have a cost advantage in any of the crops studied, 
another objective is to discover whether current supplying regions could 
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bar Iowa producers from entering the market by producing at short-run 
costs while Iowa would be producing at long-run costs to enter the 
market. This objective is fairly important because Iowa producers might 
need a higher price to continue producing if they have to meet all their 
costs in the short run while their competitors only need to meet current 
operating costs. 
The last objective of this dissertation is to determine whether 
increases in Iowa's labor costs could cause the regions which hold the 
cost advantage to change. Because Iowa's average farm wage rate is below 
that being paid in some of the larger competing regions, such as 
California and Florida, the objective is to determine if the increase in 
Iowa's real wage rate necessary to attract the labor to the fruit and 
vegetable fields, would change the regions holding the cost advantage. 
Propositions 
Associated with these objectives are nine specific propositions. 
The first proposition to be tested states that Iowa will have a cost 
advantage in a few crops but not all the crops studied. Closely tied to 
Proposition 1 is Proposition 2, which declares that significant increases 
in Iowa's costs would be necessary to change the conclusion that Iowa 
holds the cost advantage in some crops. Proposition 3 states that for 
those crops which Iowa does not hold a cost advantage, only a small 
increase in the yield estimate would allow Iowa to have the cost advan­
tage. If Proposition 2 holds, then the strength of this study's results 
could be given greater credibility. Also, if Proposition 3 was true. 
I 
I 
I 
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Proposition 1. Iowa will have a cost advantage in a few of the crops 
studied but not all of the crops. 
Proposition 2. Significant increases in Iowa's costs will be necessary 
to change regions who hold the cost advantage. 
Proposition 3. Only small increases in Iowa's estimated yield will be 
necessary to make Iowa competitive. 
Proposition 4. The mix of states supplying Iowa will not change much as 
PHI changes, only the amount of production will. 
Proposition 5. In the case of risk neutrality, little change will be 
observed from the situation in Objective 2, except that 
more production will occur. 
Proposition 6. When only comparative advantage is considered, more 
production will come from Iowa's current suppliers Chan 
found while completing Objective 2. 
Proposition 7. Increasing and decreasing fuel costs will have little 
effect on who produces Iowa's summertime fruits and 
vegetables. 
Proposition 8. When competing states are allowed to produce at short-run 
costs, more production will originate in the competing 
states than that found when completing Objective 2. 
Proposition 9. When Iowa's labor costs are increased, more production 
will come from the competing states. 
Figure 1.2. Propositions to be tested 
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then only small efforts by researchers and farmers would be necessary to 
allow Iowa to become competitive. 
In relation to the risk aversion parameter, PHI, Proposition 4 is 
that the mix of crops will not change much as PHI changes, nor will the 
states which hold the cost advantage, only the amount of production will 
change. In a similar vein, Proposition 5 holds that when risk neutrality 
is modelled, the conclusions will not change drastically from those found 
in Objective 2. These results are expected because coefficients in the 
risk matrix for northcentral states do not differ drastically. 
Proposition 6 supposes that when strict comparative advantage is 
modelled, more production will be supplied from competing states because 
of the high proportion of total cost associated with transportation of 
fresh fruits and vegetables. However, Proposition 7 states that little 
change will occur in regions holding the cost advantage when the fuel 
costs are either increased or decreased. This will occur because fuel 
costs are such a small portion of the total transportation costs. 
Proposition 8 is that substantial changes in spatial equilibrium 
will occur from those found in determining Objective 2 because of the 
large fixed costs relative to variable costs associated with some of the 
competing states. Last, Proposition 9 states that higher relative wages 
in Iowa will result in more production of fresh fruits and vegetables in 
competing states than found when determining Objective 2 because fruits 
and vegetables are labor intensive crops. 
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Organization of the dissertation 
The remaining portions of the dissertation are organized into seven 
chapters and six appendices. Chapter II is a theoretical review of 
general issues, while Chapter III is a review of literature pertaining to 
modelling fruits and vegetables. Chapter IV develops the problem in 
greater detail, determining the crops to be studied, discussing and 
narrowing the market channels, delimiting current production in Iowa and 
current competitors and delineating the feasible market periods for each 
crop. Chapter V outlines the model used and discloses the data sources 
used. Chapter VI reports the results in view of obtaining the best over­
all results for the model. Chapter VII also reports results but in a 
crop-by-crop analysis. Chapter VIII is the summary, conclusions, and 
recommendations for further research. The appendices include the data 
and generation method for Iowa's production costs, social payoff 
functions (see Chapter II), per capita consumption estimates, transporta­
tion costs, quantities supplied by Iowa's competitors, and the states 
which were proxied by states used in the model. 
Chapter II reviews the theory underlying the conceptual model used 
to study import substitution of fruits and vegetables by Iowa. In 
particular, Chapter II shows how comparative advantage and spatial 
equilibrium models must be blended to obtain a model which balances the 
benefits of specialization and the additional costs of transportation to 
determine which region has the overall cost advantage. Furthermore, 
Chapter II indicates the limits of the producer and consumer surplus 
concepts and how they should be used in a spatial equilibrium framework. 
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Lastly, risk theory and application methods are discussed to show how the 
conceptual model should be modified to account for risk. 
Chapter III reviews a sample of the literature pertaining to the 
modelling of fruits and vegetables. The objective of this chapter is to 
not only show what has been done previously and how this study adds to 
the literature, but to indicate what features of modelling fresh fruit 
and vegetable production should be included in similar studies. The 
review includes articles covering modelling at the firm, regional, and 
national levels. 
Chapter IV develops the problem in greater depth than does 
Chapter I. In Chapter IV, the method of selecting the crops in the study 
are discussed. Following that discussion, the commercial wholesale 
market is separated from the processor and direct-to-consumer marketing 
channels. The separation serves a two-fold purpose. First, all channels 
need to be delineated to understand the data associated with Iowa's 
production of fruits and vegetables. Second, comprehension of the 
commercial wholesale channel and its requirements is necessary to ensure 
that all the costs of production and marketing are included in the model. 
Then Iowa's current position in fresh fruit and vegetable production is 
explained. From this information, the potential for expansion can be 
derived. Furthermore, to complete the spatial equilibrium model, Iowa's 
competitors in this market channel are identified, and the process by 
which this was accomplished is discussed. Associated with this step, 
Iowa's feasible marketing period is developed. This step is important 
because unless the specific marketing periods are determined, a number of 
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states which do not supply Iowa might be included. The last subject 
covered in Chapter IV shows how Chicago arrivals data were used to proxy 
quantities of fruits and vegetables delivered to Iowa by her competi­
tors. 
Chapter V discussed the spatial equilibrium model used to determine 
Iowa's import substitution capabilities. The first section develops the 
overall model. It shows how production can come from either Iowa or her 
competitors, how it is transported to the social payoff activities, and 
how risk is incorporated as a cost of production in the model. Later 
sections in the chapter indicate in more depth the actual makeup of these 
activities in the model. The last section of Chapter V describes the 
data sources used to obtain coefficients for the model matrix. 
Chapter VI has a three-fold purpose. First, this chapter relates 
how the risk aversion coefficient, PHI, was determined. This step is 
crucial in deciding how great Iowa's expansion potential is. Second, 
this chapter reports the results from runs of the model intended to 
determine conclusions to the propositions put forth in Chapter I. Last, 
Chapter VI shows the results to the model runs to give an overall picture 
of how well the model performed. 
Chapter VII looks at the results and analyzes them as they relate to 
each crop. Following this, Iowa's expansion potential is examined using 
three scenarios; Che model's best estimate, and the best estimate using 
1982 and 1985 data sets. Lastly, Chapter VII determines how many small 
farms could exist given the best estimate and how much revenue the intro­
duction of the commercial wholesale industry would generate for Iowa. 
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Chapter VIII completes the dissertation by summarizing the results 
and how they were obtained. Last, Chapter VIII sets out recommendations 
for further research which would investigate other interesting topics 
such as what is the necessary infrastructure to support a commercial 
wholesale fresh fruit and vegetable industry. 
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CHAPTER II. THEORETICAL REVIEW 
The model which investigates whether Iowa can enter the fresh fruits 
and vegetables commercial wholesale market involves the theories of 
comparative advantage, spatial equilibrium, and expected utility with 
regard to risk. Chapter II discusses these concepts and the associated 
methods of including them in programming models. Also, other topics, 
such as demand theory, methods of endogenizing demand curves in program­
ming models, the problem of using wholesale demands rather than retail 
demands when elaborating welfare issues, and the welfare concepts of 
producer and consumer surplus are discussed as they apply to the program­
ming model. See Figure 2.1.a for a schematic diagram of the chapter 
contents. 
Introduction 
Comparative advantage theory explains production location as a 
function of the relative production costs of each area. Both geologic 
and geographic factor endowments of production may affect relative 
production costs in each area. These factor endowments, which are 
usually assumed immobile, such as climate or natural soil endowments, may 
produce superior quality output and/or yield, and therefore lead to a 
regional comparative advantage. 
In addition to the theory of comparative advantage, spatial equilib­
rium theory determines optimal societal location of production. Spatial 
equilibrium theory determines equilibrium quantities and prices of goods 
being traded between areas. Samuelson (1952) first discussed spatial 
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equilibrium in a linear programming framework while developing the 
concept of net social payoff, or the sum of consumer and producer 
surpluses. In developing this concept, he provided for endogenizing 
price (through an iterative procedure) and quantity so that model solu­
tions could predict equilibrium price and quantity rather than assuming a 
fixed price, as had been done in most contemporary comparative advantage 
studies. He also provided directly for the incorporation of transporta­
tion costs in determining the equitable distribution of production, a 
problem usually assumed away in comparative advantage theory. Even 
though Samuelson sidestepped the issue of consumer and producer surplus 
by calling the same concept net social payoff, a discussion of consumer 
and producer surplus issues is undertaken later in this section. 
By combining the theories associated with both comparative advantage 
and spatial equilibrium concepts, a more proper discussion of specializa­
tion and location can be accomplished. Comparative advantage provides 
the background for increasing the economic "pie" through mutual trade and 
specialization. At the same time, spatial equilibrium theory more 
properly accounts for the transportation issues of location and allows 
for the weighting of transportation costs due to irregularities in 
routing and backhaul costs. 
The last issue discussed in this chapter will be the theory underly­
ing the inclusion of risk into the spatial equilibrium concept. Risk 
faced by producers in the context of fruit and vegetable production is 
considerably higher than that faced by grain farmers. Climatic factors 
which may be of little consequence to grain farmers may have very adverse 
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factors on fresh fruit and vegetable producers. For example, unusually 
high temperatures in the spring can adversely affect the quality of 
broccoli. In addition, fruit and vegetable producers face market risk in 
the higher perishability of their crops, and also face problems with 
"thin" markets. "Thin" markets are those markets whose volume is not 
consistently large enough for price determination to take place effec­
tively. Consequently, prices are erratic. Grain farmers are protected 
from drought risk by federal insurance programs and are also protected 
against downside price risk by federal farm programs. Fresh fruit and 
vegetable producers do not have similar programs available. Therefore, 
the risk that must be faced by farmers in the fresh produce industry is 
considerably greater than that faced in the grain industry. Furthermore, 
due to the inherent land and climatic conditions certain areas could 
experience more risky production than others. Thus, risk becomes a more 
important factor of spatial equilibrium in the fruit and vegetable 
industry than in the grain industry. 
The utility foundation of risk and uncertainty was first mentioned 
by Bernoulli in 1738 when he observed that a marginal unit of income is 
worth more to poor person than to a rich person. Much later, in the 
1940s, von Neumann and Morgenstem stated the axioms from which the 
principles of expected utility maximization are derived. From this 
theory, the basic methodology for incorporating risk into programming 
models was first discussed by Freund (1956). The theory, his methodology 
and later studies which have improved upon his techniques will also be 
discussed. 
24 
Comparative Advantage 
In this section classical, neoclassical, and modem comparative 
advantage theory will be discussed. 
Classical comparative advantage 
Comparative advantage has primarily been studied as a problem of 
relative cost efficiency. The theory, in the simplest form, states that 
given two areas of production and two products, production should occur 
in the area which has the least relative cost. If this occurs and trade 
follows, both areas will be better off than if they each produced both 
goods (McConnell, 1975; Chacholiades, 1978). 
However, classical comparative advantage theory assumes there is 
only one factor of production, labor. This assumption isn't very 
realistic because very little production relies on labor as the only 
factor of production. In agriculture, at the very least two factors are 
involved, i.e., land and labor. The neoclassicists more properly 
addressed comparative advantage theory. 
Neoclassical theory of comparative advantage 
Neoclassical theory of comparative advantage brought a new dimension 
to classical trade theory. Edgeworth, Haberler, Leontief, Lerner, 
Marshall, and Meade were the main contributors through the opportunity 
cost concept (Chacholiades, 1978). This concept essentially gave 
economists the tools necessary to understand the concept of comparative 
advantage as it related to the two-factor production function. The 
principle of opportunity cost refers to the quantity of a good which is 
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given up to receive one more unit of another good. Although this defini­
tion is in physical terms, opportunity cost can be easily translated to 
monetary terms. 
The neoclassicists showed, in their contribution to the theory, that 
the factors' opportunity costs were equal to the marginal costs of the 
factors of production in a two factor case. The proof helps motivate 
later discussion, so it is included here. Assume that an isoquant 
reflects all the efficient combinations of factors which will produce one 
level of output. When a good is produced with two factors and the 
resulting isoquants are concave to the origin, the following result is 
necessary for cost minimization: 
w _ MPP(L) _ 
r " MPPCK; " MPP^ 
where w is the wage rate of labor (L), r is the rental rate of capital 
(K), and MPP is the marginal physical product of the respective inputs. 
This fundamental identity for cost minimization can be easily rearranged 
by cross multiplication and is equal to the price of X (P) which in turn 
is equal to the marginal cost (MC) of producing the good (X) when the 
system is in equilibrium: 
MPP(L) ~ MPP(K) ~ 
If this condition did not hold, the ratio of inputs could be adjusted to 
further reduce costs of producing output X. Furthermore, as we move from 
producing one good to two goods with two factors, microeconomic theory 
states that the optimizing conditions for cost minimization are for 
marginal costs of producing both goods to be equal. 
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MC(X) = MC(Y) 
where X and Y are two outputs produced with two factors, labor and capi­
tal. This point is illustrated in Figure 2.1.b. The production possi­
bilities curve consists of all the efficient combinations of producing 
goods X and Y using the resources available. Furthermore, each point 
along the production possibilities curve implies that the ratios of 
factor prices to marginal physical products are equal for all factors and 
products. Or mathematically, the following must be true: 
MPP^(K) ^  MPPj^(X) ^  MC(X) = MC(Y) = ^ MPP^(X) 
where MPPL(X), MPPK(X), MPPL(Y), and MPPK(Y) are the marginal physical 
products labor and capital in the production of good X and good Y, 
respectively. In other words, the factor costs per unit of additional 
output must be equal across outputs. A further condition for profit 
maximization is for the marginal revenues (MR) of the two goods to be 
equal, and in turn for the marginal revenues be equal to marginal costs. 
MR(X) = MR(Y) = MC(X) = MC(Y) 
Under perfect competition, price equals marginal revenue, and thus, the 
price line, or inverse ratio of prices, gives equal revenue- If the 
production possibilities curve is convex to the origin, these conditions 
result in a unique solution, the point of tangency between the price line 
and the production possibilities curve. The preceding conditions are 
necessary for the efficient allocation of resources within a region in 
the long run. Because of these conditions, the marginal costs tell us 
how much is given up, the opportunity cost, to receive one more of one 
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good and one less of the other. The concept of opportunity cost becomes 
important to this study as discussed later. 
There is still one step left to summarizing neoclassical theory. 
That step takes the production possibilities curves for two regions and 
allows for trade between them. The neoclassical theory extends the trade 
model through microeconomic theory, with each region being analogous Co a 
person. The contract curve between the two regions is determined by the 
tangency of each region's social indifference curves as demonstrated in 
Figure 2.2 below. Given their beginning positions on the contract curve, 
the two regions determine their offer curve. From the offer curve the 
feasible ranges for the terms of trade, the relative prices paid for each 
good, and ultimately the mix of the factors used to produce the goods can 
be determined. Given their beginning positions on the offer curve, the 
final equilibrium price ratio will be between each regions respective 
pretrade price ratios. Note in Figure 2;2 that only a very special case 
would call for complete specialization in one good by each area. 
This illustration of neoclassical trade theory using microeconomic 
theory can be taken to the several factor and several product case 
(Chacholiades, 1978). But in general, neoclassical trade theory is 
fairly restricted because homogeneous of degree one production functions 
and well-behaved social welfare functions in each country are assumed. 
And again as was the case with the classical theory, there is an assump­
tion of no transportation costs in this analysis. These restrictions 
have several implications for research which may not be tenable. First, 
the supply functions for each area are perfectly elastic. Second, the 
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consumers in both regions have identical tastes and preferences. And 
third, transportation is free. These restrictions have little grounds 
for validity given day to day empirical evidence. There are many cases 
of less than perfectly elastic supply curves. Consumers in different 
regions often have different tastes and preferences. And transportation 
is not a free good. 
Modern theory of comparative advantage 
The modem theory of comparative advantage tries to predict the 
direction of trade by pre-trade autarkic equilibria. By using the 
factor-intensity ratios, the modem theorists try to expand upon 
neoclassical theory to draw inferences about the relative factor costs of 
production in many areas with many commodities. The modern theory relies 
basically on two propositions. The first is that relative factor 
endowment differences between areas gives rise to trade (Heckscher-Ohlin 
theorem). The second is that trade tends to equalize factor prices 
between areas (factor-price equalization theorem) (Chacholiades, 1978). 
In this study, we are primarily interested in the first proposition. Can 
the direction of trade be predicted, just using the theory of comparative 
advantage? 
The problem with these propositions is that for the most part they 
have not been proven true. For example, a country such as the U.S. , 
which is assumed to be capital intensive, primarily exports labor inten­
sive products such as agricultural products and imports capital intensive 
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goods (Chacholiades, 1978). However, the propositions are well-grounded 
in theory and this seeming paradox may yet be explained. 
Further problems with modem theory arise when relative factor 
endowments are considered. The relative factor endowment differences can 
be measured in two ways, the price definition and the physical defini­
tion, but only the price method validates the Heckscher-Ohlin theorem but 
then only under some circumstances. The price definition states that 
pretrade factor price ratios determine which relative endowment is in 
abundance. In other words if the wage-rental ratio is lower in region A 
than in region B, region A is said to be relatively labor abundant and 
region B capital abundant. 'Region A will produce the commodity which is 
labor intensive and region B the good which is capital intensive 
(Chacholiades, 1978). 
The problem with the modern theory is that only under the severest 
of restrictions can it predict the flow of trade. These restrictions are 
that there are no factor intensity reversals, regions have identical 
production functions, and regions have similar and nomothetic tastes in 
consumption (Chacholiades, 1978). 
The problem is not so much with the assumption of homothetic and 
similar tastes but with the problem of the identical production 
functions. In agriculture there are factors in nature which lend them­
selves to greater productivity than may perhaps be true of a manufactur­
ing industry. These factors may be the moderate climate or the length of 
the growing season, each of which decrease the cost per unit of output. 
Thus, we can't assume identical production functions. 
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Another problem with the modern theory is the assumption of no 
transportation costs. However, Johnson (1981) may have recognized this 
problem. He differentiated models into the punctual and the areal models 
of comparative advantage. The punctual model assumes that transportation 
costs to the market are included in the total costs of production and 
therefore, bases the comparative advantage on the level of endowed factor 
intensities in each area. However, he assumed the costs of transporta­
tion to be zero in his empirical study of United States production. 
The areal model of comparative advantage specifically studies 
transportation costs in trying to determine the location of industrial 
centers within an area of comparative advantage. This particular model 
does not address the same problem as this dissertation. For example, if 
Iowa were the region with a comparative advantage in the production of 
fruits and vegetables, this model would try to decide where in Iowa the 
industry should be located based on the costs of transportation. This is 
not to say that this idea is not relevant, but merely that it does not 
fall within the scope of the current study. 
By including the costs of transportation, the comparative advantage 
model begins to move towards better predictive models, because rarely if 
ever does the real world have zero transportation costs. And in a period 
of increasing energy scarcity, rising transportation costs may negate the 
benefits of specialization. Thus, it seems necessary to incorporate the 
neoclassical theory with Samuelson's spatial equilibrium theory to 
clearly determine if there is a comparative advantage held by the 
competitors. 
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Spatial Equilibrium and Net Social Payoff 
Mathematical methods of solving problems involving spatial equilib­
rium have a long history. From Cournot in 1838 (Samuelson, 1952) to the 
present, the problem has been successively developed. Samuelson (1952) 
was the first to describe the benefits of trade as net social payoff, but 
many since have presented methods to solve the problem of spatial 
equilibrium. These include most notably Trammel and Seale (1959), Martin 
(1972) indirectly, Takayama and Judge (1964), and Duloy and Norton 
(1975). 
Spatial equilibrium refers to the resting place of a system when two 
areas are trading a product. The system finds the prices and quantities 
in each area from which there is no tendency to move. Samuelson (1952) 
builds upon the work of A. A. Cournot, who endeavored to determine 
equilibrium price and quantity for spatially separated markets. 
Samuelson combines the purely descriptive work of Stephen Enke on 
spatially separated markets and the Koopmans-Hitchcock minimum transport 
problem and transforms the whole into a maximization problem. He then 
suggests a method to solve it by electric analogue (i.e., computer). 
Developing the concept 
Samuelson's (1952) concept can be illustrated in a two area, one 
product trade model using excess supply curves. He uses a back-to-back 
diagram as noted in Figure 2.3 to indicate the equilibrium quantities and 
prices in each area. The axis of area 2 has been shifted down by the 
transportation cost (T12) to facilitate the discussion of equilibrium. 
Area 1 Area 2 
P2 
ESI ES2 
T12 
Figure 2.3. Inter-location trade from Samuelson 
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This would indicate that only if PI was less than P2 by T12 would there 
be any reason for trade. Note that the intersection of the excess 
supply curves (ES) indicates the equilibrium price at point A and that 
point B indicates the quantity of the good which would be traded from 
area 2 to area 1. 
Samuelson needed an objective function which both calculated the 
gains to the system from trade and at the same time determined the 
equilibrium prices and quantities in each area. To do this, he described 
the concept of net social payoff with three parts: social payoff in area 
1, social payoff in area 2, and the transportation costs. Social payoff 
was defined as the area under the excess-demand curve which was the 
negative of the excess supply curve. Net social payoff equalled social 
payoff in areas 1 and 2 minus the transportation costs. He avoided 
calling the concept a consumer surplus concept because of the "strange 
connotations" (Samuelson, 1952, p. 288) associated with that term. 
Samuelson then suggested an iterative procedure to determine maximum net 
social payoff by varying exports and at the same time find the equilib­
rium prices and quantities in the two areas. 
Samuelson also extended the proof to many areas trading one product. 
But the study at no point suggested the possibility of extending the 
proof to several products being traded among many areas. However, he did 
provide the beginning step from which the theory can be easily extended. 
By combining the modem theory, its underlying neoclassical propositions, 
and spatial equilibrium theory, an intuitive approach can be formulated. 
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Remembering the neoclassical trade theory foundations that marginal 
production costs are equal across products being produced in a perfectly 
competitive environment, the prices of factors in a n-factor world must 
reflect their opportunity cost. In other words, the price of a factor 
reflects its value in its next best use. By summing the opportunity 
costs of production factors, the opportunity cost of producing that 
output can be determined. 
Furthermore, given that two regions are spatially separated enough 
that some production factors have a different marginal value in the two 
regions, a region could find that it has some advantage in the production 
of a particular output due to a lower opportunity cost of production. 
Also, given that each of the regions produces at least two different 
products which are desired by the other region, there may be benefits 
from trade. The qualifier, may, is added because until the costs of 
transporting the product are evaluated there is only the possibility of 
trade. 
Because transportation costs result from the use of resources also, 
their opportunity costs must be included in the discussion of trade bene­
fits. When the opportunity costs of production plus transportation are 
evaluated in the importing region, they should be less than the opportu­
nity costs of producing that product within that region. If indeed there 
are positive benefits after the transportation costs have been evaluated, 
then trade will be mutually beneficial to the two areas. 
Unfortunately, in the modern world of complex transportation routes, 
the opportunity costs of transporting an item may not be equal to the 
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actual costs. Because of complex trade routes which take advantage of 
backhauls, the costs charged for similar distances but dissimilar 
destinations may be considerably different. For example, currently 
Chicago is a destination of choice because of the variety and number of 
backhaul possibilities. Thus, goods being transported to Chicago will 
likely have much less transportation costs associated than similarly 
distanced metropolitan areas. Thus, the opportunity cost associated with 
transportation reflects the opportunity cost of returning to the home 
region empty. 
Clearly, then, the supply functions involved in determining compara­
tive advantage should reflect the full opportunity costs of production. 
Furthermore, the transportation costs should reflect the opportunity 
costs involved in trading the goods. The sum of these opportunity costs 
should be less than the opportunity cost of producing within the import­
ing region for there to be benefits associated with trade. 
Methods of solving for net social benefits 
Many researchers have followed Samuelson's efforts in suggesting 
methods which will solve the problem of maximizing net social payoff. 
Trammel and Seale (1959) suggested a method of reactive programming which 
maximized the net revenues of supplying each trade area minus the 
transportation costs (very similar to net social payoff). But they 
recommended maximization of a simple two equation system for each market 
and producing area. They then assigned an eight step procedure which was 
solved through a computer program. Although no specific computer 
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language was stated, any mathematical programming language which allowed 
for if then, and else statements would provide a solution. 
They compared their method to iterating a linear program and found 
that with a linear demand curve, the solution time was nearly the same 
for both reactive programming and linear programming. But they felt the 
added advantage of reactive programming was that it could simultaneously 
determine equilibrium prices, quantities, and the least cost routes of 
supplying the consuming regions. Later adaptations of linear programming 
by Duloy and Norton (1975), and Martin (1972), however, do allow for 
simultaneously determining price and quantity. 
Takayama and Judge (1964) solved the Samuelson problem by formulat­
ing a quadratic programming algorithm which solved for the prices and the 
quantities simultaneously. However, until recently the power (the scope 
of the problem which could be solved) of such algorithms had always been 
assumed to be somewhat less than the linear programming simplex 
algorithm. 
Duloy and Norton (1975) suggested an alternative to the quadratic 
programming approach for solving the problem of linearizing demand, and 
thus, solving for net social payoff. Martin (1972) also discussed 
linearizing demand, but did not specifically look at cross effects of 
demand or the issue of net social payoff. Duloy and Norton suggested a 
slightly different approach to defining the net social payoff than did 
Samuelson. They extrapolated the net social payoff problem to being the 
maximization of producer and consumer surplus in all regions. The Norton 
and Duloy study is discussed further in the next section. 
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Demand Theory and Demand Curve Estimation 
Most spatial equilibrium models have some form of demand in the 
formulation of an objective function. They restrict themselves, however, 
to some form of expected price which is constant across any quantity sold 
by the firm. In general, for most firms this approximation of demand 
with infinitely elastic demand does not significantly hamper the model's 
efficiency in giving valuable answers. However, in fruit and vegetable 
models an individual's farm plan may affect the ultimate price received 
for the crop. Furthermore, individuals build this demand schedule into 
their expectation of price rather than expecting the price not to change 
with the amount produced. 
General microeconomic theory derives Marshallian demand for goods 
from a consumer utility function and finds that the quantity demanded is 
a function of own-prices, prices of substitute goods, and income. Price 
dependent demand curves, on the other hand, postulate that price is a 
function of own-quantity demanded, quantities of substitute goods, and 
income. In either case, market demand is the sum of the individuals' 
demands. And per capita demand can be assumed to follow in either of two 
ways (Henderson, 1980). The first way is that all consumers have homoge­
neous utility functions and therefore, and everybody's demand curves are 
alike. The second way uses the central limit theorem which when there 
are sufficiently large numbers, the population can be assumed to be 
distributed normally and independertly with a specific mean and variance, 
thus, the individual consumer's demand curve can be specified within the 
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characteristics of the population. With these assumptions the researcher 
can generalize about the populations involved. 
Incorporating demand curves into a linear programming framework 
Duloy and Norton (1975) add four basic elements to the methodology 
of using linear programming to solve spatial equilibrium models. They 
are a.) interdependence of demands, b.) producers income at endogenous 
prices without iterations, c.) ability to reflect changes in par capita 
income and population, and d.) linearization techniques for non-linear 
demand curves (Duloy and Norton, 1975). 
They label the maximand, in the competitive case, as the sum of 
producer and consumer surplus. This objective function is nearly identi­
cal to Samuleson's "net social payoff" function except that Duloy and 
Norton consider only a point in space, whereas Samuelson included 
transportation costs (Duloy and Norton, 1975, p. 593). 
According to Duloy and Norton, incorporation of the demand function 
has three advantages. First, it allows the model to reflect a market 
solution. Second, it allows for greater flexibility. In other words, 
because each crop faces a downward sloping demand curve, there is more 
likelihood of substitution of crops as the relative prices change with 
increases in the quantities brought into solution. And third, this model 
formulation allows the policy maker to see changes in producer and 
consumer surplus due Co changes in output (Duloy and Norton, 1975, 
p. 592). 
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In their approximation procedure, they do not directly linearize or 
segment the demand curve. They rather approximate the area under the 
demand curve, and also, the gross revenue function for the producer. 
Gross revenue is determined by multiplying price times quantity as indi­
cated by the demand curve. The procedure simply associates given levels 
of the area (social payoff) and/or gross revenue with the related 
quantity and sets a restraint on the model to accept only one level of 
the social payoff or gross revenue. This grid linearization technique 
allows approximation of nonlinearities in both the constraint set and the 
objective function (Duloy and Norton, 1975 p. 592). 
The technique of endogenizing price and quantity in linear program­
ming relies on approximating the area under the demand curve. A given 
price and quantity on the demand curve implies a certain area under the 
demand curve. Given the demand curve, P = a + bQ, where b is a negative 
valued number, P is the price, Q is the quantity, and a is the positive 
intercept, the total area or consumer surplus associated with a point on 
the curve can be found by evaluating the integral of the demand curve 
from 0 to Q*: 
* ^ J 
Total Consumer Surplus = /^ (a + bQ)dQ = aQ + .5bQ ^ . 
To approximate actual producer gross revenue or revenue under 
perfect competition price should equal marginal revenue. To be consis­
tent with this requirement the price substituted into the total revenue 
function should be of the form: 
P = a + bQ . 
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Gross producer revenue is then; 
2 Total Revenue = aQ + bO 
Figure 2.4a illustrates graphically the concept of measuring the area 
under the demand curve. Note that the quantity on the demand curve and 
the area beneath the upper curve are associated with the quantity and 
level of total social payoff in the lower function. 
Duloy and Norton (1975) also outline the methodology of including 
interdependent demands. As the demand functions used in this study were 
functionally estimated as being independent of one another, that portion 
of their paper will not be discussed. 
Problems with derived demand 
The previous sections on demand and the methodology of including 
downward sloping demand curves in a linear program have assumed that 
demand is at the retail level. Consumer surplus issues generally 
consider demand to be at the retail level. The problem with most studies 
in fruits and vegetables is that the relevant produce demand functions 
which have been estimated are at some level in the market chain below the 
retail level. However, consumer or retail demands give rise to wholesale 
demand, which in turn gives rise to farm level demand. As shown by Just, 
Hueth, and Schmitz (1982) consumer surplus in the final market measures 
both the consumers' welfare and the handlers' welfare in the intermediate 
market. Following this reasoning, Adams et al. (1977) suggest that by 
assuming constant dollar margins between the retail and wholesale levels 
of demand that the wholesale measured surplus can still reasonably 
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Figure 2.4.a. The area under the demand curve. 
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approximate final market consumers surplus. But because of the problems 
of changes in margins, they also suggest looking at changes in consumer 
surplus rather than absolute consumer surplus. Perhaps a better approach 
is to assume that handlers are in the region of demand and treat the sum 
of handler and final consumer surplus as the correct measure for deter­
mining spatial equilibrium. 
Problems with the concept of consumer and producer surplus 
To implement Samuelson's concept of net social payoff or any of the 
other methodologies previously discussed, the researcher must be willing 
to employ the concept of consumer surplus. Considerable controversy has 
arisen over the concepts of consumer and producer surplus. Although 
there are arguments against the concept, consumer surplus continues to be 
utilized for lack of a better alternative. Proponents use it for lack of 
being able to empirically measure better concepts such as compensating 
and equivalent variation. The opponents attack the concept based on 
theoretical soundness, measurement problems and the ambiguity of the 
measure. Furthermore, the restrictions which must be placed on the 
measure to give it theoretical validity are often empirically 
intractable. 
The measurement of consumer surplus was first used by the French 
engineer Depuit in 1844 to show how much better off people would be with 
a bridge than without. Marshall discussed the concept as a money 
measures of utility change. Hicks, noting the restrictions that were 
needed to use the measure, derived four measures which avoided the 
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pitfalls associated with consumer surplus. But the controversy has 
continued (Just et al., 1982). 
Consumer surplus, considered by itself, seems to be an innocent 
enough measure of consumer welfare. The concept, definitionally, is the 
area below the demand curve and above the price line. On the other hand 
producer surplus is the area above the supply curve and below the price 
line. The changes in either area are used to measure changes in consumer 
and producer welfare due to policy changes or changes in the pattern of 
trade. 
However, certain restrictions must be placed on the parameters 
underlying the consumer surplus concept to give it general validity. 
First, the marginal utility of money must be constant. Second, income 
effects on the demand curve must be zero if income changes. And third, 
the income effects must all be equal if prices change (Just et al., 
1982). These restrictions have been empirically rejected in many cases. 
The marginal utility of money appears to be a decreasing function of 
wealth (Anderson et al., 1977). Income effects are not equal to zero and 
not all goods are consumed in the same quantity after an income change as 
before (Just et al., 1982). 
Opponents also attacked the concept not only on the grounds that 
these restrictions do not apply but also, on the theoretical concepts 
underlying the demand curves. Samuelson attacked the consumer surplus 
concept because it gives a nonunique measure of utility change (Just 
et al., 1982). He felt that the only way that consumer surplus could be 
a good measure of welfare was if the change resulted in starting and 
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ending at the same price (Currie et al., 1971). Pareto also argued that 
consumer surplus could not be used because a policy which made someone 
worse off while making others better off could not be measured on objec­
tive grounds (Henderson and Quandt, 1980; Just et al., 1982). Lipsy and 
Lancaster further contended that to apply a welfare concept in partial 
equilibrium analysis was not appropriate because of the Pareto principle. 
They felt that because most markets are in second best situations, there 
must be distortions in other markets to keep everyone's welfare equal. 
Thus, only if the policy change did not have major ramifications in other 
markets would a partial equilibrium analysis of the change in welfare be 
correct using consumer surplus as the tool (Just et al., 1982). 
Ladd (1981) further attacked consumer surplus on four points. 
First, empirical evidence fails to provide proof for the theory underly­
ing the concept. Second, measurement of consumer surplus is filled with 
contradictions. Third, producer and consumer surplus can not be measured 
simultaneously. And fourth, the concept depends on every consumer 
getting the same utility from a dollar spent whether they be poor or rich 
consumers. 
Ladd*s (1981) arguments actually attack the roots of economics 
because empirical evidence fails to prove the restrictions implied by 
consumer theory and the derivation of consumer demand curves. He cites 
evidence by Barten which indicates that 50 percent of the symmetry, homo­
geneity. additivity, and negativity restraints tests fail to accept the 
hypothesis that these restraints are applicable. He feels given this 
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evidence that users should be at least skeptical about using the consumer 
surplus concept. 
However, Hicks and Kaldor gave welfare economists new tools in the 
battle over consumer surplus by defining some concepts which were invari­
ant to the restrictions on consumer surplus (Just et al., 1982). Later, 
Willig (1976) provided a method for using consumer surplus to approximate 
these concepts. 
Hicks first provided economists with the compensating and equivalent 
variations measures. Compensating variation is the amount of income 
which the consumer is willing to give up in order to accept a price 
change leaving the consumer with the same level of utility as before the 
change. Equivalent variation, on the other hand, is the amount of income 
which must be given up in order to not have a price change and still 
leave the consumer at the same utility position (Just et al., 1982). 
From these definitions, it is obvious that the areas associated with 
these two definitions will be similar. If the same compensating demand 
curves, the same two prices and quantities, and the associated 
Me-shallian demand curve are used, the compensating variation area 
associated with a price decrease is the same area as the equivalent 
variation not to have a price increase. The reverse is also true. 
In Figure 2.4b, the change in consumer surplus would be denoted by 
the area C + B, where the Marshallian demand curve is the ordinary 
empirically estimated demand curve. Hicksian compensated demand curves 
relate demand curves which maintain a constant level of utility as price 
and quantity change. For a price increase, the area denoted by C would 
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Figure 2.5.b. Graphical measures of compensating and equivalent variations 
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be the compensating variation. Consumers would be willing to pay the 
area A + B + C, the equivalent variation, to not have a price increase. 
The areas would be switched if price decreased, or not to accept a price 
decrease (Henderson and Quandt, 1980; Just et al., 1982). 
Kaldor and Hicks provided the compensation principle which allowed 
economists to move from comparing one persons consumer welfare change, to 
measuring more than one persons change. The Kaldor/Hicks compensation 
principle in its revised form states "policy B is preferred to policy A 
only if the gainers can compensate the losers in making the change and 
the losers cannot bribe the gainers into not making the change" (Just 
et al., 1982, p. 8). 
However, the problem still remained that equivalent and compensating 
variation are very hard to calculate empirically. This problem was 
solved, however, when Willig (1976) provided methods of calculating the 
error associated with using consumer surplus as the approximation of 
either compensating or equivalent variation. Willig also calculated 
confidence intervals around consumer surplus to indicate how reliable a 
measure it was for either compensating variation or equivalent variation.. 
Using Just et al.'s (1982) notation, the estimates of compensating and 
equivalent variation with a single price change are: 
C = S - T— (S) and 
Zm 
^ = S s)2, 
where C = compensating variation 
E = equivalent variation 
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S = change in consumer surplus 
n = income elasticity 
m = level of income 
Thus, the researcher can easily calculate how different the measures 
of equivalent and compensating variations are going to be from the 
empirical measure of consumer surplus. In fact, if the portion of the 
market basket affected by the change is a very small portion of income, 
the error in the consumer surplus change as a measure of equivalent or 
compensating variation will be very small (Just et al., 1982). 
Willig's (1976) study also provides confidence intervals for the 
consumer surplus measure. The confidence interval is based on the esti­
mate of the income elasticity and the change in consumer surplus divided 
by the initial level of income. Willig provided a table from which the 
errors could be directly obtained. 
Thus, consumer surplus can be better used as a measure of behavior 
when the change in consumer surplus is used rather than the full measure 
of consumer surplus. Furthermore, Willig provided economists with a 
method of using consumer surplus as an approximate measure of the two 
concepts, compensating and equivalent variation, which do not have as 
restrictive assumptions as consumer surplus, but still can not be 
directly estimated. However, due to the other criticisms of consumer 
surplus, the researcher should be careful in presenting results. The 
results of welfare analysis are normative (what ought to be, or what 
would be given optimizing assumptions), rather than positive (what is.) 
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Thus, Che results should be presented to the decision-maker for subjec­
tive judgment (Just et al., 1982). 
Adjusting Spatial Equilibrium Models for Risk 
Uncertainty of final outcomes affects firms' decisions during the 
planning process. Variability in yields, output prices and input costs, 
if not ameliorated by insurance or federal farm programs, cause uncer­
tainty in production. Risk, i.e., quantifiable uncertainty, often enters 
decision-making through expectations of outcomes. Products with higher 
variability often have higher risk associated with the product. To 
compensate for the possibility of a negative outcome, the expected long-
run net revenue of more risky production must often be higher, ceterus 
paribus. Thus, variance is often included in programming models as a 
cost of production. The next subsection outlines the utility theory 
associated with the risk and the subsequent subsection discusses studies 
with alternative techniques of including risk in programming models. 
The Theory and Application of Risk and Uncertainty 
Theory of risk and uncertainty 
A considerable amount of applied economics endeavors to explain how 
and why individuals (whether they be firms or people) produce and 
consume. Most research attempts do not directly incorporate attitudes 
concerning the uncertainty which prevails when considering future events. 
Most studies optimize an expected profit or net present value objective 
function using expected prices and expected quantities of both outputs 
and inputs. If risk is thought to be unduly high, conservatism is 
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applied to planning prices and quantities. But no direct attempt is made 
to model such problems. 
Risk theory had its early beginnings with Bernoulli in 1738 but it 
was not until much later that von Neumann and Morgenstem (1947) postu­
lated axioms to explain rational decision-making behavior by individuals. 
Risk and uncertainty theory helps further explain individual decision­
making when future outcomes are associated with probability rather than 
certainty. Risk is associated with outcomes which have a specific proba­
bility of occurring, whereas uncertainty is associated with the concept 
of no probability being known. This particular concept of risk is 
attributed to Knight (Hey, 1979; Sonka and Patrick, 1984.) 
The theory of decision-making under risk and uncertainty depends 
primarily on the premise of maximizing the expected utility of the 
decision-maker. Thus, modem thought relies on the von Neumann-
Morgenstern utility theory to provide the basis for rational behavior by 
the individual, who is believed to maximize expected utility. 
The von Neuman-Morgenstem utility theory 
The von Neumann-Morgenstern Morgenstem utility theory depends on 
the following six axioms. Taken together, they provide a logical founda­
tion for the way an individual acts. They are as follows (Hey, 1979): 
1. Ordering of Outcomes. An individual can determine whether one 
set of outcomes is better than another or whether he is indif­
ferent between them. 
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A.1 2 A2 or A2 2 Al, 
where Al and A2 are two sets of outcomes. 
Transitivity. If a first set of outcomes is better than a 
second set, and the second set of outcomes is better than the 
third set, then the first set of outcomes must be better than 
the third set of outcomes. 
If Al 2 A2 and A2 2 A3, then Al 2 A3. 
Continuity. The continuity axiom states that for any of the 
basic outcomes, A^, there can be found an alternative consisting 
of the best and worst outcomes for which the individual will be 
indifferent. 
A. ~ [ k., Al), (1 - k., A ) ], 
where k. is a constant, Al is the best outcome, and A is the 1 w 
worst outcome. 
Substitutabi1ity or Independence. The substitutability axiom 
asserts that if there are two sets, Z1 and Z2, with outcomes, A^ 
and a^, and probabilities P^, respectively, then if an 
individual is indifferent between A. and a. , the individual is 1 1 
also indifferent between Z1 and Z2. 
If A. ~ a., then Z1 ~ Z2, where 11
Z1 = [ (PI, Al), (P2, A2), ... , (P^, Aj ] 
and 
Z2 = [ (PI, al), (P2, a2), ... , (P^, a^) ]. 
Compound probability rule. This axiom states that it does not 
matter how the outcome is determined as long as the rules of 
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conditional probabilities are used. In other words, if an 
outcome is determined by several steps the probability is still 
the same no matter the order. And the decision-makers outcomes 
will not be biased by how many steps are needed to reach that 
outcome, only the total or conditional probability will affect 
the decision. 
If D. = (P.. , A.) Z1 = (Q. , D.) and 
J ij 1 J J 
Z2 = (P^ , A^), then Z1 ~ Z2 if 
P. = P..*Q.. 
1 ij 
6. Monotonicity or unequal probability. Monotonicity asserts that 
an individual receives more utility from a high probability of a 
good outcome than a high probability of a bad outcome. 
If Z1 = [(P, Al), (1-P, A )] and 
Z2 = [(R, Al), (1-R, A )], then 
w 
Z1 2 Z2 if and only if P R. 
This is the most extensive list of the axioms found in the litera­
ture. By contrast, Henderson and Quandt (1980) lists five, Robison 
et al. (1984) lists four, and Anderson et al. (1977) three. Some of the 
smaller lists result because the authors combine the ordering and 
continuity axioms as one. But the latter two texts omit the monotonicity 
axiom. 
Assuming that the above axioms hold in general for the population, 
indices can be obtained which rank different outcomes by their level of 
utility. If the individual's utility function is known, a value or 
expected utility can be derived from each set of outcomes. 
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Individual's attitudes toward risk and uncertainty 
Given the principles underlying the decision making process, there 
still exists a problem of incorporating utility analysis into an economic 
model from which valuable information can be obtained. Two immediate 
problems are apparent. First, attitudes towards risk and uncertainty 
differ from individual to individual, and second, the form of the utility 
function is largely unknown. 
The attitudes concerning risk and uncertainty imply the shape of the 
utility function. Three major attitudes towards risk have been commonly 
identified: risk averting, risk neutral, and risk loving. 
Risk averters are defined to be people who receive less utility from 
an outcome than the expected return from the outcome would indicate. In 
other words, an uncertain outcome does not yield as much utility as the 
certain outcome with the same payoff. Most people are assumed to have 
this class of risk attitudes. 
Risk neutrality implies that an individual's utility is exactly 
equal to the expected value of the outcome. The individual accepts risk 
as an everyday occurrence and believes that events over the long run 
occur as expected even though they may vary from their expectation in the 
short run. The individual bases decisions on the expected value only. 
Risk lovers receive more utility from an outcome than Che expected 
probability would indicate. Thus, risk lovers obtain more utility from 
an outcome than the expected income value. 
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Constraints on the utility function 
Taken together, the principles of individual behavior and the 
attitudes towards risk imply certain constraints on the utility function. 
First, the attitudes towards risk describe the form of the utility 
function and second, the principles underlying the utility function 
restrict the interpretations of the utility function. 
The general shape of the utility function is derived from the notion 
that more is better than less. Thus, the greater the expected value, the 
greater the utility derived no matter whether the individual is risk 
averse, neutral, or loving. Hence, the first derivative of the utility 
function will be positive: 
were (.) are the variables from which utility is derived. The positive 
first derivative indicates the utility function slopes upward to the 
right in the single variable case. 
But this does not tell us much about the shape of the utility 
function. Thus, the second derivative becomes more informative. The 
second derivative is <, =, > 0 if the individual is risk averse, risk 
neutral, or risk loving, respectively. Below in Figure 2.5 are three 
graphs indicating the difference between the three types of attitudes. 
Further restrictions are placed upon the utilities derived from such 
utility functions. The von Neumann-Morgenstem utility index can be 
thought of as cardinal in behavior, but only in a very restricted sense. 
It is cardinal because, given the individual's utility function, specific 
values can be applied to the mutually exclusive alternatives. However, 
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Figure 2.5. Utility functions with different risk attitudes 
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the utility derived from some joint event of the alternatives can not be 
determined in a cardinal sense (Henderson and Quandt, 1980). 
Furthermore, the von Neumann-Morgenstem utilities are not invariant 
Co a linear transformation. One alternative can not be said Co have 'x' 
times more utility than another alternative. In other words, the values 
are cardinal only in the sense that they assert which set of outcomes has 
the highest value (Henderson and Quandt, 1980). Later independent works 
by Arrow and Pratt have given economists the tools to overcome these 
restrictions. 
Given the above properties and restrictions of the utility function, 
an expected utility function can be drawn up so long as it has the 
following three properties (Anderson et al., 1977): 
1. If a^ is preferred to a^ then the utility derived from a^ must 
be greater than the utility derived from a^. 
U(a^) > 0(3^) 
2. The quantification of utility is its expected utility. 
U(aJ = E [U(a J], 
which is based on the subjective probability of the decision 
maker in either the discrete or continuous case. 
discrete: U(a.) = Z. U(a.|9.)P(6.) ] 1 J 1 1 
continuous: U(a^) = / U(a^l9) f (9) d6 
Note Chat only the expectation of the utility function is impor­
tant, and not any of the higher moments of Che utility function. 
For example, the skewness or variance of Che uCiliCy funccion 
does noC help Che decision maker order his preferences. 
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Therefore, it is important to distinguish between the utility 
function and the variables of which it is a function. For 
example, the higher moments of profit are important to determin­
ing the expected value of the utility function which depends 
upon profits and the variance, skewness and kurtosis of those 
profits. 
3. The values extracted from the expected utility function are 
arbitrary and cannot be used for interpersonal comparisons. 
They can only be used to reveal preferences of the decision­
maker in that they give a higher value to an outcome which is 
preferred and a lower value to a less preferred outcome. 
Arrow-Pratt measures of risk 
The above measures allow for personal comparison of risky choices, 
but comparison of choices among individuals is impossible. Arrow and 
Pratt independently resolved this problem at virtually the same time. 
They developed what are known as the absolute risk aversion and the 
relative risk aversion coefficients. The absolute risk aversion coeffi­
cient is the negative of the second derivative of the utility function 
divided by the first derivative, while the relative risk aversion coeffi­
cient is the the absolute risk aversion coefficient multiplied by the 
variable from which utility is derived: 
f"(U) Absolute Risk Aversion: R = -
a r (u) 
f"(U) Relative Risk Aversion: R^ = - U* , 
where U is a function of the variable, wealth (Hey, 1979). 
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Absolute risk aversion, (R^) has the following three properties: 
1. is negative for risk loving, positive for risk aversion and 
equal to 0 for risk neutral individuals. 
2. is unaffected by arbitrary linear transformations of the 
utility function. Thus, comparisons can be made across indi­
viduals. 
3. becomes larger in absolute value, the more risk averse the 
individual is. 
The properties of relative risk aversion (R^) are the same as for 
R . A further property of R is that the units chosen for wealth do not 
a r 
affect the ordering of preferences. Relative risk aversion can be 
thought of as the elasticity of the derivative of utility with respect to 
wealth (Hey, 1979). 
These two methods of characterizing risk are very useful in terms of 
risk modelling because they reflect Bernoulli's principle. As noted, 
this principle states that a dollar is worth more to a poor individual 
than to a rich individual (Anderson et al., 1977). Thus, the absolute 
risk aversion coefficient, which is a local measure of aversion, should 
decrease as the amount of wealth held by the individual increases. This 
particular point will be important in the next section on utility 
functions. 
Adapting Risk Theory to Reality 
Utility functions 
Up to this point little has been said about the variables of the 
utility function, except in the previous section, where wealth appeared 
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as the variable in the Arrow-Pratt risk aversion coefficients. In most 
single variable utility functions, the discussion centers primarily on 
wealth, or a variant of it, gains and losses of wealth, otherwise known 
as profits. But there are other variables which could also be contained 
in the the utility function. These are multiple goal situations such as 
maximizing wealth, profits, leisure time, managerial freedom, etc. 
Furthermore, the higher statistical moments of wealth or profits may be 
secondary to maintaining some minimum level of wealth or profits known in 
the literature as safety first or lexicographic utility (Selley, 1984). 
All of the above variables have been discussed in the literature, 
but for the most part, a great portion of the literature deals with the 
single variable utility function and uses wealth or its variant, profit, 
as the primary variable. Determining the utility function's form, even 
using a single variable, has been difficult as evidenced by the amount of 
literature concerning the methodology. 
Basically two primary systems and many individual methods in each of 
these systems are used to find the functional form. The two primary 
systems are the subjective and the objective. The subjective method 
determines the form of the utility function directly from the decision 
maker. The decision maker may have knowledge of historical and experi­
mental data, but the levels of utility from different outcomes are 
determined by the individual. On the other hand, the objective method 
computes the utility function directly from historical or experimental 
data- The objective information is usually time series data relating to 
prices, yields, net revenues or other economic data. 
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The subjective methods discussed here can be divided into four basic 
groups: direct elicitation of utility, interval measures, experimental 
methods, and observed economic behavior. All of these methods directly 
ask the decisionmaker about his (her) preferences. Within the first 
group five methods are discussed; equally likely and certainty equiva­
lences (ELCE) also known as the von Neumann-Morgenstem method (VN), 
equally likely but random occurrences (ELRO), modified VN, and the Ramsey 
methods. 
The ELCE method evaluates choices based on the amount of risk 
premium the decisionmaker needs in order to make him indifferent between 
a certain outcome and a risky outcome. The certain outcome has a 100 
percent probability of occurring, while there is a lower probability 
associated with the risky outcome. The difference between the expected 
value of the risky outcome (Al) and the certainty equivalent (A2) is the 
risk premium. 
E(A1) - E(A2) = Risk Premium. 
Given enough points associated with the risky outcomes and the certainty 
equivalents, an utility function can be mapped out. This method can be 
tested for subject reliability, but according to Anderson et al. (1977), 
its basic shortcoming is that some people are averse to gambling and the 
researcher would not be able to elicit the utility function through an 
interview, Robison et al. (1984) identified this as the von Netmann-
Morgenstern method. 
The second method expounded by Anderson is the ELRO method. This 
method overcomes the shortcomings of the ELCE method described above. 
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The method picks two values in a range of utility space and assigns them 
an arbitrary value. Using the axioms of preference, additional points 
are found and the utility function is mapped out. 
For example, two equally likely to occur points in utility-wealth 
space are defined as M and N and are set equal to an arbitrary value of 
utility, such as 1: 
.5[U(M)] - .5[U(N)] = 1 . 2.1 
Another equally likely point B is picked and compared to the equally 
likely point A, which is the origin. Utility at the origin is defined to 
be valued at 0. (Because either point is equally likely there is no 
gambling, so the method is preferred if the individual is averse to 
gambling.) Now using the identity already known in equation (2.1) and 
knowing that: 
.5[U(M)] + .5[U(B)] = .5[U(N)] + .5[U(A)] 
then: 
U(B) - U(A) = 1, thus U(B) = 1 because U(A) = 0. 
The process is continued by picking a point C which is also equally 
likely to occur and its utility value is determined as above. 
.5[U(M)] + .5[U(C)] = .5[U(N)] + .5[U(B)] 
With the same methodology as above the U(C) = 2. By continuing the 
process the utility function can be mapped out. Checks can be used Co 
test the subjects reliability as was the case in the ELCE method 
(Anderson et al., 1977). 
The modified VN method assigns equal probabilities to a good outcome 
and a bad outcome and asks the decision maker what probability of the 
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certainty equivalent would make him indifferent between the certainty 
equivalent and the alternative outcomes (Robison et al., 1984). The 
Ramsey method asks the decisionmaker to determine the certainty 
equivalents of several risky outcomes. The utility function can then be 
mapped from these risk premiums. This technique also eliminates the 
gambling aversion biases (Robison et al., 1984). 
The risk interval approach gives the decisionmaker a set of pairwise 
combinations of probability functions and asks the individual to to order 
them. This method recognizes that the constant risk aversion parameter 
is a good approximation, over a small range, of the true absolute risk 
aversion parameter. The method then calculates probability functions of 
approximately equal density and lets the subject choose between them, 
thereby giving a confidence interval for the risk function (Robison et 
al., 1984). 
In the fourth method, the experimental method, Robison et al. (1984) 
discusses Binswanger's experiment with Indian peasants. In this experi­
ment, Binswanger actually uses monetary rewards to emphasize and add 
realism to his experiments. These experiments which were basically tests 
in game theory, found that peasant reactions after playing the games did 
not differ greatly from their reactions to hypothetical situations. 
The last subjective method is observed economic behavior which draws 
inferences about the decisionmaker's attitudes by looking at predicted 
behavior from empirical behavior and comparing it with the decision­
makers actual behavior. This method allows a ranking of risk aversion 
among decisionmakers (Robison et al., 1984). 
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Criticisms of subjective elicitation 
The preceding methods methods have been criticized for several 
reasons. Most important among these is bias in the results. The bias 
arises not only from cognitive errors of the subjects but also from 
interviewer bias. 
Cognitive bias, or the heuristics of how people think and perceive 
the world, affects the way they store and retrieve from memory the events 
that take place around them. For example, people may not have enough 
information to correctly store the probability of the simplest of events. 
Given a series of events with a 50-50 chance of occurring and a series of 
past events such as a coin which has been flipped heads, heads, heads, 
heads, what is the probability that the next flip will result in a tails? 
The answer is 50 percent, but the intuitive feel is that the odds are 
certainly greater than 50 percent for a tails (Musser et al., 1984). 
A further problem in cognitive bias is how available are the results 
to be recalled by the subject. There are tendencies to overstate or 
understate certain events simply by how they impact on the individual. A 
particular problem can be the starting points. Events which can readily 
be identified such as a starting point may have a greater than normal 
impact on the individual's ability to recall an event, thus, biasing the 
results (Musser et al., 1984). 
The interviewer can also bias the elicitation process simply by his 
own preferences or inferential tones of voice. Furthermore, projects 
with large numbers of interviewers introduce bias by different approaches 
to the interview (Robison et al., 1984). 
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Aside from these major problems with subjective utility function 
elicitation, there are problems with the subjects being averse to 
gambling, therefore, biasing their preferences to certain techniques of 
elication. Furthermore, the methods may lack realism or the individuals 
may have preferences for certain numbers giving rise to bias in the 
results. And lastly, the technique is costly both in time and money 
(Robison et al., 1984). 
However, the elicitation of utility functions directly from 
individuals is of great importance to empirical studies which do not have 
the luxury of time and money to determine the utility functions for their 
own studies. The study results using the above methods give a starting 
point for analyses which incorporate risk into the objective function 
(Robison et al., 1984). Thus, the studies subjectively eliciting utility 
functions tell us about the forms and methods of objectively determining 
the utility function. 
Functional forms which approximate expected utility maximization 
Some of the most common utility functions used are the quadratic, 
the negative exponential, logarithmic, and the power function. To use a 
single variable utility function assumes that the expectation of utility 
is based on the expectation of wealth (or a variation) and the higher 
moments of the expected wealth function such as variance, skewness and 
kurtosis. This set of utility functions meet the main requirements of 
the Expected Utility Theory and risk aversion. Their first derivative is 
positive and their second derivative is negative. However, restrictions 
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must be placed on some of them to make them conform to these require­
ments. The following exposition discusses the characteristics of these 
utility functions. 
The quadratic utility function appears to be the most commonly 
assumed form in the literature. The quadratic form of the utility 
function is usually assumed because linear programming or quadratic 
programming are the methods used to solve the particular function and the 
quadratic form lends itself to such programming. The quadratic utility 
function takes the form: 
U(W) = W + bW^ 
and its derivatives are: 
f'(U) = 1 + 2bW and f"(U) = 2b . 
It is obvious to meet the main requirements of utility theory that b must 
negative, but at the same time to maintain the positive first derivative, 
there must be a restriction on the size of b. 
! b I < ^ 
If the following restriction is not met at some level of wealth, utility 
will decrease with increasing W. 
Further problems with the quadratic utility function are encountered 
when examining Bernoulli's principle and the absolute risk aversion 
coefficient. The absolute risk aversion coefficient in the permissible 
range for b is negative: 
\ < 0 
Because the absolute risk aversion coefficient is negative, the quadratic 
utility function implies increasing risk aversion the greater wealth 
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becomes. As previously mentioned, most people exhibit decreasing 
absolute risk aversion. 
Anderson et al. (1977) however, indicates that this problem does not 
render the quadratic utility function useless to the researcher. He 
instead proves that when using an expected profit and variance of profits 
objective function the quadratic utility function can be found to exhibit 
constant absolute risk aversion locally. Herein is his proof. The first 
step sets up a Taylor series expansion of profits and losses noting that 
they are only positive and negative additions to wealth. The Taylor 
series expansion is: 
2 3 
U(W) = U(Wo) + U^(Wo)(W-Wo) + U^(Wo)(W-Wo) + n^(Wo)(W-Wo) +... . 
Note that (W-Wo) is the change from the level of current wealth (Wo) due 
to a profit or loss. Subtracting U(Wo), dividing by Dl(Wo), and substi­
tuting X for (W-Wo) and restating the above as a polynomial results in: 
[Ul(Wo)]*(2) [Ul(Wo)]*(6) 
Using the properties of the Taylor series expansion, b can be represented 
as: 
[U2(Wo)] 
b 2 • 
[Ul(Wo)l 
Thus, b equals 1/2 times the negative absolute risk aversion coefficient. 
Given this transformation, the polynomial will appropriately reflect 
decreasing absolute risk aversion when the objective function is 
expressed in terms of gains and losses from wealth. 
Another functional form commonly used is the negative exponential 
utility function which can be expressed as: 
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*cW U(W) = 1 - e , where c > 0 
This form is commonly used because c reflects the absolute risk aversion 
coefficient. Because c is a constant, the function approximates an 
individual with constant risk aversion. Because there needs to be no 
restrictions on the utility function and the constant c is the measure of 
absolute risk aversion, many economists find this function preferable to 
the quadratic utility function (Anderson et al., 1977). 
The remaining two functional forms, the power function; 
U(W) = 
and the logarithmic function: 
U(W) = log W 
e 
are not seen much in the literature except to comment on their character­
istics. Those characteristics are that they have the appropriate first 
derivatives and second derivatives (if 0 < c < 1 for the power function), 
but exhibit different types of absolute risk aversion. The power 
function with the appropriate restriction on c, exhibits decreasing risk 
aversion, while the logarithmic function exhibits constant absolute risk 
aversion (Anderson et al., 1977). 
Applications Implicitly Using The Above Utility Theory 
Summary of methods used to include risk 
Several techniques for incorporating risk into models have been 
suggested in the literature. Most techniques approach risk from the 
standard utility theory indicating that the expected utility from income 
decreases as the variance of income rises. In other words, there is risk 
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aversion exhibited in farmers attitudes. Researchers have tried to find 
some method of accounting for this risk in determining efficient income-
variance frontiers. Other studies have incorporated risk as an addi­
tional cost of production using a coefficient of variation of yields as 
the risk coefficient. 
Many recent papers have included risk analysis of some form in their 
programming models (Adams et al., 1977; Epperson et al., 1981; Hazell and 
Scandizzo, 1974). Some only used yield variability as the risk indi­
cator, while others used gross revenue or price variability. However, 
either yield or price variability alone are probably not good indicators 
of the risk level. As yield (quantity) varies upward, price varies 
downward along the demand curve, ceterus paribus, and the net effect on 
gross revenue should be much less than the individual variances of each, 
.price or yield. 
Gross revenue variability also is probably not the best measure for 
the riskiness of horticultural production. The best method would include 
input cost because net revenue rather than gross revenue is used as a 
guide to the success of production. In addition, most farmers feel that 
next to price and yield variability, the amount of inputs necessary to 
produce a quality crop is the next source of net revenue variability 
(Epperson, 1985) . However, most of the studies assume that the cost 
structure is non-stochastic. 
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Review of studies including risk in a mathematical programming framework 
The studies will be divided into two sections, linear programming 
and quadratic programming. 
Hazell (i971a) outlined the MOTAD method of incorporating risk into 
efficient expected income-absolute deviation (E-A) frontiers. MOTAD, or 
minimization of total absolute deviations subject to levels of income, 
was compared with the more efficient method of quadratic programming and 
expected income-variance (E-V) analysis. MOTAD was also compared with 
the expected income-semivariance (E-S) method of risk incorporation. 
Hazell found similar solutions when using either MOTAD or quadratic 
programming. 
Hazell's minimization of total absolute deviation method can be 
summarized in mathematical notation as follows : 
Minimize Z = yh-
such that (ch. - g.)x. + yh- > 0 
J J J -
f x .  =  \  
J J 
a..X. < b. 
LJ J — L 
Xj, yh- 2 0 
where yh- are the negative deviations from mean revenue, c^h are sample 
gross margins associated with the hth period and the jth activity and g. 
as the sample mean of the jth activity. In addition, f^x. is the 
e x p e c t e d  g r o s s  m a r g i n  a s s o c i a t e d  w i t h  t h e  j ^  p r o d u c t i o n  a c t i v i t y ,  a ^ ^ X j  
is ith resource requirement by Che jth production activity and b^ is the 
level of the ith resource restraint. 
72 
Hazell and Scandizzo (1974, 1983) set forth the underlying assump­
tions for using the gross revenue variability as the measure of risk in a 
maximization framework rather than a minimization framework. Their 
objective function maximized a risk adjusted net social payoff or net 
revenue minus risk costs associated with variance. They assumed that 
input costs and demand structures were not stochastic in nature, but that 
yields were the primary cause of risk. Because the yield was assumed to 
be stochastic, the price received by the farmer was also assumed to be 
stochastic. Price variability was assumed to occur because of movement 
along the demand curve as a result of stochastic yields, rather than 
because of a stochastic demand curve. Thus, by incorporating gross 
revenue, Hazell and Scandizzo (1974) took into account both parameters, 
yield and price variability. 
In simplified matrix notation, the Hazell and Scandizzo model formu­
lation is as follows: 
Max Z = q(a + O.SBq) - cq - Oq'Gq 
such that Tq <_ b 
q 2 0 
where q is a vector of activities and their outputs, a and B are coeffi­
cients of the demand structure, c is a vector of costs associated with 
the activities, 0 is the farmer risk aversion parameter, and G is the 
mean absolute deviation estimator of variance-covariance matrix. 
Simmons and Pomerada (1975) used Hazell's (1971a) mean absolute 
deviation process to calculate variance but used the estimate of standard 
deviation rather than the variance to calculate the risk adjustment to 
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net social payoff. The standard deviations were then translated to a 2t 
variable which measured the negative deviations in total revenue from the 
mean and the problem was set to minimize Zt. 
Tauer (1983) and Watts et al. (1984) nearly simultaneously arrived 
at a new method of including risk in the linear programming model. They 
presumed that most farmers do not base their estimation of the risk asso­
ciated with a particular crop on the mean and variance but rather on some 
target level of income and the negative deviations from that fixed point. 
Target MOTAD has the advantage of being able to select solutions which 
dominate stochastically at the second order level, whereas MOTAD does not 
necessarily have this property. Unfortunately, as the current study is 
unable to specify a group of farmers' target income levels, target MOTAD 
is infeasible for use in the aggregated model. 
The mathematical formulation for the target MOTAD model using matrix 
notation is as follows: 
Minimize Z = vy-
such that Tx ^  b 
rx = E 
(R - R)x + ly- = 0 
X, y- >. 0, 
where a vector of ones, one for each year of the time series; y- is a 
vector of negative income deviations, T is matrix of resource require­
ments of production activities x, b is a vector of the level of the 
resource restraints, r is a vector of expected incomes, E is the mean 
income, R a matrix of annual activity incomes, R is matrix of expected 
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incomes for each activity, I is the identity matrix, a vector of zeros. 
Thus, target motad differs in that it minimizes deviation from a target 
level of income rather than from the mean level of income. 
Quadratic programming methods 
In contrast to these methods of including variance in a linear 
programming framework by approximation, quadratic programming methods 
directly calculate the expected variance associated with the production 
activities in the objective function. Expected Income-Variance analyses 
are easily incorporated in quadratic formulations but until recently the 
algorithms were not nearly as powerful as the linear programming 
algorithm (Duloy and Norton, 1975). 
Freund (1956) was the first researcher to cast the problem of risk 
programming into a quadratic problem. To introduce the need for alterna­
tive methods, he noted the problem of highly profitable crops dominating 
relatively less profitable crops in a standard linear programming case 
where expected profits were known ss well as the level of the resource 
restraints. The results were as expected; the more profitable crops were 
the only crops to enter solution. 
Freund (1956) set the problem of risk in a quadratic framework and 
posited that the farmer had a negative exponential utility function. In 
the quadratic framework, the distribution of profits was then assumed to 
be normal. A little mentioned part of Freund*s work is that he also sets 
the problem up with a quadratic utility function for the case of the 
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discrete probability distribution. In this latter case, he restricts the 
utility function to have a positive first derivative. 
Freund's model did not derive an Expected Profit-Variance (EV) 
frontier. (Markowitz had not yet written his paper on portfolio 
analysis.) He rather decided upon a level of the farmers risk parameter, 
which made up for the underestimate of the variance parameter, and 
optimized maximizing net revenues minus the risk cost subject to the 
resource restraints. The model in his mathematical notation is as 
follows : 
Max E[U] = s'x - a/2*x'Gx 
such that Tx ^ v 
and X 0, 
where s is a vector of net revenues, x is a vector of production activi­
ties, a is the risk aversion parameter, G is the variance-covariance 
matrix of net revenues for each production activity, T is the matrix of 
scarce resource requirements for each production activity, and v is the 
vector of scarce resources. Freund noted that corn entered the solution 
when risk was incorporated, but had not done sc in the standard linear 
programming case. 
Wiens (1976) also demonstrated the capability of quadratic programs 
to model risk aversion in farm planning models, only in this case among 
northern Chinese peasants during 1937-1939. The study clearly indicated 
the need for inclusion of risk in farm planning models. Without account­
ing for risk, the planning model results varied widely from the factual 
evidence of northern Chinese farming. 
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Wiens' approach to risk programming, however, did not draw out the 
entire Expected Income-Variance tradeoff curve. Proceeding with the same 
program as Freund had used, Wiens assumed an exponential utility function 
rather than a quadratic utility function, which allowed him to directly 
estimate the level of the risk aversion coefficient. He then chose the 
risk parameter which gave the solution closest to the factual situation 
in northern Chinese farming. 
Estimated potential yield minus expected yield by crop was the 
primary indicator of risk in Wiens' study. Constant prices were assumed, 
although prices were adjusted for intertemporal changes in price expecta­
tions, i.e., inflation. Some effort was made to test for price variance, 
but inadequate data did not allow accounting for all the variance in 
prices. Furthermore, yield risk dwarfed price risk. 
The only problem with the above method of risk inclusion is that all 
yield deviations would be negative. Very few farmers base their deci­
sions on the maximum potential. One assumes they would base their 
estimates on some expected yield which would be closer to their mean 
value of yield. Thus, Wiens may have overstated the risk parameter in 
his study. 
However, Adams et al. (1977) and then later Tyan and Epperson (1984) 
changed the method of calculating the risk component of the program and 
they endogenized price. They incorporated the variance in costs rather 
than the net revenues of production as had Freund and Wiens. They 
assumed that the cost structure per acre was probably fairly non-
stochastic over time. However, the costs per unit of output were' 
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probably very stochastic as yields were known to vary over time. If 
costs per acre do not vary while the yield per acre does, then the cost 
per unit of output would vary. Following this line of reasoning they 
have used a method which adjusts the costs of production. The yield 
coefficient of variation is multiplied by the variable costs of 
production and the resulting " 'marginal* risk cost" is added to the 
variable costs of production. 
Their mathematical model in simplified notation is as follows: 
Max n = q'(a + 0.5Bq) - c'q - c'Dq 
such that Tq _< v 
and q 2 0 
where q is a matrix of regional activity level, a and B are coefficients 
of linear demand curves such as P = a + Bq, c is a vector of variable 
costs per cropping activity, "D is a diagonal matrix of yield variability 
coefficients" (-Adams et al., 1977, p. 446), T is a matrix of activity 
resource requirements, and v is a vector of resource availability. Thus, 
Adams et al, (1977) and Tyan and Epperson (1984) added endogenized prices 
to Freund's (1956) and Wiens' (1976) earlier models. 
Should quadratic or linear programming be used to model risk problems? 
Of considerable importance is whether, if ever, problems with 
quadratic functions should be cast as linear programming problems. The 
controversy usually focuses on which method estimates solutions more 
efficiently both from a theoretical standpoint and from a cost 
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standpoint. In this section, some of the articles, comments and replies 
concerning this issue will be discussed. 
Hazell (1971a) found that when comparing solutions of a problem 
solved by both quadratic programming and MOTAD, that the E-V pairs and 
E-A. pairs when transformed to standard deviations were nearly the same. 
Furthermore, cropping patterns under the two methods did not differ 
dramatically. Thus, the problems associated with using a less efficient 
estimator, MOTAD, with the more efficient estimator, quadratic program­
ming, seemed to be minimal even when only four activities were included 
in the solution. 
Chen (1971) disputed Hazell's use of the Central Limit Theorem, in 
this case, to justify the use of MOTAD. In a later reply (Hazell, 1971b) 
to Chen (1971), Hazell indicated that E-A may be best used in problems 
where the data may be non-normal but symmetric. In this case, evidence 
was presented to indicate that E-A was more efficient than sample vari­
ances in estimating the population variance. 
Johnson and Boehlje (1982) later proved similarly that MOTAD, in 
certain cases such as the double exponential distribution, might be a 
better estimate of population variance than the sample variance. Buccola 
(1982) had previously proven in a comment on Johnson's and Boehlje's 
(1981) paper that quadratic programming was the best mathematical 
programming method when distributions were normal. 
The size of the problem has also been used to determine whether 
quadratic or linear programming should be used to solve nonlinear 
problems. McCarl and Tice (1982) argued that the size of the matrix and 
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the number of quadratic variables would change the modelling procedure. 
They proposed using separable programming for E-V solutions when the 
problem was greater than 100 activities. If E-V was not being employed 
in the modelling procedure, the number of activities increased to 500 
before separable programming should be used to approximate quadratic 
programming. 
Summary 
In Chapter II, the concepts of comparative advantage and spatial 
equilibrium which are important theoretical underpinnings of our fruit 
and vegetable study have been discussed. It was noted that benefits of 
trade can be assessed when the opportunity costs of production are 
reflected in each production area and the opportunity costs of transport­
ing that production to the consuming center are included. 
Furthermore, the methodology for using changes in consumer surplus 
as measure of the change in consumer welfare due to changes in trade 
patterns has been discussed. Using Willigs methodology, the researcher 
can tell how closely changes in consumer surplus approximate utility 
invariant measures of consumer welfare change such as equivalent and 
compensating variation. Furthermore, by knowing the income elasticity 
estimates and the portion of income spent in that subsector the 
researcher has an idea of how closely changes in consumer surplus 
approximate the invariant measures. 
Lastly, the theory of expected utility in risk and uncertainty was 
discussed. There it was noted that most risk is included in models as a 
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function of expected income and the higher moments of expected income 
such as variance, skewness, and kurtosis. However, most programming 
methods only look at the variance of income. In fact, there is some 
doubt as to how many people actually base their utility on the higher 
moments of expected profit such as skewness and kurtosis. 
Furthermore, a discussion of whether linear programming should be 
used to approximate E-V solutions was included. The conclusions were 
that linear programming models such as MOTAD might be better suited to 
skewed or double exponential distributions. When normality of the 
distribution was assumed, quadratic programming would be the best 
solution technique. However, the size of programming matrix and cost of 
solving the matrix lead to a split decision. When matrices are large, 
linear programming should be used while if the matrix is small (less than 
500 activities), the programming problem should be solved by quadratic 
programming. 
In Chapter III specific studies of fruits and vegetables will be 
discussed. The chapter will discuss not only trade models of fruits and 
vegetables, but also firm level studies and the techniques they employed 
to model the individual firms. 
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CHAPTER III. LITERATURE REVIEW 
Chapter III discusses the literature relating to modelling fruit and 
vegetable production. As there is very little literature which deals 
directly with regional subsector modelling of fruits and vegetables, 
firm, regional, and national sector-oriented literature will all be 
reviewed. See Figure 3.1.a for a schematic diagram of the chapter's 
contents. 
Introduction 
Firm level models are important to regional and national models, 
because they indicate important features of supply and demand faced by 
decision makers at the firm level. These features, in turn, should be 
recognized in microeconomic regional subsector models and in national 
models of production. The number of articles dealing directly with firm 
level production is relatively small. Representative articles include 
Freund (1956), How and Hazell (1968), and Rae (1970). 
There are more articles on regional fresh fruit and vegetable 
production, but they are still relatively scarce in relation to other 
industries such as grains and oilseeds. Two pioneering pieces, one by 
Trammel and Seale (1959) and one by Sorensen (1959), are the primary 
works in the early study of fruit and vegetable subsector comparative 
advantage and spatial equilibrium analysis. Researchers at the 
University of Georgia and the University of California have published 
work essentially in fruit and vegetable modelling in their respective 
regions. In these latter cases, both schools were studying the change in 
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crop mix due to increases in energy costs. Two other articles, one by 
Vitelli et al. (1982) and the other by Wysong et al. (1984), will be 
reviewed. Although they are of fairly recent origin, neither one truly 
attacks quantitatively the potential for expansion of the horticulture 
industry in these regions. 
The best national modelling reference is The Book Of CHAC (Norton 
and Solis, 1983), the national agriculture sector model for Mexico. This 
book covers the subjects related to modelling not only fruits and 
vegetables, but other field crops such as alfalfa and pinto beans. The 
book is actually a collection of articles relating to the various aspects 
of the Mexican national model such as data set collection, grid 
linearization of demand curves, the methods of analyzing risk, and the 
different methods of including risk in a linear programming model. Only 
those articles which deal directly with the Mexican national model and 
its results will be reviewed in this chapter, as most of the other 
articles have been discussed previously in Chapter II. 
Firm Level Modelling 
Articles on firm level modelling in fresh fruits and vegetables 
production point out the important features which must be included for 
the results of such efforts to have meaning. The earliest work, Freund 
(1956), showed that risk was an important factor in modelling horticul­
tural production. Later, Row and Hazel1 (1968) confirmed this point. 
Rae (1970), on the other hand, showed that endogenized price and quantity 
were important factors in determining optimal crop mix decisions. Thus, 
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these early works demonstrated that farm level crop mix decisions were 
affected by both the riskiness of high profit crops and the limited 
quantities demanded at given prices. 
Freund's (1956) computational framework was discussed in Chapter II. 
His basic objective was to show that inclusion of risk was an important 
feature of modelling farmer's production decisions. The particular 
problem he chose to model was an eastern North Carolina farm with four 
possible enterprises: potatoes, corn, beef and fall cabbage. In the risk 
neutral version of the model, he found that com was not grown at all, 
while the more profitable crops used the remaining acres. As the actual 
farm grew some com, Freund contended that by including a measure of 
risk, the model results would then include some level of corn produc­
tion. 
In order to include some measure of risk, Freund (1956) collected 
information on the variances of the gross margins of the enterprises 
included in his model farm. However, he had considerable trouble 
eliciting the correct variance-covariance matrix for the farm because the 
farmer did not grow all of the crops Freund included. Furthermore, the 
farmer could not remember fully the net revenue data for the crops he did 
grow, either. Thus, Freund used state averages which he felt underesti­
mated the variance of net revenues associated with production. 
Furthermore, Freund (1956) could not decide what level of risk 
aversion coefficient he should use. He chose a level which he felt 
adjusted for the the underestimate of variance and determined the optimal 
solution. The resulting conclusions were that com entered the final 
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solution when risk was included and the more risky, but more profitable 
crops fell in acreage from the risk neutral solution. 
The only contradictory piece of information was the decrease in beef 
production. Although beef production was negatively correlated to both 
corn and potatoes, and had the second lowest variance after com, beef 
production did not enter the final solution. This result may be 
explained by a low profitability per unit of the land or labor resources 
available. 
Later, How and Haze11 (1968) also showed than risk was an important 
factor in modelling New York state farm level decisions. They compared 
solutions for a programming problem solved by both linear and quadratic 
programming, with the intent of showing the superiority of the modelling 
results using the quadratic version. They reasoned, quite rightly, that 
standard linear programming solutions are too specialized to give good 
results for planning decisions. 
How and Hazell's (1968) study, similar to Freund's, researched the 
optimal crop mix, given risk. The objective function minimized variance 
subject to some level of income. By parameterizing lambda (X), to change-
the level of income, they derived an efficient set of Expected Income-
Variance (E-V) pairs. The E-V pairs allowed the farmer to decide which 
crop mix maximized his utility, assuming that variance from mean profit 
was a proper reflection of this utility. 
How and Haze11 (1968) used this model to study the optimal cropping 
pattern for a New York state fresh market vegetable farm. The program 
consisted of 90 real activities and 96 constraints consisting of land. 
86 
labor, rotations, soil conservation and market demands. They were also 
fortunate to have nine years of time series data on yields, prices and 
costs from which they determined variance of the gross margins by crop. 
Their research indicated that four of the ten solutions would result 
in a positive income with almost certainty. Furthermore, they concluded 
that, if their farmer wanted a positive income at the 95.5 percent proba­
bility level, the second most risky solution, which was only S3000.00 
less profitable than the most risky and the most profitable solution, was 
the best one. 
Their study also included a check on the quadratic program. To 
check the quadratic program, the program was solved with lambda 
unrestraining. The answer to this program was compared to the linear 
programming solution to the same problem. Since both solutions were 
identical, the quadratic program was assumed to be working correctly. 
Unlike the previous two articles, Rae (1970) felt that the more 
important factor of decision making was the demand structure faced by the 
firm. Therefore, his paper on profit maximization and imperfect competi­
tion set up the theoretical background for use of quadratic programming 
to determine optimal cropping patterns for a horticultural firm in New 
Zealand. The supposition of the article was that there were situations 
in New Zealand where firms could influence the price received for output. 
He felt that the emergence of relatively large firms indicated that 
perfect competition in the horticultural industry no longer existed. In 
addition, his theoretical model allowed for increasing factor prices as 
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the quantity of inputs demanded by the firm rose, but he found that 
horticultural crops production did not affect the factor prices paid. 
To empirically test his theoretical model, Rae (1970) needed 
information on demand curves and production costs. He first asked the 
nurseryman which crop prices were dependent on the quantity produced. 
The results of those questions indicated which crops' prices would be 
affected and which others would not be affected. Thus, output price was 
fixed for some crops and was a declining function of output for others. 
Price data were obtained for the crops with downward sloping demand 
curves. But as quantity information was not available, the nurseryman's 
estimate of the quantity which could be sold at each price was used to 
estimate the slopes of the demand curves. Furthermore, because the 
nurseryman was unable to answer questions relating to the cross-effects 
of prices on one good and the quantity demanded of another good, the 
cross-price effects were assumed to be-zero. The nurseryman also 
provided the production costs. 
The results of this programming problem indicated that four of nine 
crops with fixed prices remained in solution and increased their share of. 
the nurseryman's output in comparison with his current situation. Of 
those with downward sloping demand curves, five of ten remained in solu­
tion. Two of these five had a lower equilibrium price and increased 
output, while two had a higher price and reduced output and one remained 
at the same level of output and price. 
These three articles indicated that both risk and limited demand are 
important factors in modelling firm level production. They also showed, 
88 
with the exception of the How and Hazell (1968) article, that there were 
considerable data problems when modelling horticultural production. Both 
Freund and Rae used proxies for their data sets. Freund used state level 
data to calculate gross margins and in turn to determine the variance-
covariance matrix. Rae, on the other hand, had to rely on an ad hoc 
procedure to calculate the demand curves for his model. 
These articles indicate important decision factors in modelling 
horticultural production. But they are firm models which do not include 
factors important in determining comparative advantage by regions and the 
benefits of specialization which are important to this study. In the 
next section, articles which are more closely related to determining the 
potential for horticultural production will be reviewed. 
Regional Subsector Modelling 
The articles on regional production add to the firm level discus­
sion. In particular, the early works by Trammel and Seale (1959) added 
the features of comparative advantage and used downward sloping demand 
curves prior to Rae's work at the firm level. By contrast, Sorensen 
(1959) primarily looked at the production period timing to meet demands 
which were not being filled by current suppliers. 
In later articles, Adams et al. (1977) and Tyan and Epperson (1984) 
added risk to their comparative advantage research. The Adams et al. 
study was aimed primarily at finding the change in the California crop 
mix due to higher energy costs. However, Tyan's and Epperson's study 
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determined whether higher energy cost would reduce California's and 
Florida's share of the fresh fruit and vegetable market. 
The remaining two articles discussed in this section only subjec­
tively studied the potential for expansion in their region. Vitelli 
et al. (1982) simply reviewed individual southeast U.S. regional 
researcher's opinions of expansion potential. On the other hand, Wysong 
et al. (1984) studied the problem more in depth but stopped short of 
quantitatively studying the potential for expansion in the northeast 
U.S. 
Trammel and Seale (1959) applied a reactive programming technique to 
the net social payoff problem of Mississippi watermelon production 
supplying 22 cities. Their particular problem was to determine the 
equilibrium quantities and prices in several markets inside and outside 
the state. They defined reactive programming as a method of determining 
the equilibrium flows of goods, given the demand and supply functions and 
the transportation cost functions in the areas to be studied. 
In their methodology, they first set up two basic equations: 
Demand Schedule P. = F.( 0..), for j consuming regions 
J J 
Average Net Revenue R.. = F.( Q..) - T.., for i producing 
LJ J 1] 
regions. Then they arbitrarily started with one producing region and 
gave it a fixed quantity of supply. From there, they solved for the 
average revenue in all consuming regions and selected the largest average 
revenue. If this value was positive, they added one more unit of supply 
to that producing region and solved again for the highest revenue. When 
all the restrictions were met for supplying the first consuming region. 
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the steps were repeated for all other consuming regions, until all 
supplying regions were in equilibrium. 
This method was used to solve a problem of shipping Mississippi 
watermelons to 22 markets in the U.S. Trammel and Seale (1959) were 
particularly interested in the impacts of doubling watermelon output in 
Mississippi on the prices paid to watermelon growers. They also studied 
the effects on prices of quantities entering the market in earlier than 
normal periods. Their results indicated that doubling the Mississippi 
watermelon supply did not cause dramatic changes in the prices received. 
Trammel and Seale (1959) listed as an important advantage of their 
modelling technique that both quantities supplied and prices paid could 
be obtained from the solutions directly without iteration. Their article 
was published very soon after Samuelson's article on net social payoff 
and was ground-breaking to the extent that grid linearization techniques 
for linear programming were not discussed until the late 1960s and early 
1970s. Furthermore, Takayama and Judge did not discuss the quadratic 
programming solution to net social payoff until 1964, and manageable 
quadratic programs for large problems were not available until the 
1980s. 
At the same time as Trammel and Seale were studying Mississippi 
watermelon, Sorensen (1959) was determining what new crops could be grown 
in Texas. He discussed the methodology of determining which alternative 
crops could be grown in an area and how to decide for what marketing 
period they should be grown. 
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As a point of departure, Sorensen not only discussed what needed to 
be determined for the introduction of alternative crops, but he also gave 
the reasons why new crops are needed. Among the factors affecting the 
production possibilities, he listed climatic characteristics (growing 
season length, moisture availability, and the temperature range sensi­
tivity of crops), technology, competition for existing markets and 
marketing facilities. The increased cost of irrigation and the reduced 
acreage available for production of cotton and wheat due to the USDA 
allotment programs were the main reasons stated for this study. 
In his study, Sorensen (1959) eliminated crops which were not suited 
to Texas due to the climatic factors. He used several factors which 
included minimum and maximum temperature tolerances, first and last date 
of frost, rainfall in the both production and harvest season, and soil 
types. He also summarily looked at the labor supply availability. 
Sorensen (1959) also studied the particular states with whom Texas 
competed and the outlets where they competed. He researched such items 
as cheaper backhauls to California than to Texas for the Chicago and 
Detroit markets. He also noted that a newly producing area could only 
enter new markets by meeting and beating quality, price and time of 
delivery of their competitors. He decided that the primary problem to 
overcome was the time of delivery. In particular, he studied whether 
Texas could fit any of the market niches associated with low periods of 
supply. To do so, Sorensen used 1954-58 data on 100 selected U.S. cities 
for each vegetable which he had determined was compatible in those market 
periods. He used bar graphs to indicate peaks and valleys for each 
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supplying state by month. He then matched periods of low supply with 
potential growth by west Texas growers. 
His data indicated that growers could produce lettuce in the 
September to November period. Similar but not quite as favorable results 
were found for carrots during the same period. The problem with growing 
carrots was that Texas' production period coincided with California's 
half of the time. Yet California was assumed to have better transporta­
tion backhauls. 
Sorensen (1959) also studied the fluctuation in prices received by 
farmers and found a correlation between them and national income and 
production in Texas and in the competing regions. Using this information 
by species he felt that farmers would have a better ability to predict 
the prices they would receive. 
Sorensen (1959) further noted that there would be some constraints 
on commercial production. These constraints were the availability of 
packing facilities, transportation, and shippers. Without the market 
infrastructure little could be done to sell the produce in commercial 
channels. 
Clearly, Sorensen (1959) covered the major points for a study which 
determined what crops could be physically grown in a region. But 
Sorensen was not as interested in whether the crops could be grown more 
cost-efficiently than in competing areas. He was only interested in 
filling in gaps in the current production system with produce from Texas. 
These gaps or holes in production are called "market niches" or "market 
windows" in modern terminology. Nor did his study quantify how much 
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could be grown or what impact the added production in Texas would do to 
the prices received by farmers. Finally, although he hinted at examining 
the risk associated with the production of fruits and vegetables in 
Texas, Sorensen stopped short of quantifying those risks. 
In more recent works than Trammel and Seale and Sorensen, Adams 
et al. (1977) studied the effects of energy cost increases on regional 
allocation of field crops and vegetables through three inputs: fuel, 
fertilizer, and pesticides. The authors focused specifically on the 
"price quantity, acreage, and 'welfare' effects of changes" (Adams 
et al., 1977, p. 444) in energy restraints, energy costs and product 
demand levels. 
This study used quadratic programming to incorporate the net social 
payoff function first stated by Samuelson. They adjusted this objective 
function by adding a cost associated with the yield variability. A 
coefficient of variation calculated by the variate difference method was 
derived for California yields. A cost was then associated with this 
coefficient and was added to each California region's cost or production 
(Adams et al., 1977). 
Demand relationships were developed by regressing the quantity of 
Calfiornia production, other U.S. production, existing U.S. stocks and 
U.S. aggregate disposable income on price. If simultaneity in demand 
estimation was suspected, then outside sources were used. Also, if 
seasonal demand coefficients were not significant, another season's 
coefficient which was significant was used in its place (Adams et al.. 
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1977). The data required for the model included specification of 
production regions, the restraints on land, water, energy and processing 
capabilities, yields and costs by regions, and input-output coefficients 
including response functions for chemical pesticides and fertilizer 
application. Regional definitions were based on homogeneity of soil, 
climate, and water costs. Division of the regions continued until a 
certain degree of homogeneity was satisfied. Fourteen regions in all 
were delineated. Physical and institutional restraints were included in 
the model. Physical restraints were land, water, and energy. The insti­
tutional restraint was the processing capacity in each region (Adams 
et al., 1977). 
A base model gave the origins for comparative static analysis with 
the projection models. It also, was used to measure the effects of risk, 
and the effects of statewide versus regional energy restraints (Adams 
et al., 1977). 
Several different policies were included such as mandatory regional 
allocation of energy related inputs. The results of the mandatory 
regional allocation policy indicated that commodity prices rose and 
certain field crops experienced reduced acreages. Vegetable acreages 
appeared to be less sensitive to the energy restraints than the field 
crops, with the exception of processing tomatoes (Adams et al., 1977). 
The welfare results indicated answers to several hypothesized situa­
tions. When regional energy restraints were placed on the model instead 
of statewide energy restraints, both producer and consumer surplus fell. 
However, when imposing higher energy costs on the model, producer surplus 
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was reduced more Chan consumer surplus and the total reduction was 
greater than the increased cost of energy. Reductions in fertilizer use 
resulted in no consumer surplus change, while producer surplus was 
decreased, whereas a combined reduction of nitrogen and fuel affected 
consumers more than producers. 
Nevertheless, net social payoff must only be used in light of the 
caveats associated with welfare measures of consumer surplus and producer 
surplus. Because the demands were at the wholesale rather than the 
retail level, where complete consumer reactions could be assessed, 
certain assumptions had to be made. The solutions would have covered 
complete consumer reaction if the crops had been final products with a 
single outlet. Still, if one assumes that products at intermediate 
demand levels were proxies for the products at the consumer level, 
welfare measures can be used (Adams et al., 1977). 
The problem associated with the Adams' study was that it assumed 
that energy costs would only effect the regional allocation of field 
crops, fruits, and vegetables production within California and not the 
distribution of production nationwide. Their study did not investigate 
area reallocation of production within the U.S. due to rising energy-
related input costs. 
The Georgia group (Tyan and Epperson, 1984; Epperson et al., 1981; 
and Epperson et al., 1982) did, however, address the effects of the 
peanut program removal and of real energy price increases on the alloca­
tion of fresh fruit and vegetable production between Georgia and regions 
currently producing during their market window. Their studies were 
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undertaken to determine the effects of removing the peanut program on 
fresh vegetable production, given that both peanuts (under the federal 
program) and fresh vegetables represent high value crops. They looked 
specifically at the distribution of fresh spring produce across the 
nation and the production of fresh vegetables in Georgia's peanut region. 
They hypothesized that with the elimination of the peanut program there 
would be an increase in fresh vegetable production because it would be 
more competitive with the now less valuable peanuts. 
To study this problem, they used an adaptation of the Takayama and 
Judge quadratic programming model in a spatial equilibrium context 
maximizing net social payoff across 13 U. S. fresh produce markets. The 
relevant fresh produce were watermelons, tomatoes, green peppers, cucum­
bers and sweet corn. Commodities were selected because of the growth 
potential of their markets as indicated by per capita consumption and 
population statistics. 
Ordinary least squares were used to estimate the demand relations 
for fresh produce. Regressions followed the form: 
P = f(Q, I, D), 
where P is the nominal price per cwt., Q quantity in 100 cwt., I is 
nominal income per capita, and D is vector of dummy variables to allow 
the price to vary by consuming area, month, and year. Data for the 
produce demand equations were collected from the Agricultural Marketing 
Service of the United States Department of Agriculture and the United 
States Department of Commerce for June through September 1972-1975 and 
June through August 1976. Suitable quantity data after August 1976 were 
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not available. Peanut demand coefficients were selected from a study by 
Mairo (Epperson et al., 1982). 
Supplies were fixed for all areas but Georgia, where produce and 
crops were allowed to compete for usable land. Two main restrictions 
were placed on the program, one physical and the other institutional. 
Suitable cropland was limited and the amount of peanut production was 
limited to Georgia's allotment in the base model. 
Transportation costs were presented in functional form for produce 
commodities only. Costs were a function of miles from city to city. 
Production costs included total variable and risk costs similar to those 
calculated in the Adams et al. (1977) paper. 
The dramatic result of this study was that fresh produce acreage 
decreased markedly for most crops while peanut acreage increased consid­
erably. Although the model was based on simplifying assumptions, the 
directions, and to a certain extent, the magnitudes of change were 
plausible given certain circumstances. 
The primary problem with these Georgia studies was that they dealt 
with production mainly during a period of time when the northcentral 
region is not in production. Clearly, they were looking for a quantita­
tive assessment of the impacts of increasing energy costs and a change in 
the peanut allotment program. They did include a measure of risk which 
is very important in modelling horticultural production and included 
downward sloping demand curves. Unfortunately, however, they relied on 
shipping point prices to reflect the costs of production in the competing 
regions. These prices may or may not reflect the true costs of produc­
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tion in these regions. Thus, their study might not reflect the long run 
position of any of the competing regions. Nor did they take into account 
the relative riskiness of production in the competing regions. Hence, 
they did not consider whether certain regions might be more reliable 
suppliers than other regions. 
In one of the more subjective assessments of horticulture potential, 
Vitelli et al. (1982) discussed the potential for the production and 
marketing of fruits and vegetables in the south. In this bulletin, they 
examined potential by market type including pick-your-own, farmers 
markets, roadside stands, commercial wholesale, and processing markets. 
The assessment, however, was very subjective as they asked participants 
in this Tennessee Valley Authority project to decide what the potential 
for each crop was in their own state. 
These respondents indicated that corn, lima beans, okra, snap beans, 
southern peas, squash, and sweet potatoes had the highest potential for 
expansion in the roadside stand market. Summer squash, okra, lima beans, 
snap beans, corn, green peppers, tomatoes, apples, peaches, pecans, and 
strawberries were listed as having the highest potential in the pick-
your-own markets. No specific crops were recommended for the farmers 
markets as the crops with highest potential would differ from area to 
area. 
Cabbage, cucumbers, okra, bell peppers, tomatoes, watermelons, and 
peaches were assumed to have fairly good potential in regional and 
national commercial wholesale markets. Only cucumbers and Irish potatoes 
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had any potential in the processing market, so potential for expansion in 
the processing market was assumed fairly limited. 
The primary weakness of this study was its arbitrary approach. The 
only statistical figures given were the acreages of fresh and processed 
vegetables in the south from 1972 to 1977. The potential assessed was 
not based specifically on the comparative advantage of competing regions, 
transportation differentials, or any other assessment of economic poten­
tial. Most of the subjective assessments, seemed to be essentially based 
on the "gut" feelings of the researchers involved in the project. 
Furthermore, although this southeast U.S. study gave a perspective 
as to which vegetables might be grown profitably by growers in southeast 
region, it did not give factual evidence to back up the subjective 
evaluations of this potential. The lack of a comparative advantage or 
even a spatial equilibrium framework leaves their study basically a 
subjective rather than a quantitative estimate of potential. Vitelli 
et al. (1982) do not know whether southeastern U.S. farmers produce 
horticultural crops more cheaply than other regions, and if they don't, 
whether they would have the ability to undercut competitors due to lower 
transportation costs. The Georgia study previously reviewed gives a 
better overall picture of quantitative production expansion potential for 
that state. 
In the most recent study published, Wysong et al. (1984) studied the 
comparative advantage of Maryland fresh vegetable production focusing 
particularly on tomatoes, broccoli, spinach, snap beans, and sweet corn. 
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over the same production in California. This study emphasized smaller 
family-sized vegetable farms as compared to previous papers. 
Wysong et al. (1984) note that the major contributors to 
specialization in California in the recent past (economies of size, 
almost year round growing conditions, aggressive marketing techniques, 
easy access to migrant labor and improved transportation systems) may not 
play as large a role in area specialization during the 1980s and 1990s. 
They state as reasons for this decreased emphasis the vulnerability of 
fresh produce to physical disturbances, pest infestations and hazards of 
long distance transportation. Furthermore, they stated fossil fuel 
prices are becoming more costly as they become more scarce. Lastlv, 
current subsidies of irrigation dramatically lower the costs of 
production in the west. If the subsidies were discontinued, the costs of 
California produce would increase. Also, they indicated that irrigation 
water availability may have reached maximum availability during the 1980s 
and 1990s. In addition, they noted that farm laborers in competing areas 
were working on obtaining nationally competitive wages, and that 
technological efficiencies have been found to be reached at as small as 
100-320 acres depending on the crop. 
Wysong et al. (1984) stated that there are considerable arguments on 
the opposing side Co self-sufficiency in the northeast. Those opposing 
self-sufficiency list as economic costs: "farmland preservation 
programs, keeping farmers in business when comparative advantage is 
absent, maintaining the availability of agricultural inputs, and the 
opportunity costs of foregone uses of economic resources" (Wysong et al., 
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1984, p. 66). They also noted that high market and production risks were 
major contributors to a shift from horticultural to cash grain crops 
which maintain greater stability, although at lesser returns. 
Data for the Wysong et al. (1984) analysis was obtained from on-farm 
personal interviews with farmers, farm managers, county agricultural 
agents as well as secondary sources. Selected areas in California were 
visited to obtain data. 
Of great importance to midwest growers, because they might experi­
ence a similar phenomenon, was a statement by Wysong et al. (1984) which 
noted that wholesale prices for western grown fresh produce were on the 
whole higher than prices received by eastern growers partly because the 
perceived quality was not as good. They stated that quality may have 
been based on chemical, physical, physiological and even sociological 
factors. 
Again, as in the Vitelli et al. (1982) study, Wysong et al. (1984) 
approached the problem of determining the potential for northeastern 
fruit and vegetable production, but failed to investigate in-depth the 
overall production and marketing advantage. Some of the advantages held . 
by local producers in the northeast were commented on but little was done 
to delineate whether they outweighed the disadvantages that were also 
mentioned. 
These regional studies pointed out several important factors which 
should be included in modelling the potential for production of fruits 
and vegetables in a region. Trammel and Seale (1959) did account for 
comparative advantage in their model, but with invention of separable 
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programming their method, because it was cumbersome and hard to under­
stand, became outmoded. 
Although the later studies, such as Wysong et al. (1984) and Vitelli 
et al. (1982), did not quantify as objectively the potential for expan­
sion of fruits and vegetables, they did outline many of the factors which 
should be accounted for in any study determining this potential. For 
example, Vitelli et al. (1982) gave a good delineation of the markets, 
which is necessary to understand the costs of producing for those 
markets. In the commercial wholesale markets, quality requirements are 
stricter than in the pick-your-owns, farmers markets and roadside stands. 
These stricter requirements are more costly and reduce marketing margins. 
They also indicated that production potential for the processing markets 
is limited without a contract from the processor. 
Additionally, Wysong et al. (1984) pointed out the constraints on 
the potential for the expansion of fruits and vegetables in the northeast 
such as the lack of comparative advantage. And Sorensen in his early 
study indicated the features which were necessary in studying whether 
crops had a potential such as the climatic feasibility and also the 
proper market period. However, these articles did not expressly indicate 
the quantitative potential for expansion nor did they include a measure 
of risk in the study. Risk was shown to be an important factor in two of 
the firm level articles and in the Adams et al. (1977) and Tyan and 
Epperson (1984) articles. 
These latter two articles are important predecessors to this disser­
tation as they include most of the necessary features in modelling fruit 
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and vegetable production. They both include downward sloping demand 
curves and a measure of risk. But they did not provide a complete 
methodology for the present research. Adams did not look at regional 
reallocation of horticultural production across the U.S. due to higher 
energy costs but only within California. 
Although Tyan and Epperson (1984) were studying the reallocative 
effects of increased energy costs in the United States, they only studied 
the effects on Georgia production possibilities. Furthermore, they did 
not truly study the comparative advantage of production as they substi­
tuted f.o.b. shipping point prices for the costs of production. Those 
prices do not necessarily reflect the underlying cost of production but 
rather the factors of supply and demand during that period. Evidently, 
none of the regional studies exactly specify the problem which is being 
studied for the northcentral U.S. in this dissertation. In the next 
section similar studies to those reviewed in this section, but for the 
Mexican national model will be reviewed. 
The National Model Articles 
The Book of CHAC (Norton and Solis, 1983) is probably the most 
detailed examination of a national model which is available. The book is . 
a collection of articles which not only describe the model but also 
describes appropriate risk assessing methodologies, data base management 
and collection, and the results of the model solutions. Some of these 
articles were previously reviewed in Chapter II. In this section, an 
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article which assesses the model results and another which describes the 
data base will be reviewed. 
Simmons and Pomerada (1975) applied the Duloy and Norton (1975) 
endogenized price and quantity model and the Hazell and Scandizzo (1974) 
risk model to the case of Mexican comparative advantage over Florida in 
exporting tomatoes, peppers, and cucumbers during the winter months from 
the Sinoloa region of Mexico. They were particularly looking for the 
timing of vegetable plantings and shipment periods which would maximize 
the net social payoff (Simmons and Pomerade, 1975). 
U.S. demand functions were estimated using a procedure similar to 
Castro and Simmons (1974). The equations were estimated in a single 
equation format using least squares on pooled data. The demands were 
assumed linear to facilitate subtracting costs of exports to derive the 
export demand functions. The Mexican domestic demand functions used 
Duloy and Nortons' (1975) direct price elasticities and estimated slope 
coefficients using equilibrium price and quantity. The production data 
were taken from unpublished budgets of the Sinoloa State Confederation of 
Agriculture Association and were partly verified by field visits. 
The model was designed to test changes in plantings due to increas­
ing wage rates and shifts in shipping patterns, and to examine the allo­
cation of production between the export and the domestic market for fresh 
Mexican vegetables. The model allowed the domestic Mexican market to 
absorb tomatoes of non-exportable quality. 
The model solution results indicated that increased wages drasti­
cally reduced production of certain items. Tomatoes dropped by 50 
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percent when wages doubled; and sesame seed production ceased, as did 
com and cotton. Peppers, rice, safflower, beans chickpeas, and sorghum 
remained approximately the same. 
The study also found that increased shipments of December tomatoes 
and reductions in February and March tomatoes moved the model more coward 
equilibrium than solutions forced to the current level of shipments. In 
addition, they discovered that if pepper shipments were reduced in 
December and January, total revenue increased. 
Furthermore, they indicated that by imposing a technological change 
or reduction of the exportable quality standards, the model was able to 
simulate a change in allocation of production. They also discovered that 
the domestic and export prices would only equalize in December, January, 
February, and May; but during March and April non-exportable supplies 
were still great enough to keep the domestic Mexican price below the 
export price. 
In another Book of CHAC chapter, Bassoco and Rendon (1983) detailed 
the data base and technology set for the Mexican National Agricultural 
Model. They found that the data base was not detailed enough to provide 
for econometric estimation of supply functions. Instead, they detailed 
different technology sets which described methods of producing a crop 
using three different levels of mechanization. Yields differed by land 
type and region but not by type of mechanization. The supply activities 
were represented by 2345 activities covering 33 crops in 19 geographical 
submodels for 10 regions. 
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The price structures were formed using actual prices and quantities 
for each crop. The domestic demand curve for each crop was then passed 
through the point indicated by expected price and expected quantity. A 
1967-1969 average price was used to eliminate short-term price fluctua­
tions. For projected solutions, the demand curves were adjusted for 
expected income changes and population growth. 
These two articles indicated the size and nature of the Mexican 
national model. These reviews showed three important features, of model­
ling fruit and vegetable production. First, risk is a necessary factor 
in modelling fruit and vegetable production even at the national level. 
Second, a downward sloping demand curve is essential. Third, the timing 
of production for a particular market window is crucial for maximizing 
producer welfare. As was noted in the other articles reviewed, there 
were also data difficulties even with this national model. Bassoco and • 
Rendon (1983) and Castro and Simmons (1974) did not have enough data to 
econometrically estimate production functions for the crops. Thus, these 
articles have shown important features of modelling fruit and vegetable 
production but have not shown the effects on midwest production and 
consumption during the midwest growing period, as these studies were 
aimed at the winter season crops and marketing periods. 
Summary 
There is very little literature published which specifically 
addresses comparative advantage and spatial equilibrium issues associated 
with the production of fruits and vegetables. However, the existing 
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literature does indicate certain similarities from the firm level to the 
national level in modelling production and consumption. Those features 
included downward sloping demand curves and risk modified supply curves. 
Another factor which reoccurred at all levels of modelling was the 
data problem. The horticulture sector seems to have very little reliable 
data available for use in calculating both supply and demand curves, 
therefore, rather ad hoc approaches were used. 
The other articles reviewed were more subjective in their approach 
to expansion potential. They approached the issue from what items should 
be studied to determine the potential and then gave a subjective estimate 
of the potential. 
None of these articles directly estimated the potential for produc­
tion in Iowa markets during Iowa's production period, with the possible 
exception of the Georgia group which picked June as their market window 
period. However, June is a marginal production period for all the crops 
studied in this dissertation with the exceptions of broccoli and leaf 
lettuce. 
Furthermore, the firm level articles only provided a picture of the 
underlying factors affecting horticultural production. Thus, they only 
gave a starting point for the regional model. 
As the present research will endeavor to model the potential for 
expanding fresh summer wholesale fruit and vegetable production in Iowa, 
these articles have supplied a good starting point. They indicated that 
both risk and demand are important factors to be considered when doing 
such modelling. These points will be considered in the next two 
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chapters, where the problem is more clearly delineated for Iowa, the data 
sets are explained in detail and the conceptual model is detailed. 
109 
CHAPTER IV. DEFINING THE PROBLEM AND BACKGROUND INFORMATION 
Introduction 
As was stated in Chapter I, the farm financial crisis has precipi­
tated a desire to find alternative crops to partially replace the tradi­
tional row crops, corn and soybeans. In that chapter, alternative crops 
were broadly defined as fresh summer season fruits and vegetables. In 
this chapter, the fresh fruits and vegetables to be studied will be 
selected and the methods used to narrow the larger set will be discussed. 
Since all fruits and vegetables are fresh at harvesting, the market 
channels for selling fruits and vegetables will be discussed. Those 
channels are direct-to-consumer, processing, and commercial wholesale 
fresh. All market channels are reviewed, even though this study covers 
only the commercial wholesale market, because most of the background data 
do not distinguish between these channels. Thus, to interpret the 
results, a knowledge of the market channels is useful. 
In the last section of this chapter, Iowa's production acreage, 
current competitors, and 1984 consumption are outlined. Current produc­
tion acreage, if the market channel and yield are known, provides a base 
point for the potential expansion of production. However, if the data 
can not be fully analyzed, the results must be qualified. Furthermore, 
if production potential is to be studied, the current competitors must be 
identified and a suitable proxy for the quantity they supply must be 
found. In addition, the consumption level by fruit and vegetable type 
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must be specified before the expansion potential can be defined. See 
Figure 4.1.a for a schematic diagram of the chapter's contents. 
Defining the Problem 
This dissertation, as discussed in Chapter I, researches the 
economic production potential of alternative crops which could substitute 
for the traditional row crops, corn and soybeans. In Chapter I the 
alternative crops were narrowed to fresh fruits and vegetables. But this 
subset of crops is still too large to be manageable in a formal model. 
A four step method was employed to reduce the number of crops to be 
studied. The first step studied the set of crops which had been grown in 
the state during a period of major horticultural production. The second 
step narrowed the subset to those crops which appear to have a commercial 
yield. The third step determined which crops had the data necessary to 
complete the study and eliminated those without enough data. The last 
step picked from those crops still in the subset, those which had the 
highest per capita consumption in hopes of picking crops which would have 
the largest impact in reducing the amount of com and soybeans grown, 
thereby reducing the state's economic dependence on those two crops. 
In the first step, the background of Iowa horticulture was studied, 
with Dr. Charles Hall, Iowa Suate University Horticulture department 
head, providing most of the background. Iowa has a considerable amount 
of history in the production of fresh fruits and vegetables. For 
example, some of the crops such as apples have a history dating back to 
1799. During the early 1900s the apple industry thrived. The largest 
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crop of apples ever harvested in Iowa occurred in 1910 and the industry 
continued to prosper until 1940. However, on Armistice Day, November 11, 
1940, the temperature plummetted to below freezing and because the apple 
trees had not fully acclimated, a majority of them were either killed or 
damaged. As result of that freeze, the 1941 crop was only about 8.5 
percent of the previous year's crop. The apple industry never recovered 
and the state of Washington became one of the major producing areas 
(Hall, 1985). 
Commercial vegetable production, on the other hand, began in the 
1920s and had its peak years during the 1920s and and 1930s when approxi­
mately 700,000 to 800,000 acres were grown. However, the number of 
reported acres had declined to 56,600 acres by 1946 and further declined 
to approximately 4600 acres in 1981 (Hall, 1985). 
Acreage estimates for 1984 are not as valuable as those collected in 
1981 because that was the last year the USDA Statistical Reporting 
Service / Crop Reporting Board collected acreage, yield, production, and 
value estimates for 22 of the major fresh vegetables and non-tree fruits. 
Thereafter, the information was collected for only nine fresh vegetables 
and melons. Unfortunately, information is collected on honeydew melons 
rather than on muskmelons and watermelons. Honeydews are assumed to not 
have profitable yields in Iowa. 
The second step narrowed the feasible set of crops by discussing 
with Dr. Henry Taber, ISU extension horticulturalist, which crops he felt 
Iowa had the best possibilities of growing. Yield, ease of production, 
irrigation potential, and soil suitability were the main criteria used. 
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Dr. Charles Hall of the same department was also consulted. The data 
were studied and 13 crops were chosen: broccoli, snap beans, cabbage, 
sweet com, cucumbers, muskmelons, leaf lettuce, green peppers, potatoes, 
sianmer squash, winter squash, tomatoes, and watermelons. 
Most of these crops met the criteria listed, although the results 
for four of these crops will be restricted because of data difficulties: 
broccoli, leaf lettuce, winter squash, and summer squash. Broccoli, 
winter squash, and summer squash results are restricted mainly because 
the data to calculate deviations in revenue were not available. Devia­
tions in broccoli revenue were available for California and New Jersey 
but none were available for the northcentral states so a good proxy was 
not available. Acreage, yield, production, and value estimates were not 
available for either summer or winter squash because the USDA did not 
collect this information. 
Leaf lettuce data was more troublesome. Expected yield information 
for the other crops was obtained from Dr. Taber but he felt unable to 
give a reliable estimate for leaf lettuce. The leaf lettuce yield esti­
mate was obtained from Illinois, where yield was similar to eastern state 
yields. Larger problems for leaf lettuce occurred, however, because 
neither of the major competing states, California and Ohio, had produc­
tion budgets or yield estimates for leaf lettuce. 
Other crops which were dropped from the feasible set included apples 
carrots, cauliflower, onions, and strawberries. These are the most 
notable cases of large per capita consumption crops which were omitted. 
Apples were eliminated not because of data limitations but rather because 
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of the long term nature of production. To include them, a multi-year 
production period matrix would be needed, increasing the matrix size by a 
minimum of four times, assuming 5 years per period and a 20 year-life for 
the apple trees. 
Strawberries were excluded not only because of the multiple year 
nature of production, but also because the data indicated that 
California, the major fresh supply region, averaged more than 500 
hundredweight (cwts.) per acre in 1980-1982 while Wisconsin, the nearest 
north central state included, averaged approximately 37 cwts. per acre. 
Even Michigan averaged only approximately 70 cwts. per acre during the 
same period (USDA Vegetables, Annual Summary, 1980-1982)). Seventy cwt. 
is the expected yield for Iowa estimated by the ISU Horticulture 
department (Bachmann and Tabar, 1983). Because of the very large yield 
in California, local commercial production was assumed to be limited 
almost entirely to pick-your-own type markets. 
Cauliflower was not included because it did not meet the ease of 
growing requirement. Climate and environmental conditions are very 
critical to high marketable yields of cauliflower. Large temperature 
swings may cause bolting or seed stalk production rendering the cauli­
flower head unmarketable (Ware and McCollum, 1980). 
Carrots and onions were initially removed from the final subset 
because it was thought that there was a soil suitability problem. These 
crops require sands, sandy loams, peat, or muck soils. Initially, it was 
not felt, that although there are a few hundred acres of these crops in 
the state, that there was not enough information about the acreage of 
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these soils existed to consider the expansion potential of these crops. 
However, upon examination, soil surveys indicate that there are over 
870,000 acres of these soils found in Iowa. The information, however, is 
not complete enough to indicate whether the soils are well-drained or 
whether there is irrigation potential available (Hall, 1985). An area of 
further potential study would be to determine the locations, acreages, 
drainage and irrigation potential of these sites. 
The Market Channels 
Introduction 
A study of all the market channels is necessary for two reasons. 
First and most importantly, most data are available only in the commer­
cial wholesale fresh market channel. Furthermore, in order to interpret 
the data, all of the market channels must be understood because produc­
tion data are not always separated by market channel. Second, firms need 
to produce for a specific market channel because of market quality 
requirements. 
The terminology "fresh summer season fruit and vegetable production" 
has different connotations to different people. Studying the problem 
from a farmer's point of view, all items are fresh production. However, 
closer examination of the marketing channels indicates that there are 
three distinctly separate markets: the processing market, the direct-
to-consumer market, and the commercial wholesale fresh fruit and 
vegetable market. Figure 4.1.b clearly separates the three market 
channels. 
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The processing market channel 
The processing market refers to that sector which either freezes or 
cans fresh produce to keep it in an edible form for an extended period. 
The processing sector is characterized by a few large firms with proces­
sing plants and a number of smaller processing firms. Typically, 
processors buy within a 50 mile radius of their plants and contract a 
very high percentage of the acreage before planting time. For example, 
in Wisconsin the contracted acreage can run as high as 80-90 percent of 
the total acreage harvested for processing (Rhodes, 1983, p. 363). 
Although production for year-round consumption via processing could 
lead to higher acreages for Iowa, the close proximity to processing 
plants limits the feasibility of processing crop production, at least in 
the short run. Furthermore, varieties used in processing production can 
be considerably different than those used in the commercial wholesale 
markets. In the case of potatoes, chipping potatoes are bred to have low 
soluble sugars so that the chips won't carmelize or brown during Che 
chipping process. Not all fresh tablestock varieties have such a charac­
teristic. Also, the harvesting techniques, for the most part, are 
different from those in the commercial wholesale fresh channel. For 
example, tomatoes for processing are mainly picked with mechanical 
harvesters while the fresh commercial production is still largely 
handpicked although there has been some movement towards mechanical 
harvesting of fresh produce (Kader et al., 1985). 
Given the differences between the production in the processing 
sector and the commercial wholesale fresh produce sector, the two sectors 
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could be studied together only with the cooperation of processing firms. 
Processing firm cooperation would be necessary to calculate budgetary 
costs of processing and prices paid to producers. Furthermore, plant 
location becomes an important issue in studying the processing sector. 
Since this study deals with alternative crops that could be grown 
profitably without major shifts in the processing industry, processing 
crops are eliminated from this analysis. 
In addition, the quality requirements are very dissimilar between 
the processing sector and the commercial wholesale fresh sector. Because 
most fresh market crops are sold fresh through grocery outlets and must 
be stored for several days, a considerable amount of post-harvest 
handling and cooling is required for the more perishable crops to insure 
a long shelf-life. 
Direct-to-consumer market channel 
The other market channel not a subject of this study is the direct-
to-consumer market channel. There are several marketing methods in this 
channel and most notable among these are the pick-your-owns (u-picks), 
roadside stands, and the farmer's markets. They are known in the trade 
as direct-to-consumer markets (not to be confused with direct marketing) 
because the producer and the consumer by-pass all the middlemen in the 
commercial wholesale fresh produce channel. Both the consumer and 
producer feel they benefit because the price is usually between the 
wholesale price the farmer would normally receive and the retail price 
the consumer would normally pay. 
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The u-picks are self-described. The producer depends on the 
consumer to pick the produce saving the grower considerable harvesting 
and post-harvesting costs. The consumer, in return, gets lower prices 
(sometimes) and perhaps a riper and (in the consumer's eyes) a better 
quality product. The drawbacks of this marketing method are that 
consumers do not particularly like outings on poor weather days even 
though the produce may be ripe. Furthermore, they are very choosy about 
what they harvest, may not know how to properly harvest some crops, and 
often trample some of the produce while picking, and thus, they reduce 
the farmer's potential yield. 
The farmer's markets and roadside stands provide a place for growers 
to sell directly to the consumer and are fairly similar to one another in 
their requirements except for their location. Roadside stands are 
usually close to the producer's operations on busily travelled roads, 
while farmer's markets are located in town centers or at least in busy 
portions of the city where consumers are likely to pass by while 
shopping. Both of these marketing methods require a producer to harvest 
and temporarily store the produce, but do eliminate most of the post-
harvest handling middlemen charges. These markets also allow the 
producer to receive a price which may approach or exceed the retail 
price. 
Again the production budgets for these producers differ considerablv 
from the budgets necessary for the commercial wholesale produce market 
channel because they do not include the considerable costs associated 
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with post-harvest handling. Also, they may not use the same seed as 
would be required of the commercial wholesale grower. 
Furthermore, of the three market channels discussed, this channel 
has less price and quantity information available than any other channel. 
The United States Department of Agriculture (USDA) collects data on 
planting intentions for a limited number of fresh produce and processing 
crops. Marketing data such as arrivals and wholesale prices are only 
collected in a few cities in the United States. And the wholesale prices 
and quantities collected do not necessarily reflect direct-to-consumer 
marketing prices or quantities. Shipments and shipping prices are 
collected only in the most prominent shipping states. These data 
primarily cover produce moving in the processing and or commercial 
wholesale sector. Therefore, the small amount of direct-to-consumer 
production (in output, not acreage) is not counted. Thus, due to the 
lack of both price and quantity information, sectoral modelling in the 
direct-to-consumer marketing channel becomes very difficult. 
The commercial wholesale fresh market channel 
The remaining marketing channel to be discussed is the conmercial 
wholesale fresh produce channel. Although the acreage data in this 
channel are sketchy in states which have small quantities of production, 
it is the channel with which most fresh consumption figures are based. 
The commercial wholesale fresh produce marketing channel is diagrammed in 
Figure 4.2. 
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As can be seen in Figure 4.2 there are five basic levels to the 
market channel. At the beginning level or lowest level is the producer. 
In between the producer and the consumer there are a level of facilita­
tors, the selling agents, brokers, commission merchants, and merchant 
shippers. Jobbers are facilitators too, but they may resell at any level 
of the marketing chain except they do not normally sell directly to the 
consumer. At the next level are the terminal markets and the wholesaler-
retailers. These firms in turn sell to the institutional outlets and 
retail grocery stores who sell to the consumer. 
As is noted by Figure 4.2, the produce does not move in any particu­
lar set way from the grower to the consumer. To best understand how 
produce moves through the market channels within the commercial wholesale 
fresh produce sector, a discussion of the participants between the 
producer and consumer is necessary. 
The driving force at the top of the channel is the consumer. Just 
beneath the consumers are the retail outlets and institutional outlets. 
The retail outlets consist of supermarket chains including national, 
regional and local chains, and local grocery stores. The local grocerv 
stores may be loosely allied for bargaining advantages or they may be 
totally independent. Institutional buyers can be characterized as 
hospital cafeterias and foodservice outlets such as restaurants and the 
fastfood chains. Fastfood chains are important fresh produce outlets as 
they have instituted salad bars in recent years to please health 
conscious consumers. 
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At the next level in the channel are the terminal markets and the 
wholesaler-retailers. Terminal markets are usually associated with large 
cities where fresh produce has come to the end of the marketing chain in 
a region. From the terminal market the produce is dispersed to either 
the grocery stores or the institutional outlets within the region. 
Terminal markets are characterized by a large number of merchants who are 
organized together into a centralized selling area. The terminal market 
used to be the major distribution center within the consuming region but 
has declined in importance in the last decade. Besides the terminal 
market merchants, there may be a number of independent wholesalers who 
take possession and title and resell the produce to their customers, 
especially in areas where the terminal market no longer exists. 
The wholesaler-retailers are large retail chain stores which have a 
main wholesaling and distributing center for the entire chain. They also 
may be the wholesaler for other chain stores. The wholesaler portion of 
the chain accepts orders from the individual units of the chains and Chen 
organizes the buying for the quantities ordered. %wevsr, the organiza­
tion within each wholesaler-retailer differs. Some chains force their 
individual units to buy from their main wholesaling unit while others 
allow their units to buy from whomever.• Thus, a producer may find that 
he could sell either to the individual retail unit or the wholesaler-
retailer unit. 
At the next lower level, and in declining importance to the industry 
in the share of produce they handle, are other middlemen such as selling 
agents, brokers, commission merchants, and merchant shippers. Jobbers 
124 
could also fit in this category but they are sort of between levels. 
These middlemen usually perform functions which facilitate ease of 
movement of different fresh produce items. For example, a small producer 
may want a selling agent, who works on a contractual basis, to sell 
his/her output. The selling agent may have some degree of freedom in 
pricing the produce but never takes title or possession of the produce. 
The broker also performs nearly the same duties as the selling 
agent. However, brokers are not under contract and never take possession 
or own the produce. They simply bargain for the highest price and take a 
percentage of the sales as commission. 
The commission merchant works a little closer to the producer than 
either the selling agent or the broker. The commission merchant has 
facilities for handling, packing, pricing and selling the produce. The 
commission merchant takes possession but not title of the produce and 
receives instructions from the producer ùn when or how to sell. Similar 
to the commission merchant, the merchant shipper has facilities for 
packing, handling, pricing and selling but the merchant shipper takes 
title and possession of the produce. 
As mentioned, jobbers fit somewhere in between the first stage 
middlemen and the consumer. The jobber fills in the gaps that are missed 
by all the other facilitators. The jobber usually buys produce with a 
specific outlet in mind and re-sorts and repacks the produce to fit the 
needs of a particular institution. They may sell and buy from anyone in 
the chain. 
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So far the role of each participant in the fresh commercial 
wholesale sector has been presented, but not how the produce flows 
through the network. To do this some pertinent statistics indicate how 
the produce flows from the producer to the consumer. As noted in 
Chapter I, 76 percent of the fresh produce is sold through the retail 
grocery store, another 22 percent is sold through the institutional 
outlets such as the restaurants, hospital cafeterias, and fast-food 
outlets. The remaining 2 percent is sold in the direct-to-consumer 
market (McLaughlin and Pierson, 1983). Therefore, the largest portion of 
fresh produce is sold through retail grocery stores. 
Another relevant statistic to understanding the flows of fresh 
produce is that the chain stores represent a large percentage (65-100) of 
the retail grocery trade in the midwest region (Spotton et al., 1985). 
Assuming their total retail share is similar to their share of fresh 
produce sales, the wholesaler-retailers sell the major share of the fresh 
produce in the upper midwest (Spotton et al., 1985). 
Given the above information, the wholesaler-retailer appears to be 
the major recipient of fresh produce. But what path does it take to 
arrive at the wholesaler-retailer? Evidence indicates that the flow of 
produce moves directly from the grower-shipper. The grower-shipper 
produces the fruits and vegetables and ships directly to the wholesaler-
retailer or directly to the grocery store by-passing all the middleman. 
The industry term is direct-marketing (not to be confused with direct-to-
consumer marketing although the two concepts are very similar). 
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This portion of the trade has increased dramatically in the past 
years as evidenced both by the above statistics and by the decline in the 
number of terminal markets (Rhodes, 1983). Further evidence was provided 
by an Iowa State University survey (Spotton et al., 1985) in four major 
metropolitan areas. In those interviews, it became evident that the 
major wholesaler-retailers were buying directly from the shipper in most 
commodities. Additionally the buyers indicated that they only bought 
from the terminal markets when a shipment did not arrive or they found 
themselves otherwise short of produce. Furthermore, they implied that 
those shippers were also the growers. 
However, the direct-marketing scheme does not work for all 
wholesaler-retailers in certain crops. For example, certain commodities 
such as tomatoes and potatoes tend to be bought from jobbers or 
repackers. In the case of tomatoes, the repacker may sort the tomatoes 
according to maturity, continue the ripening process for those still too 
immature to sell, and package those ready for sale. On the other hand, 
some retailers may have their own repacking and ripening facilities and 
buy the produce directly from the grower. The point is that although 
most produce may be bought directly from grower-shippers by wholesaler-
retailers, there are notable exceptions. 
The remaining 22 percent of the fresh fruit and vegetable produce 
moves through any one of the other channels on its way to institutional 
outlets such as the restaurants, hospital cafeterias, and fast-food 
chains. However, the percentage that goes through each path to reach 
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these outlets is not very well documented. But the pathways are impor­
tant to understanding the data. 
Commercial wholesale fresh produce market requirements 
The marketing requirements for selling produce in the commercial 
wholesale channel are strict and may give clues as to the market channel 
in which current producers are selling produce. These marketing 
requirements include long shelf-life, ease of handling, and good physical 
outward appearance for the fresh produce. 
The longer the shelf-life of the produce, the more likely the store 
will be able to sell that produce before it deteriorates. To provide for 
the long shelf life required by the industry, the commercial fresh 
producer must invest in ice or cooling equipment such as a hydrocooler to 
remove the field heat from the perishable produce to stop its deteriora­
tion- In addition, the grower must be able to distinguish between 
vegetables which are chilling injury sensitive and those that are not. 
Produce such as cucumbers, green peppers, and tomatoes are very chilling 
injury sensitive and strict temperatures must be adhered to in the 
cooling process. Other crops such as sweet corn and broccoli may be 
iced. Unfortunately the costs of icing are similar per unit to hydro-
cooling when the hydrocooler is used at capacity (Junge et al., 1985). 
Thus, to remove field heat and provide for a long shelf-life a S.Ol to 
$.02 per pound must be added to the overall produce cost. 
To promote ease of handling, the industry wants the produce to be 
packed in boxes which are sturdy enough to be transported in stacks four 
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boxes high on pallets. The cost of the correct box is usually in the 
$.80 to $1.00 range and adds considerably to the cost of the produce 
(Junge et al., 1985). 
Furthermore, as the physical appearance of the produce is as impor­
tant to the wholesaler as it is to the consumer, the commercial wholesale 
producer must invest a considerable amount of time in sorting and sizing 
the produce. Uniformity as well as bruise- and nick-free produce is 
important to the overall appearance of the produce. Other requirements 
are necessary to compete in the commercial wholesale channel. The 
supplier must be a reliable source not only in the quality of the produce 
she sells but also in her ability to remain in the market week after 
week. The producer can not be in the market one week and out the next or 
she will not continue to sell in the wholesale channel for long. The 
wholesalers need to provide their customers with a stable produce supply 
and therefore, require the same stability from their suppliers (Spotton, 
et al., 1985). Thus, irrigated acreage would help a producer to meet the 
reliability requirement. With irrigation the producer is more likely to 
weather periodic droughts during the summer and provide a dependable 
steady produce supply. 
One last restriction for selling in the wholesale sector requires 
the grower to sell at only one level of the market chain per region. 
Wholesalers indicated that they do not like to buy produce from a grower 
and then find the grower has sold to the wholesaler's customer also. 
Furthermore, they do not want the grower to set up a roadside stand 
across from the retail outlet that the wholesaler supplies because they 
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do not feel they should compete with their supplier. Thus, growers who 
participate in the direct-to-consumer markets probably do not enter the 
commercial wholesale market in the same area. This phenomenon may occur, 
nevertheless, as long as the grower does not do so Coo blatantly 
(Spotton et al., 1985). 
The structure of the major marketing channels and the commercial 
wholesale marketing requirements are very important to understanding the 
next section which covers Iowa's background data. Iowa's production 
position, current competitors, and consumption levels within the commer­
cial wholesale fresh market channel will be discussed in the next 
section. 
Background Information 
Iowa production 
The production level by market channel for 1984 is important to the 
study for two reasons. First, 1984 production levels provide a starting 
point in terms of the quantities already being produced. Second, the 
production levels and their specific market channel will indicate the 
potential for expansion in the commercial wholesale fresh channel, given 
the current levels of consumption. 
Unfortunately, the fruit and vegetable harvested-acreage estimates 
for Iowa in 1984 are not available for most of the crops studied. 
However, estimates for most crops are available for 1982 and for 1985, 
but from different sources. The 1982 Census of Agriculture (U.S. 
Department of Commerce, 1984) lists the harvested acreage by crop and the 
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number of the fruit and vegetable growers in Iowa during that year but 
does not indicate the market channel. Those acreages are shown in 
Table 4.1 below. 
The second fruit and vegetable acreage estimate was provided by 
Dr. Taber for 1985 based upon his observations while travelling around 
the state performing his job as state extension horticulturalist. 
Dr. Taber's estimates are good estimates of planted acreage but yields 
per planted acre seem overstated. His estimates are, nevertheless, more 
illuminating than the Census of Agriculture data because he separates 
processing market sweet corn, potatoes, and tomatoes from the two fresh 
market channels. These three crops have more estimated processing 
acreage than fresh acreage according to the addendum. The processing 
acreage for these three crops can be easily estimated as there are very 
few processing plants and the contracted acreage can be easily compiled. 
These estimates are shown in Table 4.2. 
Because of the different sources, years, and techniques used to 
obtain the data, no comparisons should be attempted. An effort, however, 
will be made to make some interpretations of this data in relation to the. 
particular market channel studied in this dissertation. Furthermore, two 
separate surveys of wholesalers, by Spotton et al. (1985) and Valley 
(1985), will be used to justify these interpretations. 
From the 1982 data, the average number of acres grown per farm of 
each vegetable was between .5 and 5 acres with the exceptions of sweet 
corn and potatoes. The average sweet corn acreage was approximately 20 
acres while average potato acreage was slightly less than 12 acres. 
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Table 4.1. 1982 Iowa fruits and vegetables: number of farms and 
acreages by crop^ 
Crop # Farms Acres Cro£ # Farms Acres 
Snap beans 51 34 Potatoes 149 1767 
Broccoli 11 7 Squash 64 97 
Cabbage 46 105 Sweet Corn 298 5619 
Muskmelon 82 429 Tomatoes 128 473 
Cucumbers 40 29 Watermelon 64 345 
Green Peppers 40 75 Total Acres 8980 
^U.S. Dept. of Commerce, 1982 Census of Agriculture, 1984. 
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Table 4.2. 1985 Iowa fruits and vegetables: acres, yield and production^ 
Crop Acres Yield/Acre Production 
(cwts.) (cwts.) 
Snapbeans 0 N.A. N.A. 
Broccoli 0 N.A. N.A. 
Cabbage 200 250 50,000 
Sweet Com 3700 95 351,300 
Cucumbers 0 N.A. N.A. 
Muskmelons 800 150 120,000 
Leaf Lettuce 0 N.A. N.A. 
Green Peppers 80 145 11,600 
Potatoes 600 250 150,000 
Squash, Pumpkins 250 300 750,000 
Tomatoes 60 300 18,000 
Watermelons 700 400 280,000 
Total Acres 6390 
^Hall, 1985, Addendum 1. 
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However, average acreages can be misleading and should be used only 
with care. But another table in the 1982 Census of Agriculture (U.S. 
Department of Commerce, 1984, p. 21) breaks down the data into the number 
of farms by size class. For the all vegetables reported excluding 
potatoes, there were 429 farms. Of these, 253 were less than 5 acres in 
size, an additional 90 were less than 25 acres, which left 86 farms which 
were greater than or equal to 25 acres. Thus, vegetable acreages per 
farm could be characterized as small with a few farms having larger 
amounts of acres. 
Furthermore, only 115 of these 429 farms were vegetable farms under 
the standard industrial classification. Only 46 of the 115 farms in this 
category had receipts greater than $10,000. Overall, though 243 farms 
which grew vegetables had receipts of greater than $10,000. For this 
latter category, the data do not tell how much of the receipts came from 
vegetable sales. Only in the first category can it be assumed that a 
large proportion came from vegetable sales. 
The 1982 Census of Agriculture (U.S. Department of Commerce, 1984) 
data do show that of the 115 farms classified as vegetable farms, 65 sold 
some produce in the diract-to-consumar market. There is however, no way 
to tell how much of the produce from farms not classified as vegetable 
karms was sold in the direct-to-consumer market. Thus, even though 
$408,000 of the $2,077,000 of vegetables sold by the 115 classified 
vegetable producers were direct-to-consumer marketed, the remaining 
receipts of the total $4,267,000 earned from vegetable production cannot 
be assigned a market channel for two reasons. First, there is no way of 
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deducing how farms which were not classed as vegetable farms sold their 
produce. And second, the producers could have sold the produce in either 
the commercial wholesale market or the processing market. 
Similar information was available for potato production. Most farms 
grew less than five acres of potatoes. Of the 149 farms counted, 123 
were less than 5 acres in size, an additional 13 were less than 25 acres, 
10 more were less than 100 acres, and only 3 were greater than 100 acres. 
Unfortunately, potatoes were included in a category with sugar beets, 
peanuts, hay, and other field crops, so there was no way to determine the 
number of potato operations which sold in the direct-to-consumer market. 
For all the crops studied except for sweet com, potatoes, and toma­
toes, further analysis provided some insight into which market channel 
most producers used. By studying the 1982 Census of Agriculture (U.S. 
Department of Commerce, 1984) county data, the number of farms and 
acreages by crop per county could be determined. With the exceptions of 
the above specified crops, the county information shows that indeed the 
acreages per crop and farm are rather small and that only a limited 
number of the farmers are large enough in any one crop to be making much 
impact in the commercial wholesale channel, and therefore, are probably 
direct-to-consumer marketers. The remaining acreages which could be in 
the wholesale channel were still only a small amount of the total 
production necessary to meet consumption. Furthermore, only cantaloupe, 
tomatoes, and watermelon had significant irrigated acreages. Of the 8363 
acres of vegetables grown only 871 acres was irrigated in 1982. Irriga­
tion is one indicator of whether the grower will be able to maintain a 
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constant supply and be able to market in the commercial wholesale 
market. 
At this point, the vast majority of vegetable and potato operations 
can be characterized as being very small but nothing, can be said about 
the larger farms and the market channels in which they participate. By 
using Ag Statistics (USDA, 1984) and Dr. Taber's (Hall, 1985) addendum 
further information can be gleaned about the crops in Table 4.1 which 
show significant acreages. Those crops are sweet corn, potatoes, and 
tomatoes. (The other crops had such small acreages that they probably 
could not afford the post-harvest handling equipment required for the 
commercial wholesale fresh market.) 
The 1982 Census of Agriculture (U.S. Department of Commerce, 1984) 
estimates approximately 5600 acres of sweet com were grown in Iowa 
during 1982. Processing sweet corn was grown in Iowa during 1982 and 
therefore, could account for some of the acreage in sweet corn. However, 
there is not a really good estimate of sweet com processing production 
during that year. Ag Statistics (USDA, 1983) lumped the Iowa estimated 
acreage together with Utah and Indiana in 1982. And Dr. Taber's estimate 
is for 1985. Similar problems occur in potatoes and tomatoes. However, 
Taber's estimates may give this study a base. He estimates 4300 acres of 
sweet corn, 1000 acres of potatoes and 713 acres of tomatoes were 
produced for processing. Note that the 713 acres of processing tomatoes 
is greater than the total tomato acreage in the 1982 Census of 
Agriculture (U.S. Department of Commerce, 1984). Therefore, it was 
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assumed that a considerable portion of the sweet corn and tomato acres 
were probably processed while about half of the potatoes were processed. 
One more obvious difference between Taber's data and the census data 
occurred. With the exceptions of the processing crops Taber's estimates 
of fresh production were considerably higher than the acres recorded by 
the census. (Taber did not report any production in snap beans, 
broccoli, cucumbers, or leaf lettuce.) However, because of the compila­
tion method used for Taber's estimates, their reliability could be 
questioned. But the overall jump in production shown in Taber's esti­
mates over the 1982 census data could be indicative of a reaction to the 
poor Iowa farm economy and simply imply that a number of growers were 
testing alternative crops in 1985. 
But given the nature of all the data, hard evidence about the 
quantity of Iowa production which finds its way into the commercial 
wholesale fresh market is not available. Thus, another approach was 
devised. The wholesalers within Iowa and the four surrounding of the 
metropolitan areas were surveyed to determine their suppliers and their 
state of origin. 
Determining the suppliers of Iowa's commercial wholesale fresh market 
Three months after this study began, the Iowa Department of 
Agriculture (IDA) received a USDA grant to study expanding fruit and 
vegetable production in Iowa. As a part of that study they surveyed the 
wholesalers and wholesaler-retailers in Iowa to determine the quantities 
of produce being bought and from which states they were being bought. 
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The IDA surveyed 100 percent of the firms in Iowa that could be deter­
mined to buy and sell fresh produce in the commercial wholesale fresh 
market but did not survey the retail outlets unless they were wholesaler-
retailers (Valley, 1985). 
At a similar time, Iowa State University also received a grant to 
study the feasibility of selling fresh fruits and vegetables in the four 
surrounding metropolitan areas; Chicago, Kansas City, St. Louis, and 
Minneapolis. As a part of that study the wholesaler-retailers and a 
sample of independent wholesalers and terminal market wholesalers were 
interviewed to determine the commercial wholesale fresh marketing 
requirements. The wholesaler-retailers interviewed represented at least 
65 percent of the retail market and in one case 100 percent of the retail 
market. During those interviews the wholesalers were asked who supplied 
their produce during the Iowa's production season, whether Iowa sold them 
any produce, and if so, how much and from what crop, and whether their 
buying volumes declined during the peak local growing season. 
Iowa's major suppliers and the surrounding state's suppliers are 
listed in Table 4.3, although more states actually were reported than are. 
listed. As would be expected the two surveys show a different list of 
suppliers for the surrounding major metropolitan areas and the whole of 
Iowa. However, there are a number of similarities between the two 
surveys. Snap beans, cabbage, sweet corn, green peppers, and winter and 
summer squash suppliers were generally the same for both surveys. The 
buyers indicated that the produce was bought in the midwest but could be 
bought in California or Florida. Broccoli was almost exclusively bought 
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Table 4.3. Iowa's fresh produce competitors, 1984 
Crop 
Competing Region According To: 
Iowa Department of 
Agriculture* Iowa State University 
Snap Beans Michigan, Wisconsin Florida, Illinois, Indiana, 
Michigan 
Broccoli California, Texas California, Illinois, 
Michigan, Wisconsin 
Cabbage California, Illinois, 
Michigan, Wisconsin 
Florida, Illinois, Texas 
Sweet Corn California, Florida, 
Illinois 
Illinois, Indiana, Michigan 
Cucumbers California, Florida, 
Texas 
California, Illinois, 
Indiana, Michigan 
Muskmelons Arizona, California, Texas California, Illinois, 
Indiana, Michigan 
Leaf Lettuce California, Florida, 
Michigan, Wisconsin 
California 
Green 
Peppers 
California, Florida, 
Michigan 
California, Illinois, 
Michigan 
Potatoes Idaho, Wisconsin California, Idaho, Illinois, 
Michigan, Wisconsin 
Winter 
Squash 
California, Michigan Illinois, Michigan 
Florida 
Summer 
Squash 
California, Florida 
Michigan 
Illinois, Michigan 
Tomatoes California, Florida, 
Michigan 
California, Illinois, 
Michigan 
Watermelon California, Florida, Texas Illinois, Missouri, Texas 
^Valley, 1985. 
^Spotton et al., 1985. 
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from California although some was bought from Texas. Chicago buyers 
indicated a willingness to purchase local broccoli. Tomatoes were mainly 
purchased from California, however, some were purchased from midwest 
sources. Some disagreement over where cucumbers and watermelons were 
purchased did occur. The IDA survey indicated that most melons were 
bought from outside the region in California, Florida or Texas, whereas 
the ISU survey indicated that most were bought in surrounding states with 
some cucumbers being purchased from California. 
In response to the other questions, the majority of Iowa wholesalers 
reported that less than 1 percent of the total produce bought during the 
summer months was from Iowa producers (Valley, 1985, p. 15). Their major 
reason for not buying from Iowa growers was that Iowa produce failed to 
meet the quality standards that they could buy elsewhere. The Iowa State 
University survey also indicated that very little produce was bought from 
Iowa. In fact, most buyers reported buying no produce from Iowa; rarely 
would a buyer specify that he had received Iowa crops. One buyer 
mentioned that he had bought muskmelons (cantaloupe) from Iowa, but only 
for same day delivery to his stores (Spotton et al., 1985). 
To model properly Iowa's competitive position, data regarding the 
quantity supplied by competitors is necessary. Neither of the surveys 
provided those data. Although information on suppliers is not available 
for Iowa, it is available in the form of arrivals to the Chicago market. 
The USDA arrivals data (USDA, Chicago Fresh Fruit and Vegetable Wholesale 
Market Prices, 1984) contain information by commodity, in hundredweights 
(cwts.), for each state supplying wholesalers in the Chicago area. The 
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total quantities supplied are irrelevant to this dissertation, but by 
assuming that those same competitors supplied Iowa in the same proportion 
as they did Chicago, a quantity supplied to Iowa may be obtained. 
However, before the quantities supplied to Iowa using the Chicago 
arrival information can be calculated, the time periods in which Iowa can 
produce fruits and vegetables must be determined to obtain the relevant 
marketing period. Hence, the market windows for this study were defined. 
For this dissertation, a market window will be defined as a period of 
time which can be delineated by data from any other period of time. In 
particular, the market windows researched were the individual months or 
portions of months that Iowa could produce the individual crops. As some 
of the fruits and vegetables studied are cool weather crops while others 
are warm weather crops, the market windows varied in starting date, 
length, and ending date. Harvest periods by crop type were obtained from 
"Planting and Harvesting Times for Garden Vegetables" (1983) and were 
adjusted for commercial growers and earliness considerations by 
Drs. Charles Hall and Henry Taber of the ISU Horticulture department. 
(Earliness considerations include a variety of techniques to bring a crop 
to earlier harvest than normal. Two of the most obvious are the use of 
transplants and plastic mulches.) The market windows and quantity of 
production are shown in Figures 4.3-4.15. 
Once the harvesting periods were known, then equilibrium quantities 
demanded and supplied could be determined. A two-step method was used to 
derive the quantities supplied by competitors to Iowa each month. The 
first step was to determine the quantity which was supplied to the market 
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each month. The second step to calculate the quantity supplied by the 
individual state in each month. 
To determine the quantity supplied each month required information 
on monthly and yearly total^arrivals. Then the percentage of the 
commodity sold each month could be determined by dividing the monthly 
total of arrivals by the yearly quantity of arrivals. Using July 
broccoli as an example, there were 487 thousand cwts. of broccoli 
unloaded in Chicago during 1984. Of that total, 10 thousand cwts. were 
unloaded in July, Thus, given this study's assumption of similar 
percentages being consumed each month in Iowa as in Chicago, lowans 
consumed 2.05 percent of yearly percapita consumption in July. That 
percentage was then multiplied by the yearly per capita consumption 
(1.763 lbs.) of that commodity and then times the estimated Iowa popula­
tion of 2,910,000. The resulting quantity was the estimated monthly 
consumption of that particular commodity in the state of Iowa. 
To obtain the quantity supplied by each state, the percentage that 
each state supplied of total monthly supply was multiplied by the esti­
mated Iowa consumption. To continue this example, California supplied 9 
thousand cwts. of the total 10 thousand cwts. supplied in July, hence, 
they are credited with supplying 90 percent of the July broccoli market. 
Thus, California supplied 90 percent of Iowa's July broccoli consump­
tion. 
The last step applied to these estimates was to adjust consumption 
in certain months by the portion of the month Iowa would be in the 
market. If a particular crop could only be produced for a portion of a 
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month, then the quantity demanded was multiplied by the portion of the 
month that Iowa could produce the crop. For example, cabbage harvest was 
assumed to start about mid-June ; therefore, June cabbage consumption was 
multiplied by one-half. The estimates of monthly per capita consumption, 
Iowa's competitors and the fraction that each state was assumed to hold 
of the quantities demanded are listed in Table 4.4. 
One remaining assumption of the above estimates must be clarified. 
The USDA per capita consumption estimates are assumed to be a good 
estimates of the total quantities demanded in the commercial wholesale 
sector. The estimates are fairly accurate on yearly basis, because the 
USDA has good data on the major producing areas' yield and acreage. 
However, for areas such as Iowa, certain problems arise with using 
the per capita consumption estimates. First, production for the commer­
cial wholesale channels occuring in Iowa is not detected by USDA data 
collection operatives. Second, local production by home gardeners, 
direct-to-consumer producers, and to some extent commercial wholesale 
producers occurs during the periods which this study covers. This 
production could affect not only the quantities being purchased in the 
commercial wholesale channel, but also the potential for expansion by 
commercial wholesale growers. 
The first problem would indicate that USDA per capita consumption 
estimates fall short of total yearly consumption. This problem would 
not, however, be large if none of the growers were producing for the 
commercial wholesale market and there was some way to reflect lower 
consumption during the summer through the commercial wholesale channel. 
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Table 4.4. Competing regions and their fraction of the total quantity 
supplied to Iowa using Chicago arrivals as a proxy 
BROCCOLI 
CAL. 
ILL. 
MIC. 
WIS. 
TOTAL 
IOWA CONSUMPTION^ 
JUNE 
1.00 
1.00 
1790.87 
JULY 
0.90 
0 .10  
1.00 
1053.46 
AUGUST SEPTEMBER 
0.75 
0.25 
1.00 
842.76 
0.63 
0.26 
0 . 1 1  
1.00. 
2001.57 
OCTOBER 
0 .61  
0 . 2 2  
0.06 
0 . 1 1  
1.00 
1896.22 
SNAP BEANS 
FLA. 
6A. 
ILL. 
N.J. 
N.C. 
TENN. 
TOTAL 
IOWA CONSUMPTION 
JUNE 
0.33 
0.67 
1.00 
856.03 
JULY 
0.67 
0.33 
1.00 
2568.08 
AUGUST SEPTEMBER 
0.50 
0.25 
0.25 
1.00 
3424.10 
0.67 
0.33 
1.00 
2568.08 
OCTOBER 
0.50 
0.33 
0.17 
1.00 
3424.10 
CABBAGE 
JUNE JULY 
CAL. 0.03 0.04 
DEL. 0.03 
FLA. 0.03 
ILL. 0.09 0.39 
IND. 0.18 
KY. 0.11 
MD. 0.03 
MICH. 0.04 
MISS. 0.09 
N.J. 0.03 
N.Y. 0.25 0.04 
N.C. 0.03 
OHIO 
TENN. 0.03 
TEX. 0.34 0.07 
WIS. 0.14 
TOTAL 1.00 1.00 
IOWA CONSUMPTION 10418.26 18231.95 
AUGUST SEPTEMBER 
0.42 
0.13 
0.04 
0.04 
0.38 
1.00 
15627.38 
0.27 
0.27 
0.05 
0.05 
0.36 
1.00 
14325.10 
OCTOBER 
0.32 
0 . 1 0  
0.13 
0.03 
0.03 
0.03 
0.35 
1.00 
20185.37 
"Quantities in cwts. 
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Table 4.4. (Continued) 
SWEET CORN 
ÂXiA* 
DEL. 
FLA. 
GA. 
ILL. 
IND. 
KAN. 
MO. 
MICH. 
N.Y. 
OHIO 
WIS. 
TOTAL 
IOWA CONSUMPTION 
JUNE JULY 
0.09 
0.03 
0.35 
0.06 
0.29 
0.03 
0.03 
0 . 1 2  
1.00 
11095.18 
AUGUST SEPTEMBER 
0.05 
0.83 
0 .10  
0.08 
1.00 
50907.31 
0.32 
0.05 
0 .11  
0.05 
0.05 
0.37 
1.00 
18600.75 
OCTOBER 
0.05 
0.43 
0.05 
0 , 1 0  
0.19 
0 . 1 0  
0 . 1 0  
1 .00  
6852.91 
CUCUMBERS 
FLA. 
GA. 
ILL. 
IND. 
MICH. 
N.J. 
N.C. 
OHIO 
S.C. 
TENN. 
TEXAS 
VA. 
TOTAL 
IOWA CONSUMPTION 
JUNE JULY 
0.04 
0 . 21  
0.07 
0.14 
0.43 
0.04 
0.04 
0.04 
1.00 
7122.98 
AUGUST SEPTEMBER 
0.33 
0.13 
0.33 
0.20 
1.00 
7631.77 
0.15 
0.15 
0.38 
0.08 
0.15 
0.08 
1.00 
6614.20 
OCTOBER 
0.16  
0.25 
0 . 0 6  
0 .06 
0 . 1 6  
0.13 
0 . 1 6  
0.03 
1 . 0 0  
5427.03 
LEAF LETTUCE 
MAY 
1.00 CAL. 
OHIO 
TOTAL 1.00 
lA. CONS. 490.53 
JUNE 
0.83 
0.17 
1.00 
981.06 
JULY 
0.71 
0.29 
1.00 
1144.57 
AUGUST SEPTEMBER 
0.57 
0.43 
1.00 
1144.57 
0.57 
0.43 
1.00  
1144.57 
OCTOBER 
0.71 
0.29 
1.00 
1144.57 
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Table 4.4. (Continued) 
MOSKMELONS 
CAL. 
ARIZ. 
GÂ. 
ILL. 
IND. 
N.J. 
TEXAS 
TOTAL 
lOWA CONSUMPTION 
JUNE JULY 
0.87 
0.09 
0 .01  
0 .02  
0 .01  
0 . 0 1  
1.00 
34764.86 
AUGUST SEPTEMBER 
0.96 0.96 
0.01 
0.02 
0 .01  
0 .01  
1.00 
53945.48 
0.03 
0 ,01  
1.00 
29170.52 
OCTOBER 
0.83 
0.17 
1 .00  
3862.76 
GREEN PEPPERS 
CAL. 
FLA. 
GA. 
ILL 
IND. 
LA. 
MICH. 
N.C. 
TEXAS 
TOTAL 
IOWA CONSUMPTION 
JUNE JULY 
0.06 
0.06 
0.28 
0.06 
0 . 1 1  
0.39 
0.06 
1.00 
5223.92 
AUGUST SEPTEMBER 
0.23 0.33 
0.46 
0.08 
0.08 
0.15 
1.00 
7545.66 
0.33 
0 . 1 1  
0.22 
1.00 
5223.92 
OCTOBER 
0.37 
0.05 
0 . 2 6  
0.05 
0 . 2 6  
1 .00  
3676.09 
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Table 4.4. (Continued) 
POTATOES 
JUNE JULY AUGUST SEPTEMBER OCTOBER 
ALA. 
ARIZ. 
CAL. 
COLO. 
IDAHO 
ILL. 
IHD. 
MICH. 
MINN. 
NEBR 
N.D. 
N.M 
OKLA. 
OREGON 
TEXAS 
VA. 
WAS. 
WIS. 
TOTAL 
IOWA CONSUMPTION 
0.03 
0.02 
0.57 
0 . 1 2  
.00 
.00 
0 . 2 1  
.00 
0 .01  
0.03 
1.00 
56763.91 
0 . 0 6  
0.03 
0.03 
0.19 
0 . 0 1  
0.02 
0.17 
.00 
0.15 
0.33 
1 .00  
139394.92 
0 . 0 1  
0.13 
0 .02  
0.14 
0 . 0 1  
0 .08  
0.02  
0.04 
0.56 
1 .00  
94367.00 
.00 
0 . 0 1  
0 . 2 1  
0 .02  
0 . 0 1  
0.03 
0.13 
.00 
0.04 
0.02  
0 .02  
0.50 
1.00 
116880.96 
SUMMER SQUASH 
JUNE JULY AUGUST SEPTEMBER OCTOBER 
FLA. 
GA. 
ILL. 
IND. 
MICH. 
TOTAL 
IOWA CONSUMPTION 
0.33 
0.67 
1 .00  
304.44 
0.60  
0.40 
1.00 
1014.80 
0.50 
0.50 
1.00 
811.84 
U.i/ 
0.50 
0.17 
0.17 
1 . 0 0  
1214.76 
0.14 
0.14 
0.43 
0.14 
0.14 
1 .00  
473.57 
WINTER SQUASH 
JUNE JULY AUGUST SEPTEMBER OCTOBER 
FLA. 
GA. 
ILL. 
IND. 
MICH. 
TOTAL 
IOWA CONSUMPTION 
0.00 0.00 0.00 
0.17 
0.50 
0.17 
0.17 
1.00 
573.22 
0.14 
0.14 
0.43 
0.14 
0.14 
1.00 
668.76 
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Table 4.4. (Continued) 
TOMATOES 
ALA. 
ABK. 
CAL. 
FLA. 
GA. 
ILL. 
IND. 
KY. 
MICH. 
OHIO 
PA. 
S.C. 
TEXAS 
VA. 
MEXICO 
TOTAL 
IOWA CONSUMPTION 
WATERMELONS 
ARK. 
FLA. 
GA. 
ILL. 
IND. 
IOWA 
MISS. 
MO. 
N.C. 
TEX. 
TOTAL 
IOWA CONSUMPTION 
JUNE 
JUNE 
JULY 
0 .01  
0 .01  
0.69 
0.04 
0.04 
0.05 
0.02  
0 .02  
0.08 
0 .01  
0.01 
0.02 
1.00 
24051.79 
JULY 
0.23 
0.44 
0 .01  
0.01 
0 .18 
0 .01 
0 .12  
1.00 
27200.12 
AUGUST SEPTEMBER 
0.44 
0.15 
0.03 
0.02 
0.18 
0 . 16  
0.02 
0 .02  
1.00 
30125.48 
0.55 
0.05 
0 .02  
0.17 
0 . 2 1  
1 .00  
20407.58 
AUGUST SEPTEMBER 
0.01 
0.09 
0.32 
0.03 
0.54 
0 - 0 2  
1.00 
92160.42 
0.03 
0.41 
0.13 
0 .28  
0 . 1 6  
1.00 
15360.07 
OCTOBER 
0.90 
0.06  
0.01 
0.02  
0.01 
l.no 
14252.92 
OCTOBER 
0.25 
0.13 
0.13 
0 .50  
i.OO 
1280.01 
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The first case, however, is not true. Some growers do produce for the 
commercial wholesale channel. By contrast, the second case has a 
solution. The arrivals data indicating monthly unloads to the Chicago 
market show that for certain crops consumption in the commercial 
wholesale channel drops in the summer. Thus, although monthly per capita 
consumption can be determined with a degree of accuracy, the exact 
potential for expansion in the commercial wholesale market can not be 
determined with the same degree of accuracy. 
For the above reasons, yearly per capita consumption was assumed to 
estimate the quantities being sold to the Iowa wholesalers. But in an 
attempt to reflect the decreased summer sales which coincide with local 
production, the per capita consumption estimate was adjusted by the 
monthly percentage sold in the Chicago market. This should reflect any 
decrease in sales during the summer months, especially August which is 
referred to as the "dog days of August" in the commercial wholesale 
trade. 
There are still two pieces of information which should be examined. 
First, the similarities and dissimilarities between the Chicago arrivals 
data and the two surveys will be discussed. And second, the seasonal 
patterns of production shown in the arrivals data will be outlined. 
It bears note that although there are differences between the Iowa 
State University and Iowa Department of Agriculture surveys and the 
Chicago arrivals data (Table 4.3), that for the most part, the Chicago 
arrivals data are similar to both surveys. The arrivals data include 
most of the suppliers in both of the surveys. In addition, the actual 
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list of suppliers for each survey was considerably longer than the 
abbreviated list in their reports (Valley, 1985; Spotton et al., 1985). 
The 1984 Chicago arrivals data show California to be the major 
supplier of broccoli, leaf lettuce, cantaloupe (muskmelons), green 
peppers, tomatoes, and early potatoes. If (as most buyers in the ISU 
survey did) one defines local as Illinois, Indiana, Michigan, Missouri, 
and Wisconsin, but excluding Iowa the following crops are mainly supplied 
locally: snap beans, cabbage, sweet corn, cucumbers, to some extent green 
peppers, summer and winter squash, and watermelons. The southeast, 
Florida and Georgia and others, provided larger amounts of snap beans, 
sweet corn, summer and winter squash, and watermelon during the transi­
tional months when local production was just coming onto the market. 
Texas, also a transitional period supplier, was an early summer supplier 
of cabbage, and watermelons, and a late summer supplier of cucumbers, 
green peppers, and watermelons. 
The major inconsistencies between the surveys and the arrivals data 
were snap beans and cucumbers. Michigan and Wisconsin were listed as the 
main suppliers in both surveys, but did not appear to be supplying snap 
beans to Chicago in the arrivals data (although Illinois did appear). 
Furthermore, California, which was listed as a major supplier of cucum­
bers in the IDA survey, did not figure in the Chicago arrivals data as 
having delivered a single cucumber to Chicago during 1984. Although the 
arrivals data indicated that 1000 cwt. were delivered in 1983 (USDA, 
Chicago Fresh Fruit and Vegetable Wholesale Market Prices, 1983-1984), a 
1000 cwts. is a very small quantity in comparison to total consumption. 
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Also worthy of attention is the consumption pattern portrayed by the 
Chicago arrivals. The arrivals data show a drop in consumption as local 
production comes on the market for broccoli, snap beans, cabbage, green 
peppers, potatoes, summer and winter squash, and tomatoes. The arrivals 
show increasing and then decreasing consumption as the summer progresses 
for sweet com, muskmelons, and watermelons. Cucumbers and leaf lettuce 
remained fairly constant over the season. 
Some hypotheses may explain the three behaviors stated above. . An 
explanation of the first group's phenomenon would be that the competition 
from home gardens and local production reduces the quantities being 
purchased through the traditional channels. An exception might be 
broccoli where during the hottest summer months even California's produc­
tion is not of the highest quality and consumer demand simply drops off 
because of the poor quality crop (Spotton et al., 1985). But that may 
only be a part of the explanation. The five summer months account for 
approximately 15 percent of yearly consumption purchases on the Chicago 
market. Thus, perhaps home gardens and local production have the larger 
impact. Sweet corn, muskmelons, and watermelons are crops which are 
demanded on a seasonal basis and the consumption is highest when 
production first comes on the market and consumer demand tapers off as 
the season progresses. 
Leaf lettuce and cucumbers may be difficult for the average midwest 
gardener to produce due to climate and pests; therefore, the quantities 
sold through the commercial channels may not be affected as much as the 
other crops are by local production. Also, they may be crops which are 
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used in salad bars more often than items other than tomatoes. Thus, 
their demand is not as subject to the vagaries of home garden and local 
production as some of the other vegetables. 
Summary 
Chapter IV narrowed the set of crops to be studied to 13 by deter­
mining which crops could be feasibly grown in Iowa. This set was further 
narrowed by soil constraints, length of productive season, and data 
availability. Additionally, feasible crops with estimates of high yearly 
per capita consumption were included because they would maximize the 
amount of acres which could potentially be switched from the traditional 
row crops. 
This chapter also narrowed the problem by choosing a particular 
market channel to study. The direct-to-consumer, processing and commer­
cial wholesale fresh market channels were discussed. The commercial 
wholesale fresh channel was chosen because the most market data concern­
ing consumption and prices are available for this channel. The problem 
with this approach was that little of the production data are separated 
by channel. Furthermore, if growers sell directly to Iowa retailers 
bypassing the wholesalers which were interviewed in the IDA survey, the 
potential as estimated by per capita consumption will be overestimated. 
Thus, the potential for expanding horticultural production must be quali­
fied. 
In addition, to knowing what is being currently produced in the 
commercial wholesale fresh channel, this study required information on 
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Iowa's current suppliers during the local season. Two surveys of the 
midwest provided this information. However, no particular quantities 
were associated with the competing states so information from Chicago 
arrivals was used as a proxy. 
Chapter V will present the mathematical and conceptual model to 
determine the potential for expansion of fruits and vegetables in Iowa 
agriculture. The data sources and how they were manipulated to a usable 
form will be discussed, also. 
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CHAPTER V. CONCEPTUAL MODEL AND DATA 
Introduction 
In previous chapters, the need for studying alternative crops in 
Iowa has been discussed along with the relevant theory for such research. 
A literature review revealed that although some studies had previously 
researched similar problems in other regions, none had studied the 
problem for Iowa. Furthermore, two Iowa studies (Bachmann. 1982; 
Rollenhagen, 1980) had researched the feasiblility of growing fruits and 
vegetables, but they studied the physical feasibility and profitability 
rather than the spatial equilibrium and the economic potential for expan­
sion of these crops. 
In the last chapter, the crops were selected and a blurred view of 
current Iowa production was given. The term "blurred" refers to the lack 
of consistent data which would have portrayed current production and 
consumption clearly. However, the data were from different sources with 
different collection methods and different end purposes when the collec­
tion processes were being completed. Consequently, the potential for 
expansion of Iowa's horticultural production is not clear. Because of 
this blurred picture and lack of data, a proxy was used in place of chat 
data and two surveys of wholesale buyers were studied to determine the 
relative reliability of the proxy. The proxy, Chicago arrivals data 
(TJSDA, Chicago Fresh Fruit and Vegetable Wholesale Market Prices, 1984) 
was used to estimate who supplied Iowa, how much produce they supplied, 
and the prices paid for the produce. 
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In Chapter 7, this information will be drawn together to conceptual­
ize a model which will determine the economic feasibility of introducing 
fresh fruit and vegetable production to Iowa. The model will compare 
Iowa's production costs to the competing state's production costs and the 
transportation costs for shipping to Iowa markets from within Iowa and 
from outside Iowa. The model will also determine the equilibrium prices 
paid for the for the fresh vegetables. Additionally in Chapter V, the 
raw data sources and the necessary transformations to make the data 
usable for the model will be discussed. See Figure 5.1.a for a schematic 
diagram of the chapter's contents. 
Model Overview 
Introduction 
A spatial equilibrium model, which considers the comparative advan­
tage of producing com and soybeans in Iowa versus producing fruits and 
vegetables in competing regions, was needed to determine the economic 
feasibility of introducing fresh fruits and vegetables to Iowa agricul­
ture. Samuelson's (1952) net social payoff concept provides the 
framework for the model. Because of the riskiness of fresh fruit and 
vegetable production, the model included adjustments for the added risk 
as suggested by Hazell and Scandizzo (1974) and Adams et al. (1977). 
These articles are more thoroughly discussed in Chapter II and 
Chapter III. Using this model, the risk adjusted net social payoff in 
the current situation was determined. Then Iowa production was added to 
the problem and the problem was re-solved and the change in net social 
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Figure 5.1.a. Schematic diagram of Chapter V 
163 
payoff was measured. No change in net social payoff would indicate that 
society would not benefit from Iowa producing fresh fruits and vege­
tables. 
To build such a model, information was needed for four basic 
processes. These are Iowa and competing states production costs, the 
transportation costs for Iowa and competing states to ship the produce 
within and to Iowa, demand functions for the 13 fresh fruits and vege­
tables being studied, and a measure of risk. 
First, estimates of Iowa's production costs were needed as were 
their competitors productions costs. Those competitors were identified 
in Chapter IV. The main competitors were California and other midwestern 
states during the main season and southeast states and Texas during 
transitional production periods such as late spring-early summer and late 
summer-early fall. 
Further information was needed as to the transportation costs of 
shipping the fresh produce from the competing states to Iowa as well as 
the costs of shipping the produce within the state to markets. The 
transportation cost information are necessary because even if a state had 
a comparative advantage in the production of fruits and vegetables, there 
might be a point where the benefits of specialization are outweighed by 
the costs of transportation. 
In addition, a set of demand curves were required to determine 
consumer surplus for each of the 13 vegetables. Using flexibilities 
calculated by Epperson et al. (1981) and Chicago prices as a proxy for 
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Iowa wholesale prices, a set of demand curves were derived for the Iowa 
population. 
Last, to include risk in the model, an appropriate variable to 
reflect the relative riskiness of production in Iowa and the competing 
regions was needed. The most appropriate variable, as discussed in 
Chapter II, would have been a time series of net revenues. However, a 
consistent set of net revenues for all regions was unavailable, but 
statewide gross revenues at the farm level were available for most 
states. Using the assumption that costs would change gross revenue by a 
constant, this transformation would leave the variance unchanged and 
gross revenue could be used as a proxy for net revenue. This may not be 
a completely valid assumption, but is necessary given data availability. 
Given that the problem has been defined in general terms, a mathe­
matical technique of solving the problem was chosen. Linear programming 
with separable features was determined to be the best approach. Linear 
programming was better suited to solve this problem than quadratic 
programming for three reasons: matrix size considerations, no extensive 
supply function data, and variance estimator concerns. 
The complete matrix consisted of approximately 1000 activities and 
1500 restraints. As was previously discussed in Chapter II, McCarl and 
Tice (1982) argued that approximating nonlinear problems with linear 
methods was advised for programs with over 100 activities. 
The supply function data for Iowa and a number of competing states 
were not sufficient to estimate supply functions other than constant 
cost. Thus, the model used Leontief single-point supply functions. The 
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supply functions provided a certain amount of output, given a set of 
input requirements. Iowa, like a number of other states, does not have 
extensive cost and yield information on the production of fresh fruits 
and vegetables. In fact, most states only have production budgets which 
are a one-point estimate of the supply curves. Furthermore, the poten­
tial for expansion of fresh fruits and vegetables is probably not large 
enough to affect individual input supply prices. 
Lastly, as was noted in Chapter II, there has been some argument 
about using minimization of total absolute deviations (MOTAD) to approxi­
mate the estimator of the population variance. Chen (1971) and Buccola 
(1982) both argued for using quadratic programming to estimate variance 
when the distribution was assumed normal while both Hazell (1971a, 1971b) 
and Johnson and Boehlje (1981) argued that MOTAD might better estimate 
the variance in cases when the sample data were skewed or the distribu­
tion was non-normal such as the double exponential, respectively. Thus, 
as the detrended data were not normally distributed, the mean absolute 
deviation method was chosen to better approximate the variance 
estimator. 
The Mathematical Representation 
The objective function was to maximize a risk-modified net social 
payoff (Samuelson, 1952). As previously mentioned, Samuelson's defini­
tion of net social payoff was modified by subtracting the risk cost as 
has been done by others (Adams et al., 1977; Hazell and Scandizzo, 1974; 
Tyan and Epperson, 1984). The mathematical representation is; 
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Max Z = -cX - dY - eT + aR - rV 
s.t 
fx + gY _< 0 
-hX - iY + jT < 0 
-kT + TDR < 0 
R 1 
+nR > N 
-2oX -2pY + uV 2 0 
V 1 
X, Y, T, R, V > 0. 
Where Z = modified net social payoff 
c = vector of Iowa production and input buying 
costs 
X = Iowa production and input buying activities 
d = vector of costs associated with competing 
states production and input buying activities 
Y = competing state's production and input buying 
activities. 
e = vector of transportation costs 
T = transportation activities 
a = vector of total social payoff associated with 
quantities demanded 
R = social payoff linearizing activities 
r = vector of risk costs associated with variance 
activity levels 
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V = variance linearizing activities 
f = matrix of Iowa's production requirements 
g = matrix of competing state's production input 
requirements 
h = a diagonal of Iowa crop yields per acre 
i = a diagonal of competing states' crop yields 
per acre 
j = a diagonal of hundredweight requirements to 
receive produce from the production 
activities 
k = a diagonal of produce hundredweights being 
shipped to the social payoff activities 
m = vector of produce quantities associated with 
each level of social payoff 
n = vector of supplies available to meet popula­
tion demand requirements 
N = vector of population demand right-hand sides 
o = matrix of net revenue deviations for Iowa 
p = matrix of net revenue deviations for competing 
states 
u = vector of deviation sums requirements for 
associated variances 
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Model description 
The model can be broken down to five major activities: Iowa 
production and input supplying activities, competing states production 
activities and input supplying activities, transportation activities, 
social payoff activities, and risk activities. (See Figure 5.1b below.) 
This simplified representation of the linear programming matrix shows the 
general framework of the model and how it works. A more specific 
description of the model components will follow a brief characterization 
of the model. 
To begin, production could occur in either Iowa or in the competing 
states. Associated with each producing region were supply activities 
which provided the necessary inputs for production. In addition, each 
producing region supplied output, in hundredweights (cwts.) through the 
yield transfer rows to the transportation activities. From the 
transportation activities the produce was shipped to the social payoff 
linearizing activities. 
The social payoff linearizing activities reflected the area under 
the demand curves for each crop. Hence, the social payoff activities 
drove this maximization problem as they have positive objective function 
coefficients. Furthermore, there is a separate set of social payoff 
activities for every crop and each of its associated market periods. As 
these activities are nonlinear functions, separable programming or grid 
linearization must be used to include them in the linear program. The 
row of "ones" associated with the social payoff convexity restraint and 
the social payoff linearization activities allowed only one portion a set 
169-170 
Iowa 
Production 
Activities 
V 
Iowa Input 
Supplying 
Activities 
Competing 
State 
Production 
Act ivities 
Competing 
State Input 
Supplying 
Activities 
Iowa 
Transpor­
tation 
Activities 
Competing 
State Trans­
portation 
Activities 
Social 
Payoff 
Linearizii 
Activitie! 
Objective 
Function 
" -dij -
" — 
Iowa 
Input 
Transfer 
Rows 
/ 
/ 
/ 
- 1 
Competing 
State 
Input 
Transfer 
Rows 
/ 
/ 
/ii 
/ 
- 1 
Iowa Yield 
Transfer 
Rows 
-hij 1 , 
Competing 
State 
Yield 
Transfer 
Rows 
-Hj 1 
Shipping 
Transfer 
Rows 
-1- -1 
^•ij 
Social 
Payoff 
Convexity ___ ^  _ 
Demand 
Requirement 
1 1 
Figure S.l.b. Model representation 

eting 
e Input 
lying 
vities 
lowa 
Transpor­
tation 
Activities 
Competing 
State Trans­
portation 
Activities 
Social 
Payoff 
Linearizing 
Activities 
Deviation 
Counting 
Activities 
Deviation 
Doubling 
Activities 
Variance 
Lineariz­
ing 
Activities 
d^. - - -e.. - — a- . — ®ij " 
1 
1 
-1 -1 m-ij 
= 1 
> N 
T+ 

171-172 
- Iowa 
Production 
Activities 
Iowa Input 
Supplying 
Activities 
Competing 
State 
Production 
Activities 
Competing 
State Input 
Supplying 
Activities 
Iowa 
Transpor­
tation 
Activities 
Competing 
State Trans­
portation 
Activities 
Consumer 
Surplus 
Linearizi 
Activitie 
Deviation 
Transfer 
Rows 
/ 
/ 
- °ij 
/ 
- Pij 
Deviation 
Summing 
Transfer 
Rows 
Deviation 
Balance 
Rows 
Variance 
Convexity 
Rows 
"fT 
Figure 5.1.b. (Continued) 

V 
Consumer 
Surplus 
Linearizing 
Activities 
Deviation 
Counting 
Activities 
Variance 
Deviation Lineariz-
Doubling ing 
Activities Activities 

173 
of social payoff activities to enter the solution for each crop per 
monthly market period. Therefore, this one row of "ones" was representa­
tive of a row of ones for each crop and its associated market period's 
social payoff activities. In addition, each time a transportation 
activity transferred produce from a certain region to the social payoff 
activities, one unit of consumption for that crop's market period demand 
requirement was met. The greater than or equal to restraint in the model 
allowed consumption to exceed the population demand requirement if 
greater quantities would increase the net social payoff. 
There was one more section to the model which has not been 
discussed. This portion of the model adjusted net social payoff for 
risk. Associated with each production area, there was a matrix of nega­
tive deviations from mean revenue for each crop. Those deviations are 
summed with a set of transfer activities and a summing transfer row and 
then are multiplied by two in the "deviations times two" activity. In 
the last step, the total sum of deviations have been calculated and then 
the levels cf total deviations are associated with their calculated 
variance. The objective function values in the variance linearizing 
activities were PHI (or the aggregate farm risk parameter) times the 
calculated variance. A vector of "ones" in the social payoff convexity 
requirement again ensured that the model selected only one level of 
variance activity to enter the final solution. 
In the next section the components of the model will be more 
thoroughly described. 
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Iowa production and input supplying activities 
The Iowa production activities included the coefficients for produc­
ing the 13 crops selected in Chapter IV. Those crops were: broccoli, 
snap beans, cabbage, sweet corn, cucumbers, muskmelons (cantaloupe), leaf 
lettuce, green peppers (sweet), tablestock potatoes, summer and winter 
squash, tomatoes, and watermelons. The activities' coefficients were 
based on budgets produced by the author. The budgets are discussed more 
thoroughly in the data section of this chapter and are presented in 
Appendix A. 
The objective function value for the production activities was equal 
to the opportunity costs of production for inputs which would be fixed in 
short-run applications. The objective function value could have been 
zero also, as long as a fixed resource buying activity was included. As 
a short cut, which reduced the number of activities by one for cropping 
activity, the fixed costs per crop were set as the objective function 
value of the cropping activity. These items included the land, machinery 
and buildings necessary for production. The fixed costs were included in 
with each cropping activity because in a comparative advantage model the 
opportunity costs of all the resources need to be taken into account. 
Without such an accounting, serious error could result in the results. 
Also each cropping activity required certain quantities of seed; 
nitrogenous and nonnitrogenous fertilizers; machinery repairs; custom 
machinery hiring; fuel, oil and lubrication; and miscellaneous items. 
The miscellaneous item category included most notably lime (if needed) 
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and variable irrigation costs although this category may have included 
other items on an activity by activity basis. 
Also included in the production activities were yields and gross 
revenue deviations. The yields were obtained from Bachmann and Taber 
(1983) and were adjusted for irrigation by Dr. Henry Taber of the Iowa 
State University Horticultural department. Furthermore, if the yields 
were reported in boxes, crates, or dozens of ears, these values were 
transformed to hundredweights (cwts.). Only the negative revenue devia­
tions from the mean were included. This portion of the model will be 
further discussed later in the risk section of this chapter. 
The variable inputs were purchased from supply activities in dollar 
amounts. For example, if the broccoli activity required S100 of 
transplants, the input activities supplied the SIOO.OO of transplants in 
$1.00 units. The breakdown of the input supply function into individual 
parts was designed to allow easy correction of the budgets should they 
need to be recalculated, and also to allow for easy parameterization of 
input coefficients such as labor and energy. 
Furthermore, a statewide cash flow was associated with the input 
supplying activities to ensure that the complete financial costs were 
taken into account. Because comparable data were difficult to obtain for 
the competing states, the model assumes all production capital is 
borrowed at planting time. 
Given Che above information on the production activities and suoply 
activities, the crop cost functions are perfectly elastic in nature. Any 
quantity of production can be produced at the same cost. This occurs for 
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two reasons. First, the amount of input supplies required by the fruit 
and vegetable sector for producing Iowa's consumption were not very large 
in comparison to the total supply available. Thus, the impact of 
increased Iowa demand for these inputs would probably not affect their 
overall price. Furthermore, most of the inputs are being used in corn 
and soybean production so there would only be a substitution from corn 
and soybean production to fruit and vegetable production, thereby not 
affecting the quantity demanded at all. Second, although different 
production methods are available, there were not enough data to justify 
more than a point estimate of the overall cost per unit of output. Thus, 
Leontief type production functions were used in the model. Specifically, 
a given amount of output could be supplied, given a required amount of 
resources. Hence, linear-stepped supply curves were used. 
Furthermore, since crops were marketed in more than just one market 
window, there was more than one production activity per crop. Using the 
ISU extension horticultural Planting and Harvesting Times guide, Pm-534, 
(1983) and the expertise of Drs. Charles Hall and Henry Taber of the ISU 
Horticultural Department, beginning and ending commercial harvest dates 
were selected for each crop. Production activities were constructed to 
fit within six monthly market periods: May, June, July, August, 
September, and October. Leaf lettuce, for example, was assumed to be 
produced for marketing periods in May through October, although produc­
tion could occur for only half a month in May. Most crops, however, were 
marketed for considerably shorter period. See Table 5.1 for the exact 
marketing dates for production of these crops. Furthermore, some of the 
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Table 5.1. Assumed marketing periods for selected crops in Iowa 
Broccoli June 1 - October 31 
Snap Beans June 20 - October 20 
Cabbage June 15 - October 31 
Sweet Corn July 15 - October 10 
Cucumbers July 15 - Oc tober 10 
Muskmelons July 15 - October 10 
Leaf Lettuce May 15 - October 31 
Green Peppers July 15 - October 31 
Potatoes July 15 - October 31 
Summer Squash June 15 - October 10 
Winter Squash Sept. 1 - October 31 
Tomatoes July 15 - October 10 
Watermelons July 20 - October 10 
178 
earlier marketing dates could occur only if the crop was produced in 
southeast Iowa, while some cool weather crops could be produced only in 
northern Iowa during the hottest summer months. Also, some of the 
earlier harvesting periods could not be obtained by commercial growers 
without using earliness production methods which included using 
transplants, black or clear plastic, and irrigation. For those crops 
which this was necessary, these extra costs were added to the Iowa 
production costs, including labor to implement them. 
To further reflect these different marketing periods, different 
planting dates were included in the model. In addition to different 
planting dates, different cultivars of a crop can be planted at the same 
time to stagger the harvest dates. Two crops for which this is particu­
larly true are sweet corn and potatoes. For the most part, planting 
dates ranged from April 1 to July 15, but could include August for leaf 
lettuce. Thus, five planting periods were included and input supplies 
could be bought at the beginning of five periods. 
These dates should be used as target dates because differences in 
the weather can change these patterns drastically. A wet spring can 
delay planting, thus, causing a later harvest date than predicted. 
Furthermore, cool weather during the planting or growing season can delay 
the harvest period. Also late frosts in the spring can cause replanting 
of some crops and a later than normal harvest. The end of the season for 
warm weather crops can also be cut short by earlier than normal frosts. 
Thus, the above harvesting dates are only predicted beginning harvest 
dates. 
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Competing states production and input supplying activities 
Competing states' production and input supplying activities were 
identical in makeup to Iowa's. The major difference between Iowa and the 
competing states was that most states were restricted to produce only in 
certain periods. This restriction was placed on the competing states for 
two reasons. First, some states could only produce for certain market 
periods because of growing season requirements. For example, some 
northern states could not enter the market until later than Iowa given 
their growing season. Or in southern states, temperatures become too 
warm to grow cool season crops such as broccoli, cabbage, or leaf 
lettuce. The other reason for restricting competing state production was 
the possibility that there may be opportunity costs which make shipping 
produce to other markets more advantageous than shipping to Iowa. As the 
model in this study only researched import substitution for Iowa, it 
could not determine those opportunity costs. Therefore, competing states 
were limited to the quantity of produce currently being shipped to Iowa 
as assumed in Chapter IV. 
Since for some commodities, a large number of states shipped to 
Iowa, thus, increasing model complexity, and because not all shipping 
states provided budgets, states were sometimes combined together. For 
example, in potato production California, Colorado, Idaho, Illinois, 
Michigan, Minnesota, Oregon, Texas and Wisconsin were some of the more 
important suppliers. Budgets were obtained for California, Idaho, North 
Dakota and Minnesota together, Washington, and Wisconsin. Even though 
they were distant, California, Colorado, and Texas was lumped together 
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under California production. This is not to say that budgets did not 
exist. It simply means that personnel contacted in those states did not 
have them or somehow did not send them. Illinois and Michigan were also 
combined as were Washington and Oregon production of potatoes. With the 
exception of potatoes most states which were combined were close together 
geographically. See Appendix F for the lists of states whose production 
was combined together. 
Transportation activities 
Transportation activities were broken down to component parts using 
refrigerated truck cost information. Percentages of total cost associ­
ated with labor and fuel were separated from the actual nruck rate so 
that increases in regional labor and fuel costs could be parameterized. 
Transportation costs were based on the distance from the center of 
competing states to Des Moines, Iowa unless distinct growing regions 
could be determined which were growing during Iowa's production season. 
Iowa's transportation costs were calculated on the basis on a 100 mile 
one way trip with a 200 mile round-trip total. 
Harvesting, postharvest handling, and marketing charges were also 
included in the transportation activities on a cwt.-basis to clearly show 
the costs of reaching the wholesale level of the marketing chain. These 
costs were assumed to be the same from state to state to meet quality 
standards required by the retail and wholesale outlets. For example, 
green beans can be machine picked, but retail outlets indicated a desire 
for hand-picked green beans because of better shelf-life and appearance. 
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Furthermore, Kader et al. (1985) indicated that most crops included in 
this study are hand-harvested for the fresh market. In addition, picking 
charges are usually based on the wholesale price. If wholesale prices 
are high, pickers are paid a higher fee per unit picked and vice versa. 
Social payoff activities 
The social payoff activities represent the area under the demand 
curve. Thus, there is a demand curve in the model for every crop, for 
every month that local production could be marketed. These demand curves 
were based on flexibilities which exist for the Chicago market and on 
expected prices and quantities for Iowa. This assumes that the Chicago 
area population aggregate utility function for fresh fruits and vege­
tables is similar to Iowa's. 
However, in order to include these downward sloping demand curves in 
a linear programming format, steps similar to those reported in Martin 
(1972) and Duloy and Norton (1975) were taken. The method approximates 
Che area under the demand curve through steps known as grid lineariza­
tion. The technique can be applied through the separable programming 
procedure, also. Both methods allow for nonlinear functions or increas­
ing functions to be included in the linear programming framework. 
The first step, required for grid linearization, was segmenting the 
increasing function into parts with each segment being a larger part of 
the total area under the demand curve. The second step tells the 
program, through a restriction, that it can only accept one segment of 
those included for a single crop in a single period. This restriction is 
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called the convexity restraint. This restraint allows the model to 
accept only one segment of a set of social payoff segments. The program 
may accept a portion of two adjoining payoff segments with both portions 
equalling a sum total of 1. Figure 5.2 shows the conceptual technique 
while Figure 5.3 shows a diagram of the matrix representation for one 
particular crop. 
As noted in Figure 5.2, each quantity on the demand curve was 
associated with a particular value of social payoff. Thus, different 
quantities could be chosen to represent different levels of social 
payoffs. When the program optimizes, if the optimal quantity is a 
quantity between those exact quantities in the programming matrix, the 
program selects a portion of the two social payoffs associated with the 
optimal quantity. But no more than one total segment is used. Thus, 
unless the program maximized net social payoff at the exact point which 
was given by a segmented quantity, the program will be approximating the 
social payoff. But by increased segmentation, the net social payoff can 
be approximated arbitrarily close (Duloy and Norton, 1975). 
The 10 segments used in this model were determined arbitrarily. To 
determine the quantities associated with each segment, the derivative of 
social payoff was set equal to an approximate marginal cost of production 
for each crop and monthly market period. The quantity which maximized 
this preliminary net social payoff was then multiplied by .1, ,2, .3, 
..., 1.0 to arrive at the 10 quantities with an associated level of 
social payoff. The approximate marginal cost used in this calculation 
was lower than the actual marginal cost to allow some leeway for error 
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and movement down the demand curve should it be necessary in later model­
ling steps. Those quantities were then plugged into the total social 
payoff function (SP) and the associated total social payoffs were calcu­
lated. Assuming the following generic demand curve, 
P = A + bo , 
social payoff can be calculated as follows: 
2 SP = AQ + .5BQ 
where A is the intercept, B is the slope of the demand curve and Q is the 
quantity. See Appendix B for all the expected market prices, expected 
quantities and the associated calculations of social payoff and 
Figure 5.4 for the matrix representation. 
Up to this point, the solution to this model represents the outcomes 
for the risk-neutral producer or the producer whose utility function does 
not include risk in the decision-making processing. The maximization of 
the objective function results when supply equals demand or when a 
consumption restraint forces production to a point where marginal cost is 
greater than marginal social payoff. The two cases are indicated in 
Figure 5.5. Note that there is no producer surplus in this case. In the. 
next section the risk activities will change the shape of the supply 
curve allowing for producer surplus and also adding more realism to the 
results. 
Risk activities 
In the last section of the model, the risk cost activities reduce 
the value of the program by the aggregate farm risk aversion parameter, 
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PHI, multiplied by the revenue variance associated with production across 
the states. Therefore, as PHI was increased, the program maximized risk-
adjusted consumer surplus and producer surplus for each level of the risk 
premium across regions of supply. Figure 5.6 is an example of just two 
crops with four years of revenue deviations within any one state. Each 
crop actually has 15 years of data for which revenue deviations were 
calculated. 
Each production activity for each state has a set of negative devia­
tions from the mean revenue. First, the deviations were summed by the 
deviation counting activities. Then as the revenue deviations were 
transferred to the variance covariance activities, the sums were doubled 
so that the total sum of deviations were calculated. The variance was 
calculated using Hazell's and Scandizzo's (1974, p. 241) formula: 
Estimate (X' X) = 2^^-!) ^ 
where T = the number of yearly observations 
IT = the mathematical constant 
r. = the revenue observation in ith croD and tth oeriod jt 
r. = the ith croo revenue mean 
J 
Xj = the jth crop activity 
Using, Hazell's and Scandizzo's (1974) Mean Absolute Deviation method of 
approximating variance, deviation sums were associated with corresponding 
levels of variance. Because only the negative deviations and zeros, 
replacing the positive deviations, were included, the covariance as well 
as the variance of revenue was approximated. The convexity restraint 
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allowed Che program to use only one activity associated with a variance 
or a portion of two activities. 
The revenue variance was then charged off through the aggregate farm 
risk parameter, PHI. 
PHI = -i * phi , 
where k = the kth of K total farms, 
phi = the individual farm risk parameter, 
and all farms are identical with farm covariance equal to zero. PHI 
multiplied times the variance equaled the risk premium associated with 
production. PHI equal to zero represented risk neutrality of the farmers 
in aggregate. As PHI increased in absolute value or becomes a larger 
negative value the risk premium associated with production of the crops 
become higher. PHI is defined to be: 
PHI = -^ * phi 
where k is the number of farmers and phi is the individual farmers risk 
aversion parameter. If the number of fruit and vegetable farmers were 
known, which they aren't, then the individual farm risk parameter could 
be determined. 
In the aggregate all farmers were assumed to be homogeneous with 
respect to their risk aversion. Thus, the program minimized the revenue 
deviations across all regions. This assumption was restrictive because 
it assumed that one aggregate PHI applied to all states. Given this 
assumption, the higher the level of PHI, the more likely that production 
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occurred within the region where production was least risky given that 
the farmer's measure of risk was revenue variance. The program now has a 
greater degree of realism in the final solution. The transformation of 
the risk neutral producer to the risk averse producer is shown in 
Figure 5.7. In the first frame, the revenue deviations are shown to 
increase as production increases. As the level of revenue deviations 
increase, the variance increases at an increasing rate. The risk premium 
(or PHI times the variance) also increases at an increasing rate. Thus, 
in frame three, as the level of PHI rises, the supply curve (S) shifts 
upward to the left, where to are supply curves with higher and 
higher risk premiums associated with production. 
The Data 
Iowa budgetary data 
The most difficult portion of this problem was data collection. 
Because Iowa had very little or no production cost estimates for any 
fruit or vegetable being produced within the state, a great amount of 
time was expended collecting data and building budgets which were repre­
sentative of Iowa's production costs. 
Five steps were taken to estimate the representative budgets. 
First, northern state's budgets served as a basis for developing budgets. 
Second, with the cooperation of the Iowa State Extension Horticulturist, 
budgets were prepared through a cost engineering method to reflect the 
basic cultural practices used in Iowa. Third, irrigation was added, 
although it was not a common practice among lowans, because it would 
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reduce yield risk and increase quality. Yields were adjusted to account 
for the irrigation. Fourth, these intermediate budgets were reviewed by 
five growers in the state to determine their validity and provide final 
technical and price adjustments. The Iowa budgets and the budgeting 
process are discussed more fully in Appendix A. 
Competing state's budgets 
Similar problems were encountered with competing state's budgets. 
Many were good, but often they did not include all of the same items. 
Some differences between northern states' budgets and the California and 
Florida budgets could be accounted for by cultural practice differences. 
But not all states included all of the following items: harvest costs, 
fixed costs, overhead, marketing, and management. To create unity, some 
assumptions were made to handle these cost differentials. For example, 
as discussed earlier in this chapter, if harvest costs are charged per 
unit, the costs per unit will not differ drastically from state to state. 
As postharvest procedures need to be the same to meet U.S. Department of 
Agriculture (USDA) grades, the costs per hundredweight should be nearly 
the same. Furthermore, as most states used percentages to estimate both 
overhead and management costs, the differences between states should be 
proportional to variable and fixed cash costs; and the actual variable 
and other fixed costs should be representative of the total costs from 
state to state. 
Also, some states appeared to have charged some labor and fixed 
machinery costs twice, accounting for the same items in both the fixed 
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and variable portions of the budget. In this case, depending on how 
detailed the budgets were, the costs were separated and the double 
counting eliminated. Additionally, in some cases extension personnel 
were contacted in those states and amendments were determined. 
Another problem encountered with the competing states' budgets was 
that most states did not publish yearly budgets. Because of this 
problem, some budgets needed to be updated using the Agricultural Prices 
(annual) Summary (USDA, 1973-1984) prices paid index. Individual items 
were updated using the index which most closely fit the item. For 
example, seed costs were multiplied by the seed index, fertilizer costs 
were multiplied by the fertilizer index, and so on. Thus, all budgets 
were estimated for the 1984 cropping year. 
Iowa and competing states transportation costs 
Transportation costs were obtained from both the USDA Fruit and 
Vegetable Truck Rate and Cost Summary (USDA, 1985) and by personal phone 
contacts with Iowa trucking firms. Transportation costs for other states 
came from the USDA summary while Iowa's within state transportation costs 
were obtained through the phone survey. Iowa's within state costs were 
not much different than those obtained for Michigan to Chicago. 
Again a proxy was used for the competing state transportation rates 
to Iowa as no actual rates exist in USDA form for the shipments to Iowa. 
The USDA Fruit and Vegetable Truck Rate and Cost Summary (USDA, 1985) , 
however, did have good information for shipments from competing states to 
Chicago. To transform this data to a usable number, the truck rate per 
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mile was assumed to be the same for shipping to Chicago as it was to 
Iowa. This may be a poor assumption as Chicago is a preferred shipping 
point and Iowa would not appear to be. However, Iowa is fairly close to 
Chicago, thus, the extra cost may not be significant. Furthermore, in 
the context of this study, estimating the competing states costs too low 
would cause a type II error, i.e., results indicate that Iowa should not 
produce when it should. However, the researcher's preference is for this 
type of error rather than estimating that Iowa should produce when it 
should not. 
The Fruit and Vegetable Truck Rate and Cost Summary (USDA, 1983) 
data contained estimates of the total rate from the shipping area to 
Chicago. To change this information to the rate to Iowa, the distance 
from the shipping point to Chicago was determined as was the distance 
from the shipping point to Des Moines, Iowa. The total rate charged was 
divided by the distance to Chicago to obtain a rate per mile. This rate 
per mile was then multiplied by the mileage to Iowa from the shipping 
point to obtain the cost of shipping produce to Iowa. 
Further steps were needed, however, to transform this data to a 
usable form. As the net weight of fresh vegetables carried per truck-
load differs from crop to crop, the cost of transporting broccoli and 
potatoes differs for example. Although the truck may carry a gross load 
of broccoli weighing nearly 50,000 pounds, there is only 18,800 pounds 
net weight of broccoli in a load according to the USDA. The rest of the 
load is ice and packaging weight. Potatoes, on the other hand, are 
assumed to have nearly 45,000 pounds net weight per load depending on 
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from which state they are shipped. Because all vegetables were assumed 
to be shipped in straight loads, not mixed, the total rate per mile per 
hundredweight Ccwt.) of a vegetable would differ by crop type. Thus, the 
total truck rate to Iowa was divided by the estimated net weight per 
vegetable type per truckload and then multiplied by 100 pounds to arrive 
at a truck rate per cwt. by vegetable type to Iowa. 
Demand function data and calculation method 
Social payoff functions were calculated using Chicago-area demand 
curve estimations. The OLS demand estimations resulted from work on a 
January 1972 to August 1976 weekly data series and yielded price depen­
dent relationships which were calculated using both log-log and linear 
methods of regression. Flexibility results from both methods were stated 
to be quite similar (Epperson et al., 1981; and James Epperson, personal 
communication, a professor at University of Georgia, 1985). 
To use Epperson's demand curve estimations required that people's 
tastes and other exogenous slope shifters have not changed between 1976 
and 1984. The best procedure to obtain the demand curves would have been 
to re-estimate these demand functions. Unfortunately, the functions 
could not be updated because the original data set had been discontinued 
in August 1976. 
A number of other demand estimation studies were perused, but none 
of them localized demand to the midwest. Also, most studies used data 
sets at least as old as Epperson's data set. Furthermore, most estima-
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tions covered no more than 6 of the 12 vegetables in this study (Nuckton, 
1978 and 1980). 
Given the above problems, another method was devised. Even though 
Epperson's flexibilities were somewhat dated, they were probably the 
newest estimates for fresh fruits and vegetables available that covered 
most of the six marketing months used in this study. Furthermore, they 
were the only estimates which localized demand to the midwest. 
Using the method reported in Bassoco and Rendon (1983), Epperson's 
flexibilities were used to re-estimate the demand functions. They were 
updated as follows. First, the monthly flexibility was determined from 
the Epperson sources. Second, the average or expected price was calcu­
lated using 1983 Fresh Fruit and Vegetable Prices 1983: Wholesale 
Chicago and Nwe York, and 1984 Chicago Fresh Fruit and Vegetable 
Wholesale Market Prices (USDA, 1983; USDA, 1984). A simple average of 
the prices was used. Third, the expectéd quantity as determined by the 
1984 per capita consumption estimates (Appendix C) were found and the 
monthly consumption estimates, as found in Table 4.4, were used. Then, 
although the flexibilities were estimated in log form, they were assumed 
to be constant over a small range only. This assumption may not be 
poorly based as the unreported linear estimates of the flexibilities were 
found to be similar to the log form estimates (Epperson et al., 1981). 
Thus, the following linear form for the demand curves could be esti­
mated using the flexibilities, expected price and expected quantity. 
Price Flexibility = (dP/dO)*(Q/P) 5.1 
or 
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Price Flexibility = B*(Q/P) 5.1a 
and knowing that the equation for demand is of the form: 
P = A + B*Q 5.2 
where P is price, A is the intercept, S is the slope, and Q is quantity. 
The slope of the demand curve can be found by rearranging 5.1a. 
B = Price Flexibility * (P/Q) 5.3 
Substituting the expected values for price and quantity and the estimated 
price flexibility into equation 5.3, the slope, B, can be found. Then by 
rearranging equation 5.2, the intercept value can be determined by 
substituting the calculated slope and the expected prices and quantities 
as is done in equation 5.4. 
A = P - (B*Q) 5.4 
The necessary information is now available to determine the demand 
curve. 
One last note should be made concerning the demand curves data. 
Certain crops had months when either the flexibility coefficient was 
insignificant or was not calculated. In these cases, a nearby month's 
estimate was used as the best estimate available as was done in Adams et . 
al. (1977). 
Per capita consumption 
No USDA estimates were available for 1984 per capita consumption. 
Therefore, yearly per capita consumption estimates for 1984 were esti­
mated from trend analysis of a USDA data set covering 1962-1983 (USDA, 
Food Consumption Prices and Expenditures 1962-1983, 1983). Estimates for 
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1984 were predicted using the procedures shown in Appendix C. Ordinary 
least squares were used to estimate all the consumption equations 
associated with the time series data, except for the muskmelons equation, 
which was estimated as a cosine function using nonlinear least squares. 
Because there were no explicit per capita consumption figures for 
squash, neither for summer nor winter varieties, a method was devised to 
obtain a per capita measurement. 1984 Chicago unloads of squash were 
divided by the Illinois population by the month and then divided by .85 
(a USDA estimate of the quantities counted by Chicago Agricultural 
Marketing Service shipments survey procedure) (USDA, Ag Statistics, 
1984). Then given estimates of purchases by crop type collected in a 
marketing survey by Spotton and Weimar, a percentage was assigned to each 
variety and multiplied times the per capita consumption estimate 
(Spotton et al., 1985). 
However, further delineation of consumption was necessary to reflect 
month by month summertime conditions in the fruit and vegetable industry. 
Industry personnel had pointed out in the informal marketing surveys, 
done by a colleague and myself, that August was a month with low level 
grocery demand (Spotton et al., 1985). To reflect the monthly level of 
fresh consumption more clearly, a monthly per capita consumption estimate 
was derived from the yearly per capita consumption estimate. The exact 
method was discussed in Chapter IV. A brief synopsis is included here. 
Total monthly consumption for each crop was based on the percentage of 
arrivals in Chicago each month (USDA, Chicago Fresh Fruit and Vegetable 
Wholesale Market Prices, 1984). The percentage of the total quantity for 
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each crop delivered to Chicago each month was multiplied times the esti­
mated yearly per capita consumption to determine the monthly per capita 
consumption for Iowa. To calculate total Iowa consumption, Iowa's 
estimated population was then multiplied times the monthly per capita 
consumption estimate. 
Data for revenue variance 
Yearly revenue data was collected from two USDA publications, Ag 
Statistics and Vegetables Annual Summary, for years 1960 through 1981 
(USDA, 1961-1982). The information was compiled into gross revenue 
figures by states and where possible seasonal gross revenue was used for 
each month's production. 
In the case of the northcentral region, yields were not taken 
consistently over time from each state. For example, in the early 1960s, 
yields and prices were collected for most states and most croos included 
in this study, but by the mid 1960s some of the northcentral region 
states had been dropped. Later data were again collected for some of 
these states. Thus, data sets were proxied together for Iowa using the 
closest state which had a complete crop time series. Therefore, 
Michigan, Iowa, Illinois, and Missouri will not differ drastically in 
their variances. 
Furthermore, the raw data series for each state was not directly 
usable. Thus, several independent steps were taken to provide a good 
series for the calculations of the mean revenue and deviations from mean 
revenue. Two different methods were used to detrend the data. First, 
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the data were statistically regressed against time. Some of the crops 
met with good results, but not all. Very few did not have trouble of 
some sort. Most crops did not have a significant trend and a number of 
those that did had considerable first order autocorrelation. 
In the second method, the data were multiplied by the 'prices 
received by farmers index' found in Agricultural Prices (USDA, 1961-1982) 
in order to detrend the data. However, this process too met with limited 
success. As the data appeared to have a significantly lower average in 
the years 1960 to 1965, those years were removed from the data set and a 
new set of deviations were calculated. The results were much better and 
this method with the shorter time series was used in the final model. 
Land restraints data 
Land restraints were judged to be nonbinding for Iowa self-
sufficiency in fresh horticultural crops. Iowa's approximately 149,358 
acres of peat and muck soils, 722,377 acres of sandy and sandy loam soils 
and 6,200,802 acres or silt and silt loam soils were more than double the 
total acres used for production of 22 major fresh vegetables, melons and 
potatoes in the entire United States for 1981 (Hall, 1985, Table 19; 
Vegetables Annual Summary: Acreage, Yield, Production and Value, USDA, 
1982). 
Conelusions 
Chapter V has discussed the modelling technique used in this study 
and the data sources and transformations used in the model. This 
particular model was designed to determine the feasibility of 
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diversifying Iowa's traditional agriculture, corn and soybean production, 
with fresh fruits and vegetables production. To complete this under­
taking, Iowa fresh fruit and vegetable production and marketing costs 
(including transportation) were compared to competing states production 
and marketing costs. The model was also developed to determine 
equilibrium monthly market prices and adjust the results for risky 
production and marketing. 
The model was couched in a spatial equilibrium framework using 
Samuelson's (1952) net social payoff concept. The model was then 
adjusted for risk following the methods expounded in studies by Hazell 
and Scandizzo (1974), Adams et al. (1977) and Tyan and Epperson (1984). 
To model this conceptual framework, a linear program employing grid 
linearization was developed. The grid linearization was used to approxi­
mate the non-linear and increasing functions associated with social 
payoff and variance. 
Data were found for Iowa and competing states production costs. 
Transportation costs were obtained from the USDA for competing states and 
an Iowa telephone survey ascertained values for shipping within the 
state. Demand functions were estimated using Epperson's (1981) flexi­
bilities for the Chicago area market. The demand curves were used to 
approximate the social payoff functions. Gross revenue deviations were 
used to approximate net revenue deviations for each state by crop. The 
deviations were then used to calculate a variance using Hazells' and 
Scandizzos* (1974) mean absolute deviation estimator. The variance times 
the aggregate fana risk parameter determined the risk premium for the 
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model. This method assumed that variance was the decision-maker's indi­
cator of risk. 
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CHAPTER VI. RESULTS AND ANALYSIS 
Introduction 
In the previous chapters, the theory, related literature, fresh 
fruit and vegetable industry background information, and the conceptual 
model were discussed. In this chapter, the results of the alternative 
model formulations will be presented and the answers to the propositions 
outlined in Chapter 1 will be given. 
Objectives and Propositions 
The general objective of this dissertation is to build a spatial 
equilibrium model which describes accurately who supplies the commercial 
wholesale market in Iowa and whether Iowa could supply that market 
relatively more cheaply than its competitors. This general objective 
embraces eight specific objectives and includes nine specific proposi­
tions. In this section a summary of the objectives and propositions will 
be set out. For a more complete list refer to the last part of 
Chapter I. Figure 6.1 maps out the path with which these objectives and 
propositions will be discussed. 
The first objective is to determine Iowa's current suppliers and by 
using a linear program model the produce flows to Iowa. Because risk is 
assumed to be a major supply variable, determining the national risk 
aversion parameter is a primary subobjective in building the base model. 
Once the base model is operating sufficiently, the Iowa production 
activities will be added to the base model to allow for import 
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Objectives Propositions Purpose 
To determine: Propose that: To obtain: 
the baseline model 
to which later runs 
of the model will 
be compared. 
the farm risk coefficient 
for the baseline and 
future models. 
the potential for 
expansion of fruit 
and vegetable crops 
in Iowa. 
the strength of the re-
error is necessary, then 
then cost estimates 
could be off without 
changing the conclusions. 
information on the level 
yields necessary for 
Iowa to compete in the 
commercial markets. 
knowledge on whether 
if Iowa farmers were 
less risk averse, would 
they produce more fresh 
fruits and vegetables. 
Iowa's major 
competitors 
the national 
avers ion 
parameter. 
the crops for 
which Iowa 
has a cost 
advantage. 
how much yields 
need to increase 
for Iowa to be 
competitive. 
if any level of 
of PHI will give 
Iowa the cost 
advantage. 
Iowa will have a 
cost advantage in 
a few crops but not 
all crops studied. 
how much error 
in Iowa's costs 
could be made 
without changing 
the results 
only a small 
increase in yields 
are necessary to make 
Iowa competitive. 
the mix of states 
won't change much as 
PHI changes. 
in the costs is 
necessary to change 
the results of the 
cost advantage. 
Figure 6.1 Mapping Out the Order of Results Discussion 
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Objectives Propositions Purpose 
To determine: Propose that; 
in the risk neutral 
case who has the cost 
advantage. 
information on How im­
portant transportation 
costs are to location 
of production. 
knowledge on how impor­
tant fuel prices are to 
the location of produc­
tion. 
insight into whether 
competing states could 
the short-run 
information on whether 
the increased cost of 
trained labor will 
change Iowa's cost 
advantage. 
who has the cost 
advantage with 
who has the cost 
advantage in the 
come from the compet­
ing states. 
little will change 
in the mix from the 
first Iowa model. 
substantial changes 
will occur in who is 
supplying the 
who has the com­
parative advan­
tage in the 
strict sense. 
whether changing 
fuel prices will 
change the cost 
cost advantage. 
Iowa's labor 
costs will change 
the mix of states 
supplying Iowa. 
more production wil 
come from competing 
states. 
little will change 
in the mix from the 
first Iowa model. 
F igure 6.1 (Con t inued) 
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substitution. This step is the central theme of this dissertation. The 
results of this step will be the best estimate of potential for expansion 
of the 13 fresh fruits and vegetables in this study. The first proposi­
tion is that Iowa will have a cost advantage (comparative and transporta­
tion advantage) in a few of the crops but not all of them. 
Related to the determination of Iowa's potential for expansion are 
two strength of results or sensitivity tests. The first test increases 
Iowa's production costs to delimit how much Iowa's costs could be under­
estimated and still obtain the same results. Proposition 2 is that 
Iowa's costs would have to be grossly understated to change the results. 
The second test determines whether only slight increases in Iowa's esti­
mated yields would allow them to become competitive in the commercial 
wholesale market. Proposition 3 is that only small yield increases would 
be needed to secure a position in the market for crops which did not 
already have a cost advantage. The primary purpose of this test is to 
indicate the yield levels which would be necessary for Iowa producers to 
become competitive. Target level yields would be useful information Co 
both researchers and growers. Researchers would know whether the current 
varieties have those capabilities and growers would know what levels of 
yields they need to enter the industry. 
The general objective of the next portion of the results is to 
determine how risk impacts the solutions. This section's first objective 
checks whether different levels of PHI will change the regions which have 
the cost advantage. Proposition 4 is that changing the PHI parameter 
will have little effect on who has the cost advantage. In addition, 
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because risk neutrality is the most commonly modelled attitude (very few 
models include risk as a variable), this solution (PHI equal to zero) 
should be checked for drastic differences from solutions which include 
risk. Proposition 5, as with the previous proposition, is that little 
change in the solution will be observed except for larger quantities of 
output will occur with PHI is equal to zero. 
To complete the objectives listed in Chapter I, several separate 
tests are performed. The first test delimits how inaccurate the results 
would be if they only examined comparative advantage. Comparative advan­
tage only covers relative costs of production, whereas our cost advantage 
study additionally includes risk and transportation. Proposition 6 is 
that there would be considerable difference in solutions which include 
both risk and transportation costs in addition to relative costs and 
those which only include tests of comparative advantage. 
In another vein, researchers in the past have felt that increasing 
or decreasing fuel costs would have a major impact on spatial equilib­
rium. Proposition 7 states that the solutions will not change much from 
the original import substitution model, because fuel costs are a small 
percentage of total transportation cost. 
A further test of Iowa's market position checks whether competing 
states could maintain their position in the market and bar Iowa's entry 
to the industry by operating at their short run costs while Iowa would 
have to meet long run costs. This step is designed to indicate whether 
new entrants to the market could be shut out of the market because they 
would they would need to recoup long run costs while current suppliers 
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would only need to meet short run costs. Proposition 8 is that 
substantial changes could occur because fixed costs in some states are 
relatively large in comparison to preharvest variable costs. 
The last objective determines whether increased labor costs in Iowa, 
which could be necessary to obtain qualified "stoop" labor, might cause 
Iowa to lose whatever cost advantage the model indicates they have. 
Proposition 9 is that the higher wage rates in Iowa would cause more 
production to take place in the competing states. 
Results of Modelling Current Suppliers 
Introduction 
In the following sections, the objectives and propositions of the 
previous section will be evaluated. In the first section, Iowa's major 
competitors will be identified. In the next section, the model will be 
validated and a national risk parameter chosen. Once the model is 
successfully validated, Iowa's production activities will be added to the 
model and the program will be optimized to determine Iowa's potential for 
production. Following the results and analysis of Iowa's cost advantage, 
the sensitivity analysis will be discussed. 
Current suppliers 
The identification process for current suppliers was explicated in 
Chapter IV. The results of that process were interesting because local 
states were found to be the major suppliers for most crops, not distant 
states as was previously thought. Distant states such as California, 
Texas and Florida were found to be major suppliers in certain crops, 
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only. For example, California was found to be a major supplier of 
broccoli, leaf lettuce, muskmelons, and tomatoes. California could be 
characterized as the largest supplier of broccoli and muskmelons to the 
midwest market. Very little produce in these two crops is supplied to 
the commercial wholesale market by any other state, although Illinois, 
Indiana, and Wisconsin are starting to break into these markets according 
to the Chicago arrivals data. California also supplies early potatoes Co 
the market in July. Leaf lettuce appears to be dominated by California, 
but Ohio is a summer time competitor. 
The other distant producing states such as Florida, Georgia and 
Texas were found to be generally transitional period suppliers. Their 
crop seasons were just ending as the northern harvest seasons were just 
beginning; and during the peak harvest seasons in the midwest, no large 
quantities of produce were being delivered to Chicago from these southern 
states according to the arrivals data. 
The percent of produce supplied to the Chicago market as a proxy for 
Iowa is shown in the second column of Table 6.2. These data indicate the 
percentage supplied by Illinois, Indiana, Michigan, Missouri, and 
Wisconsin to the Chicago market. The intent of this measurement was to 
give an indication of the probability that such results could be dupli­
cated in the Iowa market. If a large percentage is supplied by local 
producers, the supposition is that Iowa should be able to do likewise. 
For uniformity in this measure, Wisconsin was included in the 
percentage of potatoes produced locally for the Chicago market. However, 
this could present a biased case for local production of this crop. The 
Tab le 6.1. Validation run results 
Run 1 Run 2 Run 3 
Objec t ive 
Func t ion 
22.692 
(Mil.) 
21.994 
(Mil.) 
17.190 
(Mil.) 
PHI 0 -0 .0000001 -0.000001 
Crop/month 
Percent 
of Actual 
Consumption 
Consumpt ion 
Restraint 
Shadow 
Percent Consumption 
of Actual Restraint 
Consumption Shadow 
Percent Consumption 
of Actual Restraint 
Consumption Shadow 
Snap beans 
June 
July 
Aug. 
Sep. 
Oct. 
206 
116 
116 
140 
203 
0.00 
0.00 
0.00 
0.00 
0.00 
206 
116 
116 
140 
203 
0.00 
0.00 
0.00 
0.00 
0.00 
171 0.00 
100 2.62 
100 2.37 
112 0.00 
174 0.00 
Cabbage 
June 
July 
Aug. 
Sep. 
Oct. 
100 
100 
100 
100 
100 
9.86 
6.38 
9.04 
9.83 
8.74 
100 
100 
100 
100 
100 
10.03 
6.55 
9.20 
10.01 
8.91 
100 11.16 
100 7.68 
100 10.35 
100 11.13 
100 10.04 
Sweet corn 
July 
Aug. 
Sep. 
Oct. 
704 
100 
115 
424 
0.00 
2.76 
0.00 
0.00 
704 
100 
115 
424 
0.00 
3.02 
0.00 
0.00 
563 0.00 
100 4.68 
115 0.00 
424 0.00 
Cucumbers 
July 307 
Aug. 191 
Sep. 238 
Oct. 307 
Muskmelons 
July 579 
Aug. 255 
Sep. 304 
Oct. 670 
Green peppers 
July 411 
Aug. 306 
Sep. 237 
Oct. 540 
Potatoes 
July 1012 
Aug. 407 
Sep. 100 
Oct. 100 
Tomatoes 
July 159 
Aug. 429 
Sep. 224 
Oct. 329 
Watermelons 
July 309 
Aug. 284 
Sep. 284 
Oct. 367 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
1 . 8 1  
4.61 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
Sum of Squares 5996103 5842463 
0.00 
0,00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
1.68 
1.60 
2.06  
0.00 
1.87 
0.00 
0.00 
0.00 
0.00 
0 .00  
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0,00 
0.00 
0.00 
0.00 
0,00 
0.00 
0.00 
1.74 
1 .66  
2.28  
0.00 
2.24 
0.00 
0.00 
0,00 
0.00 
0,00 
307 
109 
238 
307 
579 
255 
304 
670 
365 
238 
158 
462 
867 
204 
100 
100 
100 
257 
100 
222 
309 
243 
243 
321 
4116630 
Table 6.1. (Continued) 
Run 4 Run 5 Run 6 
Objective 10.637 7.694 3.901 
Function (Mil .) (Mil.) (Mil.) 
PHI -0.000005 0.00001 0.00002 
Percent Consumpt ion Percent Consumption Percent Consumption 
of Actual Restraint of Actual Restraint of Actual Restraint 
Crop/month Consumption Shadow Consumption Shadow Consumption Shadow 
Snap beans 
0.00 June 171 0.00 137 0.00 137 
July 100 7.79 100 12.75 100 13.12 
Aug. 100 7.53 100 12.49 100 12.68 
Sep. 100 0.00 100 7.85 100 8.22 
Oct. 145 0.00 116 0.00 116 0.00 
Cabbage 
14.78 June 100 12.94 100 14.65 100 
July 100 9.46 100 11.17 100 11.30 
Aug. 100 12.12 100 13.84 100 13.96 
Sep, 100 12.91 100 14.62 100 14.75 
Oct. 100 11.82 100 13.53 100 13.66 
Sweet corn 
July 211 0.00 100 2.00 100 2.18 
Aug. 100 97.29 100 9.80 100 9.99 
Sep. 100 1.12 100 2.73 100 2.85 
Oct. 340 0.00 255 0.00 255 0.00 
Cucumbers 
July 215 
Aug. 100 
Sep. 143 
Oct. 215 
Muskmelons 
July 579 
Aug. 255 
Sep. 304 
Oct. 670 
Green peppers 
July 320 
Aug. 136 
Sep. 100 
Oct. 411 
Potatoes 
July 1012 
Aug. 407 
Sep. 100 
Oct. 100 
Tomatoes 
July 159 
Aug. 429 
Sep. 224 
Oct. 329 
Watermelons 
July 309 
Aug. 284 
Sep. 284 
Oct. 367 
0.00 
2.76 
0.00 
0.00 
0 .00  
0.00 
0.00 
0.00 
0.00 
0.00 
1 . 8 1  
0.00 
0.00 
0.00 
1 . 8 1  
4.61 
0.00 
0.00 
0.00 
0 .00 
0.00 
0.00 
0.00 
0 .00 
2158150 1441279 
0.00 
5.42 
1.59 
0.05 
0.00 
0.00 
0.00 
0.00 
0.00 
1.36 
5.42 
0.00 
0.00 
0.00 
1 . 6 8  
1.60 
2.06 
0.00 
1.87 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
5.62 
1.79 
0.25 
0.00 
0.00 
0.00 
0.00 
0.00 
1.63 
5.69 
0.00 
0.00 
0.00 
1.74 
1.66 
2 . 2 8  
0.00 
2.24 
0.00 
0.00 
0.00 
0.00 
0.00 
123 
100 
100 
100 
521 
204 
274 
670 
228 
100 
100 
378 
867 
204 
100 
100 
100 
257 
100 
222 
309 
243 
243 
321 
1434595 
Table 6.1. (Continued) 
Run 7 
Objective 2.011 
Function (Mil.) 
PHI -0.000025 
Percent Consumption 
of Actual Restraint 
Crop/month Consumption Shadow 
Snap beans 
June 137 0.00 
July 100 13.74 
Aug. 100 13.49 
Sep, 100 8.84 
Oct. 116 0.00 
Cabbage 
June 100 14.99 
July 100 11.51 
Aug. 100 14.18 
Sep. 100 14.97 
Oct. 100 13.87 
Sweet corn 
July 100 2.49 
Aug. 100 10.30 
Sep. 100 3.05 
Oct. 212 0.00 
Run 8 
0.335 
(Mil.) 
-0.00003 
Percent Consumption 
of Actual Restraint 
Consumption Shadow 
Run 9 
0.000035 
(Mil.) 
-0.000031 
Percent Consumption 
of Actual Restraint 
Consumption Shadow 
103 0.00 103 0.00 
100 16.71 100 17.31 
100 16.46 100 17.06 
100 11.82 100 12.42 
116 0.00 100 0.06 
100 16.02 100 16.22 
100 12.54 100 12.74 
100 15.20 100 15.41 
100 15.99 100 16.20 
100 14.90 100 15.10 
100 4.01 100 4.31 
100 11.81 100 12.11 
100 4.02 100 4.21 
170 0.00 170 0.00 
Cucumbers 
July 123 
Aug. 100 
Sep. 100 
Oct. 100 
Muskraelons 
July 521 
Aug. 179 
Sep. 244 
Oct. 603 
Green peppers 
July 230 
Aug. 100 
Sep. 100 
Oct. 324 
Potatoes 
July 867 
Aug. 204 
Sep. 100 
Oct. 100 
Tomatoes 
July 100 
Aug. 257 
Sep. 100 
Oct. 154 
Watermelons 
July 309 
Aug. 243 
Sep, 243 
Oct. 321 
0.00 
5.95 
2 . 1 2  
0.58 
0.00 
0.00 
0.00 
0.00 
0.00 
2.87 
6.15 
0.00 
0.00 
0.00 
1.85 
1.77 
2.65 
0.00 
2.85 
0.00 
0.00 
0.00 
0.00 
0.00  
1298359 962216 
1.31 
7.55 
3.72 
2 . 1 8  
0.00 
0.00 
0.00 
0.00 
0.00 
4.24 
8.31 
0.00 
0.00 
0.00 
2.35 
2 . 2 8  
4.43 
0.00 
5.76 
0 .80  
0 .00  
0.00 
0.00 
0.00 
1.63 
7.87 
4.04 
2.50 
0.00 
0.00 
0.00 
0.00 
0.00 
4.68 
8.74 
0.00 
0.00 
0.02 
2.46 
2.38 
4.79 
0.00 
6.35 
1.38 
0.00 
0.00 
0.00 
0.00  
100 
100 
100 
100 
463 
102 
152 
536 
183 
100 
100 
324 
723 
100 
100 
100 
100 
172 
100 
100 
265 
203 
203 
275 
857676 
Table 6.2. Validation run - - suppliers and shares 
Objective Function = 22.691 mil. I'HI = 0.0000 
Local 
Total Supplier 
1984 Percent Supplying State 
(cwts.) Of Total 
Crop IOWA ILL. N.J. FLA. GA. N.C. 
Snap beans 
June actual 856 0 285 571 
Current run 1759 1759 
% of Actual 205 0 308 
July actual 2568 100 2568 
Current run 2983 2983 
% of Actual 116 116 
Aug. actual 3424 75 2568 856 
Current run 3969 3969 
% of Actual 116 155 0 
Sep. actual 2568 100 2568 
Current run 3604 3604 
% of Actual 140 140 
Oct. actual 3424 33 1141 1712 
Current run 6946 6946 
% of Actual 203 609 0 
IOWA ILL. 
Cabbage 
June actual 
Current run 
% of Actual 
July actual 
Current run 
% of Actual 
Aug. actual 
Current run 
% of Actual 
Sep. actual 
Current run 
% of Actual 
Oct. actual 
Current run 
% of Actual 
12 1302 
10418 
291 
86 15627 
18232 
117 
96 14976 
15627 
104 
95 13674 
14325 
105 
94 18883 
20185 
107 
10418 
10418 
100 
18232 
18232 
100 
15627 
15627 
100 
14325 
14325 
100 
20185 
20185 
100 
OHIO CAL. TEK. FLA. N.C. 
3581 326 4558 326 326 
0 0 0 0 0 
651 651 1302 
0 0 0 
651 
0 
651 
0 
1302 
0 
Table 6.2. (Continued) 
Objective Function = 22.691 mil. PHI = 0.0000 
Local 
Total Supplier 
1984 Percent Supplying State 
(cwts.) Of Total 
Crop IOWA ILL. MO. N.Y. OHIO FLA. GA. 
Sweet corn 
July actual 11095 47 3590 
Current run 78103 78103 
% of Actual 704 2176 
Aug. actual 50907 100 50907 
Current run 50907 50907 
% of Actual 100 100 
Sep. actual 18601 84 15664 
Current run 21352 
% of Actual 115 0 
Oct. actual 6853 19 1305 
Current run 29087 
% of Actual 424 0 
1632 326 
0 0 
3916 
0 
979 979 
21352 
0 2181 
1305 653 2937 
29087 
0 4457 0 
1632 
0 
979 
0 
653 
0 
IOWA ILL. 
Cucumbers 
July actual 
Current run 
% of Actual 
Aug. actual 
Current run 
% of Actual 
Sep. actual 
Current run 
% of Actual 
Oct. actual 
Current run 
% of Actual 
50 3561 
21901 
615 
80 6105 
14588 
239 
69 4579 
15725 
343 
13 678 
16671 
2457 
7123 
21901 
307 
7632 
14588 
191 
6614 
15725 
238 
5427 
16671 
307 
N.J. TEX. FLA. GA. N.C. 
254 3307 
0 0 
1526 
0 
509 1526 
0 0 
848 848 1357 1696 
0 0 0 0 
Table 6.2. (Continued) 
Objective Function = 22.691 mil. PHI = 0.0000 
Local 
Total Supplier 
1984 Percent Supplying State 
(cv;t8.) CE Total 
Crop IOWA ILL. MIC. OHIO CAL. 
Muskmelons 
July actual 34765 12 3596 599 200 30369 
Current run 201147 201147 
% of Actual 579 5593 0 0 0 
Aug. actual 53945 2 799 400 1199 51548 
Current run 137714 137714 
% of Actual 255 17231 0 0 0 
Sep. actual 29171 4 400 799 27972 
Current run 88819 88819 
% of Actual 304 22227 0 0 
Oct. actual 3863 17 666 3197 
Current run 25866 25866 
% of Actual 670 3884 0 
IOWA ILL. MIC. CAL. TEX. FLA. GA. N.C. 
Green peppers 
July actual 5224 6 
Current run 21479 
% of Actual 411 
Aug. actual 7546 62 
Current run 23074 
% of Actual 306 
Sep, actual 5224 67 
Current run 12396 
% of Actual 237 
Oct. actual 3676 32 
Current run 19841 
% of Actual 540 
290 
21479 
7401 
4063 
23074 
568 
2322 
12396 
534 
967 
19841 
2051 
580 
0 
1161  
0 
193 
0 
290 871 
0 0 
1741 
0 
1741 
0 
1354 967 
0 0 
290 
0 
193 
0 
1451 2032 
0 0 
1161 
0 
to 
K) 
Table 6.2. (Continued) 
Objective Function = 22.691 mil. PHI = 0.0000 
Local 
Total Supplier 
1984 Percent Supplying State 
(cwts.) Of Total — 
Crop IOWA MIC. CAL. IDA. N.D.-M WAS. WIS. 
Potatoes 
July actual 56765 
Current run 820271 
% of Actual 1445 
3 239 47939 6679 
0 0 0 
477 1431 
820271 
0 57322 
Aug. actual 139395 
Current run 1418815 
% of Actual 1018 
36 3832 33531 4790 26346 24909 45986 
1418815 
0 0 0 0 0 3085 
Sep. actual 94367 
Current run 549796 
% of Actual 583 
58 1437 2874 12455 13892 10538 53171 
549796 
0 0 0 0 0 1034 
Oct. actual 116881 
Current run 678013 
% of Actual 580 
57 7185 1916 24430 19161 5269 58920 
678013 
0 0 0 0 0 1151 
Tomatoes 
July actual 
Current run 
% of Actual 
Aug. actual 
Current run 
% of Actual 
Sep. actual 
Current run 
% of Actual 
Oct. actual 
Current run 
% of Actual 
24052 
114623 
477 
30125 
206724 
686 
20408 
106854 
524 
14253 
93801 
658 
ILL. MIC. OHIO CAL. TEX. FLA. G A. N.C. 
1215 972 16520 
114623 
0 11795 0 
5345 5345 5831 13119 
206724 
972 972 1215 2187 
0 0 0 0 
486 
0 0 3868 
1458 3401 
106854 
0 3142 
0 0 
4373 11176 
0 0 
162 
93801 
57916 
324 12795 
0 0 
162 
0 
810 
0 
Table 6.2. (Continued) 
Objective Function = 22.691 mil. PHI = 0.0000 
Local 
Total Supplier 
1984 Percent 
(cwts.) Of Total 
Crop 
Supplying State 
IOWA ILL. MO. TEX. FLA. GA. 
Watermelons 
July actual 
Current run 
% of Actual 
Aug. actual 
Current run 
% of Actual 
Sep. actual 
Current run 
% of Actual 
Oct. actual 
Current run 
% of Actual 
27200 19 
108009 
397 
92160 95 2400 
336030 
365 0 
15360 81 
56040 
365 
1280 25 
5286 
413 
320 4960 
108009 
0 2178 
37920 49920 
336030 
0 673 
8160 4320 
56040 
0 1297 
160 160 
5286 
0 3304 
3520 6240 12160 
0 0 0 
1920 
0 
2400 480 
0 0 
640 320 
0 0 
225 
Table 6.2. Supplemental. Suppliers with quantities (cwts.) ^ — 
Incomplete data for sensitivity and risk analysis 
Crop/month State 
Broccoli 
June 
July 
Aug. 
Sep. 
Oct. 
Cal. 
1791 
948 
632 
1264 
1159 
111. 
105 
211 
527 
421 
Mich. 
105 
Wis. 
211 
211  
Lettuce 
May 
June 
July 
Aug. 
Sep. 
Oct. 
Cal. 
491 
818 
818 
654 
654 
818 
Ohio 
164 
327 
491 
491 
327 
Summer Squash 
June 
July 
Aug. 
Sep. 
Oct. 
111. 
203 
609 
406 
609 
203 
Ind. 
203 
68 
Mich. 
406 
406 
203 
68 
Fla. 
68 
Ga. 
101  
203 
688 
Winter Squash 
Sep. 
Oct. 
II. 
287 
287 
Ind. 
96 
96 
Mich. 
96 
96 
Fla. 
96 
Ga • 
96 
96 
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main reason for Wisconsin's possible exclusion is that northern states 
and states with relatively cool summer nights produce the major share of 
potatoes in the United States. Cool nights allow for a lower soluble 
sugars content and also for a larger yield. The lower soluble sugar 
content improves the chipping and baking quality of the potato. However, 
for tablestock potatoes, this feature is not as important. Yet, by 
including Wisconsin in the measure of local states supplying produce to 
the Chicago, this measure might indicate that Iowa should produce pota­
toes when in actuality they should not. This is especially true when the 
evidence indicates that Illinois and Michigan provide very small quanti­
ties of potatoes to the Chicago market. 
Tables 6.2 and 6.2 Supplemental indicate large percentages of most 
of the crops studied are supplied by local states, except during the 
transitional periods. The exceptions are broccoli, leaf lettuce, musk-
melons and tomatoes. For the rest of the crops, at least 50 percent of 
each crop was supplied locally during the peak Iowa harvest season. 
Validating the model and determining PHI 
The objectives of the validation runs were to choose a national risk 
parameter and to model supplying regions as closely to reality as linear 
programming and the data would allow. To meet this objective, the 
results of the arrivals data analysis were used to determine states which 
supplied a significant portion of the arrivals to Chicago. Then budgets 
and transportation data were obtained to model current suppliers to the 
state of Iowa. Some states which did not have budgets were combined with 
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nearby states which did have budgets assuming that costs of production 
and transportation would not differ greatly between the areas. By 
combining suppliers, total production being supplied to the market in 
1984 was able to equal the current quantity demanded. Appendix F indi­
cates which states without budgets were proxied by states with budgets. 
Tables 6.1, 6.2, and 6.3 indicate the results of this modelling 
process. Table 6.1 shows the results of determining the national risk 
aversion parameter. The results are depicted for each level of the risk 
parameter, PHI. (The more negative the risk parameter is, the more 
averse the producers are to risky production.) There are two columns of 
results for each level of the risk parameter. The first column indicates 
the percentage of each crop produced as a portion of the quantity 
demanded. The second column for each level of the risk parameter 
indicates the shadow value for the constraint which forces the model to 
supply at least as much produce as is demanded by the consuming popula­
tion in Iowa. 
The first set of results indicates that with no risk parameter (Run 
1) considerably larger quantities of crops are produced than are demanded 
with the exception of cabbage in all market periods and sweet corn in 
August. In the case of cabbage, considerable penalties are associated 
with its production in all periods. This evidence would seem to verify 
comments by industry buyers who said that cabbage was a crop for which 
the market was glutted by overproduction. The similar result for August 
sweet com would also vindicate producers who propose that the only way 
to make money in sweet corn is to produce for the early market. 
Table 6.3. Validation run - - suppliers and shares 
Objective function = 3.901 mil. PHI = -.00002 
Local 
Supplier 
Total % of Supplying State 
1984 Total 
(cwts.) 
Crop Ï.OWA ILL. N.J. FLA. GA. N.C. 
Snap beans 
June actual 856 0 285 571 
current run 1173 1173 
% of Actual 137 0 206 
July actual 2568 100 2568 
current run 2568 2568 
% of Actual 100 100 
Aug. actual 3424 75 2568 856 
current run 3424 3424 
% of Actual 100 133 0 
Sept. actual 2568 100 2568 
current run 2568 2568 
% of Actual 100 100 
Oct. actual 3424 33 1141 1712 571 
current run 3969 3969 
% of Actual 116 G 232 0 
IOWA ILL. OHIO 
Cabbage 
June actual 
current run 
% of Actual 
July actual 
current run 
% of Actual 
Aug. actual 
current run 
% of Actual 
Sept. actual 
current run 
% of Actual 
Oct. actual 
current run 
% of Actual 
10418 12 
10418 
100 
18232 86 
13232 
100 
15627 96 
15627 
100 
14325 95 
14325 
100 
20185 94 
20185 
100 
0 1302 3581 
10418 
800 0 
15627 651 
18232 
117 0 
14976 651 
15627 
104 0 
13674 651 
14325 
105 0 
18883 1302 
20185 
107 0 
CAL. TEX. FLA. N.C. 
326 4558 
0 0 
651 1302 
0 0 
326 326 
0 0 
N) 
NJ 
VO 
Table 6.3. (Continued) 
Objective function = 3.901 mil. PHI = -.00002 
Crops 
Local 
Total Supplier 
1984 % of 
(cwts.) Total — 
Supplying State 
IOWA ILL. MO. N.Y. OHIO FLA. GA. 
Sweet corn 
July actual 11095 47 3590 
current run 11095 11095 
% of Actual 100 309 
Aug. actual 50907 100 50907 
current run 50907 50907 
% of Actual 100 100 
Sept. actual 18601 84 15664 
current run 18601 
% of Actual 100 0 
Oct. actual 6853 19 1305 
current run 17542 
% of Actual 256 0 
1632 326 
0 0 
979 • 979 
18601 
0 1900 
1305 653 
17542 
0 2688 
3916 1632 
0 0 
2937 
0 
979 
0 
653 
0 
IOWA ILL. 
Cucumbers 
July actual 
current run 
% of Actual 
Aug. actual 
current run 
% of Actual 
Sept. actual 
current run 
% of Actual 
Oct. actual 
current run 
% of Actual 
7123 50 3561 
8760 8760 
123 246 
7632 80 6105 
7632 7632 
100 125 
6614 69 4579 
6614 6614 
100 144 
5427 13 678 
5427 5427 
100 800 
N.J. TEX. FLA. GA. N.C. 
254 
0 
509 
0 
848 848 
0 0 
3307 
0 
1526 
0 
1526 
0 
1357 1696 
0 0 
T ab le  6 . 3 .  ( con t i nued )  
Objective function = .3.901 mil. PHI = -.00002 
Local 
Total Supplier Supplying State 
1984 % of 
(cwts.) Total 
Crops IOWA ILL. MIC. OHIO CAL. 
Muskroelons 
July actual 34765 12 3596 
current run 181032 181032 
% of Actual 521 5034 
Aug. actual 53945 2 799 
current run 110171 110171 
% of Actual 204 ' 13785 
Sept. actual 29171 4 400 
current run 77032 77032 
% of Actual 264 19277 
Oct. actual 3863 17 666 
current run 25866 25866 
% of Actual 670 3884 
599 200 30369 
0 0 0 
400 1199 51548 
0 0 
799 
0 
0 
27972 
0 
3197 
0 
Green peppers 
July actual 
current run 
% of Actual 
Aug. actual 
current run 
% of Actual 
Sept. actual 
current run 
% of Actual 
Oct. actual 
current run 
% of Actual 
IOWA ILL. MIC. CAL. TEX. FLA. GA. N.C. 
5224 6 290 290 871 290 1451 2032 
11933 11933 
228 4112 0 0 0 0 0 
7546 62 4063 580 1741 1161 
7546 7546 
100 186 0 0 0 
5224 67 2322 1161 1741 
5224 5224 
100 225 0 0 
3676 32 967 193 1354 967 193 
13889 13889 
378 1436 0 0 0 0 
Table 6.3. (continued) 
Objective function = 3.901 mil. PHI - -.00002 
Local 
Total Supplier 
1984 % of -
(cwts.) Total 
Supplying State 
Crops IOWA MIC. CAL. IDA. N.D.-MN WAS. WIS. 
Potatoes 
July actual 56765 3 
current run 492162 
% of Actual 867 
Aug. actual 139395 36 
current run 283763 
% of Actual 204 
Sept. actual 94367 58 
current run 94367 
% of Actual 100 
Oct. actual 116881 57 
current run 116880 
% of Actual 100 
239 
0 
3832 
0 
1437 
0 
7185 
0 
47939 6679 
0 0 
477 1431 
492162 
103179 0 
33531 4790 26346 24909 45986 
283763 
0 1139 0 0 0 
2874 12455 13892 10538 53171 
94367 
0 895 0 0 0 
1916 24430 19161 
0 0 
5269 58920 
116880 
0 2218 0 
IOWA ILL. MIC. OHIO CAL. TEX. FLA. GA. N.C. 
Tomatoes 
July actual 24052 
current run 24052 
% of Actual 100 
Aug. actual 30125 
current run 77521 
% of Actual 257 
Sept. actual 20408 
current run 20407 
% of Actual 100 
Oct. actual 14253 
current run 23450 
% of Actual 165 
35 
24 
1215 
0 
0 
972 16520 
0 0 
5345 5345 5831 13119 
77521 
0 1450 0 
1458 3401 4373 11176 
20407 
600 0 
162 324 12795 
23450 
14479 0 0 
972 972 1215 2187 
24052 
0 0 1980 0 
486 
0 
162 810 
0 0 
Table 6.3. (continued) 
Objective function = 3.901 mil. PHI = -.00002 
Local 
Total Supplier Supplying State 
1984 % of 
(cwts.) Total 
Crops IOWA ILL. MO. TEX. FLA. GA. 
Watermelons 
July actual 27200 
current run 84007 
% of Actual 309 
19 
Aug. actual 92160 95 
current run 224020 
% of Actual 243 
Sept. actual 15360 81 
current run 37360 
% of Actual 243 
Oct. actual 1280 25 
current run 4111 
% of Actual 321 
320 4960 3520 
84007 
0 1694 0 
37920 49920 1920 
224020 
0 449 0 
8160 4320 2400 
37360 
0 865 0 
160 160 640 
4111 
0 2569 0 
6240 12160 
0 0 
480 
0 
320 
0 
237 
The risk parameter was set at 0.0000, -0.0000001, -0.00000i, 
-0.000005, -0.00001, -0.00002, -0.000025, -0.00003, and -0.000031. 
Little change in the amount of production was noted until the third run 
with PHI equal to -0.000001. At larger negative values of PHI, produc­
tion in the middle periods, notably August and September, rapidly moved 
downwards toward 100 percent of the quantity demanded, while the 
transitional periods are usually greater than the quantity required by 
the model. This result occurs because of the higher prices paid for long 
distance hauls on crops from Florida and California. The prices usually 
move lower during the peak northern harvest periods with all states 
receiving lower prices. On certain occasions, higher prices were paid 
for crops from California, but the data do not indicate quality differ­
ences, which could explain the differences in the prices reported. The 
transitional periods are also associated with smaller supplies as local 
areas are either just coming onto the market in the spring or just going 
out of the market in the fall. Thus, the higher transitional period 
prices can be accounted for by lower total production, in general. 
As is noted at the bottom of the Table 6.1, the sum of squared 
errors drops significantly as PHI becomes more negative. The sum of 
squared errors indicates the sum of squares associated with the differ­
ence between the actual production and the quantity demanded. For 
example, June snap beans production is 171 percent of the quantity 
demanded in the Run 3. Taking the difference between that and the 
percentage demanded (100 percent), the error is, 171 - 100, 71 percent. 
This value, 71, is squared and summed with the rest of the errors 
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associated with that run. This method provides a technique for evaluat­
ing the improvement in the solution by each level of the risk parameter. 
This improvement, however, must be gauged against the worsening shadow 
values for the consumption restraints. The consumption restraints force 
the program to supply at least as much produce as is demanded. At the 
third level, -0.000001, only cabbage and August sweet com have severe 
penalties and these penalties were already severe when PHI was equal to 
zero. 
To determine the national risk parameter, PHI, the tradeoff between 
the largers shadow prices and the smaller sum of squared errors had to be 
evaluated. The higher the shadow prices became, the more producers were 
being forced to produce more vegetables than their utility functions 
would indicate for them to grow because of the consumption restraint. 
The result is that rather large improvements in the sum of squared errors 
can be found from PHI equal to -0.00002 to -0.00003, but associated with 
these large improvements are equally large increases in the shadow 
prices. 
In order to get a better feeling for which level of PHI should be 
chosen as the national risk parameter, another set of runs were formu­
lated. In these formulations, the consumption restraints were removed 
and the model was allowed to optimize freely. PHI was again parameter­
ized and the production levels at each PHI were noted. The objective of 
this set of runs was to find how much production was taking place as PHI 
became more negative. In particular, the tradeoff between the under 
production of certain crops and the overproduction of other crops was 
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subjectively balanced. The best results were found at the -0.00002 and 
-0.000025 PHI levels. 
The last run, with PHI equal to -0.000031, was undertaken because 
there is some theoretical validity to having the objective function equal 
to zero in the long run. In other words, the risk adjusted profit level 
in the long run should be equal to zero, just as in a world of perfect 
foresight and perfect competition, the long run profits should be zero. 
Although the value of the objective function is not exactly zero, when 
0.035 million is compared to 22.69 million, the objective function is 
effectively zero i.e. $35,000.00. At this level of PHI, only muskmelons 
in July and October, green peppers in October, potatoes in July, tomatoes 
in August, and watermelons in all months are not producing at the quanti­
ties being demanded. Only muskmelons in July and October, green peppers 
in October, and potatoes in July are being produced in unacceptably large 
quantities. "Unacceptable" was defined as producing 50 percent more than 
was currently being demanded. 
These unacceptable quantities could be caused by three factors. The 
first is transitional market period prices. The second is price-quality 
error and the third is errors in the risk data. Most of the quantities 
which are greater than 100 percent of demand are associated with the 
transitional market period months. The transitional months are associ­
ated with prices that are usually higher than those observed during the 
peak summer season. This phenomenon occurs because during the peak 
summer season there is considerable competition from home gardens and 
direct-to-consumer producers. Thus, prices move lower during these peak 
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periods of production due to more competition in the market. Industry 
buyers often refer to this period as the "dog days of August" in terms of 
prices and produce movement in their stores. 
The second cause in errors for some of these crops is a price-
quality error. The prime example, in this case, is muskmelons. There is 
a substantial difference in the melon shipped from California and Arizona 
and the one produced in the midwest. The California muskmelon is often 
referred to in Che trade as a cantaloupe while the midwest melon is 
referred to as a muskmelon. The California muskmelon is smaller, has 
been precooled, and has a longer shelf life in the store. Midwest melons 
are in industry terminology "ready, ripe and rotten" all in the same day, 
because they are not precooled. Thus, the midwest muskmelon can have a 
detectable quality difference, and therefore, a lower price. Proper 
cooling of the midwest fruit, however, would enhance the shelf life and 
open more markets for this produce item. All muskmelons in this model 
were assumed to be cooled. 
The last cause of error in these results could arise because 
variance in revenue is not a perfect measure of the risk involved in the 
production of fruits and vegetables. In other words, there may be some 
crops which appear to be stochastically dominant. Their profits are 
higher and the risk associated with deviations in revenue are lower than 
for other crops with lower or equal profit levels and higher deviations 
in revenue. Furthermore, the revenue time series are aggregate values 
for each state, thereby reducing the actual variance in revenue which the 
individual operator would face. 
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Current suppliers modelling 
The results of modelling current suppliers were not perfect because 
of the lack of restraints on the model. Tables 6.2 and 6.3 indicate the 
states supplying the market by crop and by month for PHI equal to 0.0000 
and -0.00002, respectively. One notes that production was considerably 
higher in Table 6.2 than 6.3 for most of the crops with the exception of 
cabbage and August sweet corn. The other important factor to note is 
that only one state produced the entire quantity being supplied. The 
comparison of the two runs also shows an important difference in that the 
risk factors do make a difference in who. supplies the market for certain 
crops in certain periods, but still only one state produces each crop in 
each market period. For example, when PHI changes from 0.0000 to 
-0.00002, the program switches from Illinois producing October snap beans 
to Georgia producing them. Potatoes were another crop which shifts 
production from Wisconsin to Washington with the more negative PHI. 
Furthermore, July tomato production switches from Ohio to Georgia. 
The most disturbing factor, in ail o£ these runs, was that for crops 
which are heavily influenced by California production such as muskmelons, 
green peppers, and tomatoes, California was not the lowest cost producer 
of the crop. Southern U.S. analysts have noted this in various personal 
conversations. They have predicted they had lower costs but California 
production continues to dominate the industry. Thus, similar results 
were found in this study. 
As already noted, only one state supplies produce for any one month. 
This result is not unexpected, however, in a linear programming model. 
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Linear programs tend to give overspecialize'd solutions to problems. The 
model without consumption (demand) restrictions performed admirably 
because it diversified across almost all crops with the exceptions of 
cabbage and August sweet com which were not profitable in the commercial 
wholesale channel. The only problem was that the model did not diversify 
production across states. There appeared to be no complementarity in 
production for diversifying risk between states on crops. This could be 
expected, although. Prices are determined mostly by the level of 
national production by period rather than by area of production. Prices 
in Chicago are likely to be similar to prices in New York City. Thus, 
only the yield difference would change the individual state's revenue 
deviations. As most commercial production is irrigated and data is 
aggregated by state, those yield deviations appear not to be heavily 
influential. Thus, deviations in revenue appeared to rise and fall in 
all states simultaneously. This coupled with the fact that most of the 
midwest production had the same data set for risk analysis, did not allow 
for much diversification. 
Furthermore, diversification could have been modelled by the program 
had certain restraints been forced on the program. These restraints were 
the amount of land available for the production of fruits and vegetables, 
the amount of inputs available for use in the horticultural industrv, and 
upward sloping supply curves for the costs of production by state. 
However, the amount of land needed for each state to completely supply 
Iowa with fresh vegetables was not binding. Each state had more than 
enough land. The amount of inputs needed by each state was so small as 
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not to affect the cost curves associated with their supply. And lastly, 
the data necessary to describe supply functions for the horticultural 
crops were not good enough for statistical analysis. Thus, there were no 
restraints which could be logically placed on the supply functions to 
cause diversification of the program. 
Therefore, in order to account for the opportunity costs of produc­
tion associated with each state, fixed supplies were assigned to each 
state. Each state could supply no more than they were currently assumed 
to be supplying the market. The opportunity costs referred to here are 
the opportunities for higher profits in markets other than Iowa. For 
example, lower trucking costs may lead to higher profits in each state's 
nearby markets, so that they would rather supply those markets than the 
Iowa markets. Thus, Iowa could be a residual market, picking up only 
produce which is paid enough to get it to the Iowa market. 
Import substitution with Iowa added to the base model 
Given that each competing state could supply only as much quantity 
as it was assumed to be supplying in 1984, the Iowa production activities 
were added to the model and the program was optimized over a lesser 
number of PHIs. The PHIs were 0.0000, -0.00001, -0.00002, -0.000025, 
-0.00003, and -0.000031. The results of these runs are reported in Table 
6.4 and Che states supplying the produce and their associated quantities 
when PHI equals -0.00002 are listed in Table 6.5. The expected results 
occurred when PHI was parameterized. The level of production fell as the 
parameter became more negative. However, for certain crops, production 
Table 6.4. Model conflumption with Iowa 
Objective 
Funct ion 
PHI 
Crop/month 
Snap beans 
June 
July 
Aug. 
Sep. 
Oct. 
Cabbage 
June 
July 
Aug. 
Sep. 
Oct. 
Sweet corn 
July 
Aug. 
Sep, 
Oct. 
Run 1 
21.641 
(Mil.) 
0 
Percent Consumption 
of Actual Restraint 
Consumption Shadow 
308 
232 
232 
253 
290 
100 
100 
100 
100 
100 
704 
100 
115 
424 
0.00 
0.00 
0.00 
0.00 
0 .00 
9.67 
6 .21  
8.87 
9.67 
8.58 
0.00 
2.53 
0.00  
0 .00  
Run 2 
8.151 
(Mil.) 
-0.00001 
Percent Consumption 
of Actual Restraint 
Consumption Shadow 
274 
174 
174 
196 
261 
100 
100 
100 
100 
100 
100 
100 
100 
100 
0.00 
0.00 
0.00 
0.00 
0.00 
15.48 
12.01 
14.67 
15.46 
14.37 
2.64 
10.42 
6.44 
1.50 
Run 3 
4.244 
(Mil.) 
-0.00002 
Percent Consumption 
of Actual Restraint 
Consumption Shadow 
240 
174 
174 
196 
261 
100 
100 
100 
100 
100 
100 
100 
100 
100 
0.00 
0.00 
0.00 
0.00 
0.00 
16.34 
12.85 
15.52 
16.31 
15.22 
3.80 
11.45 
7.61 
2 . 6 6  
Cucumbers 
July 307 
Aug. 273 
Sep. 238 
Oct. 307 
Muskmelons 
July 579 
Aug. 255 
Sep. 304 
Oct. 670 
Green pepper 
July 365 
Aug. 2 72 
Sep. 158 
Oct. 486 
Potatoes 
July 1445 
Aug. 1018 
Sep. 583 
Oct. 580 
Tomatoes 
July 556 
Aug. 686 
Sep. 524 
Oct. 658 
Watermelons 
July 265 
Aug. 324 
Sep. 324 
Oct. 413 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00  
0.00 
0.00 
0.00  
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
Sum of Squares 5997545 1388630 
0.00 
0.00 
0.00 
0.00 
0.00 
0.90 
0 . 2 6  
0.00 
2.43 
7.71 
11.77 
0.00 
0.00 
0.00 
1 . 6 2  
1 .61  
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0 .00  
0.00 
0,00 
0.00 
0.00 
0.00 
1.71 
1.08 
0.00 
4.57 
9,85 
13.90 
0.00 
0.00 
0.00 
2.25 
2.24 
0.00 
0.00 
0.00 
0.00 
0.25 
0.00 
0.00 
0.00 
246 
109 
238 
307 
289 
100 
100 
469 
100 
100 
100 
216 
723 
102 
100 
100 
318 
429 
224 
394 
100 
162 
162 
229 
1003799 
Table 6.4.  (Cont inued) 
Run 4 
Objective 2.350 
Function (Mil.) 
PHI -0.000025 
Percent Consumption 
of Actual Restraint 
Crop/month Consumpt ion Shadow 
Snap beans 
June 240 0.00 
July 174 0.00 
Aug. 174 0.00 
Sep. 196 0.00 
Oct. 261 0.00 
Cabbage 
June 100 16.34 
July 100 12.85 
Aug. 100 15.52 
Sep. 100 16.31 
Oct. 100 15.22 
Sweet corn 
July 100 3.80 
Aug. 100 11.45 
Sep. 100 7.61 
Oct. 100 2.66 
Run 5 Run 6 
0.494 0.158 
(Mil.) (Mil.) 
-0.00003 0.000031 
Percent Consumption Percent Consumption 
of Actual Restraint of Actual Restraint 
Consumption Shadow Consumption Shadow 
240 0.00 240 0.00 
174 0.00 174 0.00 
174 0.00 174 0.00 
196 0.00 196 0.00 
261 0.00 232 0.00 
100 17.14 100 17.39 
100 13.66 100 13.91 
100 16.33 100 16.58 
100 17.12 100 17,37 
100 16.02 100 16.28 
100 4.90 100 5.23 
100 12.43 100 12.73 
100 8.70 100 9.04 
100 3,76 100 4.09 
Cucumbers 
July 246 
Aug. 109 
Sep. 238 
Oct. 307 
Muskmelons 
July 289 
Aug. 100 
Sep. 100 
Oct. 469 
Green peppers 
July 100 
Aug. 100 
Sep. 100 
Oct. 216 
Potatoes 
July 723 
Aug. 102 
Sep. 100 
Oct. 100 
Tomatoes 
July 318 
Aug. 429 
Sep. 224 
Oct, 394 
Watermelons 
July 100 
Aug. 162 
Sep. 162 
Oct. 229 
0.00 
0.00 
0.00 
0.00 
0.00 
1.71 
1 . 0 8  
0.00 
4.67 
9.85 
13.90 
0.00 
0.00 
0.00 
2.25 
2.24 
0.00 
0.00 
0.00 
0 .00  
0.25 
0.00 
0.00 
0 .00  
Sum of Squares 1003799 775648 
0.00 
0 .22  
0.00 
0.00 
0.00 
2.46 
1.84 
0.00 
6.58 
11.86 
15.92 
0.00 
0.00 
0.32 
2.84 
2.83 
0.00 
0.00 
0.00 
0.00 
0 .68  
0.00 
0.00 
0 .00 
0.00 
0.38 
0.00 
0.00 
0.00 
2.71 
2.08 
0.00 
7.20 
12.48 
16.54 
0.00 
0.00 
0.50 
3.03 
3.02 
0.00 
0.00 
0.00 
0.00 
0 .82  
0.00 
0.00 
0.00 
215 
100 
238 
307 
231 
100 
100 
469 
100 
100 
100 
162 
578 
100 
100 
100 
238 
429 
150 
329 
100 
122 
122 
229 
717835 
Table 6.5. Suppliers and shares when Iowa production is included 
Objective function = 4.244 mil. PHI = -.00002 
Crop 
Local 
Siippl ier 
Total % of 
1984 Total — 
(cwts.) 
Supplying State 
IOWA ILL. N.J. FLA. GA. N.C. 
Snap beans 
June actual 856 
current run 2052 
% of Actual 240 
2052 
285 
0 
571 
0 
July actual 2568 
current run 4475 
% of Actual 174 
100 2568 
4475 
0 
Aug. actual 3424 
current run 5954 
% of Actual 174 
75 2568 856 
5954 
0 0 
Sept. actual 2568 
current run 5046 
% of Actual 196 
100 2568 
5046 
0 
Oct. actual 3424 
current run 8931 
% of Actual 261 
33 1141 
8931 
0 
1712 
0 
571 
0 
IOWA ILL, 
Cabbage 
June actual 10093 
current run 10418 
% of Actual 103 
July actual 18232 
current run 18232 
% of Actual 100 
Aug. actual 15627 
current run 15627 
% of Actual 100 
Sept. actual 14323 
current run 14325 
% of Actual 100 
Oct. actual 20185 
current run 20185 
% of Actual 100 
13 0 1302 
9116 1302 
100 
86 15627 
2605 15627 
100 
96 14976 
651 14976 
100 
95 13674 
651 13676 
100 
94 18883 
1302 18883 
100 
CAL. TEX. FLA. N.C. 
326 2558 
0 0 
651 1302 
0 0 
326 326 
0 0 
Table 6.5. (Continued) 
Objective function = 4.244 mil. 
Local 
Total Suppli 
1984 % o£ 
(cwts.) Total 
Crops 
Sweet corn 
July actual 9464 
current run 11095 
% of Actual 117 
55 
Aug. actual 50907 
current run 50907 
% of Actual 100 
100 
Sept. actual 17622 
current run 18601 
% of Actual 106 
89 
Oct. actual 6200 
current run 6853 
% of Actual 111 
21 
PHI = -.00002 
Supplying State 
IOWA ILL. MO. N.Y. OHIO FLA. GA. 
3590 1632 326 3916 1632 
7506 3590 
100 0 0 0 0 
50907 
0 50907 
100 
15664 979 979 979 
1958 15664 979 
100 0 100 0 
1305 1305 653 2937 653 
4895 1305 653 
100 0 100 0 0 
Cucumbers 
July actual 
current run 
% of Actual 
Aug. actual 
current run 
% of Actual 
Sept. actual 
current run 
% of Actual 
Oct. actual 
current run 
% of Actual 
IOWA ILL. N.J. 
7123 50 3561 
17521 17521 
246 0 
7632 80 6105 
8336 8336 
109 0 
6614 69 4579 509 
15725 15725 
238 0 0 
5427 13 678 
16671 16671 
307 0 
FLA. GA. N.C. 
254 3307 
0 0 
1526 
0 
1526 
0 
848 1357 1696 
0 0 0 
Table 6.5. (Continued) 
Objective function = 4.244 mil. PHI = -.00002 
Local 
Total Supplier Supplying State 
1984 % of : 
(cwts.) Total 
Crops IOWA ILL. MIC. OHIO CAL. 
Muskmelons 
July actual 34765 
current run 100574 
% of Actual 389 
Aug. actual 53945 
current run 53945 
% of Actual 100 
Sept. actual 29171 
current run 29170 
% of Actual 100 
Oct. actual 3863 
current run 18106 
% of Actual 469 
12 3596 
96978 3596 
100 
2 799 
53945 
0 
4 400 
29170 
0 
17 666 
18106 
0 
599 200 30369 
0 0 0 
400 1199 51548 
0 0 0 
799 27972 
0 0 
3197 
0 
IOWA ILL. MIC. CAL. TEX. FLA. GA. N.C. 
Green peppers 
July actual 5224 
current run 5224 
% of Actual 100 
3192 
290 
290 
100 
290 871 290 1451 2032 
290 1451 
0 0 100 100 0 
Aug. actual 7546 
current run 7546 
% of Actual 100 
62 4063 
2902 4063 
100 
580 
580 
100 
1741 1161 
Sept. actual 5224 
current run 5224 
% of Actual 100 
67 
1741 
2322 
2322 
100 
1161 
1161 
100 
1741 
0 
Oct. actual 3676 
current run 7937 
% of Actual 216 
32 
6583 
967 
967 
100 
193 1354 
193 
100 0 
967 193 
193 
100 
Table 6.5. (Continued) 
Objective function = 4.244 mil. PHI = -.00002 
Local 
Total Supplier Supplying State 
1984 % of 
(cwts.) Total 
Crops IOWA MIC. CAL. IDA. N.D.-MN WAS. WIS. 
Potatoes 
July actual 56765 
current run 410135 
% of Actual 723 
Aug. actual 139395 
current run 141881 
% of Actual 102 
94367 
94367 
100 
Sept. actual 
current run 
% of Actual 
Oct. actual 116881 
current run 116881 
% of Actual 100 
36 
58 
57 
410135 
141881 
94367 
111612 
239 47939 6679 
0 0 0 
477 1431 
0 0 
3832 33531 4790 26346 24909 45986 
0 0 0 0 0 0 
1437 2874 12455 13892 105348 53171 
0 0 0 0 0 0 
7185 1916 24430 19161 5269 58920 
5269 
0 0 0 0 100 0 
IOWA ILL. MIC. OHIO CAL. TEX. FLA. GA. N.C. 
Tomatoes 
July actual 24052 
current run 76415 
% of Actual 318 
Aug. actual 30125 
current run 129202 
% of Actual 429 
Sept. actual 20408 
current run 45795 
% of Actual 224 
Oct. actual 14253 
current run 56185 
% of Actual 394 
35 
24 
76415 
129202 
45795 
56185 
1215 
0 
5324 
0 
1458 
0 
972 16520 
5345 5831 13119 
3401 4373 11176 
0 0 0 
162 324 12795 
0 0 0 
972 972 1215 2187 
0 0 0 0 
486 
0 
162 810 
0 0 
Table 6.5. (Continued) 
Objective function = 4.244 mil. PHI = -.00002 
Local 
Total Supplier Supplying State 
1984 % of — 
(cwts.) Total 
Crops IOWA ILL. MO. TEX. FLA. GA. 
WatermeIons 
July actual 27200 
current run 27200 
% of Actual 100 
19 
6240 
320 
320 
100 
4960 3520 
4960 3520 
100 100 
6240 12160 
12160 
0 100 
Aug. actual 92160 
current run 146946 
% of Actual 159 
95 2400 37920 49920 1920 
59106 37920 49920 
100 100 0 
Sept. actual 15360 
current run 24906 
% of Actual 162 
81 8160 
12426 8160 
100 
4320 2400 
4320 
100 0 
480 
0 
Oct. actual 1280 
current run 2937 
% of Actual 229 
25 
2617 
160 
160 
100 
160 640 
160 
100 0 
320 
0 
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levels did not fall as expected, because in these cases Iowa's costs were 
considerably lower than competing states due to both lower transportation 
costs and, in certain cases, higher yields. Crops which had reasonable 
quantities produced in the validation procedure had considerably larger 
quantities produced when the Iowa production activities were inserted. 
For example, snap beans which had been producing at the 100 percent level 
when current suppliers were being modelled (the base run), now produced 2 
to 2.5 times more production than was demanded. Cucumbers and tomatoes 
produced similarly high quantities. Muskmelon and potato quantities 
remained at same levels as in the base run, while green peppers and 
watermelon had lower production than when current suppliers were being 
modelled. Thus, in some respects, the model traded problems when Iowa 
production activities were inserted into the current supply model. Crops 
which had produced respectable quantities, now produced more than the 
acceptable level and vice versa. These results indicate that Iowa has 
considerable cost economies in the production of snap beans, cucumbers, 
and tomatoes when PHI equalled -0.00002. And Iowa does not have cost 
economies for green peppers and watermelons where a number of the states 
produced the crops at considerably lower costs than Iowa did. 
Table 6.5 indicates the states supplying Iowa by crop and month once 
Iowa is added to the base model when PHI equalled -0.00002. Iowa has Che 
cost advantage in the production of snap beans, cucumbers, muskmelons in 
August through October, potatoes except in October, and tomatoes in all 
months when risk is included in the program. Iowa produced some of all 
the other crops, except for August sweet corn, indicating that there were 
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some cost advantages over some of the competing states. In a later 
chapter, a crop by crop summary of the results will be discussed. 
Although these results, with PHI equal to -0.00002, indicate the 
best estimate of Iowa's cost advantage by crop, the risk neutral position 
indicates some interesting results in addition. These risk neutral 
results are shown in Table 6.6. The interesting facts are that crops for 
which Iowa was considered to have the cost advantage when PHI equalled 
-0.00002, do not have the advantage when PHI equalled 0. The opposite 
was also true. For example, in the first case, Iowa has a cost advantage 
for tomatoes when PHI equalled -0.00002 and Michigan has the advantage 
when PHI equals 0. In watermelons, early melons were produced by more of 
Iowa's competitors when risk was included than when it was not. In the 
latter case, sweet corn and cabbage are primarily produced by Iowa when 
there is no risk and by Illinois when there is risk. Also when risk is 
included, more states enter the production of cabbage, sweet corn, 
muskmelons, green peppers, potatoes, and watermelons than when risk is 
not included. Only snapbeans and tomatoes have less competitors when 
there is no risk in the program. 
These results indicate a substantial ability for Iowa to enter the 
commercial wholesale market in the future. However, because the data 
were not of the highest quality, certain parameterizations were needed to 
qualify the results which were obtained. In the next sections, those 
results will be explained. 
Table 6.6. Suppliers and shares when Iowa production is included 
Objective function = 2.164 mil. 
Crop 
PHI 
Local 
Total Supplier 
1984 % o£ 
(cwts.) Total 
IOWA 
0.0000 
Supplying State 
ILL. N.J. FLA. GA. N.C. 
Snap beans 
June actual 856 0 285 571 
current run 2639 2639 
% of Actual 308 0 0 
July actual 2568 100 2568 
current run 5966 5966 
% of Actual 232 0 
Aug. actual 3424 75 2568 856 
current run 7938 7938 
% of Actual 232 0 0 
Sept. actual 2568 100 2568 
current run 6487 6487 
% of Actual 253 0 
Oct. actual 3424 33 1141 1712 
current run 9923 9923 
% of Actual 290 0 0 
571 
0 
Cabbage 
June actual 
current run 
% of Actual 
July actual 
current run 
% of Actual 
Aug. actual 
current run 
% of Actual 
Sept. actual 
current run 
% of Actual 
Oct. actual 
current run 
% of Actual 
IOWA ILL. OHIO GAL. TEX. FLA. N.C, 
10418 
10418 
100 
18232 
18232 
100 
15627 
15627 
100 
14325 
14325 
100 
20185 
20185 
100 
12 
86 
96 
95 
94 
10418 
18232 
15627 
14325 
20185 
1302 3581 
0 0 
15627 651 
0 0 
14976 651 
0 0 
13674 651 
0 0 
18883 1302 
0 0 
326 4558 
0 0 
651 1302 
0 0 
326 326 
0 0 
Table 6.6. (Continued) 
Objective function = 2.164 mil. PHI = 0.0000 
Local 
Supplier 
Total % of 
1984 Total Supplying State 
(cwts.) 
Crop IOWA ILL. MO. N.Y. OHIO FLA. GA. 
Sweet corn 
July actual 11095 47 
current run 78103 78103 
% of Actual 704 
Aug. actual 50907 100 
current run 50907 50907 
% of Actual 100 
Sept. actual 18601 84 
current run 21352 20373 
% of Actual 115 
Oct. actual 6853 19 
current run 29087 28434 
% of Actual 424 
3590 1632 326 
0 0 0 
50907 
. 0 
15664 979 
0 0 
1305 1305 
0 0 
979 
979 
100 
653 
653 
100 
3916 1632 
0 0 
2937 
0 
979 
0 
653 
0 
Cucumbers 
July actual 
current run 
% of Actual 
Aug. actual 
current run 
% of Actual 
Sept. actual 
current run 
% of Actual 
Oct. actual 
current run 
% of Actual 
IOWA ILL. N.J. TEX. FLA. GA. N.C. 
7123 
21901 
307 
7632 
20840 
273 
6614 
15725 
238 
5427 
16671 
307 
50 
80 
69 
13 
21901 
20840 
15725 
16671 
3561 
0 
6105 
0 
4579 509 
0 
678 
0 
0 
848 
0 
254 3307 
0 0 
1526 
0 
1526 
0 
848 1357 1696 
0 0 0 
Table 6.6. (Continued) 
Objective function = 2.164 mil. PHI = 0.0000 
Local 
Supplier 
Total % o£ Supplying State 
1984 Total 
(cwts.) lOWA ILL. MIC. OHIO CAL. 
Muskmelons 
July actual 
current run 
% of Actual 
Aug. actual 
current run 
% of Actual 
Sept. actual 
current run 
% of Actual 
Oct. actual 
current run 
% of Actual 
34765 12 
201147 
579 
53945 2 
137714 
255 
29171 4 
88819 
304 
3863 17 
25866 
670 
3596 
19695.1 3596 
100 
799 
137714 
0 
400 
888X9 
0 
666 
25866 
0 
599 200 30369 
599 
100 0 0 
400 1199 51548 
0 0 0 
799 27972 
0 0 
3197 
0 
IOWA ILL. MIC. CAL. TEX. FLA. GA. N.C. 
Green peppers 
July actual 3224 6 290 290 871 
current run 19093 17932 290 871 
% of Actual 365 100 0 100 
Aug. actual 7546 62 4063 580 1741 
current run 20511 15868 4063 580 
% of Actual 272 100 100 0 
Sept. actual 5224 67 
current run 8264 4781 
% of Actual 158 100 
Oct. actual 3676 32 967 
current run 17857 16696 967 
% of Actual 486 100 100 0 
2322 1161 1741 
2322 1161 
100 0 
193 1354 
193 
967 
0 
290 1451 2032 
0 0 0 
1161 
0 
193 
0 
Table 6.6. (Continued) 
Objective function = 2.164 mil. PHI = 
Local 
Supplier 
Total % of 
1984 Total 
Crop (cwts.) IOWA 
Potatoes 
July actual 56765 
current run 820271 
% of Actual 1445 
820271 
Aug. actual 
current run 
% of Actual 
139395 
1418815 
1018 
36 
1418815 
Sept. actual 94367 
current run 549796 
% of Actual 583 
58 
549796 
Oct. actual 116881 
current run 678013 
% of Actual 580 
57 
678013 
0.0000 
Supplying State 
MIC. CAL. IDA. N.D.-MN WAS. WIS. 
239 47939 6679 
0 0 0 
3832 33531 4790 26346 
0 0 0 0 
1437 2874 12455 13892 
0 0 0 0 
7185 1916 24430 19161 
0 0 0 0 
477 1431 
0 0 
24909 45986 
0 0 
10538 53171 
0 0 
5269 58920 
0 0 
IOWA ILL. MIC. OHIO CAL. TEX. FLA. GA. N.C. 
Tomatoes 
July actual 24052 
current run 133726 
% of Actual 556 
Aug. actual 30125 
current run 206724 
% of Actual 686 
Sept. actual 20408 
current run 106854 
% of Actual 524 
Oct. actual 14253 
current run 93801 
% of Actual 658 
35 
24 
133726 
201379 
103453 
93639 
1215 
0 
972 16520 
0 0 
5345 5345 5831 13119 
5345 
0 100 0 
1458 3401 4373 11176 
3401 
0 100 
162 
162 
100 
0 0 
324 12795 
0 0 
972 972 1215 2187 
0 0 0 0 
486 
0 
162 810 
0 0 
Table 6.6. (Continued) 
Objective function = 2.164 mil. PHI = 0.0000 
Local 
Supplier 
Total %, of Supplying State 
1984 Total 
(cwts.) 
Crop IOWA ILL. MO. TEX. FLA. GA. 
Watermelons 
July actual 27200 19 
current run 72006 63206 
% of Actual 265 
Aug. actual 92160 95 
current run 298693 
% of Actual 324 
Sept. actual 15360 81 
current run 49813 49813 
% of Actual 324 
Oct, actual 1280 25 
current run 5286 5286 
% of Actual 413 
320 4960 3520 
320 4960 3520 
100 100 100 
2400 37920 49920 1920 
298693 
0 0 0 
8160 4320 2400 
0 0 0 
160 160 640 
0 0 0 
6240 12160 
0 0 
480 
0 
320 
0 
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Parameterization of Iowa's costs 
The yields for Iowa crops production were parameterized down in 10 
percent increments to indicate 10 percent increases in the costs of 
production. A total of five changes or a 50 percent increase in the 
costs of production were undertaken. The results of this parameteriza­
tion are shown in Table 6.7. 
Snap beans were unaffected by the increased costs while winter 
squash needed a 50 percent increase in costs before a change in supply 
areas would occur. Tomatoes and cucumbers need a 40 percent decrease in 
yields while cabbage and watermelons need a 30 percent decrease in 
yields. Sweet corn and muskmelons need a 20 percent decrease in yields. 
Only a 10 percent change in costs was necessary to change the supplying 
regions in broccoli, green peppers, summer squash, and potatoes indicat­
ing that they were fairly sensitive to errors in the production costs 
estimates. But for the most part, crops were fairly insensitive to 
increase in the costs of production. 
The production costs were also parameterized down by increasing 
Iowa's yields. This action was taken for two reasons. The first reason 
was to determine if lowering production costs would allow Iowa to compete 
more effectively in these markets. Secondly, would any higher yield 
levels allow Iowa to produce cabbage and August sweet corn at a profit? 
Only a 10 percent increase in yield was necessary to make Iowa less 
costly in the production of cabbage with PHI equal to -0.00002. But even 
by increasing the yield by 50 percent did not make cabbage a profitable 
crop for Iowa, with PHI equal to zero. With sweet corn production, a 10 
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Table 6.7. Sensitivity analysis with 10, 20, 30, 40, and 50 percent 
decreases in yields (PHI = -0.00002) 
Crop Changes in States Supplying Iowa 
Broccoli 
Base Iowa 
-10 % Iowa 
-20 % Gal..(Sept., Oct) 
-30 % Cal. (Aug., Sept., Oct) 
-40 % Cal. 
-50 % Cal. 
Snap beans 
Base Iowa 
-10 % Iowa 
-20 % Iowa 
-30 % Iowa 
-40 % Iowa 
-50 % Iowa 
Cabbage 
Base Illinois 
-10 % Illinois 
-20 % Illinois 
-30 % III., Ohio (Oct.) 
-40 % 111., Ohio (Aug.-Oct.), N.C. (June) 
-50 % 111., Ohio, Cal., Tex., N.C. 
Sweet corn 
Base 111. Ohio 
-10 % 111. , Ohio 
-20 % 111. , Mo., Ohio 
-30 % 111. , Mo., Ohio 
-40 % 111. , Mo., Ohio, F X a., Ga. 
-50 % 111. , Mo., Ohio, Fla., Ga. 
Cucumbers 
Base Iowa 
-10 % Iowa 
-20 % Iowa 
-30 % Iowa 
-40 % Iowa, 111 (July) 
-50 % Iowa, 111 (July) 
Table 6.7. (Continued) 
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Crop Changes in States Supplying Iowa 
Muskmelons 
Base 
-10 % 
-20 % 
-30 % 
-40 % 
-50 % 
Iowa, 111. (July) 
Iowa, 111. (July) 
111., Mich. 
111., Mich, 
111., Mich. 
111., Mich., Ohio, Cal, 
urop Changes in States Supplying Iowa 
Green Peppers 
Base 111., Mich., Fla., Ga. 
-10 % 111., Mich., Fla., Ga., B.C. (July) 
-20 % 111., Mich., Fla., Ga., B.C. 
-30 % 111., Mich., Fla., Ga., N.C. 
-40 % 111., Mich., Fla., Ga., N.C. , Cal. 
-50 % 111., Mich., Fla., Ga., N.C. , Cal., 
Potatoes 
Base Iowa, Wash. (Oct.) 
-10 % Ida., Wash. 
-20 % Ida., Wash. , Mich. 
-30 % Ida., Wash. , Mich. 
-40 % Ida., Wash. , Mich. 
-50 % Ida., Wash. , Mich. 
, Wis., N.D.-Mn. 
, Wis., N.D.-Mn., Cal. (Aug.) 
, Wis., N.D.-Mn., Cal. (July, Aug ) 
Summer squash 
Base Iowa 
-10 % Iowa 
-20 % Mo. (June) 
-30 % Mo. (June) 
—40 % Mo. 
-50 % Mo. 
Winter Squash 
Base Iowa 
-10 % Iowa 
-20 % Iowa 
-30 % Iowa 
-40 % Iowa 
-50 % Mo. 
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Table 6.7. (Continued) 
Crop 
Tomatoes 
Base 
-10 % 
-20 % 
-30 % 
-40 % 
-50 % 
Watermelons 
Base 
-10 % 
-20 % 
-30 % 
-40 % 
-50 % 
Changes in States Supplying Iowa 
Iowa 
Iowa 
Iowa 
Iowa 
Mich. 
Mich., Cal. (Aug., Sept.) 
111., Mo., Tex. (July), Ga. (July) 
111., Mo., Tex. (July), Ga. (July) 
111., Mo., Tex. (July), Ga. (July) 
111., Mo., Tex., Ga. 
111., Mb., Tex., Ga., 
111.. Mo.. Tex.. Ga.. Fla. (Jul.) 
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percent increase in production removed Illinois from production, but more 
than a 40 percent increase was necessary to eliminate Ohio. And even 
with a 50 percent increase in yields and PHI equal to zero, August sweet 
com was not profitable. 
Muskmelon was as sensitive to the yield increase as was cabbage. 
Only a 10 percent increase in the yield removed Illinois from competition 
in that period. A yield increase of approximately 30 percent was neces­
sary to eliminate most of the competitors from green pepper production. 
However, to exclude Illinois from the market, a 50 percent increase in 
yield was necessary. These yields are approximately 113 cwt. and 122 
cwt., respectively. 
August potatoes needed an approximate 10 percent increase in yield 
to drop Washington from competition. Potatoes seemed to be highly sensi­
tive to changes in the production costs, regardless of the direction, 
because a small increase (10 percent) in costs also brought most of 
Iowa's major competitors into the solution. 
A 10 percent increase in watermelon yields removed most of Iowa's 
competitors, Illinois and Missouri, from the solution. These states were 
not in solution, after the 10 percent yield increase, except for the 
earliest period of production. In this earliest period of production, 
earliness considerations were added to the Iowa's production costs. The 
earliness considerations were the costs of transplants and plastic and 
the labor to plant the transplants, install and remove the plastic. 
Illinois held the cost advantage in this early period up to about 260 
cwt., while Missouri still held the advantage at 300 cwt. 
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As was done in the previous section, the solution sensitivity to 
increasing Iowa's production costs were checked with PHI equal to 0. 
These results, depicted in Table 6.8, show that for most crops, Iowa is 
even less sensitive to errors in the estimates of the production costs. 
Notable exceptions to this are cucumbers and muskmelons where competitors 
enter much earlier. Note also that Michigan is the least cost supplier 
of tomatoes when PHI is 0 but other states do not enter solution until 
greater than a 30 percent change in Iowa's costs allow them entry. 
From the preceding results, the first five propositions be answered. 
The first proposition can be answered in the affirmative. There are 
certain crops for which Iowa has a cost advantage. Iowa has a cost 
advantage in the production of snap beans, cucumbers, muskmelons, 
potatoes and tomatoes. Furthermore, Iowa also has a cost advantage over 
some of the current competitors in the rest of the crops studied except 
sweet corn during August where there were no other competitors. 
The results indicate mixed conclusions for proposition 2. Two-
thirds of the crops studied needed a 20 percent or greater increase in 
costs to change the answers to the original solution in objective 2. But 
broccoli, green peppers, potatoes, and summer squash were very sensitive 
to changes in production costs. Yet, these crops could account for 
approximately half of the total acreage included in this study. 
Proposition 3 would also have mixed conclusions. A 10 percent 
increase in yield brought about a cost advantage for cabbage, sweet corn, 
muskmelons and watermelons. Green peppers, however, needed substantial 
increases in their yield to bring about Iowa's cost competitiveness. 
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Table 6.8. Sensitivity analysis with 10, 20, 30, 40, and 50 percent 
decreases in yields (PHI=0.0000) 
Crop Changes in States Supplying Iowa 
Broccoli 
Base Iowa 
-10 % Iowa 
-20 % Cal. (Sept., Oct) 
-30 % Cal. (Aug., Sept., Oct) 
-40 % Cal. 
-50 % Cal. 
Base Iowa 
-10 % Iowa 
-20 % Iowa 
-30 % Iowa 
-40 % Iowa 
-50 % Iowa 
Cabbage 
Base Iowa 
-10 % Iowa 
-20 % 111., Tex. 
-30 % 111., Tex. 
-40 % 111., Tex. 
-50 % 111., Tex. 
(July) 
Sweet corn 
Base Iowa, Ohio 
-10 % Iowa s Ohio 
-20 % 111., Ohio 
-30 % 111., Ohio, Mo 
-40 % 111., Ohio, Mo 
-50 % 111., Ohio, Mo 
Cucumbers 
Base Iowa 
-10 % Iowa 
-20 % Iowa, 111. (July) 
-30 % Iowa, 111. (July) 
-40 % Iowa, 111. (July) 
-50 % 111. 
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Table 6.8. (Continued) 
Crop Changes in States Supplying Iowa 
Muskmelons 
Base Iowa, 111. (July) 
-10 % Iowa, 111. (July) 
-20 % 111., Mich. 
-30 % 111., Mich. , Cal. (July, Oct.) 
-40 % 111., Mich. , Cal. 
-50 % 111., Mich. , Cal. , Ohio (July) 
Green Peppers 
Base 
-10 % 
-20 % 
-30 % 
-40 % 
-50 % 
Potatoes 
111., Mich. 
111., Mich. 
111., Mich., Fla., Ga., Tex. 
111., Mich., Fla., Ga., Tex. 
111., Mich., Fla., Ga., Tex., N.C. (July) 
111., Mich., Fla., Ga., Tex., N.C., Cal. (Oct.) 
Base Iowa 
-10 % Iowa, Wis. (Oct . )  
-20 % Wis., N.D.-Mn. 
-30 % Wis., N.D.-Mn., Mich. 
-40 % Wis., N.D.-Mn., Mich., Ida. 
-50 % Wis., N.D.-Mn., Mich., Ida., 
Summer squash 
Base 
-10 % 
-20 % 
-30 % 
-40 % 
-50 % 
Iowa 
Iowa 
Mo. (June) 
Mo. (June) 
Mo. 
Mo. 
Winter Squash 
Base Iowa 
-10 % Iowa 
-20 % Iowa 
-30 % Iowa 
-40 % Iowa 
-50 % Mo. 
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Table 6.8. (Continued) 
Crop Changes in States Supplying Iowa 
Tomatoes 
Base Mich. 
-10 % Mich. 
-20 % Mich. 
-30 % Mich. 
-40 % Mich., Ohio, Cal. (Aug-Oct.), Tex. 
-50 % Mich., Ohio, Cal., Tex. 
Watermelons 
Base 111. (July), Mo., (July) Tex. (July) 
-10 % 111. (July), Mo., (July-Sep.), Tex. (July), Ga. (July) 
-20 % 111., Mo., Tex., Ga. (July) 
-30 % 111., Mo., Tex., Ga. (July) 
-40 % 111., Mo., Tex., Ga. (July) 
-50 % 111., Mo., Tex., Ga. 
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Earliness considerations in muskmelons and watermelons appeared not to be 
cost effective in the current situation for the commercial wholesale 
fresh market. But a 10 percent increase in the muskmelon yield allevi­
ated the cost disadvantage incurred by the earliness considerations, 
while a 30 percent increase was necessary to remove Illinois and a 50 
percent increase was necessary to remove Missouri when the earliness 
inputs were considered for watermelons. 
From the parametrics done on the PHI parameter shown in Table 6.4 
and the results shown in Table 6.5, it was found that some change in the 
cost advantage took place. Cabbage, sweet corn, October potatoes and 
tomatoes changed supply areas as PHI increased in absolute value. Other 
than these changes the parametrics only changed the level of production 
with each crop and month, not who was producing it. Thus, Iowa, for the 
most part, was not any less risky than its competitors. This would be 
expected as the Iowa, Illinois, Michigan, and Missouri risk data were 
very similar. Although they were similar, they were not identical 
because certain crops such as potatoes had data available for all states, 
while Illinois and Missouri had data available for sweet com and water­
melons. Thus, proposition 4 is also answered in the affirmative. The 
mix of states who supplied the market did not change much while the 
quantity supplied the market did change. 
Proposition 5 was also answered in this set of runs. The increase 
in PHI changed the production area for cabbage, sweet corn, potatoes, and 
tomatoes. When PHI was equal to zero, Iowa has the cost advantage in 
cabbage, sweet corn in July and August, and potatoes, but did not have 
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the cost advantage in tomatoes. When PHI was set at the assumed national 
risk aversion parameter, Iowa lost its competitive edge in cabbage, sweet 
corn, and October potatoes, but gained the edge in tomatoes. Thus, 
proposition 5 has to be answered in the negative. Four of nine crops 
with risk data changed their state of production. 
Pure comparative advantage 
Our fifth objective was to determine the states which had pure 
comparative advantage in the modern sense of the definition. This meant 
that factor intensities were assessed in terms of costs rather than in 
physical abundance because the former definition gives better answers in 
a theoretical sense. The proposition, due to preliminary investigations, 
was that a considerable difference would be found in the pure comparative 
advantage framework than was found in the second objective. 
The results for this formulation of the model are found in 
Table 6.9. They show the preliminary conclusions to be true. A consid­
erable number of the competing states have a comparative advantage over 
Iowa in the production of fruits and vegetables included in this study. 
Iowa held a comparative advantage in the production of snap beans, cucum­
bers, winter squash, and tomatoes, only. The results change little with 
PHI equal to zero, shown in Table 6.10, except that Michigan has the 
comparative advantage in tomato production. Hence, proposition 6 is 
answered in the affirmative. 
279 
Table 6.9 States which hold pure comparative advantage over Iowa 
PHI = -0.00002 
CROP STATE 
Broccoli California 
Snap beans Iowa 
Cabbage Illinois^, California, North Carolina 
Sweet com Illinois^, Ohio^, Florida, Georgia (July) 
Cucumbers Iowa 
Muskmelons Illinois (July)^, Michigan (July) 
Green peppers Illinois®, Michigan®, Florida, Georgia® 
Potatoes Washington, Idaho 
Summer Squash Iowa, Missouri (June), Georgia (June) 
Winter Squash Iowa 
Tomatoes Iowa 
Watermelons Illinois®, Missouri®, Texas®, Georgia® 
^Indicates the state was also least cost suppliers with transporta­
tion costs included. 
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Table 6.10. States which Hold Pure Comparative Advantage over Iowa 
PHI = 0.0000 
CROP STATE 
Broccoli 
Snap beans 
Cabbage 
Sweet com 
Cucumbers 
Muskmelons 
Green peppers 
Potatoes 
Summer Squash 
Winter Squash 
Tomatoes 
Watermelons 
California 
Iowa 
Tex., N.C. 
111., Ohio, Ga. 
Iowa, 111. (July) 
111. (July), Mich., Cal. 
111., Mich., Tex., Fla., Ga. (July), N.C. (July-Aug.) 
Cal., N.D.-Mn., Wash., Wis. 
Iowa, Mo. (June), Ga. (June) 
Iowa 
Mich., 
111., Mo., Tex., Ga. • 
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Fuel cost parameterization 
At the beginning of this study, increased and increasing fuel costs 
were thought to be a major contributing reason to the cost advantage held 
by Iowa or soon to be held by. Iowa in most of the crops studied. The 
original intention was to determine how high the costs of fuel would have 
to rise in order to give Iowa the cost advantage for these crops. 
However, in the interim, OPEC, the oil cartel, has fallen into disarray 
and the price of petroleum has fallen significantly. Thus, it became 
imperative for another parameterization to be included in the objective. 
To model falling oil prices, fuel prices were also decreased to half of 
the 1984 level which is the basis for the model's fuel costs. 
When fuel costs were increased for transportation, with an elas­
ticity of 1 assumed for the fuel cost to the transportation rate charged, 
some of the states fell out of competition. See Table 5.11 for the 
results of this formulation. Cabbage was sensitive to increased fuel 
prices with the results changing with a 20 percent increase, while pota­
toes were sensitive after as small a change as 10 percent. The rest of 
the crops were insensitive to a change in the fuel costs with up to a 50 
percent increase in the fuel price, or a price of approximately SI.75, 
not having an effect on the optimal solution results. 
Decreasing fuel costs did not result in spectacular changes either. 
When fuel costs fell 10 percent, Washington potatoes in September entered 
the solution. After a 20 percent decrease in fuel costs, Washington's 
July potatoes entered solution and with a 30 percent increase in fuel 
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Table 6.11. Results of Increased Fuel Costs 
PHI = -0.00002 
Crop State 
Cabbage 
Base 
10 % 
20 % 
30 % 
Sweet corn 
Base 
10 % 
20 % 
30 % 
Muskmelons 
Base 
10 % 
20 % 
30 % 
111. 
Iowa, 111. (Oct.) 
Iowa 
Iowa 
111., Ohio 
No change 
No change 
No change 
Iowa, 111. (July) 
No change 
No change 
No change 
Green peppers 
Base 111., Mich., Fla., Ga. 
10 % No change 
20 % No change 
30 % No change • 
Potatoes 
Base Iowa, Wash. (Oct.) 
10 % Iowa 
20 % No Change 
30 % No Change 
Watermelons 
Base 111., Mo., Tex., Ga. 
10 % No Change 
20 % No Change 
30 % No Change 
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costs Washington's August potatoes entered the solution. No other 
changes occurred in the optimal solution. 
Proposition 7, that fuel cost changes would have little effect, can 
be answered in the affirmative. Only cabbage and potatoes were sensitive 
to fuel cost changes. Perhaps a more interesting question would be what 
if transportation costs were halved or doubled due to some structural 
change. More than likely, this action would result in changes in the 
optimal solutions, as was already noted when transportation costs were 
dropped from the optimal solution. 
Short run cost considerations 
Competing states were allowed to operate at short run costs to 
determine if, in the short run, they only had to meet the variable costs 
of production, could they effectively bar entry into the market by Iowa 
producers. The results again were mixed. California entered October 
broccoli production, Michigan entered July muskmelon production, Missouri 
entered early susmer squash production. North Carolina entered July green 
pepper production, and Idaho and Washington entered potato production in 
all periods. 
Proposition 8, that there would be substantial changes from the 
original solution, when fixed costs were eliminated from competing 
states, can only be partially answered in the affirmative. The only crop 
which had substantial changes was potatoes, where two of the major 
competitors entered solution when they had not been in the original solu­
tion. The only other crop of major importance that changed was October 
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broccoli. All the rest of the different results occurred in transitional 
months where there were suppliers with no earliness considerations to 
overcome, so that their variable costs were less than those associated 
with getting the production on the early market by Iowa growers. 
Labor cost parametrics 
As distant states had no cost advantage in the production of most of 
their crops, Iowa's labor costs were increased instead of decreased 
because perhaps Iowa's rather low farm wage of approximately $4.64 in 
1984 would not be high enough to attract the labor necessary to do the 
menial labor required for the production of fresh fruits and vegetables. 
Higher wage rates were then applied to Iowa to see how much those rising 
labor costs would change Iowa's cost advantage in production. The labor 
rate was increased in 20 percent increments until doubled to check the 
proposition that only Iowa's labor intensive crops would be affected by 
increased costs of labor. 
Doubling labor costs in Iowa did not affect broccoli, snap beans, 
sweet corn, cucumber, muskmelons, green peppers, and summer and winter 
squash. Potatoes, tomatoes, and watermelons played a game of tradeoff. 
With a 100 percent increase in labor costs, Washington potatoes entered 
solution in all the other market periods. (It was already supplying a 
portion of October potato demand.) Lower percentage changes in labor 
costs, however, caused increases in potato production and reduced quanti­
ties of tomatoes and watermelons. This change in the solution occurred 
because the more risky and Labor intensive tomatoes were traded for the 
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less risky and less labor intensive potatoes. Thus, as labor costs 
increased, decreased tomato production reduced the risk in the whole 
program. As there was an exponential decrease in the variance, because 
of the reduced revenue deviations associated with total production in all 
crops, the risk cost decreased allowing for added production of pota­
toes. 
Proposition 9, that the increased labor costs would decrease labor 
intensive crops in proportion to less labor intensive crops can be 
answered in the affirmative. The highly labor intensive tomatoes were 
traded for the less labor intensive potatoes. However, no less potatoes 
were grown by Iowa even though Washington picked up all the other market 
periods. This occurred because the Iowa potato production was also more 
profitable because of the reduced deviations due to less tomato produc­
tion. 
Summary 
In Chapter VI. the results and analysis have been discussed and the 
propositions have been affirmed or denied. In the first section, Iowa's 
competitors were determined and modelled. From this modelling process, 
the national risk parameter of -0.00002 was chosen. The major problem 
with modelling competitors was the inability to obtain a solution with 
more than one supplying area entering the solution. Thus, supplying 
areas were assigned fixed supplies, given assumptions about the quantity 
they were currently supplying to the market. 
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Once current suppliers had been modelled and satisfactory results 
had been obtained, Iowa's production activities were inserted into the 
model and the program optimized. Given the results of this optimization 
and the sensitivity analysis applied to the program, the nine proposi­
tions of the dissertation were evaluated. The results indicated that 
Iowa did have a cost advantage in the production of snap beans, 
cucumbers, muskmelons, potatoes, and tomatoes. But if risk was not 
included, Iowa also had a cost advantage in the production of cabbage and 
sweet corn but not in tomatoes. 
The results of the sensitivity analysis implied mixed conclusions 
about the strength of the results. Two-thirds of the crops studied, 
needed at least a 20 percent error in Iowa's cost estimation to change 
the results. However, broccoli, green peppers, potatoes and summer 
squash were very sensitive to errors in the estimation procedure. 
Furthermore, only minor increases in yield were necessary to allow 
Iowa the cost advantage in cabbage, sweet corn, early muskmelons, and 
watermelons. Green peppers, however, needed substantial changes in 
their yield to bring about their cost advantage. Thus, both propositions 
2 and 3 had mixed conclusions. 
Propositions 4 and 5 were also answered with mixed conclusions. The 
major effect of making the risk parameter more negative was to decrease 
production. But supplying areas with the cost advantage for some crops 
did change as PHI was changed. With no risk cost Iowa had the cost 
advantage in sweet corn, cabbage, and October potatoes but not in toma­
toes. As PHI became more negative, cabbage and sweet corn were produced 
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by Illinois rather than Iowa, while tomatoes changed from Indiana to Iowa 
as the state with the cost advantage. Thus, supply regions were somewhat 
affected by the inclusion of risk in the program. 
This study also included the case of pure comparative advantage 
where it was found that Iowa held a comparative advantage in the produc­
tion of snap beans, cucumbers, winter squash, and tomatoes, only. 
Furthermore, the research included studies on increasing and decreasing 
fuel costs and sensitivity of the results to Iowa having to pay more for 
labor to produce the vegetables. The results showed that changes in both 
fuel costs and labor costs would have little effect on the cost advantage 
held by Iowa and competing states. 
As a last check on the strength of the results, competing states 
were allowed to produce at short run costs to check whether they could 
bar Iowa from entering the market. Only potatoes and broccoli were 
affected by this change in assumptions. • Iowa's major competitors, Idaho 
and Washington entered solution, while California broccoli entered 
solution in October. 
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CHAPTER VII. CROP-BY-CROP SUMMARY AND ESTIMATED POTENTIAL ACRES 
Introduction 
In the previous chapter, the results were summarized in terms of the 
overall model results to indicate, in general, how well the model worked. 
In this chapter, the results are summarized by crop, showing both the 
strength of the results and the qualifications which should be made in 
light of the recent marketing studies done by Iowa State University and 
the Iowa Department of Agriculture. In addition, the market potential 
for the expansion of fruits and vegetables will be outlined under three 
scenarios: one which is most likely, one which accounts for the 1982 
Census of Agriculture data, and one which accounts for the 1985 ISU 
Horticulture department data, 
Crop-by-Crop Summary 
Broccoli 
Broccoli is a crop which is almost entirely produced by California. 
In the Chicago market, Illinois producers were capturing approximately 25 
percent of that market throughout the summer season. Unfortunately for 
this analysis no budgets on broccoli were available from Illinois, 
Wisconsin, or Michigan. Thus, the analysis was based only on 
California's and Iowa's production costs. Furthermore, California had 
the only revenue time series for the broccoli crop. New Jersey had a 
partial data set but their data only covered 6 years in the early 1960s 
Hence, the broccoli analysis examined only cost competition between 
California and Iowa and did not include a risk analysis. 
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The results indicated that Iowa had a cost advantage in broccoli 
production, but that a 10 percent increase in Iowa's cost would allow 
California to become competitive. These results also showed that only a 
small error in either the yield or the cost of production would give 
California the cost advantage. 
Furthermore, market survey results showed that commercial wholesale 
buyers in the midwest preferred the California broccoli to the midwest 
grown broccoli. Only in the Chicago area market did buyers indicate a 
willingness to buy midwest grown broccoli, but only if it was properly 
precooled and packed in standardized boxes. The main reason stated for 
the reluctance to buy midwest grown broccoli was that California growers 
tended to be more honest about the quality of the crop and the uniformity 
of their pack was better than what buyers had experienced with midwest 
growers. Part of the reason the buyers felt the midwest had a lower 
quality crop was the lack of precooling which enhances the crop's shelf 
life. However, there is a least one instance where an Iowa farmer is 
supplying the commercial wholesale market with fresh broccoli which is 
not precooled but has been stored in a cooler. Thus, knowledge of the 
market niche's requirements may allow local growers to meet buyers 
demands with less than a standard cooled pack. 
Furthermore, one of the major problems that farmers will have to 
overcome in Iowa is the problem of staying in the market for the duration 
of the local season. Broccoli quality drops as the summer temperature 
increases. According to the Chicago arrivals data, consumption of the 
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crop in general drops in August, the hottest summer month, probably 
because of the lower quality crop on the market from all sources. 
Snap beans 
As is noted in table 6.2, the quantity of snap beans produced by 
local states is very high once production starts taking place in the 
northern region. Early production takes place in Florida and Georgia and 
late production in Georgia and North Carolina, while the main season is 
supplied by the local states such as Illinois. The percentage varied 
from 75 to 100 for the peak summer season production. Thus, snap beans 
is one crop, given this information, which should be grown in-state. The 
results of our model indicated that this was true, also. Parametrics on 
production, fuel and labor costs all implied that snap beans were very 
insensitive to cost changes in either positive or negative directions. 
During the ISU buyer survey interviews, snap beans were listed as an 
item which is almost always purchased locally once the season starts. 
The only restriction buyers indicated was for the snap beans to be 
handpicked, rather than machine picked. They felt that the snap beans 
did not have as long a shelf life when they were machine picked. They 
further stated that the machines caused bruising of the bean, therefore, 
browning the snap bean, making it less saleable. Hence, they stated a 
preference and a willingness to pay the difference for handpicked snap 
beans. In conclusion, the evidence indicates a good potential for 
increased production of snap beans for the commercial wholesale 
market. 
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Cabbage 
Cabbage is a crop with many early or transitional period suppliers. 
Large early suppliers are Ohio and Texas with smaller competitors being 
California, Florida, Illinois and Texas. As the local crop comes into 
production, Illinois becomes the major supplier. Illinois production in 
the model is a proxy composed of Wisconsin, Michigan, and Indiana produc­
tion. No budgets were acquired for these states and therefore, their 
production was included with Illinois. Ohio supplies a minor portion of 
total demand throughout the northern harvest season. 
The analysis indicates that Illinois has the comparative advantage 
in fresh cabbage production, when PHI equals -0.00002. Iowa only 
supplies the residual demand which was originally associated with Ohio 
and the other states in the early and late transitional market periods. 
A 10 percent increase in Iowa's yield would make Iowa cost competitive 
with Illinois, but the cabbage market is glutted and price is substan­
tially below the long run costs of production. Even when the risk cost 
variable was removed and Iowa's yield was increased by 50 percent, 
cabbage production was not profitable. This translates to a yield 375 
cwt. yield. However, Iowa did have the cost advantage when PHI was equal 
to zero. So when the oversupply of cabbage ends, Iowa should be capable 
of entering the market profitably. 
Fuel cost parametrics indicated that only a 20 percent change in 
fuel costs was necessary to make Iowa competitive with Illinois, with the 
exception of October production where a 30 percent change found cabbage 
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being completely produced by Iowa. Increasing labor costs by lOD percent 
found no change in production location. 
Thus, although cabbage could be grown with only a minor decrease in 
the production costs or increase in yield, the prognosis for a profit in 
the current (1984) flooded market implies that producers should not have 
cabbage high on their list of priorities. There is, however, one case 
where cabbage can be found to cause a profit. Some buyers, interviewed 
by the ISU survey team, indicated that cabbage could be included in mixed 
loads to improve the attractiveness of a grower's sale. Thus, cabbage 
can be used as a loss-leader item, where buyers were more likely to buy 
other crops if the producer could also load on some cabbage. 
Sweet com 
Sweet corn production is another crop for which a considerable 
portion of Chicago demand was supplied by local producers. Greater than 
one-half of the production was supplied by the local state with the rest 
being supplied by New York, Florida, and Georgia. Illinois supplied 100 
percent of the August demand and held 89 percent of the September demand. 
The demand for sweet corn appears to be very seasonal from the arrivals 
data. The quantity demanded rises during July, peaks in August, and 
falls through the rest of the season. In fact, August sweet corn arriv­
als was greater than all the rest of the summer harvest period arrivals. 
New York, Ohio, Florida, and Georgia supply a portion of the late summer 
production with Florida being the exception in September as their produc­
tion first comes onto the market in October. 
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Iowa is a residual supplier in this study, but has lower costs of 
production than all other states except Illinois and Ohio when PHI 
equalled -0.00002 or larger in absolute value. The results are fairly 
stable with a 20 percent increase in costs necessary to change the 
results from the original solution. Yet, only a 10 percent increase in 
yield to just 1100 dozen ears would remove Illinois from competition in 
this market. The sweet corn solution was impervious to a labor cost 
increase as a 100 percent increase in sweet corn yield did not change the 
solution. 
All of the above results, however, are contrary to the real situa­
tion. Considerably more sweet com is grown in Iowa, than this model 
currently indicates except in the risk neutral situation. However, this 
can be easily explained. A considerable amount of the sweet corn 
produced in Iowa is sold direct either through direct-to-consumer markets 
or directly to retail outlets. Often the sweet com is not cooled but is 
picked early in the morning and delivered to the stores. Usually the 
store keeps this com only one day and wants a new supply the next day. 
In addition, the produce is only sacked or may even be delivered bulk. 
All of these procedures lower the costs of producing sweet corn consid­
erably. However, the sweet corn market being researched in this study 
has fairly stringent requirements for sale. But these requirements may 
only apply to out-of-state produce which must be cooled to have a shelf-
life after it has been in transit for at least a day. 
New varieties of high sugar sweet corn are reducing the need for in­
state producers to cool their produce as the sugar content stays higher 
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for a longer period of time than the 'old standard' varieties of the 
sweet com industry. These older varieties needed immediate cooling if 
the sweetness was to be maintained for a proper shelf-life. 
Thus, although this study indicates that Illinois was supplying the 
major amount of Iowa's market and the Iowa Department of Agriculture 
survey also indicated Illinois was a major competitor, Illinois may only 
be a major supplier of those market outlets which require a cooled 
product. In these cases, Iowa would supplant a much smaller amount in 
these markets due to the reduced quantities which would assumed to be 
demanded in this much smaller market. For example, because Iowa is 
already supplying some of the retail grocery stores directly, the per 
capita consumption figure for the rest of the commercial wholesale market 
should be reduced. 
Cucumbers 
Cucumbers are supplied to the Iowa market by Florida and North 
Carolina in the early market periods and again during the October transi­
tional market. Additionally, Georgia supplies the October market while 
Texas supplies cucumbers in September. North Carolina serves as a proxy 
state for southeastern seaboard states' production, in addition to their 
own. Thus, North Carolina does not serve all four market periods as it 
appears. Illinois is the major supplier of cucumbers, producing at least 
50 percent of the market, except during October when it drops Co a mere 
13 percent of the monthly market. This latter figure may reflect the 
portion of the month before frost kills the vines, more than the fact 
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they are not the major supplier to the Chicago market during the earlier 
part of October. Due to the high sensitivity of cucumbers to frost, 
there will be years in which no production occurs in October because 
frost will have occurred before that date. 
Cucumbers were very insensitive to increases in their production 
costs. A 40 percent increase was necessary before any change was appar­
ent in the solution. Likewise, no change was apparent in the solution 
when a 100 percent increase in the labor costs was modelled into the 
solution. 
Cucumbers, however, were a crop which was problematic in the solu­
tion. Iowa's assumed yield was high enough that when Iowa's production 
was added to the solution, production increased to unacceptable levels. 
Solution production levels were 246, 109, 238, and 307 percent of the 
levels demanded in 1984. The major problem associated with these answers 
is that the flexibilities used are valid only over a narrow range around 
the quantities actually demanded. There is no assurance that if Iowa 
produced at these levels that the price would remain at a profitable 
level. Therefore, some saturation level must be included in the final 
recommendation of the number of acres which Iowa could produce to meet 
demand. 
Muskmelons 
Muskmelons are primarily supplied by California in all periods with 
local producers only capturing 2 to 4 percent of the market during the 
August and September according to the Chicago arrivals data. Further­
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more, imiskmelons are a crop with a seasonal demand. Production rises 
during July, peaks in August, and falls during the rest of the market 
season according to the Chicago arrivals data- Total local production to 
the Chicago market actually peaks during July and remains fairly even 
throughout the rest of the market periods. Ohio is the only supplier 
other than Illinois, Indiana (represented by Illinois), Michigan, and 
California. 
All of the data indicate that Iowa is the least cost producer of 
muskmelons. Those results hold with a 10 percent increase in production 
costs. At 20 percent, both Illinois and Michigan enter the solution. 
With a 50 percent increase in costs, California and Ohio enter the solu­
tion. Thus, solution sensitivity indicates that costs or yields could be 
considerably be misestimated and the solution would still remain the 
same. This is further evidence of the insensitivity of the solutions to 
increases in costs. 
The problem with these results is that currently California holds a 
considerable portion of the muskmelon market. In the industry, buyers 
refer to California muskmelon as cantaloupe and midwestern or eastern 
muskmelons as muskmelons. This distinction between the areas indicates 
that a quality difference is perceived by these buyers. In fact, there 
is a difference. California muskmelon is smaller than the midwestern 
melon and has a longer shelf life even when both are cooled. Midwest 
buyers have indicated a reluctance to buy midwest melons in any larger 
portion of the market because of the lack of precooling, but did indicate 
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they were willing to increase purchases if the crop was properly 
precooled, even though it has a shorter shelf live when it is cooled. 
Leaf lettuce 
Ohio and California are the major suppliers to the midwest market 
according to the Chicago arrival data. However, budget data were not 
available from either state on the costs of production. Thus, no real 
comparison of Iowa to its major competitors can be accomplished. 
Therefore, only the number of acres necessary for supply to equal demand 
will be included in the analysis. 
Green peppers 
Green peppers are supplied in the early transitional market periods 
by California, Texas, Florida, Georgia, and North Carolina. Local 
production by Illinois and Michigan accounts for more than 60 percent of 
demand during August and September and supply one-third of the market in 
October. The fact, that they supply only 6 percent of the July market, 
may be an indication of the portion the month they are able to produce. 
The results of this study indicated that Iowa was a residual 
supplier of green peppers. Illinois, Michigan, Florida, and Georgia had 
lower costs of production than did Iowa. To change the solution away 
from Iowa significantly, at least a 40 percent increase in costs was 
necessary. The green pepper solution was also fairly insensitive to 
increases in the the yield to lower the costs of production. An increase 
of 30 percent in the yield to about 113 cwt. was necessary to compete in 
the early markets. But to remove Illinois from competition during the 
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main season, a yield of about 122 cwt. was necessary. The green pepper 
solution was unaffected by increases in labor costs. 
Thus, although the green pepper solutions were insensitive to all 
but large cost changes, the quantities which could be supplied by Iowa 
should be fairly consistent with our results. Local buyers showed no 
reluctance to buy green peppers and arrivals to the Chicago market indi­
cate that green peppers are being bought from local producers. 
Potatoes 
Potatoes were supplied in the transitional periods by the southwest 
U.S. which was portrayed by California. Idaho, Michigan, Washington, and 
Wisconsin supply some of the market but do not become large suppliers 
until August, when they were joined by North Dakota and Minnesota. 
Wisconsin becomes the largest single supplier to the Chicago market in 
August. The Iowa Department of Agriculture survey indicates a similar 
list of suppliers. 
By including Wisconsin in the group of local states supplying the 
midwest market, the statistics indicate that local suppliers are a 
significant portion of the potato market. However, most potato produc­
tion for late summer, fall and winter consumption comes from northern 
states or areas with cool summer nights. This type of climate enhances 
potato production and quality. However, the ISU horticulture experts 
gave their assurances Chat Iowa would meet the standards for tables cock 
potato production. Note, however, the small quantities that Illinois and 
Michigan (as proxied by Michigan in the model) represent of the total 
299 
supplies shown by the Chicago arrivals data. This would indicate either 
an inability or desire to grow the potatoes or a preference by buyers for 
potatoes from other areas. 
The model's solution indicates that Iowa has the cost advantage in 
the production of potatoes. The sensitivity analysis, however, indicates 
that the small changes in either yields or the production costs could 
drastically change the results. Both Idaho and Michigan would enter 
solution with a 10 percent change in costs. A 30 percent increase in 
costs was necessary, to bring the larger share of current supply, esoeci-
ally that produced by Wisconsin, into the model solution. And a 50 
percent increase in costs would be necessary before California would be 
competitive. In addition, potatoes were relatively insensitive to labor 
costs as potatoes didn't change suppliers until a 100 percent increase in 
Iowa's labor costs were incurred. Washington then entered solution in 
all market periods. 
Midwest buyers indicated little resistance to buying locally 
produced potatoes. But the ISU survey noted chat some buyers were reluc­
tant to buy directly from growers. These buyers indicated they bought 
their potatoes from a repacker who sorted and repacked the potatoes to 
meet the buyers specifications. This is again a case where it is neces­
sary for the grower to know the subtleties of the market they are 
entering. 
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SiiTTimer and winter squash 
Squash is a vegetable with extraordinarily little data. Arrivals to 
Chicago are lumped together for both varieties. There are no data for 
per capita consumption. Yet, because squash is very easy to grow in 
Iowa, squash is produced by a number of growers while little is known 
about the level of supply necessary to aeet demand. Given this problem, 
estimates of per capita demand were derived from the Chicago arrivals 
data and from the ISU survey data. 
Also using the Chicago arrivals data, it was found that Georgia 
supplied quantities to the early and late market with Florida entering in 
October. Local suppliers such as Illinois, Indiana, and Michigan 
supplied the major portions of the Chicago market in all periods. 
Another major problem was that of the three local states supplying 
Chicago, none were found to have budgets available for squash production. 
Thus, Missouri's squash budgets were used as a proxy. Furthermore, 
squash production data were not available for a revenue time series. 
Hence, risk could not be analyzed as a part of the study. Therefore, 
only the barest of details can be said about squash production. 
Iowa has the cost advantage in the production of both varieties but 
summer squash was fairly sensitive to cost estimation error while winter 
squash was not. A 20 percent increase in costs was necessary to change 
the model solution result for summer squash and a 50 percent increase 
was necessary for winter squash. Furthermore, a 100 percent increase in 
labor costs was necessary to change suppliers from Iowa to Missouri for 
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Summer squash. Winter squash was insensitive to the labor cost 
increase. 
Tomatoes 
A number of states supply tomatoes to Chicago according to the 
arrivals data. California, however, is the single largest supplier of 
tomatoes with approximately one-half or more of the demand. Only in 
August do they slip to one-third of the market when local suppliers pick 
up one-third of the market. Texas, Florida, Georgia, and North Carolina 
are minor suppliers of tomatoes in the transitional periods of July and 
October. Ohio is also a minor supplier in the transitional months, but 
is as large as either of the local states, Illinois and Michigan, during 
August and September. 
Iowa again has the cost advantage in the production of tomatoes, 
except if risk is not included, and then Michigan has the cost advantage. 
Large errors in the yield estimates would be necessary to change the 
answers in the solution. There were no changes in the solution after a 
30 percent decrease in yields and Michigan entered solution after a 40 
percent decrease in the Iowa yield. California entered solution with a 
50 percent decrease in Iowa's yield. As tomatoes were fairly labor 
intensive, a doubling of the labor costs decreased the amount of tomatoes 
being produced by Iowa but did not change supply regions from the origi­
nal model solution. 
These results which indicate that there is substantial evidence for 
growing tomatoes profitably in Iowa need to be qualified. As the 
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percentage of locally grown tomatoes on the Chicago market is fairly low 
even at the peak of the harvest season, there must be some reason why 
California enjoys a large measure of success in these markets, even if 
tomato production is less costly in local areas. A portion of their 
success is due to consumer recognition of California tomatoes by taste. 
In a recent taste test completed at the 1985 Iowa State Fair, a consid­
erable number of people preferred the taste of the California grown 
tomato to the Iowa grown tomato (personal communications with Camille 
Valley, Iowa Department of Agriculture). This indicates a consumer 
preference for a particular flavor of tomato or at the least an inability 
to distinguish between locally grown and California grown. Also during 
the ISU survey of midwest buyers, a considerable number of them indicated 
that they preferred to buy 'gas green* tomatoes from California. 
Therefore, even though production cost information indicates that toma­
toes could be grown at a cost advantage to California, there are indica­
tions that there are market identity problems for local growers. 
Watermelons 
Watermelons, like muskmelons, tend to have a highly seasonal demand. 
Demand rises during July, peaks in August and declines rapidly through 
September and is negligible in October. Florida and Georgia are transi­
tional suppliers of watermelons, in both the early and late market 
periods. Texas is primarily a transitional market period producer, but 
also is a proxy for other southern state producers in the model during 
all the summer periods. Local producers, Illinois and Missouri, ship the 
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major share of watermelons to the Chicago market during August and 
September. Iowa also ships a small quantity during August according to 
the Chicago arrivals data. 
Iowa is a residual supplier of watermelons according to our model 
solution in the commercial wholesale market. Both Illinois and Missouri 
claim to have a lower per unit costs of production. A yield decrease did 
not change supply regions until the yield decreased by approximately 30 
percent. Then Georgia and Texas entered in all market periods. Florida 
did not enter the market until a 50 percent decrease in costs was 
imposed. However, a small increase in yield gave Iowa the cost advan­
tage. A 10 percent increase in yield, from 200 cwts. to 220 cwts., gave 
Iowa the cost advantage except in early period production. Missouri held 
the advantage in early period production even after yields were increased 
by 50 percent, although Illinois dropped from production after a 30 
percent increase in Iowa's production. Again there is evidence that the 
earliness considerations do not payoff if the total costs of production 
are included. This means the opportunity cost of labor to set the 
plastic, the transplants and to remove the plastic mulch in the fall are 
probably not fully repaid. Thus, in August and subsequent months, 
better Iowa producers should be able to compete with other local states 
for the commercial wholesale market. 
Estimated Acres Per Crop 
In the previous sections, the results of this study have been 
discussed and analyzed. In this section, those results will be trans­
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formed into acres of crops which are necessary to meet demand in the 
commercial wholesale fresh market. Table 7.1 summarizes those results, 
Iowa's expected yields and the assumed summer harvest period demand 
are summarized by crop in the first three columns. Dividing the assumed 
quantities demanded by the assumed yield per acre indicates the potential 
acres which are needed to meet current demand and maintain current (1984) 
price levels. The last two columns summarize the number of acres 
available under two different scenarios. The first column indicates the 
acres under the most realistic scenario when risk is included in the 
model and PHI is equal to -0.00002. The last column indicates the 
results if all producers were risk neutral. 
Note that in certain cases the'acres are greater than the potential. 
In these cases more than 100 percent of current demand was being supplied 
by Iowa producers. In these cases, where supply exceeded 150 percent of 
demand, the acres were restricted to equal demand plus 50 percent. For 
these crops, specifically snap beans, cucumbers, muskmelons, and toma­
toes, prices would be expected to fail, regardless of the quantity 
produced. Given that Iowa produces at considerably less cost than their 
competitors, price would need to fall to bring profits and risk back to 
equilibrium, ceteris paribus. 
The potential acres needed to meet demand is approximately 5000 
acres. The best model solution indicates a potential for approximately 
3900 acres for the crops included in this study. With PHI equal to zero 
and crops limited to 150 percent of demand, approximately 6600 acres of 
crops were necessary for supply to eaual demand. This increase in crops 
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Table 7.1. Demand for fresh fruits and vegetables and estimated acres 
to meet demand under different scenarios 
Model Model 
Expected Summer Estimated Estimated Estimated 
Yields Demand Potential Acres Acres 
CROP /Acre Acres PHI = PHI = 
(Cwts.) (Cwts.) -0.00002 0.0000 
Broccoli 50.00 7585 151.7 151.7 151.7 
Snap beans 101.50 12840 126.5 189.8 189.8 
Cabbage 250.00 78788 315.2 57.3 315.2 
Sweet corn 95.00 87456 920.6 151.1 979.3 
Cucumbers 393.75 26796 68.1 94.2 102.1 
Muskmelons 250.00 121744 487.0 549.8 713.7 
Leaf lettuce 150.00 6050 40.3 40.3 40.3 
Green peppers 87.00 21670 249.1 137.8 253.9 
Potatoes 250.00 407407 1629.6 1722.1 2444.4 
Summer Squash 300.00 3822 • 12.7 12.7 12.7 
Winter Squash 300.00 1242 4.1 4.1 4.1 
Tomatoes 300.00 88838 296.1 444.2 414.5 
Watermelons 200.00 136001 680.0 344.0 976.0 
Total Acres 4981.0 3899.2 6597.7 
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is mainly due to increased potato production in all periods and the cost 
advantage by Iowa in cabbage and sweet corn production when risk is not 
included in the solution. 
Perhaps the most difficult part of this analysis is to predict the 
quantity of acres that could be added to Iowa's ailing economy. The 6600 
acres is approximately the upper limit on the total acres necessary to 
meet Iowa's demand for the 13 fruits and vegetables in this study. This 
value, however, is optimistic because it allows supply of almost all 
crops to move down their demand curves to a point where the quantity 
supplied is 150 percent of the predicted quantities demanded in 1984. As 
the demand curves used in this analysis are good predictors only near the 
current consumption levels, prices could fall off considerably if 150 
percent of current demand were produced. 
The 3900 acres predicted in the best model is probably less than 
that which could be grown by Iowa. This is because certain crops such as 
sweet corn appear to enter a portion of the commercial wholesale market 
without the precooling that sweet com shipped from outside the state 
must have to maintain shelf life. 
The greatest difficulty is to predict how much room there is for 
expansion by Iowa producers. Given the information in Chapter IV, the 
production level in Iowa is not well known. The room for expansion, 
given this study's best estimate, is shown in Table 7.2. This estimate 
in the first column assumes that none of the producers in Iowa produce 
for the commercial wholesale fresh market. This is based on USDA data 
with the USDA's best estimates in 1981 for crops which were dropped from 
307 
Table 7.2 Predicted expansion potential for horticulture crops in Iowa 
Crop Best Prediction 1982 1985 Predicted 
PHI = -0.00002 Study Study Expansion 
1982 1985 
Acres Acres Acres Acres Acres 
Broccoli 150 7 0 143 150 
Snap beans 190 34 0 156 190 
Cabbage 57 105 200 0 n 
Sweet Corn 151 5619 3700 0 0 
Cucumbers 94 29 0 65 94 
Muskmelons 550 429 800 121 0 
Leaf lettuce 40 0 0 40 40 
Green peppers 138 75 80 63 58 
Potatoes 1722 1767 600 0 1122 
Squash 17 97 250 0 0 
Tomatoes 444 473 60 0 384 
Watermelons 344 345 700 0 0 
Total Acres 3899 8980 6390 588 2031 
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their data sets and 1983 for crops which they continued to collect data. 
In data sets prior to 1982, data were collected on broccoli, snap beans, 
cabbage, sweet corn, cucumbers, lettuce, cantaloupes, green peppers, 
tomatoes and watermelons. After that date, data were collected only for 
broccoli, sweet corn, lettuce, and tomatoes. Ag Statistics continues to 
carry data on potatoes. If only USDA data are used, Iowa only produces 
commercial wholesale potatoes. The other data sets do not indicate any 
production for Iowa in any of the other crops. Thus, the potential would 
be for the 3899 acres predicted by the model minus the potato acres from 
Ag Statistics (approximately 1600). However, even that is not a good 
estimate because Ag Statistics does not separate processing acres from 
fresh tablestock potato acres. Thus, 2200 acres would likely underesti­
mate the acreage that Iowa could competitively produce for self 
sufficiency. 
Using the other two data sets available to determine Iowa's poten­
tial expansion capabilities is somewhat like comparing apples and 
oranges. The 1982 data set may not be related to acres grown in 1984. 
Furthermore, even if those acres were comparable in overall numbers, the . 
data included processing acres which are not included in this study. 
Furthermore, this study assumes irrigated land is necessary to obtain the 
yields assumed and only about 800 acres was irrigated of the total in the 
1982 study. 
The 1985 data set has similar difficulties. It is based on the best 
estimate of Dr. Henry Taber, the ISU State Extension Horticulturist. 
Thus, both acres and yields could be suspect. Furthermore, his estimates 
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are based on 1985 rather than 1984. But these two data sets might give 
some idea of the expansion potential for Iowa. 
Table 7.2 shows the acreage difference between the this studv's best 
prediction and both the 1982 and 1985 data sets. Both data sets indicate 
that there are almost no current acres in broccoli, snap beans, cucumbers 
and leaf lettuce. Both sweet corn, cabbage and squash appear to be 
clearly near potential demand if they are supplied direct .to the retail 
outlet. Squash could be considerably underestimated in this study. 
According to ISU's estimates during their survey of Chicago buyers, USDA 
arrivals in Chicago appeared to underestimate the quantity demanded by 2 
to 5 times. The assumption, to justify this contradiction in data, is 
that buyers may have the deliveries made directly to the stores and not 
through the main distribution warehouse, and thus, is not counted by USDA 
data collectors. There may be some room for expansion in mu&knelon, 
green peppers, potatoes, and tomatoes. These latter crops also take 
considerable expertise to grow a commercial crop-
Thus, given the above information and assuming the sweet corn, 
cabbage and squash markets are saturated and that approximately 600 acres, 
of potatoes are being grown in Iowa for the fresh market, the potential 
for expansion would be approximately 3100 acres. This assumes that in 
the markets other than sweet corn, cabbage, and squash that the consid­
erable post-harvest handling procedures have kept most of the current 
producers from entering these markets and that currently most of the rest 
of production is being marketed direct to the consumer. 
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Small Farm Considerations and Revenues Generated 
A portion of the thrust of this dissertation was to look at alterna­
tive crops for small farms and the budgets used for Iowa were based on a 
machinery complement for a 40 acre farm, what does this research mean for 
small farmers? In particular, nothing can be said about the mix of crops 
at the micro level, but as a rough approximation, the expansion acreage 
assumed would allow approximately 75 small farmers to produce. 
In addition, a considerable amount of press is given to the amount 
of revenue production of summer crops for home state consumption would 
bring to the state, if such production took place within the state rather 
than being imported from other states. Using this research's best esti­
mate of the total production needed for the 13 crops for which Iowa has 
some cost advantage, the total sales at the wholesale level which these 
crops would bring farmers are $17.08 million. If Iowa farmers were to 
capture the entire market which is somewhat unlikely, the total would be 
$17.22 million. This is considerably lower than the figures which are 
rumored to be $60 million to $80 million. Yet, this number is not small 
by any means either. 
Summary 
In Chapter VII, a crop by crop summary of the results, the market 
potential and the qualifications of the results were discussed. Iowa was 
found to have a cost advantage in the production of snap beans cucumbers, 
muskmelons, potatoes, and tomatoes. If risk were not an important 
factor, then Iowa would also have a cost advantage in cabbage and sweet 
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corn. It was also found that broccoli, green peppers, potatoes, and 
summer squash were very sensitive to cost estimation errors. Further­
more, only minor increases in yield were necessary to give Iowa the cost 
advantage in the production of cabbage, sweet com, early muskmelons, and 
watermelons. 
Following the summary, the potential acres and room for expansion in 
Iowa were discussed. Approximately 3900 acres would meet Iowa's demand 
in the commercial wholesale market for the 13 fruits and vegetables 
included in this study. The 3900 acres would bring approximately S17.0R 
million to the Iowa economy. However, there is probably expansion room 
for approximately 3100 hundred acres of these vegetables in Iowa. This 
would translate to approximately 75 small farms of about 40 acres in size 
which was the base for the budgets included in this study. 
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CHAPTER VIII. SUMMARY AND RECOMMENDATIONS FOR FURTHER RESEARCH 
Summary 
This dissertation has studied Iowa's economic production potential 
for fresh commercial wholesale fruits and vegetables using a spatial 
equilibrium model adjusted for producer risk preferences. The study was 
designed to determine Iowa's summertime competitors and who held the cost 
advantage for 13 major fruits and vegetables: broccoli, snap beans, 
cabbage, sweet corn, cucumbers, muskmelon, leaf lettuce, green peppers, 
potatoes, summer and winter squashes, tomatoes, and watermelon. In addi­
tion, the model examined Iowa's ability to substitute its production for 
these competing states and scrutinized the errors which could have been 
made in estimating Iowa's costs and technology. 
This research also studied the effects of risk preferences on the 
solution and determined a national risk aversion parameter for this 
model. In addition, this study tested for solution differences between 
cost advantage and comparative advantage models. Furthermore, as 
transportation cost is the basic distinction between the cost advantage 
and comparative advantage models, the effects of falling and rising real 
prices of fuel were analyzed. The last formal test of the model examined 
the effects of rising real labor costs in Iowa, should higher labor costs 
be necessary to attract appropriately trained labor to produce 
vegetables. 
Beyond these formal tests of the model, three further implications 
of the study were presented. First, the potential production acreage was 
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scrutinized given three scenarios. The first scenario operated under the 
assumption there was no commercial production in Iowa. The second 
scenario assumed that Department of Commerce data on vegetable acreage 
were correct, and the third assumed the ISU Horticulture Department data 
were correct. Second, given the estimate of potential production and the 
best estimate of Iowa's import substitution possibilities, the amount of 
revenue which could be generated within the state was determined. Last, 
the number of small farms that could grow fresh fruits and vegetables to 
make a living was estimated. 
The first objective of this study (to discover Iowa's current 
suppliers and the quantities of produce they supplied to Iowa) were 
examined by studying three different sources of information, 1984 Chicago 
arrivals data, an Iowa State University survey of commercial wholesale 
fresh produce buyers, and an Iowa Department of Agriculture survey of 
commercial wholesale fresh produce buyers. From this information, local 
states other than Iowa were found to be the major suppliers of commercial 
wholesale fresh fruits and vegetables tot he Iowa retail and institu­
tional markets. 
Once the initial steps of competitor identification and their asso­
ciated costs data accumulation were completed, these states were modelled 
to simulate the assumed produce flows to Iowa. A portion of this process 
identified the national risk aversion parameter which was determined to 
be -0.00002. One shortcoming of the model was its overspecialization of 
the solution. Only one state supplied a particular crop in any market 
period. The problem occurred because no restraints were placed on 
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production in any of the competing states. No feasible restraints could 
be used because any state would have enough land and inputs to entirely 
supply Iowa's summer fresh fruits and vegetables demand. To overcome 
this problem, all competing states were restrained to supply a quantity 
less than or equal to their assumed current level. 
Iowa's production activities were added to this model once satisfac­
tory results had been obtained from the simulation model. Solutions to 
this import substitution model indicated that Iowa did have a cost advan­
tage in the production of broccoli, snap beans, cucumbers, muskmelons, 
potatoes, winter and summer squashes, and tomatoes. If risk was not 
included in this model, Iowa also had a cost advantage in the production 
of cabbage and sweet com but lost the advantage in tomato production. 
In addition, Iowa had a cost advantage over some of the competitors in 
almost every crop studied. 
The sensitivity analysis implied mixed conclusions about these 
results. Two-thirds of the crops studied required at least a 20 percent 
error in Iowa's cost estimation to change the results. However, 
broccoli, green peppers, potatoes, and summer squash were more sensitive 
to errors in Iowa's estimated costs. Furthermore, only minor increases 
in yield were necessary to allow Iowa the cost advantage in cabbage, 
sweet corn, early muskmelons, and watermelons. Green peppers, however, 
needed substantial changes in their yield to bring about a cost advantage 
for Iowa. These results indicate, for the most part, that considerable 
error could have been made in estimating Iowa's costs and no changes 
would have occurred in the solution. They also indicate that only small 
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increases in yield would be necessary to make Iowa cost competitive in 
those crops which it did not hold the advantage. 
Risk was included in the model formulation because previous studies 
had shown a definite importance for this variable (Adams et al., 1977). 
The results from the study attest to this importance but only in that the 
level of production is considerably overestimated without inclusion of 
the risk variable. To some extent, the mix of states supolvine the crocs 
changed as the risk parameter increased. Those crops where the cost 
advantage changed to different states as the risk parameter increased 
were cabbage, sweet corn, potatoes, and tomatoes. 
A further objective of this research differentiated between the 
results of a cost advantage study and a strict comparative advantage 
study where the latter does not include costs of transportation and risk. 
The results indicated that Iowa would only have a comparative advantage 
in snap bean, cucumber, winter squash, and tomato production; consid­
erably fewer than when transportation costs were included. 
In addition to studying the effects of total transportation costs, 
the impact of changing fuel costs was scrutinized. Because concern in 
previous studies had been with regards to rising real fuel costs, but 
more recently real fuel prices were declining, both increasing and 
decreasing fuel costs were modelled. Yet because fuel costs are a small 
proportion of the total transportation costs neither falling nor rising 
costs changed Che original solutions-
The last formal modelling question answered by this study related to 
Iowa's labor costs. Specifically, Iowa's labor costs were calculated 
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using a rate approximately one-half the rates found in California. As 
Iowa had a cost advantage in most of the crops examined, Iowa's real 
labor costs were doubled to reflect the possibility that the current wage 
rate would not be sufficient to attract qualified labor to do the produc­
tion work. The solutions indicated that even by doubling production 
labor costs, there was little effect on which states had a cost advan­
tage. 
In addition to these formal tests applied to the model, other infor­
mation was desired. First, the acreage potential; second, the number of 
small farms which could be supported by fruit and vegetable production; 
and last, the amount of revenue which could be generated by the produc­
tion of these fresh fruits and vegetables. 
Three scenarios were given for the potential acreage expansion which 
could take place in Iowa to substitute for currently imported production. 
The first scenario assumed Iowa did not produce any fruits or vegetables, 
while the second and third scenarios used a 1982 Census of Agriculture 
data set and an I SU Horticulture Department data set, respectively, to 
determine how much Iowa could expand its production. The model's best 
estimate of Iowa's current expansion potential indicated that there were 
3900 acres of crops for which Iowa had a cost advantage. The second 
scenario estimated that of this 3900 acres, only about 588 acres were 
available for expansion beyond current production,while the third 
scenario implied approximately 2038 acres were available for Iowa's 
expansion. The second scenario was assumed to be considerably underesti­
mating potential, while the third was only underestimating expansion 
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potential by a small amount. The 1982 data set underestimated the 
acreage because it did not separate any of the three possible markets 
which fruits and vegetables could be sold: fresh commercial wholesale, 
direct-to-consumer, and processing. The 1985 data set did not distin­
guish between direct-to-consumer markets and fresh commercial wholesale 
markets but did separate out processing. 
Given the above information, plus the fact that the sweet corn, 
cabbage, and squash markets are saturated, and there is approximately 600 
acres of fresh potatoes grown in Iowa, a best estimate of the potential 
for expansion would be approximately 3100 acres. If each small farm was 
about 40 acres in size, then approximately 75 new small farmers could 
conceivably begin production. 
The last informal objective was to determine the amount of revenue 
commercial wholesale production would generate for the Iowa economy given 
two different scenarios: revenue from production necessary to meet all 
Iowa summer demand and revenue from the expected import substitution 
possibilities for Iowa. TSie two numbers do not differ greatly because 
under the last scenario, production was allowed to move down the demand 
curve to 150 percent of expected consumption if the solutions indicated 
that higher output levels would increase the objective function value. 
The values associated with these two scenarios are $17.22 million and 
$17.08 million, respectively. 
The results imply, that from a strict cost advantage standpoint, 
there is no reason why Iowa should not be producing more fruits and 
vegetables for the commercial wholesale market. Host of the sensitivity 
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analysis indicates that large changes were necessary in the parameters to 
change the conclusions. However, the results were disappointing in one 
sense. The impact of switching to these alternative crops would not be 
considered large enough by themselves to affect com and soybean prices. 
Thus, considerably more alternative crops need to be investigated to have 
a larger impact on the agricultural economy and result not only in the 
survival of more small family farms but also result in higher farm 
incomes in the state. 
Implications for Further Research 
Problems in the modelling process and the current state of fresh 
fruit and vegetable production imply certain research which would be 
undertaken to further strengthen and reinforce the results of this study. 
The first investigation area is where tangible changes in the model could 
make the results more concrete. The second area does not directly relate 
to the model, but towards institutional structures which may affect the 
outcomes suggested by the model. 
Two problems with the model should be addressed through further 
research. First, better measures of risk could be investigated. Second, 
a national model of production could be developed to better reflect land 
and market opportunity costs. 
Gross revenue variance as a measure of risk is a rather crude 
variable to differentiate levels of riskiness. Beyond this issue, even 
net revenue variance is probably not an all encompassing measure of the 
risk faced by all the participants in the market system. Hence, more 
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complete methods of risk analysis should be investigated. Furthermore, 
there were implications that some crops in the model exhibited first-
order stochastic dominance over other crops. One would believe that in 
long-run equilibrium, no such stochastic dominance should occur because, 
given equal levels of variance, crops should have equal levels of 
expected profit. Crops with a higher expected revenue and yet similar 
variance to other lower expected profit crops would be produced in 
greater amounts driving down the long-run profits, assuming a homogeneous 
group of risk-averse producers. 
Second, because this model studied only import substitution for 
Iowa, realistic land, input, and market restraints were nonenforceable. 
Thus, inclusion of the fresh fruit and vegetable model into a national 
model might provide a better method of calculating the opportunity costs 
of these resources, rather than just fixing each state to a maximum level 
of production. 
The researchable issues which do not directly involve the modelling 
process include infrastructure, the fruit and vegetable growers' produc­
tion and marketing expertise, and institutional or governmental issues 
regarding migrant labor camps and irrigation permits. These issues are 
not as tangible in that they cannot be mathematically delineated. But 
they may explain the current lack of commercial wholesale production in 
Iowa. 
Infrastructure refers to the input buying organizations and market 
structures which facilitate the production and marketing of fruits and 
vegetables. The wholesale structures which buy the fresh fruits and 
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vegetables are in place, but their focus may be on areas which are 
currently supplying Iowa rather than on obtaining their supply within the 
state. Thus, some investigation may be necessary to determine what will 
change their attitudes. 
The larger problem from an infrastructure point of view is on the 
production side. Most inputs must be obtained from organizations outside 
of Iowa. Furthermore, few current producers have the facilities and 
machinery which are necessary for grading, precooling and packing the 
produce for the fresh commercial wholesale market. Without such facili­
ties, opportunities for expansion are limited. Although there is an 
unpublished ISU paper (Junge et al., 1985) on the cooling portion of 
these facilities, little information is available in Iowa about the costs 
of the entire structure. Further study in this area could be beneficial 
to growers wishing to enter commercial wholesale fresh production. 
In close conjunction to the infrastructure issues, are the 
production and marketing expertise of Iowa growers. Some current growers 
are accomplished in the whole scheme, but, for the most part, new growers 
have little knowledge or expertise in their producing or marketing 
commercial wholesale fresh fruits and vegetables. Both Iowa State's and 
the Iowa Department of Agriculture's surveys of commercial buyers indi­
cated that a consistent quality and supply of fresh vegetables are neces­
sary for growers to maintain reliability and thus reputation. Hence, a 
marketing cooperative should be investigated as a method to both maintain 
reputation and also to spread the fixed costs associated with grading, 
precooling, and packing fresh fruits and vegetables. 
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Two institutional restraints, or governmental restraints, as thev 
are otherwise known, should be investigated to determine the exact 
hindrance they have upon new entrants to the commercial wholesale fruit 
and vegetable industry. Both migrant labor camp laws and irrigation 
permit difficulties were hinted to be problems by current producers. 
Investigation should be undertaken to scrutinize the exact difficulties 
caused by these restraints, and the costs and benefits of their removal 
should be researched. The lack of irrigation may make commercial 
wholesale fresh fruit and vegetable production infeasible because growers 
would not be able to maintain consistent quality and supply throughout 
Iowa's market season. 
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APPENDIX A. IOWA BUDGETS 
Introduction 
Appendix A describes the methods used to estimate the budgetary 
costs of producing 13 fruits and vegetables in Iowa. The resulting 
budgets are also presented for broccoli, snap beans, cabbage, sweet corn, 
cucumbers, muskmelons, leaf lettuce, green peppers, potatoes, summer 
squash, winter squash, tomatoes, and watermelons (Tables A.2 to A. 14). 
The budgets are divided into five basic sections: revenues, 
preharvest variable costs, harvest costs, and fixed costs, and profits. 
Within the latter three sections, there is a further breakdown of 
components. Preharvest variable costs are divided in land preparation, 
planting, fertilization, pesticides, cultivation, irrigation, miscel­
laneous, and interest on the preharvest variable costs. Harvest costs 
generally include harvesting labor, washing and grading, boxes, cooling, 
and hauling costs. In addition, there may be harvest machinery costs in 
budgets such as potato production. Harvest costs were separated from the 
preharvest variable costs because the harvest costs vary directly with 
the quantity of production assumed. For example, more boxes are required 
for 1200 dozen ears than for 1000 dozen ears of corn. The fixed costs 
section estimates the annualized costs of producing the crop for long 
term investment inputs such as preharvest and harvest machinerv, irriga­
tion equipment and land. 
These budgets were constructed using a cost engineering technique. 
The necessary steps for the production of the crop were identified, the 
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quantity of inputs necessary for their production determined, and the 
prices for these inputs obtained from industry sources. For example, two 
Iowa chemical companies provided most of the prices for the chemicals 
used in these budgets. To first identify the necessary steps, budgets 
from other northern U.S. states were obtained and studied. Initial 
estimates of the budgets were then calculated. Following this step, the 
budgets were studied by the ISU State Extension Horticulturist. As a 
last step, five Iowa fruit and vegetable producers verified the yields, 
the tilling methods, fertilization and planting rates, the pesticides 
used, and the amount of cultivation used. The amounts of harvest labor 
were also verified by field visits. Most of the producers interviewed 
did not agree on the exact quantities nor the exact type of inputs used. 
Instead, the resulting budgets reflect midpoint values of their suggested 
changes. 
The Revenue Section 
The revenue section estimates the expected revenue obtained from one 
acre of the crop being budgeted. Multiplying the net expected price by 
the expected yield gives the expect total revenue per acre. 
The expected yields were obtained from the ISU Horticulture 
Department and were not statistical estimates of Iowa's yields. There 
was one exception for the source of information. The leaf lettuce yield 
was obtained from Illinois data and is similar to estimates from 
New Jersey budgets. No estimate was available from the ISU Horticulture 
Department on the yield for Iowa. 
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The prices associated with each crop was obtained from the USPA 
Chicago Fresh Fruit and Vegetable Wholesale Market Prices. These prices 
were adjusted for marketing costs and transportation costs within Iowa to 
arrive at a net price received for Iowa. The Chicago prices were assumed 
to be correct estimates of Iowa prices for three reasons. First, during 
the Iowa Department of Agriculture survey of wholesale produce establish­
ments, similar prices to the wholesale prices in Chicago were noted 
(personal communications with Camille Valley, Iowa Department of 
Agriculture, 1985). Second, a similar situation was noted around the 
Atlanta Georgia Terminal market (personal communications with James 
Epperson, professor, University of Georgia, 1985). Third, when 
wholesale prices were compared for terminal markets in New York City, 
St. Louis, and Chicago, the prices, although not identical, were very 
similar. The same supply region was used in these comparisons. 
The Preharvest Variable Costs 
The preharvest variable costs will be broken down into nine 
sections: machinery costs, land preparation, fertilization, planting, 
pesticides, cultivation, irrigation, miscellaneous, and interest on 
preharvest variable costs. 
Machinery cost estimation 
The equipment necessary for the production of the crops budgeted was 
determined by studying other northern U.S. states' budgets. A complete 
list of the machinery used, their investment costs, and assumed life is 
shown in Table A.l. The machinery was sized to fit a 40 acre tract of 
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land, using a 21 day land preparation period as the limiting factor for 
timeliness of planting. The annualized costs and the variable costs were 
determined using an ISU Extension machinery budgeting computer program 
developed by Edwards and Ozkan (1984). The total variable costs 
associated with each piece of machinery were similar to other northern 
U.S. states' costs, but individual items differed considerably. Repairs 
were estimated lower while labor, fuel, oil, and lube were higher. 
These machinery costs were used to estimate the costs of land 
preparation, fertilizer application, planting, pesticide application, and 
cultivation. The number of times each attachment was used depended on 
the crop budgeted. 
Fertilization 
Fertilization rates were initially based on Iowa State University 
recommendations for maintaining soil fertility levels given the particu­
lar crops needs. The interviewed operators tended to agree on these 
values more than any other value. 
Planting 
Seeding and transplanting rates were obtained from Knot's Handbook 
for Vegetable Growers (Lorenz and Maynard, 1980). These rates were 
adjusted for recommended rates for Iowa and checked by the Iowa growers. 
Pesticides 
Common weeds, insects, and diseased for Iowa crops were identified, 
and chemicals to control these pests were assumed applied in correct 
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dosages. Many different chemicals can be used to control the pests found 
in Iowa. And growers suggested as many different chemicals as there were 
growers. The range of costs supplied by the interviewed growers was 
widest in this section. 
Irrigation 
Irrigation costs were estimated by using the Oklahoma State 
University irrigation cost budget generator (Kletke et al., 1978). Both 
the costs of water development and irrigation equipment were determined 
by a telephone survey of equipment dealers and well drillers. 
Interest on variable costs 
The interest cost was based on a 13 percent interest rate and a half 
year loan. For certain crops, such as snap beans and broccoli, the 
payback could come much earlier and lower the interest paid. But to 
maintain continuity, one rate was applied to all budgets. 
Harvest Costs 
The harvest labor and grading costs were based initially on esti­
mates from other northern U.S. states' budgets. They were adjusted by 
both the state extension horticulturist and the growers interviewed. The 
number of boxes used in each budget was dependent upon both the yield and 
the size of the box in which the produce was packed. The cooling charges 
were based upon a study by Junge et al. (1985). 
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Fixed Costs 
Fixed costs of the machinery are shown in Table A.l. Only the 
machinery used in a budget had its fixed costs included in this section. 
For example, the rotary hoe was not used in many budgets. Therefore, the 
fixed costs of the rotary hoe were included in only those budgets in 
which a rotary hoe was required. Total water development and irrigation 
fixed costs were divided by the 40 acres and that value applied as the 
single acre cost. 
Land costs were based upon the opportunity costs of high grade land 
in Iowa in 1984. The assumed value of $1433 was multiplied by the rate 
of 0.0778. This rate included a 4.78 percent long-term rate of return to 
land and a 3 percent return necessary to pay for taxes and insurance. 
The Returns Section 
The last two items indicate the relative profitability in the short 
run and the long run. The returns over variable costs subtracts the 
preharvest variable costs, interest costs and harvest costs from total 
revenue. This value indicates the short-run profitability or ability Co 
pay back basic production expenses such as seed, fertilizer, chemicals 
and fuel. Labor, if provided by the family, would be considered a fixed 
expense, but for the purposes of these budgets, labor was considered to 
be a variable expense. 
The returns over total costs subtracts the fixed costs from the 
return over variable costs and indicates the costs which must be met in 
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the long run. This value, however, should be positive in the long run to 
pay a return to risk and management. 
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Table A. 1. Machinery, associated investment costs, and assumptions 
Machinery Investment 
Item Cost 
(S) 
Assumed 
Life 
(Years) 
Fuel, Lube, 
Oil & Repair 
(S) 
Labor 
Cost 
($) 
Fixed 
Cost 
(S) 
60 h.p. Wheel 
Tractor 21,105 10 
40 h.p. Wheel 
Tractor 14,046 10 
3 Bottom Plow 2,726 7 4.03 2.97 26.04 
10' Chisel 2,659 7 2.44 1.07 13.90 
10' Disk 3,112 7 1.93 1.07 15.80 
4-row Cultivator 3,291 7 0.92 1.21 16.93 
15' Rotary Hoe 2,200 7 0.45 0.48 10.46 
10' Rotary Cutter 5,322 7 1.13 1.19 25.38 
2-row Seeder 1,282 7 1.18 2.99 13.03 
Grain Drill 5,150 0.83 1.40 25.21 
2-row Transplanter 1,954 7 1.32 3.32 16.70 
Plastic Mulch Layer 980 7 1.14 2.97 11.71 
10* Spike Harrow 495 7 0.71 1.07 4.81 
10' Springtooth 
Harrow 700 7 1.46 1.09 5.74 
20' Sprayer 3,500 7 0.33 0.77 16.48 
10 Ton Wagon 2,500 7 2.27 13.69 
Table A.2. Broccoli budget 
ITEM/ BROCCOLI 1984 quantity units 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
5000.00 LBS. 
LAND PREPARATION 
MOLDBOARD PLOW 
DISK/ W DRAG (IX) 
LABOR 
FERTILIZATION 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
SIDEDRESS 
APPLICATOR 
SIDEDRESS APPLICATOR 
LABOR 
PLANTING 
TRANSPLANTS 
STARTER FERTILIZER 
TRANSPLANTER/2 ROW 
LABOR 
PESTICIDES 
HERBICIDES 
TREFLAN EC 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
CARBARYL 
DIPEL 
FUNGICIDES 
1,00 
2.00 
1.13 
50.00 
150.00 
150.00 
50.00 
X 
X 
HOURS 
LBS. 
LBS. 
LBS. 
LBS. N 
CUSTOM APPLICATION 
2.00 
0.48 
8.30 
31.00 
1.00 
9.00 
1.50 
1.00 
0.14 
1.00 
2 .00  
X 
HOURS 
THOUS. 
LBS. 
X 
HOURS 
PTS. 
X 
HOURS 
LBS. 
LBS. 
price total 
0.41 
4.03 
2.64 
5.00 
0 .26  
0.25 
0.12 
0 . 2 6  
2 . 6 0  
0.92 
5.00 
32.00 
0.13 
1.77 
5.00 
3.26 
0.33 
5.00 
3.58 
13.41 
2050.00 
4.03 
5.28 
5.65 
12.85 
37.80 
17.70 
12.85 
2 . 6 0  
1.84 
2.42 
265.60 
4.17 
1.77 
45.00 
4.89 
0.33 
0.70 
3.58 
2 6 . 8 2  
APPLICATOR 3.00 
LABOR 0.42 
CULTIVATION 
CULTIVATOR 2.00 
LABOR 0.97 
ROTARY HOE 
HANDHOEING 15.00 
IRRIGATION 
ISLECTRICITVr 2.00 
LABOR 1.28 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 552.88 
X 
HOURS 
X 
HOURS 
HOURS 
ACRE INCH 
HOURS 
HARVEST COSTS 
HARVEST LABOR 
GRADING AND WASHING 
HAULING / WAGON 
ICE 
#14 CARTONS 
HARVEST VARIABLE COSTS 
70.00 HOURS 
7.00 HOURS 
2.00 X 
227.27 TONS 
227.27 CARTONS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
0.33 
5.00 
0.99 
2.10 
0.92 1.84 
5.00 4.84 
5.00 75.00 
2.92 5.84 
5.00 6.40 
552.88 
0.07 35.94 
5.00 350.00 
5.00 35.00 
2.27 4.54 
0.43 97.73 
0.86 195.45 
682.72 
106.24 
27.56 
14.74 
13.69 
138.00 
300.23 
1571.77 
778.46 
478.23 
Table A.3, Snap bean budget 
ITEM/ BUSH SNAP BEANS 1984 quantity units price total 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
350.00 
300-400 
BUS. 9.70 3395.00 
LAND PREPARATION 
MOLDBOARD PLOW 
DISK/ W DRAG (IX) 
LABOR 
FERTILIZATION 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
SIDEDRESS/ 15-15-15 
APPLICATOR 
PLANTING 
SEED * 
PLANTER/ 2 ROW/FERT ATTACH 
LABOR 
PESTICIDES 
HERBICIDES 
TREFLAN EC 
BASAGRAN 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
1.00 
2.00 
1.13 
60.00 
100.00 
50.00 
200.00 
X 
X 
HOURS 
LBS. 
LBS. 
LBS. 
LBS. 
CUSTOM APPLICATION 
1.00 
0.48 
80.00 
1.00 
0 .60  
1.50 
2.00 
2 .00  
0 . 2 8  
X 
HOURS 
LBS. 
X 
HOURS 
PTS. 
PTS. 
X 
HOURS 
4,03 
2.64 
5.00 
0 .26  
0.25 
0.12 
0.11 
5.00 
1.35 
1.77 
5.00 
3.26 
9.68 
0.33 
5.00 
4.03 
5.28 
5.65 
15.42 
25.20 
5.90 
21.00 
2 .60  
0.92 
2.42 
108.00 
1.77 
2.99 
4.89 
19.37 
0 .66  
1.40 
CARBARYL 10.50 LBS. 3.58 37.59 
FUNGICIDES 
MANEB 
APPLICATOR 
LABOR 
CULTIVATION 
CULTIVATOR 
LABOR 
ROTARY HOE 
HANDHOEING 
IRRIGATION 
ELECTRICITY 
LABOR 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 
2.00  
5.00 
0.70 
3.00 
4.00 
5.00 
3.20 
335.13 
LBS. 
X 
HOURS 
X 
HOURS 
X 
HOURS 
HARVEST COSTS 
HARVEST LABOR 
GRADING AND WASHING 
HAULING / WAGON 
CARTONS 
HARVEST VARIABLE COSTS 
350.00 BUS. 
0.00 HOURS 
2.00 X 
350.00 HAMPERS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
2.14 
0.33 
5.00 
0.92 
2.42 
5.00 
2.92 
5.00 
0.07 
5.00 
5.00 
2.27 
1.25 
4.28 
1.65 
3.50 
2.76 
7.26 
20.00 
14.60 
16.00 
335.13 
21.78 
1750.00 
0.00 
4.54 
437.50 
2192.04 
119.50 
14.74 
27.56 
13.69 
138.00 
313.49 
2862.44 
846.05 
532.56 
Table A.4. Cabbage budget 
ITEM/ CABBAGE, fresh mkt. 1984 quantity units 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
500.00 cartons 
LAND PREPARATION 
MOLDBOARD PLOW 
DISK/ W DRAG (IX) 
LABOR 
FERTILIZATION 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
SIDEDRESS 
APPLICATOR 
SIDEDRESS APPLICATOR 
LABOR 
PLANTING 
TRANSPLANTS 
STARTER FERTILIZER 
TRANSPLANTER 
LABOR 
PLANTING 
TRANSPLANTS 
STARTER FERTILIZER 
TRANSPLANTER 
LABOR 
PESTICIDES 
HERBICIDES 
TREFLAN 
HERBICIDE APPLICATOR 
LABOR 
1.00 
2.00  
1.13 
75.00 
100.00 
200.00 
50.00 
X 
X 
HOURS 
LBS. 
LBS. 
LBS. 
LBS. N 
CUSTOM APPLICATION 
1 .00 
0.24 
14.00 
52.50 
1 .00  
9.00 
14.00 
52.50 
1.00 
9.00 
1.50 
1.00 
0.14 
X 
HOURS 
THOUS. 
LBS. 
X 
HOURS 
THOUS. 
LBS. 
X 
HOURS 
PTS. 
X 
HOURS 
pr ice total 
3.92 1960.00 
.75-3.00 
4.03 
2.64 
5.00 
4.03 
5.28 
5.65 
0 .26  
0.25 
0.12 
19.28 
25.20 
23.60 
0 .26  
2 .60  
0.92 
5.00 
12.85 
2 .60  
0.92 
1.21 
19.95 
0.13 
1.77 
5.00 
279.30 
7.06 
1.77 
45.00 
19.95 
0.13 
1.77 
5.00 
279.30 
7.06 
1.77 
45.00 
3.26 
0.33 
5.00 
4.89 
0.33 
0.70 
INSECTICIDES 
CARBARYL 3.00 
DIAZINON 0.50 
DIPEL 4.00 
FUNGICIDES 
APPLICATOR 7.00 
LABOR 0.98 
CULTIVATION 
CULTIVATOR 4.00 
LABOR 1.94 
ROTARY HOE 
HANDHOEING 20.00 
IRRIGATION 
ELECTRICITY 3.00 
LABOR 1.92 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 644.54 
HARVEST COSTS 
HARVEST LABOR 60.00 
GRADING AND WASHING 6.00 
HAULING / WAGON 1.00 
ROOMCOOLING 500.00 
50 LB. CARTONS 500.00 
HARVEST VARIABLE COSTS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
LBS. 
LBS. 
LBS. 
X 
HOURS 
X 
HOURS 
HOURS 
ACRE INCH 
HOURS 
HOURS 
HOURS 
X 
CARTONS 
CARTONS 
3.58 
3.15 
13.41 
0.33 
5.00 
0.92 
5.00 
5.00 
2.92 
5.00 
0.07 
5.00 
5.00 
2.27 
0.10 
0.96 
10.74 
1.58 
53.64 
2.31 
4.90 
3.68 
9.68 
100.00 
8.76 
9.60 
644.54 
41.90 
300.00 
30.00 
2.27 
50.50 
480.00 
862.77 
106.24 
27,56 
14.74 
13.69 
138.00 
300,23 
1849.44 
410.79 
110.56 
Table A.5. Sweet corn budget 
ITEM/ FRESH SWEET CORN 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
LAND PREPARATION 
CHISEL 
DISK/ W DRAG (IX) 
LABOR 
FERTILIZATION/SIDEDRESS 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
APPLICATOR 
SIDEDRESS 
LABOR 
PLANTING 
SEED * 
PLANTER/ 2 ROW/FERT ATTACH 
LABOR 
PESTICIDES 
HERBICIDES 
BLADEX 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
CARBARYL 
FUNGICIDES 
APPLICATOR 
LABOR 
quantity units price total 
1000.00 doz. ears 1,25 1250.00 
500-1500 
1.00 X 
1.00 
0.54 
150.00 
100.00 
100.00 
175.00 
custom application 
1.00 X 
0.24 hours 
8.00 lbs. 
1.00 X 
0.60 hours 
2.44 2.44 
3.00 3.00 
5.00 2.68 
0.117 17.55 
0.257 25.70 
0.252 25.20 
0.118 20.65 
2 .60  2 .60  
0.92 0.92 
5.00 1.21 
3.09 24.72 
1.77 1.77 
5.00 2.99 
HOURS 
8-32-16 lbs. 
lbs. 
lbs. 
lbs. 
2.75 lbs. 
1.00 X 
0.14 hours 
5.00 lbs. 
3.25 8.94 
0.33 0.33 
5.00 0.70 
3.58 17.90 
5.00 X CUSTOM AIR 21.50 
CULTIVATION 
CULTIVATOR 
LABOR 
ROTARY HOE 
LABOR 
2,00 X 
0.97 HOURS 
1.00 X 
0.10 HOURS 
IRRIGATION 
ELECTRICITY 3.00 x 
LABOR 1.92 HOURS 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 206.76 
hours 
hours 
X 
cartons 
cartons 
X 
hours 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
HARVEST COSTS 
HARVEST LABOR 48.00 
GRADING 4.80 
HAULING / WAGON 2.00 
CARTONS 200.00 
ICE 200.00 
CHOP STALKS 1.00 
LABOR 
HARVEST VARIABLE COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
0.92 
5.00 
0.45 
5.00 
2.92 
5.00 
0.07 
5.00 
5.00 
2.27 
0.97 
1.76 
1.13 
5.00 
1.84 
4.84 
0.45 
0.48 
8.76 
9.60 
206.76 
13.44 
240.00 
24.00 
4.54 
194.00 
352.00 
1.13 
1.07 
816.74 
128.39 
27.56 
14.74 
39.07 
138,00 
347.76 
1384,70 
213,06 
-134.70 
Table A.6. Cucumber budget 
ITEM/ CUCUMBEttS-slicing 1984 quantity units 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
LAND PREPARATION 
MOLDBOARD PLOW 
DISK/ W DRAG (iX) 
LABOR 
FERTILIZATION/SIDEDRESS 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
APPLICATOR 
SIDEDRESS 
LABOR 
PLANTING 
SEED * 
PLANTER/ 2 ROW/PERT ATTACH 
LABOR 
PESTICIDES 
HERBICIDES 
ALANAP 
PREFAR 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
CARBARYL 
DIPEL 
DIAZINON 
FENVALERATE 
750.00 
500-1000 
1.00 
2.00 
1.13 
250.00 
75.00 
50.00 
150.00 
bus, 
X 
X 
HOURS 
10-20-20 
lbs. 
lbs. 
lbs. 
custom application 
1,00 X 
1.50 
1.00 
0.60 
6 ,00  
5.00 
1,00 
0,14 
4,50 
2,00 
5,00 
1,00 
lbs. 
X 
hours 
qts , 
qts. 
X 
hours 
lbs. 
lbs. 
lbs. 
pts. 
price total 
7,23 5422.50 
4.03 
2.64 
5.00 
0.10 
0 . 2 6  
0.25 
0.12 
4.03 
5.28 
5.65 
25.00 
19.28 
1 2 . 6 0  
17.70 
2.60 
0.92 
1 . 2 1  
25.00 
1.77 
5.00 
37,50 
1,77 
2.99 
2 . 6 6  
6.31 
0.33 
5,00 
15,96 
31.55 
0.33 
0.70 
3.58 
13,41 
3,15 
14,73 
1 6 , 1 1  
2 6 , 8 2  
15,75 
14,73 
FUNGICIDES 
BENLATE 
BRAVO 
APPLICATOR 
LABOR 
CULTIVATION 
CULTIVATOR 
LABOR 
ROTARY HOE 
LABOR 
HANDHOEING 
IRRIGATION 
ELECTRICITY 
LABOR 
1.00 
1.13 
6.00 
0.84 
lb. 
gals. 
X 
hours 
2.00  
0.97 
1.00 
0.10 
20.00 
X 
hours 
X 
hours 
hours 
5.00 
3.20 
X 
hours 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 436.60 
HARVEST COSTS 
HARVEST LABOR 125.00 hours 
GRADING, WASHING, WAXING 12.50 hours 
HAULING / WAGON 2.00 x 
CARTONS 675.68 cartons 
ROOM COOLING 675.68 cartons 
HARVEST VARIABLE COSTS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
11.41 
20.83 
0.33 
5.00 
0.92 
5.00 
0.45 
5.00 
5.00 
2.92 
5.00 
0.07 
5.00 
5.00 
2.27 
0.86 
0.07 
11.41 
23.43 
1.98 
4.20 
1.84 
4.84 
0.45 
0.48 
100.00 
13.50 
16.00 
436.60 
28.38 
625.00 
62.50 
4.54 
581.08 
44.59 
1317.72 
113.03 
27.56 
14.74 
13.69 
132.00 
301.02 
Table A.6. (Continued) 
item/ CUCUMBERS-slicing 1984 quantity units price to&al 
TOTAL COSTS 2083.72 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
3639.80 
3338.78 
Table A.7. Muskmelon budget 
ITEM/ MUSKMELONS 1984 quanliity units price total 
TOTAL REVENUE 500.00 
(range) 500-1200 
PREHAUVEST VARIABLE COSTS 
LAND PREPARATION 
MOLDBOARD PLOW 1.00 
DISK/ W DRAG (IX) 2.00 
LABOR 1.13 
FERTILIZATION 
NITROGEN 50.00 
PHOSPHATE 100.00 
POTASH 150.00 
LIME 
APPLICATOR CUSTOM 
SIDEDRESS N 30.00 
SIDEDRESS APPLIC. 1.00 
LABOR 0.24 
PLANTING 
SEED * 3,00 
PLANTER/ 2 ROW/FERT ATTACH 1.00 
LABOR 0.60 
PESTICIDES 
HERBICIDES 
ALANAP 6.00 
PREFAR 5.00 
HERBICIDE APPLICATOR 1.00 
LABOR 0.14 
INSECTICIDES 
CARBARYL 3.75 
FENVALERATE 1.67 
DIAZONIN 3.00 
FUNGICIDES 
CRATES 6.40 3200.00 
50 LB. 4.00-12.00 
X 4.03 4.03 
X 2.64 5.28 
HOURS 5.00 5.65 
LBS. 0.26 12.85 
LBS. 0.25 25.20 
LBS. 0.12 17.70 
APPLICATION 2.60 
LBS. 0.26 7.71 
X 0.92 0.92 
HOURS 5.00 1.21 
LBS. 185.00 555.00 
X 1.77 1.77 
HOURS 5.00 2.99 
QTS. 2.66 15.96 
QTS. 6.31 31.55 
X 0.33 0.33 
HOURS 5.00 0.70 
LBS. 3.58 13.43 
PTS. 14.73 24.60 
LBS. 3.15 9.45 
MANEB 
BENLATE 
APPLICATOR 
LABOR 
CULTIVATION 
CULTIVATOR 
LABOR 
ROTARY HOE 
HANDHOEING 
IRRIGATION 
ELECTRICITY 
LABOR 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 
HARVEST COSTS 
HARVEST LABOR 
GRADING AND/OR WASHING 
HAULING / WAGON 
CARTONS 
COOLING 
HARVEST VARIABLE COSTS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
2.14 
11.41 
0.33 
5.00 
0.92 
5.00 
5.00 
2.92 
5.00 
0.07 
5.00 
5.00 
2.27 
1.28 
1.15 
4.28 
45.64 
2.94 
6.30 
2.76 
7.26 
60.00 
17.52 
19.20 
904.85 
58.82 
250.00 
15.00 
• 4.54 
640.00 
576.50 
1486.04 
102.57 
14.74 
27.56 
13.69 
138.00 
296.56 
2746.26 
750.30 
453.74 
Table A.8. Lettuce budget 
ITEM/ LEAF LETTUCE 1984 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
LAND PREPARATION 
MOLDBOAUD PLOW 
DISK/ W DRAG (IX) 
LABOR 
FERTILIZATION 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
APPLICATOR 
SIDEDRESS N 
SIUEDRESS APPLIC. 
LABOR 
PLANTING 
SEED 
2 ROW PLANTER 
LABOR 
PESTICIDES 
HERBICIDES 
BENEFIN (BALAN) 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
CARBARYL 
DIAZINON 
FUNGICIDES 
APPLICATOR 
units price total 
LBS. 
X 
X 
HOURS 
LBS. 
LBS. 
LBS. 
APPLICATION 
LBS. 
X 
HOURS 
LBS. 
X 
HOURS 
QTS. 
X 
HOURS 
LBS. 
LBS. 
X 
0.55 
4.03 
2.64 
5.00 
0 .26  
0.25 
0.12 
0 .26  
0.92 
5.00 
26.75 
1.77 
5.00 
2.51 
0.33 
5.00 
3.58 
3.15 
0.33 
8250.00 
4.03 
5.28 
5.65 
30.84 
30.24 
23.60 
2 .60  
12.85 
0.92 
1.21 
40.13 
1.77 
2.99 
8.79 
0.33 
0.70 
19.69 
9.45 
0.99 
LABOR 0.42 
CULTIVATION 
CULTIVATOR 3.00 
LABOR 0.73 
ROTARY HOE 
HANDHOEING 20.00 
IRRIGATION 
ELECTRICITY 5.00 
LABOR 3.20 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 341.14 
HOURS 
X 
HOURS 
X 
X 
HOURS 
HARVEST COSTS 
HARVEST LABOR 
GRADING AND/OR WASHING 
HAULING / WAGON 
CARTONS 
COOLING 
240.00 
24.00 
2.00 
405.41 
405.41 
HOURS 
HOURS 
X 
CARTONS 
CARTONS 
HARVEST VARIABLE COSTS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
5.00 
0.92 
5.00 
5.00 
2.92 
5.00 
0.07 
5,00 
5.00 
2.27 
0.86 
0.90 
2.10 
2.76 
3.63 
100.00 
14.60 
16.00 
341.14 
22.17 
1200.00 
120.00 
4.54 
348.65 
365.27 
2038.46 
102.57 
14.74 
27.56 
13.69 
138.00 
296.56 
2698.33 
5848.23 
5551.67 
'fable A.9. Pepper budget 
ITEM/ BELL PEPPERS 1984 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
LAND PREPARATION 
MOLDBOARD PLOW 
DISK/ W DRAG (IX) 
LABOR 
FERTILIZATION 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
APPLICATOR 
SIDEDRESS N 
SIDEDRESS APPLIC. 
LABOR 
PLANTING 
TRANSPLANTS 
TRANSPLANTER 
LABOR 
PESTICIDES 
HERBICIDES 
TREFLAN 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
CARBARYL 
FENVALERATE 
METHOMYL 
units price total 
BUS. 9.55 2865.00 
X 4.03 4.03 
X 2.64 5.28 
HOURS 5.00 5.65 
LBS. 0.26 12.85 
LBS. 0,25 25.20 
LBS. 0.12 23.60 
APPLICATION 2.60 
LBS. 0.26 7.71 
X 0.92 0.92 
HOURS 5.00 1.21 
THOUS. 26.90 193.68 
X 1.77 1.77 
HOURS 5.00 100.00 
LBS. 3.26 4.89 
X 0.33 0.33 
HOURS 5.00 0.70 
LBS. 3.58 35.80 
PTS, 14.73 24.60 
QTS. 3.78 18.90 
FUNGICIDES 
APPLICATOR 
LABOR 
CULTIVATION 
CULTIVATOR 
LABOR 
ROTARY HOE 
HANDHOEING 
IRRIGATION 
ELECTRICITY 
LABOR 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 
8 .00  
1 . 1 2  
2 , 0 0  
12.00 
5.00 
3.20 
575.23 
X 
HOURS 
X 
HOURS 
X 
X 
HOURS 
HARVEST COSTS 
HARVEST LABOR 
GRADING AND/OR WASHING 
HAULING / WAGON 
CARTONS 
COOLING 
HARVEST VARIABLE COSTS 
50.00 HOURS 
9.50 HOURS 
2.00 X 
300.00 CARTONS 
300.00 CARTONS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS  
0.33 
5.00 
0.92 
2.42 
5.00 
2.92 
5.00 
0.07 
5.00 
5.00 
2.27 
0.86 
1.41 
2.64 
5.60 
1.84 
4.84 
60.00 
14.60 
16.00 
575.23 
37.39 
250.00 
47.50 
4.54 
258.00 
423.90 
983.94 
102.57 
14.74 
27.56 
13.69 
138.00 
296.56 
1893.12 
1268.44 
971.88 
Table A.10. Potato budget 
ITEM/ TABLKSTOCK POTATOES 1984 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
LAND PREPARATION 
MOLDBOARD PLOW 
DRAG 
LABOR 
FERTILIZATION 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
APPLICATOR 
SIDEDRESS N 
SIDEDRESS APPLIC. 
LABOR 
PLANTING 
SEED 
TRANSPLANTER 
LABOR 
PESTICIDES 
HERBICIDES 
METRIBUZIN 
DUAL 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
FUNGICIDES 
MANEB 
units price total 
BUS. 11.00 2750.00 
X 
X 
HOURS 
LBS. 
LBS. 
LBS. 
APPLICATION 
LBS. 
X 
HOURS 
LBS. 
X 
HOURS 
4.03 
0.71 
5.00 
0 .26  
0.25 
0.12 
0.26 
0.92 
5.00 
0.10 
1.77 
5.00 
4.03 
0.71 
4.04 
.30.84 
37.80 
35.40 
2 . 6 0  
9.00 
0.92 
1 . 2 1  
142.50 
1.77 
2.99 
LBS. 16.99 33.98 
PTS. 5.87 17.61 
X 0.33 0.33 
HOURS 5.00 0.70 
X 40.00 
LBS. 2.14 29.96 
APPLICATOR 12.00 
LABOR 1.68 
CULTIVATION 
CULTIVATOR 3.00 
LAJOR 1.45 
IRRIGATION 
lîLECTRICITY 12.00 
LABOR 7.68 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 492.21 
HARVEST COSTS 
HARVESTER 
GRADING AND/OR WASHING 6.00 
HAULING / TRUCK 
CARTONS 500.00 
DEFOLIANT 1.50 
ROOM COOLING 500.00 
HARVEST VARIABLE COSTS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER 
RETURNS OVER 
VARIABLE COSTS 
TOTAL COSTS 
0.33 3.96 
5.00 8.40 
0.92 2.76 
5.00 7.26 
2.92 35.04 
5.00 38.40 
492.21 
0.07 31.99 
40.64 
5.00 30.00 
21.51 
0.38 190.00 
5.06 7.59 
0.09 47.00 
336.74 
147.23 
14.74 
27.56 
13.69 
138.00 
341.22 
1202.16 
1889.06 
1547.84 
Table A.ll. Summer squash budget 
ITEM/ SUMMERSqUASH 1984 quantity 
TOTAL REVENUE 300.00 
(range) 300-400 
PREHARVEST VARIABLE COSTS 
LAND PREPARATION 
MOLDBOARD PLOW 1.00 
DISK/ W DRAG (IX) 2.00 
LABOR 1.13 
FERTILIZATION 
NITROGEN 75.00 
PHOSPHATE 100.00 
POTASH 100.00 
LIME 
APPLICATOR CUSTOM 
SIDEDRESS N X5.00 
SIDEDRESS APPLIC. 1.00 
LABOR 0.24 
PLANTING 
SEED 6.00 
PLANTER/ 2 ROW/PERT ATTACH 1.00 
LABOR 0.60 
PESTICIDES 
HERBICIDES 
AMIBEN 1.75 
HERBICIDE APPLICATOR 1.00 
LABOR 0.14 
INSECTICIDES 
CARBARYL 5.00 
FENVALERATE 1.67 
MALATHION 5.00 
units price total 
CWT. 15.00 4500.00 
15-20 
X 
X 
HOURS 
LBS. 
LBS. 
LBS. 
APPLICATION 
LBS. 
X 
HOURS 
LBS. 
X 
HOURS 
4.03 
2.64 
5.00 
0 .26  
0.25 
0.12 
0 . 2 6  
0.92 
5.00 
18.00 
1.77 
5.00 
4.03 
5.28 
5.65 
19.28 
25.20 
11.80 
2 .60  
6.43 
0.92 
1 .21  
108.00 
1.77 
2.99 
GALS. 
X 
HOURS 
LBS. 
PTS. 
QTS. 
15.12 
0.33 
5.00 
3.58 
14.73 
3.78 
26.46 
0.00 
0.33 
0.70 
17.90 
24.60 
18.90 
FUNGICIDES 
MANEB 
BENLATE 
APPLICATOR 
LABOR 
CULTIVATION 
CULTIVATOR 
LABOR 
ROTARY HOE 
HANDHOEING 
IRRIGATION 
ELECTRICITY 
LABOR 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 
HARVEST COSTS 
HARVEST LABOR 
GRADING AND/OR WASHING 
HAULING / WAGON 
CARTONS 
COOLING 
2.00  
4.00 
5.00 
0.70 
3.00 
32.00 
6.00 
3.84 
545.84 
240.00 
24.00 
2.00  
600.00 
600,00 
LBS. 
LBS. 
X 
HOURS 
X 
HOURS 
X 
HOURS 
HOURS 
HOURS 
X 
CARTONS 
CARTONS 
HARVEST VARIABLE COSTS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
2.14 
11.41 
0.33 
5.00 
4.28 
45.64 
1.65 
3.50 
0.92 
2.42 
2.76 
7.26 
5.00 160.00 
2.92 
5.00 
0.07 
17.52 
19.20 
545.84 
35.48 
5.00 
5.00 
2.27 
0.86 
0.06 
1200.00 
120.00 
4.54 
516.00 
37.80 
1878.34 
102.57 
14.74 
27.56 
13.69 
138.00 
296.56 
2756.22 
2040.34 
1743.78 
Table A.12. Winter squash budget 
ITEM/ WINTERSQUASH 1984 quantity units price total 
TOTAL REVENUE 15.00 
(range) 10-20 
PREHARVEST VARIABLE COSTS 
LAND PREPARATION 
MOLDBOARD PLOW 1.00 
DISK/ W DRAG (IX) 2.00 
LABOR 1.13 
FERTILIZATION 
NITROGEN 60.00 
PHOSPHATE 100.00 
POTASH 150.00 
LIME 
APPLICATOR CUSTOM 
SIDEDRESS N 30.00 
SIDEDRESS APPLIC. 1.00 
LABOR 0.24 
PLANTING 
SEED * 4.00 
PLANTER/ 2 ROW/FERT ATTACH 1.00 
LABOR 0.60 
PESTICIDES 
HERBICIDES 
AMIBEN 1.75 
HERBICIDE APPLICATOR 1.00 
LABOR 0,14 
INSECTICIDES 
CARBARYL 5.00 
FENVALERATE 1.67 
MALATHION 5.00 
TONS 190.00 2850.00 
40-200 
X 4.03 4.03 
X 2.64 5.28 
HOURS 5.00 5.65 
LBS. 0.26 15.42 
LBS. 0.25 25.20 
LBS. 0.12 17.70 
APPLICATION 2.60 
LBS. 0.26 7.71 
X 0.92 0.92 
HOURS 5.00 1.21 
LBS. 5.50 22.00 
X 1.77 1.77 
HOURS 5.00 2.99 
GALS. 15.12 26.46 
0.00 
X 0.33 0.33 
HOURS 5.00 0.70 
LBS. 3.58 17.90 
PTS. 14.73 24.60 
QTS. 3.78 18.90 
FUNGICIDES 
MANEB 
BENLATE 
APPLICATOR 
LABOR 
CULTIVATION 
CULTIVATOR 
LABOR 
ROTARY HOE 
HANDHOEING 
IRRIGATION 
ELECTRICITY 
LABOR 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 
2.00 
4.00 
5.00 
0.70 
2.00  
10.00 
6 .00  
3.84 
349.83 
LBS. 
LBS. 
X 
HOURS 
X 
HOURS 
X 
HOURS 
HARVEST COSTS 
HARVEST LABOR 
GRADING AND/OR WASHING 
HAULING / WAGON 
CARTONS 
HARVEST VARIABLE COSTS 
40.00 
4.00 
2.00  
600.00 
HOURS 
HOURS 
X 
CARTONS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
2.14 4.28 
11.41 45.64 
0.33 1.65 
5.00 3.50 
0.92 1.84 
2.42 4.84 
5,00 50.00 
2.92 17.52 
5.00 19.20 
349.83 
0.07 22.74 
5.00 200.00 
5.00 20.00 
2.27 4.54 
0.95 570.00 
794.54 
102.57 
14.74 
27.56 
13.69 
138.00 
296.56 
1463.67 
1682.89 
1386.33 
Table A.13. Tomato budget 
ITEM/ FRESH TOMATOES 1984 
STAKED ON PLASTIC 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
LAND PREPARATION 
MOLDBOARD PLOW 
DISK/ W DRAG (IX) 
LABOR 
FERTILIZATION 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
APPLICATOR 
SIDEDRESS N 
SIDEDRESS APPLIC. 
LABOR 
PLANTING 
STARTER FERTILIZER 
PLANTS 
TRANSPLANTER/ 2 ROW 
LABOR 
PESTICIDES 
HERBICIDES 
TREFLAN 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
CARBARYL 
THIODAN 
units price total 
TONS 340.00 5100.00 
$340-700 
X 4.03 4.03 
X 2.64 5.28 
HOURS 5.00 5.65 
LBS, 0.26 20.56 
LBS. 0.25 25.20 
LBS. 0.12 26.55 
APPLICATION 2.60 
X 0.92 0.92 
HOURS 5.00 1.21 
LBS. 0.13 4.88 
PLANTS 0.07 364.00 
X 1.77 1.77 
HOURS 5.00 50.00 
PTS, 3,26 4.89 
X 0.33 0.33 
HOURS 5.00 0.70 
LBS. 3.58 22.38 
QTS. 5.93 7.71 
FUNGICIDES 
COPPER 10.00 LBS. 
BRAVO 1.25 GALS. 
BENLATE 0.50 LBS. 
APPLICATOR 12.00 X 
LABOR 1.68 HOURS 
CULTIVATION 
HANDHOEING 10.00 X 
LAY PLASTIC/MACHINERY 1.00 X 
LABOR/ 2 PEOPLE 0.79 HOURS 
PLASTIC MULCH 2.00 ROLLS 
PICKUP AFTER HARVEST 2.00 HOURS 
PLACE STAKES 16.00 HOURS 
STAKES 2500.00 STAKES 
TYING AND PRUNING/ 5 X 60.00 HOURS 
REMOVE STAKES 8.00 HOURS 
IRRIGATION 
ELECTRICITY 5.00 X 
LABOR 3.20 HOURS 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 1519.97 
HARVEST COSTS 
HARVEST LABOR 
GRADING AND/OR WASHING 
HAULING / WAGON 
CARTONS 
COOLING 
300.00 
20.00 
3.00 
1500.00 
1500.00 
HOURS 
HOURS 
X 
CARTONS 
CARTONS 
HARVEST VARIABLE COSTS 
PLANT COVER CROP 
DISK 
SEEDER 
SEED 
LABOR 
1.00 
1.00 
2.00  
0.49 
X 
X 
BUS. 
HOURS 
0.98 
20.83 
11.41 
0.33 
5.00 
5.00 
1.05 
5.00 
71.00 
5.00 
5.00 
5.00 
5.00 
2.92 
5.00 
0.07 
5.00 
5.00 
2.27 
0.60 
0.04 
2.29 
0.83 
5.00 
5.00 
9.80 
26.04 
5.71 
3.96 
8.40 
50.00 
1.05 
3.96 
142.00 
10.00 
80.00 
259.82 
300.00 
40.00 
14.60 
16.00 
1519.97 
98.80 
1500.00 
100.00 
6.81 
900.00 
61.50 
2568.31 
2.29 
0.83 
10.00 
2.47 
Table A.13. (Continued) 
ITEM/ FRESH TOMATOES 1984 quantity units price total 
STAKED ON PLASTIC 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 139.93 
WATER DEVELOPMENT 14.74 
IRRIGATION EQUIPMENT 27.56 
HARVEST MACHINERY 13.69 
LAND 138.00 
TOTAL FIXED COSTS 333.92 
TOTAL COSTS 4536,59 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
897.33 
563.41 
Table A.14. Watermelon budget 
ITEM/ WATERMELON 1984 quantity units 
TOTAL REVENUE 
(range) 
PREHARVEST VARIABLE COSTS 
20.00 
15-20 
TON 
LAND PREPARATION 
MOLDBOARD PLOW 
DISK/ W DRAG (IX) 
LABOR 
FERTILIZATION 
NITROGEN 
PHOSPHATE 
POTASH 
LIME 
SIDEDRESS 
APPLICATOR 
SIDEDRESS APPLICATOR 
LABOR 
PLANTING 
SEED 
PLANTER/2 ROW/PERT ATTACH 
LABOR 
PESTICIDES 
HERBICIDES 
HERBICIDE APPLICATOR 
LABOR 
INSECTICIDES 
1.00 
2.00 
1.13 
50.00 
100.00 
100.00 
50.00 
X 
X 
HOURS 
LBS. 
LBS. 
LBS. 
LBS. N 
CUSTOM APPLICATION 
2.00 
0.48 
2.00 
1.00 
0.60  
6.00 
5.00 
1.00 
0.14 
3.75 
3.00 
1.67 
X 
HOURS 
LBS. 
X 
HOURS 
QTS. 
QTS. 
X 
HOURS 
LBS. 
LBS. 
PTS. 
price total 
39.90 1398.00 
4.03 
2.64 
5.00 
4.03 
5.28 
5.65 
0 .26  
0.25 
0.12 
12.85 
25.20 
11.80 
0.26 
2.60 
0.92 
5.00 
12.85 
2.60  
1.84 
2.42 
8.00 
1.77 
5.00 
16.00 
1.77 
2.99 
2.66 
6.31 
0.33 
5.00 
15.96 
31.55 
0.33 
0.70 
3.58 
3.15 
14.73 
13.43 
9.45 
24.60 
FUNGICIDES 
2.00 
APPLICATOR 9.00 
LABOR 1.26 
CULTIVATION 
CULTIVATOR 1.00 
LABOR 0.48 
ROTARY HOE 
HANDHOEING 1.0.00 
IRRIGATION 
ELECTRICITY 6.00 
LABOR 3.84 
PREHARVEST VARIABLE COSTS 
INTEREST ON PREHARVEST COSTS 363.36 
HARVEST COSTS 
HARVEST LABOR 30.00 
GRADING AND/OR WASHING 
HAULING / WAGON 2.00 
CRATES/PALLETS 80.00 
HARVEST VARIABLE COSTS 
OWNERSHIP COSTS 
PREHARVEST MACHINERY 
WATER DEVELOPMENT 
IRRIGATION EQUIPMENT 
HARVEST MACHINERY 
LAND 
TOTAL FIXED COSTS 
TOTAL COSTS 
RETURNS OVER VARIABLE COSTS 
RETURNS OVER TOTAL COSTS 
LBS. 2.11 4.22 
X 0.33 2.97 
HOURS 5.00 6,30 
X 0.92 0.92 
HOURS 5.00 2.42 
HOURS 5.00 50,00 
ACRE INCH 2.92 17.52 
HOURS 5.00 19.20 
304.84 
0.07 23.62 
HOURS 5.00 150.00 
2.27 4.54 
2.00 160.00 
314.54 
119.50 
27.56 
14.74 
13.69 
132.00 
307.49 
950,49 
755.00 
447,51 
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APPENDIX B. SOCIAL PAYOFF FUNCTIONS 
The social payoff function represents the area beneath the demand 
curve. This appendix shows the steps used to calculate the set of social 
payoff functions associated with each crop. Each crop has a social 
payoff associated with each month that the crop can be marketed by Iowa 
producers. For example, leaf lettuce was assumed to be marketed during 
six monthly market'periods. Therefore, there are six social payoff 
functions associated with that crop. In addition, as these functions are 
nonlinear in nature, the steps to linearize them so that they can be used 
in the linear programming framework are shown. The calculations for each 
fruit and vegetable are shown in Tables B.l to B.13. 
Each table has the same format. The average price in each month 
during the summer of 1983 is shown in the first line. These prices are 
followed by the 1984 prices in the next line. The third line is a simple 
average of the two prices. By averaging the prices together, the effects 
on pries of any market abnormalities such as poor or extremely high 
yields have been ameliorated to some degree. Thus, an expected price has 
been calculated. The fourth row of information is the expected quanti­
ties demanded by the Iowa population. These calculations were shown in 
Table 4.4 and will be described more fully in Appendix E. The flexibili­
ties provided by Epperson et al. (1981) are listed on the next line by 
month. 
Given the previous information, the demand functions can be esti­
mated. The next three lines show the formulas necessary to transform the 
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data into the demand curves. The slope coefficient, B, can be calculated 
by knowing that the flexibility is equal to the slope multiplied by the 
expected quantity, Q, divided by the expected price, P: 
Flexibility = (dp / dQ) * (Q / P) 
Rearranging this equation and substituting 3 for dP/dQ, the following 
useful function can be found: 
B = Flexibility * P / 0 . 
Then by knowing the standard linear form for the demand function: 
P = A + B * 0 , 
where A is the intercept coefficient, A can be determined. Given that a 
value for both the price and quantity are known and the information 
necessary to calculate the slope is available, the equation can be 
rearranged to find the value of A: 
A = P - B * Q . 
Given these formulas, the next two lines of each table determine both the 
demand slope, B, and the intercept. A, for each monthly market period. 
The next step, shown in each table, calculates the quantity of 
produce which maximizes total social payoff by setting marginal social 
payoff equal to zero. This quantity is associated with a zero price. 
However, this value was not of much value to the modelling process 
because marginal cost is rarely equal to zero in the production process 
and the equilibrium condition is that marginal social payoff be equal to 
marginal cost. At this point, net social payoff, or the area under the 
demand curve and above the supply curve would be maximized. Therefore, 
an approximate marginal cost was calculated for each crop and the 
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approximate marginal cost was set equal to the marginal social payoff. 
The approximate marginal cost was calculated by adding preharvest and 
fixed costs together using the Iowa budgets. The resulting quantity was 
checked to determine if it was greater than the expected consumption 
quantity shown in the fourth row of information. A quantity larger than 
the expected consumption level was desired because that would allow 
movement down the demand curve if larger quantities maximized net social 
payoff. If this occurred, this quantity was sectored into 10 parts, by 
multiplying it by .1, .2, .3, ... , 1.0. These quantities are shown in 
the last section of each table. Thus, the social payoff functions 
covered portions of the demand curve both to the right and to the left of 
the expected consumption quantity. Each of these quantities was then 
substituted into the social payoff function and the resulting social 
payoffs for each quantity are recorded in the second to last section of 
each table titled "Sectored social payoffs." The approximate levels of 
social payoff associated with these quantities were inserted into the 
linear programming matrix to linearize the social payoff function. The 
linear program could choose any one quantity and its associated social 
payoff or a portion of two quantities to add up to a quantity in between 
those given. 
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Table B.l. Broccoli 
Average carton weight assumed to be 21.5 pounds. 
May June July August September October 
1983 average price per carton 
11.00 9.63 9.05 11.25 11.81 
1984 average price per carton 
9.00 8.30 10.21 8.82 12.03 
1984 expected price in 100 cwts. (simple average) 
4651.16 4170.47 4479.07 4667.44 5544,19 
1984 expected quantity in 100 cwts. 
17.91 10.53 8-43 20.02 18.96 
Flexibility by month 
-0.2100 -0.2100 -0.2100 -0.2900 -0,2900 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-54.54 -83.17 -111,58 -67.61 -84,80 
Determination of Iowa demand intercept 
5627,91 5046.26 5419.67 6021.00 7152.00 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
103.20 60.67 48.57 89,05 86.34 
Quantity where marginal social payoff equals approximate marginal cost 
45.43 22.80 " 20.34' 42,45 47.20 
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Table B•1. (Cont inued) 
Sectored social payoffs (Dividing 0=£[MSP=MC] into 10 segments) 
25005 11289 10793 24950 32813 
48884 22146 21124 48682 63736 
71638 32571 30994 71195 92771 
93266 42563 40402 92490 119916 
113768 52123 49348 112566 145172 
133145 61250 57833 131425 168539 
151397 69946 65856 149065 190016 
168523 78208 73417 165486 209605 
184523 86039 80517 180690 227304 
199398 93437 87155 194674 243114 
Sectored quantities 
4.54 
9.09 
13.63 
18.17 
22.72 
27.26 
31.80 
36.34 
40.89 
45.43 
2.28 
4.56 
6.84 
9.12 
11.40 
13.68 
15.96 
18.24 
20.52 
22.80 
2.03 
4.07 
6.10 
8.14 
10.17 
12.20 
14.24 
16.27 
18.31 
20.34 
4.25 
8.49 
12.74 
16.98 
21.23 
25.47 
29.72 
33.96 
38.21 
42.45 
4.72 
9.44 
14.16 
18.88 
23.60 
28.32 
33.04 
37.76 
42.48 
47.20 
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Table B.2. Snap beans 
Average carton weight assumed to be 28.5 pounds. 
May June July August September October 
1983 average price per carton 
13.63 14.42 13.50 12.38 16.08 
1984 average price per carton 
15.83 7.50 8.48 12.00 13.10 
1984 expected price in 100 cwts. (simple average) 
5168.16 3844.74 3856.14 4276.32 5119.91 
1984 expected quantity in 100 cwts. 
8.56 25.68 34.24 25.68 34.24 
Flexibility by month 
-0.2528 -0.2528 -0.2528 -0.2946 -0.2528 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-152.62 -37.85 -28.47 -49.06 -37.80 
Determination of Iowa demand intercept 
6474.67 4816.69 4830.97 5536.12 6414.23 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
42.42 127.27 169.69 112.85 169.69 
Quantity where marginal social payoff equals approximate marginal cost 
Table B.2. (Continued) 
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Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
18328 34870 46536 38630 61787 
35343 67635 90269 74711 119853 
51047 98295 131198 108244 174196 
65438 126850 169325 139228 224817 
78518 153300 204647 167663 271717 
90285 177645 237167 193549 314894 
100741 199884 266883 216887 354349 
109884 220018 293796 237675 390082 
117715 238048 317906 255916 422093 
124235 253972 339212 271607 450382 
Sectored quantities 
2.93 7.46 9.92 7.21 9.92 
5.86 14.92 19.85 14.42 19.85 
8.80 22.37 29.77 21.62 29.77 
11.73 29.83 39.69 28.83 39.69 
14.66 37.29 49.62 36.04 49.62 
17.59 44.75 59.54 43.25 59.56 
20.52 52.21 69.46 50.46 69.46 
23.46 59.66 79.38 57.66 79.38 
26.39 67.12 89.31 64.87 89.31 
29.32 74.58 99.23 72.08 99.23 
375 
Table B.3. Cabbage 
Average carton weight assumed to be 50 pounds. 
May June July August September October 
1983 average price per carton (56.5 lbs. average) 
7.25 5.96 6.16 6.06 5.63 
1984 average price per carton 
6.19 3.95 3.13 3.66 3.61 
1984 expected price in 100 cwts. (simple.average) 
1260.59 922.17 857.69 902.28 859.23 
1984 expected quantity in 100 cwts. 
104.18 182.32 156.27 143.25 201.85 
Flexibility by month 
-0.0347 -0.1750 -0.0395 -0.0347 -0.0347 
B = Flexibility * P / 0 
P = A + B * Q 
A = p - B * Q 
Determination of Iowa demand slope 
-0.42 -0.89 -0.22 -0.22 -0.15 
Determination of Iowa demand intercept 
1304.34 1083.55 891.57 933.59 889.05 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
3106.56 1224.15 4112.57 4271.52 6018.96 
Quantity where marginal social payoff equals approximate marginal cost 
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Table B.3. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
62981 34253 37465 56656 53328 
124967 67598 74543 112495 106119 
185959 100035 111234 167517 158373 
245957 131563 147538 221723 210090 
304960 162184 .183456 275113 261270 
362969 191896 218987 327686 311914 
419983 220700 254131 379442 362021 
476003 248596 288888 430382 411591 
531028 275584 323259 480505 460624 
585059 301664 357243 529812 509120 
Sectored quantities 
48.67 32.03 42.24 61.12 60.29 
97.33 64.06 84.48 122.25 120.57 
146.00 96.09 126.71 183.37 180.86 
194.67 128.12 168.95 244.49 241.14 
243.34 160.16 211.19 305.62 301.43 
292.00 192.19 253.43 366.74 361.71 
340.67 224.22 295.67 427.86 422.00 
389.34 256.25 337.90 488.98 482.28 
438.00 288.28 380.14 550.11 542.57 
486.67 320.31 422.38 611.23 602.85 
377 
Table B.4. Sweet corn 
Average carton weight assumed to be 47.5 pounds. 
May June July August September October 
1983 average price per carton 
9.13 5.40 7.75 10,17 
1984 average price per carton 
9.00 5.30 6.67 9.03 
1984 expected price in 100 cwts. (simple average) 
1907.89 1126.32 1517.89 2023.16 
1984 expected quantity in 100 cwts. 
110.95 509.07 186.01 68.53 
Flexibility by month 
-0.0354 -0.0370 -0.0797 -0.0797 
(-0.000) 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-0.61 • -0.08 -0.65 -2.35 
Determination of Iowa demand intercept 
1975.43 1167.99 1638.87 2184.40 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * q = 0  
3245.18 14267.81 2519.85 928.37 
Quantity where marginal social payoff equals approximate marginal cost 
781.03 830.54 - 213.52 290.87 
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Table B.4. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
152431 96724 34845 62542 
301148 192883 69393 123094 
446152 288477 103644 181655 
587442 383507 137599 238226 
725020 477972 171258 292805 
858884 571872 204620 345394 
989035 665208 237685 395992 
1115472 757979 270454 444599 
1238196 850185 302927 491216 
1357207 941827 335103 535842 
Sectored quantities 
78.10 83.05 
156.21 166.11 
234.31 249.16 
312.41 332.22 
390.51 415.27 
468.62 498.32 
546.72 581.38 
624.82 664.43 
702.93 747.49 
781.03 830.54 
21.35 29.09 
42.70 58.17 
64.06 87.26 
85.41 116.35 
106.76 145.44 
128.11 174.52 
149.46 203.61 
170.81 232.70 
192.17 261.78 
213.52 290.87 
379 
Table B.5. Cucumbers 
Average carton weight assumed to be 52.5 pounds. 
May June July August September October 
1983 average price per carton 
12.83 7.65 11.06 11.10 
1984 average price per carton 
9.19 7.50 8.36 9.93 
1984 expected price in 100 cwts. (simple average) 
2097.46 1442.86 1849.84 2002.38 
1984 expected quantity in 100 cwts. 
71.23 76.32 66.14 54.27 
Flexibility by month 
-0.1373 -0.1373 -0.1373 -0.1211 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-4.04 -2.60 -3.84 -4.47 
Determination of Iowa demand intercept 
2385,44 1640.96 2103.82 2244.R7 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
590.02 632.16 547.88 502.41 
Quantity where marginal social payoff equals approximate marginal cost 
219.01 208.40 157.25 166.71 
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Table B.5. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
51273 33634 32607 36802 
100607 66141 64265 72363 
148002 97520 94974 106682 
193458 127772 124733 139759 
236974 156896 153542 171595 
278551 184893 181402 202189 
318189 211763 208312 231541 
355888 237505 234273 259651 
391648 262120 259285 286519 
425469 285608 283346 312146 
Sectored quantities 
21.90 20.84 15.72 16.67 
43.80 41.68 31.45 33.34 
65.70 62.52 47.17 50.01 
87.60 83.36 62.90 66.68 
109.50 104.20 78.62 83.35 
131.40 125.04 94.35 100.02 
153.30 145.88 110.07 116.69 
175.21 166.72 125.80 133.36 
197.11 187.56 141.52 150.04 
219.01 208.40 157.25 166.71 
Table 5.6. Muskmelons 
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Average carton weight assumed to be 39.5 pounds. 
May June July August September October 
1983 average price per carton 
13.25 7.45 9.13 11.63 
1984 average price per carton 
10.09 10.20 9.20 14.04 
1984 expected price in 100 cwts. (simple average) 
2954.43 " 2234.18 2320.25 3249.37 
1984 expected quantity in 100 cwts. 
347.65 539.45 291.71 38.63 
Flexibility by month 
-0.0675 -0.0675 -0.0675 -0.0675 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-0.57 -0.28 -0.54 -5.68 
Determination of Iowa demand intercept 
3153.85 2384.98 2476.87 3468.70 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
5498.00 8531.38 4613.26 610.89 
Quantity where marginal social payoff equals approximate marginal cost 
2011.47 1377.14 888.19 258.66 
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Table B.6. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
622784 325794 217875 87822 
1222359 646286 431515 171845 
1798724 961476 640919 252068 
2351880 1271364 846087 328493 
2881827 1575951 1047021 401119 
3388564 1875236 1243718 469946 
3872091 2169219 1436180 534975 
4332409 2457900 1624407 596204 
4769518 2741280 1808398 653634 
5183417 3019358 1988153 707265 
Sectored quantities 
201.15 137.71 88.82 25.87 
402.29 275.43 177.64 51.73 
603.44 413.14 266.46 77.60 
804.59 550.85 355.28 103.46 
1005.74 688.57 444.09 129.33 
1206.88 826.28 532.91 155.20 
1408.03 963.99 621.73 181.06 
1609,18 1101.71 710.55 206.93 
1810.32 1239.42 799.37 232.79 
2011.47 1377.14 888.19 258.66 
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Table B.7. Leaf Lettuce 
Average carton weight assumed to be 21.5 pounds. 
May June July August September October 
1983 average price per carton 
9.40 7.50 7.19 8.20 7.98 5.00 
1984 average price per carton 
7.13 5.25 4.34 5.50 5.09 4.64 
1984 expected price in 100 cwts. (simple average) 
3844.88 2965.12 2681.40 3186.05 3039.53 2241.86 
1984 expected quantity in 100 cwts. 
4.91 9.81 11.45 11.45 11.45 11.45 
Flexibility by month 
-0.5015 -0.5015 -0.4661 -0.4661 -0.4661 -0.4661 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-392.31 -151.58 -109.15 -129.70 -123.73 -91.26 
Determination of Iowa demand intercept 
5773.09 4452,12 3931.19 4671.06 4456.26 3286.79 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
14.72 29.37 36.02 36.02 36.02 36.02 
Quantity where marginal social payoff equals approximate marginal cost 
10.11 17.50 19.51 ' 22.13" 21.45 16.29 
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Table B.7. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
5636 7559 7462 10019 9274 5233 
10871 14654 14509 19404 17979 10224 
15705 21285 21140 28153 26114 14973 
20138 27451 27355 36267 33680 19479 
24171 33153 33155 43746 40677 23744 
27802 38391 38540 50589 47105 27766 
31032 43165 43509 56798 52963 31546 
33861 47475 48063 62371 58252 35084 
36289 51320 52201 67309 62972 38380 
38316 54701 55924 71612 67122 • 41433 
Sectored quantities 
1.01 1.75 1.95 2.21 2.15 1.63 
2.02 3.50 3.90 4.43 4.29 3.26 
3.03 5.25 5.85 6.64 6.44 4.89 
4.04 7.00 7.80 8.85 8.58 6.52 
5.06 8.75 9.76 11.07 10.73 8.15 
6.07 10.50 11.71 13.28 12.87 9.77 
7.08 12.25 13.66 15.49 15.02 11.40 
8.09 14.00 15.61 17.70 17.16 13.03 
9.10 15.73 17.56 19.92 19.31 14.66 
10.11 17.50 19.51 22.13 21.45 16.29 
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Table B.8. Bell peppers 
Average carton weight assumed to be 29 pounds. 
May June July August September October 
1983 average price per carton 
12.25 10.38 7.96 13.75 
1984 average price per carton 
10.89 7.89 8.11 14.78 
1984 expected price in 100 cwts. (simple average) 
3989.66 3149.14 2769.83 4918.97 
1984 expected quantity in 100 cwts. 
52.24 75.46 52.24 36.76 
Flexibility by month 
-0.1257 -0.1257 -0.1257 -0.1257 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * q 
Determination of Iowa demand slope 
-9.60 -5.25 -6.66 -16.82 
Determination of Iowa demand intercept 
4491.15 3544.98 3117.99 5537.28 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
467.83 675.75 467.83 329.21 
Quantity where marginal social payoff equals approximate marginal cost 
238.66 256.38 137,74 198.41 
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Table B.8. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
104452 89163 42314 106556 
203436 174877 83364 206490 
296952 257144 123149 299803 
385000 335962 161669 386494 
467579 411331 198926 466564 
544691 483253 234918 540012 
616335 551726 269645 606838 
682510 616751 303108 667043 
743217 678327 335307 720626 
798457 736455 366241 767588 
Sectored quantities 
23.87 25.64 13.77 19.84 
47.73 51.28 27.55 39.68 
71.60 76.91 41.32 59.52 
95.46 102.55 55.09 79.37 
119.33 128.19 68.87 99.21 
143.20 153.83 82.64 119.05 
167.06 179.47 96.42 138.89 
190,93 205.11 110.19 158.73 
214.79 230.74 123.96 178.57 
238.66 256.38 137.74 198.41 
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Table B.9. Tablestock Potatoes 
Average carton weight assumed to 100 pounds. 
May June July August September October 
1983 average price per carton 
10.97 12.00 11.03 10.04 
1984 average price per carton 
20.54 12.09 8.40 9.37 
1984 expected price in 100 cwts. (simple average) 
1575.71 1204.69 971.63 970.54 
1984 expected quantity in 100 cwts. 
567.64 1393.95 943.67 1168.81 
Flexibility by month 
-0.0366 -0.0366 -0.0366 -0.0366 
(-0.000) 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-0.10 ' -0.03 -0.04 -0.03 
Determination of Iowa demand intercept 
1633.38 1248.78 1007.19 1006.06 
Social payoff (SP) maximizing quantity 
MSP = F' (SP) = A + B * Q = 0 
16076.90 39479.99 26727.00 33103.50 
Quantity where marginal social payoff equals approximate marginal cost 
8202.71 14188.15 5497.96 6780.13 
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Table B.9. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
1305631 1739953 548052 675134 
2542902 3416232 1084713 1336297 
3711814 5028837 1609982 1983489 
4812366 6577769 2123861 2616710 
5844559 8063027 2626349 3235961 
6808393 9484610 3117446 3841240 
7703867 10842520 3597151 4432549 
8530982 12136756 4065466 5009886 
9289738 13367319 4522389 5573253 
9980134 14534207 4967922 6122649 
Sectored quantities 
820 .27 1418 .82 549 .80 678 .01 
1640 .54 2837 .63 1099 .59 1356 .03 
2460 .81 4256 .45 1649 .39 2034 .04 
3281 .08 5675 .26 2199 .19 2712 .05 
4101 .35 7094 .08 2748 .98 3390 .06 
4921 .62 8512 .89 3298 .78 4068 .08 
5741 .89 9931 .71 3848 .57 4746 ,09 
6562 .17 11350 .52 4398 .37 5424 .in 
7382 .44 12769 .34 4948 .17 6102 .12 
8202 .71 14188 .15 5497 .96 6780 .13 
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Table B.IO. Summer Squash 
Average carton weight assumed to be 50 pounds. 
May June July August September October 
1983 average price per carton 
5.17 4.17 3.07 4.07 5.22 
1984 average price per carton 
4.00 2.47 2.81 4.54 4.92 
1984 expected price in 100 cwts. (simple average) 
916.50 663.50 588.00 860.50 1013.50 
1984 expected quantity in 100 cwts. 
3.04 10.15 8.12 12.18 4 ,74  
Flexibility by month 
-0.2073 -0.1282 -0.0747 -0.1810 -0.1810 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - 3 * Q 
Determination of Iowa demand slope 
-62.41 -8.38 -5.41 -12.79 -38.74 
Determination of Iowa demand intercept 
1106.49 748.56 631.92 1016.25 1196.94 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
17.73 89.31 116.80 79.46 30.90 
Quantity where marginal social payoff equals approximate marginal cost 
8,12 41.58 24.38 32.55 15.41 
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Table B.IO. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
877 
1714 
2509 
3263 
3976 
4648 
5279 
5869 
6417 
6925 
3040 
5936 
8686 
11291 
13752 
16068 
18238 
20264 
22145 
23881 
1525 
3017 
4478 
5906 
7302 
8666 
9998 
11297 
12565 
13800 
3240 
6344 
9313 
12146 
14844 
17406 
19833 
22125 
24281 
26301 
1799 
3505 
5120 
6642 
8073 
9412 
10658 
11813 
12876 
13846 
Sectored quantities 
0.81  
1 .62  
2.43 
3.25 
4.06 
4.87 
5.68 
6.49 
7.30 
8 . 1 2  
4.16 
8.32 
12.47 
16.63 
20.79 
24.95 
29.11 
33.27 
37.42 
41.58 
2.44 
4.88 
7.31 
9.75 
12.19 
14.63 
17.07 
19.51 
21.94 
24.38 
3.25 
6.51 
9.76 
13.02 
16.27 
19.53 
22.78 
26.04 
29.29 
32.55 
1.54 
3.08 
4.62 
6 . 1 6  
7.71 
9.25 
10.79 
12.33 
13.87 
15.41 
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Table B.ll. Winter squash 
Average carton weight assumed to be 50 pounds 
May June July August September October 
1983 average price per carton 
5.99 5.96 
3.82 4.50 
1181.00 1046.00 
5.73 6.69 
-0.1810 -0.1810 
1984 average price per carton 
1984 expected price in 100 cwts. (simple average) 
1984 expected quantity in 100 cwts. 
Flexibility by month 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
Determination of Iowa demand intercept 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
-37.29 -28.31 
1394.76 1235.33 
37.40 43.64 
Quantity where marginal social payoff equals approximate marginal cost 
23.99 25.97 
Table B.ll. (Continued) 
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Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
Sectored quantities 
3239 
6264 
9073 
11668 
14049 
16215 
18166 
19902 
21424 
22731 
3113 
6035 
8766 
11307 
13656 
15814 
17781 
19557 
21143 
22537 
2.40 
4.80 
7.20 
9.60 
12.00 
14.40 
16.80 
19.19 
21.59 
23.99 
2 .60  
5.19 
7.79 
10.39 
12.99 
15.58 
1 8 . 1 8  
20.78 
23.38 
25.97 
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Table B.12. Tomatoes 
Average carton weight assumed to 25 pounds. 
May June July August September 
1983 average price per carton 
7.28 
1984 average price per carton 
11 .60  
7.35 
14.21 
1984 expected price in 100 cwts. (simple average) 
3776.00 4312.00 
1984 expected quantity in 100 cwts .  
240.51 301.25 
Flexibility by month 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-1.30 -1.19 
Determination of Iowa demand intercept 
4089.41 4669.90 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
3138.22 3930.83 
7.68 
9.63 
204.08 
-0.0830 -0.0830 -0.0830 
-1.41 
October 
9.63 
10.36 
3462.00 3998,00 
142.53 
-0.0830 
-2.33 
3749.35 4329.83 
2662.82 1859.75 
Quantity where marginal social payoff equals approximate marginal cost 
1910.38 2584.05 1526.49 1172.52 
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Table B.12. (Continued) 
Sectored social payoffs (Dividing 0=f[MSP=MC] into 10 segments) 
757453 1167060 555928 491677 
1467349 2254793 1079046 951345 
2129687 3263198 1569354 1379006 
2744469 4192276 2026853 1774660 
3311693 5042025 2451543 2138305 
3831360 5812448 2843423 2469943 
4303470 6503542 3202494 2769573 
4728023 7115309 3528755 3037195 
5105019 7647748 3822207 3272809 
5434458 8100860 4082850 3476416 
Sectored quantities 
191.04 258.40 152.65 117 .25 
382.08 516.81 305.30 234 .50 
573.11 775.21 457.95 351 .76 
764.15 1033.62 610.59 469 .01 
955.19 1292.02 763.24 586 .26 
1146.23 1550.43 915.89 703 .51 
1337.27 1808.83 1068.54 820 .76 
1528.30 2067.24 1221.19 938 .01 
1719.34 2325.64 1373.84 1055 .27 
1910.38 2584.05 1526.49 1172 .52 
Table B.13. Watermelons 
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No carton weight assumed 
May June July August September October 
1983 average price per carton 
0.14 0.12 0.13 0.13 
1984 average price per carton 
0.11 0.09 0.08 0.14 
1984 expected price in 100 cwts. (simple average) 
1233.75 1068.00 1069.00 1335.00 
1984 expected quantity in 100 cwts. 
272.00 921.60 153.60 12.80 
Flexibility by month 
-0.1743 -0.1743 -0.1743 -0.1743 
B = Flexibility * P / Q 
P = A + B * Q 
A = P - B * Q 
Determination of Iowa demand slope 
-0.79 -0.20 -1.21 -18.18 
Determination of Iowa demand intercept 
1448.79 1254.15 1255,33 1567.69 
Social payoff (SP) maximizing quantity 
M S P  =  F ' ( S P )  = A + B * Q = 0  
1832.54 6209.06 1034.84 86.24 
Quantity where marginal social payoff equals approximate marginal cost 
1200.10 3733.66 622.66 58,73 
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Table B.13. (Continued) 
Sectored social payoffs (Dividing Q=f[MSP=MC] into 10 segments) 
168176 454179 75813 8894 
324966 880201 146923 17161 
470370 1278065 213329 24801 
604387 1647772 275033 31813 
727017 1989322 332033 38199 
838261 2302713 384330 43957 
938119 2587948 431924 49089 
1026590 2845024 474815 53593 
1103675 3073944 513003 57471 
1169373 3274706 546488 60721 
Sectored quantities 
120.01 373.37 62.27 5.87 
240.02 746.73 124.53 11.75 
360.03 1120.10 186.80 17.62 
480.04 1493.46 249.06 23.49 
600.05 1866.83 311.33 29.37 
720.06 2240.20 373.60 35.24 
840.07 • 2613.56 435.86 41.11 
960.08 2986.93 498.13 46.99 
1080.09 3360.30 560.40 52.86 
1200,10 3733.66 622.66 58.73 
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APPENDIX C. ESTIMATED PER CAPITA CONSUMPTION 
Fruit and vegetable per capita consumption estimates were needed to 
determine the quantities of these crops demanded by lowans. But because 
estimates of per capita consumption of the fruits and vegetables in this 
study were not available for 1984, and some of the crops studied did not 
have data collected on them after 1981, a method was devised to calculate 
these values. Furthermore, two crops, winter squash and summer squash, 
did not have a time series as of per capita consumption estimates 
collected by the USDA. A procedure was devised to compute an estimate 
for the squash crops. Also, per capita consumption estimates for lettuce 
covered all varieties including iceberg lettuce which is assumed not to 
grow well in Iowa. So an adjustment was made to the lettuce per capita 
consumption estimate to reflect this difference. 
This appendix describes the per capita consumption estimation 
methods. For those crops which had a time series, the annual per capita 
consumption was regressed against time and a predicted value for 1984 was 
calculated. The results of those regressions are listed in Table C.l. 
The data for these regressions were collected from the USDA Food 
Consumption, Prices and Expenditures 1962-1983 (1983) and USDA Ag 
Statistics (various years). 
For summer and winter squash, the quantity of arrivals, 59,000 
cwts., at the Chicago market in 1984 was divided by the assumed demand 
population of Illinois, 11,506,000. This value was further adjusted by 
dividing by .85. This value represents the accuracy attained by the USDA 
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data collection process according to their Chicago area office. Then, 
because the arrivals data does not differentiate between the types of 
squash, the proportion of summer squash to winter squash was determined 
using the Spotton et al. (1985) survey information. These percentages 
are 68 and 32 percent for summer and winter squash, respectively. See 
Table C.l for the calculations. 
Leaf lettuce also posed a problem as most of the lettuce consumed is 
of the iceberg or head lettuce variety. Thus, the percentage of lettuce 
arrivals in Chicago, which was associated with leaf lettuce varieties, 
was multiplied by the total lettuce per capita consumption. The result­
ing value became the leaf lettuce per capita consumption estimate. This 
assumed that lowans consumed the same proportion of leaf lettuce to head 
lettuce in the commercial wholesale market channel that Illinois 
consumers did. This calculation is also shown in Table C.l. 
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Table C.l. 1984 Per Capita Consumption and related Test Statistics 
Vegetable Yearly R- Probability 
Coefficients 
Per Capita 
Consumption 
(pounds) 
Square > F Test Stati 
Intercept 
sties 
Year 
type 
Broccoli 1.763 .90 .0001 .0001 .0001 OLS 
Snapbeans 1.412 .90 .0001 .0001 .0001 OLS 
Cabbage 8.570 .67 .0001 .0001 .0001 OLS 
Sweet Com 6.863 .67 .0001 .0001 .0001 OLS 
Cucumbers 4.371 .74 .0001 .0001 .0001 OLS 
Lettuce 26.847 .94 .0001 .0001 .0001 OLS 
Muskmelon 8.500 n.a. .0100 (see below) NLS 
Green Peppers 3.710 .84 .0001 .0001 .0001 OLS 
Potatoes 49.400 .83 .0001 .0001 .0001 OLS 
Tomatoes 13.575 .58 .0001 .0001 .0001 OLS 
Watermelon 11.365 .75 .0001 .0001 .0001 OLS 
Muskmelon model 
Muskmelon was estimated with non-linear least squares using a cosin 
model. 
Model: Per capita muskmelon consumption = 
BO + B1 * Cosine ( B2 * Year + B3 ) 
Coefficient Standard Error 
where BO = intercept 8.068 .115 
B1 = amplitude 0.741 .160 
B2 = period 0.699 .037 
B3 = phase -0.219 .446 
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Table C.l. (Continued) 
Muskmelon model (Cont.) 
By using the coefficients in the above estimated model, the 
predicted consumption equals 8.500 pounds and the following tests were 
made to test the strength of the model and coefficient estimates. 
The F-ratio test is significant at the 1 % level. 
BO is significant at the 1 % level. 
B1 is significant at the 1 % level. 
B2 is significant at the 1 % level. 
B3 is not significant at the 10 % level (Judge, 1982). 
The fact that the phase, B3, is not significantly different than 
zero means that most likely the fitted function was a cosine. 
Leaf lettuce 
26.847 * 75 / 4853 = .415 lbs., 
where 26.847 is the amount of lettuce consumption, 75 (1000 cwts.) is 
other lettuce arrivals (includes romaine and other leaf lettuce), and 
4853 (1000 cwts.) is the total amount of all lettuce consumed in the 
Chicago market in 1984. 
Squash 
Per Capita Consumption for squash for 1984 is: 
Summer Squash; .41 lbs. = 5,900,000/11,506,000/.85*.68 
Winter Squash: .19 lbs. = 5,900,000/11,506,000/.85*.32 
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APPENDIX D. TRANSPORTATION COSTS 
Transportation rates were supplied by the 1984 USDA Fruit and 
Vegetable Truck Rate and Cost Summary (1985). The form in which they 
were reported, however, was not useful because all of the values obtained 
were from the supply areas to Chicago or New York City. Furthermore, 
some states did not have transportation rates reported from their state 
to Chicago. Thus, the rates were transformed to reflect the rate to 
Iowa. For example, if the rate was to some other city, the distance from 
the supply area to the other city was calculated and a cost per mile was 
calculated. Then the mileage to Iowa from the supply area was calculated 
and the cost per mile was multiplied by this distance. The resulting 
rate became the cost to shippers to transport produce to Iowa. This 
assumes that the rates would not change drastically between the reported 
city and Iowa. 
In other cases, no rate would be reported for a particular supplying 
state. In this case, another state's rate from within that region would 
be substituted. For example, only a rate for North Carolina watermelons 
was reported. As watermelons can be hauled in an open truck which is 
quite different from the other fresh produce in this study, South 
Carolina's fresh vegetable rate to Chicago was substituted for the North 
Carolina Vegetable rate with an appropriate mileage change to reflect the 
difference in mileage. 
The monthly rates obtained and the substitutions used, as well as 
the mileage assumed to Chicago and Iowa are shown in Table D.l. Note 
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that rates' were not reported for all months. Thus, if a rate was needed 
for a month in which one was not included, a nearby month's rate was 
substituted. Also using the the Truck Rate and Cost Summary, the costs 
associated with fuel and labor were determined, and they ere also 
included in this table. 
The table is organized in the following manner. The actual reported 
rate to Chicago per month is listed under rate and beside the months 
listed under Chicago. For example, the rate from New Jersey to Chicago 
in May is $1100. The mileage is assumed to be 770 miles and the rate per 
mile is $1.43. The fuel and labor costs, given assumptions in the USDA 
Fruit and Vegetable Truck Rate and Cost Summary (1985), are $191.73 and 
$234.85. This indicates that the per mile costs are $.249 and $.305, 
respectively. The fuel costs vary slightly per month as do the total 
truck rates. To get the total charge to Iowa, the mileage to Iowa is 
determined, 1083 miles, and multiplied by the rate previously determined, 
$1.43. This equals a total rate from New Jersey to Iowa of $1547.14. 
Truck rates within Iowa were determined by telephone survey. 
Minimum rates were quoted and a range was determined. The range was from 
$250.00 Co $450.00 and a rough average of $350.25 was determined for the 
Iowa rate charge. 
One further manipulation of the data was necessary before Che rates 
were useful in our model. A truck loaded with broccoli weighs less than 
a truck loaded with potatoes, but the same truck rates are reported for 
all vegetables, regardless of the weight. Thus, to determine the per 
cwt. charge for transporting each fruit or vegetable to Iowa, the net 
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load weight of a refrigerated truck was obtained from the USDA Fresh 
Fruit and Vegetable Unload Totals: for 41 cities (1972). This rate to 
Iowa was divided by the net load weight (in cwts.) to determine the cost 
of transporting a hundredweight of that crop to Iowa. Those net load 
weights in cwts. are as follows: broccoli, 184; snap beans, 225; 
cabbage, 275; sweet corn, 304.5; cucumbers, 357; muskmelons, 400; leaf 
lettuce 330; green peppers, 193.75; potatoes, 480; winter squash, 320; 
summer squash, 315; tomatoes, 360; and watermelons, 340. To continue 
with our New Jersey to Iowa example, the per cwt. rate to Iowa for 
transporting snap beans would be $1547.14 divided by 225 cwt. or $6.88. 
Similar steps were used to determine the per cwt. fuel and labor 
charges. 
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Table D.l. Truck rates and costs by state and month 
Departure: Kern Co., California - Fruits and Vegetables 
Destination: Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 2056.00 511.94 627.08 
June 2056.00 2625.00 1 .28 514.00 625.02 
July 2056.00 2710.00 1 .32 514.00 622.97 
August 2056.00 2175.00 1 .06 530.45 625.02 
September 2056.00 1950.00 0 .95 534.56 622.97 
October 2056.00 1890.00 0 .92 540.73 627.08 
Moines 
May 1729.00 0.00 430.52 527.35 
June 1729.00 2207.50 432.25 525.62 
July 1729.00 2278.98 432.25 523.89 
August 1729.00 1829.07 446.08 525.62 
September 1729.00 1639.86 449.54 523.89 
October 1729.00 1589.40 454.73 527.35 
Departure: 
Destination: 
Sacramento, Cal. 
Miles Rate 
- Fruits and Melons 
Rate/Mile Fuel Labor 
Chicago 
Hay 
June 
July 
August 
September 
2049.00 
2049.00 
2049.00 
2049.00 
3216,67 
2350.00 
1.57 
1.15 
512.25 
512.25 
528.64 
532.74 
ao 
622.90 
620.85 
622.90 
620.85 
624.95 
Des Moines 
May 
June 
July 
August 
September 
October 
1722.00 
1722.00 
1722.00 
1722.00 
1722.00 
1722.00 
0.00 
0.00  
2703.32 
1974.96 
0.00 
0.00 
428.78 
430.50 
430.50 
444.28 
447.72 
452.89 
525.21 
523.49 
521.77 
523.49 
521.77 
525.21 
^USDA Fruit and Vegetable Truck Rate and Cost Summary, 1984 (1985) 
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Table D.l. (Continued) 
Departure: 
Destination: 
Salinas, Cal. - - Vegetables 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 2221, .00 553. .03 677, .41 
June 2221 .00 2987. .50 1, .35 555, .25 675, .18 
July 2221 .00 3100. .00 1 .40 555. .25 672. .96 
August 2221 .00 2425. .00 1 .09 573. .02 675, .18 
September 2221, .00 2237, .50 1. .01 577. .46 672, .96 
October 2221 .00 2010 .00 0 .90 584 .12 677 .41 
Des Moines 
May 
June 
July 
August 
September 
October 
1894.00 
1894.00 
1894.00 
1894.00 
1894.00 
1894.00 
0.00  
2547.65 
2643.58 
2067.96 
1908.07 
1714.07 
471.61 
473.50 
473.50 
488.65 
492.44 
498.12 
577.67 
575.78 
573.88 
575.78 
573.88 
577.67 
Departure: 
Destination: 
San Joaquin Valley, Cal - -Frts, Vegs. & Melons 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 2089. ,00 520, ,16 637. ,15 
June 2089, .00 2787, .50 1. .33 522, .25 635, .06 
July 2089, .00 2840. .00 1, .36 522, .25 632, .97 
August 2089, .00 2150. .00 1, .03 538, .96 635, .06 
September 2089. ,00 2112 .50 1. .01 543, .14 632, .97 
October 2089. .00 1930 .00 0. .92 549. .41 637. .15 
Des Moines 
May 1762.00 0.00 438.74 537.41 
June 1762.00 2351.16 440.50 535.65 
July 1762.00 2395.44 440.50 533.89 
August 1762.00 1813.45 454.60 535.65 
September 1762.00 1781.82 458.12 533.89 
October 1762.00 1627.89 463.41 537.41 
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Table D.l. (Continued) 
Departure: 
Destination: 
Southern Cal. - - Citrus and Vegetables 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 2054.00 511.45 626.47 
June 2054.00 2750.00 1.34 513.50 624.42 
July 2054.00 2945.00 1.43 513.50 622.36 
August 2054.00 2187.50 1.06 529.93 624.42 
September 2054.00 2000.00 0.97 534.04 622.36 
October 2054.00 1800.00 0.88 540.20 626.47 
Moines 
May 1724.00 0.00 429.28 525.82 
June 1724.00 2308.18 431.00 524.10 
July 1724.00 2471.85 431.00 522.37 
August 1724.00 1836.05 444.79 524.10 
September 1724.00 1678.68 448.24 522.37 
October 1724.00 1510.81 453.41 525.82 
Departure: 
Destination: 
Florida - - Tomatoes 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 1109-00 276,14 338,25 
June 1109.00 1900.00 1.71 277.25 337.14 
July 1109.00 277.25 336,03 
August 1109.00 286.12 337,14 
September 1109.00 288.34 336.03 
October 1109.00 291.67 338.25 
Des Moines 
May 1305.00 0.00 324,95 398.03 
June 1305.00 2235.80 326.25 396.72 
July 1305.00 0.00 326.25 395.42 
August 1305.00 0.00 336.69 396.72 
September 1305.00 0.00 339.30 395.42 
October 1305.00 0.00 343.22 398.03 
Table D.l. (Continued) 
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Departure : 
Destination: 
Florida - - Mixed Vegetables 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 
June 
July 
August 
September 
October 
Des Moines 
May 
June 
July 
August 
September 
Oc tober 
1109.00 
1109.00 2037.50 
1109.00 
1109.00 
1109.00 
1109.00 
1305.00 0.00 
1305.00 2397.60 
1305.00 0.00 
1305.00 0.00 
1305.00 0.00 
1305.00 0.00 
1.84 
276.14 
277.25 
277.25 
286.12 
288.34 
291.67 
324.95 
326.25 
326.25 
336.69 
339.30 
343.22 
338.25 
337.14 
336.03 
337.14 
336.03 
338.25 
398.03 
396.72 
395.42 
396.72 
395.42 
398.03 
Departure: 
Destination: 
Florida - - Watermelon 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 
June 
July 
August 
September 
October 
Des Moines 
May 
June 
July 
August 
September 
October 
1109.00 
1109.00 
1109.00 1890.00 
1109.00 
1109.00 
1109.00 
1305.00 0.00 
1305.00 0.00 
1305.00 2224.03 
1305.00 0.00 
1305.00 0.00 
1305.00 0.00 
1.70 
276.14 
277.25 
277.25 
286.12 
288.34 
291.67 
324.95 
326.25 
326.25 
336.69 
339.30 
343.22 
338.25 
337.14 
336.03 
337.14 
336.03 
338.25 
398.03 
396.72 
395.42 
396.72 
395.42 
398.03 
Table D.l. (Continued) 
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Departure: Georgia - - Vegetables 
Destination: Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 784.00 195.22 239.12 
June 784.00 1955.00 2.49 196.00 238.34 
July 784.00 196.00 237.55 
August 784.00 202.27 238.34 
September 784.00 203.84 237.55 
Oc tober 784.00 206.19 239.12 
Des Moines 
May 1011.00 0.00 251.74 308.36 
June 1011.00 2521.05 252.75 307.34 
July 1011.00 0.00 252.75 306.33 
August 1011.00 0.00 260.84 307.34 
September 1011.00 0.00 262.86 306.33 
October 1011.00 0.00 265.89 308.36 
Departure: Georgia - - Watermelon 
Destination: Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 784,00 195.22 239.12 
June 784.00 196.00 238.34 
July 784.00 1592.00 2.03 196.00 237.55 
August 784.00 202.27 238.34 
September 784.00 203.84 237.55 
October 784.00 206.19 239.12 
Des Moines 
May 1011.00 0.00 251.74 308.36 
June 1011.00 0.00 252.75 307.34 
July 1011.00 2052.95 252.75 306.33 
Augus t 1011.00 0.00 260.84 307.36 
September 1011.00 0.00 262.86 306.33 
October 1011.00 0.00 265.89 308.36 
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Table D.l. (Continued) 
Departure: Eastern Idaho - - Potatoes 
Destination: Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 1473.00 366.78 449.27 
June 1473.00 368.25 447.79 
July 1473.00 368.25 446.32 
August 1473.00 380.03 447.79 
September 1473.00 1526.57 1.04 382.98 446.32 
October 1473.00 1526.57 1.04 387.40 449.27 
Des Moines 
May 1146.00 0.00 285.35 349.53 
June 1146.00 0.00 286.50 348.38 
July 1146.00 0.00 286.50 347.24 
August 1146.00 1187.68 295.67 348.38 
September 1146.00 1187.68 297.96 347.24 
October 1146.00 1187.68 301.40 349.53 
Departure: Peoria, Illinois using Michigan costs 
Destination: Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 151.00 206.87 1.37 37.60 46.06 
June 151.00 206.87 1.37 37.75 45.90 
July 151.00 206.87 1.37 37.75 45.75 
August 151.00 206.87 1.37 38.96 45.90 
September 151.00 206.87 1.37 39.26 45.75 
October 151.00 206.87 1.37 39.71 46.06 
Des Moines 
May 254.00 347,98 63.25 77.47 
June 254.00 347.98 63.50 77.22 
July 254.00 347.98 63.50 76.96 
August 254.00 347.98 65.53 77.22 
September 254.00 347.98 66.04 76.96 
October 254.00 347.98 66.80 77.47 
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Table D.l. (Continued) 
Departure; 
Destination: 
Michigan - - apples 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 725.00 990.00 1.37 180.53 221.13 
June 725.00 990.00 1.37 181.25 220.40 
July 725.00 990.00 1.37 181.25 219.68 
August 725.00 990.00 1.37 187.05 220.40 
September 725.00 990.00 1.37 188.50 219.68 
October 725.00 990.00 1.37 190.68 221.13 
Moines 
May 486.00 663.64 121.01 148.23 
June 486.00 663.64 121.50 147.74 
July 486.00 663.64 121.50 147.26 
August 486.00 663.64 125.39 147.74 
September 486.00 663.64 126.36 147.26 
Oc tober 486.00 663.64 127.82 148.23 
Departure: 
Destination: 
Jefferson City Mo. using Michigans Costs 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 386.00 528.82 1.37 96.11 117.73 
June 386.00 528.82 1.37 96.50 117.36 
July 386.00 528.82 1.37 96.50 116,96 
August 386.00 528.82 1.37 99.59 117.34 
September 386.00 528.82 1.37 100.36 116.96 
October 386.00 528.82 1.37 101.52 117.73 
"loines 
May 265.00 363.05 65.99 80.83 
June 265.ro 363.05 66.25 80.56 
July 26S.OO 363.05 66.25 80.30 
August 265.00 363.05 68.37 80.56 
September 265.00 363.05 68.90 80.30 
October 265.00 363.05 69.70 80.83 
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Table D.l. (Continued) 
Departure : New Jersey 
Destination: Miles Rate Rate/Mile Fuel Labor 
Chicago 
May 770. .00 1100. .00 1. .43 191. .73 234. 85 
June 770. .00 1100. .00 1. .43 192, .50 234. 08 
July 770. .00 1065. .00 1. .38 192. .50 233. 31 
August 770 .00 1040. .63 1 .35 198.  66 234. 08 
September 770, .00 1062. .50 1, .38 200. .20 233. 31 
October 770 .00 1050 .00 1 .36 202 .51 234. 85 
Des Moines 
May 
June 
July 
August 
September 
October 
1083.00 
1083.00 
1083.00 
1083.00 
1083.00 
1083.00 
1547.14 
1547.14 
1497.92 
1463.63 
1494.40 
1476.82 
269.67 
270.75 
270.75 
279.41 
281.58 
284.83 
330.32 
329.23 
328.15 
329.23 
328.15 
330.32 
Departure: 
Destination: 
Cortland, N. Y. using New Jersey's costs 
Miles Rate Rate/Mile Fuel Labor 
Chicago 
rlsy 679 . 00 970 .97 1 _ .43 169. ,07 207 .10 
June 679 .00 970 .97 1. .43 169, .75 206 .42 
July 679 .00 937 .02 1, .38 169, .75 205 .74 
August 679 .00 916 .65 1, .35 175, .18 206 .42 
September 679 .00 937 .02 1, .38 176. .54 205 .74 
October 679 . 00 923 .44 1 .36 178, .58 207 .10 
Des Moines 
May 996.00 1424.28 248.00 303.78 
June 996.00 1424.28 249.00 302.78 
July 996.00 1374.48 249.00 301.79 
August 996.00 1344.60 256.97 302.78 
September 996.00 1374.48 258.96 301.79 
October 996.00 1354.56 261.95 303.78 
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APPENDIX E. FRDIT AND VEGETABLE SUPPLIERS 
Appendix E contains the assumed competing states and the quantities 
of the crops they supplied the Iowa market during each monthly market 
period. These values are proxied from Chicago arrivals data (USDA 
Chicago Fresh Fruit and Vegetable Wholesale Market Prices, 1984) and are 
adjusted to reflect the assumed consumption by the Iowa population. The 
values shown in Table E.l are the ?.ssumed quantities supplied by each 
state to Iowa and sum up to the total consumption by monthly market 
period. 
The procedure used to obtain these values is as follows. First, the 
annual per capita consumption for each crop was determined. These values 
for each crop are shown in Appendix B. Continuing, the per capita 
consumption of a crop was multiplied by the Iowa population, 2,910,000, 
in 1984 to determine the total amount of consumption in Iowa during the 
year. Then the amount which was consumed during each month was deter­
mined by using the monthly portion of total annual arrivals to Chicago to 
adjust the yearly figure for each crop. Finally, the quantity of a crop 
supplied by each state during a month was calculated by obtaining their 
percent of the total monthly arrivals and multiplying that percentage 
times the monthly consumption. 
The example in Chapter IV for July broccoli will be shown here Co 
illustrate the procedure. Per capita broccoli consumption is 1.763 lbs. 
as was shown in Appendix C. Total consumption during the year would be 
1.763 times 2,910,000 or 5,130,330 lbs. To adjust this value to monthly 
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consumption values, the monthly percentage of total annual arrivals data 
was used. The July arrivals total for broccoli is 10 (1000 cwts.) while 
the yearly total is 487 (1000 cwts.), thus, approximately 2 percent is 
consumed during July. Multiplying total consumption, 5,130,330 lbs., by 
.02 equals 105,346 lbs. To obtain the value for July consumption, simply 
divide by 100 to obtain the value in cwts. Furthermore, to obtain the 
quantity supplied by each state, each state's percentage of monthly 
arrivals was determined and then multiplied by the monthly consumption 
value. In this case, California supplied 9 of the 10 (1000 cwts.) of 
July broccoli, and therefore, their portion of supply in cwts. is .9 
multiplied by 1053.46 or 948.11 cwts. 
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Table E.l. Fruit 
using 
and vegetable suppliers: origin and quantity for 1984 
Chicago arrivals percentages as guide 
Crop/State Month (cwts.) 
BROCCOLI 
CAL. 
ILL. 
MIC. 
WIS. 
JUNE JULY AUGUST SEPTEMBER 
1790.87 948.11 632.07 1264.15 
105.35 210.69 526.73 
210.69 
OCTOBER 
1158.80 
421.38 
105.35 
210.69 
TOTAL 
IOWA CONSUMPTION 1790.87 1053.46 
SNAP BEANS 
FLA. 
GA. 
ILL. 
N.J. 
N.C. 
TENN. 
JUNE 
285.34 
570.68 
842.76 2001.57 
JULY AUGUST SEPTEMBER 
1712.05 1712.05 1712.05 
856.03 
856.03 856.03 856.03 
1896.22 
OCTOBER 
1712.05 
1141.37 
570.68 
TOTAL 
IOWA CONSUMPTION 
CABBAGE 
CAL. 
DEL. 
FLA. 
ILL. 
IND. 
KY. 
MD. 
MICH. 
MISS. 
N.J. 
N.Y. 
N.C. 
OHIO 
TENN. 
TEX. 
WIS. 
856.03 2568.08 3424.10 2568.08 3424.10 
JUNE 
325.57 
325.57 
325.57 
976,71 
325.57 
976.71 
325.57 
2604.56 
325.57 
325.57 
3581.28 
JULY 
651.14 
7162.55 
3255.70 
1953.42 
651.14 
651.14 
1302.28 
2604.56 
AUGUST SEPTEMBER OCTOBER 
6511.41 3906.85 6511.41 
1953.42 3906.85 1953.42 
651.14 651.14 2604.56 
651.14 
0.00 0.00 651.14 
651.14 651.14 651.14 
5860.27 5209.13 7162.55 
TOTAL 
IOWA CONSUMPTION 10418.26 18231.95 15627.38 14325.10 20185.37 
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Table E.l. (Continued) 
Crop/State Month (cwts.) 
SWEET CORN 
JUNE JULY AUGUST SEPTEMBER 
ALA. 978.99 978,99 
DEL. 326.33 
FLA. 3915.95 
GA. 652.66 
ILL. 3263.29 42096.43 5873.92 
IND. 326.33 4894.93 978,99 
KAN. 326.33 
MO. 1305.32 
MICH. 1957.97 
N.Y. 978.99 
OHIO 978.99 
WIS. 3915,95 6852.91 
TOTAL 
IOWA CONSUMPTION 11095.18 50907.31 18600.75 
CUCUMBERS 
FLA. 
GA. 
ILL. 
IND. 
MICH. 
N.J. 
N.C. 
OHIO 
S.C. 
TENN. 
TEXAS 
VA. 
JUNE JULY 
254.39 
1526.35 
508.78 
1017.57 
3052.71 
254.39 
254.39 
254.39 
AUGUST SEPTEMBER 
2543.92 
1017.57 
2543.92 
1526.35 
1017.57 
1017.57 
2543.92 
508.78 
1017.57 
508.78 
TOTAL 
IOWA CONSUMPTION 7122.98 7631,77 6614.20 
OCTOBER 
326.33 
2936.96 
326.33 
652.66 
1305.32 
652.66 
652.66 
6852.91 
OCTOBER 
847.97 
1356.76 
339.19 
339.19 
847.97 
678.38 . 
867.97 
169.59 
5427.03 
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Table E.l. (Continued) 
Crop/State Month (cwts.) 
LEAF LETTUCE 
CAL. 
OHIO 
MAY 
482.95 
JUBE 
804.91 
160.98 
JULY 
804.91 
321.96 
AUGUST SEPTEMBER 
643.93 
482.95 
643.93 
482.95 
OCTOBER 
804.91 
321.96 
TOTAL 
Ik. CONS. 482.95 
MUSKMELONS 
CAL. 
ILL. 
IND. 
KY. 
MICH. 
N.J. 
WIS. 
965.89 
JUNE 
1126.88 
JULY 
30369.31 
2996.97 
199.80 
599.39 
199.80 
399.60 
1126.88 
AUGUST 
51547.90 
399.60 
1198.79 
399.60 
399.60 
1126.88 
SEPTEMBER 
27971.73 
799.19 
399.60 
1 1 2 6 , « 8  
OCTOBER 
3196.77 
665.99 
TOTAL 
IOWA CONSUMPTION 34764.86 53945.48 29170.52 3862.76 
GREEN PEPPERS 
CAL. 
FLA. 
GA. 
ILL 
IND. 
LA. 
MICH. 
N.C. 
TEXAS 
JUNE JULY 
290.22 
290.22 
1451.09 
290.22 
580.44 
2031.52 
290.22 
AUGUST SEPTEMBER 
1741.31 1741.31 
3482.61 
580.44 
580.44 
1160.87 
1741.31 
580.44 
1160.87 
OCTOBER 
1354.35 
193.48 
967.39 
193.48 
967,39 
TOTAL 
IOWA CONSUMPTION 5223,92 7545.66 5223,92 3676.09 
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Table E.l. (Continued) 
Crop/state Month (cwts.) 
POTATOES 
JUNE JULY AUGUST SEPTEMBER OCTOBER 
ALA. 1916.08 
ARIZ. 1197.55 
CAL. 32333.87 8143.35 479.02 
COLO. 958.04 958.04 
IDAHO 6706.28 4790.20 12454.53 24430.04 
ILL. 3832.16 1437.06 2874.12 
IND. 958.04 
MICH. 239.51 3353.14 
MINN. 26346.12 13412.57 14849.63 
NEBR 479.02 
N.D. 479.02 4311.18 
N.M 958.04 
OKLA. 239.51 
OREGON 3353.14 7185.30 2395.10 
TEXAS 11975.51 23951.02 1916.08 
VA. 239.51 479.02 
WAS. 479.02 21555.91 3353.14 2874.12 
WIS. 1437.06 45985.95 53171.26 58919.50 
TOTAL 
IOWA CONSUMPTION 56763.91 , 139394.92 94367.00 116880.96 
SQUASH 
JUNE JULY AUGUST SEPTEMBER OCTOBER 
FLA. 67.65 
GA. 101.48 202.96 67.65 
ILL. 202.96 608.88 405.92 608.88 202.96 
IND. 202.96 67.65 
MICH. 405.92 405.92 202.96 67.65 
TOTAL 
IOWA CONSUMPTION 304.44 1014.80 811.84 1217.76 473.57 
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Table E.l (Continued)' 
Crop/State Month (cwts.) 
WINTER SQUASH 
FLA. 
GA. 
ILL. 
IND. 
MICH. 
JUNE JULY AUGUST SEPTEMBER 
95.54 
286.61 
95.54 
95.54 
OCTOBER 
95.54 
95.54 
2 8 6 . 6 1  
95.54 
95.54 
TOTAL 
IOWA CONSUMPTION 573.22 668.76 
TOMATOES 
ALA. 
ARK. 
CAL. 
FLA. 
GA. 
ILL. 
IND. 
KY. 
MICH. 
OHIO 
PA. 
S.C. 
TEXAS 
VA. 
MEXICO 
JUNE JULY 
242.95 
242.95 
16520.42 
971.79 
971.79 
1214.74 
485.89 
485.89• 
1943.58 
242.95 
242.95 
485.89 
AUGUST SEPTEMBER 
13119.16 11175.58 
4373.05 
971.79 
485.89 
5344.84 
4858.95 
485.89 
485.89 
971.79 
485,89 
3401.26 
4373.05 
OCTOBER 
12795.23 
809.82 
161.96 
323.93 
161.96 
TOTAL 
IOWA CONSUMPTION 24051.79 30125.48 20407.58 14252.92 
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Table E.l (Continued) 
Crop/State Month (cwts.) 
WATERMELONS 
ARK. 
FLA. 
GA. 
ILL. 
IND. 
IOWA 
KISS. 
MO. 
N.C. 
TEX. 
TOTAL 
IOWA CONSUMPTION 
JUNE JULY 
6240.03 
11840.05 
320.00 
320.00 
4960.02 
320.00 
3200.01 
AUGUST SEPTEMBER 
480.00 
8640.04 
29280.13 
2400.01 
49920.23 
1440.01 
480.00 
6240.03 
1920.01 
4320.02 
2400.01 
27200.12 92160.42 15360.07 
OCTOBER 
320.00 
160.00 
160.00 
640.00 
1280.01 
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APPENDIX F. PROXIES FOR COMPETING STATES 
Because appropriate budgets were not obtained from certain states 
and because for some crops the number of states being modelled would make 
the problem unreasonably complicated, some states served as proxies for 
those states which did not have budgets. Table F.l indicates the states 
which served as proxies and the states for whom they served. The states 
which are used in the model are shown in the first row for each crop. 
They are titled "States Used in the Model." The states for which they 
served as proxies are listed in columns beneath each state. If the state 
in the model did not proxy for any other state the area beneath it will 
be blank. For example, Illinois supplies snap beans to Iowa in the model 
and serves as a proxy for Tennessee. 
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Table F.l. Proxies for competing states 
Broccoli 
No northern state budgets were obtained, thus, all supplies were 
given to California. 
Snap beans 
States 
Proxied 
for: 
Cabbage 
111. 
Tenn. 
111. 
States in the Model 
N.J# Fla. Ga• N.C* 
States in the Model 
Ohio Tex. Cal. Fia. N.C. 
States Ind. Del 
Proxied Mich. Ky. 
for: Tenn. Md. 
N.Y 
11.0 
Miss. 
Sweet Corn 
States in the Model 
111. Mo. N.Y. Ohio Fla. Ga. 
States Ind. Kan. Del. Ala. 
Proxied Mich. 
for; Wis. 
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Table F.l. (Continued) 
Cucumbers 
States in the Model 
111. N.J. Tex. Fla. Ga. 
States 
Proxied 
for: 
Muskmelon 
Ind. 
Mich. 
Ohio 
States in the Model 
111. Mich. Ohio Cal. 
States 
Proxied Ind. Ky. 
for: Wis. N.J. 
Green Peppers 
N.C. 
S.C. 
Va. 
States 
Proxied 
for: 
111. Mich. 
Ind. 
States in the Model 
Cal. Tex. Fla. Ga. N.C. 
La. 
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Table F.l. (Continued) 
Potatoes 
States in the Model 
Mich. Cal. Ida. Nd-Mn. Wash. Wis. 
States 111. Ala. Ore. 
Proxied Ind. Ariz. 
for: Col. 
Neb. 
N.M. 
Okla. 
Tex. 
Va. 
Summer and Winter Squash 
States in the Model 
Mo. Fla. Ga. 
States 
Proxied 
for: 
111. 
Mich. 
Ind. 
Tomatoes 
States in the Model 
111. Mich. Ohio Cal. Fia. Ga. Tex. N.C. 
States 
Proxied 
for: 
Ind. Pa. Ala. Ark. Va. 
Ky. Mex. 
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Table F.l. (Continued) 
Watermelon 
States in the Model 
111. Mo. Tex. Fla. Ga. 
States Ind. Ark. N.C. 
Proxied Miss. 
for: 
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