The "Russian option" was introduced and calculated with the help of the solution of the optimal stopping problem for a two-dimensional Markov process in [10]. This paper proposes a new derivation of the general results [10]. The key idea is to introduce the dual martingale measure which permits one to reduce the "twodimensional" optimal stopping problem to a "one-dimensional" one. This approach simplifies the discussion and explain the simplicity of the answer found in [10]. Abstract. The "Russian option" was introduced and calculated with the help of the solution of the optimal stopping problem for a two-dimensional Markov process in [10]. This paper proposes a new derivation of the general results [10]. The key idea is to introduce the dual martingale measure
1. Following Samuelson [9] , Black and Scholes [2] , and Merton [8] , we consider the "diffusion" (B, S)-market consisting of two assets: riskless bank account B and risky stock S We assume that the bank account B (Bt)t>_0 is a determinate function (1.1) Bt Bo err, Bo > O, r >= O, satisfying the equation (1.2) dBt rBtdt. In order to describe the evolution of the stock price S (St)t>o as a random process we shall consider following the spirit of the modern "general theory of the random processes" the canonical filtered Wiener space (,',F (9t)t>0, P) with components: a space of continuous functions w (wt)t>_o with w0 0; " C a Borel a-algebra generated by cylindric sets; P a Wiener measure on (t,'); F (Jzt)t>=o 9 a filtration, i.e. a flow of a-algebras St, t _>_ 0, where $'t is a a-algebra Ns>t 8 with Js a(wu, u <= s) completed by the sets of P-null probability from 9. Let W (Wt)t>=o be a canonical process with Wt Wt(w) such that Wt (w) wt.
The process W is a standard Wiener process (Brownian motion) with respect to the measure P whose one characterization is the following (Lvy theorem, see [16 To describe the evolution of a stock price we shall assume (following [9] , [2] , [8] and also [18] and [20] [18] , [19] , [20] .) The following two general problems arise for such options"
(1) What is the rational price (i.e., a fair price both from the seller's and buyer's points of view) which the buyer must pay to gain a given contract? (2) What is the rational time in which it is "reasonable" for buyer to exercise the option?
The general theory of option pricing ([4] , [5] , [7] , [1] , [18] , [19] , and [20] ) gives the following answers to these questions. Let C,(#, f) be a rational option cost (see Definition 4 in [19, 1] and Definition 4 in [20, 2] where E "-r is expectation with respect to the measure p,-r defined below in (2.3) .
In the case where the expiration time can take any values from the set [0, oc) we denote by C* (#, f) the rational price. In analogy to (1.5), (1.6) C* (,, f) B0 sup E u-r f*. It turn out that the optimal time T, (in the problem (1.7)) is exactly the rational time at which the buyer must exercise the option (see [19] and [20] [20, 7] ), permitting a new representation for C-(#, f) and C* (#, f). Section 3 studies the properties of the process (t)t>=o in the phase space [1, x) ) which turns out to be a diffusion Markov process with reflection at the point {1}.
Note that the idea of using a dual martingale measure is also applied in the papers 
Since EZt -r (w) 1, the measure Pt -r is probabilistic and due to the consistency of the family {Pt -r, t __> 0} we can establish that a probabilistic measure p-r on exists such that its restriction Pt'-rl coincides with Pt t >= 0 (see [20, 1] Law(W'-IP"-r) Law(WIP (= P) (Girsanov's theorem, [16] , [6] ).
In order to underline the dependence of the process S (St)t>_o satisfying equation (1.3) on tt we also write S(tt) (St(tt))t>__o and S(#,co) (St(#,w))t>=o if one also needs to underline the dependence on co E ft. This result, in particular, means that for the pricing problem on the diffusion (B, S)-market under consideration it is sufficient to deal with the value of a parameter which is equal to r, i.e., is equal to the interest rate of a bank account B (Bt)t>o.
3. In what follows we shall write St St(r). Then for the "Russian option" with the function ft defined in (1.4) we find that (cf. with (1.12)) (2.28) C*--So sup e-X, 0<_7-<c where the process (t)>o is defined by (1.12).
Thus, finding, C* is reduced to the solution of the optimal stopping problem for the process ()>0. The next section studies the structure of this process.
3. The structure of the process (t)t__>o. Taking into account (2.12) (with # r) and the properties of the Wiener process 0 the probability distribution law Law(tl) has a density, and so the last integral in (3.14) equals zero which proves (3.11).
According to the property (3.11) the process (t)t>=0 spends (P-a. ,,()= #(), One of these conditions, (4.18) v() , (4.19) is quite obvious since it means that the "gain from the continuation of observations" must coincide with the "gain from stopping the observations".
The "smooth pasting" condition
is less evident and means that the derivatives of the left-and right-hand sides of (4.18) 
Thus we can formulate the following result.
LEMMA. In a class of twice continuously differentiable functions V V(x) the solution (V, ) of the "Stephan problem" (or the problem with moving boundary )" 
Y(T(t), t) T(t),
where T(t) is a function of the type (T-t) and (s), s __> O, is an increasing function.
It is highly probable (although it is not discussed here rigorously) that the solution of the problem (4.33) coincides with the solution of the problem (4.35) and, in particular, V(,T) V(,T), and the optimal time T min{0 __< t _<_ T" Ct _-> (T-t)}.
Here (T) --. , T --* c, where is a solution of the problem (4.27). 5 . Proof of the theorem. In what follows we shall show that P( < ) 1 for { max [ 0,..., where C [log -(r + /2)]/. Bu it is evident thag for real C the probability of he right-hand side of (g.6) tends to 1 T . Thus the process (t)tO attains ay level with probability 1 and, in particular, the level which proves the finiteness (P-a.s., (1.4) . Then, starting from (6.5), using the same method as in the proof of Theorem 1 in [20] , we find that (6.7) Cnv ( 
Or< ur
Denoting by C* (#, A) the rational price of the initial problem (without dividends, i.e., for 6 0) we obtain from (6.8) that Note now that, as was stated above, q2* (#, ) C* (r, ) for all # e R and C* (r, ) is the function Xr(r, r+A) defined by the right-hand side of (1.9) or, equivalently, (1.10).
Then one can see from (6.8 ) that Civ(6; #, )) V(r 6, (r 6) + ( + 6)) V(r-5, r + A). In on other way this result established in [3] can be stated in the following way: the formula for the rational price in the problem with dividends is obtained from the formulas for the rational price in the problem without dividends by replacing r by r-6, and by + 6. Then, for all # E R, C*(#,/) V(r, r + ), where V(r, r + ) is a function in the right-hand side of (1.9) or (1.10).
Thus, for each # E R, i.e., the solution of "the problem with dividends" defined according to (6.2) is obtained from the solution of "the problem without dividends" in which one replaces r by r-6
and by , + 6 (cf. with [3] ).
