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PENALTY METHOD FOR OBLIQUELY REFLECTED DIFFUSIONS
CHARLES AMPONSAH AND ANDREY SARANTSEV
Abstract. We approximate of solutions of stochastic differential equations driven by Brownian
motion in a smooth domain and obliquely (not necessarily normally) reflected at the boundary.
This approximation is done by replacing reflection term with a penalty function: an additional
drift term at the boundary pointing inside the domain. Most literature on this topic is devoted to
the half-line (one-dimensional case) or to the normal reflection. We propose a large class of penalty
functions and show very general weak convergence results. We perform numerical simulations to
assess approximation quality for various penalty functions.
1. Introduction
1.1. The concept of a reflected diffusion. If W = (W (t), t ≥ 0) is a Brownian motion on
the real line, then |W | = (|W (t)|, t ≥ 0) is a reflected Brownian motion on the positive half-line
R+ := [0,∞). This process |W | behaves as a Brownian motion as long as it stays away from the
origin on the positive half-line. As it hits the origin, it is reflected back to the positive half-line.
We can generalize this to a reflected Brownian motion Z = (Z(t), t ≥ 0) on the half-line with a
drift coefficient b and a diffusion coefficient σ2.
More generally, we can make b and σ to be dependent on the current position Z(t) of the process
Z. In this case, this process behaves as a solution to a one-dimensional stochastic differential
equation with drift coefficient b(·) and diffusion coefficient σ2(·), as long as it stays away from the
origin. This process Z is then called a reflected diffusion on the half-line with drift coefficient b(·)
and diffusion coefficient σ2(·). The concept of a reflected diffusion on the half-line was introduced
in the papers [34, 56, 57].
Yet more generally, we consider a reflected Brownian motion and a reflected diffusion in a domain
(an open connected subset) in a Euclidean domain. This process was introduced in [20, 31, 49, 61,
62, 63, 64]. Let us informally describe this process, with formal definition postponed until Section
2. Throughout this paper, fix a dimension d ≥ 2. Take a domain (an open connected subset)
D ⊆ Rd with C2 (twice continuously differentiable) boundary ∂D, and denote its closure by D.
For every point x ∈ ∂D on the boundary, let n(x) be the inward unit normal vector.
Take a continuous reflection field r : ∂D → Rd with the property r(x) · n(x) = 1 for x ∈ ∂D. If
r(x) ≡ n(x), we say this corresponds to a normal reflection. Otherwise, this is called an oblique
reflection. Take a drift vector field b : D → Rd. For every x ∈ D, let A(x) be a symmetric positive
definite d×d-matrix. Let us describe the concept of a multidimensional obliquely reflected diffusion
Z = (Z(t), t ≥ 0) in D, with drift vector field b, covariance matrix field A, and reflection field r.
This is a process which:
(a) behaves as a d-dimensional solution of a stochastic differential equation with certain drift
vector field b(·) and certain covariance matrix field A(·), as long as it is inside D;
(b) as this process hits the boundary ∂D at a point x ∈ ∂D, it is reflected back inside the
domain D according to the vector r(x).
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2 CHARLES AMPONSAH AND ANDREY SARANTSEV
If the fields b and A are constant, this process is called a reflected Brownian motion in D with
drift vector b and covariance matrix A.
Reflected Brownian motions and (normally and obliquely) reflected diffusions were extensively
studied over the past half-century; see [36, 45] and referneces therein. The construction and study
of reflected diffusions in multidimensional domains were done in numerous articles. One can also
define a reflected diffusion in a non-smooth domain, for example in a convex polyhedron. In
this article, we consider only smooth domains. Applications of reflected Brownian motions and
diffusions include queueing theory [22], stochastic finance [3, 28], and chemistry [12].
The goal of this paper is to approximate a reflected diffusion Z = (Z(t), t ≥ 0) by a non-reflected
diffusion X = (X(t), t ≥ 0). We do this by replacing the reflection by an additional drift term
f(X(t)) dt. This gives us X which is a solution to a stochastic differential equation with drift vector
field b + f and covariance matrix A. This additional drift vector field f(·) is custom-designed so
that it penalizes the process X for wandering away from the domain D. This motivates the name
penalty method for this type of approximation. We state our main results in Theorems 3.2 and 3.3
in general terms, providing conditions on the vector field f(·) which are sufficient for the penalty
method to work. We also provide a class of concrete examples in Theorem 3.4. Let us informally
explain the statement of Theorems 3.2 and 3.3. We present a weak approximation of the process Z
by a sequence (Xn)n≥1 of solutions of stochastic differential equations with drift vector fields b+fn
and covariance matrix A. Here, fn(Xn(t)) dt gives us the penalty term emulating the reflection.
We impose the following conditions on the sequence (fn)n≥1 of drift vector fields:
(a) Locally uniformly on D, fn(x)→ 0 as n→∞, to avoid an additional drift inside D;
(b) For large n, and for points x close to the boundary ∂D, the drift vector fn(x) has the
direction which is close to the direction of the reflection field r(y), for y ∈ ∂D close to x:
fn(x)
‖fn(x)‖ ≈
r(y)
‖r(y)‖ for x ≈ y ∈ ∂D,
where x ≈ y stands for x being close to y in the Euclidean distance;
(c) For large n and for x close to the boundary ∂D, the magnitude ‖fn(x)‖ is large enough to
prevent the process Xn from wandering far away from the domain D.
Condition (c) ensures that the process Xn is penalized for straying far away from D. As men-
tioned before, this is the reason we call this the penalty method.
Remark 1. Actually, in Theorems 3.2, 3.3, we allow for an additional degree of freedom: instead
of the covariance matrix field A, we can have covariance matrix field An, with An → A locally
uniformly in an open neighborhood of D.
The idea of the penalty method is not new, see the literature survey below. However, these
articles usually provide a concrete example of an approximating sequence. We tried to answer the
following question: What are the most general conditions under which the sequence of penalized
non-reflected diffusions weakly converges to the given reflected diffusion? To the best of our
knowledge, no article exists which provides a general answer to such question. We tried to answer
this question for one-dimensional reflected diffusions on the half-line in our companion paper [8].
To answer the same questions in many dimensions is the goal of the current article.
1.2. Simulation application. One possible application is efficient simulation of reflected diffu-
sions. Wong-Zakai approximation (Euler-type schemes) for normally reflected diffusions were stud-
ied in [2, 43, 59], and for obliquely reflected diffusions in [17]. One can try to simulate reflected
diffusions by choosing an appropriate penalty drift, and then simulating the resulting stochastic
differential equation without reflection via the standard Wong-Zakai procedure. The next question
is what penalty term from our results is better for such simulation. We investigate this a bit in
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Section 4 by doing simulations for the Brownian motion on the half-line with zero drift, where we
can compare the approximation with the known empirical distribution and thus judge the quality
of penalty term. However, our research is very preliminary and incomplete.
Research on simulation of obliquely reflected diffusions, unrelated to the penalty method, in-
cludes the following articles. Various distances between measures are considered in [9] with ap-
plications to reflected diffusion on the half-plane. A new method of exact simulation is proposed
in [6] by rejection method. Finally, [7] introduces the following scheme, which however can be
difficult to implement: As the simulation jumps outside of the domain, it is reflected back inside
the domain symmetrically across the boundary, in the direction of the reflection vector field.
1.3. Review of the existing literature on the penalty method. Let us now survey existing
literature on the penalty method, which applies both to reflected stochastic differential equations,
and to their deterministic analogue, the Skorohod problem. The literature on normal reflection is
more extensive. Probably the most popular penalty function in the literature is
(1) fn(x) := n(x− Π(x)).
Here, Π(x) is the projection of x onto D: the closest point on D to x. This function is used in the
papers [24, 32, 33, 35, 41, 42, 44, 58, 60] for normally reflected diffusion in a convex domain, and in
the papers [29, 30, 37, 38] for stochastic differential equations with jumps. The paper [10] applies
the function (1) to a multivalued Skorohod problem. The penalty method with penalty function (1)
was also used in [16] to approximate reflected backward stochastic differential equations (BSDE)
on the real line with non-reflected BSDE and to prove existence of a solution of a reflected BSDE.
In the multidimensional setting, similar work was carried out in [26, 48]. The papers [46, 47] deal
with similar situations: a Brownian motion with a drift coefficient which is a distribution.
For oblique reflection, we need to use a different penalty drift than (1), or to modify it. The
paper [55] contains the case of the halfspace D := Rd−1 × (0,∞) with general oblique reflection,
with the penalty function fn(x) = nB(x) for a suitably chosen vector field B : Rd → Rd, which is
continuous and is equal to 0 in D. The papers [40, 66] apply penalty method for obliquely reflected
diffusions in smooth domains. However, they consider a class of conormal reflection fields, which
includes the normal reflection, but does not cover all directions of oblique reflection. Also, they
do this for the case when the reflected diffusion is in its stationary distribution. The paper [39]
also deals with stationary distributions for the penalized Brownian motion in a convex polyhedron,
which is intended to approximate a semimartingale reflected Brownian motion in this polyhedron;
the authors call this soft reflection. The corresponding penalty function in this case is U(x) = e−λx
for λ > 0, multiplied by a proper vector to make for oblique reflection. Ranked Brownian particles
on the real line reflecting upon each other form an obliquely reflected Brownian motion in a Weyl
chamber {y1 ≤ . . . ≤ yd}, and are approximated using the penalty method in [54].
This paper is somewhat close in its spirit to [25], which shows invariance principle for an obliquely
reflected Brownian motion in a piecewise smooth domain. However, our setting is different: an
obliquely reflected diffusion instead of a Brownian motion, and a smooth instead of a piecewise
smooth domain. In addition, the conditions on the approximating sequence (Xn)n≥1 are quite
different in [25] from here. In effect, in the paper [25], they presume that the condition (c)
mentioned above already holds. This makes the paper [25] closer to a different paper [53] of ours,
which studies approximation of reflected diffusions by other reflected diffusions.
Let us stress that, unlike in some of the papers cited above, we are not interested in using penalty
method to prove existence of a reflected diffusion. Rather, we already assume weak existence and
uniqueness in law of this obliquely reflected diffusion.
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Our companion paper [8] deals with the case of reflected diffusions on the positive half-line
R+ := [0,∞), where we are able to prove stronger results than in the current paper. In that case,
there is no concept of oblique reflection; this reflection can only be normal.
We can prove the results of the current paper for a wider class of domains: piecewise smooth
domains, under a restrictive condition that the reflected diffusion a.s. does not hit non-smooth
parts of the boundary. There are some sufficient conditions for this, see [51, 65]. However, this
question is not well explored, and for this reason we state results only for smooth domains. This
is left for future research.
1.4. Organization of the paper. Section 2 contains notation and definition of a reflected diffu-
sion, as well as an existenceand uniqueness result from [49]. Section 3 contains the main results:
Theorems 3.2, 3.3, 3.4. Simulations are provided in Section 4. Sections 5–7 are devoted to the
proofs of each of these three results. The Appendix contains some technical lemmata.
2. Notation and Definitions
2.1. Notation. For a vector or a matrix A, we denote its transpose by A′. We think of vectors
from Rd as column-vectors. The symbol Rd×d denotes the set of d × d-matrices with real-valued
entries. For two vectors a = (a1, . . . , ad)
′ and b = (b1, . . . , bd)′ from Rd, we define their dot product
by a ·b = a1b1 + . . .+adbd, and the Euclidean norm of a by ‖a‖ = [a21 + . . .+ a2d]1/2. For x ∈ Rd and
r > 0, we denote the closed ball B(x, r) = {y ∈ Rd | ‖x− y‖ ≤ r}. We denote by δij the Kronecker
delta symbol, and by ei = (δi1, . . . , δid)
′ the ith standard unit vector in Rd, for i = 1, . . . , d. For
two subsets E,F ⊆ Rd, let
dist(a,E) = inf
x∈E
‖a− x‖ and dist(E,F ) = inf
x∈E,y∈F
‖x− y‖
be the distance from a to E and the distance between E and F , respectively. The interior and the
closure of E in the topology generated by Euclidean norm are denoted by intE and E, respectively.
The complement Rd \ E of E is denoted by Ec. The symbol mes(E) denotes the d-dimensional
Lebesgue measure of the set E. The d× d identity matrix is denoted by Id. We let R+ := [0,∞).
We denote weak convergence of probability measures and random variables by the symbol ⇒,
and equality in law by the symbol
d
=. The symbol C([0, T ],Rd) stands for the space of continuous
functions [0, T ]→ Rd. For d = 1, we simply write C([0, T ],Rd) = C[0, T ]. For a subset E ⊆ Rd, the
symbol Cr(E) stands for r times continuously differentiable functions E → R; this includes r =∞.
In this article, we operate on a filtered probability space (Ω,F , (Ft)t≥0,P), with the filtration
(Ft)t≥0 satisfying the usual conditions. We say that an Rd-valued process X = (X(t), t ≥ 0) is
continuous if P-a.s. the trajectory t 7→ X(t) is continuous on R+. For a function f : E → R,
where E ⊆ Rd, denote by ∇f the gradient of f , and by D2f the second derivative matrix of f .
For an Rd-valued stochastic process X = (X(t), t ≥ 0) and a subset E ⊆ Rd, define the exit time
of X from E:
τXE := inf{t ≥ 0 | X(t) /∈ E}, with inf ∅ =∞.
We define the process stopped at exiting E as follows:
(2) XE = (XE(t), t ≥ 0), XE(t) = X(t ∧ τXE ).
Define the modulus of continuity for a function f : R+ → Rd: for T > 0 and δ > 0,
ω(f, [0, T ], δ) := sup
t,s∈[0,T ]
|t−s|≤δ
‖f(t)− f(s)‖ .
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2.2. Definition of a reflected diffusion. Now we shall formally define the concepts of an
obliquely reflected Brownian motion and an obliquely reflected diffusion, which were informally
described in the Introduction. We use the notation from the Introduction, including D, b,A, r.
For every x ∈ D, take a nonsingular d × d-matrix σ(x) such that A(x) ≡ σ(x)σ′(x). Take a
d-dimensional Brownian motion W = (W (t), t ≥ 0). Fix a point z0 ∈ D. We impose the following
assumption on the reflection field r : ∂D → Rd.
Assumption 1. The function r : ∂D → Rd is continuous, and r(x) · n(x) ≡ 1 on ∂D.
Definition 1. Consider a D-valued continuous adapted process Z = (Z(t), t ≥ 0) and a real-
valued continuous nondecreasing adapted process ` = (`(t), t ≥ 0), with `(0) = 0, which can
increase only when Z(t) ∈ ∂D, such that for t ≥ 0, we have:
(3) Z(t) = z0 +
∫ t
0
b(Z(s)) ds+
∫ t
0
σ(Z(s)) dW (s) +
∫ t
0
r(Z(s)) d`(s).
Then Z is called a reflected diffusion in D with drift vector field b, covariance matrix field A, and
reflection field r on the boundary ∂D, starting from z0.
Rewrite the stochastic equation (3) governing the process Z, in the differential form:
(4) dZ(t) = b(Z(t)) dt+ σ(Z(t)) dW (t) + r(Z(t)) d`(t).
As explained in the Introduction, usually in the literature they prove existence of such a process
by presenting a sequence of non-reflected diffusions which converge to this reflected diffusions. This
was the original use of a penalty method. In our paper, we are trying to find the most general
conditions for applicability of the penalty method. Thus we assume that the reflected diffusion
exists and is unique, at least in the weak sense.
Assumption 2. The process Z in Definition 1 exists in the weak sense: That is, one can construct
a filtered probability space (Ω,F , (Ft)t≥0,P) with a d-dimensional (Ft)t≥0-Brownian motion W ,
and a copy of the process Z satisfying Definition 1. In addition, this process is unique in law.
Sufficient conditions for Assumption 2 to hold can be found in papers [15, 20, 31, 49]. As an
example, let us provide a sufficient condition (which is by no means necessary) for Assumption 2
to hold, adapted from [36, Theorem 6.11]: D is a C3 simply connected domain with connected
and oriented boundary ∂D, r is C2, b and σ are Lipschitz continuous.
3. Main Results
Back in the setting of Definition 1, let us impose the following assumptions.
Assumption 3. There exists an open neighborhood U of D such that the drift vector field b and
the matrix-valued function σ can be extended to continuous functions on U . The initial condition
z0 lies away from the boundary ∂D: z0 ∈ D.
Define the signed distance ϕ : Rd → R to the boundary ∂D:
(5) ϕ(x) =

dist(x, ∂D), x ∈ D;
0, x ∈ ∂D;
− dist(x, ∂D), x /∈ D.
The next technical lemma follows from the results of [19, 27].
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Lemma 3.1. There exists an open neighborhood U0 of ∂D such that:
(a) the signed distance function ϕ is C2 on U0;
(b) for every point x ∈ U0, there exists a unique y(x) ∈ ∂D such that dist(x, ∂D) = ‖x− y(x)‖;
(c) the function x 7→ y(x) is continuous on U0.
Without loss of generality, we can assume U0 ⊆ U .
Define a sequence of SDEs whose solutions weakly approximate this reflected diffusion Z. For
each n = 1, 2, . . . take a drift vector field fn : U → Rd and a matrix field σn : U → Rd×d such that
for all n and x, the matrix σn(x) is nonsingular. Next, take an initial condition zn ∈ U . Consider
a standard d-dimensional Brownian motion Wn = (Wn(t), t ≥ 0). Define an Rd-valued continuous
adapted process Xn = (Xn(t), t ≥ 0) such that (a) Xn(0) = zn; (b) Xn is stopped when it exits U ;
(c) as long as this process is in U , it satisfies the folllowing SDE:
dXn(t) = [fn(Xn(t)) + b(Xn(t))] dt+ σn(Xn(t))dWn(t).
Assumption 4. For each n, the process Xn exists in the weak sense and is unique in law.
Remark 2. If we can take U = Rd, then we do not need to stop the diffusion Xn. We provide the
statement in this form for the sake of generality.
Now, we state conditions on the sequence (Xn)n≥1 of diffusions to weakly approximate the
reflected diffusion Z. The first condition, stated as a definition, stipulates that as n → ∞, the
processes Xn are increasingly less likely to stray far away from D. Recall the definition of the
stopped process XE from (2) for a subset E ⊆ Rd.
Definition 2. We say that the sequence (Xn)n≥1 is asymptotically in D if for every T > 0 and
η > 0, and for every compact subset K ⊆ U , we have:
(6) lim
n→∞
P
(
min
0≤t≤T
ϕ
(
XKn (t)
)
> −η
)
= 1.
The next definition states that for a large n, the drift vector field fn emulates correct direction
of reflection at the boundary. More precisely, we need
fn(x)
‖fn(x)‖ ≈
r(y)
‖r(y)‖ for x ≈ y ∈ ∂D and large n.
In fact, we can weaken this condition by considering only the values of x such that ‖fn(x)‖ ≥ ε,
where ε > 0 is any fixed number. For every subset E ⊆ Rd and a δ > 0, define
(7) E(δ) := {x ∈ E | dist(x, ∂D) < δ} = {x ∈ E | −δ < ϕ(x) < δ};
(8) E˜(δ) := {x ∈ E | ϕ(x) > −δ}.
Definition 3. The sequence (fn)n≥1 of drift vector fields is said to emulate the reflection field r if
for every compact subset K ⊆ U0 and every ε > 0, we have:
lim
δ→0
lim
n→∞
sup
x∈K(δ)
‖fn(x)‖≥ε
∥∥∥∥ fn(x)‖fn(x)‖ − r(y(x))‖r(y(x))‖
∥∥∥∥ = 0.
Remark 3. By Lemma 5.1 below, for small enough δ, the point y(x) is well-defined for x ∈ K(δ).
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Theorem 3.2. Under Assumptions 1–4, suppose that:
(a) the sequence (Xn)n≥1 of stochastic processes is asymptotically in D;
(b) the sequence (fn)n≥1 of drift vector fields emulates the reflection field r;
(c) as n→∞, locally uniformly in D, we have: fn → 0;
(d) as n→∞, locally uniformly in U , we have: σn → σ;
(e) as n→∞, we have: zn → z0.
Then, as n→∞, we have: Xn ⇒ Z in C([0, T ],Rd) for every T > 0.
Let us provide a sufficient condition for the sequence (Xn)n≥1 to be asymptotically in D. To
this end, the magnitude ‖fn(x)‖ should be large enough to keep the process Xn inside D. For
every subset E ⊆ U , every n = 1, 2, . . . and s ∈ R, define (with the convention inf ∅ :=∞).
(9) mE,n(s) := inf
x∈E
ϕ(x)=s
‖fn(x)‖ .
Definition 4. A sequence (gn)n≥1 of functions gn : R→ R+ has a spike at zero if there exists an
ε0 > 0 such that for every ε ∈ (0, ε0], we have:
lim
n→∞
∫ ε
−ε
gn(x) dx =∞.
If, in addition, gn → 0 locally uniformly on (0,∞), then we say the sequence (gn)n≥1 is singular.
Example 1. Take a function h : R → R+ with h(x) = 0 for x ≥ c > 0, and with
∫
R h(x)dx > 0.
Consider two sequences (an)n≥1 and (cn)n≥1 of positive real numbers, which satisfy:
lim
n→∞
an =∞, lim
n→∞
cn =∞, lim
n→∞
an/cn =∞.
It is an easy exercise to check that the following sequence of functions is singular:
(10) gn(x) = anh(cnx), n = 1, 2, . . .
Examples: h(x) = 1[0,1](x), h(x) = 1[−1,0](x), were already mentioned in our companion paper [8].
Example 2. More generally, assume h is nonincreasing on [c∗,∞) for some c∗ > 0, and∫ ∞
−∞
h(y) dy <∞, an
cn
→∞, anh(cnδ)→ 0 for all δ > 0.
One can show that (gn)n≥1 from (10) is, in fact, a singular sequence. An example: h(x) =
1[0,∞)(x)e−x, an := n2, cn := n; then gn(x) = n2e−nx.
Theorem 3.3. Under Assumptions 1–4, and conditions (b), (c), (d), (e) of Theorem 3.2, suppose
that for every compact subset K ⊆ U , the sequence (mK,n)n≥1 has a spike at zero. Then the sequence
(Xn)n≥1 is asymptotically in D, and therefore Xn ⇒ Z in C([0, T ],Rd) for every T > 0.
Finally, let us provide an example of such sequence. Take a sequence (gn)n≥1 of functions
R→ R+. Define the following sequence (fn)n≥1:
(11) fn : U → Rd, fn(x) :=
{
gn(ϕ(x))r(y(x)), x ∈ U0;
0, x ∈ U \U0 .
Theorem 3.4. Assume the sequence (gn)n≥1, i = 1, . . . ,m, is singular. Under Assumptions 1–4,
and conditions (d), (e) from Theorem 3.2, as n→∞,
Xn ⇒ Z in C([0, T ],Rd) for every T > 0.
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4. Simulations
Consider dimension d = 1 and the half-line D = [0,∞). If the drift g(x) ≡ 0 and the diffusion
σ(x) ≡ 1, then we have a reflected Brownian motion Z(·) ≡ |W (·)|. Thus we know the exact
distribution of Z(t) for every t ≥ 0. Simulating the reflected Brownian motion using various
penalty functions and computing the Kolmogorov distance between the empirical distribution of
Z(1) and the true distribution, we can assess which penalty shape is better. We stress this is only
a very preliminary and illustrative work. We leave this topic for future research.
We try 10000 simulations, Euler scheme with ε = 0.01, with penalty function from Theorem 3.4,
g(s) =
{
asr−, s < 0;
0, s ≥ 0.
For a large a > 0 and for r > 0, this approximation should work. We record the p-value for the
Kolmogorov test. The larger it is, the closer the empirical distribution is to the true distribution.
We try a ∈ {100, 200, 500, 1000, 2000} and p ∈ {0.1, 0.2, . . . , 0.9, 1.0}.
The first table (split into two pieces) is for the starting point Z(0) = 1. The value a = 100 seem
to work well for all p, and the values p = 0.9, 1.0 seem to work well for all a, except a = 2000.
Overall, it seems from this table that taking too large a penalty term is counterproductive: It
should have magnitude which is of order ε−1, where ε is the time step size.
r 0.1 0.2 0.3 0.4 0.5
100 8.525947e-01 7.583638e-02 2.270550e-03 1.147135e-01 7.483049e-01
200 5.208019e-04 2.762610e-01 3.362778e-02 7.237546e-02 1.921019e-01
500 3.178627e-09 1.150365e-06 8.572191e-05 9.310299e-08 5.935129e-04
1000 2.618727e-11 3.568851e-09 2.841293e-08 2.761930e-06 1.798698e-04
2000 3.993121e-09 1.885762e-09 4.694045e-10 8.576140e-08 2.433154e-10
r 0.6 0.7 0.8 0.9 1
100 4.719956e-01 8.264440e-01 2.429800e-01 6.720276e-01 7.284070247e-01
200 5.379112e-02 5.455607e-01 4.161806e-01 9.806115e-01 7.868773685e-01
500 5.100403e-01 2.193124e-02 1.321072e-02 2.907485e-01 1.950920156e-01
1000 1.511482e-04 3.537429e-06 1.538511e-03 5.897136e-01 2.942194959e-01
2000 7.486954e-06 1.406361e-07 4.373128e-05 3.658529e-05 1.100421e-05
The second table (split into two pieces) is for the starting point Z(0) = 0. Now only a = 100
seems to work for p = 0.4, . . . , 1.0, and a− 200 seems to work for p = 0.8, 0.9, 1.0.
r 0.1 0.2 0.3 0.4 0.5
100 1.799216e-06 6.688558e-04 4.927537e-04 6.319480710e-01 5.917928e-01
200 0.00 5.903389e-12 8.980235e-07 6.178912e-04 9.121590e-04
500 0.00 0.00 0.00 0.00 1.447842e-12
1000 0.00 0.00 0.00 0.00 0.000000e+00
2000 0.00 0.00 0.00 0.00 0.000000e+00
r 0.6 0.7 0.8 0.9 1
100 9.477947e-01 2.530202e-01 9.570286e-02 2.939263e-01 6.226478e-01
200 5.340317e-03 2.464800e-02 3.578756e-02 9.467542e-01 2.693634e-01
500 3.848437e-10 1.620415e-11 2.764847e-03 6.937298e-02 1.483821e-04
1000 0.00 0.00 2.109424e-15 1.876277e-14 2.099653e-10
2000 0.00 0.00 0.00 0.00 7.771561e-16
We also consider the case g(x) = −1. The behavior of a reflected Brownian motion on the
half-line with negative drift is different from the driftless case: It spends much more time close to
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zero (local time at zero accumulated by time t has order
√
t for drift zero and order t for negative
drift). Thus the penalty term plays a more important role that in the driftless case. A reflected
Brownian motion with negative drift has a stationary distribution (exponential with mean 1/2 for
unit negative drift), which serves as a limiting distribution for a long-time limit. In particular,
E [Z(t)] → 1/2 as t → ∞. More details about the behavior of the function t 7→ E [Z(t)] can
be found in [1]. In Figure 1, we take penalty g(s) = 100(s−)0.1. Then expectation does seem to
converge as t→∞ to a limit, but this limit is significantly less than 0.5. Such a penalty function
does not seem to be good.
Figure 1. E[Z(t)] versus t for t ∈ [0, 10], p = 0.1
As an illustration in Figure 2, we add reflected diffusion simulations for half-plane R × R+,
with the same ε = 0.01, penalty function g(s) = 100(s−)0.5, with two different reflection vector
fields (see below) starting point (0, 1), drift vector (−1,−1), identity covariance matrix, until time
horizon T = 10.
(a) r(x, 0) = (1, 1) (b) r(x, 0) = (x/(1 + x2), 1)
Figure 2. Graphs of X1(t) and X2(t) versus t, for t ∈ [0, 10]
5. Proof of Theorem 3.2
5.1. Overview of the proof. We split the proof into a sequence of lemmata. In the following
subsections, we prove each of these lemmata. Take a compact subset K ⊆ U . Let O := intK.
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Lemma 5.1. There exists a δK > 0 such that K(δK) ⊆ U0.
Fix time horizon T > 0, and an n = 1, 2, . . . For t ≥ 0, define
Vn(t) := zn +
∫ t
0
b(Xn(s)) ds+
∫ t
0
σn(Xn(s)) dWn(s),
(12) Ln(t) :=
∫ t
0
fn(Xn(s)) ds, ln(t) :=
∫ t
0
‖fn(Xn(s))‖ ds.
Then we can represent the process Xn as follows:
(13) Xn(t) = Vn(t) + Ln(t), t ≥ 0.
Consider the stopped process XOn , defined in (2).
Lemma 5.2. The sequence
(
Vn
(· ∧ τXnO ))n≥1 is tight in C([0, T ],Rd).
Lemma 5.3. The sequence
(
ln
(· ∧ τXnO ))n≥1 is tight in C[0, T ].
Compare Ln and ln from (12). From Lemmata 5.3 and 8.4, the sequence
(
Ln
(· ∧ τXnO ))n≥1 is
tight in C([0, T ],Rd). In addition, all Wn have the same law (of a d-dimensional Brownian motion)
in C([0, T ],Rd). By Lemma 8.6, the sequence
(
Wn
(·∧τXnO ))n≥1 is tight in C([0, T ],Rd). From (13),
we have:
(14) XOn (t) = Xn
(
t ∧ τXnO
)
= Vn
(
t ∧ τXnO
)
+ Ln
(
t ∧ τXnO
)
.
Therefore, the following sequence is tight in C([0, T ],R4d+1):
(15)
((
XOn , Ln
(· ∧ τXnO ), ln(· ∧ τXnO ), Vn(· ∧ τXnO ),Wn(· ∧ τXnO )))n≥1.
Take
(
Z,L, l, V ,W
)
, a weak limit point of the sequence (15) in C([0, T ],R4d+1). Without loss of
generality, for simplicity of notation we can assume that the whole sequence (15) converges weakly
to this limit point. By the Skorohod representation theorem, after changing the probability space,
we can take a.s. uniform convergence on [0, T ], instead of weak convergence. We can assume the
filtration (Ft)t≥0 is generated by all these processes. Taking the limit in (14), we have:
Z(t) = V (t) + L(t), t ∈ [0, T ].
Lemma 5.4. The process L = (L(t), 0 ≤ t ≤ T ∧ τZO ) can be represented as
L(t) =
∫ t
0
r(Z(s))∥∥r(Z(s))∥∥ dl(s), for t ≤ τZO ∧ T.
Lemma 5.5. The process V = (V (t), 0 ≤ t ≤ T ∧ τZO ) can be represented as
V (t) = z0 +
∫ t
0
b(Z(s)) ds+
∫ t
0
σ(Z(s)) dW (s), for t ≤ τZO ∧ T.
Lemma 5.6. The process Z takes values only in D a.s.: P
(
Z(t) ∈ D ∀t ∈ [0, T ∧ τZO ]
)
= 1.
Lemma 5.7. The process l = (l(t), 0 ≤ t ≤ T ∧ τZO ) has a.s. nondecreasing trajectories, l(0) = 0,
and l can grow only when Z(t) ∈ ∂D; that is,∫ T∧τZO
0
1(Z(t) ∈ D) dl(t) = 0.
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Combining Lemmata 5.4, 5.5, 5.6, 5.7, we get that the process Z stopped at exiting O behaves
as the reflected diffusion Z stopped when exiting O: that is, ZO d= ZO. Combining this with the
following lemma, we complete the proof of Theorem 3.2.
Lemma 5.8. Assume that for every compact subset K ⊆ U with O = intK, every weak limit point
Z of (XOn )n≥1 in C([0, T ],Rd) satisfies Z
O d
= ZO. Then Xn ⇒ Z in C([0, T ],Rd) as n→∞.
5.2. Proof of Lemma 5.1. Assume the converse; then there exists a sequence xn ∈ K such that
dist(xn, ∂D) → 0 and xn /∈ U . Extract a convergent subsequence (xnk)k≥1 and let a be the limit.
Then dist(a, ∂D) = lim dist(xnk , ∂D) = 0. Therefore, a ∈ ∂D. On the other hand, since U is open,
and xnk /∈ U , then a ∈ Rd \ U . But ∂D ⊆ U . This contradiction completes the proof.
5.3. Preliminary calculations. The function x 7→ r(x)/ ‖r(x)‖ is continuous on ∂D, and takes
values on the unit sphere S := {z ∈ Rd | ‖z‖ = 1} in Rd. By Tietze’s extension theorem, see [18],
we can extend it to a continuous function g : Rd → R, which satisfies
(16) g(z) ≡ r(z)‖r(z)‖ , z ∈ ∂D.
Lemma 5.9. Define the set Ξ(δ, ε) :=
{
(z, z˜) ∈ K˜(δ)× Rd | ‖z − z˜‖ < δ, ‖fn(z)‖ ≥ ε
}
. For
every ε > 0, we have the following convergence:
lim
δ→0
lim
n→∞
sup
(z,z˜)∈Ξ(δ,ε)
∥∥∥∥ fn(z)‖fn(z)‖ − g(z˜)
∥∥∥∥ = 0.
Proof. There exists an n0 > 0 such that for n ≥ n0, if (z, z˜) ∈ Ξ(δ, ε), then we have: ϕ(z) < δ.
This follows from uniform convergence fn → 0 on the set {x ∈ K | ϕ(x) ≥ δ} (which is a compact
subset of D). In the rest of the proof, we let n ≥ n0. Take (z, z˜) ∈ Ξ(δ, ε). Then ϕ(z) > −δ,
since z ∈ K˜(δ). Therefore, dist(z, ∂D) = |ϕ(z)| < δ. There exists a z′ := y(z) ∈ ∂D such that
‖z − z′‖ < δ, and ‖z˜ − z′‖ ≤ ‖z˜ − z‖+ ‖z − z′‖ < 2δ. Therefore,
sup
(z,z˜)∈Ξ(δ,ε)
∥∥∥∥ fn(z)‖fn(z)‖ − g(z˜)
∥∥∥∥ ≤ S1(n, δ) + S2(δ)
:= sup
∥∥∥∥ fn(z)‖fn(z)‖ − g(y(z))
∥∥∥∥+ sup ‖g(z′)− g(z˜)‖ ,(17)
where the first supremum S1(n, δ) is taken over all z ∈ K(δ) such that ‖fn(z)‖ ≥ ε, and the
second supremum S2(δ) is taken over all z
′, z˜ ∈ K such that ‖z′ − z˜‖ < 2δ. The supremum S2(δ)
is independent of n and tends to zero as δ → 0, because the function g is uniformly continuous
on the compact set K. By the assumption (b) of Theorem 3.2, limn→∞ limδ→0 S1(n, δ) = 0. This
completes the proof. 
Take a function ψ : R→ R which is C2, nondecreasing, strictly increasing on [−δK, δK], and
ψ(x) =

x, |x| ≤ δK/2;
−δK, x ≤ −δK;
δK, x ≥ δK.
The function ψ ◦ ϕ is C2 on the neighborhood U0. In addition, the function ψ ◦ ϕ is C2 on
{x ∈ Rd | ϕ(x) > δK}. But K ⊆ {x ∈ Rd | ϕ(x) > δK} ∪ U0. Therefore, the function ψ ◦ ϕ is C2
on a neighborhood of K. Apply this function to the process Xn until it exits K. By Itoˆ’s formula
for Yn(t) ≡ ψ(ϕ(Xn(t))), t < τXnK , we get:
(18) dYn(t) = αn(Yn(t)) dt+ dMn(t),
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Here, we let
(19) αn(x) := ∇(ψ ◦ ϕ)(x) · [fn(x) + b(x)] + 1
2
tr(An(x)D
2(ψ ◦ ϕ)(x)),
and Mn = (Mn(t), t ≥ 0) is a certain continuous local (Ft)t≥0-martingale, with
(20) 〈Mn〉t =
∫ t∧τXnK
0
β2n(Xn(s)) ds, t ≥ 0, βn(x) :=
[
(∇(ψ ◦ ϕ)(x))′An(x)∇(ψ ◦ ϕ)(x)
]1/2
.
From (18) and (20), for some one-dimensional Brownian motion Bn = (Bn(s), s ≥ 0), we get:
(21) ψ
(
ϕ
(
XKn (t)
))
= ψ(ϕ(zn)) +
∫ t∧τKXn
0
αn(Xn(s)) ds+
∫ t∧τKXn
0
βn(Xn(s)) dBn(s),
We have: ϕ ∈ C2(U0). But ψ ◦ ϕ(x) ≡ ϕ(x) on K(δK/2) ⊆ U0. Therefore, ϕ and ψ ◦ ϕ have the
same first and second derivatives on an open set O(δK/2) ⊆ K(δK/2). For x ∈ O(δK/2), we get:
αn(x) = ∇ϕ(x) · [fn(x) + b(x)] + 1
2
tr(An(x)D
2ϕ(x)), βn(x) =
[
(∇ϕ(x))′An(x)∇ϕ(x)
]1/2
.
Let us prove some estimates for functions αn and βn. Recall the definition of mK,n from (9).
Lemma 5.10. There exist constants c1, c2 > 0, δ0 ∈ (0, δK/2), n0 = 1, 2, . . . such that:
αn(x) ≥ c1 ‖fn(x)‖ − c2 ≥ c1mK,n(ϕ(x))− c2, for n ≥ n0, x ∈ O(δ0).
Proof. The second inequality automatically follows from the definition of mK,n from (9). Let us
show the first inequality. The matrix-valued function D2(ψ ◦ ϕ), as well as the vector-valued
functions b and ∇(ψ ◦ ϕ), are continuous on the compact set K, and are therefore bounded on it.
In addition, An → A uniformly on K, and A is continuous (therefore bounded) on K. Hence the
sequence (An)n≥1 of matrix-valued functions is uniformly bounded on K. By (19), it suffices to
prove the statement of Lemma 5.10 for ∇(ψ ◦ ϕ)(x) · fn(x) instead of αn(x). For x ∈ O(δK/2),
(22) ∇(ψ ◦ ϕ)(x) · fn(x) = ‖fn(x)‖∇ϕ(x) ·
(
fn(x)
‖fn(x)‖ − g(x)
)
+ ‖fn(x)‖∇ϕ(x) · g(x).
For x ∈ K ∩ ∂D, the vector ∇ϕ(x) has the same direction as n(x) (the inward unit normal vector
to ∂D at the point x), because ϕ is the signed distance function. Also, g(x) = r(x)/ ‖r(x)‖, where
r(x) · n(x) = 1. Therefore, ∇ϕ(x) · g(x) > 0. Because ∇ϕ · g is a continuous function on K ∩ ∂D,
there exists a constant c1 > 0 such that
(23) ∇ϕ(x) · g(x) ≥ 3c1 for x ∈ K ∩ ∂D.
Now, the set K(δK/2) is compact, and therefore the function ∇ϕ · g is uniformly continuous on
this set. Comparing it with (23), we get: There exists a neighborhood U˜ of K ∩ ∂D such that
∇ϕ(x) · g(x) ≥ 2c1 for x ∈ U˜ ∩ K(δK/2). There exists a δ˜ > 0 such that O(δ˜) ⊆ K(δ˜) ⊆ U˜ . (The
proof of this latter statement is similar to that of Lemma 5.1.) Take δ1 ∈ (0, δ˜ ∧ (δK/2)). Then
(24) ∇ϕ(x) · g(x) ≥ 2c1 for x ∈ O(δ1).
Let ε0 := c1
(
maxx∈K(δK) ‖∇ϕ(x)‖
)−1
> 0. Applying Lemma 5.9 to z = z˜ = x, ε := 1, we have:
there exists a δ0 ∈ (0, δ1) and an n1 such that for n ≥ n1 and x ∈ O(δ0),
(25) if ‖fn(x)‖ ≥ 1, then we have:
∥∥∥∥ fn(x)‖fn(x)‖ − g(x)
∥∥∥∥ ≤ ε0.
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Combining (22), (24), (25), we get: for x ∈ O(δ0) and n ≥ n1,
(26) if ‖fn(x)‖ ≥ 1, we have: ∇(ψ ◦ ϕ)(x) · fn(x) = ∇ϕ(x) · fn(x) ≥ c1 ‖fn(x)‖ .
By Cauchy-Schwartz inequality, if ‖fn(x)‖ ≤ 1, then
(27) ∇(ψ ◦ ϕ)(x) · fn(x) ≥ −c2, c2 := max
x∈K
‖∇(ψ ◦ ϕ)(x)‖ .
Combining (26) and (27), we complete the proof. 
Lemma 5.11. There exist constants c3, c4 > 0 and n1 such that for n ≥ n1, if x ∈ O(δ0), where
δ0 is taken from Lemma 5.10, we have: c3 ≤ βn(x), and for all x ∈ K, we have: βn(x) ≤ c4.
Remark 4. Without loss of generality, we can take n1 to be the same as n0 from Lemma 5.11.
Proof. From the proof of Lemma 5.10, we get: ∇(ψ ◦ ϕ)(x) 6= 0 on K′ := {x ∈ K | |ϕ(x)| ≤ δ0},
and ∇(ψ ◦ ϕ) is continuous on K. Therefore,
(28) d1 := min
x∈K′
‖∇(ψ ◦ ϕ)(x)‖ > 0, d2 := max
x∈K
‖∇(ψ ◦ ϕ)(x)‖ <∞.
Note that O(δ0) ⊆ K′. The matrix-valued function A(x) is continuous on K, and for every x ∈ K,
the matrix A(x) is positive definite and symmetric. Also, An → A uniformly on K. Therefore,
there exist d3, d4 > 0 and an n1 such that for every ξ ∈ Rd, x ∈ K, n ≥ n1,
(29) d3 ‖ξ‖2 ≤ ξ′An(x)ξ ≤ d4 ‖ξ‖2 .
To complete the proof, combine (28) and (29) and let c3 := d1d
1/2
3 , c4 := d2d
1/2
4 . 
5.4. Proof of Lemma 5.2. For s ≤ τXnO , we have: Xn(s) ∈ O ⊆ K. Because the function σ is
continuous on K, and σn → σ uniformly on K, we have:
sup
n≥1
x∈O
‖σn(x)‖ ≤ sup
n≥1
x∈K
‖σn(x)‖ =: Cσ <∞.
Therefore, a.s. for all n = 1, 2, . . . and t ∈ [0, T ], we have:∥∥1 (t ≤ τXnO )σn(Xn(t))∥∥ ≤ Cσ <∞.
Applying [52, Lemma 7.4], we get that the following sequence of processes is tight in C([0, T ],Rd):
t 7→
∫ t∧τXnO
0
σn(Xn(s)) dWn(s) ≡
∫ t
0
1
(
s ≤ τXnO
)
σn
(
Xn
(
s ∧ τXnO
))
dWn(s), n = 1, 2, . . .
Also, the function b is continuous and therefore bounded on K. Therefore,
sup
n≥1
0≤t≤T
∥∥b(Xn(t))1(t ≤ τXnO )∥∥ <∞,
and by the Arzela-Ascoli theorem the following sequence is tight in C([0, T ],Rd):
t 7→
∫ t∧τXnO
0
b(Xn(s)) ds ≡
∫ t
0
1
(
s ≤ τXnO
)
b
(
Xn
(
s ∧ τXnO
))
ds, n = 1, 2, . . .
It suffices to note that zn → z0, and to use the definition of Vn(t).
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5.5. Proof of Lemma 5.3. First, let us prove a simple auxillary lemma.
Lemma 5.12. The function ϕ satisfies the inequality ϕ(x)− ϕ(y) ≤ ‖x− y‖ for all x, y ∈ Rd.
Proof. We consider three cases:
Case 1. x, y ∈ D. Then ϕ(x)−ϕ(y) = dist(x, ∂D)−dist(y, ∂D) ≤ ‖x− y‖, because the function
dist(·, ∂D) is 1-Lipschitz.
Case 2. x, y ∈ Rd \D. Then similarly ϕ(x)− ϕ(y) = − dist(x, ∂D) + dist(y, ∂D) ≤ ‖x− y‖.
Case 3. x ∈ D, y ∈ Rd \D. Take a z ∈ [x, y] ∩ ∂D. Then ϕ(x) = dist(x, ∂D) ≤ ‖x− z‖, and
ϕ(y) = − dist(x, ∂D) ≥ −‖y − z‖; therefore, ϕ(x)− ϕ(y) ≤ ‖x− z‖+ ‖y − z‖ = ‖x− y‖. 
Apply the function ϕ from (5) to the process Xn(t) for t ≤ τXnO ∧ T .
Lemma 5.13. The sequence
(
ϕ
(
Xn
(· ∧ τXnO )))n≥1 is tight in C[0, T ].
Proof. Because ϕ(Xn(0)) = ϕ(zn)→ ϕ(z0), by the Arzela-Ascoli criterion it suffices to fix δ, ε > 0
and show that
(30) lim
δ→0
sup
n≥1
P
(
ω
(
ϕ
(
Xn
(· ∧ τXnO )) , [0, T ], δ) > ε) = 0.
Assume that for a certain n ≥ 1, the following events have happened:
An :=
{
min
0≤t≤T
ϕ
(
Xn
(
t ∧ τXnO
))
> −ε
2
}
, Bn(δ) :=
{
ω
(
ϕ
(
Xn
(· ∧ τXnO )) , [0, T ], δ) > ε} .
Because Bn(δ) has happened, there exist t
′
n, t
′′
n ∈ [0, T ] such that |t′n − t′′n| ≤ δ, and
ϕ
(
Xn
(
t′n ∧ τXnO
))− ϕ (Xn (t′′n ∧ τXnO )) > ε.
Because An has happened, we have:
ϕ
(
Xn
(
t′′n ∧ τXnO
))
> −ε
2
, and therefore ϕ
(
Xn
(
t′n ∧ τXnO
))
>
ε
2
.
Assume without loss of generality that t′′n < t
′
n. By the intermediate value theorem, and by
continuity of ϕ(Xn(· ∧ τXnO )), there exists a tn between t′n and t′′n such that for sn := tn ∧ τXnO ,
s′n := t
′
n ∧ τXnO ,
(31) ϕ(Xn(s
′
n))− ϕ(Xn(sn)) =
ε
4
, and ϕ(Xn(t ∧ τXnO )) ≥
ε
4
, for t ∈ [tn, t′n],
Therefore, sn ≤ s′n, but s′n − sn ≤ t′n − tn ≤ δ. By Lemma 5.12 we have:
(32) ‖Xn(s′n)−Xn(sn)‖ ≥
ε
4
, and ϕ(Xn(s)) ≥ ε
4
, for s ∈ [sn, s′n].
Consider the subset K′ := {z ∈ K | ϕ(z) ≥ ε/4}. This is a compact subset of D; therefore, fn → 0
uniformly on K′. Take an n1 such that for n ≥ n1, we have: maxz∈K′ ‖fn(z)‖ ≤ ε/(8T ). From (13)
and (12), assuming n ≥ n1, we get the following estimate:
‖Xn(s′n)−Xn(sn)‖ ≤ ‖Vn(s′n)− Vn(sn)‖+
∫ s′n
sn
‖fn(Xn(u))‖ du
≤ ω (Vn (· ∧ τVnK ) , [0, T ], δ)+ T · ε8T .
Combining this with (31), we get that the following event has happened:
Cn(δ) :=
{
ω
(
Vn
(· ∧ τVnO ) , [0, T ], δ) ≥ ε8}.
We just proved that for n ≥ n1, the following inclusion is true: An∩Bn(δ) ⊆ Cn(δ), or, equivalently,
Bn(δ) ⊆ Cn(δ)∪(Ω\An). Therefore, P(Bn(δ)) ≤ P(Cn(δ))+P(Ω\An). Now, fix a small probability
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η > 0. There exists an n2 such that for n ≥ n2, we have: P(Ω \ An) < η, because (Xn)n≥1 is
asymptotically in D. By Lemma 5.2, the sequence (Vn(· ∧ τXnO ))n≥1 is tight in C([0, T ],Rd).
Therefore, there exists a δ1 such that for δ ∈ (0, δ1), we have: P(Cn(δ)) < η for all n. Therefore,
for δ ∈ (0, δ1) and n ≥ n0 := n1 ∨ n2, we have: P(Bn(δ)) < 2η. This completes the proof. 
Lemma 5.14. The following sequence is tight in C[0, T ]:
t 7→
∫ t∧τXnO
0
αn(Xn(s)) ds, n = 1, 2, . . .
Proof. By Lemmata 5.13 and 8.5, the sequence
(ψ(ϕ(XOn (·))))n≥1
is tight in C[0, T ]. By Lemma 5.11, and [52, Lemma 7.3], the following sequence is tight in C[0, T ]:
t 7→
∫ t∧τXnO
0
βn(Xn(s)) dBn(s), n = 1, 2, . . .
By continuity of ϕ and ψ, and by condition (e) of Theorem 3.2, we have: ψ(ϕ(zn)) → ψ(ϕ(z0)).
Recall (21) and complete the proof. 
Lemma 5.15. The sequence
(
ln
(· ∧ τXnO˜(δ0)))n≥1 is tight in C([0, T ],Rd).
Proof. Note that O˜(δ0) ⊆ O, and so τXnO ∧ τXnO˜(δ0) = τ
Xn
O˜(δ0). Therefore, by Lemmata 5.14 and 8.6,
the following sequence is tight in C[0, T ]:
t 7→
∫ t∧τXnO˜(δ0)
0
αn(Xn(s)) ds, n = 1, 2, . . .
By Lemma 5.10, for 0 ≤ t′′ ≤ t′ ≤ T , n ≥ n1,∫ t′∧τXnO˜(δ0)
t′′∧τXnO˜(δ0)
αn(Xn(s)) ds+ c2(t
′ − t′′) ≥ c1
∫ t′∧τXnO˜(δ0)
t′′∧τXnO˜(δ0)
‖fn(Xn(s))‖ ds
= c1
[
ln
(
t′ ∧ τXnO˜(δ0)
)
− ln
(
t′′ ∧ τXnO˜(δ0)
)]
≥ 0.
Applying Lemma 8.3, we finish the proof of Lemma 5.15. 
Now, let us complete the proof of Lemma 5.3. Fix a small probability η > 0. Take an open
subset G ⊆ C[0, T ]. Because the sequence (Xn)n≥1 of processes is asymptotically in D, we have:
(33) lim
n→∞
P(En) = 1, where En :=
{
min
0≤t≤T
ϕ
(
XOn (t)
)
> −δ0
} ⊇ { min
0≤t≤T
ϕ
(
XKn (t)
)
> −δ0
}
Note that we have the following sequence of event inclusions:
(34) En ⊆
{
τXnO˜(δ0) = τ
Xn
O
} ⊆ {ln(t ∧ τXnO˜(δ0)) = ln(t ∧ τXnO ), ∀ t ∈ [0, T ]}.
Because
(
ln
(·∧τXnO˜(δ0)))n≥1 is tight in C[0, T ], every increasing sequence (nk)k≥1 of positive integers
has a subsequence (n′k)k≥1 such that ln′k
(· ∧ τXn′kO˜(δ0))⇒ l for some random element l in C[0, T ]. By
the portmanteau theorem, see [5, Section 1.2],
(35) lim
k→∞
P
(
ln′k
(· ∧ τXn′kO˜(δ0)) ∈ G) ≥ P (l ∈ G) .
Because of (34), we have the following comparison of probabilities:
P
(
ln′k
(· ∧ τXn′kO ) ∈ G) ≥ P(ln′k(· ∧ τXn′kO˜(δ0)) ∈ G)−P(Ecn).
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Taking limn→∞ and using (33) and (35), we get:
lim
n→∞
P
(
ln′k
(· ∧ τXn′kO ) ∈ G) ≥ lim
n→∞
P
(
ln′k
(· ∧ τXn′kO˜(δ0)) ∈ G)− limn→∞P(Ecn) ≥ P (l ∈ G) .
Applying the portmanteau theorem, we get:
ln′k(· ∧ τ
Xn′
k
K
)⇒ l.
Therefore, every subsequence of (
ln
(· ∧ τXnO ))n≥1
has a weakly convergent subsequence. This means that(
ln
(· ∧ τXnO ))n≥1
is tight, which completes the proof.
5.6. Proof of Lemma 5.4. Take a t < τZO . Then we get:
Ln(t) =
∫ t
0
fn(Xn(s)) ds =
∫ t
0
[
fn(Xn(s))
‖fn(Xn(s))‖ − g(Z(s))
]
‖fn(Xn(s))‖ ds+
∫ t
0
g(Z(s)) dln(s).
Now, ln → l a.s. uniformly in [0, T ], and by Lemma 8.2 we get a.s. convergence:
(36)
∫ t
0
g(Z(s)) dln(s)→
∫ t
0
g(Z(s)) dl(s), n→∞.
Let us show that as n→∞, we have a.s.:
(37)
∫ t
0
[
fn(Xn(s))
‖fn(Xn(s))‖ − g(Z(s))
]
‖fn(Xn(s))‖ ds ≡
∫ t
0
[
fn(Xn(s))
‖fn(Xn(s))‖ − g(Z(s))
]
dln(s)→ 0.
Fix an ε > 0. Note that we can split the integral into two parts:
(38)
t∫
0
[
fn(Xn(s))
‖fn(Xn(s))‖ − g(Z(s))
]
dln(s) =
 ∫
En(ε)
+
∫
Fn(ε)
[ fn(Xn(s))‖fn(Xn(s))‖ − g(Z(s))
]
dln(s).
where we define the following (random) subsets of [0, t]:
En(ε) := {s ∈ [0, t] : ‖fn(Xn(s))‖ < ε}, Fn(ε) := {s ∈ [0, t] : ‖fn(Xn(s))‖ ≥ ε}.
One of these integrals from (38) can be estimated easily:
(39)
∫
En(ε)
[
fn(Xn(s))
‖fn(Xn(s))‖ − g(Z(s))
]
dln(s) ≤ (1 + 1) · ε · t ≤ 2εT.
Let us estimate the other integral from (38), over F (ε). By Lemma 5.9, for every δ > 0 there
exists an nδ such that for n ≥ nδ, we have:
(40) max
0≤s≤T
∥∥Xn (s ∧ τXnO )− Z(s)∥∥ ≤ δ.
From (40), we have the following estimation:
(41)
∫
Fn(ε)
[
fn(Xn(s))
‖fn(Xn(s))‖ − g(Z(s))
]
dln(s) ≤ ln(T ) · sup
(z,z˜)∈Ξ(δ,ε)
∥∥∥∥ fn(z)‖fn(z)‖ − g(z˜)
∥∥∥∥ .
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Taking limδ→0 limn→∞ in (41), applying Lemma 5.9 and observing that ln(T )→ l(T ) a.s., we get:
(42) lim
n→∞
∫
Fn(ε)
[
fn(Xn(s))
‖fn(Xn(s))‖ − g(Z(s))
]
dln(s) = 0.
Taking limn→∞ in (38) and applying (39) and (42), we get:
lim
n→∞
t∫
0
[
fn(Xn(s))
‖fn(Xn(s))‖ − g(Z(s))
]
dln(s) ≤ 2Tε.
Since ε > 0 is arbitrary, this proves (37). Combining (36) and (37) and noting that g(z) =
r(z)/ ‖r(z)‖ for z ∈ ∂D, we complete the proof.
5.7. Proof of Lemma 5.5. Uniformly on [0, T ], we have: Xn
(· ∧ τXnO ) ≡ XOn (·) → Z(·). By
definition of τXnO , we have: Xn
(
t ∧ τXnO
) ∈ K for all t ∈ [0, T ]. Because the set K ⊇ O is closed,
Z(t) ∈ K for t ∈ [0, T ]. Take a t < τZO ; then for large enough n, we have: t < τXnO . (Indeed,
otherwise, there exists a subsequence (nk)k≥1 such that tk := τ
Xnk
O ≤ t. The process XOnk stops
earlier than t: it stops at tk. Therefore, Xnk(t) = Xnk(tk) ∈ Rd \ O. Taking k → ∞, we have:
Z(t) ∈ Rd \ O. This contradicts the assumption that t < τZO , because then Z(t) ∈ O.) By
Assumption 3, the function b is continuous and therefore bounded on K. Therefore, we have
the following bounded convergence: b(Xn(s)) → b(Z(s)) for every s ∈ [0, t]. Applying Lebesgue
dominated convergence theorem, we get:
(43)
∫ t
0
b(Xn(s)) ds→
∫ t
0
b(Z(s)) ds, n→∞.
Also, σn → σ uniformly on K, and σ is continuous (therefore bounded) on K. Therefore, this
convergence is also bounded. By Lemma 8.1, we have:
(44)
∫ t
0
σn(Xn(s)) dWn(s)→
∫ t
0
σ(Z(s)) dW (s) in L2.
The convergence (44) is in L2, and therefore in probability. Extract an a.s. convergent subsequence:
(45)
∫ t
0
σnk(Xnk(s)) dWnk(s)→
∫ t
0
σ(Z(s)) dW (s), k →∞.
In addition, we have the following convergence a.s.:
(46) Vnk(t) ≡ znk +
∫ t
0
b(Xnk(s)) ds+
∫ t
0
σnk(Xnk(s)) dWnk(s)→ V (t), k →∞.
Combining (43), (45), (46) with znk → z0, we complete the proof.
5.8. Proof of Lemma 5.6. We have a.s. uniform (and therefore weak) convergence XOn → Z.
Fix an η > 0. Take the following open subset of C([0, T ],Rd):
G(η) :=
{
x ∈ C([0, T ],Rd) | min
0≤t≤T
ϕ(x(t)) > −η
}
.
By the portmanteau theorem, see [5, Section 1.2], we have:
(47) P(Z ∈ G(η)) ≥ lim
n→∞
P
(
XOn ∈ G(η)
)
.
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Combine (47) with the fact that (Xn)n≥1 is asymptotically in D. We get: P(Z ∈ G(η)) = 1. This
is true for every η > 0. But ∩n≥1G(1/n) = {x ∈ C([0, T ],Rd) | x(t) ∈ D}. This completes the
proof.
5.9. Proof of Lemma 5.7. That l is continuous, nondecreasing, and l(0) = 0 follows from
uniform convergence ln → l on [0, T ] (because each ln also has these properties). Now, let us prove
that l can grow only when Z ∈ ∂D. Assume that Z(s) is away from ∂D for s ∈ [s1, s2]. This is
equivalent to ϕ(Z(s)) > 0 for these s. Because ϕ(Z(·)) is continuous, we have: ϕ(Z(s)) ≥ η > 0
for s ∈ [s1, s2] ⊆ [0, T ]. Let us show that l(s1) = l(s2). By the uniform convergence XOn → Z,
there exists an n0 such that∥∥XOn (s)− Z(s)∥∥ ≤ η2 for s ∈ [0, T ], n ≥ n0.
Therefore, for s ∈ [s1, s2] and n ≥ n0, we have:
ϕ(XOn (s)) ≥ ϕ(Z(s))−
∥∥XOn (s)− Z(s)∥∥ ≥ η − η2 = η2 .
But on the compact set K′ := {x ∈ K | ϕ(x) ≥ η/2} we have: ‖fn‖ → 0 uniformly. Therefore,
0 ≤ l(s2)− l(s1) = lim
n→∞
[ln(s2)− ln(s1)] ≤ (s2 − s1) · sup
K′
‖fn‖ → 0.
This completes the proof that l(s1) = l(s2).
5.10. Proof of Lemma 5.8. Fix any increasing sequence (nk)k≥1 of positive integers. Fix a
certain time horizon T > 0 and a small probability η > 0. Define the following sequence of
compact subsets of U :
Km := Om, Om := {x ∈ U | dist(x, ∂ U) > m−1, ‖x‖ < m}, m = 1, 2, . . .
Then intKm ⊇ Om, and so intKm ↑ U as m→∞. Therefore, for some large enough m,
(48) P (Z(t) ∈ intKm for all t ∈ [0, T ]) > 1− η.
There exists a subsequence (n′k)k≥1 such that X
Om
nk
⇒ Z, k →∞. By our assumptions, this limit
point Z behaves as Z until it exits Om. Define the following subset of C([0, T ],Rd): A = {h ∈
C([0, T ],Rd) | h(t) ∈ Om for all t ∈ [0, T ]}. From (48), we get:
(49) P
(
Z ∈ A) = P (Z ∈ A) > 1− η.
From the definition of the set A, for any random process f = (f(t), 0 ≤ t ≤ T ), we have:
(50) {f ∈ A} = {fOm ∈ A}.
Since A is open, by the portmanteau theorem, see [5, Section 1.2], and by (49), (50), we have:
(51) lim
k→∞
P
(
XOmn′k ∈ A
)
≡ lim
k→∞
P
(
Xn′k ∈ A
) ≥ P(Z ∈ A) > 1− η.
Therefore, there exists a certain k0 such that for k > k0, P
(
Xn′k(t) ∈ Om, t ∈ [0, T ]
)
> 1−η. For
any open set G ⊆ C([0, T ],Rd), by definition of A, we have:
P(Xn ∈ G) ≥ P(Xn ∈ G ∩ A) = P(XOmn ∈ G ∩ A).
The set G ∩ A is also open in C([0, T ],Rd). Applying the portmanteau theorem again, we get:
lim
k→∞
P(Xn′k ∈ G) ≥ lim
k→∞
P(XOmn′k ∈ G ∩ A) ≥ P(Z
Om ∈ G ∩ A) = P(ZOm ∈ G ∩ A)
= P(Z ∈ G ∩ A) ≥ P(Z ∈ G)−P(Z /∈ A) ≥ P(Z ∈ G)− η.
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This seems to complete the proof, because η > 0 can be taken to be arbitrarily small. However,
there is a difficulty: The subsequence (n′k)k≥1 depends on η. To bypass this, let us use a standard
diagonal argument: let ηm := 1/m and construct a sequence (n
(m)
k )k≥1, m = 1, 2, . . . of inserted
subsequences with the following property: (n
(m+1)
k )k≥1 is a subsequence of (n
(m)
k )k≥1. For every m,
lim
k→∞
P(X
n
(m)
k
∈ G) ≥ P(Z ∈ G)− 1
m
.
Take the diagonal subsequence nk := (n
(k)
k )k≥1; then
(52) lim
k→∞
P(Xnk ∈ G) ≥ P(Z ∈ G).
We proved (52) for every open set G in C([0, T ],Rd). Thus, by the portmanteau theorem, Xnk ⇒ Z.
To summarize, we now proved that every increasing sequence (nk)k≥1 of positive integers has a
subsequence (nk)k≥1 such that Xnk ⇒ Z in C([0, T ],Rd). Thus, Xn ⇒ Z in C([0, T ],Rd).
6. Proof of Theorem 3.3
6.1. The main part of the proof. We use the notation from Section 4. First, in this subsection,
we state a technical lemma, and apply it to the sequence (ψ(ϕ(XOn )))n≥1. This completes the proof
of Theorem 3.3. The rest of this section is devoted to the proof of this technical lemma.
Lemma 6.1. Fix T > 0. Take a sequence (Yn)n≥1 of real-valued continuous adapted processes
Yn = (Yn(t), 0 ≤ t ≤ T ). In addition, for every n = 1, 2, . . . take a real number yn > 0, an (Ft)t≥0-
stopping time τn ≤ T , an (Ft)t≥0-Brownian motion Bn = (Bn(t), 0 ≤ t ≤ T ), and real-valued
adapted processes γn = (γn(t), 0 ≤ t ≤ T ) and ρn = (ρn(t), 0 ≤ t ≤ T ). Assume that for each
n = 1, 2, . . . the process Yn satisfies the following equation:
dYn(t) = γn(t)dt+ ρn(t)dBn(t), t ≤ τn, and Yn(0) = yn.
Assume that for some positive constants ε0, C1, C2, C3, C4, C5, we have:
(a) there exists y0 ∈ (0, ε0) such that for all n = 1, 2, . . . we have: yn ∈ [y0, ε0];
(b) for t ≤ τn, if |Yn(t)| ≤ ε0, then 0 < C1 ≤ |ρn(t)| ≤ C2 <∞;
(c) for t ≤ τn, if |Yn(t)| ≤ ε0, then γn(t) ≥ γn(Yn(t)) for some function γn : [−ε0, ε0]→ R;
(d) γn(s) ≥ −C3 for all s ∈ [−ε0, ε0] and n = 1, 2, . . .;
(e) for every ε ∈ (0, ε0), we have:
lim
n→∞
∫ ε
−ε
γn(s)ds =∞;
(f) for every ε ∈ (0, ε0), we have:
lim
n→∞
sup
s∈[ε,ε0]
γn(s) ≤ C4;
(g) there exists an ε1 ∈ (0, ε0] such that if t ≤ τn and Yn(t) ∈ (ε1, ε0), then γn(t) ≤ C5.
Then for every δ > 0, we have:
lim
n→∞
P
(
min
0≤t≤τn
Yn(t) > −δ
)
= 1.
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Apply Lemma 6.1 to the equation (21), with c1, c2 taken from Lemma 5.10, with
ε0 := δ0 ∧ (εK/3), any ε1 ∈ (0, ε0), y0 := ψ(ϕ(z0))/2,
γn(t) := αn(Xn(t)), ρn(t) := βn(Xn(t)), Yn(t) := (ψ ◦ ϕ)(Xn(t)),
τn := τ
Xn
O ∧ T, γn(s) := c1mO,n(s)− c2, yn := ψ(ϕ(zn)) for n = 1, 2, . . .
Let us verify assumptions (a) - (g) of Lemma 6.1.
Proof of (a): By assumption (e) of Theorem 3.2 and continuity of functions ψ and ϕ, we have:
ψ(ϕ(zn))→ ψ(ϕ(z0)). But z0 ∈ D by Assumption 3, and therefore ϕ(z0) > 0. From the properties
of the function ψ it follows that ψ(ϕ(z0)) > 0. Therefore, ψ(ϕ(zn)) ≥ y0 = ψ(ϕ(z0))/2 for large
enough n. Without loss of generality, we can assume this is true for all n.
Proof of (b): Assume |Yn(t)| ≤ ε0, and t ≤ τXnO ∧T . We can rewrite this as |ψ(ϕ(Xn(t)))| ≤ ε0.
From the construction of the function ψ, we get: if |ψ(s)| ≤ δK/2, then ψ(s) = s. Therefore,
|ϕ(Xn(t))| ≤ ε0. But ε0 ≤ δ0 < δK/2 by Lemma 5.10. The rest follows from Lemma 5.11 with
C1 := c3 and C2 := c4.
Proof of (c): Follows from Lemma 5.10 similarly to the proof of (b).
Proof of (d): This is trivial, with C3 := c2.
Proof of (e): Follows from the fact that (mK,n)n≥1, and therefore (mO,n)n≥1, has a spike at
zero.
Proof of (f): Uniformly on the set {z ∈ K | ε1 ≤ ϕ(z) ≤ ε0} (which is a compact subset of D),
we have: fn → 0. Therefore, mK,n(s)→ 0 uniformly for s ∈ [ε, ε0], and we can take C4 to be any
positive number.
Proof of (g): From the proof of (f), it follows that fn → 0 uniformly on the set K′. Moreover,
as shown in the proof of Lemma 5.10, ψ ◦ ϕ ≡ ϕ on K(δK/2), and therefore on a compact set
{z ∈ K | |ϕ(z)| ≤ δK/3}. The function ϕ is C2 on an open set U0 ⊇ K(δK/2). Therefore, ∇ϕ and
D2ϕ are bounded on {z ∈ K | |ϕ(z)| ≤ δK/3}. Next, on an open set
O′ := {z ∈ O | ε1 < ϕ(z) < ε0} ⊆ {z ∈ K | |ϕ(z)| ≤ δK/3},
we have: ∇(ψ ◦ ϕ) ≡ ∇ϕ, and D2(ψ ◦ ϕ) ≡ D2ϕ. Therefore, these functions are also bounded on
O′. The function b is continuous and therefore bounded on K′. Finally, the sequence (An)n≥1 is
uniformly bounded on K′, because An → A uniformly on K′, and A is continuous and therefore
bounded on K′. The rest follows from (19).
6.2. Informal description of the proof of Lemma 6.1. The proof resembles the one of [8,
Lemma 3.2]. If Yn were solutions of SDEs, we could apply scale functions to them and then proceed
as in [8, Lemma 3.2]. However, Yn are not solutions of SDEs, but general Itoˆ processes. We apply
time-change to Yn to convert the martingale part into the Brownian motion, at least as long as
the process Yn is in the interval [−ε0, ε0]. Then we compare this time-changed process Yn with a
solution Y n of an SDE:
dY n(t) = ψnγn(Y n(t)) dt+ dWn(t),
where Wn is a Brownian motion, and ψn is a suitable function. In Lemma 6.2, we apply the scale
function to this new process Y n, and show that, at least for large enough n, it is unlikely to hit
the level −δ before hitting the level ε0. Using the Markov property, we show that Y n is unlikely
to hit the level −δ before hitting the level ε0 a fixed number j of times (the hitting of ε0 counts as
new if the process Y n has returned to the level y0 > 0 before the next hitting of ε0). But it turns
out that every return of Y n from y0 to ε0 takes a substantial amount of time. Therefore, for some
large enough j it takes a lot of time to return j times from y0 to ε0. But it is still unlikely that
the process Y n will hit −δ before hitting ε0 j times. Therefore, it is likely that it will take a lot of
time for Y n to hit −δ. This completes the proof.
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6.3. Formal outline of the proof of Lemma 6.1. Now, let us carry out the proof in detail.
First, we outline the proof as a sequence of lemmata, which we later prove one by one. Assume
without loss of generality that δ ≤ ε0 and ε1 ≤ y0 ≤ ε0. Define for n = 1, 2, . . . and a ∈ R:
τ (n)a := inf{t ≥ 0 | Yn(t) = a}.
Without loss of generality, we can assume that yn = y0. Indeed, if τ
(n)
y0 ≥ τn, then mint∈[0,τn] Yn(t) ≥
y0 > 0 > −δ, and there is nothing to prove. On the other hand, if τ (n)y0 < τn, then it suffices to
prove the statement for the sequence of processes Yn
(· + τ (n)y0 ) instead of the original sequence of
processes Yn. But the new sequence of processes, all of which start from y0, also has the same
properties (a) - (g) from the statement of Lemma 6.1.
Lemma 6.2. There exists a sequence (p(n))n≥1 of positive numbers depending only on
C1, C2, C3, C4, C5, ε0, ε1, (γn)n≥1,
such that p(n)→ 0 as n→∞, and
P
(
τ
(n)
−δ ∧ τn ≤ τ (n)ε0
)
≤ p(n),
Assuming we already proved this lemma, let us complete the proof of Lemma 6.1. Let
τ (n,j)ε1 := inf{t ≥ τ (n,j)ε0 | Yn(t) = ε1}, j, n = 1, 2, . . . ; τ (n,0)ε1 := 0;
τ (n,j)ε0 := inf{t ≥ τ (n,j−1)ε1 | Yn(t) = ε0}, j = 1, 2, . . . ; n = 1, 2, . . .
At time τ
(n,j)
ε1 , the process Yn returns for the first time to ε1 after it has j times returned to ε0. At
time τ
(n,j)
ε0 , the process Yn returns for the first time to ε0 after it has j − 1 times returned to ε1.
In particular, τ
(n,1)
ε0 = τ
(n)
ε0 is the first hitting time of ε0.
Lemma 6.3. There exist c > 0 and p ∈ (0, 1) such that for all n = 1, 2, . . . we have:
P(τ (n)ε0 ≤ c ∧ τn ∧ τ (n)−ε0) ≤ p.
This proves that there exists a copy of a Bernoulli random variable ζ1 such that for some p1 ≤ p,
(53) P(ζ1 = c) = 1− p1, P(ζ1 = 0) = p1, and ζ1 ∧ τ (n)−ε0 ∧ τn ≤ τ (n)ε0 ∧ τ (n)−ε0 ∧ τn a.s.
Let us prove a similar statement for the moment of the nth return to the level ε0: There exists
a sequence ζ1, ζ2, . . . of Bernoulli random variables with distribution
P(ζi = c) = 1− pj, P(ζj = 0) = pj, pj ≤ p, j = 1, 2, . . . ,
such that for each n = 1, 2, . . . and j = 1, 2, . . . we have:
(54)
(
τ (n,j)ε0 − τ (n,j−1)ε1
) ∧ τ (n)−ε0 ∧ τn ≥ ζn ∧ τ (n)−ε0 ∧ τn.
Indeed, the moment
(
τ
(n,j)
ε0 − τ (n,j−1)ε1
)
∧τ (n)−ε0∧τn plays the same role for the process Yn(·+τ (n,j−1)ε1 )
as the role of τ
(n)
ε0 ∧ τ (n)−ε0 ∧ τn for the original process Yn. The sequence (Yn(·+ τ (n,j−1)ε1 ))n≥1 has the
same properties (a) - (g) as the process Yn and starts from yn = y0 = ε1. These random variables
ζ1, ζ2, . . . can be taken to be independent, because the driving Brownian motions for the processes
Yn(·+ τ (n,j−1)ε1 ) for different j = 1, 2, . . . are all independent (this follows from the Markov property
of a Brownian motion). From (54) and τ
(n,j−1)
ε1 ≥ τ (n,j−1)ε0 it follows that
(55)
(
τ (n,j)ε0 − τ (n,j−1)ε0
) ∧ τ (n)−ε0 ∧ τn ≥ ζn ∧ τ (n)−ε0 ∧ τn.
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Summing up (55) for j˜ = 1, . . . , j, and using the (easily checked) fact that (a1 + . . . + aj) ∧ c ≤
a1 ∧ c+ . . .+ aj ∧ c for a1, . . . , aj, c ≥ 0, we get:
(56) τ (n,j)ε0 ∧ τ (n)−ε0 ∧ τn ≥ (ζ1 + . . .+ ζj) ∧ τ (n)−ε0 ∧ τn.
For n, j = 1, 2, . . . let qj := P (ζ1 + . . .+ ζj ≤ T ), and pj(n) := P
(
τ
(n)
−δ ≤ τ (n,j)ε0 ∧ τn
)
.
Lemma 6.4. For every n, j = 1, 2, . . . we have: P
(
min
t∈[0,τn]
Yn(t) ≤ −η
) ≤ qj + pj(n).
Lemma 6.5. For every n, j = 1, 2, . . . we have: pj(n) ≤ jp(n).
To finish the proof of Lemma 6.1, combine Lemmata 6.4, 6.5, and get: for every j, n = 1, 2, . . .
P
(
min
t∈[0,τn]
Yn(t) ≤ −η
)
≤ qj + jp(n).
We have: ζi ≥ 0 a.s. and ζ1, ζ2, . . . are independent random variables with Eζi = 1−pi > 1−p > 0,
i = 1, 2, . . . It is an easy exercise to show that qj → 0 as j →∞. Now, fix a small number ξ > 0.
Take j large enough so that qj < ξ/2, and an n0 so that for n ≥ n0 we have: p(n) < ξ/(2(j + 1)).
For n ≥ n0,
P
(
min
t∈[0,τn]
Yn(t) ≤ −η
)
≤ ξ
2
+
ξ
2
= ξ.
This completes the proof of Lemma 6.1.
6.4. Proof of Lemma 6.2. We apply time-change to turn the martingale term into a Brownian
motion. Then we compare the drift coefficient (which is not exactly a function of Yn(t)) to a
certain function of Yn(t). This allows us to compare the time-changed process Yn with the solution
to a certain SDE. Finally, we apply the scale function to the new process and complete the proof.
For t ≤ τn ∧ τ (n)−ε0 ∧ τ (n)ε0 , we have: |Yn(t)| ≤ ε0, and C1 ≤ |ρn(t)| ≤ C2. Consider the process
Mn(t) :=
∫ t
0
ρn(s) dBn(s).
The stopped process Mn(·∧τn∧τ (n)−δ ∧τ (n)ε0 ) is a square integrable martingale, with strictly increasing
quadratic variation
vn(t) := 〈Mn(· ∧ τn ∧ τ (n)−ε0 ∧ τ (n)ε0 )〉t =
∫ t∧τn∧τ (n)−ε0∧τ (n)ε0
0
ρ2n(s) ds.
Let ηn(s) := inf{t ≥ 0 | vn(t) ≥ s} be the inverse function. It is well-defined for s ∈ [0, sn], where
sn := 〈Mn〉τn∧τ (n)−ε0∧τ (n)ε0 , since the function t 7→ 〈Mn〉t is strictly increasing on [0, τn ∧ τ
(n)
−ε0 ∧ τ (n)ε0 ].
Then by [50, Lemma 2], for some Brownian motion Wn = (Wn(t), t ≥ 0), and for the time-changed
process Y n(s) ≡ Yn(ηn(s)), s ≤ sn, we get:
(57) dY n(s) =
γn(ηn(s))
ρ2n(ηn(s))
ds+ dWn(s).
Now, for s ≤ sn we have: γn(ηn(s)) ≥ γn(Yn(ηn(s))) = γn(Y n(s)). Let us estimate the drift in (57):
γn(ηn(s))
ρ2n(ηn(s))
≥
{
C−22 γn(Y n(s)), if γn(Y n(s)) ≥ 0;
−C3C−21 , if γn(Y n(s)) < 0.
We can combine these two cases as follows. Denote
(58) ψn(x) := C
−2
2 γn(x)− C−21 C3.
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Then we get:
γn(ηn(s))
ρ2(ηn(s))
≥ ψn(Y n(s)), s ≤ sn.
Let Y˜n = (Y˜n(s), s ≥ 0) be the solution to the following equation:
dY˜n(s) = ψn(Y˜n(s))ds+ dWn(s), Y˜n(0) = y0.
For n = 1, 2, . . . and a ∈ R, define the following stopping times:
τ (n)a := inf{t ≥ 0 | Y n(t) = a}, τ˜ (n)a := inf{t ≥ 0 | Y˜n(t) = a}.
It is straightforward to show that for a ∈ [−ε0, ε0], we have:
(59) τ (n)a ∧ vn(τn) = vn(τ (n)a ∧ τn).
By comparison theorem, see for example [23, Section 6.1], we get:
(60) Y n(s) ≥ Y˜n(s) for s ≤ s′n := sn ∧ τ˜ (n)ε0 ∧ τ˜ (n)−ε0 .
Since we can compare the processes Y˜n and Y n, we can also compare their hitting times.
Lemma 6.6. We have:
{
τ
(n)
−δ < τ
(n)
ε0 ∧ τn
}
⊆
{
τ˜
(n)
−δ < τ˜
(n)
ε0
}
.
Proof. Assume τ
(n)
−δ < τ
(n)
ε0 ∧ τn. The function vn is strictly increasing on [0, sn]. From (59), we
have:
(61) τ
(n)
−δ < τ
(n)
ε0
∧ vn(τn).
Let us show that τ˜
(n)
−δ < τ˜
(n)
ε0 . Assume the converse. Denote
sn := 〈Mn〉τn ∧ τ (n)ε0 ∧ τ (n)−δ ∧ τ˜ (n)ε0 ∧ τ˜ (n)−δ ≤ s′n.
From (61) and our assmption, we have: sn = τ
(n)
−δ ∧ τ˜ (n)ε0 . Now, consider the following two cases:
Case 1: τ
(n)
−δ ≤ τ˜ (n)ε0 . Then sn = τ (n)−δ . Now, Y n (sn) = −δ. Therefore, by (60) we have:
Y˜n (sn) ≤ −δ. Hence τ˜ (n)−δ ≤ sn ≤ τ˜ (n)ε0 . But τ (n)−δ = τ (n)ε0 cannot happen, because hitting times of
two different levels by the same process cannot coincide. Therefore, we arrive at a contradiction.
Case 2: τ
(n)
−δ ≥ τ˜ (n)ε0 . Then sn = τ˜ (n)ε0 . Now, Y˜n (sn) = ε0. Therefore, by (60) we have: Y n (sn) =
ε0. Hence τ
(n)
ε0
≤ sn ≤ τ (n)−δ , which contradicts (61). 
Lemma 6.7. As n→∞, we have: p(n) := P
(
τ˜
(n)
−δ < τ˜
(n)
ε0
)
→ 0.
Remark 5. Note that this probability depends only on the function ψn, which, in turn, depends
only on the function γn and constants C1, C2, C3.
Proof. The process Y˜n is a diffusion with scale function
Sn(x) :=
∫ x
an
e−2
∫ y
bn
ψn(z)dzdy.
One can choose an and bn arbitrarily; we shall choose an = y0, and bn from Lemma 6.9. The
sequence of functions (γn)n≥1 has the property (e) from the statement of Lemma 6.1. It is
easy to show that the sequence (ψn)n≥1 also has this property. Also, from the property (f) of
(γn)n≥1 follows a similar property of (ψn)n≥1, but with a different constant C6 := C
−2
2 C4−C−21 C3:
supy∈[bn,ε0] ψn(y) ≤ C6. Take the sequence (bn)n≥1 from Lemma 6.9 (stated and proved below),
applied to gn := ψn.
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Lemma 6.8. We have:
(62) lim
n→∞
Sn(x) <∞ for x ∈ (0, ε0];
(63) lim
n→∞
Sn(x) = −∞ for x ∈ [−ε0, 0).
Proof. It suffices to show (62) for x ≥ y0, because each Sn is strictly increasing. For x ∈ [y0, ε0],
by Fatou’s lemma, we get:
lim
n→∞
Sn(x) ≤
∫ x
y0
lim
n→∞
e2C6(y−bn)dy ≤
∫ x
y0
e2C6ydy <∞,
which proves (62). To prove (63), it suffices to show that
(64)
∫ bn
y
ψn(z)dz →∞, y ∈ [−ε0, 0).
Indeed, then we can apply Fatou’s lemma and finish the proof. But (64) follows from the property
(e) of the sequence of functions (ψn)n≥1 and from elementary calculations:∫ bn
y
ψn(z)dz =
∫ |y|
−|y|
ψn(z)dz −
∫ |y|
bn
ψn(z)dz ≥
∫ |y|
−|y|
ψn(z)dz − |y| · C7 →∞.

Let us complete the proof of Lemma 6.2. The probabiltiy that the diffusion process Y˜n, starting
from y0, hits −δ before ε0, is equal to
P
(
τ˜
(n)
−δ < τ˜
(n)
ε0
)
=
Sn(ε)− Sn(y0)
Sn(ε)− Sn(−δ) → 0, n→∞,
because by Lemma 6.8,
lim
n→∞
Sn(ε0) <∞, lim
n→∞
Sn(y0) <∞, and lim
n→∞
Sn(−δ) = −∞.
This completes the proof of Lemma 6.7, together with the proof of Lemma 6.2. 
Lemma 6.9. Assume (gn)n≥1 is a sequence of functions gn : [−ε0, ε0]→ R such that
(65) lim
n→∞
sup
y∈[b,ε0]
gn(y) ≤ C0 for every b ∈ (0, ε0).
Then there exists a sequence (bn)n≥1 of positive real numbers such that bn → 0, and
lim
n→∞
sup
y∈[bn,ε0]
gn(y) ≤ C0.
Proof. The proof is very similar to that of [8, Lemma 3.11]. For b ∈ (0, ε0) and n = 1, 2, . . . let
M(b, n) := supy∈[b,ε0] gn(y). For every k = 1, 2, . . . there exists an nk such that for n ≥ nk, we have:
sup
y∈[k−1,ε0]
gn(y) ≤ C0 + k−1.
Without loss of generality, we can take the sequence (nk)k≥1 to be strictly increasing: nk < nk+1.
Define (bn)n≥1 as follows: bn = k−1 for nk ≤ n < nk+1. For n < n1, just let bn := 1. Then we get:
for nk ≤ n < nk+1, M(bn, n) = M(k−1, n) ≤ C0 + bn. Since bn → 0, this completes the proof. 
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6.5. Proof of Lemma 6.3. Assume that the following event happened:
τ (n)ε0 ≤ c ∧ τn ∧ τ (n)−ε0 .
By continuity of Yn, there exist t1 and t2 (dependent on ω ∈ Ω and on n) such that 0 ≤ t1 < t2 ≤
c ∧ τn ∧ τ (n)−ε0 , and, in addition, Yn(t) ∈ [ε1, ε0] for t ∈ [t1, t2], Yn(t1) = ε1, and Yn(t2) = ε0. Then
we have:
Yn(t2)− Yn(t1) =
∫ t2
t1
γn(s)ds+
∫ t2
t1
ρn(s)dBn(s).
But γn(s) ≤ C5 for s ∈ [t1, t2]: this follows from the assumption (g) of Lemma 6.1. Therefore, we
get: ∫ t2
t1
ρn(s)dBn(s) ≥ ε0 − ε1 − (t2 − t1)C5 ≥ ε0 − ε1 − cC5.
We can make a time-change (see this carried in more detail earlier, in the proof of Lemma 6.2):
for some standard Brownian motion Wn = (Wn(s), s ≥ 0),
Mn(t) :=
∫ t
0
ρn(s)dBn(s) = Wn (〈Mn〉t) , t ≤ τn ∧ τ (n)−ε0 ∧ τ (n)ε0 .
Also, we have the following estimate:
〈Mn〉t2 − 〈Mn〉t1 =
∫ t2
t1
ρ2(s)ds ≤ C22(t2 − t1) ≤ C22c.
Therefore, we have the following inclusion of events:{
τ (n)ε0 ≤ c ∧ τn ∧ τ (n)−δ
}
⊆ {ω(Bn, [0, C22T ], C22c) ≥ ε0 − ε1 − cC5} .
Let c ↑ 0. Then a.s. ω(Wn, [0, C22T ], C22c)→ 0. Meanwhile, ε0−ε1− cC5 → ε0−ε1 > 0. Therefore,
P
(
ω(Wn, [0, C
2
2T ], C
2
2c) ≥ ε0 − ε1 − cC5
)→ 0.
It suffices to note that the probability in the left-hand side does not depend on n.
6.6. Proof of Lemma 6.4. Assume that the event {mint∈[0,T∧τn] Yn(t) ≤ −δ} happened. Then
we have: τ
(n)
−δ ≤ τn. Consider two cases:
Case 1: τ
(n)
−δ ∧ τn ≤ τ (n,j)ε0 ∧ τn. Therefore, τ (n)−δ ∧ τn ≤ τ (n,j)ε0 . But P
(
τ
(n)
−δ ∧ τn ≤ τ (n,j)ε0
)
≤ pj(n).
Case 2: τ
(n)
−δ ∧ τn > τ (n,j)ε0 ∧ τn. It follows from τ (n)−δ ≤ τn that τ (n,j)ε0 ∧ τn < τn. We can rewrite
this as τ
(n,j)
ε0 < τn. Therefore, τ
(n,j)
ε0 < τ
(n)
−δ ∧ τn. Comparing with (56), we get:
(ζ1 + . . .+ ζj) ∧ τ (n)−ε0 ∧ τn ≤ T ∧ τ (n)−δ ∧ τn ≤ T ∧ τ (n)−ε0 ∧ τn.
Therefore, ζ1 + . . .+ ζj ≤ T . It suffices to note that P(ζ1 + . . .+ ζj ≤ T ) = qj.
6.7. Proof of Lemma 6.5. Apply induction by j. Base is trivial: p1(n) ≤ p(n). Induction step:
P
(
τ
(n)
−δ ≤ τ (n,j)ε0 ∧ τn
)
= P
(
τ (n,j−1)ε0 < τ
(n)
−δ ≤ τ (n,j)ε0 ∧ τn
)
+ P
(
τ
(n)
−δ ≤ τ (n,j−1)ε0 ∧ τn
)
= P
(
τ (n,j−1)ε0 < τ
(n)
−δ ≤ τ (n,j)ε0 ∧ τn
)
+ pj−1(n).
Assume that the following inequality holds:
(66) τ (n,j−1)ε0 < τ
(n)
−δ .
Then τ
(n,j−1)
ε1 < τ
(n)
−δ , because the process Yn, starting from ε0 at the moment τ
(n,j−1)
ε0 , has to
hit ε1 ∈ (0, ε0) before it reaches the level −δ. The process Y˜n(·) := Yn(· + τ (n,j)ε1 ) also satisfies
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the conditions of Lemma 6.1. The moment τ˜
(n)
ε0 for this new process is actually the moment
τ
(n,j)
ε0 − τ (n,j)ε1 for the original process Yn(·). Meanwhile, the moment τ˜ (n)−δ for this new process Y˜n
satisfies τ˜
(n)
−δ = τ
(n)
−δ − τ (n,j−1)ε1 , if only the process Yn did not hit −δ before τ (n,j)ε1 . But we assume
this has not happened, because of (66). Therefore, we can apply results of Lemma 6.2 and get:
P
(
τ (n,j−1)ε0 < τ
(n)
−δ ≤ τ (n,j)ε0 ∧ τn
)
≤ P
(
τ˜
(n)
−δ ≤ τ˜ (n)ε0 ∧ τn
)
≤ p(n).
Thus, pj(n) ≤ pj−1(n) + p(n). The rest is trivial.
7. Proof of Theorem 3.4
Let us show first that for every compact subset K ⊆ U0, we have:
(67) sup
x∈K
‖r(y(x))‖ <∞.
Indeed, fix an x0 ∈ K. Then for x ∈ K, we have:
‖y(x)‖ ≤ ‖y(x)− x‖+ ‖x‖ ≤ ‖y(x0)− x‖+ ‖x‖ ≤ ‖y(x0)− x0‖+ ‖x0‖+ 2 ‖x‖ .
Taking sup over x ∈ K, we prove that supx∈K ‖y(x)‖ < ∞. Because y is continuous on U0, this
completes the proof of (67).
Apply Theorems 3.2 and 3.3. It suffices to show:
(a) for a compact subset K ⊆ U , the sequence (mK,n)n≥1 has a spike at zero;
(b) for a compact subset K ⊆ D, fn → 0 uniformly on K;
(c) the sequence (fn)n≥1 emulates the reflection field r.
Proof of (a): For z ∈ ∂D, by Cauchy-Schwartz inequality we have:
(68) ‖r(z)‖ = ‖r(z)‖ ‖n(z)‖ ≥ r(z) · n(z) = 1.
If x ∈ K and |ϕ(x)| < δK, then by Lemma 5.1 x ∈ U0, and fn(x) = gn(ϕ(x))r(y(x)). Applying (68),
we get:
(69) ‖fn(x)‖ = |gn(ϕ(x))| ‖r(y(x))‖ ≥ gn(ϕ(x)).
Now, let s ∈ (−δK, δK). Taking the inf over x ∈ K such that ϕ(x) = s in (69), and using (9), we
have: mK,n(s) ≥ gn(s). Since the sequence (gn)n≥1 has a spike at zero, (mK,n)n≥1 does too.
Proof of (b): Since a continuous function ϕ is strictly positive on K, we have:
0 < C− := inf
z∈K
ϕ(z) ≤ sup
z∈K
ϕ(z) =: C+ <∞.
Since gn → 0 uniformly on [C−, C+], we have: supx∈K ‖gn(ϕ(x))‖ → 0. Combining this observation
with (67), we complete the proof.
Proof of (c): It follows from the definition of fn from (11) that for z ∈ U , we have:
fn(z)
‖fn(z)‖ =
r(y(z))
‖r(y(z))‖ .
It suffices to note that K(δK) ⊆ U by Lemma 5.1. The rest is trivial.
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8. Appendix
In this section, we state some auxillary lemmata on tightness and weak convergence. They were
used in the proofs earlier in the article. Some of the lemmata have straightforward proofs, which
are omitted. Other lemmata have a bit more complicated proofs.
Lemma 8.1. Take a sequence (ξn)n≥0 of adapted processes ξn = (ξn(t), 0 ≤ t ≤ T ), which are
bounded by a universal constant: |ξn(t)| ≤ C for all t ≥ 0 and n = 0, 1, 2, . . . Take a sequence of
standard Brownian motions (Wn)n≥0. Assume ξn → ξ0 a.s. for almost all t ∈ [0, T ] as n → ∞,
and Wn → W0 a.s. uniformly on [0, T ] as n→∞. Define
Mn(t) :=
∫ t
0
ξn(s) dWn(s), n = 1, 2, . . . , t ∈ [0, T ].
Then we have the following convergence as n→∞:
E max
0≤t≤T
(Mn(t)−M0(t))2 → 0.
As a corollary, for every random moment τ in [0, T ] (not necessarily a stopping time) we have the
following convergence in L2: Mn(τ)→M0(τ).
Proof. We can represent
E(Mn(T )−M0(T ))2 = E
(∫ T
0
ξn dWn(t)−
∫ T
0
ξ0(t) dW0(t)
)2
≤ 2E
(∫ T
0
(ξn − ξ0) dWn(t)
)2
+ 2E
(∫ T
0
ξ0(t) d (Wn(t)−W0(t))
)2
≤ 2
∫ T
0
E (ξn(t)− ξ0(t))2 dt+ 2E
∫ T
0
ξ20(t) d〈Wn −W0〉t.
The first term tends to zero because of Lebesgue dominated convergence theorem (applied twice,
to the time integral and the expectation). The second term: since Wn − W0 is a continuous
square-integrable martingale, by Burkholder-Davis-Gundy inequality,
(70) E〈Wn −W0〉T ≤ C0 E(Wn(T )−W0(T ))2.
Here, C0 is some universal constant. Also, Wn(T )→ W0(T ) a.s. To prove that
(71) E(Wn(T )−W0(T ))2 → 0,
we need to show that the family ((Wn(T )−W0(T ))2)n≥1 is uniformly integrable. But this is true,
because (a+ b)4 ≤ 8(a4 + b4) for all a, b ∈ R, and therefore
E(Wn(T )−W0(T ))4 ≤ 8
(
EW 4n(T ) + EW
4
0 (T )
)
= 8
(
3T 2 + 3T 2
)
= 48T 2 <∞.
This proves (71). From (70) and (71), we get: E〈Wn −W0〉T → 0. Thus,
E
∫ T
0
ξ20(t) d〈Wn −W0〉t ≤ C2E〈Wn −W0〉T → 0.
This proves that limn→∞E(Mn(T )−M0(T ))2 = 0. But Mn−M0 is a square-integrable martingale.
Applying Burkholder-Davis-Gundy inequality again, we have:
E max
0≤t≤T
(Mn(t)−M0(t))2 ≤ K E(Mn(T )−M0(T ))2 → 0.

28 CHARLES AMPONSAH AND ANDREY SARANTSEV
Lemma 8.2. Suppose h : [0, T ] → Rd is continuous, and ln, l are continuous and nondecreasing
functions [0, T ]→ R with ln(0) = l(0) = 0. Assume also that ln → l uniformly on [0, T ]. Then∫ T
0
h(s)dln(s)→
∫ T
0
h(s)dl(s), as n→∞.
Proof. Without loss of generality, assume ln(T ) = l(T ) = 1. Otherwise, we can always divide ln(·)
by ln(T ), and l(·) by l(T ), and use ln(T )→ l(T ). Then one can consider ln and l as a cumulative
distribution functions of random variables ξn, ξ ∈ [0, T ]. We have: ξn ⇒ ξ as n → ∞. Since h is
continuous and therefore bounded on [0, T ], we have:
Eh(ξn) =
∫ T
0
h(s)dln(s)→ Eh(ξ) =
∫ T
0
h(s)dl(s).

The following lemmata follow from straightforward applications of the Arzela-Ascoli theorem.
Lemma 8.3. Take three sequences of C[0, T ]-valued random variables
(Xn)n≥1, (X ′n)n≥1, (X
′′
n)n≥1.
Assume that initial conditions are zero:
Xn(0) = X
′
n(0) = X
′′
n(0) = 0, n = 1, 2, . . .
Assume also that for all 0 ≤ s ≤ t ≤ T , n = 1, 2, . . .
X ′′n(t)−X ′′n(s) ≤ Xn(t)−Xn(s) ≤ X ′n(t)−X ′n(s).
If the sequences (X ′n)n≥1 and (X
′′
n)n≥1 are tight, then (Xn)n≥1 is also tight.
Lemma 8.4. Take a sequence of Rd-valued a.s. integrable processes (βn(t), 0 ≤ t ≤ T ). If the
following sequence of processes is tight in C[0, T ]:
t 7→
∫ t
0
‖βn(s)‖ ds, n = 1, 2, . . .
then the following sequence of processes is tight in C([0, T ],Rd):
t 7→
∫ t
0
βn(s)ds, n = 1, 2, . . .
Lemma 8.5. Take a continuous function ψ : R→ R. If the sequence of processes (Xn)n≥1 is tight
in C[0, T ], then the sequence (ψ(Xn(·)))n≥1 is also tight in C[0, T ].
Lemma 8.6. Take a tight sequence (Xn)n≥1 of processes in C([0, T ],Rd). Let (τn)n≥1 be a sequence
of random moments with values in [0, T ]. Then (Xn(· ∧ τn))n≥1 is also a tight sequence.
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