Abstract. Motivated by study of the autoequivalence group of triangulated categories via isometric actions on metric spaces, we consider curvature properties (CAT(0), Gromov hyperbolic) of the space of Bridgeland stability conditions with the canonical metric defined by Bridgeland. We then prove that the metric is neither CAT(0) nor hyperbolic, and the quotient metric by the natural C-action is not CAT(0) in case of the Kronecker quiver. Moreover, we also show the hyperbolicity of pseudo-Anosov functors defined by Dimitrov-Haiden-Katzarkov-Kontsevich, which yields the lower-bound of entropy by the translation length. Finally, pseudo-Anosov functors in case of curves have completely been classified.
Introduction
Let Γ be a group. To study various properties of Γ, it is useful to construct isometric actions of Γ on metric spaces with non-positive curvature property: CAT(0), hyperbolic in the sense of Gromov (cf. [BH, Part III.Γ] ). As an example, we consider the mapping class group MCG(M) of an oriented closed 2-dimensional smooth manifold M. The group MCG(M) acts by isometry on the Teichmüller space with the Weil-Petersson metric, and the curve complex with a natural metric, where the Weil-Petersson metric is CAT(0) and the curve complex is hyperbolic.
We then focus on the autoequivalence group Aut(T ) of a triangulated category T (e.g. the derived category D b (X) of coherent sheaves on a smooth projective variety X).
Bridgeland introduced the notion of stability conditions on T , and proved the set Stab(T ) of stability conditions admits a structure of complex manifolds ( [Bri1] ). The metric d B on Stab(T ) is also introduced, and then the group Aut(T ) naturally acts on (Stab(T ) As a corollary, we have the lower-bound of the entropy of F by the translation length of F (Corollary 4.11). In particular, for the derived category of curves, the pseudo-Anosov functors are completely classified and the entropy is equal to the translation length.
The contents of this paper is as follows. In Section 2, we prepare some notations and define Bridgeland stability conditions, the metric d B on Stab(T ), natural group actions on Stab(T ) and the notions of CAT (0) and hyperbolic spaces. In Section 3, we study non-positive curvature properties of the metric d B and its C-quotient metricd B , and prove Theorem 3.4, Theorem 3.5, Theorem 3.8 and Theorem 3.14. In Section 4, based on [DHKK] , pseudo-Anosov functors are introduced. We then prove Theorem 4.9 and 2. Preliminaries 2.1. Notaions. Throughout this paper, T is a triangulated category of finite type over a field, and Aut(T ) is the group of autoequivalences of T . We denote the Grothendieck group (resp. numerical Grothendieck group) of T by K(T ) (resp. N (T )).
2.2. Stability condition. In this subsection, we give the definition of Bridgeland stability conditions and basic properties of the canonical metric on the space of stability conditions.
Fix a finitely generated free abelian group Λ, a surjective group homomorphism v : K(T ) ։ Λ and a group homomorpshim α : Aut(T ) → Aut Z (Λ), such that the following diagram of abelian groups is commutative:
A stability condition σ = (Z, P) on T (with respect to (Λ, v)) consists of a group homomorphism Z : Λ → C called central charge and a family P = {P(φ)} φ∈R of full additive subcategory of T called slicing, such that
(ii) For all φ ∈ R, we have P(φ + 1) = P(φ) [1] .
(iii) For φ 1 > φ 2 and E i ∈ P(φ i ), we have Hom(E 1 , E 2 ) = 0.
(iv) For each 0 = E ∈ T , there is a collection of exact triangles called HarderNarasimhan filtration of E:
with A i ∈ P(φ i ) and
(v) (support property) We fix a norm || · || on Λ ⊗ Z R. Then there exists a constant C > 0 such that for all 0 = E ∈ P(φ), we have
For any interval I ⊂ R, define P(I) to be the extension-closed subcategory of T generated by the subcategories P(φ) for φ ∈ I. Then P((0, 1]) is the heart of a bounded t-structure on T , hence an abelian category. The full subcategory P (φ) ⊂ T is also shown to be abelian. A non-zero object E ∈ P(φ) is called σ-semistable of phase φ σ (E) := φ, and especially a simple object in P(φ) is called σ-stable. Taking the Harder-Narasimhan filtration (2.1) of E, we define φ
The object A i is called σ-semistable factor of E. Define Stab Λ (T ) to be the set of stability conditions on T with respect to (Λ, v) , especially Stab K (T ) (resp. Stab N (T )) to be the set of stability conditions on T with respect to (K(T ), id) (resp. the natural projection K(T ) → N (T )).
An element in Stab N (T ) is called numerical stability condition.
In this paper, we assume that the space Stab Λ (T ) is not empty for some (Λ, v) . We will abuse notation and write Z(E) instead of Z(v(E)).
We prepare some terminologies on the stability on the heart of a t-structure on T .
Definition 2.2. Let A be the heart of a bounded t-structure on T . A stability function on A is a group homomorphism Z : Λ → C such that for all 0 = E ∈ A ⊂ T , the complex number Z(v(E)) lies in the semiclosed upper half plane
Given a stability function Z : Λ → C on A, the phase of an object 0 = E ∈ A is defined to be φ(E) := 1 π argZ(E) ∈ (0, 1]. An object 0 = E ∈ A is Z-semistable (resp. Z-stable) if for all subobjects 0 = A ⊂ E, we have φ(A) ≤ φ(E) (resp. φ(A) < φ(E)). We say that a stability function Z satisfies the Harder-Narasimhan property if each object 0 = E ∈ A admits a filtration (called Harder-Narasimhan filtration of
, and the support property if there exists a constant C > 0 such that for all Z-semistable objects E ∈ A, we have ||v(E)|| < C|Z(v(E))|.
The following proposition shows the relationship between stability conditions and stability functions on the heart of a bounded t-structure. For the proof, we construct the slicing P, from the pair (Z, A), by
and extend for all φ ∈ R by P(φ + 1) := P(φ) [1] . Conversely, for a stability condition σ = (Z, P), the heart A is given by A := P σ ((0, 1]). We also denote stability conditions by (Z, A).
The following notion is important to analyze the space of stability conditions. Definition 2.4. Let E ∈ T be a non-zero object of T and σ ∈ Stab Λ (T ) be a stability condition on T . The mass m σ (E) ∈ R >0 of E is defined by 
is a local homeomorphism.
Therefore, the space Stab Λ (T ) (and each connected component Stab † Λ (T )) naturally admits a structure of finite dimensional complex manifolds and is especially locally compact.
There are two group-actions on Stab Λ (T ). The first is a left Aut(T )-action defined by
(2.6) Let ϕ : GL + (2, R) → GL + (2, R) be the universal cover of GL + (2, R). We recall that GL + (2, R) is isomorphic to the group of pairs (M, f ) where f : R → R is an increasing map with f (φ+1) = f (φ), and M ∈ GL + (2, R) such that the induced maps on (
These two actions are commutative, and the GL + (2, R)-action is free and continuous.
Restricting the GL + (2, R)-action to the subgroup C ⊂ GL + (2, R), we also have a right
Lemma 2.8. The Aut(T )-action and C-action are isometry with respect to d B .
2.3. Metric space. We collect basic definitions in metric geometry. We refer to the book [BH] and it is highly recommended to read for details. For a metric space (X, d) , the open ball with center x ∈ X and radius r > 0 is denoted by B(x, r). Let (R 2 , d E ) be the Euclidean space.
Definition 2.9. Let (X, d) be a metric space.
(i) Let x, y ∈ X be two distinct points. A continuous map γ :
(ii) A metric space (X, d) is geodesic if, for all two distinct points x, y ∈ X, there exists a geodesic from x to y.
there uniquely exists a geodesic from x to y.
We denote a geodesic from x to y (or its image in X) by [x, y] . This standard notation is less accurate if (X, d) is not uniquely geodesic, but we use it for simplicity.
Definition 2.10. Let (X, d) be a metric space.
Comparison points on [ȳ,z], [z,x] are defined in the same way.
For a geodesic triangle in a metric space (X, d), a comparison triangle uniquely exists up to isometry (see [BH, Lemma I.2.14] ). We then define the CAT(0) property of metric spaces.
We call a metric space (X, d) locally CAT(0) if, for each point x ∈ X, there exists an open neighborhood of x such that the induced metric is CAT(0). Note that CAT (0) spaces are uniquely geodesic and locally CAT(0) (see [BH, Proposition II.1.4 (1)]).
We then define the hyperbolicity (in the sense of Gromov) of metric spaces.
where, for a subset S ⊂ X, N δ (S) ⊂ X is the δ-neighborhood of S.
The following lemma is easy to show, but we note that this is used in the proof of main theorems.
Lemma 2.14. Let (X, d) be a metric space and Y a subset of X.
Curvature properties
In this section we study the non-positive curvature property (i.e. CAT(0), hyperbolic) of the metric d B and the C-quotient metricd B , and prove Theorem 3.4 and Theorem 3.8.
We firstly study metric properties of C-orbits.
Proof. It is clear since the C-action preserves semistable objects and Harder-Narasimhan filtrations.
Proposition 3.3. We have the followings:
is not locally CAT(0) (especially not CAT (0)).
Proof. The straight line as in the proof of Lemma 3.2 from x to y (x, y ∈ σ.C) is denoted by [x, y] .
since all CAT(0) spaces are uniquely geodesic. For r ∈ (0, r ′ ) ⊂ R >0 , we set λ := r, λ 1 := r 2
(1 + i 2π
). Then we have
It is easy to see that geodesics [σ,
is not uniquely geodesic.
(ii) Fix δ > 0. We set x 1 := σ, x 2 := σ.4δ,
) and let ∆ δ := ∆(γ 12 , γ 23 , γ 13 ) be a geodesic triangle on σ.C, where γ ij := [x i , x j ]. It is clear that
and similarly we get d B (γ 13 (t),
The following is one of the main theorems in this section:
Theorem 3.4. We have the followings:
Proof. We fix a stability condition σ ∈ Stab † Λ (T ), then the claim follows from Lemma 3.2, Proposition 3.3 and Lemma 2.14. 
is preserved by the C-action.
3.2. The C-quotient meticd B . In this subsection, we shall consider the quotient, by the C-action, of some connected component of the space of stability conditions.
Letd B be the quotient metric of d B by the C-action, that is,d B is defined bȳ
It is easy to see that every C-orbit is a path-connected closed subset in Stab Λ (T ) by 
3.2.1. Kronecker quiver. Let Q be a connected finite acyclic quiver and
the bounded derived category of finitely generated CQ-modules. The simple module corresponding to a vertex i of Q is denoted by S i ∈ mod CQ. A group homomor- Let K l be the l-Kronecker quiver for l ∈ Z >0 as follows:
is not CAT(0).
To prove this theorem, we shall construct a geodesic, but non-CAT(0) subspace in
)/C for applying Lemma 2.14.
Definition 3.9. We define the metric d
, and a (right) C-action on R 4 by x.λ := (x 1 + Re λ, x 2 + Im λ, x 3 + Re λ, x 4 + Im λ) (3.7) for x = (x i ) i=1,··· ,4 ∈ R 4 and λ ∈ C.
For any x, x ′ ∈ R 4 , the straight line γ(t) := (1 − t)x + tx ′ for t ∈ [0, 1] is a geodesic,
is a geodesic space. The above C-action is obviously isometric with respect to d 
Proof. The first claim follows from
The quotient of straight lines in R 4 are also geodesics in R 4 /C.
The subset C ⊂ R 4 is defined by Proof. By the definition of C it is easy to see that, for x, x ′ ∈ C.C, the straight line from
x to x ′ is contained in C.C. The claim follows from that the quotient of straight lines are geodesics in C. Proof. The quotient of straight line in C fromx toȳ (x, y ∈ C) is denoted by [x, y] . For any r ′ ∈ R >0 , we fix r ∈ R >0 such that 0 < r < max{r ′ ,
4
}, and set p 1 := (r, 0, 2r, 0), p 2 := r, 0, 3r, r 2 , p 1 := (r, 0, 4r, 0) ∈ C. (3.10)
Then it is enough to show that (B(p 1 , r
is not uniquely geodesic. We havē 
Proof of Theorem 3.8
We define a map q : 12) where the stability function Z on mod CK l is defined by
This map is well-defined by direct computations. Then we will show that q is an isometric embedding. For each σ = (Z, mod CK l ) ∈ q(C), we have 0 < φ σ (S 1 ) < φ σ (S 2 ) ≤ 1. Thus the Harder-Narasimhan filtration of each object 0 = E ∈ mod CK l is the form of (3.14) that is, for all σ ∈ q(C), Harder-Narasimhan filtrations of each nonzero object in
are the same. Then for all σ = q(x), τ = q(y) ∈ q(C) , we have
where we use an elementary inequality log
for all r 1 , r ′ 1 , r 2 , r ′ 2 ∈ R >0 to estimate the mass term. Therefore q is an isometric embedding on C. Since the C-action preserves semistable objects and Harder-Narasimhan filtrations, similar computations imply that the map q is an isometric embedding (on C.C).
The induced map
is also well-defined by the definition of q. Since q is an isometric embedding, it is easy to check thatq is also isometric embedding. Therefore the proof is completed by Lemma 3.11, Proposition 3.12 and Lemma 2.14.
(cf. [Qiu, Oka] ) and H for l ≥ 3 (cf. [DK, Theorem 1.5, Corollary 3.3] ). On the other hand, as a corollary of Theorem 3.8, these biholomorphisms are not isometry with respect to their canonical metrics:
Corollary 3.13. We have the followings:
Proof. It is obvious since the Euclidean metric d E and the Poincaré metric d P is CAT(0).
Let Γ N K l be the Ginzburg N-Calabi-Yau differential graded (dg) C-algebra associated to K l for N ≥ 3 (cf. [Gin, Section 4.2] or [Kel, Section 6 .2]), and
the derived category of finite dimensional dg Γ N K l -modules. There canonically exists
Thus, by the same argument in the case of D b (mod CK l ), we can construct the isometric (3.16) which yields the following:
Theorem 3.14. The metric space (Stab
Hyperbolicity of pseudo-Anosov functors
In this section, we consider the isometric action of Aut(T ) on Stab Λ (T ), especially hyperbolicity of a special isometry called pseudo-Anosov functor.
4.1. Hyperbolic isometry. We shall recall the notion of hyperbolic isometry. Let (X, d) be a metric space and Γ a group acting on (X, d) by isometry.
Definition 4.1. We define the translation length d(g) of g ∈ Γ with respect to the isometric action on (X, d) by
The inequality
always holds for all x ∈ X and each isometry g ∈ Γ by the triangle inequality, and this actually becomes equality when (X, d) is CAT(0) and g is a hyperbolic isometry.
Mass-growth and entropy. We collect basics on dynamical invariants of Aut(T ).
Definition 4.3 ( [DHKK, Section 4] and [Ike, Theorem 3.5 (1)]). Let G ∈ T be a splitgenerator, F ∈ Aut(T ) an autoequivalence of T and σ ∈ Stab Λ (T ) a stability condition on T . The mass-growth h σ (F ) ∈ [−∞, +∞] with respect to F is defined by
Definition 4.4 ([DHKK, Definition 2.5]). Let G ∈ T be a split-generator and F ∈ Aut(T ). The entropy of F is the function h t (F ) :
In the definition of the entropy, the limit exists and doesn't depend on the choice of split-generators (see [DHKK, Lemma 2.6 
]).
Theorem 4.5 ([Ike, Thorem 3.5(2)]). Let F ∈ Aut(T ) be an autoequivalence of T and σ ∈ Stab Λ (T ) a stability condition on T . Then we have 
We call ρ F := |r| > 1 the stretch-factor of F .
The stretch-factor is uniquely determined since the GL + (2, R)-action is free. PseudoAnosov functors preserve the connected component Stab † Λ (T ) since the GL + (2, R)-action is continuous. The mass-growth with respect to the pseudo-Anosov is described as follows.
Proposition 4.8. For a pseudo-Anosov functor F ∈ Aut(T ), we have
Proof. We fix a split-generator G ∈ T and let
since pseudo-Anosov functors preserve σ F -semistable objects and
Harder-Narasimhan filtrations, and we have
Then the claim follows from a direct computation of the mass-growth.
We prove the categorical analogue of classical facts: the hyperbolicity of pseudoAnosov classes with respect to the Teichmüller metric, and the equality between the translation length and the stretch-factor for pseudo-Anosov classes. This is the main result in this section:
Theorem 4.9. Let F ∈ Aut(T ) be a pseudo-Anosov functor. Then,
(i) F is hyperbolic isometry with respect to the action on (Stab
Proof. We set σ := σ F and g := g F for simplicity. Note that the GL + (2, R)-action preserves semistable objects and Harder-Narasimhan filtrations. For all λ ∈ C, we have
where || · || R is the sup-norm and || · || is the operator norm induced by the Euclidean
Therefore, we havē
See also the proof of [Woo, Proposition 4 .1] for the above computations.
Considering F k (E) and F −k (E) for a σ-semistable object E and k ≫ 0, we have
Therefore we havē
Summarizing the above argument, we have
Remark 4.10. If a stability condition σ F for a pseudo-Anosov functor F ∈ Aut(T ) has dense phase in R,
As a corollary, we have the lower-bound of entropy by the translation length:
Corollary 4.11. For a pseudo-Anosov functor F ∈ Aut(T ), we have
Proof. The claim follows from Theorem 4.5, Proposition 4.8 and Theorem 4.9 (ii).
Let Q be a connected finite acyclic quiver, and recall that Stab †
) is the distinguished component containing the set of stability conditions whose heart is mod CK l .
We can also show a generalization of DHKK's computation of the Serre functor of
(cf. [DHKK, Section 4] ) as a corollary:
we have h(F ) = log ρ F =d B (F ). (4.13)
Proof. For σ F in the statement, we have h(F ) = h σ F (F ) by [Ike, Theorem 3.14] . Therefore the claim follows from Proposition 4.8 and Theorem 4.9 (ii).
4.3.1. curves. We shall classify pseudo-Anosov functors for the derived category
of coherent sheaves on a smooth projective curve C over C.
Proposition 4.13. Let C be a smooth projective curve over C with genus g(C) = 1.
Then no autoequivalence of
Proof. The claim immediately follows from that the entropy of any autoequivalence of curves with g(C) = 1 is zero by [Kik, Proposition 3.3] .
Let E be an elliptic curve with a closed point x 0 ∈ E, and fix the basis
We can define a group homomorphism 14) which is a stability function on the standard heart Coh(E). Then the pair σ 0 :
is a numerical stability condition on
is free and transitive by [Bri1, Theorem 9 .1], thus Stab N (D b (E)) is bijective with σ 0 . GL + (2, R). Thus we have ϕ(g) ∈ SL(2, Z) with |trace(ϕ(g))| > 2. The diagonalization of ϕ(g) yields ϕ(g) = hg r h −1 , where h ∈ GL + (2, R) and g r := 1 r 0 0 r with |r| > 1. We can take lifts h,g r ∈ GL + (2, R) of h, g r such thatg =hg rh −1 . Therefore F is pseudo-Anosov since we have F.(σ 0 .h) = (σ 0 .h).g r Therefore we have completely classified pseudo-Anosov functors in the case of curves by Proposition 4.13 and Proposition 4.14.
Finally, the entropy of pseudo-Anosov functors of (elliptic) curves is described by the stretch-factor and the translation length with respect tod B , which is also categorical analogue of the classical fact: the topological entropy of pseudo-Anosov class is equal to the stretch-factor, hence the translation length. [Kik, Theorem 3 .11], we have h(F ) = h σ F (F ). Therefore the claim follows from Proposition 4.8 and Theorem 4.9 (ii).
Some questions
In this section, we shall list some questions about the metric d B . We note that if d B is a length metric, then the quotient metricd B is also length metric.
In the previous section, we have got the classification of pseudo-Anosov functors in case of curves, thus the following question is for the next step:
Question 5.4. Let S be a smooth projective surface over C. Then D b (S) has a pseudoAnosov functor?
We are especially interested in the case of K3 surfaces.
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