A hybrid model integrating artificial neural networks and support vector regression was developed for daily rainfall prediction. In the modeling process, singular spectrum analysis was first adopted to decompose the raw rainfall data. Fuzzy C-means clustering was then used to split the training set into three crisp subsets which may be associated with low-, medium-and high-intensity rainfall. Two local artificial neural network models were involved in training and predicting low-and medium-intensity subsets whereas a local support vector regression model was applied to the high-intensity subset. A conventional artificial neural network model was selected as the benchmark. The artificial neural network with the singular spectrum analysis was developed for the purpose of examining the singular spectrum analysis technique. The models were applied to two daily rainfall series from China at 1-day-, 2-day-and 3-day-ahead forecasting horizons. Results showed that the hybrid support vector regression model performed the best.
. For example, Venkatesan et al. (1997) employed the ANN to predict the all-India summer monsoon rainfall with different meteorological parameters as model inputs. Toth et al. (2000) found that the ANN performed the best for short-term rainfall prediction compared with the auto-regressive moving average and the nearest-neighbors method (NNM). Fuzzy logic theory was applied to monthly rainfall prediction by Pongracz et al. Their results indicated that the wavelet analysis was highly promising.
The hybrid of ANN and SVR is less studied in hydrology. ANN and SVR are mathematically similar when they are used as approximators to map input/output pairs (Vapnik & Chervonenkis 1971; Vapnik 1995; Haykin 1999) . Compared with SVR, ANN is very efficient in processing large-sized training samples when a local optimization technique, such as the Levernberg-Marquardt algorithm, is adopted for optimization of weights. In contrast, SVR has a good ability for generalization due to the adoption of structural risk minimization (SRM) for objective functions. As inspired by SVM, the structural risk minimization was also introduced to the training of ANN for the purpose of improving the model's generalization by Giustolisi & Laucelli (2004) . Therefore, a hybrid method from ANN and SVR may be expected to provide a pronounced improvement in rainfall forecasting.
The scope of this study was to examine the joint effect of the hybrid model and the SSA on daily rainfall estimates. A conventional ANN was first of all combined with SSA to remove noises hidden in the original rainfall data. Filtered inputs were then accommodated into the hybrid model which consisted of three local models associated respectively with three crisp subsets (low-, medium-and high-intensity rainfall) clustered by the fuzzy C-means (FCM) method. To ensure wider applications, two different sizes of data from different regions of China were explored.
METHODOLOGY Singular spectrum analysis (SSA)
SSA is able to decompose daily rainfall series into several additive components that typically can be interpreted as 'trend' components (which may not exist), various 'oscillatory' components, and 'noise' components (Golyandina et al. 2001) . The noise and/or high-frequency oscillatory component may be filtered out when the SSA is used as the signal filter technique. The algorithm of the basic SSA can be referred to Vautard et al. (1992) and Golyandina et al. The 'trajectory matrix' is denoted by
The next step is the singular value decomposition (SVD) 
Support vector regression (SVR)
SVR performs structural risk minimization (SRM) that aims at minimizing a bound on the generalization error (Gunn 1998; Kecman 2001) . It creates a model with good generalization. The SVR can be divided into linear and nonlinear, depending on the kernel function being linear or nonlinear. A nonlinear SVR was used in this study.
The underlying function f(Y i ) in the context of the nonlinear SVR is given by
where the input vector Y t in the input space is mapped to a high-dimensional feature space via a nonlinear mapping function f(Y t ). The objective of the SVR is to find optimal v, b and some parameters in the kernel function fðY t Þ so as to construct an approximation function of the f(Y i ).
When introducing Vapnik's 1-insensitivity error (or loss function) and slack variables of j i and j * i (which are respectively measurements 'above' and 'below' the 1 tube), the nonlinear SVR optimization problem becomes a dual problem and can be solved in a dual space (Kecman 2001) .
Therefore, by introducing a dual set of Lagrange multipliers, a i and a * i , the objective function in dual form can be represented as (Gunn 1998) 
where y i represents the observed value, Y i is the Y t for simplicity and C is a positive constant that determines the degree of penalized loss when a training error occurs. By
inner products in feature space, the computation in input space can be performed. In the present study, a Gaussian radial basis function (RBF) was adopted in the form of
Once parameters a i , a * i and b 0 are obtained, the final approximation function of the
where Y k stands for the support vector, a k and a * k are parameters associated with support vector Y k , and n and s represent the number of training samples and support vectors, respectively. Three parameters (C, 1, s) need to be optimized in order to identify the optimal f(Y i ) in Equation (5). In the current study, a two-step genetic algorithm method was used for their optimizations (Wu et al. 2008 ).
Fuzzy C-means (FCM)
The FCM method (Bezdek 1981 ) partitions a set of N vector Y j , j ¼ 1, … ,n, into c fuzzy clusters, and each data point belongs to a cluster to a degree specified by a membership grade u ij between 0 and 1. We define a matrix U comprising the elements u ij and assume that the summation of the degrees of belonging for a data point is equal to 1, i.e. P c i¼1 u ij ¼ 1 ;j ¼ 1; … ; n. The goal of the FCM algorithm is to find c cluster centers so that the cost function of the dissimilarity measure is minimized. The cost function can be defined by
where n i is the cluster center of the fuzzy subset i; d ij ¼ kn i 2 Y j k is the Euclidean distance between the ith cluster center and jth data point; and l $ 1 is a weighting exponent, taken as 2 here so as to match the square Euclidean distance. The necessary conditions for Equation (7) to reach its minimum are
The FCM algorithm is an iterative procedure that satisfies Equations (8) and (9) to minimize Equation (7).
Implementation of the algorithm can be referred to Bezdek The number c of clusters was taken to be 3 in this study.
Three crisp sets were therefore obtained when only the biggest weight was taken for each subset, although FCM inherently conducts a fuzzy division. The three subsets may represent three types of rainfalls, i.e. low-intensity (or zero) rainfall, medium-intensity rainfall and high-intensity rainfall (storm events).
Hybrid model
The hybrid model was based on the crisp data split. A basic idea behind the hybrid model was that the training set was first split into three subsets by the fuzzy c-means (FCM) technique, and then each subset was approximated by ANN (or SVR). They were associated with subset 1, subset 2 and subset 3 in 
Evaluation of model performances
As suggested by Legates & McCabe (1999) , a comprehensive assessment of model performance at least includes absolute error measure and relative error measure. Therefore, the measures of model performance evaluation comprise the Root Mean Square Error (RMSE) and the Nash-Sutcliffe Coefficient of Efficiency (CE). They are respectively formulated as
where n is the number of observations;ŷ i stands for the forecasted rainfall; y i is the observed rainfall; y denotes the average observed rainfall and y i2T is the rainfall estimate from the persistence model. The value of 1 for CE stands for a perfect fit.
CASE STUDY
Daily rainfall series of two watersheds, Zhenshui and Da'ninghe, were analyzed in this study. Choose (τ, L) for singular spectrum analysis on raw rainfall data SSA decomposition Decompose raw rainfall data into L reconstructed components (RCs)
Obtain correlation coefficient matrix by correlation analysis between RC and raw rainfall data at various lags (or called prediction horizons) from 1 to T Generate T average correlation coefficients by averaging over L correlation coefficients at each same lag of T lags
For each specified lag (or prediction horizon) (such as one-step lead), sort all L correlation coefficients at this lag in a descending (or ascending) order depending on the average correlation coefficient is negative or positive The daily rainfall time series data of the Zhenwan rain gauge was collected between 1 January 1989 and 31
December 1998 (hereafter the rainfall series was referred to as Zhenwan). Figure 3 shows the original rainfall processes of Wuxi and Zhenwan. Each of them was partitioned into three parts as a training set, cross-validation set and testing set.
The training set served for model training and the testing set was used to evaluate the performances of models. The cross-validation set functioned for dual purposes: one was to implement an early stopping approach in order to avoid overfitting of the training data and another was to select some best predictions from the many ANN runs. In the present study, the 10 best predictions were selected from a total of 20 ANN runs. The same data partition was adopted in two rainfall series: the first half of the entire data was the training set and the first half of the remaining data was cross-validation set with the other half as the testing set. 
APPLICATIONS Decomposition of rainfall data
The decomposition of the daily average rainfall series required identifying the window length L (or the singular number). In principle, the value of L should be able to clearly resolve different oscillations hidden in the original signal. The present application did not need to precisely resolve potential oscillations in the raw rainfall signal.
A rough resolution can be adequate for the separation of oscillations and noises. Therefore, a small L was 1,000 2,000 3,000 4,000 5,000 6,000 7,000 0 rescaling method. It can also be seen that using the root of nth degree (taking 3 by trial and error) as data transformation was ineffective for the improvement of performance.
Therefore, the Norm_raw scheme was adopted for the later rainfall prediction in the present study. Figure 6 shows the results of filtering the RCs at the one-, two-, and three-day-ahead prediction horizons using the conventional ANN model. The RMSE associated with the maximal p showed the performance of the conventional ANN. The numbers of chosen optimal p RCs in three forecasting horizons were respectively 3, 2 and 1 for Wuxi and 4, 3 and 2 for Zhenwan. In terms of the RMSE, the SSA substantially improved the conventional ANN performance. A more detailed description is shown in Table 3 . Table 3 demonstrates forecasting results from three models at various prediction horizons in terms of RMSE and CE. It can be seen that the benchmark model ANN Numbers '1, 2, and 3' denote one-, two-, and three-day-ahead forecasts. † Result is average over 10 best runs from total 20 runs. The poor forecasts from the ANN imply that the ANN fed by the original rainfall data is not viable, at least in the present cases. Actually, the ANN mainly captured the zero or low-intensity rainfall patterns (dry periods) because the type of pattern was dominant when using the original rainfall series to construct model input/output pairs. The SSA filter on the raw rainfall series eliminated those patterns so that the ANN was able to capture medium or large rainfall patterns.
Main results

DISCUSSION
Some discussions about ANN architecture and the singular spectrum analysis are made as follows.
Architecture of ANN
As is known, the development of the ANN fully depends (May et al. 2008) . In contrast, the MOGA-ANN is able to automatically obtain the optimal network geometry by using genetic algorithms to search appropriate inputs and the number of hidden neurons simultaneously. For the purpose of comparison, the maximum number of inputs and nodes of the hidden layer were respectively 15 and 10 for each ANN model. Table 4 demonstrates performances of one-step-ahead predictions in terms of RMSE and CE.
There are no significant differences among the performances of all models. Regarding the five trail-and-error methods, it can be found that the simple correlation analysis performed best but marginally. The method of MOGA was slightly better than the correlation analysis technique in Zhenwan but worse in Wuxi. Therefore, the correlation analysis method seems tenable for the current two rainfall series.
Parameter p in SSA
Filtering is a key step when the raw rainfall series was decomposed by SSA. In principle, each effective reconstructed component should be characterized by significant correlation with the raw data, which underlies the procedure in Figure 2 . For convenience of comparison, the filtering method in Figure 2 was called supervised filtering. Potentially, there can be some drawbacks in supervised filtering. The salient point is that only linear correlation analysis is considered, which disregards the existence of nonlinearity in hydrologic processes. In the meantime, random combinations among all reconstructed components were not considered. To overcome these drawbacks, an unsupervised filtering method (also called enumeration) was recommended where all input combinations were examined. As is known, ANN tends to generate unstable outputs due to the randomization of initial weights. The nearest-neighbor method (NNM) (Yakowitz 1987) was therefore employed as the baseline model instead of ANN. Effective RCs from the supervised filtering and unsupervised filtering methods are described in Table 5 . The baseline model's performance in terms of RMSE was somewhat improved with the adoption of unsupervised filtering. Moreover, the effective RCs from the two filtering methods are also different. It is suggested that the enumeration method may more suitable in the search of effective RCs of SSA. 
CONCLUSIONS
The purpose of this study was to investigate the joint effect The poor forecasts from the ANN implied that the ANN fed by the original rainfall data is not viable in the present cases. Actually, the ANN mainly captured the zero or low-intensity rainfall patterns (dry periods) because the type of pattern was dominant when using the original rainfall series to construct model input/output pairs.
Comparison between ANN and ANN-SSA showed that the SSA filtering technique considerably improved the ANN performance, which mainly was because the SSA eliminated the zero values in model inputs to strengthen the mapping relationship between inputs and output.
When the SSA was coupled with the hybrid ANN-SVR model, the values of the peak of rainfall can better be estimated than those in the ANN-SSA. The result indicates that the three local models can better approximate different rainfall characteristics than a single global model.
In addition, two filtering techniques for determining effective reconstructed components in SSA, supervised (correlation analysis) and unsupervised (enumeration), were evaluated. It was found that enumeration tends to be more effective than correlation analysis. As a matter of fact, the former can consider the nonlinear dependence between model inputs and output whereas the latter only analyzes the linear dependence between them.
In the present study, the selection of the window length L is empirical, which unavoidably introduces uncertainty to rainfall estimates. A future work should, therefore, pursue more rigorous techniques for the determination of the window length in SSA.
