Providing long-range forecasts is a fundamental challenge in time series modeling, which is only compounded by the challenge of having to form such forecasts when a time series has never previously been observed. The latter challenge is the time series version of the cold-start problem seen in recommender systems which, to our knowledge, has not been directly addressed in previous work. In addition, modern time series datasets are often plagued by missing data. We focus on forecasting seasonal profiles-or baseline demand -for periods on the order of a year long, even in the cold-start setting or with otherwise missing data. Traditional time series approaches that perform iterated step-ahead methods struggle to provide accurate forecasts on such problems, let alone in the missing data regime. We present a computationally efficient framework which combines ideas from high-dimensional regression and matrix factorization on a carefully constructed data matrix. Key to our formulation and resulting performance is (1) leveraging repeated patterns over fixed periods of time and across series, and (2) metadata associated with the individual series. We provide analyses of our framework on large messy real-world datasets.
Introduction
Large collections of time series are now commonplace in many domains. Examples include environmental monitoring based on sensors at millions of locations, product demand and purchase curves for millions of products, and web traffic over time for billions of websites. From such large, messy data sets, we focus on the prediction challenge of forming long-range forecasts:
(P1) Long-Range Forecasting. How can we forecast demand for a product in the coming year, so as to appropriately allocate inventory?
Our particular interest is in full seasonal forecasts on the order of a year, whereas traditional time series methods, like autoregressive (AR) based models (e.g. vector AR and seasonal AR), focus on short-term step-ahead forecasts. Unfortunately, iterating step-ahead forecasts to form long-range forecasts is prone to an accumulation of error with the length of the forecast window. Furthermore, these past methods struggle to scale to our high-dimensional settings of interest without making overly simplistic assumptions about the relationships between series. The challenge of long-range forecasts is only compounded when having to form such forecasts in the presence of missing data-a common scenario in large, real-world time series-or in the more challenging task of forecasting a previously unobserved time series: (P2) Missing data. Sensors or websites may temporarily go down. Products may be temporarily unavailable. How can we be robust to and/or impute such missing data?
(P3) Cold-Start Forecasting. Products on Amazon are introduced everyday, and old products are taken down. New websites are created every minute and old ones disappear. How can we provide a long-range forecast of demand for this new product/website?
Again, traditional time series models are not robust to such missingness, especially when the missingness is structured (e.g., continguous segments are not present). To our knowledge, the cold-start challenge for time series has not been directly addressed in previous work. When discussing the goal of forecasting, there are many features of time series one might be interested in predicting. For example, the recent paper of [1] addressed the challenge of intermittent demand. There is also the challenge of predicting a spike in activity based on an unforeseeable event (e.g., movie release, news event, etc.), or yearly trend increase (e.g. growing popularity of a social media platform). We instead emphasize forecasting seasonal profiles-or baseline demand -based on patterns observed both across fixed periods of time and series.
In order to perform such forecasts, we focus on a few characteristics common to time series datasets. Many products, websites, and sensors show similar seasonal profiles and reactions to unobserved latent trends, resulting in shared low-dimensional structure and seasonality. A number of authors have proposed applying matrix factorization techniques to collections of time series [2, 3, 4, 5, 6 ] to either provide retrospective analysis of shared latent structure or form short-term forecasts. However, these approaches ignore the cold-start challenge and do not directly nor robustly handle long-range forecasts. In order to address these latter challenges, we can leverage metadata features, which is common to many large datasets. For example, products have user reviews and product descriptions, sensors have locations and proximities to different points of interest, and websites have content and network information. Prediction of time series curves from features, or covariates, has traditionally been studied in the field of functional data analysis (FDA) [7, 8] . Most uses of FDA relevant to our approach are only developed for a very small number of covariateshowever, our metadata vectors are on the order of thousands of dimensions. More generally, such methods struggle to scale to the massive size of the datasets of interest to us.
To harness the above characteristics of time series to address prediction challenges (P1)-(P3), we propose a computationally efficient framework that combines ideas of high-dimensional regression and matrix factorization. Our approach naturally tackles prediction of new series and missing data imputation using both high-dimensional metadata and shared seasonality structure. The regression component of our model seeks to predict entire yearly profiles from high dimensional metadata vectors. This component allows us to form cold-start predictions (P3) in addition to year-long forecasts for previously seen items (P1). The matrix factorization component captures low-rank structure in the residuals unexplained by the metadata predictions. Both ingredients leverage the shared seasonal profiles across years for a single item and across items by exploiting common relationships between (i) the metadata vector and the seasonal profiles and (ii) the mean deviations captured in the residuals.
Within our modular framework, one can propose different regression functions to tailor the framework to the dataset. To this end, we examine a few different regression functions motivated by real-world scenarios. For example, when the metadata is high-dimensional, we introduce a low-rank regression structure, and show this structure is crucial to our predictive performance. We explore the potential benefits and shortcomings for each of our considered cases in an analysis of two large data sets-page traffic for popular Wikipedia articles and Google flu trends for regions around the world-that shows our straightforward approach efficiently and effectively addresses the problem of forecasting seasonal profiles.
Background

Matrix Factorization for Time Series
Let Y = [Y 1 , . . . , Y N ] denote a matrix of time series where each column, Y i , represents a single length T time series. Matrix factorization (MF) in this setting approximates Y with a low-rank product of two matrices L ∈ R T ×k , R ∈ R k×N , where k denotes the latent rank of the approximation. L and R may be computed by solving the general problem
where R L (L) and R R (R) are regularization terms for L and R, respectively. The columns of L represent k latent time series features and the rows of R are the feature loadings for each series. If entries in Y are missing, the learned latent series L and loadings R may be used to impute the missing values. Missing data imputation using matrix factorization is referred to as collaborative filtering [9] . Variations of Problem (1) have appeared in the literature. [5] use a penalty on L to encourage an autoregressive model of the latent time series factors. Smoothness of the latent factors across time may also be enforced via a Gaussian process prior [2] . Both [3] and [6] perform non-negative matrix factorization on Y where both L, R ≥ 0. This approach is used for interpretability of the latent factors and factor loadings. Since our goal is prediction, we consider unrestricted L and R matrices.
Leveraging metadata in prediction
Collaborative filtering is greatly improved by leveraging metadata [9, 10] . For example, in the cold-start setting when a user has not rated any items, user metadata may be used to help predict ratings. Linear regression on the user and item metadata is added to the matrix factorization objective to obtain cold-start predictions [11, 12, 13, 10] , and leads to improved performance.
In the time series context, one may have metadata or features about each series. Prediction of entire time series curves from features has been classically studied using functional regression [7] . Here one predicts the value of time series i at time j as a linear combination of the length-m feature vectors φ i
where W jk is the k th coefficient at time j, φ ki the k th covariate for series i, and ε ji is mean zero noise. To share information across time, the coefficients W jk are assumed to vary smoothly. One common approach for enforcing smoothness uses basis functions. See the Supplement for details. In typical time varying regression settings, the dimensionality of the predictors is small [7] . In contrast, we consider time series prediction and forecasting in settings where the available metadata is large (e.g. on the order of tens of thousands). In this setting, the number of potential regression coefficients is also extremely large, m × T . Below, we introduce methods to deal with such high dimensional metadata in time series prediction. Our approach also marries the standard time varying regression of Eq. (2) with the matrix factorization decomposition of multiple time series in Eq.
(1) after a careful data matrix manipulation, to provide a unified approach to entire time series forecasting and missing data imputation. 
Proposed Framework
Setup
Consider a multivariate time series Y j1 , . . . , Y jN , j = 1, . . . ,T with number of seriesN and total time pointsT . In order to leverage repeated patterns across fixed periods and series, we treat each year of each time series as a column in our data matrix. Note that this is in contrast to [3] who treated columns as an average of years of a series. Thus, we form a new data matrix
where Y u i denotes the u th year of the i th time series, n i denotes the number of years of data for series i. T denotes the number of observations per year (e.g. 52 for weekly data, 365 for daily data) and N is the number of observed years, i.e. N := N i=1 n i . The reorganized matrix has dimensions T × N , see Figure 1 . We perform all modeling with this data matrix. We assume that each Y u i is accompanied by the same metadata vector for u = 1, . . . , n i . While we assume that a year is the length of a seasonal period, any relevant length can be used.
Model Framework
Our analysis harnesses both the common seasonal profiles across years for a given product and across items for all years. Given a matrix Y as in Eq. (3), we develop a series of models that leverage data-driven discovery of low-dimensional structure via matrix factorization with various approaches for incorporating high-dimensional metadata. These methods are summarized in Table 1 .
To fill in missing data (P2), one straightforward approach is matrix factorization, represented by the L, R matrices in Table 1 in red, with L ∈ R T ×k , R ∈ R k ×N . Here, k is the latent dimension. This approach leverages an inherent low-rank structure due to similar time series or multiple similar years of the same time series (i.e., columns of the data matrix Y ). Note that the reorganization of the data matrix in Eq. (3) encourages such low-rank structure. L can be viewed as a factor loadings matrix, where each column is a latent time series. R can be viewed as a latent factor matrix where column R i is the latent factor vector (i.e., learned weights on the latent time series) for time series i.
However, when we encounter a new time series or want to predict the next year of an existing time series (unobserved column in the matrix Y ), we have no data to inform the corresponding latent factor and regularization will typically push the latent factor to zero. To combat this, we introduce a regression component f w (φ) with parameters w to allow metadata, φ i ∈ R m for series i, 
to inform predictions. Importantly, the value of introducing the regression term depends on how predictive the metadata is at capturing seasonal features of the series. In particular, there must be shared correlations between features of the metadata across series and features of the seasonal profiles. As we see in our experiments, this is often the case in real-world datasets. We explore a number of possible formulations for the regression term, as outlined below:
Approach 1: Simple regression The simplest regression approach is to introduce a full weightings matrix W ∈ R T ×m as in multi-output regression. See Table 1 .
Approach 2: Low-rank regression When the metadata dimensionality is high, the W matrix becomes very large. To help reduce the parameterization, we perform a low-rank approximation to the weight matrix, resulting in the H, U matrices in Table 1 , with H ∈ R T ×k , U ∈ R k×m . Here, k is the assumed rank with k T, m. The columns of H serve as time-varying weights, while U φ i represents a low-dimensional representation of the metadata features. This structure is not only beneficial computationally, but also because of the low-rank structure present in the data matrix.
Approach 3: Smoothly varying latent factors When the dataset exhibits temporal regularity such as smoothness, we can enhance our long-range forecasts by restricting the nature of its evolution. We achieve this by introducing a functional regression approach as shown in Table 1 . The matrix B ∈ R T ×(K+3) is a B-spline matrix consisting of K knots, resulting in K + 3 basis functions (no intercept). Q ∈ R (K+3)×m is a matrix of weights for each of the m functional coefficients. One can view these models as using the smoothness assumption to fix H in the low-rank regression models to a smooth basis matrix B (note that we typically choose K T ).
Approach 4: Neural network
Since the regression component is a modular piece in our framework, we can introduce an arbitrary function approximator in the form of a neural network g ψ (φ) which allows for non-linear feature-to-output mappings. Many different architectures can be explored here.
We also consider models that only utilize the regression component without the matrix factorization, shown in the first row of Table 1 . When paired with the regression component, the matrix factorization term can be viewed as structured noise (low-rank covariance) that captures extra structure in the error residuals not captured by the regression. Additionally, for all considered models, we include an unregularized bias term (by appending φ i with a 1) and additive noise ε i ∼ N (0, σ 2 I).
Note that, as presented, our framework makes the following assumptions. First, it assumes that the baseline mean profile as a function of the metadata is the same across years. This occurs since we assume φ i is constant across years u = 1, . . . n i ; for applications where metadata is available at each year, this may be relaxed to obtain changing baseline demand. Second, shared deviations from this mean profile are captured by low-rank residual errors.
Optimization Objectives
Our goal is to fit these models in the missing data setting. Let Ω be the set of observed data indices of the data matrix in Eq. (3). To fit each of these models, we compute regularized maximum likelihood estimates of the parameters. In our framework, this amounts to solving this optimization problem:
where R f is a regularization function. As an example, for the MF + low-rank regression model, we use the squared Frobenius norm to regularize H and U , resulting in the objective:
For the non-MF models we fix L j = 0 and R i = 0 for all j, i. For optimization, we use gradient or stochastic gradient descent. See the Supplement for details on all models. One could have addressed our set of challenges with a multistage approach that first imputes missing values with matrix factorization and then learns the regression component for forecasting with imputed data. However, jointly learning the regression and latent residual factors in the presence of missing data leads to a cleaner and more efficient estimation method. We empirically demonstrate the strength of our joint approach versus this multistage approach in the Supplement.
Forming Predictions
To predict with the MF models on the long-range (P1) and cold-start (P3) prediction challenges, we use the learned regression component only to forecast since the latent factors R i are uninformed by data and driven to zero by the optimization objective. As a result, prediction with an MF model from our framework and its corresponding model without MF utilizes the same set of parameters, although these parameters were learned differently (one in the presence of the MF term and the other not). For the missing data challenge (P2), the prediction involves all model parameters.
Experiments
We evaluate the trade offs in performance of the proposed methods on all three challenges on real world datasets. We describe each experimental setup for the prediction challenges: P1) Long-Range Forecasting: The training set includes multiple previous years and metadata.
The test set contains the final year for each series. We randomly remove 20% of the training data to make the learning even more difficult. Our goal is to forecast this last year for all series (i.e., entire dotted blue, green, and red lines shown in the right hand side of Figure 1 ).
P2) Missing data:
The test set consists of contiguous chunks of missing elements in the data matrix Y representing, for example, sensors temporarily failing. The training set contains the remaining observations in Y and all metadata. Our goal is to impute the missing elements (i.e., portions of dotted lines embedded in the solid lines in the right hand side of Figure 1 ).
P3) Cold-Start Forecasting:
The test set consists of entirely heldout time series and associated metadata; none of the series that comprise our training set share this metadata. We also randomly remove 20% of the training data. Our goal is to forecast a year for new time series (i.e., entire dotted orange line in Figure 1 ) solely from metadata.
For each experiment, we run 5-fold cross validation over a grid to select the model hyperparameters. Due to the non-convexity of some of our loss functions, we run random restarts; this computationally intensive process leads us to perform an approximation to full grid search described in the Supplement.
Analysis of Real World Datasets
We explore our framework on prediction tasks (P1)-(P3) arising in two very different datasets: Google Flu Trends (Flu) and Wikipedia page traffic (Wiki). The Flu dataset consists of weekly estimates of influenza rates in 311 worldwide regions [14] . To create our Wiki dataset, we scraped multiple years of daily page traffic data from 4031 of the most popular Wikipedia articles. We detrend the data using the method of [15] . For both datasets, our metadata is curated by scraping the relevant Wikipedia summaries-either from the geographic region's page (Flu) or of the popular page itself (Wiki)-and calculating TF-IDF representations of the text after standard preprocessing. We standardize the time series within each dataset to put them on the same scale. Full details of data collection and preprocessing can be found in the Supplement. Table 2 summarizes the dimensionality of each dataset. Note that the metadata dimensionality for Flu is much smaller than that of Wiki; this is due to the similarity and sparsity of vocabulary used in Wikipedia page summaries for geographic regions. Due to the high-dimensionality of the metadata in Wiki, we drop the linear regression models from our comparison for computational reasons.
The two datasets differ significantly in structure. Because Wiki contains many articles corresponding to popular topics such as actors and movies, the data exhibits unpredictable spikes (such as movie releases). On the other hand, the Flu dataset exhibits a simpler seasonal structure with regions within countries and/or hemispheres sharing very similar yearly patterns.
From historical estimates of influenza rates, policy makers and healthcare providers are interested in forming long-range forecasts (P1) to properly supply vaccinations and provide other forms of treatments and interventions. There is also interest in imputing past missing values (P3)-which could arise from lack of funding or personnel to collect such data-to understand what happened and re-evaluate policies. Cold-start forecasts (P2) provide estimates in regions where data is not being collected. For Wiki, we view this dataset as serving as a proxy for many types of demand datasets with motivations for (P1)-(P3) provided earlier.
Quantitative Analysis
Within our framework we consider using full regression (Reg), low-rank regression (LR), functional regression (FuncReg), and neural network regression (NN), both with and without matrix factorization (MF). We compare these models to two step-ahead baselines (where applicable): Temporal Regularized Matrix Factorization (TRMF) [5] and standard AR models. We also consider the following simple baselines: for long-range (P1), we average all past years (avg_PY); for cold-start (P3), we use the k nearest neighbors (k-NN) in metadata (Euclidean) space and perform a weighted average of the associated time series; for missing data (P2), we compare to plain MF. Since AR, avg_PY, and k-NN baselines cannot handle missing data, we learn these models in the fully observed data setting (rather than 20% missing), aiding in their predictions. Model training details can be found in the Supplement.
We report our results in Figure 2 in the form of quantile box-and-whisker boxplots computed from median average percentage error (mdAPE). For a single time series, this is calculated as
where f j is the forecast at time j and y j is the true value. Mean average percentage error (MAPE) is a commonly used metric in time series forecast evaluation. mdAPE provides a more robust metric when the data has outliers and values close to zero.
Long-range forecasts It is clear that the step-ahead AR and TRMF methods perform poorly on this problem due to error propagation. Within our framework, the LR term seems key, with additional benefits seen by adding MF. (Note, however, that when the data are truly smooth, FuncReg can be helpful, as illustrated in synthetic data experiments in the Supplement.) The simple avg_PY baseline seems competitive, but exhibits worse performance in the right tails. This method is also not adept at handling missing data, and was aided by our providing it with fully observed training data.
Missing data forecasts Compared to plain MF, adding metadata significantly improves our performance on the Flu data. Interestingly, the performance of any of the regression models alone is worse; the gains arise from the combined regression plus MF. On Wiki, the results are similar, but less pronounced. The regression plus MF models provide lower 10th, 25th, and 50th quantiles, and similar 75th quantiles. Here, LR+MF is the best performer amongst any combination of regression with or without MF. For Flu, FuncReg+MF takes a small lead over the low-rank counterpart, perhaps due to the smoothness of the trends. In this smooth setting, TRMF performs very well; filling in large contiguous blocks of missing data is hard for plain MF, but enforcing an AR regularization appears to help a lot. Indeed, TMRF was designed specifically for such scenarios. However, Wiki does not exhibit such a simple structure and TRMF performs worse compared to our class of models.
Cold-start forecasts In this setting, the step-ahead methods are not applicable. The simple k-NN baseline performs fairly well, especially on Flu where nearest neighbors have very similar profiles. However, k-NN suffers from similar drawbacks to avg_PY in addition to being sensitive to the choice of k. Our framework provides competitive or better performance. We again see the LR models excelling on Wiki. Flu is a very simple dataset, and thus all methods seem to perform similarly.
Summary The step-ahead methods struggle to provide competitive long-range forecasts and are not immediately applicable to the cold-start scenario. The step-ahead TMRF does well in certain missing data scenarios, but not universally, as demonstrated on Wiki. The simple avg_PY and k-NN baselines perform fairly competitively compared to our framework; however, they are not robust to structured missingness, e.g. a specific sensor goes down almost every winter due to heavy storms in the region. Furthermore, our methods could straightforwardly be embedded within a statistical framework for providing estimates of uncertainty, whereas the same is not true for the simple baselines. Overall, we see that the LR+MF model appears to be a robust and effective method across all considered scenarios. 
Qualitative Analysis
Since LR+MF appears to be a fairly robust general purpose model, we hone in on this model when visually examining the performance of our predictions. In Figure 3 , we plot selected time series from the Wiki test set and our associated predictions. We show more plots that qualitatively evaluate the successes and failures of our framework (and baselines) in the Supplement.
Long-range forecasts For the long-range forecasting experiment (P3), our model captures a variety of interesting yearly patterns. Figures 3a and 3b display a weekly oscillation and a summer and winter slump. This may be due to students visiting these articles during the school year. Looking at Figure 3c for "Cherry Blossom", we see predicted increases in page traffic during the months of the year when cherry blossoms are in full bloom; however, it does not quite capture the right scale.
Cold-start forecasts In the more challenging cold-start scenario, the model still excels at learning the common weekly oscillation with summer and winter slumps, when appropriate, as shown in Figure 3d . Interestingly, we capture a different type of weekly oscillation in Figure 3e , matching the true trend. We also capture a (small) predicted spike when the real data has a huge spike. This is most likely the WrestleMania event. In Figure 3f , the model predicts increases in page traffic around days 75 to 100, which is most likely due to March Madness. Prediction of activity spikes is challenging since many activity spikes result from viral news events, rather than recurring yearly events. Even recurring events can change in their exact timing. Such spikes are also tough to predict using only static text features. The changing daily features (e.g., holidays and promotions) is crucial to the performance in the recent work of [1] that focuses on spiky demand. Overall, our very straightforward LR+MF model is able to forecast very intricate seasonal profiles over the course of an entire year both when provided with a past history of the series, and for completely unseen series. Interestingly, this model does not explicitly build in any time series model, but rather leverages the low-dimensional shared structure from a specially formed data matrix.
Discussion
We presented a computationally efficient framework for providing both long-range and cold-start forecasts of baseline demand while straightforwardly handling missing data. The modular framework consists of a matrix factorization term that exploits low-rank structure arising from shared patterns across fixed periods and series, and a regression component that leverages high-dimensional metadata. Key to the framework is a carefully structured data matrix manipulated from the observed time series.
We explored different approaches to the regression component and examined the proposed formulations on Google Flu Trends and a large, messy Wikipedia dataset. Our experiments demonstrated that our framework excels at capturing baseline demand with intricate seasonal structure and can produce long-range forecasts of new series. Such long-range forecasts are extremely challenging for standard time series models that perform iterated step-ahead predictions, leading to large error accumulation. Under model misspecification, such approaches lead to very poor long-range fits [16] . Our framework, on the other hand, side steps this issue by focusing prediction on the global behavior.
There are many interesting directions for future work. First, we plan to investigate how our framework can be augmented to predict other time series features, such as trends and burstiness. Both could be partially addressed by using time-varying metadata. Second, one could leverage ideas from trend filtering to allow for learned latent factors to exhibit varying levels of smoothness, which would be more descriptive than our current functional regression approach. Finally, it is interesting to explore the performance of our framework on predicting other types of multivariate functional output data from text, such as images based on captions.
A Details on Functional Regression
To allow smoothness of the regression weights W j across time steps j we utilize a basis expansion. In particular, we assume that each element of W j may be written as a linear combination of basis functions evaluated at time step j. Specifically, we have that element k of vector W j , W jk , is written as
where b h (j) is the hth smooth basis function evaluated at time point j and the Q hk are linear combination coefficients that are constant across time. The goal is to learn the basis weights Q hk ∀h, k which fully describes the functional regression model. Under this parameterization, Eq. (3) in the main paper becomes
where the basis function weights are collected into the matrix Q and here B j is the vector with elements
B Framework Optimization Objectives
Here we provide the specific optimization objectives for all methods shown in Table 1 in the main paper.
• Regression:
• Low-rank regression:
• Matrix factorization + low-rank regression:
• Neural Network regression:
• Matrix factorization + neural network regression:
C Experiment Details
Cross validation For each forecasting experiment, we separately run 5-fold cross validation over a grid in order to select the model hyperparameters. Because some of our loss functions are nonconvex, this requires running random restarts. Since this is computationally expensive, we perform an approximation to full grid search. We perform a two-stage cross validation where we first run standard 5-fold cross validation over the hyperparameters in the non-matrix factorization models. The regularization parameters for these models are a subset of the respective corresponding model that includes matrix factorization, so we then fix those hyperparameter values in the corresponding models with matrix factorization and cross validate over the remaining hyperparameters. Looking at Eq. (4) in the main paper, we would first cross validate over λ 1 and fix the selected value while cross validating over λ 2 .
C.1 Dataset Collection Details
C.1.1 Google Flu Trends
The Flu Trends dataset consists of weekly estimates of influenza rates in 311 worldwide regions [14] . We scraped all of the data on the existing webpage, resulting in a matrix of 311 time series of weekly influenza rate estimates (T = 52). For each time series, we zero-mean the data and divide by the standard deviation to standardize the scale. After reorganizing the matrix as described in Section 3 of the main paper, there are 3197 observed years of data. For metadata, we scraped the summary of the relevant Wikipedia page for each region. We removed stopwords, performed tokenization using the Stanford CoreNLP toolkit [17] , and calculated TF-IDF representations of these summaries to use as our metadata vectors. Additionally, each word used in our feature vector must be present in at least two articles. We also included latitude and longitude coordinates of each region if available. After preprocessing, the dimension of the feature vector is m = 3356. This matrix is sparse with roughly 2.9% nonzero entries.
C.1.2 Wikipedia Page Traffic Dataset
For the Wikipedia dataset, we collected daily page traffic counts from 4031 Wikipedia articles from the beginning of 2008 to the end of 2014 by querying Wiki Trends [18] . The pages were selected by obtaining a list of the 5000 most popular pages of a given week in March 2016. We employ the method of [15] to detrend the time series data. For each time series, we zero-mean the data and divide by the standard deviation. For each article, we have anywhere between 1 to 7 years of page traffic counts starting from 2008 to 2014. After reorganizing the time series data matrix as described in Section 3 in the main paper, the total number of columns of Y is N = 29093. Each year of article traffic has T = 365 days. Furthermore, we shifted each year to start on the first Sunday and padded with zeros. We scraped the summary of the corresponding Wikipedia page, removed stopwords, performed tokenization using the Stanford CoreNLP toolkit [17] , and calculated TF-IDF representations of these summaries to use as our metadata vectors. Additionally, each word used in our feature vector must be present in at least two articles. After preprocessing, the dimension of the features is m = 22193. This matrix is extremely sparse with roughly 0.5% nonzero entries.
C.2 Real Data Experiment Details
Test set selection P1) Long-Range Forecasting: We included the last year of page traffic for each article in the test set. We further removed 20% of values from the training data to demonstrate the efficacy of our prediction methods in the presence of missing data.
P2) Missing Data:
For each time series, we pick a time point uniformly from the year for the starting point of the missing chunk, and sample a geometric random variable with mean
that determines the length of the missing chunk.
P3) Cold-Start Forecasting:
We randomly selected 25% of the articles and included the last year of page traffic in the test set. We did not include any previous years of such articles from the training set. We further removed 20% of values from the training data to demonstrate the efficacy of our prediction methods in the presence of missing data.
Neural network architecture For the neural network regression, we use a two hidden layer network with ReLU activations. The first hidden layer has 100 nodes and the second hidden layer has T = 365 nodes. Finally, the output layer is a regression layer (uses the identity function as the activation function). For simplicity we also do not regularize the weights of the neural network.
Model training
Google Flu We set k = k = 5 and train the models with minibatch stochastic gradient descent (SGD). We use a minibatch size of 300 and 30,000 iterations. We individually tuned constant step sizes for each model, although they all turned out to be close to 1e-2. We use 5-fold cross validation to select hyperparameters. For both λ 1 and λ 2 , we select them from 10 values evenly spread on a log scale from 0.1 to 1000. We choose the number of (evenly spaced) knots K from 4, 8, ..., 20. After selecting hyperparameters, we trained each final model with 50,000 iterations and 10 random restarts. We use a validation set to tune the number of epochs the neural network regression models need. Wikipedia Page Traffic We set k = k = 20 and train the models with minibatch SGD. We use a minibatch size of 500 and 10,000 iterations. We individually tuned constant step sizes for each model, although they all turned out to be close to 1e-1 (with the exception that the neural network regression models used a step size of 1e-2). In this setting, since our data is large enough, we use a single validation set to select our hyperparameters as opposed to cross validation. For both λ 1 and λ 2 , we select them from 10 values evenly spread on a log scale from 0.01 to 1000. We choose the number of (evenly spaced) knots K from 10, 20, . . . , 100. After selecting hyperparameters, we trained each final model with 20,000 iterations and 10 random restarts. We use a validation set to tune the number of epochs the neural network regression models need.
Baselines For TRMF [5] , we fix latent dimension (k in our framework) to be the same as what we set for our framework (5 for Google Flu, 20 for the Wikipedia dataset). For both TRMF and the AR baseline, we use a lag set of {1, . . . , 5} ∪ {51, 52, 53} for the Google Flu data, and a lag set of {1, . . . , 10}∪{63, . . . , 70}∪{363, 364, 365, 366}. The chosen lag sets allow for the step-ahead models to learn seasonal yearly patterns. For TRMF, we run rolling cross validation to select hyperparameters, using the code provided by [5] , while for AR, we simply perform maximum likelihood under Gaussian errors. For pure MF, we run cross validation to select the regularization (Frobenius norm).
D Synthetic Experiments
We run experiments showing that when the data exhibits temporal regularity in the form of smoothness, the functional regression models of our framework become very useful.
Synthetic data generation We generated data according to the matrix factorization + functional regression model. However, instead of using a B-spline basis for B, we sampled each column of B ∈ R T ×50 from a smooth Gaussian process with zero mean and double exponential kernel. We sample each column of L as a sine wave with a random period, Q ∼ N (0, 0.02I), R i ∼ N (0, 0.015I), ε i ∼ N (0, .01I), and φ ik ∼ (1 − z ik )δ 0 + z ik Exp(5) where z ik ∼ Bernoilli(.02); this is the spike and slab exponential distribution for φ ik to emulate high-dimensional features that are sparse and positive, e.g. bag-of-words features. We generated a synthetic dataset with dimensions T = 300, N = 5000, m = 1000, k = 20.
Neural network architecture For the neural network regression, we use a two hidden layer network with ReLU activations. The first hidden layer has 100 nodes and the second hidden layer has T = 300 nodes. Finally, the output layer is a regression layer (uses the identity function as the activation function).
Model training
We run the models with k = k = 20 and train the models with minibatch SGD. We use a minibatch size of 300 and 5,000 iterations. We use a constant step size of 1.0 for the pure regression and low-rank regression models, 0.5 for the functional regression models, and 0.05 for the neural network models. For both λ 1 and λ 2 , we cross validate over a log scale of 10 values from 0.0001 to 100. To choose the number of (evenly spaced) knots K in the functional regression models, we cross validate over 10, 20, ..., 100. After selecting hyperparameters, we trained each final model with 50,000 iterations and 10 random restarts to avoid local minima. Recall that the neural network models don't have any hyperparameters; We use a validation set to tune the number of epochs the neural network regression models need.
Results We show quantile box-and-whisker plots of MSE per time series in order to show the distribution of errors in Figure 4 . The box encapsulates the 1st to 3rd quartiles, and the whiskers encapsulate the 10th to 90th quantile. Yellow indicates models without MF, and light blue indicates models with MF.
The functional regression models tend to outperform the other models across all prediction challenges as it captures the smoothness of the regression weights across time. The neural network models do not perform as well as the functional regression models, perhaps due to the neural network model not leveraging the smoothness of the series. Adding the matrix factorization component tends to lower high tail error quantiles in most cases, even in the flexible neural network case. As far as we know, such a structure for neural networks has not been explored. The matrix factorization term captures low-rank structure in the residuals, which results in improved learning of the regression component. The matrix factorization term also clearly aids performance in the missing data setting (P2).
E Two-stage comparison
In this section, we show an empirical example of where a two-stage approach of 1) imputing missing data via matrix factorization and then 2) learning a regression component on the imputed data leads to weaker prediction results.
Setup We generate data the same way as described in the synthetic experiments (Section 4 in this Supplement). To generate missing data, we generate large contiguous chunks of missing data exactly as described in the experiments section of the main paper (Section 4 in the main paper). This type of structure missingness hides the low-rank nature of the data matrix quite well, making it hard for MF to do a good job of imputing the missing values.
Learning To perform the two-stage approach, we first perform matrix factorization on the training data (which has missing data). Using the learned low-dimensional representation, we impute the missing data to get a fully observed matrixŶ . We then learn a functional regression model (without MF, as shown in Table 1 in the main paper) onŶ , and use this functional regression model to perform long-range and cold-start forecasts. We compare this to our jointly learned MF + functional regression model as shown in Table 1 (of the main paper). Results We show boxplots results in Figure 5 for all three prediction challenges. We first note that our joint learning approach results in improved performance across all quantiles compared to the two-stage approach. Importantly, the missingness structure makes it difficult for matrix factorization to impute missing values correctly. This leads to learning a regression component on noisy values. Our jointly learned model is able to robustly avoid this issue and provide more accurate forecasts. In the missing data challenge (P2), we see the largest increase in prediction accuracy.
F Plots
In this section, we show many more plots to qualitatively evaluate the successes and failures of our matrix factorization + low-rank regression model, which we observed to be most consistently successful across all three forecasting challenges on both the Google flu and Wikipedia data sets. In Figures 6 and 7 , we plot example predictions from the MF + low-rank model on Wikipedia test series for the long-range and cold-start challenges, respectively. We aim to illustrate both the challenge of prediction on complex real-world data and the variety of seasonal profiles that our method is able to forecast.
In Figure 8 , we show a comparison between TRMF and MF + low-rank in terms of long-range Wikipedia predictions. We plot the five series closest to the 10 th quantile of mdAPE for TRMF, thus selecting a set of examples that we know a priori to be very favorable for this method. Nonetheless, the results show that our MF + low-rank approach is generally able to produce forecasts with superior prediction of seasonal and oscillatory behavior, even on the test series where TRMF performs close to its best. In this figure, TRMF predictions are plotted in blue.
Lastly, to give a sense of the distribution of MF + low-rank prediction quality over the Wikipedia long-range test set, we plot the three series closest to each of the 10 th , 50 th , and 90 th quantiles of mdAPE error in Figure 9 . For all figures, recall that the observed time series is in magenta and predictions are overlayed in green. Figure 6 : Predictions of the MF + low-rank regression model on Wikipedia page traffic data set for the long-range challenge. The observed time series is in magenta and predictions are overlayed in green. In the top row we observe accurate and relatively similar forecasts for pages corresponding to three US presidents; the large predicted spike in each case most likely corresponds to the date of the US general elections. The middle row contains three examples of series that exhibit a single, strong spike -a relatively common feature in this data. The MF + low-rank model correctly predicts the spike (though not the full extent of its magnitude) in each case; we note that for the Academy Awards page, it even picks out the nomination date in mid-January. In the bottom row, we show three examples of series that have a natural but unique seasonality, either corresponding to a television or sports season. For each series, the MF + low-rank model generates a forecast that reproduces this seasonal structure. Figure 7 : Predictions of the MF + low-rank regression model on Wikipedia page traffic data set for the cold-start challenge. The observed time series is in magenta and predictions are overlayed in green. In the top row, we observe the MF + low-rank model producing similar and accurate seasonal profile forecasts for three previously unobserved pages corresponding to historical figures. In the middle row, we see two similar forecasts for the American and French Revolutions, likely corresponding to their similarity in metadata space, while the model comes up with a notably different but highly accurate profile for the Korean War. In the bottom row, the MF + low-rank model correctly predicts the location of a temporally distant spike despite not having previously observed any of the series; in this case, each corresponds to a popular sporting event related to the page (US college basketball for Roy Williams, wrestling for WrestleMania, and the World Cup for Johan Cruyff). Figure 8 : Predictions of the TRMF and MF + low-rank regression model on Wikipedia page traffic data set for the long-range challenge. The observed time series is in magenta, while TRMF predictions are in blue and MF + low-rank predictions are overlayed in green. The series plotted in this figure correspond to the five series mdAPE errors closest to the 10 th quantile of mdAPE errors over all test series for TRMF, thus they represent a collection of some of the "best" predictions for this method. However, when we simultaneously plot MF + low-rank predictions, we observe that our approach consistently generates forecasts that more faithfully reproduce the true seasonal and oscillatory profiles of the test series. These results underscore the importance of using long-range techniques over even sophisticated step-ahead forecasters for the challenge of long-range time series prediction. Figure 9 : Predictions of the MF + low-rank regression model on Wikipedia page traffic data set for the long-range challenge. The observed time series is in magenta and predictions are overlayed in green. We plot the three test series closest in to the 10 th (top row), 50 th (middle row), and 90 th (bottom row) quantiles for mdAPE error over all test series for the MF + low-rank model in order to give a visual sense of the distribution of predictive performances on a challenging, real-world data set.
