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During the last 40 years, optimization and operations research 
the subject of an explosive development, and have become 
mathematical applications. For a great part, these are 
algebra and euclidean geometry. Not only known results and me 
linear algebra and geometry are applied, but optimizapion and operations 
research have led also to new results and directions of research in these 
mathematical fields. 
A well-known example of this interaction is linear 
problem field comes from practice, but whose 
algebra, and whose solution .methods have resulted in a lot of new 
insight (think of the Duality theorem of linear 
linear programming now often is considered as 
Other parts of optimization and operations research have 
fruitful interplay with linear algebra and 
ming (Kuhn-Tucker conditions, gradient 
ming (cutting plane methods), game theory (matrix games), and 
programming (Markov chains and nonnegative matrices). 
Algorithms and linear algebra not being out of character was ustrated 
already long ago by the Gaussian elimination method. It still fo s a lively 
field, as is shown by recent results like the ellipsoid method for near and 
nonlinear programming (Khachiyan), Lenstra’s method for inte er linear 
programming, and the basis reduction method for lattices of Lenst 
The. above mentioned collection of stateof-theart surveys con 
i 
, Lenstra, 
and Lovasz (the last two methods link to the geometry of numbers . 
* s several 
examples of this interaction. Some of these are centered around lyhedra, 
combinatorial optimization, and the ellipsoid method. Achim Ba hem and 
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Martin GrWchel give an overview of those parts of polyhedral theory which 
are useful for optimixation, including some algorithms for solving linear 
inequalities and linear programming: the Fourier-Motzkin elimination method 
and the ellipsoid method. In another contribution, Rainer Schrader gives a 
thorough treatment of the ellipsoid method, with a survey of the history and 
the recent developments. This ellipsoid method was developed by Judin and 
Nemirovskii and by Shor for nonlinear programming, and was shown in 1978 
by Khachiyan to solve linear programming problems in polynomial time (i.e., 
in time hounded by a polynomial in the size of the problem), thus answering a 
long-standing open question. 
Although the ellipsoid method seems not to have practical relevance for 
solving linear programming problems (as yet), it turned out to be of value as a 
tool to derive polynomial solvability in theory. Inter alia, it has stimulated the 
study of representing combinatorial optimization problems as a linear pro 
gram, so that the ellipsoid method yields the polynomial solvability of the 
combinatorial problem. 
More precisely, many combinatorial optimization problems can be consid- 
ered as maximixing a certain linear functional crx over the elements of a set 
S E R”. Often, S is finite, but “exponentially large,” i.e., with cardinality 
exponential in the sixe of the original problem. For example, finding a 
maximum matching in an undirected graph G = (V, E), is the same as 
maximizing 1% over the collection S of incidence vectors of matchings in G. 
Here a mutching is a collection of pairwise disjoint edges. The incidence 
vector of a matching M is the {O,l}-vector in RE with l’s exactly in those 
coordinates corresponding to M. 1 denotes the all-one vector in W x. 
Now enumerating all vectors x in S, and calculating cTx, would generally 
require exponential time. So better methods are desired. To apply linear 
programming techniques, first note 
max{ cTxlx E S} = max{ cTxlx E convex hull(S)}. 0) 
Therefore, if we can describe convex hull (S) by a system Ax I b of linear 
inequalities, so that convex hull(S) = ( r 1 Ax I b }, then we can describe the 
combinatorial optimization problem as a linear program: 
For example, for the abovementioned matching problem, in a pioneering 
paper of 1965, Ekhnonds has given the corresponding inequality system 
Axsb. 
BOOK REVIEW !?a 
Now just stating that linear p mgmmming is solvable in 
(with the ellipsoid method), and that hence also the 
polynomially solvable, is too simple: gener6dly (e.g., in the m 
system Ax r; b can have exponentially many constraints-ex 
size of the original problem, e.g., in the size of the graph. !3o 
linear program would need already exponential space and time. 
Yet there is a way of getting round this problem. The ellipsoi 
be applied to solve the linear program in Eq. (2) in polynomial 
as for any given vector x, the system Ax 1~ b can be tested in 
Here “testing” means testing if x satisfies Ax I b, and 
violated inequality. “In polynomial time” means in time 
polynomial in the size of the original problem. Here it is not 
inequalities in Ax I b are explicitly written down-any implicjt way of 
testing Ax I b in polynomial time suffices. 
For example, in the matching case, Edmonds’ inequality syste’ Ax I b 
can be tested in time bounded by a polynomial in the size of 
f 
e original 
graph, and in the size of x. This is due to the large structure of e system 
Ax s b, so that there are quicker ways than testing all constraints o e by one. 
These applications of the ellipsoid method gave a further motiva ‘on to the 
study of the field called polyhedral combinatorics, which origina ed by the 
work of Ford, Fulkerson, and Hoffman in the 1950s and of E 
i 
monds in 
the lQ6Os. Polyhedral combinatorics tries to solve combinatorial problems 
with the help of polyhedra and linear programming. 
One has not always succeeded in describing the polyhedra asyted with 
combinatorial optimization problems completely in terms of line 
“i 
inequali- 
ties. This generally is the case at the hardest, sc~alled NP-compZete problems. 
Yet an approximation of these polyhedra can help in solving the problems. 
For example, Griitschel and Padberg were successful in giving 
! 
any valid 
inequalities for the tmvf~ling salesman polytupe (being the convex ull of the 
incidence vectors of traveling salesman tours in a graph). They ga e so many 
constraints, that the linear programming optimum, using only 
9” 
ese con- 
straints, is near enough to the optimum of the combinatorial o timization 
problem to yield a good bound in a branch-and-bound procedure., An excel- 
lent review of these, and other techniques for hard combinatorial &oblems is 
given in the contribution by Martin Griitschel. 
Another contribution interesting from a linear algebra vie int is the 
survey of Gaffke and Krafft on “Matrix Inequalities in the Liiwner rdetig,” 
in the Part on Statistics. The Liiwner ordering is given by: A > B iff A - B is a 
positive definite matrix, for matrices A and B. It surveys several * equ&ties 
I 
from linear algebra, like those of Chipman, Penrose, Rae (given matrix B, 
the unique matrix A satisfying ABBT = BT and minimizing T is the 
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Moore-Penrose inverse B+), Bergstrom-Belhnan, Ky Fan, and extensions of 
the Cauchy-Schwarx, and H6lder’s and Minkowski’s inequalities. 
Above, I have restricted myself to mentioning those contributions of a 
direct linear algebraic nature. There are several other interesting articles, 
many of which are of a more (fuuctional-)analytic flavor. The topics are 
divided into seven parts: “Foundations: convex analysis, polyhedral theory 
and complexity,” “ Nonlinear programming,” “Control and approximation 
theory,” “ Combinatorial optimization,” “Game theory,” “Statistics,” and 
“Economics.” Altogether, it is an attractive collection, with a typical North- 
Holland price. 
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