Abstract. We propose a novel method capable of retrieving clips from untrimmed videos based on natural language queries. This cross-modal retrieval task plays a key role in visual-semantic understanding, and requires localizing clips in time and computing their similarity to the query sentence. Current methods generate sentence and video embeddings and then compare them using a late fusion approach, but this ignores the word order in queries and prevents more fine-grained comparisons. Motivated by the need for fine-grained multi-modal feature fusion, we propose a novel early fusion embedding approach that combines video and language information at the word level. Furthermore, we use the inverse task of dense video captioning as a side-task to improve the learned embedding. Our full model combines these components with an efficient proposal pipeline that performs accurate localization of potential video clips. We present a comprehensive experimental validation on two large-scale text-to-clip datasets (Charades-STA and DiDeMo) and attain state-ofthe-art retrieval results with our model.
Introduction
Temporal localization of events or activities of interest is a key problem in computer vision, and recently there has been increased interest in specifying the queries directly using natural language. In this paper, we focus on solving the task of retrieving temporal segments in untrimmed video through natural language queries, or simply, "text-to-clip." A commonly adopted pipeline in existing solutions first generates candidate clips from videos and then retrieves nearest neighbors of the sentence query in those candidates, using a learned similarity metric. This similarity metric is what we focus on improving in this paper.
A general recipe for solving cross-modal retrieval tasks, such as text-to-clip, is to learn a common vector embedding space, project objects in different modalities (e.g. sentences and video clips) separately into this space, and compute standard similarity metrics. We refer to this as a late fusion approach, since information is not shared in the embedding processes. Although late fusion approaches are quite successful in many cross-modal tasks, we argue that for the fine-grained text-to-clip task, there is valuable sentence structure that does not get preserved by this approach. Specifically, the sentence embedding is usually generated by pooling the hidden states of a recurrent neural network, such We are interested in using natural language descriptions to retrieve events in untrimmed video. This problem is usually solved by a late fusion approach by learning a common vector embedding space. Instead, we propose an early fusion model that better preserves detailed sentence structure. Our model additionally benefits from a multitask formulation that adds video captioning as a auxiliary task, using the retrieved video clip to re-generate the sentence query.
as a Long Short-Term Memory (LSTM), which is used to model the sentence. This essentially gives a representation that is averaged over the time dimension, which is not likely to capture fine-grained sentence structure. Even with attention mechanisms that weight the contributions of each word differently, without access to the visual content, it would be difficult for the attention mechanism to "anticipate" the visual content and adjust the weights accordingly. We propose a novel early fusion approach for text-to-clip. Instead of embedding sentences and video clips separately to vectors, our learned similarity metric allows for more structured inference in the language modality. Specifically, we learn an integrated LSTM model that recurrently processes the query sentence, conditioned on the visual feature embedding, and produces a nonlinear similarity score in the end. Importantly, this model can potentially learn to associate each word in the sentence query with different portions of the visual features within a video, which is not possible in a late fusion model. Experimentally, early fusion significantly improves over late fusion approaches.
We also improve the learned similarity metric through a novel multi-task formulation. This is inspired by the fact that the inverse task of text-to-clip, video dense captioning [19] , is also a valuable task that shares a demand for cross-modal feature fusion. Therefore, we conjecture that learning shared feature representations in one task is likely to help the other. We thus add video captioning as an auxiliary task alongside text-to-clip, and demonstrate further improved retrieval performance.
To summarize our contributions, in this paper we: -take an early fusion approach to tackle the text-to-clip retrieval task, modeling fine-grained structure in the query, -leverage the captioning task to learn better shared feature representations and improve retrieval performance.
Besides a good similarity metric, solving the text-to-clip task also requires a temporal localization component in the pipeline, for initially proposing candidate clips. For this component, differently from existing work that employ computationally-expensive sliding windows or handcrafted heuristics, we adopt an accurate temporal segment proposal network from the R-C3D model [50] , originally designed for activity detection. Our full model achieves state-of-theart retrieval performance on two challenging benchmarks: Charades-STA [9] and DiDeMo [11] . Code will be released for public use.
Related Work
Activity Detection and Temporal Proposals: Fine-grained video understanding often requires localizing activities of interest in time. The problem of activity localization, or activity detection, is to predict the start and end times of the activities within untrimmed videos. Early approaches [36, 46] use sliding windows to generate segments and subsequently classify them, which is computationally inefficient and constrains the granularity of detection. More recent approaches have bypassed exhaustive sliding window search to detect activities with arbitrary lengths. In [25, 38, 33] temporal localization is obtained by modeling the evolution of activities using Recurrent Neural Networks (RNNs) and predicting activity labels or activity segments at each time step. CDC [35] and SSN [60] propose bottom-up activity detection by first predicting at the framelevel/snippet-level and then fusing them. Temporal action proposals are studied in [4, 7, 59] . R-C3D [50] adapts the proposal and classification pipeline from object detection [28] to perform activity detection using 3D convolutions [41] and 3D Region of Interest pooling, and SSAD [20] performs single-shot temporal activity detection following the one-stage object detection method SSD [23] . In this paper, we use a proposal-based pipeline to solve the video language localization task, and adopt the proposal generation technique of R-C3D.
Another thread of activity detection research is spatio-temporal detection, which involves localizing the activities in "action tubes." For example, [10, 31, 48] , [57, 61] temporally track bounding boxes corresponding to activities in each frame. Other recent models [13, 17, 30] propose to first detect small tubelets spanning multiple frames, and connect them into final detection tubes using heuristics. [3, 27] produce spatiotemporal saliency maps aimed at explaining generated captions or activity classifications, with the side effect of spatiotemporal localization of salient activities.
A limitation of existing activity localization methods is that they treat activities as distinct classes, and therefore require a discrete and fixed vocabulary of class labels. Instead, we solve the task of temporally localizing free-form language queries in videos, and our approach can be potentially extended to spatiotemporal localization. Vision and Language: The main problem that we solve in this paper is a typical vision-language task: cross-modal retrieval of visual events that match a query sentence. There are two main types of approaches to solve such cross-modal retrieval tasks: early fusion and late fusion. The late fusion approach embeds different modalities into a common embedding space, and then measures the similarity between the feature embeddings using a standard inner product or cosine similarity. In fact, such approaches are not restricted to vision and language, and can be applied across modalities such as image, video, text, and sound [1, 2, 42] . The early fusion approach combines the features from each modality at an earlier stage [24, 47, 58] and predicts similarity scores directly based on the fused feature representation. [5] argues against the dominant late-fusion pipeline where linguistic inputs are mostly processed independently, and shows that modulating visual representations with language at earlier levels improves visual question answering. For the text-to-clip task considered in this paper, existing models [9, 11] perform late fusion at the sentence level: they embed the query sentence into a single vector and only then combine it with the video feature vector. However, this removes information about word order in the feature fusion, which may be important for computing the score. In this paper, we propose a text-to-clip retrieval model that performs early fusion of the video and query features, combining them at the word level, and we compare this early fusion model with the late fusion and sentence-level fusion approaches.
Other typical vision-language tasks include image/video captioning [6, 43, 44] , [45, 53, 54, 56] and visual question answering (VQA) [39, 49, 52, 55] . We note that these tasks are rarely isolated and often influence each other. For example, image captioning can be solved as a retrieval task [8] . Also, there is recent research that suggests that VQA can be leveraged to benefit the image-caption retrieval task [21] . Our proposed multi-task formulation, which uses captioning as an auxiliary task, is partly motivated by these observations. Localization-based Cross-modal Tasks: Several vision-language tasks also share the need for a localization component. Hu, et al. [14] propose the task of natural language object retrieval, which localizes objects in images given language queries. Rohrbach, et al. [29] propose models for grounding textual phrases in images by reconstruction with different levels of supervision. In the dense captioning task, models need to localize interesting events in images [16] or videos [19, 34, 51] and provide textual descriptions. Recently, the task of grounding text in images has been extended into videos, which introduces the task of retrieving video segments using language queries [11, 9] . We note that the localization mechanisms in [11, 9] are either inefficient (sliding-window based) or inflexible (hard-coded). In contrast with these approaches, we adopt segment proposals as the first step in our multi-modal retrieval pipeline.
Approach
We propose a novel approach for temporal activity localization and retrieval based on input language queries, or the text-to-clip task. This is posed as a cross-modal retrieval problem. Our key idea is to integrate language and vision more closely before computing a match, using an early fusion scheme and a multi-task formulation that re-generates the caption.
We first define the cross-modal retrieval problem we are solving. Given an untrimmed video V and a sentence query S, the goal is to retrieve a temporal segment (clip) R in V that best corresponds to S. In other words, we learn a mapping F RET : (V, S) → R. At training time, we are given a set of annotated videos {V 1 , V 2 , . . . , V N }. For each video V i , its annotation is a set of matching sentence-clip pairs
, where S ij is a sentence, and clip R ij = (t 0 ij , t 1 ij ) is represented as a pair of timestamps that define its start and end. We tackle the retrieval problem through learning a similarity score σ(S, R) ∈ R that measures how well S and R match each other. At test time, given V and S, the retrieval problem is formulated as
On the other hand, the video dense captioning task involves generating sentence descriptions for densely generated temporal segments in video. It can be formulated as an inverse task: F CAP : (V, R) → S, assuming a mechanism for generating the temporal segments R is available. A typical solution is to train a recurrent neural network that predicts each word in the sentence sequentially, conditioned on the visual features extracted from R in V .
We will link these two tasks in our proposed model. Unlike current clip retrieval models, video captioning models integrate visual features with language at the word level. This inspires our early fusion architecture, as well as the addition of captioning as an auxiliary loss. But first, we describe the shared component, the Segment Proposal Network, used to generate the set of temporal segments R. In the remainder of this section, we first introduce the localization component, the segment proposal network, in Sec. 3.1. We then describe our early fusion model in Sec. 3.2, and contrast it with late fusion. Next, Sec. 3.3 introduces a multi-task formulation that adds captioning as an auxiliary task. Finally, implementation details are discussed in Sec. 3.4.
Segment Proposal Network
For unconstrained localization in videos, it is important to generate variablelength candidate temporal segments for further processing. However, generating exhaustive multiscale sliding windows in videos is computationally expensive, and we need a selective strategy. We employ a segment proposal network (SPN), similar to the one used in R-C3D [50] for action localization. Figure 2 (left) depicts the segment proposal network. Given input video V , the segment proposal network first encodes all input frames in V using a 3D convolutional network (C3D). Then, variable-length segment proposals are obtained by predicting a relative offset to the center location and the length of a set of predefined anchor segments. To compute a visual representation of each proposal R, we encode predicted proposals into features f (R) by 3D Region of Interest Pooling, and the fc6 layer of the C3D network [41] .
Our goal is to retrieve the clip R in video V that best corresponds to query sentence S. Left: We use the segment proposal network in R-C3D [50] to generate candidate clips and extract visual features f (R). Right: In the baseline late fusion model, the sentence feature f (S) is formed by pooling the hidden states from a sentence embedding LSTM, and similarity is computed between embedding vectors f (S) and f (R). Our early fusion model uses an additional LSTM layer, conditioned on f (R) at each step, to directly predict the similarity score σ(S, R).
Early Fusion Retrieval Model
In this subsection, we introduce our retrieval model using early fusion, utilizing the proposals from the segment proposal network. Before that, we first describe a retrieval model that uses late fusion, which will serve as a baseline to our model later.
In the baseline late-fusion model, illustrated in Fig. 2 (right), proposal video segments and query sentences are embedded into a common vector embedding space, where similarity between vectors can be measured. To compute the sentence feature f (S), a common strategy is to take the word embeddings {w t } T t=1
of each word in S, and feed them into a sentence embedding LSTM. Then, f (S) is pooled from the hidden states of the embedding LSTM, which can simply be the last hidden state, or more generally a weighted average. Next, a retrieval loss is applied to enforce ranking constraints on the similarity measure, such that ground truth sentence-clip pairs always score the highest.
The drawback of the late fusion model is that the sentence is represented in a holistic manner. As a result, fine-grained word sequence information is lost by the time the video and language features are fused together to compute similarity. We now introduce our early fusion model that mitigates this problem.
As also shown in Fig. 2 , our early fusion model takes the form of a two-layer LSTM, where the first layer is the previous sentence embedding LSTM. In the second layer, the visual feature embedding is used as input at each step, along with hidden states from the sentence embedding LSTM. The final hidden state is passed through additional layers to predict a scalar similarity value. We note that this is not simply an increase in the number of learnable parameters in the model, but brings additional structure into the similarity metric: since each word in the sentence now can interact with the visual feature, the model can learn to associate each word with a different part of visual feature. We do not explicitly use attention mechanisms to enforce such behavior, but instead let the LSTM learn in a data-driven manner.
In this work, we use a triplet-based retrieval loss (also called pairwise ranking loss [15] ), which has shown good performance in metric learning tasks [12, 32] . Specifically, we take triplets of the form (S, R, R ) where (S, R) is a matching sentence-clip pair, and R is some clip sampled from a negative set N (S) that does not match S. Note that R can either come from the same video as R with a low overlap, or a different video. The loss encourages the similarity score between the matching pair, σ(S, R), to be greater than σ(S, R ) by some margin η > 0:
For the late fusion model, σ(S, R) is computed as the cosine similarity between embedding vectors f (S) and f (R), i.e. σ(S, R) =
In our early fusion model, σ(S, R) is directly predicted by the LSTM.
Captioning as Auxiliary Task
After defining the retrieval model, we now seek to gain additional benefit from multi-tasking, specifically, by adding a captioning loss.
A motivation for the multi-task formulation is that captioning serves as verification for retrieval: if a separate model is able to re-generate the query sentence from the retrieved video clip, then it verifies the correctness of retrieval, in the sense that all necessary semantic meaning is retained in the visual representations. Moreover, it is observed in the captioning literature that captioning models can implicitly learn features and attention mechanisms to associate spatial/spatiotemporal regions to words in the captions [27] . Conversely, we also expect such mechanisms to benefit retrieval, since a model would be able to look for features/regions associated with words in the input query.
With the reasoning above, we now add a captioning loss into the training of the early-fusion retrieval model. Note that the paired sentence-clip annotation format in the text-to-clip task allows us to easily add captioning capabilities to our LSTM model. Specifically, we require the top-layer LSTM to re-generate the input query sentence, conditioned on the proposal's visual features f (R) at each step. When generating word w t at step t, the hidden state from the previous step in the sentence embedding LSTM, h (1) t−1 , is used as input. We use a standard captioning loss that maximizes the normalized log likelihood of the Fig. 3 . Our early fusion model with multi-task loss. We add a captioning loss LCAP to our top-layer LSTM, which enforces it to re-generate the input sentence query as a caption for the retrieved video clip. This serves as a verification for the retrieval task, and also helps to learn better fusion features, resulting in improved retrieval performance.
words generated at all T unrolled time steps, over all K ground truth matching sentence-clip pairs:
With our early fusion approach, we can ensure that gradients from both losses reach the same set of underlying layers, and act on the visual and sentence representations at the same time. The early fusion model with multi-task loss is illustrated in Fig. 3 .
Implementation Details
Our multi-task model optimizes a weighted combination of retrieval loss and captioning loss, with a weighting parameter λ:
We choose λ = 0.5 through cross-validation. The margin parameter η is set to 0.2 in the retrieval loss L RET . During training, each minibatch contains 32 matching sentence-clip pairs sampled from the training set, which are then used to construct triplets. We use the Adam optimizer [18] with learning rate 0.001 and early stopping on the validation set, for 30 epochs in total. For the sentence embedding LSTM, we use word2vec [26] as the input word representation. The word embeddings are 300-dimensional, and trained from scratch on each dataset. The hidden state size of the LSTM is set to 512. The size of common embedding space in the late fusion retrieval model is 1024.
For the early fusion model, which outputs a nonlinear similarity score, we take the hidden state corresponding to the last word in the second LSTM, and pass it through two fully-connected (FC) layers to produce a scalar value σ, as shown in Fig. 3 . The two FC layers reduce the dimensionality from 512 to 64 to 1. A sigmoid activation is applied after the FC layers.
At test time, retrieving clips in untrimmed videos involves searching over all possible proposal segments. Candidate proposal segments generated from the proposal network are filtered by non-maximum suppression with threshold 0.7, and the top 100 proposals in each video are kept.
Experiments
We evaluate our proposed models on two recent datasets designed for the textto-clip retrieval task: Charades-STA [9] and DiDeMo [11] . We consider several methods for comparison. First, Random is a baseline that randomly selects among candidate clips. LateFusion is another baseline that directly measures similarity between visual and sentence-level embedding vectors using the cosine similarity metric. LateFusion+Cap is the LateFusion model with captioning loss. Our proposed EarlyFusion model merges visual features and word-level embeddings at an early stage, and finally, EarlyFusion+Cap is our full model with the captioning loss.
We follow the evaluation setup in [9] , which is adapted from a similar task in the image domain, namely the task of object retrieval with natural language descriptions [14] . Specifically, we consider a set of temporal Intersection-OverUnion (tIoU, or simply IoU) thresholds. For each threshold τ , we compute the Recall@K metric, defined as the fraction of sentence queries having at least one correct retrieval (having tIoU greater than τ with ground truth) in the top K retrieved video clips. Following standard practice, we use τ ∈ {0.3, 0.5, 0.7} and K ∈ {1, 5, 10}. We present experimental details and results on the Charades-STA dataset in Sec. 4.1, and on the DiDeMo dataset in Sec. 4.2.
Experiments on the Charades-STA Dataset
Dataset and Setup: The Charades-STA dataset was introduced by Gao et al. [9] for evaluating temporal localization of events in video given natural language queries. The original Charades dataset [37] only provides a paragraph description for each video. To generate sentence-clip annotations used in the retrieval task, the authors of [9] decomposed the original video-level descriptions into shorter sub-sentences, and performed keyword matching to assign them to temporal segments in videos. The alignment annotations are further verified manually. The released annotations comprise 12,408 sentence-clip pairs for training, and 3,720 for testing. Table 1 . Results on the Charades-STA dataset [9] . R@K stands for Recall@K. Our early fusion retrieval model EarlyFusion significantly outperforms baselines, while the multi-task EarlyFusion+Cap further improves results.
We keep all the words that appear in the training set to build a vocabulary of size 1,111. The maximum caption length is set to 10. We sample frames at 5 fps for this dataset and set the number of input frames to 768, breaking arbitrary-length input videos into 768-frame chunks, and zero-padding them if necessary. To initialize our segment proposal network, we finetune a 3D ConvNet model [41] pretrained on Sports-1M, with the ground truth activity segments of 157 classes in the training videos of the Charades activity detection dataset. We then extract proposal visual features, and train the retrieval model from random initialization.
Results: Table 1 shows the results on the text-to-clip retrieval task for Charades-STA. First, it is interesting to note that our baseline LateFusion retrieval model already outperforms the best model in [9] , CTRL (reg-np), by a noticeable margin. We believe there are two reasons for this. First, our segment proposal network offers finer temporal granularity, and therefore provides cleaner visual feature representations compared to the sliding windows approach in CTRL. Second, we use a triplet-based loss that more effectively captures ranking constraints, compared to CTRL's binary classification loss. On the other hand, adding the multi-task captioning loss to the late fusion model (LateFusion+Cap) attains nearly the same result as LateFusion. We note that since late fusion uses a sentence-level wholistic embedding derived from the hidden states of the lower-level sentence LSTM, the higher-level captioning loss does not have a direct effect.
Our EarlyFusion model significantly outperforms the late fusion approaches. Due to the direct sharing of parameters between two tasks in the fusion LSTM layer, EarlyFusion+Cap is able to further improve results. These improvements are more salient with respect to higher IoU thresholds.
We provide an ablation study of the different forms of sentence embedding in LateFusion+Cap, shown in Table 2 . Instead of simply using the last hidden state from the sentence embedding LSTM, using a weighted average of all hidden states (mean pooling or self-attention [22] ) can give marginal improvements, but results are still significantly below those of EarlyFusion. Further ablations of Table 3 . The effect of loss weight λ in the EarlyFusion+Cap method, measured on the Charades-STA dataset. R@K stands for Recall@K. As our main task is retrieval, we consistently underweight the captioning loss with λ = 0.5 in our experiments.
the captioning loss weight λ in Eq. 4 for training the EarlyFusion+Cap method are shown in Table 3 . As our main task is retrieval, we choose λ = 0.5 in our experiments. Two example videos from the Charades-STA dataset along with query localization results are shown in Figure 4 (a). The correct prediction is marked as green, while the wrong one is marked as red. Please note that the prediction is in fact correct for the query Person takes out a towel, but is marked incorrect due to inaccurate ground truth.
Experiments on the DiDeMo Dataset
Dataset and Setup: The DiDeMo dataset was recently proposed by Hendricks et al. [11] , specifically for the temporal localization of events in video given natural language descriptions, using videos from Flickr [40] . To reduce the complexity of annotation, videos in this dataset are trimmed to a maximum of 30 seconds, split into 5-second segments, and each clip (called a "moment") includes one or more 5-second segments. The sentence descriptions in DiDeMo are ensured to be referring expressions so that they point to specific moments in each video, and so that each description refers to a single moment. The training, validation and test sets contain 8,395, 1,065 and 1,004 videos, respectively, with a total of 26,892 clips and 40,543 sentences; a clip could be associated with multiple descriptions. Compared to object retrieval and video summarization datasets, sentences in the DiDeMo dataset contain more indicators of camera movement and temporal transition, as well as verbs, which are more informative for understanding actions in time. Table 5 . Results on the DiDeMo dataset, using the evaluation protocol in [11] . Our early-fusion retrieval model with captioning supervision EarlyFusion+Cap outperforms other baselines, using RGB input for fair comparison.
We keep all the words in the training set to build a vocabulary of size 6,664, and set the maximum caption length to 25. We sample frames at 12.5 fps, and set the maximum number of input frames in a video to be 512, considering the fact that all the videos are around 30 seconds long. Again, a 3D ConvNet model [41] pretrained on the Sports-1M dataset is used to initialize our segment proposal network.
We also would like to discuss the evaluation metrics in the DiDeMo dataset. As mentioned earlier, DiDeMo only has coarse localization annotation, where each video is divided into 5-second segments. For a 30-second video, there are only 21 possible combinations of contiguous segments to assign to a clip. The evaluation procedure in [11] is specifically designed for this scenario: at test time, a model predicts similarity scores of all the 21 clips for a sentence query, and is evaluated against the ground truth in a "hit-or-miss" fashion, instead of a more commonly used soft criterion based on temporal intersection over union (tIoU). Since our method does not rely on coarse heuristics for localization, using more accurate segment proposals could actually be penalized in such a rigid evaluation protocol, which does not consider soft matches. Therefore, we report results using the more standard "IoU=τ , Recall@K" protocol used above for our methods on DiDeMo.
Results: Results using the standard evaluation protocol are given in Table 4 . Similar trends can be observed for the four variants of our model, as in the Charades-STA experiments. EarlyFusion significantly outperforms both baselines, LateFusion and LateFusion+Cap, whose relative performances are similar. Also, with the assistance of the captioning loss, the multi-task model EarlyFusion+Cap does better than EarlyFusion, which is more evident with higher tIoU thresholds.
In addition, results using [11] 's "hit-or-miss" evaluation protocol are summarized in Table 5 . As our models are trained only on RGB input, for conducting fair comparisons, we compare to the "LSTM-RGB-local" model trained on RGB input from [11] , and note that [11] 's fusion models additionally use optical flow and a "temporal endpoint feature" as input. In Table 5 , "mIoU" stands for the average tIoU of the top-1 retrieved segment with respect to ground truth annotation. Using this soft-match metric, all of our model variants actually outperform "LSTM-RGB-local", with EarlyFusion+Cap being the top performer. On the other hand, for the more rigid Rank@1 and Rank@5 metrics that only consider exact matches, EarlyFusion+Cap also outperforms "LSTM-RGB-local".
Two example retrieval results from the DiDeMo dataset can be found in Figure 4 (b). In the first example, our model very accurately localizes the precise moment described by the query sentence, Roller coaster first begins to move. In the second example, it also correctly identifies the event corresponding to the query Group of people exit frame left, however, the temporal overlap is deemed less than 0.5 with human annotation. Note that the ground truth in this dataset is always specified in terms of 5-second segments, while our method is able to generate variable-length temporal localizations.
Conclusion
In this paper, we address the problem of text-to-clip retrieval: temporal localization of events within videos that match a given natural language query. We introduce an early fusion technique, which modulates the the integration of wordlevel language features using visual information in a recurrent LSTM model, and improves upon commonly used late fusion approaches that are based on vector embeddings. Motivated by the interplay between vision-language tasks, we also propose to add re-captioning as an auxiliary task, and we make use of a segment proposal network to filter out unlikely clips. Evaluated on two challenging datasets, our approach performs more accurately than existing methods when retrieving clips from many possible candidates in untrimmed videos. For example, on the Charades-STA dataset, we achieve a significant improvement in the recall at top 5 retrievals with 0.5 temporal overlap, from 58.9% in [9] to 77.3% with our model. We also provide detailed ablation studies to confirm the benefits of our proposed formulations.
An interesting future direction is to improve the segment proposal network by conditioning it on the input sentence query, in order to produce fewer, but better, query-guided proposal segments in the subsequent retrieval. Also, as our early fusion model explored the modulation of language features using visual information, we are also interested in the other direction, namely, using language features to modulate the extraction of visual features, similar to [5] .
