Recent papers have shown that the performance of Time Warp simulators can be improved by appropriately selecting the positions of checkpoints, instead of taking them on a periodic basis. In this paper we present a checkpointing technique in which the selection of the positions of checkpoints is based on a checkpointing-recovery cost model. Given the current state S, the model determines the convenience of recording S as a checkpoint before the next event is executed. This is done by taking into account the position of the last taken checkpoint, the granularity (i.e. the execution time) of intermediate events and using an estimate of the probability that S will have to be restored due to rollback in the future of the execution.
Introduction
In parallel discrete-event simulation, distinct parts of the system to be simulated are modeled by distinct logical processes (LPs) having their own local simulation clocks 6] . An LP executes a sequence of events, and each event execution possibly schedules new events to be executed at later simulated time. LPs schedule events among each other by exchanging messages carrying the content and the occurrence time (timestamp) of the event. In order to ensure correct simulation results, synchronization mechanisms are used to maintain a non-decreasing timestamp order for the execution of events at each LP; this is also referred to as causality. These mechanisms are, in general, conservative or optimistic. The conservative ones enforce causality by requiring LPs to block until certain safety criteria are met. Instead, in the optimistic mechanisms, events may be executed in violation of timestamp order as no \block until safe" policy is considered. Whenever a causality error is detected, a recovery procedure is invoked. This allows the exploitation of parallelism anytime it is possible for causality errors to occur, but they do not.
We focus on the Time Warp optimistic mechanism 10]. It allows each LP to execute events unless its pending event set is empty and uses a checkpoint-based rollback to recover from timestamp order violations. A rollback recovers the state of the LP to its value immediately prior the violation. While rolling back, the LP undoes the e ects of the events scheduled during the rolled back portion of the simulation. This is done by sending an anti-message for each event that must be undone. Upon the receipt of an anti-message that cancels an event already executed, the recipient LP rolls back as well.
There exist two main checkpointing methods to support state recovery, namely incremental state saving and sparse checkpointing ( 1 ). The former 2, 24, 26] maintains a history of before-images of the state variables modi ed during event execution so that state recovery can be accomplished by re-traversing the logged history and copying before-images into their original state locations. This solution has the advantage of low checkpointing overhead whenever small fractions of the state are updated by event execution. However, in order to provide short state recovery latency, it requires the rollback distance to be su ciently small. The second method, namely sparse checkpointing, is traditionally de ned as recording the LP state periodically, each event executions 12] . If a value of greater than one is used, then the checkpointing overhead is kept low, however an additional time penalty is added to state recovery. More precisely, state recovery to an unrecorded state involves reloading the latest checkpoint preceding that state and re-updating state variables through the replay of intermediate events (coasting forward). It has been shown ( 4, 20] ) that periodic checkpoints taken each event executions give rise to coasting forward with length uniformly distributed between 0 and ? 1 events.
Recent papers ( 17, 18] ) have shown that it is possible to achieve fast state recovery with less checkpointing overhead than that of periodic checkpointing if an appropriate selection of checkpoint positions is adopted. This has also the potential to reduce memory usage of Time Warp, thus possibly improving performance when memory is a critical resource. Along this line we present in this paper a checkpointing technique in which the selection of the positions of checkpoints relies on a cost model that associates with the current state of the LP a checkpointing-recovery overhead. The checkpointing overhead is either the time to take a checkpoint or zero depending on whether that state is recorded or not. The recovery overhead is the time penalty associated with a possible future rollback to that state. This penalty varies depending on whether the state is recorded or not. If the state is not recorded, then it must be reconstructed through coasting forward, so the recovery overhead depends on the position of the last taken checkpoint and on the granularity (execution time) of coasting forward events. Then, the convenience of recording the current state as a checkpoint before the execution of the next event is determined using the cost model.
In order to solve the model, we need an estimate of the probability for the current state to be eventually restored due to rollback, and we need to know the granularity of the intermediate events from the last taken checkpoint. To estimate the probability value we present a solution requiring negligible computational e ort. Then we discuss possible solutions to keep track of the granularity of the intermediate events at low cost. This points out the practical viability of our checkpointing technique.
We report an empirical evaluation organized in two parts. In the rst we use a common synthetic benchmark, namely PHOLD 7] , to compare our solution with classical (adaptive) periodic techniques. In this part a number of benchmark parameters are varied such as the message population, the message routing, the size of state vectors and the type of the granularity of simulation events (deterministic vs stochastic). The results of the rst part outline the potential of our technique in reducing the completion time of the simulation and, in some cases, in reducing the amount of memory used. Then, in the second part, we report performance data for the case of a cellular phone system simulation. We selected this real world problem as target application for sparse checkpointing because of two main reasons: (i) typically there is high communication locality among the LPs hosted by the same processor therefore the rollback pattern shows infrequent, long rollbacks that could make the incremental method inadequate; (ii) state vectors could have non-minimal size, thus possibly making state saving before the execution of any new event ine cient. The experiments of both parts of the empirical evaluation have been carried out on a cluster of PCs connected through a Myrinet switch. To take full advantage of the communication power of the Myrinet switch we have developed a high speed layer which provides the minimum services needed for a messaging layer to keep high performance.
The remainder of the paper is organized as follows. In Section 2 a background on sparse checkpointing is presented. From Section 3 to Section 5 the cost model and the proposed checkpointing technique are described. The results of the empirical evaluation are reported in Section 6.
Related Work
The traditional approach to sparse checkpointing consists of recording the LP state periodically each event executions, being the checkpoint interval. Several analytical models have been presented to determine the time-optimal value ( opt ) for the checkpoint interval. The assumption underlying all these models is that the coasting forward length is uniformly distributed between 0 and ?1 events. Simulation results reported in 4, 20] have shown that this is a good approximation of the real distribution of the coasting forward length anytime checkpoints are taken on a periodic basis. In addition, most of these models 12, 14, 20] assume there exists a xed value for the time to record a state as a checkpoint (which is usually a good approximation) and that the granularity of simulation events has small variance. A more general model is the one presented in 22], which takes into account how the exact granularity of simulation events a ects the coasting forward time, and thus the state recovery time. The relevance of this model is in that several real world simulations, such as battle eld simulations or simulations of personal communication systems, have actually high variance of the event granularity which should be taken into account in order to determine the time-optimal value opt of the checkpoint interval.
The extended experimental study in 15] pointed out the e ects of the variation of the checkpoint interval on the rollback behavior. Several stochastic queuing networks connected with di erent topologies were considered. Presented results showed that when the checkpoint interval slightly increases a throttling e ect may appear which tends to reduce the number of rollbacks. This is due to interactions among the LPs on the same processor. Instead, when the checkpoint interval is largely increased, which produces much longer average coasting forwards, a thrashing e ect may give rise to an increase in the number of rollbacks. This is due to interactions among LPs on distinct processors.
Several adaptive techniques that dynamically adjust the value of have been proposed in order to cope with dynamic rollback behavior which can be originated by a number of causes. Among these, there are possible variations of the load on the processors and possible phase behavior of the LPs in the lifetime of the simulation. Most of these techniques 1, 4, 20] are based on the observation of some parameters of the LP behavior (for example the rollback frequency) over a certain number of executed events, referred to as observation period, and recalculate the checkpoint interval at the beginning of each period. A di erent approach can be found in 13], where the recalculation of is executed every Global-Virtual-Time (GVT) evaluation ( 2 ).
Recently, two papers ( 17, 18] ) have shown that it is possible to reduce the overhead due to checkpointing and state recovery by carefully selecting the positions of checkpoints, instead of taking them periodically. The method in 17] takes the checkpoint decision on the basis of the 2 The GVT is de ned as the lowest value among the timestamps of events either not yet executed or currently being executed or carried on messages still in transit. The GVT value represents the commitment horizon of the simulation because no rollback to a simulated time preceding GVT can ever occur. The GVT notion is used to reclaim memory allocated for obsolete messages and state information, and to allow operations that cannot be undone (e.g. I/Os, displaying of intermediate simulation results, etc.). The memory reclaiming procedure is known as fossil collection.
observation of di erences between timestamps of two consecutive events. Whenever the execution of an event is going to determine a large simulated time increment then a checkpoint is taken prior to the execution of that event. This solution implicitly assumes that if the LP moves from the state S to the state S 0 , then the probability that S will be eventually restored due to rollback is proportional to the simulated time increment while moving to S 0 . Although this assumption is suited for several simulations ( 3, 17] ), it has been never extensively tested; this limits the generality of the solution. The method in 18] is based on a notion of probabilistic checkpointing which works as follows. For any state S an estimate of the probability that it will have to be restored due to rollback is performed, namely P e (S). Then, before moving from S to S 0 , a value uniformly distributed in the interval 0,1] is extracted and a checkpoint of S is taken if > 1?P e (S). In other words, S is recorded with probability equal to P e (S), therefore the higher the probability that S will have to be restored, the higher the probability that it is recorded as a checkpoint. What we noted in this method is that (i) the probabilistic decision is actually memoryless as it does not take into account the position of the last taken checkpoint to establish if S must be recorded or not, and, in addition, (ii) the decision itself is independent of the real cost of saving the state vector of the LP. Speci cally, if a checkpoint has been taken few events ago, then S can be reconstructed through coasting forward without incurring a signi cant time penalty (this is true especially in case of small grain coasting forward events); therefore it would be convenient to not record S as a checkpoint even if the probability P e (S) is not minimal (this is true especially in case of large size of the state vector). This is not captured by the probabilistic approach.
The checkpointing technique we propose in this paper solves latter problem as the cost model it relies on takes into account the position of the last taken checkpoint and also the real cost of saving the state vector of the LP. In addition, as already pointed out in the Introduction, the recovery overhead associated with any state is computed by explicitly considering the granularity of any event involved in a (possible) coasting forward, and not just a mean granularity value. Latter feature allows our solution to exhibit the potential for providing good performance in case of both small and large variance of the event granularity.
Selecting Checkpoint Positions
In this section we present the cost model and the associated policy for selecting the positions of checkpoints. Then we discuss operational issues related to the tracking of the granularity of the intermediate events from the last taken checkpoint and to the estimation of the probability for the current state to be eventually restored. We recall these two quantities are required to solve the cost model.
The Cost Model and the Selection Policy
The LP moves from one state to another due to the execution of simulation events. An example of this is shown in Figure 1 , where the arrow extending toward the right-end represents simulated time, black circles represent event timestamps and labeled boxes represent state values at given points in the simulated time that is, those points corresponding to event timestamps. In our example, the LP moves from the state S to S 0 due to the execution of the event e with timestamp T. We associate with each state S passed through by the LP a probability value, namely P(S), which is the probability that S will have to be restored due to a future rollback. P(S) will be used in the construction of the cost model expressing the checkpointing-recovery overhead associated with S.
Denoting with s the time to save or reload the LP state vector, which is assumed to be constant as in most previous analyses (see 12, 14, 20, 22, 23] ), the checkpointing overhead C(S) associated with the state S can be expressed as follows ( 3 ):
Expression (1) points out that if S is recorded as a checkpoint then there is a checkpointing overhead associated with it which is quanti ed by the time to take a checkpoint s . Let us now model the recovery overhead. Before proceeding in the discussion we remark that this overhead expresses only the latency to recover to the state S as a function of the checkpointing activity of the LP; it does not take into account the e ects of sending anti-messages in the rollback phase. We denote as E(S) the set of all the events that move the LP from the latest checkpointed state preceding S, to S. For the example shown in Figure 2 .a, the latest checkpointed state preceding S is X and E(S) = fe 1 ; e 2 g. Instead, for the example in Figure 2 .b, the latest checkpointed state preceding S is Y and E(S) = fe 2 g. Denoting with e the granularity (execution time) of the event e 2 E(S), then we can associate with the state S the following recovery overhead R(S) ( 4 ): 3 In the present analysis we use the same value s for both the state saving time and the time to reload a recorded state vector into the current state bu er as this is a common, realistic assumption. However, the analysis can be easily extended to the cases in which this assumption is not veri ed. 4 Recall that e keeps into account only the time to execute the event e; it does not take into account the time to send out new events possibly scheduled during the execution of e. Therefore, e expresses exactly the time to replay 
Expression (2) states that, in case of rollback to S (this happens with probability P(S)), if S is recorded as a checkpoint then the recovery overhead consists only of the time s to reload S into the current state bu er. Otherwise, it consists of the time s to reload the latest checkpoint preceding S, plus the time to replay all the events in E(S) that is, the coasting forward time.
We denote as CR(S) the checkpointing-recovery overhead associated with S. It results as the sum of C(S) and R(S). Therefore, combining (1) and (2) if CR(S) y CR(S) n then record S else do not record S Note that while de ning R(S), and thus CR(S), we have implicitly assumed that the probability P(S) does not change depending on whether S is recorded or not. More technically, it is assumed e in coasting forward as no event is sent out in such phase.
that the checkpointing actions do not a ect the rollback behavior. This assumption has some resemblances to what is assumed in some periodic checkpointing techniques 20, 22, 23] , although there are some di erences. Speci cally, in these techniques it is assumed that small changes in the checkpoint interval will (possibly) result in small changes in the rollback behavior. Instead, in the construction of our cost model we have assumed that taking or not a checkpoint in a speci c point will result in no perceptible change in the rollback behavior. However, we argue that taking or not a checkpoint in a speci c point will ultimately result in shorter or longer average distance between checkpoints, which has resemblances to choosing shorter or longer values for the checkpoint interval in classical periodic techniques.
With regard to responsiveness of the checkpointing technique to real variations of the rollback behavior, classical adaptive, periodic solutions have the property that they detect if rollbacks become more frequent and decrease the checkpoint interval in order to avoid rollback thrashing. This can be done promptly by selecting an adequately short observation period after which the value of the checkpoint interval is adjusted. For the case of SP we have a similar behavior. Speci cally, if the value of P(S) becomes larger, then both CR(S) n and CR(S) y grow. However, computing the rst di erential of CR(S) vs P(S), it can be seen that the growth of CR(S) n results larger than that of CR(S) y , therefore for larger values of P(S), SP is likely to reduce the average distance between checkpoints, thus avoiding rollback thrashing.
Concerning operational issues, solving the cost model (i.e. computing CR(S) y and CR(S) n ) requires the knowledge of:
(i) the state saving/reloading time s ;
(ii) the granularity of the intermediate events from the last taken checkpoint, namely the events belonging to E(S); and (iii) the probability P(S) for the current state S to be eventually restored.
The parameter s is typically known upon the execution of the simulation as it depends on the size (number of bytes) of the state vector and on the time per byte needed for recording it on the hardware/software architecture used. Instead, both the granularity of the intermediate events and the probability P(S) typically depend on proper dynamics of the speci c application.
In what follows we discuss possible solutions for tracking on-line the granularity of the intermediate events (Section 3.2), and we present a solution to estimate the value of P(S) (Section 3.3). Before presenting these solutions, let us discuss two peculiarities of SP.
Maximal Knowledge Exploitation
From among several parameters, SP determines the convenience of recording S as a checkpoint prior to the execution of the next event using information on:
(a) the position of the last taken checkpoint (which determines the events that are in E(S)); (b) the exact granularity of the events executed from the last taken checkpoint (those events in E(S)).
We remark that information in points (a) and (b) actually encodes the maximal knowledge related to the portion of the simulation already executed and to past checkpointing actions which is relevant to establish the amount of recovery overhead associated with S in case S is not recorded and a rollback to it occurs. More precisely, the positions of the checkpoints other than the latest one preceding S, and the granularity of any event out of the set E(S) do not a ect the time to reconstruct S in case it is not recorded.
Local vs Global Overhead Minimization
Let us consider the portion of the simulation execution shown in Figure 3 . S 0 immediately follows S and the event which moves the LP from S to S 0 is e. In case S is recorded as a checkpoint (see Figure 3 .a), the set E(S 0 ) contains only the event e, so the checkpointing-recovery overhead CR(S 0 ) associated with the state S 0 is:
Instead, if S is not recorded as a checkpoint (see Figure 3 .b), then the set E(S 0 ) contains the same events as the set E(S) (e 1 and e 2 in our example) plus the event e. Therefore, the checkpointing-recovery overhead CR(S 0 ) becomes as follows:
(note that also to derive expressions (4) and (5) we suppose P(S 0 ) independent of checkpointing actions).
The previous example points out that the out-coming decision of SP on whether the state S must be recorded or not, determines the shape of the function CR associated with the states that will follow S. This implies that taking the checkpoint decision based only on the minimization of the checkpointing-recovery overhead associated with the current state of the LP could not lead to the minimization of the whole checkpointing-recovery overhead of the simulation that is, the one resulting from the sum of the checkpointing-recovery overheads associated with all the states passed through in the course of the simulation. However, we recall that such (global) minimization requires the knowledge of unknown information, such as the exact sequence of states that will be passed through. Overall, SP selects the best checkpoint positions with respect to the portion of the simulation already executed.
Tracking the Granularity of the Intermediate Events
A key point concerning operational issues associated with the policy SP is the tracking of the granularity of the intermediate events from the last taken checkpoint. Before entering a discussion on this point, we recall that parallel discrete-event technology is typically adopted for models with event granularity ranging from several tenths or hundreds of microseconds up to some milliseconds or more on current conventional architectures ( 5 ). Therefore, the tracking mechanism should provide precision in the order of 1 s.
At a rst glance one might think the tracking mechanism could be implemented by using system calls that report values of the CPU utilization time. Unfortunately, this approach is likely to not t requirements of parallel simulation applications. More precisely, in conventional operating systems technology the accounting mechanism for the CPU utilization time is implemented using a software counter updated by timer interrupts with period 10 ms, which is the most used scheduling time slice. As a consequence, systems calls accessing data structures recording accounting information provide precision in the order of 10 4 s, which results inadequate.
Previous problem can be solved in di erent ways depending on if we can assume: (i) the parallel simulation application is the only active application on the computing system (i.e. the computing system is dedicated to this application) and (ii) message passing is totally implemented at the application level (i.e. no kernel or demon process activity is involved in message passing operations) ( 6 ).
If assumptions in points (i) and (ii) hold, then the granularity of a given event can be approximated with minimal error by means of the real time elapsed between the start and the end of the event execution. Errors can be caused by timer interrupts (occurring each 10 ms) that fall within the execution interval of the event. However, we note that timer interrupts are typically handled within few microseconds, therefore, for the case of large grain events (in the order of hundreds of microseconds up to some milliseconds) the error due to the interrupt handler is negligible in practice. In addition, for the case of small grain events (in the order of several tenths of microseconds), the likelihood of timer interrupt falling within the execution interval of the event is expected to be minimal. Overall, if we measure the event granularity by means of elapsed real time, then the interrupt handler is expected to cause a very little over-estimation of the granularity of a minimal percentage of the events.
Real time measures can be obtained by using light system calls allowing access to hardware real time clocks (implemented as hardware counters). For both UNIX and LINUX systems, there exists a system call, namely gettimeofday(), that returns real time measures with the precision in the order of 1 s. Using two calls to gettimeofday(), one at the beginning of the event execution, the other at the end, we can evaluate the elapsed real time comprised between the start and the end of the event execution. Furthermore, the overhead due to these system calls is negligible in practice. As a support to this argument we report in Table 1 the time consumption for the execution of gettimeofday() for the case of a Pentium II 300 MHz (this is the type of machine we have used for the empirical study in Section 6) and a Pentium III 450 MHz, both running LINUX, a Sparc Station Ultra 2 and a Sparc Station Ultra 10 both running Solaris. To obtain the values reported (expressed in microseconds) we have run a simple benchmark structured as a loop where the call is executed 10 8 times (in this way we can get measures in the order of tenths or hundreds of seconds which practically eliminate errors due to uctuations). The values in the table are computed as the ratio between the time for the loop and 10 8 . Hence these values represent upper bound values to the real time consumption for a single call to gettimeofday() since they account also for the instructions to manage the control variable of the loop. By these results we get that the overhead due to the tracking mechanism is bounded by about 4 s for the Pentium II, 2 s for the Pentium III, and by less than 1 s for the other architectures, thus pointing out how for event granularity values of at least several tenths or hundreds of microseconds the overhead actually results negligible. If assumptions in points (i) and (ii) do not hold, the tracking mechanism based on real time high resolution clocks does not result feasible since the elapsed real time between two successive calls to gettimeofday() could be an incorrect measure of the granularity of the event. In other words, the correctness of the measure depends on the scheduling sequence of kernel, demon and application processes activities. A solution to cope with this problem consists of implementing an accounting mechanism at the application level by embedding it into the event code. This can be realized by adding at the end of each block, consisting of a sequence of instructions that are either all executed or all skipped, a single accounting instruction incrementing a software counter that keeps track of the microseconds for the execution of that block on the speci c hardware/software architecture. As an example, in Figure 4 .a we have an instruction sequence with a conditional statement at a given point. The instruction sequence can be seen as the composition of three distinct blocks, see Figure 4 .b. Two of these blocks are associated with the branches of the conditional statement. For this code structure we can add three accounting instructions as shown in Figure 4 .c in the way that each accounting instruction is associated with a speci c block. At the end of the block execution, the accounting instruction is activated. Obviously, the accounting instructions associated with the branches of the conditional statement should take into account also the cost to evaluate the conditional expression. Similar approaches can be adopted for the case of sequences of instructions within a loop and so on. The overhead due to this embedded tracking mechanism depends on the amount of accounting instructions for a given execution path which, in turn, depends on the particular structure of the simulation code. Nevertheless, unless the code structure contains a very small number of instructions per block, it is expected that the overhead due to the accounting mechanism results negligible in practice. In addition, we note that any accounting instruction involves only the updating of a software counter that can be implemented as an integer; this operation is not time consuming. As last point related to this type of solution, the counter increment associated with any accounting instruction could be speci ed by a #define into a header le. This le could be generated automatically prior to compiling the simulation code by running benchmarks for measuring the time consumption for the instruction blocks on the speci c hardware/software architecture.
For what concerns transparency to the user, the responsibility to implement the tracking mechanism pertains to the software designer. This is the same requirement of other classical solutions. As an example, the adaptive, periodic technique presented in 20] needs the knowledge of the average execution time for the events of any LP. This depends on the speci c type of the events occurring at that LP and also on how possible conditional branches or loops in the code structure actually a ect the average event execution time for the speci c application. In general, this is unknown before the simulation execution as the way conditional branches or loops are executed depends on proper dynamics of the application. In addition, there exists also the possibility that the average execution time for the events occurring at an LP follows a phase behavior. Tracking this behavior should be done automatically during the execution in a transparent way to the user, therefore a form of on-line tracking mechanism should be embedded in the code structure by the designer.
Estimating Probability Values
As pointed out in Section 3.1, the solution of the cost model (i.e. computing the values of CR(S) y and CR(S) n ) needs the knowledge of the probability P(S). In this section we present a method to estimate this value. The method has resemblances to those presented in 3, 18].
Let sc(S) denote the value of the simulation clock associated with the state S and let e, with timestamp ts(e), be the event which moves the LP from S to its subsequent state. The execution of the event e produces an increment in the simulation clock of the LP, moving it from sc(S) to ts(e). Then, with any state S we can associate a simulated time interval, namely I(S), whose length is ts(e) ? sc(S), which is delimited as follows:
I(S) = (sc(S); ts(e)] (6) The probability P(S) corresponds to the probability that a rollback will occur in the simulated time interval I(S). Recall that a rollback in the interval I(S) occurs either because events are scheduled later with timestamps in that interval (i.e. after e is executed, an event e 0 such that sc(S) < ts(e 0 ) < ts(e) is scheduled for the LP) or because the LP that scheduled the event e rolls back revoking e (i.e. the anti-message for e arrives after e is executed).
We perform an estimate of P(S) based on the length of the interval I(S) and on the monitoring of the relative frequency of rollback occurrence in simulated time intervals of a given length. We de ne simulated time points t i such that: (i) t i = 0 if i = 0 and (ii) t i < t i+1 . Then we decompose the simulated time positive semi-axis into intervals I i = t i ; t i+1 ). For each state S, there exists an interval I i such that the length of I(S), namely L(I(S)), is within that interval (i.e. L(I(S)) 2 I i ).
For each interval I i the LP keeps two counters, namely N i and R i , initially set to zero. N i counts the amount of event executions associated with intervals I(X) such that L(I(X)) 2 I i ( 7 ). R i counts the amount of rollback occurrences in simulated time intervals I(X), such that L(I(X)) 2 I i . Using these counters, we estimate the probability P(S) as:
7 Coasting forward events are not counted by Ni. This is because they are not real simulation events since they are an artefact of the state recovery procedure.
Note that if the decomposition has an unique interval I 0 = 0; 1), then P(S) is computed as the ratio between the total number of rollbacks occurring at the LP and the total number of event executions. This ratio is commonly referred to as the rollback frequency of the LP. Obviously, with this type of decomposition there is the implicit assumption that all the states are equally likely to be restored, therefore the real rollback pattern of the LP could be not fully exploited to make SP e ective. How to determine a suitable decomposition will be discussed in the following subsection. Then we present a discussion on the real impact of the quality of the estimation method on the e ectiveness of SP.
Determining the Decomposition
Choosing t i points to determine the decomposition of the virtual time positive semi-axis should be done taking into account proper dynamics of the speci c application, such has the average simulation clock advancement at the LP. Typically this parameter depends on the proper nature of the application (e.g. types of events and their density in the simulated time, types of the distributions of the timestamp increment determining the timestamps of new events dynamically produced etc.), therefore, it does not result viable in practice to determine a-priori a suitable decomposition for any arbitrary simulation. By this argument, the decomposition should be determined at run time, and, similarly to what happens for the tracking mechanisms discussed in Section 3.2, the designer of the simulation software should embed in the code structure the instructions to determine the decomposition in a totally transparent way to the user. In this section we shall discuss two di erent approaches for the determination of the decomposition:
Uniform Approach. In this solution, each interval I i has length equal to except the last one, namely I last = t last ; +1). The value last determines the number of intervals of the decomposition (i.e. the amount of memory destined to the counters N i and R i ). To determine , the LP should initially monitor its simulation clock advancement to track the expected value of the advancement. Then could be selected as a fraction (e.g. 1/5, 1/10 or less) of the expected value, and the value of last could be selected in order to get a value for t last = last in the order of the maximum clock advancement observed. The decomposition could be recalculated periodically in order to prevent the last selected values for and last from becoming inadequate due to relevant variations of the advancement pattern of the simulation clock of the LP in the lifetime of the simulation. With this type of decomposition, the individuation of the counter to be updated each time an event is executed or a rollback occurs, and the individuation of the counters to estimate probability values are simple and introduce negligible overhead. For example, when a rollback occurs to a state X, the index i of the counter R i to be updated is easily computed as follows:
As opposed to its simplicity, the main drawback of this approach is in that the data-point density is typically non-uniform. As a consequence, counters associated with distinct intervals could exhibit di erent statistical signi cance. This should not reveal a problem if at least a minimum amount of observations are collected for each interval. Anyway, to tackle this issue, non-uniform decompositions could be used as we shall discuss below.
Non-Uniform Approach. Let us denote as F the distribution function of the simulation clock advancement of the LP, then t i points originating evenly balanced observations in di erent intervals can be determined by using the reverse function F ?1 . Speci cally, in a decomposition with n intervals, t i points can be calculated as t i = F ?1 (i=(n+1)). The big problem associated with this solution is in that the function F is typically unknown. The simplest way to overcome this problem consists in approximating F with an exponential function. This approximation is justi able in practice since, in general, events originating small simulation clock advancement are more likely, compared to events originating large advancement. Therefore, a decomposition based on exponential assumption should reveal appropriate in most of the cases. Anyway, even if the exponential assumption is not completely veri ed in practice, its more likely to get almost balanced data-points using the exponential assumption than adopting an uniform decomposition. Note, in addition, that the exponential assumption provides the reverse function directly (this property is not veri ed for other classical distributions). To determine the exact shape of F for the speci c application, the expected value of the simulation clock advancement must be estimated. Therefore, similarly to the case of uniform decomposition, the LP should initially perform monitoring actions on the clock advancement. Once the estimate for the expected simulation clock advancement, namely esca, is available, the points of the decomposition are computed as t i = ? log(1?i= (n+1)) 1=esca . The decomposition could be recalculated periodically to cope with relevant variations of esca. If no exponential assumption is made then the estimate of F must be performed on-line.
Although this solution is more general, it could introduce unacceptable overhead. Recall in addition that, even if the estimate of F is performed e ciently, computing the reverse function could severely impact the nal performance. Therefore, this approach could reveal infeasible in practice, especially for the cases in which it could be mandatory to recalculate the decomposition several times during the simulation execution.
Beyond the possibility to recalculate the decomposition in case of relevant variations of the average simulation clock advancement, there exists also the possibility that the rollback pattern changes in time even with no relevant variation of the average clock advancement. One approach to tackle non-stationarity in the rollback pattern exploits the common belief that in most simulations the near past behavior is a good approximation of the near future behavior. Therefore probability values can be estimated using data-points related to a temporal window. Few hundred of events usually constitute a window length producing reliable results 4, 18, 20]. 
A Discussion on the Real Impact of the Quality of the Estimation Method
In this section, we show by discussion that low quality estimates of probability values have no relevant impact on the e ectiveness of SP. So the simple estimation method based on counters previously introduced represents an adequate solution ( 8 ).
Before proceeding in the discussion, we introduce the following simple notion. We say that SP leads to a wrong decision anytime the checkpoint decision based on the estimated value of P(S) is di erent from the one that would have been obtained by considering the real value of P(S).
Otherwise we say that SP produces a correct decision.
In Figure 5 .a and in Figure 5 .b we show two cases for the linear functions CR(S) y and CR(S) n vs the value of P(S). Recall that when P(S) is equal to zero, CR(S) n is equal to zero and CR(S) y is equal to s . The cases shown are general as the two functions have an intersection point within the interval 0,1) for P(S). A more particular situation is obtained when CR(S) n < CR(S) y in the whole interval 0 P(S) < 1 that is, when CR(S) y and CR(S) n do not intersect or intersect for P(S) = 1. We denote as b P the value of P(S) corresponding to the intersection point; in addition, we denote as P r (S) the real value of P(S) and with P e (S) the corresponding estimated value.
Suppose P r (S) < b P (see Figure 5 .a), in this case CR(S) y > CR(S) n , so there is no real convenience of recording S as a checkpoint. The same decision is taken by SP for any estimated value P e (S) less than b P. Therefore, for any value P e (S) < b P, SP produces always a correct decision.
Suppose P r (S) b P (see Figure 5 .b), in this case CR(S) y CR(S) n , so there is a real convenience of recording S. The same decision is taken by SP for any estimated value P e (S) larger than or 8 The approach based on counters has the advantage that it can be implemented at very low cost (this is true especially for the case of uniform decomposition), but it shows the drawback that the estimates could be of limited quality. As respect to this point, no control on the trust of the estimate is performed and no run-time decision as a function of the trust is performed. On the other hand, high quality estimates could be produced by using more complex statistical methods that might produce probing e ects. Therefore, in general, this is not a feasible solution.
equal to b P. Therefore, for any value P e (S) b P, SP produces always a correct decision. Overall, SP produces a correct decision anytime one of the following two cases occurs: C1: both P r (S) and P e (S) are lower than b P; C2: both P r (S) and P e (S) are higher than or equal to b P.
Instead, it produces a wrong decision anytime one of the following two cases occurs: C3: P r (S) < b P and P e (S) b P;
C4: P r (S) b P and P e (S) < b P.
Case C3 or C4 may occur if:
(i) the value of P r (S) is close to b P (in this case, we may get a wrong decision even with a small distance between P r (S) and P e (S); anyway the distance must be such that it moves P e (S) to the opposite side of P r (S) with respect to the value b P);
(ii) the value or P r (S) is far from b P and a very large distance exists between P r (S) and P e (S) (anyway the distance must be such that it moves P e (S) to the opposite side of P r (S) with respect to the value b P).
From previous considerations, we argue that in order for SP to produce a wrong decision (cases C3 and C4), a set of conditions must be satis ed, namely those conditions producing situations in points (i) or (ii). Therefore, the states for which these conditions are actually satis ed will be, in general, a (small) subset of all the states passed through in the course of the simulation. Hence, for the majority of the states, SP will produce correct decisions ( 9 ). This \robustness" of SP derives from the fact that it maps values of a continuous function that is, the di erence between CR(S) y and CR(S) n , into a boolean domain. This mapping into such a discrete domain removes the e ects of \noise" (i.e. the e ects of low quality estimate of probability values) unless the noise itself over-steps a given threshold.
Checkpointing vs Fossil Collection Frequency
Sparse checkpointing can interfere with the frequency of GVT calculation and fossil collection whose objective is to recover memory allocated for obsolete state information and messages. Speci cally, as rollback to simulated time equal to GVT is possible, then, in order to correctly support state 9 Recall, in addition, that there exists a set of states for which cases C3 and C4 can never occur independently of the distance between the real and the estimated probability values. These are all the states S such that CR(S)n < CR(S)y in the whole interval 0,1) for P(S). For any of these states either the two functions CR(S)n and CR(S)y do not intersect or they intersect in the point b P = 1, therefore, cases C3 and C4 cannot occur as neither Pr(S) nor Pe(S) can be higher than one. For all these states SP always produces a correct decision.
recovery, each LP must retain the latest recorded state (i.e. the latest checkpoint) with simulated time T less than or equal to GVT and also all the messages carrying events with timestamp larger than T. Therefore, that checkpoint and all those messages cannot be discarded during the execution of the fossil collection procedure. If very few states are recorded in the course of the simulation, then it is possible that a large amount of messages must be retained. The drawback incurred is that the amount of memory recovered during any fossil collection may be small, thus there is the risk that the GVT calculation and the fossil collection procedure must be executed frequently (as memory saturates frequently). This may have detrimental e ects on performance.
Adopting SP there is the possibility that very few states are recorded in the course of the simulation execution. This may happen whenever, for any state S, the value of the probability P(S) approaches the value zero. As an extreme case, if P(S) is exactly equal to zero for any state S, then SP will never induce the LP to take a checkpoint. This leads SP to possibly produce a negative interference with the frequency of GVT calculation and fossil collection. In order to prevent this risk, we allow the LP to take (rare) periodic checkpoints. To this purpose, the LP maintains two integer variables, namely max dist and event ex. The variable max dist records the maximum number of event executions allowed between two consecutive checkpoint operations.
The variable event ex represents the current distance, in terms of events, from the last checkpoint operation. By using these two variables, SP is modi ed as follows:
Modi ed-Selection-Policy (MSP) and 30 (see 4, 20] ). Any value within that interval will be well suited for max dist.
A Final Description of the Checkpointing Technique
There is just another point to be xed in order to provide a nal, complete description of our checkpointing technique. The modi ed policy MSP (just like the original SP) relies on the solution of the cost model which needs the estimate of probability values. This means that the policy cannot be applied if at least few statistical data are not available (note that the problem of the absence of statistical data for the selection of the initial value of the parameter(s) proper of the checkpointing technique is a common problem to almost all existing adaptive techniques 4, 17, 18, 20] ). To overcome this problem, we partition the execution of the LP into two main phases, namely A and B. Phase A consists of few hundred events. During this phase, the LP collects statistical data to estimate probability values, and records as checkpoints all the states passed through. This can be done by adopting MSP with max dist initially set to one. During Phase B, the LP continues to collect statistical data (possibly updating dynamically the decomposition and/or using a windowing mechanism for the counters) and takes the checkpoint decision using MSP with a value for max dist selected within the interval 15,30].
Since it is typical of most simulations that the very early behavior of the LP at the simulation starting is not a good indicator of the immediate future behavior, it does not result convenient to use statistical data related to this initial phase. For this reason we introduce an additional phase, namely Start-Up, in which MSP is adopted with max dist set to one, and no statistical data are collected. In Figure 6 , the complete behavior of the LP is reported. 
A Performance Study
In this section we report a two-part performance study of MSP. The rst part was conducted using the PHOLD model in several di erent con gurations. The second part was conducted using a cellular phone system simulation model; this part demonstrates the e ectiveness of our solution for the case of a real world application. Prior to presenting the results, we describe the testing environment, list the checkpointing techniques we have selected for the comparison with MSP and introduce the performance parameters we have considered.
Testing Environment
The experiments were all performed on a cluster of 4 PCs Pentium II 300 MHz (128 Mbytes RAM) running LINUX as operating system, interconnected by a high speed Myrinet switch based on wormhole technology. This type of architecture is actually an emerging one for parallel applications due to cost vs performance reasons and also to expansibility/modi ability.
Any PC is connected to the Myrinet switch through an interface implemented on a card consisting of a LANai processor equipped with local memory and supports for DMA. The LANai's memory is mapped into the address space of the host PC, therefore it can be accessed directly or using DMA. The LANai processor runs a control program that performs send and receive operations. This program can be designed according to requirements of the speci c application. Depending on the structure of the control program and of the associated message passing layer run at the host PC, messages at the receiver side can be bu ered into host PC memory or into the memory on board of the interface card and then transferred on demand into the host memory. We have developed a high speed layer, namely Minimal Fast Messages (MFM), tailored for optimizing the delivery delay of small size messages. This layer results well suited for parallel simulation applications where the amount of data associated with message/anti-message transmission is typically small. In MFM the bu ering at the receive side is done into the on board memory of the interface card, therefore messages/anti-messages are transfered into the host memory only when a receive operation is issued by the application. This operation performs the copy of the message from the memory on board of the interface card to a bu er in the address space of the application process. On the other hand, a send operation issued by the application simply involves the copy of the message content onto the on board memory of the interface card. Then the LANai processor will transfer the message towards the destination. Therefore, using MFM, message passing operations at any host are totally controlled at the application level (with no kernel or demon process activity involved). This feature, combined with the fact that during the experiments the machines were completely dedicated to the parallel simulation application, allowed us to implement the tracking mechanism for the granularity of the intermediate events from the last taken checkpoint using calls for the access to hardware real time clocks.
In our Time Warp system, the events are implemented as a compound structure with several elds (sender, receiver, timestamp etc.). For the case of PHOLD the structure has total size 36 bytes; for the case of the mobile phone system it has total size 44 bytes. Using MFM, any message carrying an event is transmitted within about 30 s for both PHOLD and the cellular phone system. The same delays characterize the transmission of anti-messages. Message exchange among LPs hosted by the same machine does not involve operations of the MFM layer. There is an instance of the Time Warp kernel on each processor. The kernel manages the local event list (resulting as the logical collection of the input queues of the local LPs) and schedules LPs for event execution according to the Smallest-Timestamp-First algorithm 11]. Memory space for new entries into the input and output queues of the LPs is allocated dynamically using classical malloc() calls. Therefore there is no pool of pre-allocated bu ers. Instead, pre-allocated bu ers have been used for entries of the stack of saved state vectors. The cancellation phase is implemented following the aggressive policy that is, anti-messages are sent as soon as the LP rolls back 8]. Fossil collection is executed periodically. Rollback is non-preemptive.
Selected Checkpointing Techniques
In order to evaluate the bene ts from MSP we have selected as reference solutions two checkpointing techniques:
classical Periodic State Saving (PSS) with xed value for the checkpoint interval ; the adaptive, periodic solution by Ronngren and Ayani (RA) 20]. As already discussed before, RA is based on an analytical model that de nes the value of the time-optimal checkpoint interval (the assumptions underlying the model have been recalled in Section 2). The model is used to recalculate the value of the checkpoint interval based on the observed variations of the rollback frequency. Speci cally, at the end of each observation period, the new value for is calculated as a weighted sum of the old value and the time optimal value de ned by the model as a function of the rollback frequency observed in the last period. An upper limit on is introduced to not interfere with the frequency of fossil collection. In our experiments we used the parameter setting de ned by the authors for the weights of the two terms of the sum, the observation period length and also the upper limit on .
We did not consider any incremental state saving method in our comparison. This is because previous studies ( 14, 19, 21] ) have already pointed out that incremental state saving and sparse checkpointing outperform each other in distinct classes of simulation problems, so the two approaches are e ective in distinct domains ( 10 ).
In the comparison we consider also the case of Copy State Saving (CSS), namely checkpoint before the execution of each simulation event. Results for CSS are relevant to point out the real gain achievable through sparse checkpointing techniques, therefore simulations with CSS act as control simulations.
For what concerns PSS, we report the results for the case of the observed time-optimal value of . For the case of MSP we have adopted an uniform decomposition with xed at 1/5 of the initially monitored average clock advancement of the LP. The decomposition is calculated once (no periodic recalculation is performed). A windowing mechanism is used in order to compute the estimate using statistical data that refer to the last 1000 executed events at most. After the initial transient behavior, the value of max dist is set to 30.
Performance Parameters
We report measures related to the following parameters:
the average checkpoint interval that is, the average number of executed events between two successive checkpoint operations. This parameter is representative of the average checkpointing overhead per event;
the rollback frequency and the average rollback distance. These parameters, combined together, point out whether the performance di erence between di erent checkpointing techniques derives from the proper nature of the techniques or from changes in the rollback pattern. Speci cally, if two techniques show the same nal values for rollback frequency and average rollback distance, then none of them outperforms the other due to variations in the rollback pattern. Therefore possible performance gains of one technique over the other actually derive from the proper nature of the techniques. The values of the rollback frequency and of the average rollback distance allow us also to test the real feasibility of assuming no signi cant e ect of the checkpointing technique on the rollback pattern;
the event rate that is, the number of committed events per time unit. This parameter indicates how fast is the simulation execution with a given checkpointing technique, therefore, it is representative of the nal performance perceived.
In addition, we report some data to point out the maximum memory utilization, expressed in Mbytes, under di erent checkpointing techniques ( 11 ). Note that in the very early part of the simulation both RA and MSP behave like CSS. Therefore the maximum memory utilization of both RA and MSP would be similar to that of CSS if statistical data related to this part would be included. In order to point out the real reduction of the maximum memory utilization of RA and MSP as compared to CSS at steady state, statistical data related to the very early part are not included. Finally, we report the speedup over the sequential execution. This parameter is an indicator of the e ciency of the parallel implementation ( 12 ).
For each con guration of the benchmark we report the average observed values of previous parameters, computed over 10 runs that were all done with di erent seeds for the random number generation. For the case of the event rate we report also the standard deviation computed over the 10 samples in order to demonstrate the statistical signi cance of the nal performance results. At least 5 10 6 committed events have been simulated in each run.
Results for the PHOLD Model
The PHOLD model, originally presented in 7], consists of a xed number of LPs and of a constant number of jobs (messages) circulating among the LPs (that is referred to as job population). Both the routing of jobs among the LPs and the timestamp increments are taken from some stochastic distributions. Although a set of standard benchmarks for parallel discrete-event simulation does not exist, PHOLD is in practice one of the most used ones.
For this benchmark, we have considered a basic con guration, namely symmetric PHOLD, and three con gurations derived from the basic one by varying several parameters such as the event granularity (deterministic vs stochastic) and the message routing (static vs dynamic). Furthermore, for each con guration we have considered two di erent job populations and two distinct sizes for the state vectors. The detailed descriptions of the con gurations and the associated results are separately reported in each of the following subsections.
Symmetric PHOLD
In this con guration, the PHOLD model is composed of 64 homogeneous LPs evenly distributed among the four machines of the cluster. The timestamp increment is exponentially distributed with mean 10 simulated time units for all the LPs and jobs are equally likely to be forwarded to any other LP. The two job populations selected are: (i) one job per LP and (ii) 10 jobs per LP.
The granularity of any event is deterministic and is xed at 140 s. Due to this deterministic nature, no tracking mechanism is activated at all. Overall, this con guration allows us to test the checkpointing techniques when considering no variance for the event granularity and also exact a priori knowledge of the event granularity. The two distinct sizes for the state vectors are: (i) respectively. The type of the job is selected from among the three job types according to an uniform distribution. After a job is served (but before it is forwarded to another LP), the job type is rede ned by uniformly selecting it in the set fa; b; cg. Therefore, with probability 1/3 the type of the job remains unchanged when it is forwarded to another LP. As for previous con guration, the deterministic granularity value for each event type does not require the activation of the online tracking mechanism. This con guration allows us to test the checkpointing techniques when considering non-minimal di erence in the granularity of di erent event types, with perfect a priori knowledge of the granularity for each type of event. For this con guration we considered the same two distinct job populations and the same two distinct state vector sizes as for the symmetric PHOLD in Section 6.4.1. The results are reported in Table 3 . Table 2 : Results for Symmetric PHOLD.
Symmetric PHOLD with Stochastic Event Granularity
This con guration has the same features of the symmetric PHOLD in Section 6.4.1 except for what concerns the event granularity. Event granularity is not deterministic but stochastic. Speci cally, the granularity of any event is exponentially distributed with mean 140 s. The non-deterministic nature of the event granularity needs the activation of the on-line tracking mechanism. This con guration allows us to test the checkpointing techniques when considering non-minimal variance for the event granularity with no exact a priori knowledge of the event granularity. The same two distinct job populations and the same two distinct state vector sizes of previous con gurations were considered. The results are reported in Table 4 .
Asymmetric PHOLD with Dynamic Routing
This con guration has the same features of the symmetric PHOLD in Section 6.4.1 except for what concerns the routing of jobs among the LPs. There are 4 hot spot LPs to which 30% of all jobs must be routed. The hot spot LPs change in the course of the simulation (they change each 3 10 4 simulated time units and the sequence of the changes is de ned prior to the simulation execution by randomly picking up new hot spots among all the LPs). This con guration possibly gives rise to simulations which do not reach steady state of the rollback behavior. It allows us to test the checkpointing techniques when considering non-uniform, variable message routing among the LPs. The same two job populations and the same two state vector sizes of previous con gurations were considered. The results are shown in Table 5 .
General Comments
The performance data collected for the PHOLD model indicate two major tendencies, regardless of the type of the event granularity, the state vector size and the message routing. These two tendencies are determined by the two di erent job populations used.
For the case of low job population (1 job per LP), the nal performance of MSP is between 8% and 13% better than that obtained using the (adaptive) periodic techniques, and the maximum amount of memory used by MSP is about the same as that used by RA (the maximum di erence is 3-4%). CSS and PSS exhibit higher maximum memory utilization. Therefore the tendency is a relevant performance gain of MSP with no relevant di erence for what concerns the maximum amount of memory used as compared to RA. Instead, for the case of high job population (10 jobs per LP), the performance gain of MSP is lower (between 3% and 8%), and the maximum amount of memory used by MSP is de nitely lower than that of the periodic techniques (up to Table 4 : Results for Symmetric PHOLD with Stochastic Event Granularity.
25% as compared to RA and up to 30% as compared to PSS). Therefore the tendency is a sensible performance gain with a relevant reduction of the maximum amount of memory used. The reason for these di erent tendencies is in the di erent frequency of rollback for the two cases. When the job population is low, the rollback frequency is non-minimal (about 12-16%), therefore a large number of state recovery procedures are executed. In this case, the gain of MSP derives from two sources: (i) it shows slightly larger average checkpoint interval, which tends to reduce the checkpointing overhead, (ii) it is expected to produce shorter state recovery latency due to the wise selection of the positions of checkpoints. As respect to point (ii), MSP is such that it tends to save an LP state if it has very high probability to be eventually restored, the last checkpoint was taken several events ago and the intermediate events have large granularity. This tends to reduce the state recovery time as compared to periodic techniques, which, in case of frequent rollbacks, has a relevant positive impact on the nal performance perceived. When the job population grows, the frequency of rollback tends to decrease, therefore less state recovery procedures are executed.
In this case the performance gain of MSP is reduced as it derives almost exclusively from the larger average checkpoint interval. In other words, the lower amount of recovery procedures makes lower the impact of possible reductions in the recovery time on the nal performance perceived.
Nevertheless, the increase of the average checkpoint interval of MSP is larger as compared to the Table 5 : Results for Asymmetric PHOLD.
case of low job population, therefore a relevant reduction of the memory used is noted (especially when considering medium/large state vector size). Overall, MSP shows the potential for signi cant reductions of the completion time of the simulation in case of frequent rollbacks. On the other hand it shows the potential for sensible reductions of the completion time of the simulation and for strong reductions of the amount of memory used in case of infrequent rollbacks. We note that the rollback pattern, namely frequency and average distance of rollback, is very similar for all the checkpointing techniques. Therefore the performance di erence derives essentially from the proper nature of the techniques. Finally, the speedup achieved with optimized sparse checkpointing is in the order of 50% of the ideal one for the case of low job population and in the order of 65% of the ideal one for the case of high job population. Therefore the checkpointing techniques have been tested over an e cient implementation (recall that speedup in the order of 50% of the ideal one is considered as a classical threshold determining acceptable performance for the parallel execution).
Results for the Cellular Phone System
Sparse checkpointing techniques look as good solutions for the case of parameterized synthetic benchmarks. However, for many real world applications, they could reveal useless. As an example, for the case of queuing network simulations the distance of rollback is typically very short and either the size of the state vectors is very small or, in case of larger size (this happens for the case of models in which statistics associated with any job moving around the network are maintained and incrementally updated), the fraction of the state updated by the execution of an event is typically small. Therefore, copy state saving or incremental methods represent adequate solutions. As another example, for the case of Time Warp simulations of systems with memoryless components (e.g. combinatorial logic gates), recent work on the concept of rollback relaxation 25] has shown how rollback can be implemented with no underlying state saving mechanism, thus rendering useless in practice any optimized sparse checkpointing technique.
To our knowledge, examples of real world applications where sparse checkpointing can actually reveal e ective are simulations of wireless systems such as cellular phone systems, paging networks and personal communication systems (PCSs). For these applications, the rollback pattern typically consists of infrequent and long (up to several tenths of events) rollbacks due to high communication locality among the LPs hosted by the same machine. Furthermore, state vectors could have nonminimal size. For these applications both copy state saving and incremental methods could provide poor performance. In this section we report results evaluating the e ectiveness of MSP for the case of a cellular phone system simulator.
Our simulation model consists of a ring highway with 16 base stations. Each base station is modeled by a single LP and provides a wireless coverage area to mobile phones called cell. Each cell has 20 channels allocated to it and covers a portion of the highway of 3000 meters in length. Call requests arrive to each cell according to an exponential distribution with inter-arrival time 16 s (therefore the inter-arrival time for the whole system is 1 s) and the average holding time for each call is 2 minutes. When a call is issued, the position of the associated mobile phone in the cell is randomly selected according to an uniform distribution. Mobility of the cellular phones within the highway is modeled as a random speed following a truncated Gaussian distribution with mean 80 km/hour. The direction for the movement of the phone is selected uniformly among the two possible directions. All the calls initiated within a given cell are originated by the LP associated with that cell, therefore no external call generator is used. There are three main types of events, namely hand-o due to mobile phone cell switch, call termination and call arrival. A call termination simply involves the release of the associated channel and statistics update; the granularity of this type of event is about 40 s. The granularity of the events associated with call arrival depends on whether the channels at the destination cell are all busy or not. If all channels are busy, the incoming call is simply counted as a block; if at least one channel is available, then signal to noise ratio must be computed when allocating the channel. Therefore the granularity of this event type may vary from about 40 s up to 0.6 ms. When a hand-o occurs between adjacent cells, the hand-o event at the cell left by the mobile simply involves the release of the channel and has granularity of about 40 s. Instead, the granularity of the hand-o event at the destination cell varies depending on whether all channels in this cell are busy or not. If there is no available channel, then the call is simply cut o (dropped), otherwise, an available channel is assigned to the call and signal to noise ratio is computed when allocating the channel. Overall, the granularity for this event type has range similar to that associated with incoming call events. The size of the state vector is little more than 1 Kbyte and the state saving cost is about 40 s. Each of the four machines hosts the same number of LPs; the obvious mapping of LPs to machines is adopted. The results, reported in Table 6 , are aligned with the data obtained for the PHOLD model. In particular, rollbacks are infrequent, therefore we expect to observe a sensible performance gain of MSP with a signi cant reduction of the maximum amount of memory used due to larger average checkpoint interval. The data con rm this expectation. Finally we note that with optimized sparse checkpointing, speedup in the order of 67% of the ideal one is achieved. Table 6 : Results for the Cellular Phone System.
Summary
In this paper we have presented a general solution for tackling the checkpoint problem in Time Warp simulations. The checkpointing technique we have proposed selects the positions of the checkpoints using a cost model which expresses the checkpointing-recovery overhead associated with any state passed through in the course of the simulation. The cost model determines the convenience of recording the current state before the execution of the next event. We have discussed implementation issues related to this technique in order to show its practical viability. In particular we have presented solutions to evaluate on-line at low cost the quantities involved in the cost model and we have discussed the e ectiveness of these solutions. Simulation results are reported to evaluate and compare this technique with classical (adaptive) periodic techniques. To this purpose a classical benchmark in several di erent con gurations as well as a real world application have been used. The results show that the proposed technique has the potential to reduce the running time of the parallel simulation application and, in some cases, also the memory usage.
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