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Abstract
The celebrated Smith-Minkowski-Siegel mass formula expresses the mass of a quadratic
lattice (L,Q) as a product of local factors, called the local densities of (L,Q). This mass
formula is an essential tool for the classification of integral quadratic lattices. In this
paper, we will describe the local density formula explicitly by observing the existence
of a smooth affine group scheme G over Z2 with generic fiber AutQ2(L,Q), which
satisfies G(Z2) = AutZ2(L,Q). Our method works for any unramified finite extension
of Q2. Therefore, we give a long awaited proof for the local density formula of Conway
and Sloane and discover its generalization to unramified finite extensions of Q2. As an
example, we give the mass formula for the integral quadratic form Qn(x1, · · · , xn) =
x21+ · · ·+x2n associated to a number field k which is totally real and such that the ideal
(2) is unramified over k.
1. Introduction
1.1 Introduction
The problem of local densities has intrigued many great mathematicians, including Gauss and
Eisenstein, Smith and Minkowski, and Siegel. If (L,Q) is a quadratic R-lattice, where R is the
ring of integers of a number field, then the celebrated Smith-Minkowski-Siegel mass formula
expresses the mass of a quadratic lattice (L,Q) as a product of local factors, called the local
densities of (L,Q). The local density is defined as the limit of a certain sequence. G. Pall [Pal65]
(for p 6= 2) and G. L. Watson [Wat76] (for p = 2) computed this limit for an arbitrary lattice over
Zp, thereby deriving an explicit formula for its local density. For an expository sketch of their
approach, see [Kit93]. There is another proof of Y. Hironaka and F. Sato [SH00] computing the
local density when p 6= 2. They treat an arbitrary pair of lattices, not just a single lattice, over
Zp (for p 6= 2). J. H. Conway and J. A. Sloane [CS88] further developed the formula for any p and
gave a heuristic explanation for it. They mentioned in [CS88] regarding the local density formula
for p = 2 that “Watson’s formula seems to us to be essentially correct” and in the footnote that
“In fact we could not quite reconcile Watson’s version with ours; they appear to differ by a factor
of 2n for n-dimensional forms. This is almost certainly due to our misunderstanding of Watson’s
conventions, which differ considerably from ours.” In addition, they mentioned in the same paper
that “The reader may be confident that our version of the general mass formula is correct. · · ·
has enabled us to test the formula very stringently.” Their formula was computationally tested
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stringently and the proof of Conway-Sloane’s local density formula, when p = 2, has not been
published in literature.
On the other hand, there is a simpler formulation of the local density as the integral of a
certain volume form ωld over some open compact subgroup of an orthogonal group, due to Kneser,
Tamagawa, and Weil. As explained in the introduction of [GY00], known methods unfortunately
do not explain this formulation and involve complicated recursions.
Meanwhile, the work [GY00] by W. T. Gan and J.-K. Yu is based on the existence of a
smooth affine group scheme G over Zp with generic fiber AutQp(L,Q), which satisfies G(Zp) =
AutZp(L,Q). By constructing G explicitly and determining its special fiber, they computed the
integral and therefore obtained the formula for the local density when p 6= 2.
The main contribution of this paper is to construct G and investigate its special fiber in order
to get an explicit formula for the local density when L is a quadratic A-lattice, where A is an
unramified finite extension of Z2. Therefore, we give a long awaited proof for the local density
formula of Conway and Sloane. Furthermore, we discover its generalization to unramified finite
extensions of Q2. The special fiber of G has a large component group of the form (Z/2Z)N . That
is, we discover a large number of independent homomorphisms from the special fiber of G to the
constant group Z/2Z. Consequently, when replacing Z2 by an unramified finite extension with
residue field Fq, where q is a power of 2, the 2-power factor 2
M in the formula of Conway and
Sloane has to be replaced by 2N · qM−N . This fact is far from obvious from Conway-Sloane’s
explanation.
In conclusion, this paper, combined with [GY00], allows the computation of the mass formula
for a quadratic R-lattice (L,Q) when the ideal (2) is unramified over R.
This paper is organized as follows. We first state the structural theorem for integral quadratic
forms in Section 2. We then give an explicit construction of G (in Section 3) and its special fiber
(in Section 4). Finally, by comparing ωld and the canonical volume form ωcan of G, we obtain an
explicit formula for the local density in Section 5. In Section 6, as an example, we give the mass
formula for the integral quadratic form Qn(x1, · · · , xn) = x21 + · · · + x2n associated to a number
field k which is totally real and such that the ideal (2) is unramified over k. This formula is
explicitly described using the Dedekind zeta function of k and a certain Hecke L-series.
As in [GY00], the smooth group schemes constructed in this paper should be of independent
interest.
1.2 Acknowledgements
The author is deeply indebted to his Ph.D. thesis advisor Professor Jiu-Kang Yu for suggesting
this problem and for giving many valuable ideas. The author would like to thank Professor
Benedict H. Gross for his interest in this work and his encouragement. The author thanks the
referees for their helpful comments, especially for pointing out a mistake and for suggesting a
certain reference. The author would like to thank Radhika Ganapathy, Hui Gao, Bogume Jang,
Yean Su Kim, Elena Lawrick, Manish Mishra, Olivier Taibi and Sandeep Varma for carefully
reading a draft of this paper to help reduce the typographical errors and improve the presentation
of this paper.
2
Group schemes and local densities of quadratic lattices when p = 2
2. Structural theorem for quadratic lattices and notations
2.1 Notations
Notations and definitions in this subsection are taken from [O’Me55] and [O’Me00]. Let F be an
unramified finite extension of Q2 with A its ring of integers and κ its residue field.
We consider an A-lattice L with a quadratic form q : L → A. We denote by a pair (L, q) a
quadratic lattice. Let 〈−,−〉q be the symmetric bilinear form on L such that
〈x, y〉q = 1
2
(q(x+ y)− q(x)− q(y)).
We assume that 〈x, y〉q ∈ A and V = L⊗A F is nondegenerate with respect to 〈−,−〉q.
For any ǫ ∈ A, we denote by (ǫ) the A-lattice of rank 1 equipped with the symmetric bilinear
form having Gram matrix (ǫ). We use the symbol ǫ ·A(α, β) to denote the A-lattice A · e1+A · e2
with the symmetric bilinear form having Gram matrix ǫ ·
(
α 1
1 β
)
.
A quadratic lattice L is the orthogonal sum of sublattices L1 and L2, written L = L1 ⊕ L2,
if L1 ∩ L2 = 0, L1 is orthogonal to L2 with respect to the symmetric bilinear form 〈−,−〉q, and
L1 and L2 together span L.
The fractional ideal generated by q(X) as X runs through L will be called the norm of L
and written N(L).
By the scale S(L) of L, we mean the fractional ideal generated by the subset 〈L,L〉q of F .
The discriminant of L, denoted by d(L), is defined as the determinant of a Gram matrix
defining the symmetric bilinear form 〈−,−〉q, up to multiplication by the square of a unit.
We say (L, q) is unimodular if the discriminant d(L) is a unit and a Gram matrix defining
〈−,−〉q has integral entries.
Definition 2.1. For a given quadratic lattice L,
a) A unimodular lattice L is of parity type I if N(L) = A; otherwise of parity type II.
b) (L, q) is modular if (L, a−1q) is unimodular for some a ∈ A\{0}, where a is unique up to a
unit, and in this case the parity type of (L, q) is defined to be the parity type of (L, a−1q).
c) The zero lattice is considered to be modular of parity type II.
Definition 2.2. We define the dual lattice of L, denoted by L⊥, as
L⊥ = {x ∈ L⊗A F : 〈x,L〉q ⊂ A}.
Remark 2.3. a) The scale S(L) of a unimodular lattice L is always A. Based on the definition
of a unimodular lattice, the discriminant d(L) is a unit and a Gram matrix defining 〈−,−〉q
has integral entries. Thus there is at least one unit entry of a Gram matrix and this implies
our claim.
b) (93:15 in [O’Me00]) It is well known that a lattice of parity type I is diagonalizable. In other
words,
L =
⊕
i
(ui),
where ui’s are units.
c) If a unimodular lattice L is of parity type II, then
L =
⊕
i
A(ai, bi),
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where ai and bi are elements of the prime ideal (2) of A. Thus the rank of L is even.
2.2 Structural theorem for quadratic lattices
We state the structural theorem for unimodular lattices as follows. Indeed, this theorem is a
summary of some results from Section 93 of [O’Me00].
Theorem 2.4. Assume that L is unimodular. If L is of parity type I, then there is an orthogonal
decomposition
L ∼=
⊕
i
Ai(0, 0) ⊕K ⊕K ′.
Here, Ai(0, 0) = A(0, 0), K is empty or A(2, λ) with λ ∈ (2), and K ′ is (ǫ) or A(1, 2γ) where
ǫ ≡ 1 mod (2) and γ ∈ A.
If L is of parity type II, then we have an orthogonal decomposition
L ∼=
⊕
i
Ai(0, 0) ⊕A(a, b).
Here Ai(0, 0) = A(0, 0) and a, b ∈ (2).
Proof. We use notations and a terminology from [O’Me00]. It is easily seen that the set q(L) +
2(S(L)) is an additive subgroup of F . We let M(L) denote the largest fractional ideal contained
in the group q(L)+2(S(L)). Then we define the weight by 2(M(L))+2(S(L)). We call the scalar
a a norm generator of L if a ∈ q(L) + 2(S(L)) and aA = N(L). We call the scalar b a weight
generator of L if bA = 2(M(L)) + 2(S(L)). Let d be the discriminant of L. Regard d as an
element of the unit group u of A.
We first state the following seven facts proved in Example 93:10 and Section 93:18 of [O’Me00].
i) For every unit u in the unit group u, there is a solution v in u such that v2 ≡ u (mod 2)
because the residue field κ is perfect and of characteristic 2. Thus an A-lattice (u) of rank
1 is isometric to an A-lattice (ǫ) of rank 1, where ǫ ≡ 1 mod (2).
ii) If dim L ≧ 5, then
L ∼= A(0, 0) ⊕ · · · .
iii) We assume that dim L = 4 with ord2a + ord2b odd. Here, ord2a (resp. ord2b) is the
exponential order of a (resp. b) at the prime ideal (2) in A. We suppose that d has been
expressed in the form d = 1 + α with α ∈ abA. For a given ̺ ∈ A such that 4̺ ∈ abA,
consider the lattices
J = A(b, 0)⊕A(a,−αa−1),
J ′̺ = A(b, 4̺b
−1)⊕A(a,−(α− 4̺)a−1). .
Then L is isomorphic to J or J ′̺.
iv) If dim L = 2 with ord2a+ ord2b odd, we have the following:
L ∼= A(a,b̺) for some ̺ ∈ A.
v) Let dim L = 3 with ord2a+ ord2b odd. Then we have
L ∼= A(b, 0)⊕ (−d)
or
L ∼= A(b, 4̺b−1)⊕ (−d(1 − 4̺)) for some ̺ ∈ A such that 4̺ ∈ bA.
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vi) If dim L = 2 with ord2a+ ord2b even, we have
L ∼= A(0, 0) or L ∼= A(2, 2̺) for some ̺ ∈ A.
vii) If dim L ≧ 3 and ord2a+ ord2b even, then
L ∼= A(0, 0) ⊕ · · · .
From ii), we may and do assume that the rank of L is at most 4.
Assume that L is of parity type I so that N(L) = A. Thus we may assume that a = 1 and
ord2a = 0. Since 2(S(L)) j 2(M(L)) + 2(S(L)) j (2) and 2(S(L)) = (2), we have the following
equality:
(b) = 2(M(L)) + 2(S(L)) = (2).
Hence ord2b = 1 and ord2a+ord2b is odd. We choose b = 2. If the rank of L is odd (resp. even),
the theorem follows from i) and v) (resp. from iii) and iv)).
If L is of parity type II so that N(L) = (2), ord2a = ord2b = 1 and ord2a + ord2b is even.
Choose a = b = 2. Then the theorem follows from vi) and vii).
For a general lattice L, we have a Jordan splitting, namely L =
⊕
i Li such that Li is modular
and the sequence {s(i)}i increases, where (2s(i)) = S(Li). Unfortunately, a Jordan splitting of L
is not unique. Nevertheless, we will attach certain well-defined quantities to L at the end of this
section. We recall the following theorem from [O’Me00].
Theorem 2.5 ([O’Me00], Section 91:9). Let
L = L1 ⊕ · · · ⊕ Lt, L = K1 ⊕ · · · ⊕KT
be two Jordan splittings of L with Li,Kj non-zero for all i, j. Then t = T . Furthermore, for
1 ≦ i ≦ t, the scale, rank and parity type of Li are the same as those of Ki.
If we allow Li to be the zero lattice, then we may assume S(Li) = (2
i) without loss of
generality. We can rephrase this theorem as follows: Let L =
⊕
i Li be a Jordan splitting with
s(i) = i for all i > 0. Then the scale, rank and parity type of Li depend only on L. We will deal
exclusively with a Jordan splitting satisfying s(i) = i from now on.
2.3 Lattices
In this subsection, we will define several lattices and corresponding notations. Assume that a
quadratic lattice (L, q) is given and S(L) = (2l). The following lattices will play a significant role
in our construction of the smooth integral model:
(1) Ai = {x ∈ L | 〈x,L〉q ∈ 2iA}.
(2) X(L), the sublattice of L such that X(L)/2L is the kernel of the symmetric bilinear form
1
2l
〈−,−〉q mod 2 on L/2L.
(3) B(L), the sublattice of L such that B(L)/2L is the kernel of the linear form 1
2l
q mod 2 on
L/2L.
To define our integral structure a few more lattices will be needed, but we need some prepa-
ration to define them.
Assume B(L)  L. Hence the bilinear form 1
2l
〈−,−〉q mod 2 on the κ-vector space L/X(L)
is nonsingular symmetric and non-alternating. It is well known (Exercise 16 in Chapter 6 of
[KMRT98]) that there is a unique vector e ∈ L/X(L) such that ( 1
2l
〈v, e〉q)2 = 12l 〈v, v〉q mod 2 for
5
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every vector v ∈ L/X(L). Let 〈e〉 denote the 1-dimensional vector space spanned by the vector
e and denote by e⊥ the 1-codimensional subspace of L/X(L) which is orthogonal to the vector
e with respect to 1
2l
〈−,−〉q mod 2. Then
B(L)/X(L) = e⊥.
If B(L) = L, then the bilinear form 1
2l
〈−,−〉q mod 2 on the κ-vector space L/X(L) is nonsingular
symmetric and alternating. In this case, we put e = 0 ∈ L/X(L) and note that it is characterized
by the same identity.
The remaining lattices we need for our definition are:
(4) W (L), the sublattice of L such that W (L)/X(L) = 〈e〉.
(5) Y (L), the sublattice of L such that Y (L)/2L is the kernel of the symmetric bilinear form
1
2l
〈−,−〉q mod 2 on B(L)/2L.
(6) Z(L), the sublattice of L such that Z(L)/2L is the kernel of the quadratic form 1
2l+1
q mod
2 on B(L)/2L.
Remark 2.6. a) We can associate the 5 lattices above (X(L), B(L),W (L), Y (L), Z(L)) to (Ai,
1
2i
q).
Denote the resulting lattices by Xi, Bi,Wi, Yi, Zi.
b) As κ-vector spaces, the dimensions of Ai/Bi,Wi/Xi, Yi/Zi are at most 1.
Let L =
⊕
i Li be a Jordan splitting. We assign a type to each Li as follows:
I if Li is of parity type I;
Io if Li is of parity type I and the rank of Li is odd;
Ie if Li is of parity type I and the rank of Li is even;
II if Li is of parity type II.
In addition, we say that Li is{
bound if at least one of Li−1 or Li+1 is of parity type I;
free if both Li−1 and Li+1 are of parity type II.
Assume that a lattice Li is free of type I
e. We denote by V¯i the κ-vector space Bi/Zi. Then we
say that Li is{
of type Ie1 if the dimension of V¯i is odd, equivalently, Xi = Zi;
of type Ie2 otherwise.
We stress that we do not assign a type Ie1 or I
e
2 to bound lattices. Notice that each type of Li is
independent of the choice of a Jordan splitting.
Example 2.7. When L is unimodular, we assign a type to L according to the shape ofK ′ described
in Theorem 2.4 as follows:
K ′ type of L
∅ II
(ǫ) Io
A(1, 2γ) with γ unit Ie1
A(1, 2γ) with γ ∈ (2) Ie2
Remark 2.8. We describe all these 6 lattices explicitly. We use the following conventions. Li
denotes ⊕j 6=i2max{0,i−j}Lj. We denote by Mi the
⊕
iAi(0, 0) ⊕ K of Theorem 2.4, for any i,
6
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when Li is of type I. When Li is of type II, let Mi = Li. Theorem 2.4 involves a basis for a
lattice K ′, which we write as {e(i)1 } or {e(i)1 , e(i)2 } if Li is of type Io or of type Ie, respectively.
For all cases, we have Ai = Li ⊕ Li and Xi = Li ⊕ 2Li. If Li is of type I, then the vector
e ∈ Ai/Xi is (0, · · · , 0, 1). Based on this, the lattices Bi,Wi, Yi are as follows:
Type Bi Wi Yi
Io Li ⊕Mi ⊕ 2Ae(i)1 Li ⊕ ·2Mi ⊕Ae(i)1 Xi
Ie Li ⊕Mi ⊕ 2Ae(i)1 ⊕Ae(i)2 Li ⊕ 2Mi ⊕ 2Ae(i)1 ⊕Ae(i)2 Wi
II Ai Xi Xi
The description of Zi is a little complicated. Note that when Li is free of type I
e
1 or bound,
the dimension of Yi/Zi as a κ-vector space is 1. We describe it case by case below. Main idea is
to start from Yi then to find a co-rank 1 sublattice as the kernel of the associated linear form
1
2i+1
q mod 2 on Yi/2Yi.
(i) If Li is free of type I
o, Ie2 , or II, then Zi = Yi.
(ii) If Li is free of type I
e
1 , then Zi = Xi.
(iii) Let J = {j ∈ {i−1, i+1}|Lj is of type I}. Let Li be bound of type Ie and γi be an element
in A such that Li = 2
i · (Mi ⊕A(1, 2γi)).
If γi is a unit in A, then
Zi =
⊕
j /∈{i,i±1}
2max{0,i−j}Lj ⊕ 2max{0,i−j}
 ⊕
j∈{i±1}
Mj ⊕Ae(j)2
⊕ (2Mi ⊕ 2Ae(i)1 )
⊕

∑
j∈J
2max{0,i−j} · aje(j)1
+ (√γi · aie(i)2 ) |each aj , ai ∈ A,
∑
j∈J
aj
+√γi · ai ∈ (2)
 ,
where the e
(j)
2 factor should be ignored for those j ∈ {i± 1} such that Lj is not of type Ie.
And
√
γi is an element of A such that
√
γi mod 2 =
√
γ˜i(∈ κ) where
√
γ˜i is as explained
at the beginning of Appendix. If γi is not a unit in A, then
Zi =
⊕
j /∈{i,i±1}
2max{0,i−j}Lj ⊕ 2max{0,i−j}
 ⊕
j∈{i±1}
Mj ⊕Ae(j)2
⊕ (2Mi ⊕ 2Ae(i)1 ⊕Ae(i)2 )
⊕
∑
j∈J
2max{0,i−j} · aje(j)1 |each aj ∈ A,
∑
j∈J
aj ∈ (2)
 ,
where the e
(j)
2 factor should be ignored for those j ∈ {i± 1} such that Lj is not of type Ie.
(iv) If Li is bound of type I
o or II, then
Zi =
⊕
j /∈{i,i±1}
2max{0,i−j}Lj ⊕ 2max{0,i−j}
 ⊕
j∈{i±1}
Mj ⊕Ae(j)2
⊕ (2Mi ⊕ 2Ae(i)1 )
⊕
∑
j∈J
2max{0,i−j} · aje(j)1 |each aj ∈ A,
∑
j∈J
aj ∈ (2)
 ,
7
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where the e
(j)
2 factor should be ignored for those j ∈ {i± 1} such that Lj is not of type Ie,
and e
(i)
1 should be ignored if Li is of type II.
Remark 2.9. These 6 lattices have the following containment:
(i) When Li is free of type I
o, Ai ! Bi ! Yi = Xi = Zi, Ai !Wi ! Yi.
(ii) When Li is free of type I
e
2 , Ai ! Bi !Wi = Yi = Zi ! Xi.
(iii) When Li is free of type I
e
1 , Ai ! Bi !Wi = Yi ! Xi = Zi.
(iv) When Li is free of type II, Ai = Bi !Wi = Yi = Xi = Zi.
(v) When Li is bound of type I
o, Ai ! Bi ! Yi = Xi ! Zi, Ai !Wi ! Yi.
(vi) When Li is bound of type I
e, Ai ! Bi !Wi = Yi ! Xi, Yi ! Zi.
(vii) When Li is bound of type II, Ai = Bi !Wi = Yi = Xi ! Zi.
From now on, the pair (L, q) is fixed throughout this paper and 〈−,−〉 denotes 〈−,−〉q.
3. The smooth integral model G
Let G′ be a naive integral model of the orthogonal group O(V, q), where V = L⊗A F , such that
for any commutative A-algebra R,
G′(R) = AutR(L⊗A R, q ⊗A R).
Let G be the smooth group scheme model of O(V, q) such that
G(R) = G′(R)
for any e´tale A-algebra R. Notice that G is uniquely determined with these properties by Propo-
sition 3.7 in [GY00]. For a detailed exposition of the relation between the local density of (L, q)
and G, see Section 3 of [GY00].
In this section, we give an explicit construction of the smooth integral model G. The con-
struction of G is based on that of Section 5 in [GY00]. Let K = AutA(L, q) ⊂ GLF (V ), and
K¯ = AutAsh(L⊗AAsh, q⊗AAsh), where Ash is the strict henselization of A. To ease the notation,
we say g ∈ K¯ stabilizes a lattice M ⊆ V if g(M ⊗A Ash) =M ⊗A Ash.
3.1 Main construction
In this subsection, we observe properties of elements of K¯ and their matrix interpretation. We
choose a Jordan splitting L =
⊕
i Li and, for each i, fix a basis of Li according to Theorem 2.4.
Let g be an element of K¯.
(1) First of all, as explained in Section 5.1 of [GY00], g stabilizes the dual lattice L⊥ of L. It is
equivalent to saying that g stabilizes Ai’s for every integer i. We interpret this fact in terms
of matrices.
Let ni = rankALi, and n = rankAL =
∑
ni. Assume that ni = 0 unless 0 6 i < N . We
always divide a matrix g of size n× n into N2 blocks such that the block in position (i, j)
is of size ni × nj. For simplicity, the row and column numbering starts at 0 rather than 1.
The fact that g stabilizes L⊥ means that the (i, j)-block has entries in 2max{0,j−i}Ash.
From now on, we write
g =
(
2max{0,j−i}gi,j
)
.
8
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(2) g stabilizes Ai, Bi,Wi,Xi and induces the identity on Ai/Bi and Wi/Xi. We also interpret
these facts in terms of matrices as described below:
a) If Li is of type I
o, the diagonal (i, i)-block gi,i is of the form(
si 2yi
2vi 1 + 2zi
)
∈ GLni(Ash),
where si is an (ni − 1)× (ni − 1)-matrix, etc.
b) If Li is of type I
e, the diagonal (i, i)-block gi,i is of the form si ri 2ti2yi 1 + 2xi 2zi
vi ui 1 + 2wi
 ∈ GLni(Ash),
where si is an (ni − 2)× (ni − 2)-matrix, etc.
(3) g stabilizes Zi and induces the identity on Wi/(Xi ∩Zi). To prove the latter, we choose an
element w in Wi. It suffices to show that gw −w ∈ Xi ∩Zi. By (2), it suffices to show that
gw −w ∈ Zi. This follows from the computation:
1
2 · 12i q(gw −w) = 12(2 · 12i q(w)− 2 · 12i 〈gw,w〉) = 12i (q(w)− 〈w + x,w〉) = 12i 〈x,w〉 = 0 mod
2, where gw = w + x for some x ∈ Xi.
In terms of matrices, we have the following:
a) If Li is of type II or free, there is no new constraint. Thus we assume that Li is bound
of type I.
b) If Li−1 is of type I
o and Li+1 is of type II, then the (ni−1, ni)
th- entry of gi−1,i lies in
the prime ideal (2).
c) If Li−1 is of type I
e and Li+1 is of type II, then the (ni−1 − 1, ni)th- entry of gi−1,i lies
in the prime ideal (2).
d) If Li−1 is of type II and Li+1 is of type I
o, then the (ni+1, ni)
th- entry of gi+1,i lies in
the prime ideal (2).
e) If Li−1 is of type II and Li+1 is of type I
e, then the (ni+1 − 1, ni)th- entry of gi+1,i lies
in the prime ideal (2).
f) If Li−1 and Li+1 are of type I
o, then the sum of the (ni−1, ni)
th- entry of gi−1,i and the
(ni+1, ni)
th- entry of gi+1,i lies in the prime ideal (2).
g) If Li−1 is of type I
o and Li+1 is of type I
e, then the sum of the (ni−1, ni)
th- entry of
gi−1,i and the (ni+1 − 1, ni)th- entry of gi+1,i lies in the prime ideal (2).
h) If Li−1 is of type I
e and Li+1 is of type I
o, then the sum of the (ni−1− 1, ni)th- entry of
gi−1,i and the (ni+1, ni)
th- entry of gi+1,i lies in the prime ideal (2).
i) If Li−1 and Li+1 are of type I
e, then the sum of the (ni−1 − 1, ni)th- entry of gi−1,i and
the (ni+1 − 1, ni)th- entry of gi+1,i lies in the prime ideal (2).
(4) The fact that g induces the identity on Wi/(Xi ∩ Zi) for all i is equivalent to the fact that
g induces the identity on (Xi ∩ Zi)⊥/W⊥i for all i.
We give another description of this condition. Since the space V has a non-degenerate bilin-
ear form 〈−,−〉, V can be identified with its own dual. We define the adjoint g∗ characterized
by 〈gv,w〉 = 〈v, g∗w〉. Then the fact that g induces the identity on (Xi ∩ Zi)⊥/W⊥i is the
same as the fact that g∗ induces the identity on Wi/(Xi ∩ Zi).
To interpret the above in terms of matrices, we notice that g∗ is an element of K¯ as well.
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Thus if we apply (3) to g∗, we have the following:
a) If Li is of type II or free, then there is no new constraint. Thus we assume that Li is
bound of type I.
b) If Li−1 is of type I, Li is of type I
o and Li+1 is of type II, then the (ni, ni−1)
th- entry of
gi,i−1 lies in the prime ideal (2).
c) If Li−1 is of type I, Li is of type I
e and Li+1 is of type II, then the (ni−1, ni−1)th- entry
of gi,i−1 lies in the prime ideal (2).
d) If Li−1 is of type II, Li is of type I
o and Li+1 is of type I, then the (ni, ni+1)
th- entry of
gi,i+1 lies in the prime ideal (2).
e) If Li−1 is of type II, Li is of type I
e and Li+1 is of type I, then the (ni−1, ni+1)th- entry
of gi,i+1 lies in the prime ideal (2).
f) If Li−1 and Li+1 are of type I and Li is of type I
o, then the sum of the (ni, ni−1)
th- entry
of gi,i−1 and the (ni, ni+1)
th- entry of gi,i+1 lies in the prime ideal (2).
g) If Li−1 and Li+1 are of type I and Li is of type I
e, then the sum of the (ni − 1, ni−1)th-
entry of gi,i−1 and the (ni − 1, ni+1)th- entry of gi,i+1 lies in the prime ideal (2).
(5) By combining (3) and (4), we obtain the following:
a) If Li and Li+1 are of type I
o, the (ni, ni+1)
th (resp. (ni+1, ni)
th)- entry of gi,i+1 (resp.
gi+1,i) lies in the prime ideal (2).
b) If Li and Li+1 are of type I
e, the (ni − 1, ni+1)th (resp. (ni+1 − 1, ni)th)- entry of gi,i+1
(resp. gi+1,i) lies in the prime ideal (2).
c) If Li is of type I
o and Li+1 is of type I
e, the (ni, ni+1)
th (resp. (ni+1− 1, ni)th)- entry of
gi,i+1 (resp. gi+1,i) lies in the prime ideal (2)
d) If Li is of type I
e and Li+1 is of type I
o, the (ni− 1, ni+1)th (resp. (ni+1, ni)th)- entry of
gi,i+1 (resp. gi+1,i) lies in the prime ideal (2).
(6) Consequently, we have the following matrix form for g:
g =
(
2max{0,j−i}gi,j
)
,
where gi,i is as described in (2), and gi,i+1 and gi+1,i are as described in (5).
3.2 Construction of M∗
We first state the following lemma.
Lemma 3.1. Let V be an F -vector space. Let {φi} ⊂ HomF (V, F ) be a finite set F -spanning
HomF (V, F ). Define a functor from the category of commutative flat A-algebras to the category
of sets as follows:
X : R 7→ {x ∈ V ⊗A R | (φi ⊗A R)(x) ∈ R for all i}.
Then X is representable by the affine space Adim FV over A of dimension dim FV .
Proof. Let {ψ1, · · · , ψm} be a basis of an A-span of {φi}. Let v1, · · · , vm be the dual basis. Then
we have the following:
X(R) = ⊕iRvi.
This completes the proof.
We define a functor from the category of commutative flat A-algebras to the category of
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monoids as follows. For any commutative flat A-algebra R, set
m ∈M(R) if and only if m ∈ EndR(L⊗A R)
with the following conditions:
(1) m stabilizes Ai ⊗A R,Bi ⊗A R,Wi ⊗A R,Xi ⊗A R,Yi ⊗A R,Zi ⊗A R for all i.
(2) m induces the identity on Ai⊗AR/Bi⊗AR,Wi⊗AR/(Xi∩Zi)⊗AR, (Xi∩Zi)⊥⊗AR/W⊥i ⊗A
R for all i.
Then by the above lemma, the functor M is representable by a unique flat A-algebra A(M)
which is a polynomial ring over A in n2 variables. Moreover, it is easy to see that M has the
structure of a scheme in monoids by showing that M(R) is closed under multiplication.
We stress that the above description of M(R), the set of R-points on the scheme M , is no
longer true when R is a κ-algebra. Now suppose that R is a κ-algebra. By choosing a basis for
L as in Section 3.1, we describe each element of M (R) formally as a matrix
(
2max{0,j−i}mi,j
)
,
where mi,j is an (ni×nj)-matrix with entries in R as described in Section 3.1. To multiply (mi,j)
and (m′i,j), we refer to the description of Section 5.3 in [GY00].
Let d be the determinant of the matrix
(
2max{0,j−i}mi,j
)
. Then Spec(A(M )d) is an open
subscheme of M .
We define a functor from the category of commutative A-algebras to the category of groups
as follows. For m ∈M (R) with R a commutative A-algebra, set
M∗(R) = {m ∈M(R) : there exists m−1 ∈M(R) such that m ·m−1 = m−1 ·m = 1}.
We claim that M∗ is representable by Spec(A(M )d). Notice that Spec(A(M )d)(R), the set of
R-points of Spec(A(M )d) for a flat A-algebra R, is characterized by
{m ∈M(R) : there exists m˜−1 ∈ EndR(L⊗A R) such that m · m˜−1 = m˜−1 ·m = 1}.
Note that M(R) ⊂ EndR(L⊗A R) for a flat A-algebra R.
We first show that m˜−1 (∈ EndR(L⊗A R)) with m ∈M(R) is an element of M(R) for every
flat A-algebra R. To verify this statement, it suffices to show that m˜−1 satisfies conditions (1)
and (2) defining M and it follows from Lemma 3.2 which will be stated below. For any flat
A-algebra R, we consider the following well-defined map:
Spec(A(M )d)(R) −→ Spec(A(M )d)(R),m 7→ m˜−1.
Since Spec(A(M )d) is affine and flat, this map is represented by a morphism as schemes. This
implies that if m ∈ Spec(A(M )d)(R) then m˜−1 ∈ M(R) for any commutative A-algebra R.
Therefore,
Spec(A(M )d)(R) =M
∗(R)
for any commutative A-algebra R. We now state Lemma 3.2.
Lemma 3.2. Let L′ be a sublattice of L and m be an element of Spec(A(M )d)(R), where R is a
flat A-algebra. Assume that m stabilizes L′⊗AR. Then this lattice L′⊗AR is stabilized by m˜−1
as well.
Proof. Sincem stabilizes L′⊗AR, we have thatm·L′⊗AR ⊂ L′⊗AR. In addition,m is an element
of Spec(A(M )d)(R) and so the determinant of m is a unit in R. Therefore, m ·L′⊗AR = L′⊗AR.
This implies that m˜−1 · L′ ⊗A R = L′ ⊗A R.
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Therefore, we conclude thatM∗ is an open subscheme ofM , with generic fiberM∗ = GLF (V ),
and thatM∗ is smooth over A. Moreover, M∗ is a group scheme sinceM is a scheme in monoids.
Remark 3.3. We give another description for the functor M . Let us define a functor from the
category of commutative flat A-algebras to the category of rings as follows:
For any commutative flat A-algebra R, set
M ′(R) ⊂ {m ∈ EndR(L⊗A R)}
with the following conditions:
(1) m stabilizes Ai ⊗A R,Bi ⊗A R,Wi ⊗A R,Xi ⊗A R,Yi ⊗A R,Zi ⊗A R for all i.
(2) m maps Ai ⊗A R,Wi ⊗A R, (Xi ∩ Zi)⊥ ⊗A R into Bi ⊗A R, (Xi ∩ Zi) ⊗A R,W⊥i ⊗A R,
respectively.
Then the functor M is the same as the functor 1 +M ′, where (1 +M ′)(R) = {1 +m : m ∈
M ′(R)}.
3.3 Construction of Q
Recall that the pair (L, q) is fixed throughout this paper and the lattices Ai, Bi, Wi, Xi, Yi,
Zi only depend on the quadratic pair (L, q). For any flat A-algebra R, let Q(R) be the set of
quadratic forms f on L⊗AR such that S(L, f) ⊆ S(L, q) and f satisfies the following conditions:
a) 〈L⊗A R,Ai ⊗A R〉f ⊂ 2iR for all i.
b) Xi ⊗A R/2Ai ⊗A R is contained in the kernel of the symmetric bilinear form 〈−,−〉f,i mod
2 on Ai ⊗A R/2Ai ⊗A R. Here, 〈−,−〉f,i = 12i 〈−,−〉f .
c) Bi⊗AR/2Ai⊗AR is contained in the kernel of the linear form 12i f mod 2 on Ai⊗AR/2Ai⊗A
R.
d) Assume Bi  Ai. We have seen the existence of the unique vector e ∈ Ai/Xi such that
〈v, e〉2q,i = 〈v, v〉q,i mod 2 for every vector v ∈ Ai/Xi in Section 2.3. Then e ⊗ 1 ∈ Ai ⊗A
R/Xi ⊗A R also satisfies the condition that 〈v, e ⊗ 1〉2f,i = 〈v, v〉f,i mod 2 for every vector
v ∈ Ai ⊗A R/Xi ⊗A R.
e) Yi ⊗A R/2Ai ⊗A R is contained in the kernel of the symmetric bilinear form 〈−,−〉f,i mod
2 on Bi ⊗A R/2Ai ⊗A R.
f) Zi ⊗A R/2Ai ⊗A R is contained in the kernel of the quadratic form 12 · 12i f mod 2 on
Bi ⊗A R/2Ai ⊗A R.
g) 1
2i
f mod 2 = 1
2i
q mod 2 on Ai ⊗A R/2Ai ⊗A R.
h) 1
2i
f(wi)− 12i q(wi) ∈ (4), where wi ∈Wi ⊗A R.
i) 〈ai, wi〉f,i ≡ 〈ai, wi〉q,i mod 2, where ai ∈ Ai ⊗A R and wi ∈Wi ⊗A R
j) 〈w′i, wi〉f ∈ R and 〈z′i, zi〉f ∈ R. Here, w′i ∈W⊥i ⊗AR,wi ∈Wi⊗AR and z′i ∈ (Xi ∩Zi)⊥⊗A
R, zi ∈ (Xi ∩ Zi)⊗A R. In addition, 〈wi, z′i〉f − 〈wi, z′i〉q ∈ R.
We interpret the above conditions in terms of matrices. For a flat A-algebra R, Q(R) is the
set of symmetric matrices (
2max{i,j}fi,j
)
of size n× n satisfying the following:
(1) The size of fi,j is ni × nj.
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(2) If Li is of type I
o with respect to q, then fi,i is of the form(
ai 2bi
2 · tbi ǫ+ 4ci
)
.
Here, the diagonal entries of ai are ≡ 0 mod 2, where ai is an (ni − 1)× (ni − 1)-matrix,
etc.
(3) If Li is of type I
e, then fi,i is of the form di tbi 2eibi 1 + 2ai 1 + 2ci
2 · tei 1 + 2ci 2γi + 4fi
 .
Here, the diagonal entries of di are ≡ 0 mod 2, where di is an (ni − 2) × (ni − 2)-matrix,
etc.
(4) If Li is of type II, then the diagonal entries of fi,i are ≡ 0 mod 2.
(5) If Li and Li+1 are of type I, then the (ni, ni+1)
th-entry of fi,i+1 lies in the ideal (2).
It is easy to see, by Lemma 3.1, that Q is represented by a flat A-scheme which is isomorphic
to an affine space of dimension (n2 + n)/2. Note that our fixed quadratic form q is an element
of Q(A).
3.4 Smooth affine group scheme G
Theorem 3.4. For any flat A-algebra R, the group M∗(R) acts on the right of Q(R) by f ◦m =
tm · f ·m. Then this action is represented by an action morphism of schemes
Q×M∗ −→ Q.
Proof. We start with any m ∈ M∗(R) and f ∈ Q(R). It suffices to show that f ◦ m satisfies
conditions a) to j) given in Section 3.3.
From the construction of M∗, it is obvious that f ◦m satisfies conditions a) to f).
Condition g) is obvious from the fact that m stabilizes Ai and Bi and induces the identity on
Ai/Bi.
The fact that m induces the identity on Wi/Xi and Wi/Zi implies that f ◦m satisfies condition
h).
For condition i), it suffices to show that 〈mai,mwi〉f,i ≡ 〈ai, wi〉q,i mod 2. We denotemai = ai+bi
and mwi = wi + xi, where bi ∈ Bi ⊗A R,xi ∈ Xi ⊗A R. Now it suffices to show 〈ai + bi, xi〉f,i +
〈bi, wi〉f,i ≡ 0 mod 2. Firstly, 〈ai+bi, xi〉f,i ≡ 0 mod 2 by the definition of the lattice Xi. Secondly,
we have 〈bi, wi〉f,i mod 2 ≡ 0 by observing that 〈bi, e〉2f,i ≡ 〈bi, bi〉f,i ≡ 0 mod 2 when Bi  Ai,
where e is the unique vector chosen earlier. If Bi = Ai, it is obvious because Wi = Xi.
For condition j), it suffices to prove that 〈mwi,mz′i〉f − 〈wi, z′i〉q ∈ R. Notice that mwi = wi + zi
and mz′i = z
′
i + w
′
i, where zi ∈ (Xi ∩ Zi) ⊗A R and w′i ∈ W⊥i . Thus, this can be easily seen by
the fact that 〈wi, w′i〉f + 〈zi, z′i〉f + 〈zi, w′i〉f ∈ R.
Theorem 3.5. Let ρ be the morphism M∗ → Q defined by ρ(m) = q ◦m. Then ρ is smooth of
relative dimension dim O(V, q).
Proof. The theorem follows from Theorem 5.5 of [GY00] and the following lemma.
Lemma 3.6. The morphism ρ⊗κ :M∗⊗κ→ Q⊗κ is smooth of relative dimension dim O(V, q).
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Proof. The proof is based on Lemma 5.5.2 in [GY00]. It is enough to check the statement over
the algebraic closure κ¯ of κ. By [Har77], III.10.4, it suffices to show that, for any m ∈ M∗(κ¯),
the induced map on the Zariski tangent space ρ∗,m : Tm → Tρ(m) is surjective.
We define two functors from the category of commutative flat A-algebras to the category of
abelian groups as follows:
T1(R) = {m− 1 : m ∈M(R)},
T2(R) = {f − q : f ∈ Q(R)}.
The functor T1 (resp. T2) is representable by a flat A-algebra which is a polynomial ring over
A in n2 (resp. (n2 + n)/2) variables. Moreover, they have the structure of a commutative group
scheme since they are closed under addition. In fact, T1 is the same as the functor M
′ in Remark
3.3.
We still need to introduce another functor on flat A-algebras. Define T3(R) to be the set of
all (n× n)-matrices y over R with the following conditions:
a) The (i, j)-block yi,j of y has entries in 2
max(i,j)R so that
y =
(
2max(i,j)yi,j
)
.
Here, the size of yi,j is ni × nj.
b) If Li is of type I
o, yi,i is of the form(
si 2yi
2vi 2zi
)
∈ Mni(R),
where si is an (ni − 1)× (ni − 1)-matrix, etc.
c) If Li is of type I
e, yi,i is of the form si ri 2tiyi xi 2zi
2vi 2ui 2wi
 ∈ Mni(R),
where si is an (ni − 2)× (ni − 2)-matrix, etc.
d) If Li and Li+1 are of type I, then both the (ni, ni+1)
th- entry of yi,i+1 and the (ni+1, ni)
th-
entry of yi+1,i lie in the ideal (2).
It is easy to see that the functor T3 is represented by a flat A-scheme.
Then we identify Tm with T1(κ¯) and Tρ(m) with T2(κ¯). The map ρ∗,m : Tm → Tρ(m) is then
X 7→ mt · q · X + Xt · q ·m, where the sum and the multiplication are to be interpreted as in
Section 5.3 of [GY00].
To prove surjectivity, it suffices to show the following three statements:
(1) X 7→ q ·X is a bijection T1(κ¯)→ T3(κ¯);
(2) for any m ∈M∗(κ¯), Y 7→ tm · Y is a bijection from T3(κ¯) to itself;
(3) Y 7→ tY + Y is a surjection T3(κ¯)→ T2(κ¯).
(3) is direct from the construction of T3(κ¯). Hence we provide the proof of (1) and (2).
For (1), we first observe that two functors T1 and T3 are representable by flat affine schemes.
Therefore, it suffices to show that the map
T1(R) −→ T3(R),X 7→ q ·X
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is bijective for a flat A-algebra R. To prove this, it suffices to show that the map T1(R) →
T3(R),X 7→ q ·X and the map T3(R)→ T1(R), Y 7→ q−1 ·Y are well-defined for all flat A-algebra
R.
For the first map, it suffices to show that q ·X satisfies the four conditions defining the functor
T3. We represent the given quadratic form q by a symmetric matrix
(
2i · δi
)
with 2i · δi for the
(i, i)-block and 0 for remaining blocks. We express
X =
(
2max{0,j−i}xi,j
)
.
Then
q ·X = (2max(i,j)yi,j) .
Here, yi,i = δi · xi,i, yi,i+1 = δi · xi,i+1 and yi+1,i = δi+1 · xi+1,i. These matrix equations are easily
computed and so we conclude q ·X ∈ T3(R).
For the second map, we express Y =
(
2max(i,j)yi,j
)
and q−1 =
(
2−i · δ−1i
)
. Then we have the
following:
q−1 · Y = (2max{0,j−i}xi,j) .
Here, xi,i = δ
−1
i · yi,i, xi,i+1 = δ−1i · yi,i+1 and xi+1,i = δ−1i+1 · yi+1,i. From these, it is easily checked
that q−1 · Y is an element of T1(R).
For (2), it suffices to show that the map
T3(κ¯)→ T3(κ¯), Y 7→ tm · Y, for any m ∈M∗(κ¯),
is well-defined so that its inverse map Y 7→ tm−1 · Y is well-defined as well.
We again express m =
(
2max{0,j−i}mi,j
)
and Y =
(
2max(i,j)yi,j
)
. We need to show that tm ·Y
satisfies four conditions defining the functor T3.
Condition a) is explained in Lemma 5.5.2 of [GY00]. For the second and the third, we observe
that the diagonal (i, i)-block of tm · Y is
2i · tmi,i · yi,i +
∑
j 6=i
2max{0,i−j}+max{j,i} · tmj,i · yi,j.
Notice that max{0, i− j}+max{j, i} is greater than i if j 6= i. By observing the above equation,
it is easily seen that tm · Y satisfies conditions b) and c).
Finally we observe that the (i, i + 1)-block of tm · Y is
2i+1 · tmi,i · yi,i+1 + 2i+1 · tmi,i+1 · yi+1,i+1 + 2i+2 · y˜i,i+1
for some y˜i,i+1 and the (i+ 1, i)-block of
tm · Y is
2i+1 · tmi+1,i · yi,i + 2i+1 · tmi+1,i+1 · yi+1,i + 2i+2 · y˜i+1,i
for some y˜i+1,i. From these, one can easily check that
tm · Y satisfies condition d).
Let G be the stabilizer of q in M∗. It is an affine group subscheme of M∗, defined over A.
Thus, we have the following theorem.
Theorem 3.7. The group scheme G is smooth, and G(R) = AutR(L⊗AR, q⊗AR) for any e´tale
A-algebra R.
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4. The special fiber
In this section, we will determine the structure of the special fiber G˜ of G by observing the
maximal reductive quotient and the component group. From this section to the end, the identity
matrix is denoted by id.
4.1 The reductive quotient of the special fiber
Recall that Zi is the sublattice of Bi such that Zi/2Ai is the kernel of the quadratic form
1
2i+1
q
mod 2 on Bi/2Ai. Let V¯i = Bi/Zi and q¯i denote the nonsingular quadratic form
1
2i+1
q mod 2 on
V¯i. It is obvious that each element of G(R) fixes q¯i for every flat A-algebra R. Based on this, we
claim to have a morphism of algebraic groups
ϕi : G˜→ O(V¯i, q¯i)red
defined over κ, where O(V¯i, q¯i)
red is the reduced subgroup scheme of O(V¯i, q¯i). Notice that if
the dimension of V¯i is even and positive, then O(V¯i, q¯i)
red(= O(V¯i, q¯i)) is disconnected. If the
dimension of V¯i is odd, then O(V¯i, q¯i)
red(= SO(V¯i, q¯i)) is connected.
To prove the above claim, let R be an e´tale local A-algebra with κR the residue field of R.
Since G is smooth over A, the map G(R)→ G˜(κR) is surjective by Hensel’s lemma.
Now, we choose an element g ∈ G˜(κR) and its lifting g˜ ∈ G(R). Since g˜ induces an element of
O(V¯i, q¯i)
red(κR), we have a map from G˜(κR) to O(V¯i, q¯i)
red(κR). It is easy to see that this map
is well-defined, i.e. independent of a lifting g˜ of g.
In order to show that this map is representable, we interpret it as matrices. Recall that a
matrix form of elements of G˜(κR) is (
2max{0,j−i}mi,j
)
,
where the diagonal block mi,i is(
si 2yi
2vi 1 + 2zi
)
or
 si ri 2ti2yi 1 + 2xi 2zi
vi ui 1 + 2wi

if Li is of type I
o or of type Ie, respectively.
Let g =
(
2max{0,j−i}mi,j
)
. Then g maps to the following:
When Li is of type II, g maps tomi,i (if Li is free) or to
(
mi,i 0
δi−1ei−1 ·mi−1,i + δi+1ei+1 ·mi+1,i 1
)
(if Li is bound). Here, δj =
{
1 if Lj is of type I ;
0 if Lj is of type II ,
and ej = (0, · · · , 0, 1) (resp. ej =
(0, · · · , 0, 1, 0)) of size 1× nj if Lj is of type Io (resp. of type Ie).
When Li is of type I, g maps to si if Li is free of type I
o or free of type Ie2 . For the other
cases with Li of type I, namely if Li is free of type I
e
1 , bound of type I
o, or bound of type Ie, g
maps to
(
si 0
δ′i
√
γ˜i · vi + (δi−1ei−1 ·mi−1,i + δi+1ei+1 ·mi+1,i) · e˜i 1
)
.
Here, δj and ej are as explained above and
√
γ˜i is as explained at the beginning of Appendix.
In addition, δ′i =
{
1 if Li is of type I
e;
0 if Li is of type I
o,
and e˜i =
(
id
0
)
of size ni×(ni−1) (resp. ni×(ni−2)),
where id is the identity matrix of size (ni− 1)× (ni− 1) (resp. (ni− 2)× (ni− 2)) if Li is of type
Io (resp. of type Ie).
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This matrix interpretation induces the Hopf algebra morphism (polynomials of degree at most
1) from the coordinate ring of O(V¯i, q¯i)
red to the coordinate ring of G˜, which accordingly induces
an algebraic group homomorphism ϕi : G˜ → O(V¯i, q¯i)red such that the group homomorphism
induced by ϕi at the level of κR-points is as given above.
Since G˜ is smooth over κ, the set of κR-points of G˜ for all finite extensions κR/κ is dense in
G˜ by Corollary 13 of Section 2.2 in [BLR90]. Therefore, ϕi is uniquely determined by the map
constructed above at the level of κR-points.
Theorem 4.1. The morphism ϕ defined by
ϕ =
∏
i
ϕi : G˜ −→
∏
i
O(V¯i, q¯i)
red
is surjective.
Proof. Assume that dimension of G˜ = dimension of Ker ϕ +
∑
i (dimension of O(V¯i, q¯i)
red).
Thus Im ϕ contains the identity component of
∏
iO(V¯i, q¯i)
red. Here Ker ϕ denotes the kernel of
ϕ and Im ϕ denotes the image of ϕ.
Recall that a matrix form of elements of G˜(R) for a κ-algebra R is
m =
(
2max{0,j−i}mi,j
)
,
where the diagonal block mi,i is(
si 2yi
2vi 1 + 2zi
)
or
 si ri 2ti2yi 1 + 2xi 2zi
vi ui 1 + 2wi

if Li is of type I
o or of type Ie, respectively.
Let H be the set of i’s such that O(V¯i, q¯i)red is disconnected. Notice that O(V¯i, q¯i)red is
disconnected exactly when Li is free of type II, free of type I
o, or free of type Ie2. For such a
lattice Li, we define the closed subgroup scheme Hi of G˜ as follows:
– If Li is free of type II, then Hi is defined by the equations mj,k = 0 if j 6= k, and mj,j = id
if j 6= i.
– If Li is free of type I
o, then Hi is defined by the equations mj,k = 0 if j 6= k, mj,j = id if
j 6= i, and yi = 0, vi = 0, zi = 0.
– If Li is free of type I
e
2, then Hi is defined by the equations mj,k = 0 if j 6= k, mj,j = id if
j 6= i, and ri = 0, ti = 0, yi = 0, xi = 0, zi = 0, vi = 0, ui = 0, wi = 0.
Then ϕi induces an isomorphism between Hi and O(V¯i, q¯i)
red. We consider the morphism∏
i∈H
Hi −→ G˜,
(hi)i∈H 7→
∏
i∈H hi. Note thatHi andHj commute with each other in the sense that hi·hj = hj ·hi
for all i 6= j, where hi ∈ Hi(R) and hj ∈ Hj(R) for a κ-algebra R. Based on this, the above
morphism becomes a group homomorphism. In addition, the fact that Hi ∩Hj = 0 for all i 6= j
implies that this morphism is injective. Thus the product
∏
i∈HHi is embedded into G˜ as a
closed subgroup scheme. Since ϕi|Hj is trivial for i 6= j, the morphism∏
i∈H
ϕi :
∏
i∈H
Hi →
∏
i∈H
O(V¯i, q¯i)
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is an isomorphism. Therefore, ϕ is surjective. Now it suffices to establish the assumption made
at the beginning of the proof, which is the next lemma.
Lemma 4.2. Ker ϕ is isomorphic to Al × (Z/2Z)α+β as κ-varieties, where Al is an affine space
of the dimension l. Here,
– α is the number of i’s such that Li is free of type I
e
1.
– β is the size of the set of j’s such that Lj is of type I and Lj+2 is of type II.
– l is such that l +
∑
i (dimension of O(V¯i, q¯i)
red) = dimension of G˜.
The proof is postponed to the Appendix.
Remark 4.3. We describe Im ϕi as follows.
Type of lattice Li Im ϕi
Io, free O(ni − 1, q¯i)
Ie1, free SO(ni − 1, q¯i)
Ie2, free O(ni − 2, q¯i)
II, free O(ni, q¯i)
Io, bound SO(ni, q¯i)
Ie, bound SO(ni − 1, q¯i)
II, bound SO(ni + 1, q¯i)
4.2 The first construction of component groups
The purpose of this subsection and the next subsection is to define the surjective morphism from
G˜ to (Z/2Z)α+β , where α and β are defined in Lemma 4.2.
We first define two constant group schemes Ei and Fi. We consider the closed subgroup
scheme H˜i of G˜ defined by equations
mi,j = 0 and mj,j = id for all j 6= i.
Then H˜i is isomorphic to the special fiber of the smooth affine group scheme associated to the
lattice Li.
If Li is of type I
e, then a matrix form of elements of H˜i is s r 2t2y 1 + 2x 2z
v u 1 + 2w
 .
The subgroup scheme Ei is defined by the following equations:
s = id, r = 0, t = 0, y = 0, v = 0, z = 0, and w = 0.
The equations defining the subgroup scheme Fi is as follows:
s = id, r = 0, t = 0, y = 0, v = 0, u = 0, and w = 0.
Obviously, these are closed subgroup schemes of G˜. If Li is of type I
e, then Fi is isomorphic to
Z/2Z. In particular, if Li is free of type Ie1, then Ei is isomorphic to Z/2Z as well.
If Li is of type I
o, then a matrix form of elements of H˜i is(
si 2yi
2vi 1 + 2zi
)
.
18
Group schemes and local densities of quadratic lattices when p = 2
The closed subgroup scheme Fi of H˜i is defined by equations
si = id, yi = 0, and vi = 0
and it is isomorphic to Z/2Z.
We now construct the morphism ξi : G˜ −→ Z/2Z. Assume that Li is free of type Ie1. Consider
the linear form
1
2i
〈−, e〉 mod 2 on Ai/Xi,
where e is the vector in Ai/Xi as defined in Section 2.3. This linear form is fixed by elements of
G(R) for a flat A-algebra R, because the vector e is fixed by elements of G(R). We choose an
arbitrary linear form l on Ai such that
l mod 2 =
1
2i
〈−, e〉 mod 2 on Ai/Xi.
Define the quadratic form q′ by l2. Notice that the norm of the quadratic lattice (Ai,
1
2i
q+ q′) is
the prime ideal (2). If we consider the quadratic form 12 (
1
2i
q+q′) mod 2 defined over the κ-vector
space Ai/Xi, then it is stabilized by elements of G(R) for a flat A-algebra R. It is obvious that
this quadratic form defined over Ai/Xi is nonsingular and independent of the choice of l. Thus
we have a morphism of algebraic groups
G˜ −→ O(Ai/Xi, 1
2
(
1
2i
q + q′))
defined over κ. As matrices, if we express g =
(
2max{0,j−i}mi,j
) ∈ G˜(R) with
mi,i =
 si ri 2ti2yi 1 + 2xi 2zi
vi ui 1 + 2wi
 for a κ-algebra R, then g maps to
si ri 00 1 0
vi ui 1
.
Note that the dimension of the κ-vector space Ai/Xi is the same as that of Li/2Li, which
is the even integer ni. On the other hand, there is a surjective morphism from this orthogonal
group onto Z/2Z, namely the Dickson invariant, since the dimension of the κ-vector space Ai/Xi
is even. We define
ξi : G˜ −→ Z/2Z
to be the composition of the Dickson invariant and the preceding morphism.
Remark 4.4. We describe the Dickson invariant as the determinant morphism of a smooth affine
group scheme. Let (V¯ , q¯) be a nonsingular quadratic space, where V¯ is a κ-vector space of even di-
mension. Then we can choose a unimodular lattice (L, q) of type II such that (L/2L, 12q mod 2) =
(V¯ , q¯). If µn,A is the group scheme of n-th roots of unity defined over A, then the determinant
morphism gives a morphism of group schemes
det : G′ → µ2,A
defined over A. Here, G′ is a naive integral model such that G′(R) = AutR(L ⊗A R, q ⊗A R)
for every commutative A-algebra R. Moreover, we can regard µ2,A as a naive integral model of
the orthogonal group associated to a quadratic lattice of rank 1. Then it is easily seen that the
smooth affine group scheme associated to this quadratic lattice of rank 1 is Z/2Z, by observing
the equation defining it.
Based on the above, the morphism det induces a morphism of group schemes from G to Z/2Z
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defined over A by functoriality of smooth integral models and this morphism gives the morphism
d˜et : G˜→ Z/2Z
defined over κ. Furthermore, it is easily seen that d˜et is surjective. In fact, the kernel of d˜et is
the identity component. To see this, we observe that the morphism
ϕ : G˜ −→ O(L/2L, 1
2
q mod 2)(= O(V¯ , q¯))
is an isomorphism by Theorem 4.1 and Lemma 4.2 and so G˜ has two connected components.
On the other hand, the Dickson invariant gives a surjective morphism from G˜(∼= O(V¯ , q¯)) to
Z/2Z and its kernel is the identity component as well. Therefore, the Dickson invariant is the
same as the morphism d˜et.
Lemma 4.5. The restricted morphism
ξi|Ei : Ei −→ Z/2Z
is an isomorphism. Recall that Ei is defined at the beginning of this subsection.
Proof. If we consider the closed subgroup scheme of H˜i defined by equations
s = id, r = 0, t = 0, y = 0, and v = 0,
then this group scheme is isomorphic to the special fiber of the smooth affine group scheme
associated to a lattice free of type Ie1 with rank 2. Since Ei is a subgroup scheme of this group
scheme, we may and do assume that ni = 2.
Based on Remark 4.4, we describe the morphism d˜et associate to the orthogonal group
O(Ai/Xi,
1
2(
1
2i
q+ q′)) explicitly. Choose a lattice of rank 2 with a Gram matrix
(
2 1
1 2γi
)
. Here,
γi is a unit in A such that Li = A(1, 2γi). Since this lattice is unimodular of type II, a matrix
form of a flat A-algebra point of the associated smooth integral model is
(
x y
u z
)
. In other words,
there are no congruence conditions. This matrix satisfies three equations:
x2 + ux+ γi · u2 = 1, 2xy + xz + uy + 2γi · zu = 1, y2 + yz + γi · z2 = γi.
The determinant of this matrix is xz − uy = 1 − 2(uy + xy + γi · zu). We also express a κ-
algebra point of the smooth integral model as the matrix
(
x y
u z
)
. Then d˜et maps
(
x y
u z
)
to
uy + xy + γ˜i · zu. Here, γ˜i(6= 0) is the image of γi in the residue field κ.
For g ∈ Ei(R), ξi|Ei(g) = d˜et(
(
1 0
ui 1
)
) = γ˜i · ui. Therefore, ξi|Ei is an isomorphism.
Combining all morphism ξi’s, we have the following theorem:
Theorem 4.6. The morphism ξ =
∏
i ξi : G˜ → (Z/2Z)α is surjective. Here, α is the number of
i’s such that Li is free of type I
e
1.
Proof. Define the scheme E to be the product of Ei’s such that Li is free of type I
e
1. Notice
that Ei and Ej commute with each other in the sense that ei · ej = ej · ei for all i 6= j, where
ei ∈ Ei and ej ∈ Ej and Li and Lj are free of type Ie1 , and that Ei ∩ Ej = 0. Thus E can be
embedded into G˜ as a closed subgroup scheme. In addition, it is obvious that ξi|Ej is trivial for
i 6= j. Therefore ξ induces an isomorphism of algebraic groups from E to (Z/2Z)α defined over
κ. This completes the proof.
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4.3 The second construction of component groups
In this subsection, we will construct the morphism ψ from G˜ to (Z/2Z)β . We begin by defining
several lattices.
Definition 4.7. We define the lattice L1 which is the sublattice of L such that L1/2L is the
kernel of the symmetric bilinear form 〈−,−〉 mod 2 on L/2L. Similarly we define the lattice Li
which is the sublattice of Li−1 such that Li/2Li−1 is the kernel of the symmetric bilinear form
1
2i−1
〈−,−〉 mod 2 on Li−1/2Li−1 for all i > 1. For simplicity, put
L0 = L =
⊕
i>0
Li, 0 6 i < N.
The description of Li is
L2m = 2m(L0 ⊕ L1)⊕ 2m−1(L2 ⊕ L3)⊕ · · · ⊕ 2(L2m−2 ⊕ L2m−1)⊕
⊕
i>2m
Li
and
L2m−1 = 2mL0 ⊕ 2m−1(L1 ⊕ L2)⊕ · · · ⊕ 2(L2m−3 ⊕ L2m−2)⊕
⊕
i>2m−1
Li.
We choose a Jordan splitting for the quadratic lattice (L2m, 1
22m
q) as follows:
L2m =
⊕
i>0
Mi,
where
M0 = 2
mL0 ⊕ 2m−1L2 ⊕ · · · ⊕ 2L2m−2 ⊕ L2m,
M1 = 2
mL1 ⊕ 2m−1L3 ⊕ · · · ⊕ 2L2m−1 ⊕ L2m+1
and Mk = L2m+k if k > 2.
Here, Mi is modular and S(Mi) = (2
i). For the quadratic lattice (L2m−1, 1
22m−1
q), a chosen
Jordan splitting is as follows:
L2m−1 =
⊕
i>0
Mi,
where
M0 = 2
m−1L1 ⊕ 2m−2L3 ⊕ · · · ⊕ 2L2m−3 ⊕ L2m−1,
M1 = 2
mL0 ⊕ 2m−1L2 ⊕ · · · ⊕ 2L2m−2 ⊕ L2m
and Mk = L2m−1+k if k > 2.
Definition 4.8. We define C(L) to be the sublattice of L such that
C(L) = {x ∈ L | 〈x, y〉 ∈ (2) for all y ∈ B(L)}.
We choose any integer j such that Lj is of type I and Lj+2 is of type II. We stress that M0 is
of type I and M2 = Lj+2 is of type II. We choose a basis (〈ei〉, e) (resp. (〈ei〉, a, e)) for M0 based
on Theorem 2.4 when the rank of M0 is odd (resp. even). Then B(L
j) is spanned by
(〈ei〉, 2e) (resp. (〈ei〉, 2a, e)) and M1 ⊕ (
⊕
i>2
Mi)
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and C(Lj) is spanned by
(〈2ei〉, e) (resp. (〈2ei〉, 2a, e)) and M1 ⊕ (
⊕
i>2
Mi).
We now construct the morphism ψj : G˜→ Z/2Z as follows (There are 2 cases depending on
whether M0 is of type I
e or of type Io.):
(1) Firstly, we assume that M0 is of type I
e. We choose a Jordan splitting for the quadratic
lattice (C(Lj), 1
2j+1
q) as follows:
C(Lj) =
⊕
i>0
M ′i .
Notice that M ′1 is of type II so that M
′
0 is free. Let Gj denote the special fiber of the
smooth affine group scheme associated to the quadratic lattice (C(Lj), 1
2j+1
q). We now have
a morphism from G˜ to Gj .
If M ′0 is of type II, of type I
o or of type Ie2, then we have a morphism from Gj to the even
orthogonal group associated to M ′0 as explained in Section 4.1. Thus, the Dickson invariant
of this orthogonal group induces the morphism
ψj : G˜ −→ Z/2Z.
IfM ′0 is of type I
e
1, then we have a morphism from Gj to Z/2Z associated toM
′
0 as explained
in Section 4.2. It induces the morphism
ψj : G˜ −→ Z/2Z.
(2) We next assume that M0 is of type I
o. We choose a Jordan splitting for the quadratic lattice
(C(Lj), 1
2j
q) as follows:
C(Lj) =
⊕
i>0
M ′i .
Notice that the rank of the unimodular lattice M ′0 is 1 and the lattice M
′
2 is of type II. If
Gj denotes the special fiber of the smooth affine group scheme associated to the quadratic
lattice (C(Lj), 1
2j
q), we have a morphism from G˜ to Gj .
We now consider the new quadratic lattice M ′0 ⊕ C(Lj). The smooth affine group scheme
associated to the quadratic lattice (C(Lj), 1
2j
q) can be embedded into the smooth affine
group scheme associated to the quadratic lattice M ′0 ⊕C(Lj) as a closed subgroup scheme.
Thus the special fiber Gj of the former group scheme is embedded into the special fiber
of the latter group scheme. Since the unimodular lattice M ′0 ⊕ M ′0 is of type Ie, where
(M ′0 ⊕M ′0)⊕
⊕
i>1M
′
i is a Jordan splitting of the quadratic lattice M
′
0 ⊕C(Lj), we have a
morphism from the special fiber of the latter group scheme to Z/2Z as constructed in the
first case. It induces the morphism
ψj : G˜ −→ Z/2Z.
(3) Combining all cases, we have the morphism
ψ =
∏
j
ψj : G˜ −→ (Z/2Z)β ,
where β is the size of the set of j’s such that Lj is of type I and Lj+2 is of type II.
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Remark 4.9. There is another description for β. We consider the type sequence {ai} such that
ai is I or II according to the parity type of Li. Define two sequences bm = a2m+1 and cm = a2m.
Then we take maximal consecutive terms consisting of I in each bm or cm. The set consisting of
these terms is finite and its size is β. For example, if
{an}n>0 = {I I I II I I II I II I I},
then
{bm}m>0 = {I II I I I} and {cm}m>0 = {I I I II II I}.
Hence β is 2 + 2 = 4.
We now have the following result.
Theorem 4.10. The morphism
ψ =
∏
j
ψj : G˜ −→ (Z/2Z)β
is surjective.
Moreover, the morphism
ϕ× ξ × ψ : G˜→
∏
i
O(V¯i, q¯i)
red × (Z/2Z)α+β
is also surjective.
Proof. We first show that ψj is surjective. Note that for such a j, Lj is of type I and Lj+2 is
of type II. Recall that we have defined the closed subgroup scheme Fj of G˜ at the beginning of
Section 4.2 and it is isomorphic to Z/2Z. Now it suffices to show that ψj |Fj is an isomorphism
and its proof is similar to that of Lemma 4.5 so we may skip.
Surjectivity of ψ is similar to Theorem 4.6. Notice that Fi and Fj commute with each other
for all i 6= j, where Li and Lj (resp. Li+2 and Lj+2) are of type I (resp. of type II ), and that
Fi ∩ Fj = 0. Thus the product F =
∏
j Fj is embedded into G˜ as a closed subgroup scheme.
In addition, it is obvious that ψi|Fj is trivial for all i < j. Hence the morphism ψ induces an
isomorphism of algebraic groups from F to (Z/2Z)β defined over κ. This shows surjectivity of
the morphism ψ.
For surjectivity of ϕ× ξ×ψ, it suffices to show that ξ×ψ|Ker ϕ is surjective onto (Z/2Z)α+β .
Since the morphism ϕ vanishes on E and F , the two schemes E and F are subschemes of Ker ϕ.
Notice that the intersection of E and F as subgroup schemes of Ker ϕ is trivial. This fact implies
that the product E × F is embedded into Ker ϕ as κ-schemes. Notice that E and F may not
commute with each other so E × F may not inherit subgroup scheme structure of Ker ϕ. It is
easily seen from the construction of E and F that the restricted morphisms ξ|F and ψ|E are
trivial. Therefore, ξ × ψ induces an isomorphism from E × F to (Z/2Z)α+β as κ-schemes. This
completes the proof.
4.4 The maximal reductive quotient of G˜
Let M˜ be the special fiber of M∗. Let
M˜i = GLκ(Bi/Yi).
For any κ-algebra R, let m =
(
2max{0,j−i}mi,j
) ∈ M˜(R). Recall that si is a block of mi,i if Li is
of type I, as explained in Section 3.1. Then si ∈ M˜i(R). If Li is of type II, then mi,i ∈ M˜i(R).
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Therefore, we have a surjective morphism of algebraic groups
r : M˜ −→
∏
M˜i,
defined over κ. We now have the following lemma:
Lemma 4.11. The kernel of r is the unipotent radical M˜+ of M˜ , and
∏
M˜i is the maximal
reductive quotient of M˜ .
We finally have the structural theorem for the algebraic group G˜.
Theorem 4.12. The morphism
ϕ× ξ × ψ : G˜ −→
∏
i
O(V¯i, q¯i)
red × (Z/2Z)α+β
is surjective and the kernel is unipotent and connected. Consequently,
∏
iO(V¯i, q¯i)
red×(Z/2Z)α+β
is the maximal reductive quotient. Here, O(V¯i, q¯i)
red is explained in Section 4.1 (especially, Re-
mark 4.3), and α and β are defined in Lemma 4.2.
Proof. We only need to prove that the kernel is unipotent and connected. Since the kernel of ϕ
is a closed subgroup scheme of the unipotent group M˜+, it suffices to show that the kernel of
ϕ×ξ×ψ is connected. Equivalently, it suffices to show that the kernel of the restricted morphism
ξ × ψ|Ker ϕ is connected. From Lemma 4.2, Ker ϕ ∼= Al × (Z/2Z)α+β as κ-varieties. Since the
restricted morphism ξ×ψ|Ker ϕ is surjective onto (Z/2Z)α+β , we complete the proof by counting
the number of connected components.
Remark 4.13. Recall that α is the number of i’s such that Li is free of type I
e
1. For such a lattice,
Im ϕi is SO(ni − 1) which is connected. If a lattice is free with nontrivial V¯i but not of type Ie1,
then Im ϕi is disconnected with two connected components. Therefore the maximal reductive
quotient ∏
O(V¯i, q¯i)
red × (Z/2Z)α+β
is isomorphic to ∏
SO(V¯i, q¯i)× (Z/2Z)α′+β,
as κ-varieties, where α′ is the number of i’s such that Li is free with nontrivial V¯i.
5. Comparison of volume forms and final formulas
This section is based on Section 7 of [GY00]. In the construction of Section 3.2 of [GY00], pick
ω′M and ω
′
Q to be such that ∫
M(A)
|ω′M | = 1 and
∫
Q(A)
|ω′Q| = 1.
Put ωcan = ω′M/ρ
∗ω′Q. By Theorem 3.5, we have an exact sequence of locally free sheaves on M
∗:
0 −→ ρ∗ΩQ/A −→ ΩM∗/A −→ ΩM∗/Q −→ 0.
It follows that ωcan is of the type discussed in Section 3 of [GY00].
Lemma 5.1. Let π be a uniformizer of A. Then
ωM = π
NMω′M , NM =
∑
Li:type I
(2ni − 1) +
∑
i<j
(j − i) · ni · nj + 2b,
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ωQ = π
NQω′Q, NQ =
∑
Li:type I
2ni +
∑
i<j
j · ni · nj +
∑
i
di + b+ c,
ωld = πNM−NQωcan.
Here
– b is the total number of pairs of adjacent constituents Li and Li+1 that are both of type I.
(b is denoted by n(I, I) in [CS88].)
– c is the sum of dimensions of all nonempty Jordan constituents Li’s that are of type II. (c
is denoted by n(II) in [CS88].)
– di = i · ni · (ni + 1)/2.
Theorem 5.2. Let f be the cardinality of κ. The local density of (L, q) is
βL =
1
[O(V, q) : SO(V, q)]
fN · f−dim O(V,q)♯G˜(κ),
where N = NQ −NM = t+
∑
i<j i · ni · nj +
∑
i di − b+ c, t = the total number of Li’s that
are of type I. Here, ♯G˜(κ) can be computed based on Remark 5.3.(1) and Theorem 4.12.
Remark 5.3. (i) In the above local density formula, ♯G˜(κ) is computed as follows. We denote
by RuG˜ the unipotent radical of G˜ so that the maximal reductive quotient of G˜ is G˜/RuG˜.
That is, there is the following exact sequence of group schemes over κ:
1 −→ RuG˜ −→ G˜ −→ G˜/RuG˜ −→ 1.
Furthermore, the following sequence of groups
1 −→ RuG˜(κ) −→ G˜(κ) −→ (G˜/RuG˜)(κ) −→ 1.
is also exact by Lemma 6.3.3 in [GY00]. Lemma 6.3.3 in [GY00] also induces that ♯RuG˜(κ) is
fm, where m is the dimension of RuG˜. Notice that the dimension of RuG˜ can be computed
explicitly based on Theorem 4.12 or Remark 4.13, since the dimension of G˜ is n(n−1)2 with
n = rankAL. In addition, the order of an orthogonal group defined over a finite field is well
known. Thus, one can compute ♯(G˜/RuG˜)(κ) explicitly based on Theorem 4.12 or Remark
4.13. Finally, the order of the group G˜(κ) is identified as follows:
♯G˜(κ) = ♯RuG˜(κ) · ♯(G˜/RuG˜)(κ).
(ii) As in Remark 7.4 of [GY00], although we have assumed that ni = 0 for i < 0, it is easy to
check that the formula in the preceding theorem remains true without this assumption.
6. The mass formula for Qn(x1, · · · , xn) = x21 + · · ·+ x2n
Let us apply the local density formula to obtain the mass formula for the integral quadratic form
Qn(x1, · · · , xn) = x21 + · · ·+ x2n.
As we are working globally, we differ from our previous notation at times. Let k be a totally
real number field of degree d over Q and R be its ring of integers. Assume that the ideal (2) is
unramified over R. For a place v of k, we let kv be the corresponding completion of k. For a finite
place v of k, let κv denote the residue field of the completion of k at v, and qv be the cardinality
of κv. We consider the quadratic R-lattice (L,Q) such that Qn(x1, · · · , xn) = x21 + · · ·+ x2n. The
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paper [GY00] of Gan and Yu includes a complete discussion of the Smith-Minkowski-Siegel mass
formula. Applying it to the quadratic lattice (L,Q), we have the following formula:
Proposition 6.1 ([GY00], Theorem 10.20).
Mass(L,Qn) = c(L) ·
d
n(n−1)/4
k∏
v finite βLv
.
Here, c(L) = (λ−1µ)d, dk is the discriminant of k over Q, and βLv is the local density associated
to the quadratic lattice Lv.
λ =
∏
i
(2π)di
(di−1)!
, di’s run over the degrees of G.
µ = 2n(resp. 2(n+1)/2) if n is even (resp. n is odd).
We define I1 = {v : 2|qv and [κv : F2] is odd} and I2 = {v : 2|qv and [κv : F2] is even}, where
Fq is the finite field with q elements. Let I = I1 ∪ I2.
Based on Theorem 7.3 of [GY00] and Theorem 5.2 of this paper, we have the following formula
for the local density: {
βLv = 1/2q
−n(n−1)/2
v · ♯O(n,Qn) if v ∤ (2);
βLv = 1/2q
1−n(n−1)/2
v · ♯G˜(κv) If v | (2),
where
♯G˜(κv) =

4qn−1v · ♯SO(n− 1) if n ≡ ±1 mod 8, or n ≡ ±3 mod 8 and v ∈ I2;
4qn−1v · ♯2SO(n− 1) if n ≡ ±3 mod 8 and v ∈ I1;
4qn−1v · ♯SO(n− 1) if n ≡ ±2 mod 8;
4q2n−3v · ♯SO(n− 2) if n ≡ ±0 mod 8, or n ≡ 4 mod 8 and v ∈ I2;
4q2n−3v · ♯2SO(n− 2) if n ≡ 4 mod 8 and v ∈ I1.
Here, SO(n) (resp.,2SO(n)) denotes the split (resp., nonsplit) connected orthogonal group over
κv.
The order of an orthogonal group defined over a finite field is well known. We state it below
according to the characteristic of a finite field and the dimension n.
If the characteristic of the finite field κv is greater than 2, then the order of an orthogonal
group is as follows:
♯O(2m+ 1, Q2m+1) = 2q
m2
v
∏m
i=1(q
2i
v − 1)
♯O(2m,Q2m) = 2q
m(m−1)
v (qmv − 1)
∏m−1
i=1 (q
2i
v − 1) if −1 is a square in Fq
♯O(2m,Q2m) = 2q
m(m−1)
v (qmv − (−1)m)
∏m−1
i=1 (q
2i
v − 1) if −1 is not a square in Fq.
If the characteristic of the finite field κv is 2, then the order of an orthogonal group is as
follows:
♯SO(2m+ 1) = qm
2
v
∏m
i=1(q
2i
v − 1)
♯SO(2m) = q
m(m−1)
v (qmv − 1)
∏m−1
i=1 (q
2i
v − 1)
♯2SO(2m) = q
m(m−1)
v (qmv + 1)
∏m−1
i=1 (q
2i
v − 1).
By combining these with Proposition 6.1, we have the following theorem:
Theorem 6.2. (1) When n = 2m+ 1,
Mass(L,Qn) = ((
m∏
i=1
(2i − 1)!
(2π)2i
) · 2m+1)d · dn(n−1)/4k ·D(L) ·
m∏
i=1
ζk(2i), (6.3)
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D(L) =
{ ∏
v∈I
qmv +1
2qm+1v
if n ≡ ±1 mod 8;∏
v∈I1
qmv −1
2qm+1v
·∏v∈I2 qmv +12qm+1v if n ≡ ±3 mod 8.
(2) When n = 2m,
Mass(L,Qn) = ((
m−1∏
i=1
(2i− 1)!
(2π)2i
)· (m− 1)!
(2π)m
·22m)d·dn(n−1)/4k ·D(L)·Lk(m,χ)·
m−1∏
i=1
ζk(2i), (6.4)
D(L) =

∏
v∈I
(qm−1v +1)(q
m
v −1)
2q2mv
if n ≡ 0 mod 8;∏
v∈I1
(qm−1v −1)(q
m
v −1)
2q2mv
·∏v∈I2 (qm−1v +1)(qmv −1)2q2mv if n ≡ 4 mod 8;∏
v∈I
1
2qv
if n ≡ ±2 mod 8.
Here χ is the Galois character of k(
√
(−1)m) over k.
Since the mass formula represents a rational number, we can rewrite the above formulas using
the functional equations of the Dedekind zeta function and the Hecke L-series. For the functional
equation of the Dedekind zeta function, we refer to [Neu99].
Proposition 6.5 ([Neu99], Corollary VII.5.10). Let ζk(s) be the Dedekind zeta function of the
totally real number field k. The completed zeta function
Zk(s) = d
s/2
k · (π−s/2Γ(s/2))d · ζk(s)
satisfies the functional equation
Zk(s) = Zk(1− s).
If s = 2i for an integer i, the above proposition gives the following equation:
ζk(1− 2i) = d2i−1/2k · (π−2i+1/2
Γ(i)
Γ(12 − i)
)d · ζk(2i), (6.6)
where Γ(i) = (i− 1)! and Γ(12 − i) = (−4)
i·i!
(2i)!
√
π. Therefore,
Γ(i)
Γ(12 − i)
= 2 · (2i − 1)! · (−4)−i · π−1/2.
We first assume that n = 2m+ 1. Then Equation (6.6) induces the following equation:
m∏
i=1
ζk(1− 2i) = (dk)m2+m/2 · 2md · (−1)m(m+1)d/2 ·
m∏
i=1
((
(2i − 1)!
(2π)2i
)d · ζk(2i)).
If we apply the above to Equation (6.3), then we have the following Mass formula:
Mass(L,Qn) = (−1)m(m+1)d/2 · 2d ·D(L) ·
m∏
i=1
ζk(1− 2i). (6.7)
We next assume that n = 2m. Then Equation (6.6) induces the following equation:
m−1∏
i=1
ζk(1− 2i) = (dk)m2−m/2 · 2md−d · (−1)m(m−1)d/2 ·
m−1∏
i=1
((
(2i − 1)!
(2π)2i
)d · ζk(2i)).
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If we apply the above to Equation (6.4), then we have the following Mass formula:
Mass(L,Qn) = d
m−1/2
k ·π−md ·(−1)m(m−1)d/2 ·((m−1)!)d ·2d ·D(L)·Lk(m,χ)·
m−1∏
i=1
ζk(1−2i). (6.8)
Let us apply the functional equation of the Hecke L-series to Equation (6.8). If m is even,
equivalently n ≡ 0 or 4 mod 8, then the character χ is trivial. Let m = 2m′. If we put i = m′ in
Equation (6.6), we have the following:
ζk(1−m) = dm−1/2k · (π−m+1/2
Γ(m′)
Γ(1/2 −m′))
d · ζk(m).
Equivalently,
ζk(1−m) = dm−1/2k · 2d · (
(m− 1)!
(−1)m′ · (2π)m )
d · ζk(m). (6.9)
We apply Equation (6.9) to Equation (6.8). Then we have the following Mass formula:
Mass(L,Qn) = 2
md ·D(L) · ζk(1−m) ·
m−1∏
i=1
ζk(1− 2i). (6.10)
Assume that m (= 2m′ + 1) is odd, equivalently n ≡ ±2 mod 8. In this case, the Galois
character χ is non-trivial. We state the functional equation for the Hecke L-series.
Proposition 6.11 ([Neu99], Corollary VII.8.6). The completed Hecke L-series
Λk(s, χ) = (dk ·Nk/Qf(χ))s/2 · (π
−(s+1)
2 · Γ(s+ 1
2
))d · Lk(s, χ)
satisfies the functional equation
Λk(s, χ) = ǫ(χ) · Λk(1− s, χ).
Here, f(χ) is the conductor of the Hecke character χ and |ǫ(χ)| = 1.
If s = m in the above proposition, we have the following equation:
Lk(m,χ) = ǫ(χ) · Lk(1−m,χ) · (dk ·Nk/Qf(χ))
1−n
2 · πmd · (−4)
m′d
((m− 1)!)d . (6.12)
Let us apply Equation (6.12) to Equation (6.8). Then we have the following Mass formula:
Mass(L,Qn) = 2
md ·D(L) · ǫ(χ) · (Nk/Qf(χ))(1−n)/2 · Lk(1−m,χ) ·
m−1∏
i=1
ζk(1− 2i). (6.13)
By combining Equation (6.7), (6.10) and (6.13), we finally have the following theorem:
Theorem 6.14. (1) When n = 2m+ 1,
Mass(L,Qn) = (−1)m(m+1)d/2 · dmk · 2d ·D(L) ·
m∏
i=1
ζk(1− 2i).
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(2) When n = 2m,
Mass(L,Qn) = 2
md ·D(L) · ǫ(χ) · (Nk/Qf(χ))(1−n)/2 · Lk(1−m,χ) ·
m−1∏
i=1
ζk(1− 2i).
Here, |ǫ(χ)| = 1 and D(L) is defined in Theorem 6.2.
7. Appendix: The proof of Lemma 4.2
Proof. Recall that M˜ is the special fiber of M∗. As similar to the construction of ϕi explained
at the beginning of Section 4.1, the morphism ϕi is extended to the morphism
ϕ˜i : M˜ −→ Autκ(V¯i)
such that ϕ˜i|G˜ = ϕi. Here, V¯i = Bi/Zi. We define
ϕ˜ =
∏
i
ϕ˜i : M˜ −→
∏
i
Autκ(V¯i).
Then ϕ˜|G˜ = ϕ.
Before describing the equations defining Ker ϕ˜, we state notations here. We use ai−1, bi−1, ci−1,
di−1, ei−1, fi−1, gi−1, hi−1, ii−1 (resp. a
′
i−1, b
′
i−1, c
′
i−1, d
′
i−1, e
′
i−1, f
′
i−1, g
′
i−1, h
′
i−1, i
′
i−1) to denote a
block in mi−1,i (resp. mi,i−1).
Recall that we have represented the given quadratic form q by a symmetric matrix
(
2i · δi
)
with
2i ·δi for the (i, i)-block and 0 for remaining blocks. Assume that Li is of type I. Let δi =
(
δ′i 0
0 δ′′i
)
,
where δ′i is an (ni − 1) × (ni − 1)-matrix (resp. an (ni − 2) × (ni − 2)-matrix) if Li is of type Io
(resp. of type Ie). In particular, if Li is of type I
e, δ′′i =
(
1 1
1 2γi
)
by Theorem 2.4. We denote
γi mod 2 by γ˜i(∈ κ). In addition, we denote the solution of the equation x2− γ˜i = 0 by
√
γ˜i(∈ κ).
We now describe the equations defining Ker ϕ˜. There are the following 9 cases according to
each type of Li−1, Li, Li+1.
(i) Assume that Li is free.
a) If Li is of type II, set mi,i = id.
b) If Li is of type I
o, set si = id.
c) If Li is of type I
e
1, set si = id and vi = 0.
d) If Li is of type I
e
2, set si = id.
(ii) Assume that Li−1 is of type I
o and Li+1 is of type II.
a) If Li is of type II, the matrix form of 2mi−1,i is
(
2ai−1
2bi−1
)
, where ai−1 is an (ni−1−1)×(ni)-
matrix, etc. Set mi,i = id and bi−1 = 0.
b) If Li is of type I
o, the matrix form of 2mi−1,i is
(
2ai−1 2ci−1
2bi−1 4fi−1
)
, where ai−1 is an
(ni−1 − 1)× (ni − 1)-matrix, etc. Set si = id and bi−1 = 0.
c) If Li is of type I
e, the matrix form of 2mi−1,i is
(
2ai−1 2ci−1 2ei−1
2bi−1 2di−1 4fi−1
)
, where ai−1 is
an (ni−1 − 1)× (ni − 2)-matrix, etc. If Li is of type Ie, set si = id and bi−1 =
√
γ˜i · vi.
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(iii) Assume that Li−1 is of type I
e and Li+1 is of type II.
a) If Li is of type II, the matrix form of 2mi−1,i is
2ai−12bi−1
2ci−1
, where ai−1 is an (ni−1− 2)×
(ni)-matrix, etc. Set mi,i = id and bi−1 = 0.
b) If Li is of type I
o, the matrix form of 2mi−1i is
2ai−1 2di−12bi−1 4fi−1
2ci−1 2ei−1
, where ai−1 is an
(ni−1 − 2)× (ni − 1)-matrix, etc. Set si = id and bi−1 = 0.
c) If Li is of type I
e, the matrix form of 2mi−1,i is
2ai−1 2ii−1 2hi−12bi−1 2di−1 4fi−1
2ci−1 2gi−1 2ei−1
, where ai−1 is
an (ni−1 − 2)× (ni − 2)-matrix, etc. If Li is of type Ie, set si = id and bi−1 =
√
γ˜i · vi.
(iv) Assume that Li−1 is of type II and Li+1 is of type I
o.
a) If Li is of type II, the matrix form of mi+1,i is
(
a′i
b′i
)
, where a′i is an (ni+1 − 1) × (ni)-
matrix, etc. Set mi,i = id and b
′
i = 0.
b) If Li is of type I
o, the matrix form of mi+1,i is
(
a′i c
′
i
b′i 2f
′
i
)
, where a′i is an (ni+1 − 1) ×
(ni − 1)-matrix, etc. Set si = id and b′i = 0.
c) If Li is of type I
e, the matrix form of mi+1,i is
(
a′i c
′
i e
′
i
b′i d
′
i 2f
′
i
)
, where a′i is an (ni+1 −
1)× (ni − 2)-matrix, etc. If Li is of type Ie, set si = id and b′i =
√
γ˜i · vi.
(v) Assume that Li−1 is of type II and Li+1 is of type I
e.
a) If Li is of type II, the matrix form of mi+1,i is
a′ib′i
c′i
, where a′i is an (ni+1 − 2)× (ni)-
matrix, etc. Set mii = id and b
′
i = 0.
b) If Li is of type I
o, the matrix form of mi+1,i is
a′i d′ib′i 2f ′i
c′i e
′
i
, where a′i is an (ni+1 − 2)×
(ni − 1)-matrix, etc. Set si = id and b′i = 0.
c) If Li is of type I
e, the matrix form of mi+1,i is
a′i i′i h′ib′i d′i 2f ′i
c′i g
′
i e
′
i
, where a′i is an (ni+1 −
2)× (ni − 2)-matrix, etc. If Li is of type Ie, set si = id and b′i =
√
γ˜i · vi.
(vi) Assume that Li−1 is of type I
o and Li+1 is of type I
o.
a) If Li is of type II, the matrix form of 2mi−1,i is
(
2ai−1
2bi−1
)
, where ai−1 is an (ni−1−1)×(ni)-
matrix, and the matrix form of mi+1,i is
(
a′i
b′i
)
, where a′i is an (ni+1 − 1)× (ni)-matrix,
etc. Set mi,i = id and bi−1 = b
′
i.
b) If Li is of type I
o, the matrix form of 2mi−1,i is
(
2ai−1 2ci−1
2bi−1 4fi−1
)
, where ai−1 is an
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(ni−1− 1)× (ni− 1)-matrix, and the matrix form of mi+1,i is
(
a′i c
′
i
b′i 2f
′
i
)
, where a′i is an
(ni+1 − 1)× (ni − 1)-matrix, etc. Set si = id and bi−1 = b′i.
c) If Li is of type I
e, the matrix form of 2mi−1,i is
(
2ai−1 2ci−1 2ei−1
2bi−1 2di−1 4fi−1
)
, where ai−1
is an (ni−1 − 1) × (ni − 2)-matrix, and the matrix form of mi+1,i is
(
a′i c
′
i e
′
i
b′i d
′
i 2f
′
i
)
,
where a′i is an (ni+1 − 1) × (ni − 2)-matrix, etc. If Li is of type Ie, set si = id and
bi−1 +
√
γ˜i · vi + b′i = 0.
(vii) Assume that Li−1 is of type I
e and Li+1 is of type I
o.
a) If Li is of type II, the matrix form of 2mi−1,i is
2ai−12bi−1
2ci−1
, where ai−1 is an (ni−1− 2)×
(ni)-matrix, and the matrix form of mi+1,i is
(
a′i
b′i
)
, where a′i is an (ni+1 − 1) × (ni)-
matrix, etc. Set mii = id and bi−1 = b
′
i.
b) If Li is of type I
o, the matrix form of 2mi−1,i is
2ai−1 2di−12bi−1 4fi−1
2ci−1 2ei−1
, where ai−1 is an
(ni−1− 2)× (ni− 1)-matrix, and the matrix form of mi+1,i is
(
a′i c
′
i
b′i 2f
′
i
)
, where a′i is an
(ni+1 − 1)× (ni − 1)-matrix, etc. Set si = id and bi−1 = b′i.
c) If Li is of type I
e, the matrix form of 2mi−1,i is
2ai−1 2ii−1 2hi−12bi−1 2di−1 4fi−1
2ci−1 2gi−1 2ei−1
, where ai−1
is an (ni−1 − 2) × (ni − 2)-matrix, and the matrix form of mi+1,i is
(
a′i c
′
i e
′
i
b′i d
′
i 2f
′
i
)
,
where a′i is an (ni+1 − 1) × (ni − 2)-matrix, etc. If Li is of type Ie, set si = id and
bi−1 +
√
γ˜i · vi + b′i = 0.
(viii) Assume that Li−1 is of type I
o and Li+1 is of type I
e.
a) If Li is of type II, the matrix form of 2mi−1,i is
(
2ai−1
2bi−1
)
, where a′i is an (ni−1−1)×(ni)-
matrix, and the matrix form of mi+1,i is
a′ib′i
c′i
, where a′i is an (ni+1− 2)× (ni)-matrix,
Set mi,i = id and bi−1 = b
′
i.
b) If Li is of type I
o, the matrix form of 2mi−1,i is
(
2ai−1 2ci−1
2bi−1 4fi−1
)
, where ai−1 is an
(ni−1 − 1) × (ni − 1)-matrix, and the matrix form of mi+1,i is
a′i d′ib′i 2f ′i
c′i e
′
i
, where a′i is
an (ni+1 − 2)× (ni − 1)-matrix. Set si = id and bi−1 = b′i.
c) If Li is of type I
e, the matrix form of 2mi−1,i is
(
2ai−1 2ci−1 2ei−1
2bi−1 2di−1 4fi−1
)
, where ai−1 is an
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(ni−1−1)×(ni−2)-matrix, and the matrix form of mi+1,i is
a′i i′i h′ib′i d′i 2f ′i
c′i g
′
i e
′
i
, where a′i is
an (ni+1−2)× (ni−2)-matrix. If Li is of type Ie, set si = id and bi−1+
√
γ˜i ·vi+ b′i = 0.
(ix) Assume that Li−1 is of type I
e and Li+1 is of type I
e.
a) If Li is of type II, the matrix form of 2mi−1,i is
2ai−12bi−1
2ci−1
, where ai−1 is an (ni−1− 2)×
(ni)-matrix, and the matrix form of mi+1,i is
a′ib′i
c′i
, where a′i is an (ni+1 − 2) × (ni)-
matrix, etc. Set mi,i = id and bi−1 = b
′
i.
b) If Li is of type I
o, the matrix form of 2mi−1,i is
2ai−1 2di−12bi−1 4fi−1
2ci−1 2ei−1
, where ai−1 is an
(ni−1 − 2) × (ni − 1)-matrix, and the matrix form of mi+1,i is
a′i d′ib′i 2f ′i
c′i e
′
i
, where a′i is
an (ni+1 − 2)× (ni − 1)-matrix, etc. Set si = id and bi−1 = b′i.
c) If Li is of type I
e, the matrix form of 2mi−1,i is
2ai−1 2ii−1 2hi−12bi−1 2di−1 4fi−1
2ci−1 2gi−1 2ei−1
, where ai−1
is an (ni−1 − 2) × (ni − 2)-matrix, and the matrix form of mi+1,i is
a′i i′i h′ib′i d′i 2f ′i
c′i g
′
i e
′
i
,
where a′i is an (ni+1 − 2) × (ni − 2)-matrix, etc. If Li is of type Ie, set si = id and
bi−1 +
√
γ˜i · vi + b′i = 0.
Before investigating the equations defining Ker ϕ, let us introduce the notation δ′i(bi) in
this paragraph. Recall that we say δi =
(
δ′i 0
0 δ′′i
)
at the beginning of the Appendix. Then the
symmetric matrix δ′i defines a quadratic form which is 0 modulo 2. We define
δ′i(bi) :=
1
2
bi · δ′i · tbi
as matrix multiplication, where bi is a 1 × (ni − 1)-low vector (resp. 1 × (ni − 2)-low vector) if
Li is of type I
o (resp. of type Ie). If Li is of type II, we define δ
′
i(bi) =
1
2bi · δi · tbi, where bi is a
(1× ni)-low vector.
We are ready to state the equations defining Ker ϕ. They are obtained by the matrix equation
tmqm = q, where m is an element of Ker ϕ˜(R) for a κ-algebra R.
By observing the diagonal (i, i)-blocks of tmqm = q, we have the following matrix equation:
tmi,iδimi,i+2(
tmi−1,iδi−1mi−1,i+
tmi+1,iδi+1mi+1,i)+4(
tmi−2,iδi−2mi−2,i+
tmi+2,iδi+2mi+2,i) = (δi),
(7.1)
where 0 6 i < N.
By observing the (i, i + 1)-blocks of tmqm = q, we have the following matrix equation:
tmi,iδimi,i+1 +
tmi+1,iδi+1mi+1,i+1 + 2(
tmi−1,iδi−1mi−1,i+1 +
tmi+2,iδi+2mi+2,i+1) = 0, (7.2)
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where 0 6 i < N − 1.
By observing the (i, j)-blocks of tmqm = q, where i + 2 6 j, we have the following matrix
equation: ∑
i6k6j
tmk,iδkmk,j = 0, (7.3)
where 0 6 i, j < N.
We first state the equations Fi and Ei. These equations determine the connected components
of Ker ϕ. Assume that Li is of type I. By computing the (2× 2)-block (if Li is of type Io) or the
(3× 3)-block (if Li is of type Ie) of Equation (7.1), we have the equation Fi:
Fi : zi + z2i + δ′i−1(b′i−1) + δ′i+1(bi) + γ˜i−1 · e2i−1 + γ˜i+1 · d2i + x2i−2 + x2i = 0. (7.4)
Here,
– b′i−1 and bi are the blocks in mi,i−1 and mi,i+1 respectively, as defined above.
– ei−1 is the (3×2)-block (if Li is of type Io) or the (3×3)-block (if Li is of type Ie) of mi−1,i.
– di is the (2× 2)-block of mi,i+1.
– xi−2 is the (2 × 2)-block (resp. the (2 × 3)-block) of mi−2,i when Li is of type Io (resp. of
type Ie) and Li−2 is of type I.
– xi is the (2 × 2)-block or the (2 × 3)-block of mi,i+2 when Li+2 is of type Io or of type Ie,
respectively.
If Li−2 (resp. Li+2) is not of type I, we remove x
2
i−2 (resp. x
2
i ) in the equation Fi.
If Li is of type I
e, the (2× 2)-block of Equation (7.1) induces the equation Ei:
Ei : ui + γ˜i · u2i + δ′i(vi) + d2i−1 + e2i = 0. (7.5)
Here di−1 (resp. ei) appears only when Li−1 (resp. Li+1) is of type I.
We now choose a non-negative integer j such that Lj is of type I and Lj+2 is of type II.
For such a j, there is a non-negative integer mj such that Lj−2l is of type I for every l with
0 6 l 6 mj and Lj−2(mj+1) is of type II. Then the sum of equations
mj∑
l=0
Fj−2l +
′∑
l
γ˜j+1−2l · Ej+1−2l
becomes
m∑
l=0
(zj−2l + z
2
j−2l) +
′∑
l
(γ˜j+1−2l · uj+1−2l + γ˜j+1−2l2 · u2j+1−2l) = 0. (7.6)
Here
∑′
l γ˜j+1−2l · Ej+1−2l is the sum of the equations γ˜j+1−2l · Ej+1−2l’s such that 0 6 l 6 mj +1
and Lj+1−2l is of type I
e. On the other hand, if Li is free of type I
e
1 so that vi is 0, the equation
γ˜i · Ei becomes
γ˜i · ui + γ˜i2 · u2i = 0. (7.7)
We next state remaining equations defining Ker ϕ. In addition to the equations Fi and Ei,
Equation (7.1) induces the following:
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– If Li is of type I
o, the (1× 2)-block of Equation (7.1) is
δ′iyi +
tvi + Pi1,2 = 0. (7.8)
Here, Pi1,2 is a polynomial with variables mi−1,i,mi+1,i.
– If Li is of type I
e, the (1× 2)-block of Equation (7.1) is
δ′iri +
tvi = 0. (7.9)
– If Li is of type I
e, the (1× 3)-block of Equation (7.1) is
δ′iti +
tyi +
tvizi + γ˜i · tvi + Pi1,3 = 0. (7.10)
Here, Pi1,3 is a polynomial with variables mi−1,i,mi+1,i.
– If Li is of type I
e, the (2× 3)-block of Equation (7.1) is
xi + wi +
triδ
′
iti + zi + uizi + γ˜i · ui + Pi2,3 = 0. (7.11)
Here, Pi2,3 is a polynomial with variables mi−1,i,mi+1,i.
Equation (7.2) induces the following:
– If either Li or Li+1 is of type II, Equation (7.2) becomes
tmi,iδimi,i+1 +
tmi+1,iδi+1mi+1,i+1 = 0. (7.12)
– If both Li and Li+1 are of type I, Equation (7.2) consists of two parts:{
tmi,iδimi,i+1 +
tmi+1,iδi+1mi+1,i+1 = 0 except for the (ni × ni+1)-entry;
fi + f
′
i + P ′i = 0 for the (ni × ni+1)-entry.
}
(7.13)
Here, P ′i is a polynomial with variables mi,i,mi,i+1,mi+1,i,mi+1,i+1,mi−1,i,mi−1,i+1, mi+2,i
and mi+2,i+1. Notice that the polynomial P ′i does not include the variables fi, f ′i . We recall
that fi (resp. f
′
i) is such that 2fi (resp. 2f
′
i) is the entry of mi,i+1 (resp. mi+1,i).
Finally, we observe Equation (7.4), (7.5), (7.6), (7.7), (7.8), (7.9), (7.10), (7.11), (7.12), (7.13)
and (7.3). The closed subscheme Ker ϕ of Ker ϕ˜ is determined by these equations. It is easily
seen that Ker ϕ is a disconnected affine space with 2α+β components. Moreover, the dimension
of Ker ϕ can be computed by observing these equations or by the following lemma, and it is l.
This completes the proof.
The dimension of Ker ϕ is also computed from the following lemma easily.
Lemma 7.14. The dimension of Ker ϕ is l.
Proof. Since the dimension of Ker ϕ is at least l, it suffices to show that the dimension of the
tangent space of Ker ϕ at the identity e is l. It is enough to check the statement over the algebraic
closure κ¯ of κ. Recall the morphism
ϕ˜ : M˜ →
∏
i
Autκ(V¯i).
Then we have
Ker ϕ = G˜ ∩Ker ϕ˜
as closed subgroup schemes of M˜ . Recall that we have defined the map ρ∗,m : Tm → Tρ(m) and
we identified Tm and Tρ(m) with T1(κ¯) and T2(κ¯) respectively, in the proof of Lemma 3.6. Based
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on these, the tangent space of G˜ at e is the kernel of the map ρ∗,e. In addition, the tangent space
of Ker ϕ˜ at e is identified with the subspace of T1(κ¯), satisfying with 9 cases described at the
beginning of the Appendix if we change si = id and mi,i = id to si = 0 and mi,i = 0, respectively.
We denote this subspace by T0(κ¯).
The tangent space of Ker ϕ at e is the intersection of Ker ρ∗,e and T0(κ¯) as subspaces of
T1(κ¯). Thus it suffices to show that Ker ρ∗,e ∩ T0(κ¯) has dimension l.
Since X 7→ q · X is a bijection T1(κ¯) → T3(κ¯) as explained in the proof of Lemma 3.6, it
suffices to show that q · (Ker ρ∗,e ∩ T0(κ¯)) as a subspace of T3(κ¯) has dimension l. We have
q · (Ker ρ∗,e ∩ T0(κ¯)) = q ·Ker ρ∗,e ∩ q · T0(κ¯).
The space q · Ker ρ∗,e is the kernel of the map T3(κ¯) → T2(κ¯), Y 7→ tY + Y . Thus it is the
subspace of T3(κ¯) consisting of symmetric matrices Y ’s whose diagonal entries are 0. Notice that
this fact implies that the dimension of q ·Ker ρ∗,e is n(n− 1)/2, which is the dimension of G˜. By
considering q ·T0(κ¯), it is easily seen that the dimension of q ·Ker ρ∗,e ∩ q ·T0(κ¯) is exactly l.
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