Abstract. Let T f (x, t) = e 2πitϕ(D) f be the solution of of the general dispersive equation with the phase function ϕ and initial data f in the Schwartz class. In case that the phase ϕ has a suitable growth rate at the infinity and the origin and f is a finite linear combination of radial and spherical harmonic functions, we have global L p estimates of maximal operator defined by taking the supremum w.r.t. t. In particular, we obtain a global estimate at the end point left open.
Introduction
The general dispersive equation is defined by
where D = where X s is denoted byḢ s and H s . Here the Sobolev spaces are defined by the norms:
To control the global estimate of maximal operator T * or T * * , it seems inevitable to assume the growth rate and regularity of the phase function. Therefore we impose the following assumption on the phase ϕ. A. Let ϕ be a radial function such that for some a ∈ R (̸ = 0, 1), ϕ ∈ C 2 (R n \ {0}) and there exist positive constants c 1 , c 2 such that
The maximal inequality (1.2) is motivated from the well-known pointwise convergence problem: lim t→0 u(x, t) = f (x) a.e. x, for f ∈ H 1 4 (R n ), during the three decades, the local and global L p estimate of the maximal operators have been studied by many authors [2, 3, 4, 5, 7, 9, 16] and [17] etc. P. Sjölin [13] and L. Vega [17] obtained the strong necessary condition (s ≥ 1 4 ) on the pointwise convergence problem. In particular, P. Sjölin showed that the maximal operator T * * cannot have the global L 2 boundedness (see [10] ), and that ||T * f || L 2 ≤ C||f || H s holds for s > a 4 and fails for s < a 4 (a > 1) (see [13] ). But if the data f is a finite linear combination of radial and spherical harmonic functions, then we prove that the inequality (1.2) holds for s = 
holds for any a > 1 and ε > 0.
We obtain optimal global estimates except for the end point (s, p) = ( a 4 , 2) (0 < a < 1) which was studied by B. G. Walther [18] . These are obtained by using a bound of one dimensional oscillatory integral of the form ∫ R e 2πi(tϕ(ξ)+xξ) |ξ| −s dξ. Many authors referred in this paper have tried to handle such an integral and obtained various bounds according to the value of growth rate a of ϕ (i.e. a > 1 or a < 1). Here, we provide that the integral is bounded by C|x| −(1−s) for any a ̸ = 1 and the constant C is independent of t (see Lemma 2.3). Thanks to the time independency of the integral, the proof of main results are much more simplified.
S. Wang [19] showed that if p > 2, then there exist f 0 and
= ∞ for any ball B. Thus it will be interesting to prove a local L p estimate of T * f holds uniformly on k for some p ∈ [1, 2] . For the more general initial data f , by using a bilinear estimate, T. Tao in [16] showed that the global estimate for T * * holds for p > 
Preliminary lemmas
We begin with the weighted inequality for the Fourier transform. Lemma 2.1 (see [8] 
Now we introduce some estimates of oscillatory integrals. Let us first state a stationary phase lemma which can be found in [7] etc..
Lemma 2.2. Let ψ be a monotone function and I
= ∫ β α e iφ(ξ) ψ(ξ) dξ. Then if | dφ dξ | ≥ λ > 0 in [α, β] and dφ dξ is monotone, |I| ≤ Cλ −1 sup [α,β]
|ψ(ξ)|, and if
Utilizing the lemma above, we get the following lemma. . Then by the change of variable, we have
We have only to consider I + and we denote it I again. Now we first consider the case when ϕ ′ > 0. Observe that
Let M be a large positive number depending only on a, s, c 1 , c 2 . If D ≤ M , then
. For I 1 , using the change of variable, we have
Now we consider the case when ϕ ′ < 0. We observe that
If D ≤ M , then we split I into two parts as follows:
we split I into four parts as follows:
For I 5 , we use the change of variable so that
We split I 5 into two part:
. For I 5,1 and I 5,2 , using the direct integration and the first part of Lemma 2.2 respectively, we have
Then from the second part of Lemma 2.2, we obtain
We first consider the case 
As in the previous case (a > 1), we only consider I + and denote it by I again.
For the first integral, we just integrate and for the second one, we use the first part of Lemma 2.2. Then we can see |I| ≲ 1. Now we consider the case when ϕ ′ < 0. Then we can observe that
If c 2D < 2, then we divide I into two parts:
By the integration, we get |I 1 | ≲ 1. And since c 2D < 2 and hence E ≳ 1, by the first part of Lemma 2.2, we have
If c 1D > 2, then we divide I into four parts: 
where ϕ satisfies the assumption A. If δ ≥ 1 and
Proof of Lemma 2.4.
If δ|β| > C a δ a α and δ|β| ≥ 1, then by the integration by part, we have
for any positive number µ. By the seconde part of Lemma 2.2, we have
We divide the integral ∫ |I δ |dβ into four part as follows.
Now we estimate each term. At first, by the second part of (2.3), II 1 ≤ Cδδ −1 = C. For II 2 , using the first part of (2.3),
Using (2.2) with µ = 1 − a 2+2a , for II 3 , we have
Finally, for II 4 , using (2.2) with large µ, we have
This completes the proof of lemma. □
3.
Proof of Theorem 1.1
Proof of (1).
Using Fourier transform of the radial function and spherical harmonic function (see [15] ),
where
dr. We define an auxiliary operator T R by
Then using Fourier transform of the spherical harmonic function again, it can be written as:
Then we have ||T
This proves the theorem. Now we first prove that
Dividing the integral region into two parts:
, where M is the Hardy-Littlewood maximal function. Therefore
Using the asymptotic behavior (3.2) of Bessel function (see Lemma 2.3 in [19] 
we have
For G 3 , we have
We write
By the Plancheral theorem and the similar estimate of
Next we prove the first part of (3.1). Let S 0,k G = r n−1 p T 0,k G and S d 0,k be the dual operator of S 0,k . Then for any F ∈ C ∞ 0 (R + × R), we may write S d 0,k F as follows:
where γ = (n − 1)(
) and hence we have
From Lemma 2.1 with
Similarly to the estimate of A with p = 2n n−2s , we obtain 1 ρ C
Therefore by using Lemma 2.1, we also have
t . Now we estimate B ± . To do this, we use the extended operator B such that
For B 1 , we have formally
Using Lemma 2.1, we finally have
. This completes the proof of (1) of the theorem.
Proof of (2). Let us first define an auxiliary operator T B by
Using Fourier transform of the spherical harmonic function again, the original operator T B can be written as:
where G 0 is the same function as in the proof of (1). From the the proof of (1), we have only to prove that 
Let us define the maximal functions
For these maximal function, we want to show that
2 . To prove this, let us first observe from the asymptotic behavior (3.2) that
Thus using the Hardy-Littlewood maximal function, we have
For C * , we have
To estimateB ± , we use the extended operatorB defining G 0 by G 0 (−ρ) for ρ ≤ 0 such that
We can rewrite this asBG 0 (r, t) =
where M is the Hardy-Littlewood maximal function.
Next, we consider global L 2 estimate of the local maximal operatorB * 1 . To do this, we employ the Kolmogorv-Seliverstov-Plessner method. Let us defined an operator T as
where t(r) is any measurable function with |t(r)| < 1 on R. Then we may write the operator T by T j as T G 0 (r) = ∑ j≥0 T j G 0 (r), where
where φ j are Littlewood-Paley functions such that φ 0 is supported in unit ball It follows from the Schur's lemma (see the lemma in p.284 of [14] ) that Since |t − t ′ | ≤ 2, using the integration by part several times, for any µ, we have sup
Thus choosing a large µ and using Shur's lemma again, we have
Therefor combining this and (3.3), we prove the part (2) of theorem.
3.3. Proof of (3) and (4). Let us define an operator S 0,k by S 0,k G 0 (r, t) = r (3.4) , see [18] and [11] .
