We report on an optical sensor based on the physiological aspects of the eye and visionrelated neural layers of the common housefly (Musca domestica) that has been developed and built for aerospace applications. The intent of the research is to produce a position sensor with high functionality in low-light and low-contrast environments, high sensitivity to motion, and a compact size, which is lightweight, and has low power and computation requirements. The compound eye sensor uses a combination of overlapping photoreceptor responses that are well approximated by Gaussian distributions and neural superposition to detect image features, such as object motion, to a much higher degree than just the photoreceptor density would imply. The Gaussian overlap in the sensor comes from the front-end optical design, and the neural superposition is accomplished by subsequently combining the signals using analog electronics. The compound eye sensor is being developed to perform real-time tracking of a target on a flexible aircraft wing experiencing bending and torsion loads during flight. We report on results of laboratory experiments using the compound eye sensor to sense a target moving across its field of view.
I. Introduction
n an effort to reduce the environmental impact of aviation, lighter weight aircraft configurations are being considered [1] . One challenge of lightweight aircraft wings is increased flexibility that can adversely affect handling qualities and safety. Approaches using active control to mitigate problems associated with flexible wings have been proposed [2] - [6] . Knowledge of aircraft wing position during flight can provide significant advantages to the effectiveness of these approaches. Current approaches for measuring wing deflection, including strain measurement devices, accelerometers, or GPS solutions, and new technologies such as fiber optic strain sensors, have limitations for their practical application to flexible aircraft control. Traditional machine vision systems using charge coupled device (CCD) or complementary metal oxide semiconductor (CMOS) arrays have several disadvantages for applications requiring high sensitivity to motion and high speed extraction of certain image features such as the object edges of a target, including the blurring of objects moving at high speed, and the high computation and data throughput requirements for edge detection [7] - [8] . A machine vision system that can perform high speed target tracking in near real-time with low power requirements is desirable for wing deflection tracking.
An optical sensor originally inspired by the physiological aspects of the eye (and vision-related neural layers) of the common housefly (Musca domestica) is under development by researchers at NASA Ames Research Center. This development effort is building upon the work done as collaboration between researchers at the University of Wyoming [9] [10] [11] and NASA Ames Research Center. The intent of the early research was to design a sensor with high functionality in low-light and low-contrast environments, sensitivity to motion, compact size, and low power and computation requirements.
The compound eye sensor uses a combination of quasi-Gaussian overlapping photoreceptor responses (see Fig. 1 ) and neural superposition to achieve what has been described in the literature as "hyperacuity," or the ability to detect image features, such as object motion, to a much higher degree than just the photoreceptor density would imply. The overlapping Gaussian response fields-of-view (FoVs) allow for very precise and fine measurements of position, direction, and speed.
Since the sensor excels in detection of even minute motion, a feasibility study using the sensor for detailed target tracking was proposed. The purpose is to track a known target pattern at relatively short range, and resolve the position and velocity of the pattern relative to a neutral position. One application is the precise measurement of wing deflection in a fixed wing aircraft. This optical approach allows for a faster, more efficient and accurate approach than alternative methods (such as accelerometers or strain gages within the target object). This method does have drawbacks however, such as its reliance on a clean line-ofsight to the target.
II. Sensor design and construction
The sensor platform consists of the sensor head and the sensor printed circuit board (PCB). The sensor head has seven photoreceptors that are connected to seven separate photodiodes located on the sensor PCB with seven equal length fiber optic cables. Each photodiode has its own channel on the PCB for current to voltage conversion followed by signal conditioning and filtering. This process occurs in parallel for each channel.
This section describes the function and composition of each subsystem within the compound eye sensor PCB as designed by Dean [9] . The subsystems are implemented as analog circuits. The sensor described here uses seven fiber-optically fed IFD91 photodarlington detectors [12] . These semiconductive devices output a current proportional to the number of photons impinging on the element (i.e. the quantity of light in front of the element). This current is small (on the order of 0.1 µA to 10 mA) and thus requires both conversion to a voltage as well as amplification. Following the photodarlingtons, a logarithmic compression amplifier circuit is used to achieve current-to-voltage conversion and to enable increased dynamic range of the output values. Use of the sensor in a wide variety of ambient lighting conditions, such as from dim light to extremely bright conditions, requires such increased dynamic range to ensure adequate image contrast for detection purposes. Two active filters are used to remove noise present in the signal. These filters include a 4th-order Butterworth low-pass filter with a 50 Hz cutoff frequency and a notch filter centered at 60 Hz. These filters specifically target noise sources that manifest themselves as flicker in interior lighting, which is well within the detection range of the sensor. Since the signal of interest is in the near-DC range, a low-pass filter is used. The outputs from this stage are considered the final sensor output signals, which can then be sampled. The sensor (Fig. 2) has an optically optimized sensor head with a 12 mm outer diameter. The sensor head housing was designed to incorporate the multi-aperture nature of a compound eye. It was optimized with respect to response, motion acuity, and scalability. Results of the optimization suggested an ideal distance between the lens and the image plane of about w = 2.4 mm for pre-blurring, and an inter-lens angle of Δ φ = 7.5°, see Fig. 3 . The housing holds seven lenses and seven optical fibers. The head is machine-milled aluminum, with 1 mm, multi-modal, single-fiber optical light guides connecting it to the circuit board. The 3 mm lenses focus the incoming light onto the image plane at the terminating ends of the light guides.
The sensor is calibrated by directing all facets toward an evenly lit, single-color, specular reflection free background. Then, using software, a running average for each channel is calculated. To calibrate Channels 2 through 6 their relative difference with respect to Channel 1 is added or subtracted from their original value. This results in all seven channels responding with an equal voltage to the calibration background. The response of each channel is scaled through a process in which a dark target traverses the full field of view of the sensor head providing equal input to each channel. This causes the voltage from each channel to fall as the target enters the field of view, reaching the minimum as it crosses the center of the field of view then rising again as it leaves the field of view. The response range of each channel is then computed, compared with Channel 1 and scaled to achieve an equivalent response range. In this way, scaling manages the filter out differences in performance between the individual photoreceptors, the photodiodes, and the signal processing channels. In an ideal lab setup, a curved Lambertian surface would be used to ensure that each of the seven channels is receiving stimulus that is not dependent on the viewing angle. This arrangement cannot be achieved with the facilities available, so the alternative approach was used. The maximum output voltage difference measured after calibration in the lab is approximately 10 millivolts.
A hyperacuity to motion is a compelling attribute of this sensor package. As a target moves within the sensor's FOV, the response is nearly immediate. The photodetectors measure the quantity of light within their range. For example, a target that is darker than the background causes a decrease in the output of a photodetectors sensing the target. Tracking multiple outputs at once allows for the determination of the direction and speed of such a target. Characterization tests have indicated a number of operating parameters for the system (see Table 1 ). These describe general operating conditions for the sensor package. Extreme conditions may result in different behavior. The logarithmic compression system is designed to operate up to 72,000 luminance (or lux) [9] , which, as Table 1 indicates, is far above the highest generated in the lab setting. For this sensor field of View (FOV) is defined as the extent of the observable world that produces a useful response in the output of the compound eye sensor. Useful in this case refers to the signal being usable for tracking. While the operating range between the sensor and the target indicated in Table 1 is sufficient for the demands of this project, augmented range may be realized for other applications by using additional optics in front of the sensor head. 
III. Sensor Simulation
The Compound Eye Research and Simulation Package has been developed in MATLAB™ to aid with research activities. This program can simulate the sensor output for a moving target of arbitrary shape and size against a background. The target-background contrast can be varied, and the target movement can be controlled in front of the sensor. The simulation has the flexibility of simulating multiple sensors at various sensor-target distances and orientations with respect to the target. The assumption of paraxial theory of light is used to simulate the sensor response to the target-background combination. This assumption is found valid from the simulation results, because the simulation program incorporates only the total amount of light from the scene that is brought to focus on the tip of the fibers. Uniformity of the light intensity, and Lambertian reflectance throughout the surface of the background is also assumed. The output of the sensor is deemed ideal (disregarding the non-ideality due to higher order optical properties such as diffraction of the lenses). Also, noise with different distributions and power levels can be added to the simulated output to analyze the real world application scenario. Figure 4 shows the experimental setup used for simulating a moving target on the target plane at a certain distance d from the virtual converging point of the sensor housing. The inter-lens angle Δφ = 7.5° (see Fig. 2 ) comes from the optical front-end design. The angular roll off of an individual lens' response must decrease with the increase in object distance. This implies the spread of the Gaussian response must increase with the increase in sensor-target distance. The Gaussian depicting the sensor response (see Fig. 1 ) has a standard deviation (σ) of 7.5°. This was calculated using a ray-tracing optical simulation of the Compound Eye Photoreceptor and confirmed experimentally. The resulting sensitivities can be seen projected onto the background in Fig. 4 . The simulation was validated using experimental data.
The sensor rotation relative to the target's movement direction is described with an additional parameter "sensor rotation", which is the angle between the horizontal axis, and the position of the optical element interfaced with photodiode D1 of Channel 1. The parameter "rotation" is introduced here to describe how much the sensor head has to be rotated for a particular application with respect to the horizontal axis (i.e., the axis parallel to the ground). Figure 5 shows the sensor orientation with a rotation of 0°, where 1 to 7 denote the positions of the seven photodiodes associated with the seven optical axes of the sensor. This arrangement is done to make the target movement vector parallel to the line passing through photoreceptors 1, 7, and 4, hereafter referred to as D1, D7, D4. Figure 6 shows the results of a 5 mm wide target moving from outside of the sensor's FOV horizontally across the entire FOV. Note that as the target passes over the optical axis of a diode, the response from that diode reaches a lower limit. This is expected since the target is black against a white background, and so the number of photons reaching the photodiode are at the lowest level when the target is centered over the photodiode's FOV. Likewise, the response is greatest when the target is outside of a photodiode's FOV because the photoreceptor is only registering the white background.
A baseline tracking algorithm has been implemented to track the movement of a simple bar target. The algorithm makes use of difference signals between adjacent diodes. Differencing is used in the vision system of the housefly to determine edges. Figure 7 shows the signals and difference signals from the simulated target motion described above. Figure 8 shows the results of the tracking algorithm compared to the truth position. 
IV. Sensor Testbed
A sensor demonstration testbed was designed and built at NASA Ames Research Center to test and characterize sensors, targets, and target tracking algorithm performance. The testbed includes a National Instruments (NI) SBC-68 chassis, the sensor signal processing board, and a light isolation box, which encloses the sensor head mount, the target positioning system, a LED based lighting system and CCD camera.
The sensor head mount, Fig. 9 , allows the sensor to be precisely positioned relative to the target. The target position control system, Fig. 10 , is controlled via a remote controller that can oscillate the target through horizontal translation up to 2.6 cm and axial rotation up to 10 degrees at frequencies up to 2 Hz. The LED based lighting system is used to produce a variety of lighting conditions with a circular array of LED pixels capable of red, green, and blue hues as well as 255 discrete brightness levels. The CCD camera, produced by Edmund Optics, is a 1.3 megapixel USB camera operating at 15 frames per second and produces the target position ground truth through a separate target-tracking algorithm. The light isolation box with a foam lip provides a region 42 cm x 93 cm x 62 cm for placement of the sensor and target. The box can be opened for modification of the test setup or shut to completely isolate the equipment from external light during experimentation. The inside walls of the light isolation box are a matte black surface. The sensor head mount, target positioning system, CCD camera, and light box are all mounted on a large optical bench, ensuring constant spatial positioning.
Outside the light isolation box, the sensor signal processing board produces voltages that are collected by a single NI SBC-68 chassis performing data acquisition. Data visualization occurs via a LabVIEW® interface.
The sensor development testbed provides a controlled environment for sensor benchmarking and experimentation. Experimental variables can include target distance from sensor, target motion and light levels in the environment.
V. Application Specification
A key requirement of the application proposed here is to measure the deflection of an aircraft wing from its resting position in real or near-real time. We consider a small Unmanned Aerial System (UAS), where the wing can bend a maximum of 3 cm from its resting position, with oscillation frequencies of less than 3 Hz. The sensor-target distance would be about 1 m, and the size of the target can be increased up to 25 cm in width. The height of the target can be increased up to the span of a wing (which is very large compared to the FOV of the sensor for this application). That is, we have some flexibility in determining the shape and size of the target, and the distance between the sensor and the target. The wing deflection may include bending and twist, but for this research twist is ignored. So, the key goal of this research is the real, or near-real, time tracking of a linearly moving target. A top-level diagram of the sensortarget arrangement is shown in Figure 11 , where the sensor is mounted on the fuselage of the aircraft, and the target is painted on the surface of the wing. The sensor is looking down at the wing and out the wing. The out-of-plane bending motion of the wing is defined as when the wing bends in the direction up or down. Measuring the torsion or twist of the wing is a long-term goal of the project, but for now, the most important measure is the out-of-plane bending measured by one target on the wing.
Many researchers report on studies to estimate outof-plane displacements by measuring in-plane strains. Using a cantilevered plate in the laboratory, Haugse et al. [13, 14] developed a modal transformation algorithm to recover deformations from strains. In a similar procedure, Pisoni and Santolini [15] determined the displacements at any given point in a vibrating clamped-end beam under different loading conditions using two strain gages. Li and Ulsoy [16] presented a method to measure tool-tip displacement of a precision line-boring machine. Davis et al. [17] and Kim et al. [18] measured vertical deflections of simple beam models using fiber Bragg grating (FBG) sensor signals. The key concept of these strain-based techniques is that the vibration displacement can be expressed in terms of an infinite number of vibration modes and can then be related to the measured strains through the strain-displacement relationship. Most of the techniques developed in the literature used conventional strain gages, which need complex wiring in order to measure the strains at several points. Also, most of them can only detect static deformations or the deflections at a few interesting points of the moving structures. These indirect shape estimation techniques using strain measurements, which can come from foil gages and/or fiber optics Bragg gratings (FBG) become inefficient because of the weight of the gages, and costs associated with strain-displacement transformation. Besides these drawbacks, aircraft typically experience extreme temperature changes, which greatly affects the sensitivity of the strain gages. Also, the strain gauges require an external excitation source for their operation.
VI. Results
An experiment is devised using the testbed to simulate the motion of the wing of the small UAS described above. The wing is expected to bend less than 2.5 cm in the out-of-plane direction. The target used for this experiment is a 0.5 cm wide black vertical line that is 15 cm in length. Using the target control system, the target is oscillated horizontally across the field of view of the sensor. The sensor head is located 15 cm from the target in the orientation shown above in Fig. 6 . In the actual application, the distance between the target and the sensor would be greater. For this experiment, we wanted to measure the sensor's response to a target travelling the entire distance between the centers of the two outside photoreceptor' FOVs, which is approximately 2.4 cm when the target is 15 cm from the sensor head. Figure 12 is an example of the data output from the sensor when the target is oscillating across a distance of approximately 1.47 cm at 0.2 Hz.
For these results, the target is aligned so that it travels approximately between the centers of each of the two outside photoreceptors, D1. It can be deduced from the results shown in Fig. 12 that the target traveled closer to the center of the field of view of photoreceptor 1 than photoreceptor 4. This can be deduced by comparing the voltages from diode D1 and diode D4 at their minimum values. Throughout its travel, the target remains in the field of view of photoreceptor 7, resulting in troughs when it passes directly in the center of the field of view.
Comparing the signals from diodes 7 and 1, diodes 3 and 2, and diodes 4 and 7, linear regions are apparent between the troughs and peaks. A target tracking algorithm utilizing the linear portions of these differencing signals, choosing which to use based on relative the position of the target, is able to produce a position value comparable to the actual position determined by a CCD camera. The results are shown in Fig. 14 . During the test, lasting 60 seconds, the compound eye sensor had an average error of 0.376 mm when compared with the target position as measured by the CCD camera. However, this error could be due in part to the 15 frames per second sampling rate of the CCD camera, which causes a delay in the target position calculation. 
VII. Conclusions
This paper reports on efforts to develop a compound eye sensor to track a target for real-time measurement of wing deflection. The sensor has several advantages over conventional sensors used for this application, including lightweight, low power requirements, fast computation, and a small form factor. A new testbed for sensor characterization and target tracking algorithm development was described. The tests were run on this testbed allow the comparison of a standard CCD camera based target tracking algorithm with tracking algorithms based on the output of the compound eye sensor. CCD Camera Sensor
