We analyze the strong relationship among three combinatorial problems, namely the problem of sorting a permutation by the minimum number of reversals (MIN-SBR), the problem of nding the maximum number of edge-disjoint alternating cycles in a breakpoint graph associated with a given permutation (MAX-ACD), and the problem of partitioning the edge set of a Eulerian graph into the maximum number of cycles (MAX-ECD). We rst illustrate a nice characterization of breakpoint graphs, which leads to a linear time algorithm for their recognition. This characterization is used to prove that MAX-ECD and MAX-ACD are equivalent, showing the latter is NP-hard. We then describe a transformation from MAX-ACD to MIN-SBR, which is therefore shown to be NP-hard as well, answering an outstanding question which has been open for some years. Finally, we derive the worst-case performance of a well known lower bound for MIN-SBR, obtained by solving MAX-ACD, discussing its implications on approximation algorithms for MIN-SBR.
Introduction
Let = ( 1 : : : n ) be a permutation of f1; : : :; ng, and denote by the identity permutation (1 2 : : : n ? 1 n). A reversal of the interval (i; j) is MIN-SBR was inspired by computational biology applications, in particular genome rearrangements, and has widely been studied in the last years, among others, by Kececioglu and Sanko 13, 12 ], Bafna and Pevzner 1], Hannenhalli and Pevzner 6, 7] , Caprara, Lancia and , one wants to check whether d( ) is equal to one half times the number of breakpoints of (see below), was NP-complete. In fact Irving and Christie 9] and Tran 17] recently (and independently) disproved this latter conjecture, giving a polynomial time algorithm for solving this special case. Our results include a proof of the NP-hardness of MIN-SBR.
The paper is organized as follows. We illustrate the basic de nitions and results from the literature in Section 2. In Section 3 we give a nice characterization of breakpoint graphs associated with permutations, yielding a linear-time algorithm for their recognition. We use this characterization in Section 4 to prove that MAX-ACD is equivalent to MAX-ECD, and therefore NP-hard. In Section 5 we describe a polynomial transformation from MAX-ACD to MIN-SBR, showing the latter is NP-hard. Finally, in Section 6 we derive the absolute and asymptotic worst-case performance ratio of the lower bound on d( ) obtained by solving MAX-ACD, and discuss its implications on approximation algorithms for MIN-SBR.
Basic De nitions and Previous Results
In this section we give the basic de nitions and previous results that we will use in the sequel.
Consider a permutation = ( 1 : : : n ) of f1; : : :ng. A long strip of is a subsequence i : : : j of such that j > i + 1 and either k = k?1 + 1 for k = i + 1; : : :; j, or k = k?1 ?1 for k = i + 1; : : :; j. In other words, a long strip of corresponds to three or more elements which appear in the same, or reverse, order in and . As far as MIN-SBR is concerned, Hannenhalli and Pevzner 7] proved that one can assume without loss of generality that does not contain any long strips; we therefore make this assumption in the remainder of the paper.
We also assume without loss of generality 1 6 = 1 and n 6 = n. These assumptions are not strictly necessary to derive our results, but lead to simpli ed development of some parts.
Following the description in 1], de ne the breakpoint graph G( ) = (V; R B) of as follows. Add to the elements 0 := 0 and n+1 := n + 1, re-de ning := (0 1 : : : n n + 1).
Also, let the inverse permutation ?1 of be de ned by ?1 i := i for i = 0; : : :; n + 1. Let V := f0; : : :; n+1g, where each node v 2 V represents an element of . Graph G( ) is bicolored, i.e. its edge set is partitioned into two subsets, each represented by a di erent color. R is the set of, say, red edges, each of the form ( i ; i+1 ), for all i 2 f0; : : :; ng such that j i ? i+1 j 6 = 1, i.e. elements which are in consecutive positions in but not in the identity permutation .
Such a pair i ; i+1 is called a breakpoint of . Let b( ) := jRj be the number of breakpoints of . B is the set of, say, blue edges, each of the form (i; i + 1), for all i 2 f0; : : :; ng such that j ?1 i ? ?1 i+1 j 6 = 1, i.e. elements which are in consecutive positions in but not in . Note that each node i 2 V has either degree 2 or 4, and has the same number of incident blue and red edges. Therefore, jRj = jBj(= b( )). The fact that G( ) has no nodes of degree 0 follows from the assumption that contains no long strips. Figure 1 depicts the breakpoint graph associated with the permutation (4 2 1 3 ). It is sometimes convenient to assign each edge ( i ; i+1 ) 2 R an orientation from i to i+1 , i.e. to orient the red edges of G from the endpoint which appears rst in to the endpoint which appears second. An alternating cycle of G( ) is then called directed with respect to if it is possible to walk along the whole cycle traversing each red edge in the direction of its orientation, undirected with respect to otherwise. For example, in Figure 1 alternating cycle (4; 2); (2; 3); (3; 5); (5; 4) is directed with respect to (4 2 1 3), whereas alternating cycle (0; 4); (4; 3); (3; 1); (1; 0) is undirected with respect to (4 2 1 3).
An alternating-cycle decomposition of G( ) is a collection of edge-disjoint alternating cycles, such that every edge of G is contained in exactly one cycle of the collection. It is easy to see that G( ) always admits an alternating-cycle decomposition. In the graph of In practical cases this bound turns out to be very tight, and is frequently equal to the optimum, as con rmed by the extensive experiments of Kececioglu and Sanko 13] and Caprara, Lancia and Ng 3]. This empirical observation was formalized by the impressive results of Hannenhalli and Pevzner 6], who were able to prove that the signed version of MIN-SBR is solvable in polynomial time.
The signed version of MIN-SBR is the problem of sorting a permutation by the minimum number of reversals, with a parity assigned to each element of the permutation, specifying that, in a solution, the number of reversals involving the element must be either even, in which case the element is called even, or odd, in which case it is called odd. A permutation with a parity assigned to each element is called signed, and denoted by~ . Note that any sequence of reversals which sorts~ corresponds to a feasible solution of MIN-SBR on , the permutation obtained from~ by neglecting the parity of the elements. Hence, letting d(~ ) denote the optimal solution value of signed MIN-SBR on~ , one has that d(~ ) d( ).
The breakpoints and the breakpoint graph of a signed permutation~ with n elements correspond to those associated with the unsigned permutation with 2n elements de ned by We stress that this condition is only su cient, and that undirected alternating cycles are called oriented, and directed alternating cycles unoriented in 6]. The above theorem leads to a polynomial time algorithm for signed MIN-SBR. At present, the most e cient algorithm is due to Kaplan, Shamir and Tarjan 11] Theorem 3 ( 11] ) The signed version of MIN-SBR can be solved in O(n 2 ) time.
Signed permutations can be used to establish an elegant connection between alternatingcycle decompositions and solutions of MIN-SBR, as illustrated next.
Given a (unsigned) permutation and an alternating-cycle decomposition of G( ) into, say, p cycles, it is easy to assign a parity to the elements of so that the resulting signed permutatioñ satis es b(~ ) = b( ) and c(~ ) = p. The main idea is to decide whether each element of~ must be even or odd so as to ensure that the unique alternating-cycle decomposition of G(~ ) coincides with the given alternating-cycle decomposition of G( ), see 7, 3] for details. For our purposes, it is important to observe that every alternating cycle of G(~ ) is undirected with respect to~ if and only if its counterpart in the decomposition of G( ) is undirected with respect to . Therefore, assuming that p = c( ), i.e. the given alternating-cycle decomposition is optimal, and that every cycle in the decomposition is undirected with respect to , one has
Theorem 4 ( 6, 7] ) For a permutation and a maximum decomposition of G( ) into c( ) alternating cycles, if every cycle in the decomposition is undirected with respect to , then
The above discussion motivates the study of the following maximum alternating-cycle decomposition (MAX-ACD) problem: MAX-ACD: given the breakpoint graph G( ) of a given permutation , nd a maximumcardinality alternating-cycle decomposition of G( ).
As one can observe, MAX-ACD is somehow related to MAX-ECD, de ned in the previous section. In the early 80's Holyer 8] proved that checking whether the edge set of a given graph H can be partitioned into cliques of size k, is NP-complete for every k 3. In particular, for k = 3 one wants to check whether the edge set of H can be partitioned into triangles. In this case H can be assumed to be Eulerian without loss of generality, the answer clearly being no otherwise. So the problem of nding, if any, a partition of the edge set of a Eulerian graph into triangles is NP-complete. This immediately implies Theorem 5 ( 8] ) MAX-ECD is NP-hard.
A Nice Characterization of Breakpoint Graphs
In this section we characterize the bicolored graphs which are breakpoint graphs of some permutation. In particular, we derive a linear time algorithm which checks whether a given bicolored graph is a breakpoint graph and, if this is the case, yields an associated permutation. These results will be used in the next sections.
To simplify the notation, given a (possibly bicolored) graph G = (V; E) and any set F V V (possibly F 6 E), we let G(F) denote the subgraph of G induced by F, de ned by node set V and edge set F. Furthermore, we write G 1 = G 2 to indicate that two graphs G 1 Proof. Given a Hamiltonian matching M of U, jUj (possibly di erent) permutations of jV j elements (including the dummy elements 0 := 0 and jV j?1 := jV j ? 1) such that G( ) = G can be constructed as follows. Choose any node i 2 U and number it 0. Now consider the Hamiltonian circuit G(B M) and walk along it starting from i, rst traversing the blue edge incident to i. Number the nodes 1; 2; : : :; jV j ? 1 according to the order in which they are visited by the walk. Now consider the Hamiltonian circuit G(R M) and walk along it starting from node i, letting 0 := 0, and rst traversing the red edge incident to i. Let elements 1 ; 2 ; : : :; jV j correspond to the numbers assigned to the nodes which are in turn visited by the walk. It is easy to verify that G( ) = G.
Conversely, for any given permutation of f1; : : :ng such that G( ) = G, it is easy to verify that the set M := (f(i; i + 1) : 0 i < ng n B) f(0; n + 1)g = (f( i ; i+1 ) : 0 i < ng n R) f(0; n + 1)g de nes a Hamiltonian matching of G. 2 For example, the Hamiltonian matching of G( ) in Figure 1 de ned by is M = f(1; 2); (0; 5)g. Matching M is also associated with the permutation (2 4 3 1), whose breakpoint graph is isomorphic to G( ).
Note that, given a breakpoint graph G and an associated Hamiltonian matching M, the Hamiltonian circuit G(R M) uniquely determines which alternating cycles of G are directed or undirected with respect to every permutation associated with G and M.
We show that every balanced bicolored graph has a Hamiltonian matching by giving a procedure to nd such a matching. Given a balanced bicolored graph G, construct the following auxiliary graph A = (U; S C), where nodes i; j 2 U are connected by a red edge s 2 S if i and j are the endpoints of a path in G(R), and, symmetrically, nodes i; j 2 U are connected by a blue edge c 2 C if i and j are the endpoints of a path in G(B). It is easy to verify that each node of A has exactly 2 incident edges, one in S and one in C. ( Proof. If jUj > 2, i.e. jUj 4, there always exists a node pair i; j such that (i; j) 6 2 S C, since each node of A is of degree 2. The fact that M is a perfect matching of the nodes of degree 2 in G such that M \ (R B) = ; is immediate. To see that M is Hamiltonian, it is su cient to show that G(R M) and G(B M) contain no subcircuit. Indeed, in each recursive step, there is a one-to-one correspondence between maximal paths in G(R M) (resp. in G(B M)) and edges in S (resp. in C), and therefore the only way to introduce a subcircuit would be by matching two nodes connected by an edge in S (resp. in C), which is avoided. 2 For graph G( ) in Figure 1 , M = f(1; 2); (0; 5)g is the only possible Hamiltonian matching, see Figure 3 .
From the above lemmas we get Theorem 6 Every balanced bicolored graph is isomorphic to the breakpoint graph of some permutation, and viceversa.
Proof. Every breakpoint graph satis es, by de nition, (i)-(iii) in De nition 1. Conversely, given a balanced bicolored graph G, by Lemma 2 it is possible to nd a Hamiltonian matching of G, and hence, by Lemma 1, a permutation such that G( ) = G. 2
The above discussion leads to a linear-time recognition algorithm for breakpoint graphs. Proof. Suppose the given bicolored graph G = (V; R B) is stored with a standard forward star data structure, using one vector of length jV j storing the number of red and blue edges incident to each node, and two vectors of length 2jV j where entries 2i ? 1 and 2i store the nodes connected to node i by blue and red edges, respectively. (If a node turns out to have a di erent number of incident blue and red edges, or more than two incident red/blue edges, G is clearly not a breakpoint graph.) It is then straightforward to check if G is balanced bicolored in O(jV j) time. Furthermore, the auxiliary graph A can easily be constructed and stored in the same way as G in O(jV j) time. With this data structure for A, it is obvious how to perform each recursive step in HAMILTONIAN MATCHING in constant time. In particular, for any node i of the auxiliary graph, by checking at most three other nodes it is possible to nd a node j not connected to i. Finally, the construction of a permutation associated with G can be done in O(jV j) time if one adds to the data structure for G a vector of length jUj storing, for each node i of degree 2 in G, the node connected to i by an edge in the Hamiltonian matching. 2
Given a bicolored graph G = (V; R B), the subdivision of an edge e = (i; To show that the above transformation is correct, we must show that there exists a maximumcardinality cycle decomposition of H G which contains 2s triangles, two for each X(i). To this end, for any degree-4 node i of G, consider a cycle decomposition C of H G which does not contain two triangles in X(i). We assume that C contains exactly one cycle with edges in X(i) only, as otherwise it is easy to check that C is not of maximum cardinality. C can contain either one or two cycles which use edges (i 1 ; a); (i 2 ; b); (i 3 ; c); (i 4 ; d). In the rst case, it is clear how to rede ne this unique cycle so that it also contains, e.g., edges (i 1 ; i 2 ); (i 3 ; i 4 Unfortunately, the transformation presented does not preserve approximability, since the optimal solutions of MAX-ACD on G and MAX-ECD on H G di er by twice the number of degree-4 nodes in G.
In order to show a polynomial transformation of MAX-ECD into MAX-ACD, we need some preliminary de nitions and lemmas. e e e e e e e e e e e e e e e e e e e e e p 2 e e e e e e e e t 2 1 t 2 2 t 2 3 t 2 4 t 2 5 t 2 6 t 2 7 t 2 8 e e e e e e e e e e e e e e e e e e e e e In Unfortunately, we are not aware of any approximability result for MAX-ACD (and MAX-ECD), see also the next section.
We conclude this section with another NP-hardness result, which is a consequence of Theorem 7 and Corollary 2.
Corollary 3 MAX-ECD restricted to Eulerian graphs with maximum degree 4 is NP-hard.
The Complexity of MIN-SBR
In this section we give a transformation from MAX-ACD to MIN-SBR, showing the latter is NP-hard. The transformation makes extensive use of the breakpoint graph characterization illustrated in Section 3.
A possible way of reading Theorem 4 is the following. Given a breakpoint graph G( ) of some permutation , it would be possible to compute c( ) by solving MIN-SBR on , if there existed an optimal alternating-cycle decomposition of G( ) made up of undirected (with respect to ) cycles only. Unfortunately, this is not always the case: we show how to overcome this di culty in the sequel.
Consider a breakpoint graph G( ) = (V; R B) associated with some permutation , and let M be the Hamiltonian matching of G( ) determined by (see Section 3). Construct the breakpoint graph G and its Hamiltonian matching M by applying to G( ) and M the procedure DOUBLE SUBDIVISION in Figure 11 . This procedure replaces every red edge of G by an alternating path of 5 edges, \twice" subdividing the original edge. Figure 12 shows the e ect of the replacement of the red edge (i; j) on graphs G (R M ) and G (B M ).
The following lemma follows directly from the de nition of G and Remark 1.
Lemma 5 Every permutation associated with G and M de nes an orientation of the edges in R .
In particular, each edge is oriented according to the direction in which it is traversed by the Hamiltonian circuit G (R M ) starting from the node corresponding to 0 , and traversing a red edge rst, see Section 3.
After the replacement of edge r = (i; j), to every alternating cycle of G( ) which contains this edge, there corresponds an alternating cycle of G that contains edges (i; k 1 ); (k 1 ; k 2 ); (k 2 ; k 3 ); (k 3 ; k 4 ); (k 4 ; j). Furthermore, with respect to every associated with G and M , either edge (i; k 1 ) is oriented from i to k 1 , edge (k 4 ; j) from k 4 to j, and edge (k 2 ; k 3 ) from k 3 to k 2 , or, conversely, edge (i; k 1 ) is oriented from k 1 to i, edge (k 4 ; j) from j to k 4 , and edge (k 2 ; k 3 ) from k 2 to k 3 . This property is maintained throughout the procedure, since the new Hamiltonian circuits G (R M ) are obtained from the previous ones by replacing edges with paths.
The above discussion shows that at the end of the procedure, when all red edges have been replaced, every alternating cycle of G is undirected with respect to any permutation associated with G and M . 2
The previous lemma leads to the main result of this section. We brie y discuss how this reduction from MAX-ACD to MIN-SBR could in principle be used to derive approximation algorithms for MAX-ACD (and therefore for MAX-ECD, by Remark 3) from approximation algorithms for MIN-SBR. Let denote the set of all permutations, and denote the set of permutations obtained from some 2 by applying the transformation given above. Suppose one wants to approximate c( ) for 2 and has an approximation algorithm for MIN-SBR, which applied to a permutation 2 delivers a solution of value d A ( ). As described above, it is possible to derive~ from so that c ( Unfortunately, no approximation algorithm for general MIN-SBR known so far guarantees sup 2 As an immediate consequence of Theorem 9, the problem of sorting words by reversals (see 14]) is NP-hard. This latter problem calls for a shortest sequence of reversals transforming a string w 1 : : : w n , such that w i 2 f1; : : :; mg for i = 1; : : :; n and n m, into a sorted string y 1 : : : y n where y i y i+1 for i = 1; : : :; n, and is therefore clearly a generalization of MIN-SBR.
Our construction can easily be adapted to show that the circular variant of MIN-SBR (see 12]) is NP-hard as well. In this problem, reversals of intervals of the type (j; i), j > i, are also allowed, which transform = ( 1 : : : n ) into ( i+j?1 : : : j+1 j i+1 : : : j?1 i+n i+n?1 : : : i+j ), where all indexes are understood to be modulo n. : : : (0 + 8k) (5 + 8k) (6 + 8k) (3 + 8k) (4 + 8k) (1 + 8k) (2 + 8k) (7 + 8k)) It is easy to see that k+1 is such that b( k+1 ) = 4(k + 1), c( k+1 ) = 2(k + 1) and d( k+1 ) = 3(k+1), as an optimal sorting of k+1 is obtained by applying to each subsequence (0+8i) (5+ 8i) (6 + 8i) (3 + 8i) (4 + 8i) (1 + 8i) (2 + 8i) (7 + 8i) the reversals needed to sort . This proves the asymptotic worst-case performance.
2
As a consequence, by some straightforward algebraic computation one gets that the availability of an approximation algorithm for MAX-ACD with worst-case performance ratio = . To achieve a better approximation ratio from this scheme, a value < 5=6 would be needed. It is also worth noting that in order to prove that an approximation algorithm for MIN-SBR has a worst-case performance ratio better than 3=2, it is not su cient just to compare the value of the approximate solution with the lower bound b( ) ? c( ).
