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Abstract. This paper considers the adaptation of semantic segmenta-
tion from the synthetic source domain to the real target domain. Different
from most previous explorations that often aim at developing adversarial-
based domain alignment solutions, we tackle this challenging task from
a new perspective, i.e., content-consistent matching (CCM). The target
of CCM is to acquire those synthetic images that share similar distri-
bution with the real ones in the target domain, so that the domain gap
can be naturally alleviated by employing the content-consistent synthetic
images for training. To be specific, we facilitate the CCM from two as-
pects, i.e., semantic layout matching and pixel-wise similarity match-
ing. First, we use all the synthetic images from the source domain to
train an initial segmentation model, which is then employed to produce
coarse pixel-level labels for the unlabeled images in the target domain.
With the coarse/accurate label maps for real/synthetic images, we con-
struct their semantic layout matrixes from both horizontal and verti-
cal directions and perform the matrixes matching to find out the syn-
thetic images with similar semantic layout to real images. Second, we
choose those predicted labels with high confidence to generate feature
embeddings for all classes in the target domain, and further perform
the pixel-wise matching on the mined layout-consistent synthetic images
to harvest the appearance-consistent pixels. With the proposed CCM,
only those content-consistent synthetic images are taken into account for
learning the segmentation model, which can effectively alleviate the do-
main bias caused by those content-irrelevant synthetic images. Extensive
experiments are conducted on two popular domain adaptation tasks, i.e.,
GTA5−→Cityscapes and SYNTHIA−→Cityscapes. Our CCM yields con-
sistent improvements over the baselines and performs favorably against
previous state-of-the-arts.
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? indicates equal contribution.
2 Guangrui Li?, Guoliang Kang?, Wu Liu, Yunchao Wei, Yi Yang
1 Introduction
Semantic segmentation [4,31,54,29,5,20,9] plays an important role in many real-
world applications. However, in practice, the off-the-shelf segmentation model
trained on one scenario (source) usually cannot generalize well to the new one
(target). For example, for the self-driving task, we may collect data and train
a segmentation model in one city, but such a model may fail to give accurate
pixel-level predictions for the scenes of another unfamiliar city. As achieving mas-
sive in-domain pixel-level annotations are expensive and sometimes impossible,
practitioners usually resort to domain adaptive training to achieve satisfactory
results on the target.
Generally, a domain adaptive segmentation model is established on the la-
beled source images and the unlabeled target images. And the training tries to
utilize the knowledge learned from the source and mitigate the domain shift.
Previous methods usually achieved the adapted model through the adversarial
training [41,44,34,24,13,18,2,27] or by self-training [58,59,28,50]. All those meth-
ods employed the entire source domain data throughout the training process,
which neglects the fact that not all the source images could contribute to the
improvement of adaptation performance, especially at certain training stages.
We empirically find that there usually exist “negative” source images which
may even harm the adaptation. As shown in Fig. 1, compared to the positive
source images, the negative ones appear quite dissimilar to the target images.
Moreover, from Fig. 1, we observe that for the visually similar pair of source
(i.e positive source image) and target images, the pixel-wise similarities vary a
lot spatially, which implies that the pixels of a source image also should not be
treated equally.
In this paper, we propose Content-Consistent Matching (CCM) to match and
select the effective source information actively to facilitate the adaptation pro-
cess. To be specific, we perform Semantic Layout Matching to select the positive
source samples and Pixel-wise Similarity Matching to emphasize effective pix-
els. For the Semantic Layout Matching, we propose a novel image representation
that encodes the semantic layout information. Based on such semantic layout
representation, we perform clustering on the target to discover the underlying
patterns in the target domain. Then the source sample is selected as the posi-
tive one if it is close enough to these patterns. Moreover, we further select the
positive source pixels to mitigate the negative transfer through proposed pixel-
wise similarity matching. Similar to the matching strategy in the image level,
pixel-wise similarity matching selects the source pixels that share similar feature
distributions with the target samples.
As the target feature evolves during training, the same source sample may
contribute differently to the adaptation process, e.g. a source sample could be
negative before a certain stage but positive afterward. Thus we choose to itera-
tively update the matching results during training to enable more effective adap-
tation. Specifically, we perform the CCM along with a self-training paradigm,
i.e. we alternatively update the representations through self-training and the
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(b). Target Samples (c). Positive Source Samples(a). Negative Source Samples (d). Similarity Heatmap for (c)
Fig. 1: Examples of positive and negative source samples (Best viewed in color).
Generally, positive source images (c) share similar layout with the target (b)
while the negative source ones (a) do not. Intuitively, samples like (c) should
be selected and samples like (a) should be excluded to help the adaptation.
Moreover, the heatmap (d) indicates the pixel-wise similarities between target
and positive source embeddings, in which red indicates higher similarity. It can
be seen that the similarities vary a lot, even for the semantic-consistent pixels of
the source image, which implies the pixels of positive source images should not
be equally treated. Detailed information could be found in Sec. 3.2.
source matching results through CCM. These two parts depend on each other
and cooperate to mitigate the domain shift.
In a nutshell, our contributions are three-fold:
– We deal with the domain adaptive segmentation task from a new perspec-
tive, i.e. actively selecting positive source information for training to avoid
negative transfer, which has not been investigated by previous methods.
– We propose Content-Consistent Matching (CCM), which consists of Seman-
tic Layout Matching and Pixel-wise Similarity Matching, to select the pos-
itive source samples and their positive pixels to facilitate the adaptation
process.
– Experiments on two representative benchmarks (i.e. GTA5 → Cityscapes
and SYNTHIA→ Cityscapes) demonstrate that our method performs favor-
ably against previous methods. Ablation studies also verify the effectiveness
of the key components of our framework.
2 Related Works
Unsupervised Domain Adaptation(UDA) Unsupervised domain adapta-
tion aims to minimize the distribution discrepancy between the source domain
and the target domain. To achieve this goal, some earlier [32,31,39,43] meth-
ods proposed to learn domain invariant features via directly minimizing the
discrepancy of feature distribution. More recent approaches [33,16,19,57,23,14]
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employed adversarial training in image level. [2,15,30,42,48,45] leveraged adver-
sarial training to learn domain-invariant representations in feature level. There
are some works [38,51,2,49,22] using self-training to mitigate the domain gap via
assigning labels to the most confident samples in the target domain.
Self-Training Self-training, which assigns and updates pseudo labels in an al-
ternative style, has attracted wide attention for its simplicity and effectiveness.
Self-training has been exploited in various tasks such as semi-supervised learn-
ing [25,21], domain adaptation [38,58], and noisy label learning [40,35]. Most
existing UDA methods established on self-training mainly focused on how to
utilizing the pseudo labels in the training while neglecting the selection of source
samples.
UDA for semantic segmentation Unsupervised domain adaptation for se-
mantic segmentation is the task that applies domain adaptation at pixel-level.
Many approaches [53,52,2,10,16] have been proposed. There are mainly two ways
to tackle this problem, i.e. via adversarial training or self-training. The works
that exploited adversarial training can be categorized into the feature-level adap-
tation and the image level adaptation. Some works [41,44,34,47,24,13] adopted
adversarial training at feature level to learn domain-invariant features to reduce
the discrepancy across domains. [18,8,27] applied adversarial training at the im-
age level to make features invariant to illumination, color and other style factors.
Some recent approaches adopted self-training to perform adaptation. [58] pro-
posed to assign pseudo labels in a curriculum way and [50,59,28,55] combined
self-training with other constraints to improve the quality of pseudo labels.
3 Content-Consistent Matching
We aim to train a segmentation network with parameters θ to give accurate
pixel-level predictions P (c|x, y; IT , θ) on the target T , where c ∈ {0, 1, · · · , C−1}
denotes the underlying categories and x ∈ {0, 1, · · · ,W−1}, y ∈ {0, 1, · · · , H−1}
are the horizontal and vertical coordinates of a pixel in a target image IT , re-
spectively. The segmentation network is trained with the combination of labeled
source images DS and unlabeled target images DT . During training, we propose
to use content-consistent matching (CCM) to select positive source samples and
their effective pixels. Our CCM is performed upon the self-training paradigm,
i.e. with selected positive source samples and their effective pixels, the network
is trained with ground-truth source labels and pseudo target labels to update
the feature representation, and based on the updated feature representation, the
set of positive source samples and pixels are reconstructed.
3.1 Semantic Layout Matching
Semantic layout means how the categories are distributed spatially in an image
(i.e. P (x, y|c)). It could be an important prior during the training of segmen-
tation models. However, the semantic layout patterns may vary a lot across
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domains, leading to the domain shift and degenerating the generalization. For
example, it is natural that part of the source domain images is captured from a
distinct perspective compared to the target. Thus the semantic layout of these
source images will be quite different from the target. In this section, we propose
using semantic layout matching to select the positive source samples to mitigate
such domain shift.
Semantic Layout Matrix (SLM) Directly using P (x, y|c) to model the se-
mantic layout would be inefficient due to its high dimension, and ineffective
because it is not robust to the inaccurate target predictions.
Following the naive Bayes assumption, we propose to decouple P (x, y|c) into
the horizontal one P (x|c) and vertical P (y|c) one, i.e.,
P (x, y|c) ∝ P (x|c)P (y|c). (1)
Specifically, take the vertical distribution P (y|c) for an example, P (y|c) can
be represented as




x P (c|x, y)P (x)P (y)∑
x
∑
y P (c|x, y)P (x)P (y)
, (2)
Assuming P (x) and P (y) are the uniform distributions, i.e. P (x = i) = 1W , i ∈
{0, 1, · · · ,W − 1} and P (y = j) = 1H , j ∈ {0, 1, · · · , H − 1}, then
P (y|c) =
∑
x P (c|x, y)∑
x
∑
y P (c|x, y)
. (3)
For the source image, suppose its ground-truth label is c′, P (c|x, y; IS) ={
1 if c = c′
0 otherwise
. For the target images, as we don’t know the ground-truth pixel-
wise labels, we adopt the probability predictions P (c|x, y; IT , θ) of current seg-
mentation model with parameters θ to compute Eq. (3).
Following the general practice, the images (source and target) are customized
as the same size during training, and the vertical semantic layout matrix Mv ∈
RC×H can be expressed as (we omit the domain subscript for simplification)
Mv(ĉ, j) =
∑
x P (ĉ|x, y = j)∑
x
∑
y P (ĉ|x, y)
. (4)
Similarly, the horizontal semantic layout matrix Mh ∈ RC×W is
Mh(ĉ, i) =
∑
y P (ĉ|x = i, y)∑
x
∑
y P (ĉ|x, y)
. (5)
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(a) Target Prediction and its SLM (b) Positive Source Label and its SLM
SLM-V SLM-V
SLM-H SLM-H
Fig. 2: Illustration of SLM (Best viewed in color). Taking the class sky (annotated
with sky blue) as an example, we explain how to use SLM to represent the spatial
distribution. From SLM-V, we could know its vertical distribution: most of the
pixels belonging to the sky are at the top. Through SLM-H, we could also found
that the sky mostly lies in the middle and right of the images. (a) and (b) are
pairs that share most similar spatial distributions.
Note that because the assumption in Eq. (1) may not be exactly satisfied in prac-
tice, we choose to concatenate the horizontal and vertical semantic layout matrix
together rather than multiply them, which makes the training less dependent on
the conditional independence assumption.
Matching and selection Based on the proposed SLM, we can encode the
semantic layout of each target image. We then adopt k-means clustering to
discover the underlying K patterns of target SLMs. The source image, which is
close enough to these patterns, can be viewed as a positive sample. Note that
because we perform single-direction selection, clustering on the source images is
not needed.
Specifically, we denote the centers of the K target clusters as M̂T,k, k ∈
{0, 1, · · · ,K − 1} and compute the similarity between the source sample and
each of these cluster centers through







h (c, :)) +DKL(M̂
T,k
v (c, :)||MSv (c, :)),
(7)







Sim(MS , M̂T,k). (8)
Based on the ranking of above similarity scores among all the source samples,
only the top ranking source samples are selected for training. In our experiment,
we set the selection proportion γimg as a hyper-parameter to control the number
of selected source images. We will discuss this further in our experiment part.
Our proposed SLM is illustrated in Fig. 2.










Fig. 3: Illustration of pixel-wise similarity matching. As marked by the green
box, the leaves on the road are hardly spotted even by a human but annotated
in the ground truth. Pixel-wise similarity matching excludes these pixels which
may hinder the adaptation. The black area in the figure denotes the ignored
pixels. Best viewed in color.
3.2 Pixel-wise Similarity Matching
For a source image, it is possible that partial regions or pixels are similar to
the target, while others not. That means the pixels in a source image should
not be equally treated during the adaptation. Thus besides selecting positive
source samples, we propose to select the positive source pixels that share similar
characters with the target to mitigate the domain shift further. We name such
pixel-level selection as pixel-wise similarity matching, as illustrated in Fig. 3.
For a target image, based on the network’s outputs P (c|x, y; IT , θ), we could
assign a pseudo label to each pixel, i.e.
LT (x, y) = arg max
c
P (c|x, y; IT , θ). (9)
Then the pixels are classified into C groups. The pixel with low confidence
prediction P (LT (x, y)|x, y; IT , θ) is filtered (see Section 3.3 for more details).










Pi(c|x̂, ŷ; ITi , θ), c ∈ {0, 1, · · · , C − 1}, (10)
where GTi,c = {(x̂, ŷ)|LTi (x̂, ŷ) = c}, QT (c) ∈ RC , and the subscript i denotes the
i-th target sample here, |DT | is the number of samples within target domain.
By this way, it is expected that QT (c) could describe the relationships between
class c and all the other classes, based on the current predictions of the network.
From the network, we can also get the predictions for the source image,
i.e. P (c|x, y; IS , θ), thus it is natural to select such source pixels {(x̃, ỹ)} where
P (c|x̃, ỹ; IS , θ) matches well with QT . We adopt KL divergence to measure the
distance between each pair of P (c|x, y; IS , θ) and QT (c). And the matching score
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for a source pixel at (x, y) with ground-truth label c is computed as
Score(x, y) = −DKL(QT (c)||P (c|x, y; IS , θ)). (11)
We rank the source pixels within the same ground-truth class according to
their similarity score and select the top ranking pixels for each class. In our
experiment, we select the same proportion of pixels γpix for each class.
3.3 Active Matching with Self-training
As the target feature evolves, the effect of the same source sample on the adap-
tation process may be different. In this paper, we choose to update the source
matching results actively throughout the adaptation process. Notice that purely
training with the source data may lead to the model biased towards the source
distribution, we choose to employ our matching strategy along with the self-
training paradigm.
To obtain a good initialization of target predictions, we start the self-training
from the segmentation network trained on all the labeled source images DS .
Then we alternatively update the network parameters θ and assign pseudo labels
LT (x, y) on the target DT according to Eq. (9).
Through pseudo labeling, the target pixels are grouped into C classes. For
each class of pixels, we rank them according to the prediction confidences (i.e.
P (LT (x, y)|x, y; IT , θ)). Only the top ranking target pixels are selected for train-
ing, and the ratio of selection is set to r, which is shared among all the classes.
To enable each target sample to have enough selected pixels, we also perform
pixel ranking within each image. Then the top r pixels of a target image are also
selected.The selected pixels {(x̂, ŷ)} are assumed to have reliable pseudo labels.
The positive source samples D̂S selected through our matching strategy, to-
gether with the pseudo-labeled target samples DT , are adopted to train the
network. And the network is trained with pixel-wise cross-entropy loss
Lce = Lce(D̂S ; θ) + Lce(DT ; θ), (12)
where





log[P (LSi (x̃, ỹ)|x̃, ỹ; ISi , θ)], (13)





log[P (LTi (x̂, ŷ)|x̂, ŷ; ITi , θ)]. (14)
In Eq. (13) and Eq. (14), ISi and I
T
i are the i-th images in the D̂
S and DT ,
respectively. Note that only the gradients coming from the positive source pix-
els (x̃, ỹ) ∈ IS and target pixels (x̂, ŷ) with reliable pseudo labels are back-
propagated in each iteration.
Content-Consistent Matching for Domain Adaptive Semantic Segmentation 9
Algorithm 1: Content-Consistent Matching
1 Input: parameters θ; source images DS and labels LS , target images from DT
2 Initialize θ with source trained segmentation model.
3 for m=1 to M do
4 Update target pseudo labels LT for each IT ∈ DT and select target pixels
(x̂, ŷ) with reliable pseudo labels;
5 Select positive source samples D̂S and their positive pixels (x̃, ỹ)
6 for n=1 to N do
7 1) forward and compute the L according to Eq. (17);




Additionally, we introduce entropy regularization to regularize the adaptation







P (c|x, y; ISi , θ) log[P (c|x, y; ISi , θ)], (15)







P (c|x, y; ITi , θ) log[P (c|x, y; ITi , θ)], (16)
And the entropy regularization is imposed on all the source and target images.
In total, the objective of our training procedure is
L = Lce(D̂S ; θ) + Lce(DT ; θ) + λ(Lent(DS ; θ) + Lent(DT ; θ)). (17)
where λ is a constant indicating the strength of entropy regularization.
Our algorithm is summarized in Algorithm 1. Note that we update the target
pseudo labels and perform source selection every N steps of network update. We
perform selection and network update in such an asynchronous way because the
network update is a relatively slower process, and this way enables more efficient
and effective training.
4 Experiments
4.1 Dataset and Evaluation Metric
We evaluate our methods on two popular transfer tasks, GTA5 [36]→ Cityscapes [11]
and SYNTHIA [37]→ Cityscapes. For the source dataset, GTA5 contains 24996
images with resolution 1914 × 1052, and SYNTHIA contains 9400 images with
resolution 1280 × 760. For the target, Cityscapes contains 2975 images for train-
ing and 500 images for validation with image resolution 2048 × 1024. Following
the settings in [34,41,44], we train the model on the source dataset (GTA5 or
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Source Only − 60.6 17.4 73.9 17.6 20.6 21.9 31.7 15.3 79.8 18.1 71.1 55.2 22.8 68.1 32.3 13.8 3.4 34.1 21.2 35.7
AdaptSeg[41] AT 86.5 36.0 79.9 23.4 23.3 23.9 35.2 14.8 83.4 33.3 75.6 58.5 27.6 73.7 32.5 35.4 3.9 30.1 28.1 42.4
ADVENT[44] AT 89.4 33.1 81.0 26.6 26.8 27.2 33.5 24.7 83.9 36.7 78.8 58.7 30.5 84.8 38.5 44.5 1.7 31.6 32.4 45.5
CLAN[34] AT 87.0 27.1 79.6 27.3 23.3 28.3 35.5 24.2 83.6 27.4 74.2 58.6 28.0 76.2 33.1 36.7 6.7 31.9 31.4 43.2
DISE[1] AT 91.5 47.5 82.5 31.3 25.6 33.0 33.7 25.8 82.7 28.8 82.7 62.4 30.8 85.2 27.7 34.5 6.4 25.2 24.4 45.4
SWD[24] AT 92.0 46.4 82.4 24.8 24.0 35.1 33.4 34.2 83.6 30.4 80.9 56.9 21.9 82.0 24.4 28.7 6.1 25.0 33.6 44.5
SSF-DAN[13] AT 90.3 38.9 81.7 24.8 22.9 30.5 37.0 21.2 84.8 38.8 76.9 58.8 30.7 85.7 30.6 38.1 5.9 28.3 36.9 45.4
MaxSquare[7] − 89.4 43.0 82.1 30.5 21.3 30.3 34.7 24.0 85.3 39.4 78.2 63.0 22.9 84.6 36.4 43.0 5.5 34.7 33.5 46.4
MRNet[56] − 90.5 35.0 84.6 34.3 24.0 36.8 44.1 42.7 84.5 33.6 82.5 63.1 34.4 85.8 32.9 38.2 2.0 27.1 41.8 48.3
PyCDA[28] ST 90.5 36.3 84.4 32.4 28.7 34.6 36.4 31.5 86.8 37.9 78.5 62.3 21.5 85.6 27.9 34.8 18.0 22.9 49.3 47.4
CRST[59] ST 91.0 55.4 80.0 33.7 21.4 37.3 32.9 24.5 85.0 34.1 80.8 57.7 24.6 84.1 27.8 30.1 26.9 26.0 42.3 47.1
CAG[50] ST 90.4 51.6 83.8 34.2 27.8 38.4 25.3 48.4 85.4 38.2 78.1 58.6 34.6 84.7 21.9 42.7 41.1 29.3 37.2 50.2
SIM[46] ST 90.1 44.7 84.8 34.3 28.7 31.6 35.0 37.6 84.7 43.3 85.3 57.0 31.5 83.8 42.6 48.5 1.9 30.4 39.0 49.2
BDL[56] AS 91.0 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5
Ours (CCM) ST 93.5 57.6 84.6 39.3 24.1 25,2 35.0 17.3 85.0 40.6 86.5 58.7 28.7 85.8 49.0 56.4 5.4 31.9 43.2 49.9
Table 2: Experiment results of SYNTHIA → Cityscapes. The mIoU* denotes







































































Source Only − 47.1 23.3 75.6 7.1 0.1 23.9 5.1 9.2 74.0 73.5 51.1 20.9 39.1 17.7 18.4 34.0 34.5 40.1
AdaptSeg[41] AT 84.3 42.7 77.5 − − − 4.7 7.0 77.9 82.5 54.3 21.0 72.3 32.2 18.9 32.3 − 46.7
ADVENT[44] AT 85.6 42.2 79.7 − − − 5.4 8.1 80.4 84.1 57.9 23.8 73.3 36.4 14.2 33.0 − 48.0
CLAN[34] AT 81.3 37.0 80.1 − − − 16.1 13.7 78.2 81.5 53.4 21.2 73.0 32.9 22.6 30.7 − 47.8
SSF-DAN[13] AT 84.6 41.7 80.8 − − − 11.5 14.7 80.8 85.3 57.5 21.6 82.0 36.0 19.3 34.5 − 50.0
MaxSquare[7] − 82.9 40.7 80.3 10.2 0.8 25.8 12.8 18.2 82.5 82.2 53.1 18.0 79.0 31.4 10.4 35.6 41.4 48.2
CAG[50] ST 84.7 40.8 81.7 7.8 0.0 35.1 13.3 22.7 84.5 77.6 64.2 27.8 80.9 19.7 22.7 48.3 44.5 −
pyCDA[28] ST 75.5 30.9 83.3 20.8 0.7 32.7 27.3 33.5 84.7 85.0 64.1 25.4 85.0 45.2 21.2 32.0 46.7 53.3
SIM[46] ST 83.0 44.0 80.3 − − − 17.1 15.8 80.5 81.8 59.9 33.1 70.2 37.3 28.5 45.8 − 52.1
BDL[27] AS 86.0 46.7 80.3 − − − 14.1 11.6 79.2 81.3 54.1 27.9 73.7 42.2 25.7 45.3 − 51.4
ours (CCM) ST 79.6 36.4 80.6 13.3 0.3 25.5 22.4 14.9 81.8 77.4 56.8 25.9 80.7 45.27 29.9 52.0 45.2 52.9
SYNTHIA) and the training set of Cityscapes and report the result on the val-
idation set of Cityscapes. We only transfer on the classes shared between the
source domain and the target domain. For the evaluation metric, we evaluate
our methods with mean Intersection over Union (mIoU).
4.2 Implementation Detail
We start from DeepLabV2-Res101 [3,17] with the backbone pretrained on the
ImageNet [12]. Then we firstly finetune the whole network on the source data and
use such a source-trained network to initialize the target (adaptation) model.
We choose to use Stochastic Gradient Descent (SGD) with momentum of 0.9
and weight decay of 5 × 10−4. The learning rate decreases following the poly
policy with power at 0.9. The initial learning rate is set to 7.5 × 10−5. The M
in Algorithm 1 is set to 6 and the N is set to 2 epochs, i.e. we train for 6
loops where each loop contains 2 epochs. For all the transfer tasks, the hyper-
parameters γimg, λ, r, and K are set to 0.4, 0.4, 0.1, and 10 respectively. The
γpix is set to 0.9, 0.6 for GTA5 and SYNTHIA respectively.
For image preprocessing, we resize the shorter side of images to 720 and crop
a patch with resolution 600 × 600 randomly. Besides, horizontal flip and random
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Table 3: Effect of different key components. The “CCM-SLM” stands for se-
mantic layout matching, and “CCM-Fix” denotes source samples and pixels are
only selected at the start of self-training. All the results are compared with our
self-training baseline. Self-training means the network trained with cross-entropy
loss and entropy regularization, without the source selection via CCM.
Module
GTA5→Cityscapes SYNTHIA→Cityscapes
mIoU Gain mIoU Gain
Self-training 48.1 - 41.2 -
CCM-Fix 48.9 +0.8 44.2 +3.0
CCM-SLM 48.8 +0.7 41.9 +0.7
CCM 49.9 +1.8 45.2 +4.0
scale between 0.5 and 1.5 are introduced as data augmentation. For evaluation,
images from Cityscapes are resized to 1024 × 512 as input and the mIoU is
calculated on predictions upsampled to 2048 × 1024.
4.3 Comparison with the state-of-the-arts
We evaluate our method on two unsupervised domain adaptation tasks: GTA5
→ Cityscapes and SYNTHIA→ Cityscapes. The results are presented in Table 1
and Table 2, respectively. In both tables, we use “AT” and “ST” to denote ap-
proaches established on adversarial training and self-training respectively, while
“AS” indicates methods utilizing both. All the models are based on DeepLabV2-
Res101 backbone, except that pyCDA [28] is based on PSPNet [54] and CAG [50]
is based on DeepLabV3+ [6]4. It can be seen that our method outperforms source
only baseline with a large margin, which verifies the effectiveness of our approach.
For the task GTA5→ Cityscapes, we achieve 49.9% on mIoU, comparable to
previous state-of-the-art method CAG [50] (50.2%) which is trained with a much
larger resolution (i.e. 2200 × 1100). For the task from SYNTHIA→ Cityscapes,
to make a fair comparison, we report the mIoU on 13 classes (excluding “Wall”,
“Fence”, and “Pole”) and 16 classes. Our method achieves 52.9% and 45.2%
mIoU on 13 classes and 16 classes respectively, both of which perform favorably
against previous state-of-the-arts.
Specifically, despite its simplicity, CCM outperforms previous state-of-the-art
adversarial-training (denote as “AT”) based method “SSF-DAN” [13] by +4.5%
and +2.9% on GTA5 → Cityscapes and SYNTHIA → Cityscapes, respectively.
Compared with methods established on self-training, CCM achieves comparable
or even better results. For example, our method is on par with pyCDA [28],
i.e. 49.9% (ours) vs. 47.4% (pyCDA) on GTA5 → Cityscapes and 45.2%/52.9%
(mIoU and mIoU* of ours) vs. 46.7%/53.3% (mIoU and mIoU* of pyCDA) on
SYNTHIA → Cityscapes. It is worth noting that pyCDA adopts AdaBN [26] to
4 https://github.com/RogerZhangzz/CAG UDA/issues/6
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Input Images Before Adaptation + CCM-Pix Ground Truth+ CCM-Img
Fig. 4: Visualization of the segmentation results (GTA5 → Cityscapes). Pay at-
tention to the dashed box to see the effect of different modules.
enhance its adaptation performance, which can also be employed in our frame-
work to improve the performance further. Also, our method mainly focuses on
selecting positive source information to mitigate the domain shift and help the
adaptation, which is also complementary to these methods and can be combined
with them to boost the adaptation performance.
4.4 Ablation Studies
Effect of different key components We verify the effect of each key compo-
nent in our framework in Table 3. It can be seen that compared to the source-
only results, self-training improves the adaptation performance apparently. De-
spite such a strong baseline, “CCM-SLM”, which selects positive source samples
through proposed SLM, improves beyond self-training by +0.7% on both tasks.
Further, through combining SLM with pixel similarity matching, “CCM” im-
proves beyond self-training by +1.8% and +4.0% for the GTA5 → Cityscapes
and SYNTHIA → Cityscapes, respectively. These noticeable performance gains
verify the effectiveness of the proposed matching and selection strategy.
Fig. 4 gives an intuitive illustration about the effect of CCM. It can be seen
that through adaptation with SLM, the pixel-level predictions have been largely
improved. Further, pixel-wise similarity matching enables the adapted model to
learn more details about the object and thus leads to more accurate predictions.
Compared with the “CCM-Fix” which only selects positive source samples
and their positive pixels at the start of self-training and adopts them throughout
the adaptation, actively update the positive source set (denoted as “CCM”)
achieves noticeable improvement (i.e. +1.0% for both tasks). This is because
source samples may contribute differently to the adaptation at different training
stages and the matching results should be updated as the target predictions
evolve, The results imply that self-training and CCM could benefit each other
and cooperate to mitigate the domain shift.
Visualization of semantic layout matching results In Fig. 5, we show the
source images retrieved by individual target images via semantic layout matching
at the final training stage. In each row, (c-e) are source images retrieved by the
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(a) (e)(b) (c) (d)
Fig. 5: Examples retrieved by semantic layout matrix(SLM). In each row, (b-
e) are source images retrieved by target sample (a), where (b-d) are positive
samples and (e) are negative ones.
Input Images Loop 1 Ground TruthLoop 2 Loop 3 Loop 4
Fig. 6: Visualization of selected source pixels at different training stages. As the
training goes on, the ignored source pixels become more and more concentrated
on the object boundary. The black area denotes the ignored pixels during train-
ing. The results are based on task GTA5 → Cityscapes.
target sample (a) via SLM, in which (b-d) are top positive samples and (e) are
negative ones with the lowest matching scores.
It can be seen that similar layout is shared among the target samples and
the retrieved source samples. For example, all positive source samples in the
first row have trees on the left. Moreover, it is also obvious that negative source
samples on the right-most column (e) have totally different layout. Additionally,
the retrieved source samples remain reasonable variations in appearances, which
will also benefit the generalization of adapted model. All of these results give an
intuitive illustration why semantic layout matching can help reduce the domain
shift and improve the generalization ability.
Effect of pixel-wise similarity matching Fig. 6 demonstrates the selected
source pixels through pixel-wise similarity matching during the training. It can
be seen that as the training goes on, the ignored pixels become more and more
concentrated on the object boundary, which is reasonable and implies that the
adaptation keeps improving. Moreover, at the early stage, we notice that the
ignored pixels are ambiguous ones that are hard to distinguish, e.g. the pixels of
the cracks on the road. The pixel selection through pixel-wise similarity matching
enables the model to learn in a curriculum way to an extent.
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（a） （b） （c） （d）
Fig. 7: (a): Performance with/without CCM-SLM under different γimg. (b): Per-
formance with/without CCM-Pix under different γpix. (c): Sensitivity analysis
of λ. (d): Sensitivity analysis of r. The results shown are based on the task GTA5
→ Cityscapes. The trend on another task is similar.
Table 4: Sensitivity to K
K 5 10 15
mIoU(%) 49.8 49.9 49.7
Sensitivity to the hyper-parameters We inves-
tigate the sensitivity of our method to the hyper-
parameters γimg, γpix, λ, r, and show the results
in Fig. 7. From Fig. 7 (a), it can be seen that
trained with SLM, with the increase of γimg, the
mIoU firstly increases then decreases, illustrating a
bell shape curve. The mIoU decreases when γimg is above a certain threshold,
indicating that there exist negative samples harming the adaptation and it is
necessary to perform source sample selection to exclude such negative samples.
With SLM, the optimal mIoU achieved is 0.7% higher than that trained without
SLM. The trend of sensitivity to γpix is similar to that of γimg. Our method
achieves consistent improvement over baselines (the red lines) within a wide
range of γimg and γpix.
As illustrated in Fig. 7 (c), entropy regularization provides consistent im-
provement within a wide range of λ. From Fig. 7 (d), we observe that our method
is also robust to r within a wide range. When r is above a certain threshold, the
performance drops because more inaccurate target data is involved in training.
Besides, we analyze the sensitivity of our model to K and report the results in
Table 4, which further verifies the robustness of our approach.
5 Conclusion
In this paper, we propose using Content-Consistent Matching (CCM), which
consists of Semantic Layout Matching and Pixel-wise Similarity Matching, to
match and select positive source data to facilitate the adaptive training of the
segmentation model. Our matching strategy is performed from both the image-
level and the pixel-level, i.e. semantic layout matching selects the positive source
samples, and pixel-wise similarity matching emphasizes the effective source pix-
els. Experiment results on two representative benchmarks demonstrate that our
method performs favorably against previous state-of-the-arts.
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