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REGULARITY OF HIGHER CODIMENSION AREA
MINIMIZING INTEGRAL CURRENTS
EMANUELE SPADARO
Abstract. This lecture notes are an expanded and revised version of
the course Regularity of higher codimension area minimizing integral
currents that I taught at the ERC-School on Geometric Measure Theory
and Real Analysis, held in Pisa, September 30th - October 30th 2013.
The lectures aim to explain the main steps of a new proof of the
partial regularity of area minimizing integer rectifiable currents in higher
codimension, due originally to F. Almgren, which is contained in a series
of papers in collaboration with C. De Lellis (University of Zu¨rich).
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1. Introduction
The subject of this course is the study of the regularity of minimal sur-
faces, considered in the sense of area minimizing integer rectifiable currents.
This is a very classical topic and stems from many diverse questions and
applications. Among the most known there is perhaps the so called Plateau
problem, consisting in finding the submanifolds of least possible volume
among all those submanifolds with a fixed boundary.
Plateau problem. Let M be a (m+ n)-dimensional Riemannian mani-
fold and Γ ⊂M a compact (m− 1)-dimensional oriented submanifold. Find
an m-dimensional oriented submanifold Σ with boundary Γ such that
volm(Σ) ≤ volm(Σ′),
for all oriented submanifolds Σ′ ⊂M such that ∂Σ′ = Γ.
It is a well-known fact that the solution of the Plateau problem does not
always exist. For example, consider M = R4, n = m = 2 and Γ the smooth
Jordan curve parametrized in the following way:
Γ =
{
(ζ2, ζ3) : ζ ∈ C, |ζ| = 1} ⊂ C2 ≃ R4,
where we use the usual identification between C2 and R4, and we choose the
orientation of Γ induced by the anti-clockwise orientation of the unit circle
|ζ| = 1 in C. It can be shown (and we will come back to this point in the
next sections) that there exist no smooth solutions to the Plateau problem
for such fixed boundary, and the (singular) immersed 2-dimensional disk
S =
{
(z, w) : z3 = w2, |z| ≤ 1} ⊂ C2 ≃ R4,
oriented in such a way that ∂S = Γ, satisfies
H2(S) < H2(Σ),
for all smooth, oriented 2-dimensional submanifolds Σ ⊂ R4 with ∂Σ = Γ.
Here and in the following we denote by Hk the k-dimensional Hausdorff
measure, which for k ∈ N corresponds to the ordinary k-volume on smooth
k-dimensional submanifolds.
This fact motivates the introduction of weak solutions to the Plateau
problem, and the main questions about their existence and regularity.
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1.1. Integer rectifiable currents. One of the most successful theories of
generalized submanifolds is the one by H. Federer and W. Fleming in [19]
on integer rectifiable currents (see also [8, 9] for the special case of codi-
mension one generalized submanifolds). From now on, in order to keep the
technicalities to a minimum level, we assume that our ambient Riemannian
manifold M is Euclidean.
Definition 1.1.1 (Integer rectifiable currents). An integer rectifiable cur-
rent T of dimension m in Rm+n is a triple T = (R, τ, θ) such that:
(i) R is a rectifiable set, i.e. R =
⋃
i∈NCi with Hm(R0) = 0 and Ci ⊂Mi
for every i ∈ N \ {0}, where Mi are m-dimensional oriented C11
submanifolds of Rm+n;
(ii) τ : R → Λm is a measurable map, called orientation, taking values
in the space of m-vectors such that, for Hm-a.e. x ∈ Ci, τ(x) =
v1 ∧ · · · ∧ vm with {v1, . . . , vm} an oriented orthonormal basis of
TxMi;
(iii) θ : R → Z is a measurable function, called multiplicity, which is
integrable with respect to Hm.
An integer rectifiable current T = (R, τ, θ) induces a continuous linear func-
tional (with respect to the natural Fre´chet topology) on smooth, compactly
supported m-dimensional differential forms ω, denoted by Dm, acting as
follows
T (ω) =
ˆ
R
θ 〈ω, τ〉 dHm.
Remark 1.1.2. The continuous linear functionals defined in the Fre´chet space
Dm are called m-dimensional currents.
Remark 1.1.3. Note that the submanifold Mi in Definition 1.1.1 are only
C1 regular. This restriction is not redundant, but it is connected to several
aspects of the theory of rectifiable sets.
For an integer rectifiable current T , one can define the analog of the
boundary and the volume for smooth submanifolds.
Definition 1.1.4 (Boundary and mass). Let T = (R, τ, θ) be an integer
rectifiable current in Rm+n of dimension m. The boundary of T is defined
as the (m− 1)-dimensional current acting as follows
∂T (ω) := T (dω) ∀ ω ∈ Dm−1.
The mass of T is defined as the quantity
M(T ) :=
ˆ
R
|θ| dHm.
Note that, in the case T = (Σ, τΣ, 1) is the current induced by an oriented
submanifold Σ with boundary ∂Σ, with τΣ a continuous orienting vector
for Σ and similarly τ∂Σ for its boundary, then by Stoke’s Theorem ∂T =
(∂Σ, τ∂Σ, 1) and M(T ) = volm(Σ).
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Finally we recall that the space of currents is usually endowed with the
weak* topology (often called in this context weak topology).
Definition 1.1.5 (Weak topology). We say that a sequence of currents
(Tl)l∈N weakly converges to some current T , and we write Tl⇀T , if
Tl(ω)→ T (ω) ∀ ω ∈ Dm.
The Plateau problem has now a straightforward generalization in this
context of integer rectifiable currents.
Generalized Plateau problem. Let Γ be a compactly supported (m−
1)-dimensional integer rectifiable current in Rm+n with ∂Γ = 0. Find an
m-dimensional integer rectifiable current T such that ∂T = Γ and
M(T ) ≤M(S),
for every S integer rectifiable with ∂S = Γ.
The success of the theory of integer rectifiable currents is linked ultimately
to the possibility to solve the generalized Plateau problem, due to the closure
theorem by H. Federer and W. Fleming proven in their pioneering paper [19].
Theorem 1.1.6 (Federer and Fleming [19]). Let (Tl)l∈N be a sequence of
m-dimensional integer rectifiable currents in Rm+n with
sup
l∈N
(
M(Tl) +M(∂Tl)
)
< +∞,
and assume that Tl⇀T . Then, T is an integer rectifiable current.
It is then natural to ask about the regularity properties of the solutions
to the generalized Plateau problem, called in the sequel area minimizing
integer rectifiable currents.
1.2. Partial regularity in higher codimension. The regularity theory
for area minimizing integer rectifiable currents depends very much on the
dimension of the current and its codimension in the ambient space (i.e.,
using the same letters as above, if T is an m-dimensional current in Rm+n,
the codimension is n).
In this course we are interested in the general case of currents with higher
codimensions n > 1. The case n = 1 is usually treated separately, because
different techniques can be used and more refined results can be proven (see
[10, 20, 30, 32, 33, 28] for the interior regularity and [3, 23] for the boundary
regularity). In higher codimension the most general result is due to F. Alm-
gren [5] and concerns the interior partial regularity up to a (relatively) closed
set of dimension at most m− 2.
Theorem 1.2.1 (Almgren [5]). Let T be an m-dimensional area minimizing
integer rectifiable current in Rm+n. Then, there exists a closed set Sing(T )
of Hausdorff dimension at most m − 2 such that in Rm+n \ (spt (∂T ) ∪
Sing(T )) the current T is induced by the integration over a smooth oriented
submanifold of Rm+n.
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In the next pages I will give an overview of the new proof of Theorem 1.2.1
given in collaboration with C. De Lellis in a series of papers [13, 16, 17, 14,
15]. Although our proof is considerably simpler than the original one, it
remains quite involved: this text is, therefore, meant as a survey of the
techniques and the various steps of the proof, and can be considered an
introduction to the reading of the papers [17, 14, 15].
Remark 1.2.2. The interior partial regularity can be proven for integer rec-
tifiable currents in a Riemannian manifold M . In [5] Almgren proves the
result for C5 regular ambient manifolds M , while our papers [17, 14, 15]
extend this result to C3,α regular manifolds.
Further notation and terminology. Given an m-dimensional integer
rectifiable current T = (R, τ, θ), we shall often use the following standard
notation:
‖T‖ := |θ|Hm R, ~T := τ and spt (T ) := spt (‖T‖).
The regular and the singular part of a current are defined as follows.
Reg(T ) :=
{
x ∈ spt (T ) : spt (T ) ∩Br(x) is induced by a smooth
submanifold for some r > 0
}
,
Sing(T ) := spt (T ) \ (spt (∂T ) ∪Reg(T )).
Acknowledgements. I am very grateful to A. Marchese, for reading a first
draft of these lecture notes and suggesting many precious improvements.
2. The blowup argument: a glimpse of the proof
The main idea of the proof of Theorem 1.2.1 is to detect the singularities
of an area minimizing current by a blowup analysis. For any r > 0 and
x ∈ Rm+n, let ιx,r denote the map
ιx,r : y 7→ y − x
r
,
and set Tx,r := (ιx,r)♯T , where ♯ is the push-forward operator, namely
(ιx,r)♯T (ω) := T (ι
∗
x,rω) ∀ ω ∈ Dm.
By the classical monotonicity formula (see, e.g., [2, Section 5]), for every
rk ↓ 0 and x ∈ spt (T ) \ spt (∂T ), there exists a subsequence (not relabeled)
such that
Tx,rk⇀S,
where S is a cone without boundary (i.e. S0,r = S for all r > 0 and ∂S = 0)
which is locally area minimizing in Rm+n. Such a cone will be called, as
usual, a tangent cone to T at x.
The idea of the blowup analysis dates back to De Giorgi’s pioneering
paper [10] and has been used in the context of codimension one currents to
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recognize singular points and regular points, because in this case the tangent
cones to singular and regular points are in fact different.
2.1. Flat tangent cones do not imply regularity. This is not the case
for higher codimension currents. In order to illustrate this point, let us
consider the current TV induced by the complex curve considered above:
V =
{
(z, w) : z3 = w2, |z| ≤ 1} ⊂ C2 ≃ R4.
It is simple to show that TV is an area minimizing integer rectifiable current
(cp. [18, 5.4.19]), which is singular in the origin. Nevertheless, the unique
tangent cone to TV at 0 is the current S = (R
2 × {0}, e1 ∧ e2, 2) which is
associated to the integration on the horizontal plane R2 × {0} ≃ {w = 0}
with multiplicity two. The tangent cone is actually regular, although the
origin is a singular point!
2.2. Non-homogeneous blowup. One of the main ideas by Almgren is
then to extend this reasoning to different types of blowups, by rescaling
differently the “horizontal directions”, namely those of a flat tangent cone
at the point, and the “vertical” ones, which are the orthogonal complement
to the former. In this way, in place of preserving the geometric properties of
the rectifiable current T , one is led to preserve the energy of the associated
multiple valued function.
In order to explain this point, let us consider again the current TV . The
support of such current, namely the complex curve V , can be viewed as the
graph of a function which associates to any z ∈ C with |z| ≤ 1 two points
in the w-plane:
z 7→ {w1(z), w2(z)} with wi(z)2 = z3 for i = 1, 2. (2.1)
Then the right rescaling according to Almgren is the one producing in the
limit a multiple valued harmonic function preserving the Dirichlet energy
(for the definitions see the next sections). In the case of V , the correct
rescaling is the one fixing V . For every λ > 0, we consider Φλ : C
2 → C2
given by
Φλ(z, w) = (λ
2 z, λ3 w),
and note that (Φλ)♯TV = TV for every λ > 0. Indeed, in the case of V the
functions w1 and w2, being the two determinations of the square root of z
3,
are already harmonic functions (at least away from the origin).
2.3. Multiple valued functions. Following these arguments, we have then
to face the problem of defining harmonic multiple valued functions, and to
study their singularities. Abstracting from the above example, we consider
the multiple valued functions from a domain in Rm which take a fixed num-
ber Q ∈ N \ {0} of values in Rn. This functions will be called in the sequel
Q-valued functions.
The definition of harmonicQ-valued functions is a simple issue around any
“regular point” x0 ∈ Rm, for it is enough to consider just the superposition of
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classical harmonic functions (possibly with a constant integer multiplicity),
i.e.
R
m ⊃ Br(x0) ∋ x 7→ {u1(x), . . . , uQ(x)} ∈ (Rn)Q, (2.2)
with ui harmonic and either ui = uj or ui(x) 6= ui(x) for every x ∈ Br(x0).
The issue becomes much more subtle around the singular points. As it
is clear from the example (2.1), in a neighborhood of the origin there is
no representation of the map z 7→ {w1(z), w2(z)} as in (2.2). In this case
the two values w1(z) and w2(z) cannot be ordered in a consistent way (due
to the branch point at 0), and hence cannot be distinguished one from the
other. We are then led to consider a multiple valued function as a map
taking Q values in the quotient space (Rn)Q/ ∼ induced by the symmetric
group SQ of permutation of Q indices: namely, given points Pi, Si ∈ Rn,
(P1, . . . , PQ) ∼ (S1, . . . , SQ)
if there exists σ ∈ SQ such that Pi = Sσ(i) for every i = 1, . . . , Q.
Note that the space (Rn)Q/ ∼ is a singular metric space (for a naturally
defined metric, see the next section). Therefore, harmonic maps with values
in (Rn)Q/ ∼ have to be carefully defined, for instance by using the metric
theory of harmonic functions developed in [22, 25, 26] (cp. also [13, 27]).
Remark 2.3.1. Note that the integer rectifiable current induced by the graph
of a Q-valued function (under suitable hypotheses, cp. [16, Proposition 1.4])
belongs to a subclass of currents, sometimes called “positively oriented”,
i.e. such that the tangent planes make at almost every point a positive angle
with a fixed plane. Nevertheless, as it will become clear along the proof, it
is enough to consider this subclass as model currents in order to conclude
Theorem 1.2.1.
2.4. The need of centering. A major geometric and analytic problem has
to be addressed in the blowup procedure sketched above. In order to make
it apparent, let us discuss another example. Consider the complex curve W
given by
W =
{
(z, w) : (w − z2)2 = z5, |z| ≤ 1} ⊂ C2.
As before, W can be associated to an area minimizing integer rectifiable
current TW in R
4, which is singular at the origin. It is easy to prove that
the unique tangent plane to TW at 0 is the plane {w = 0} taken with
multiplicity two. On the other hand, by simple analytical considerations,
the only nontrivial inhomogeneous blowup in these vertical and horizontal
coordinates is given by
Φλ(z, w) = (λ z, λ
2 w),
and (Φλ)♯TW converges as λ → +∞ to the current induced by the smooth
complex curve {w = z2} taken with multiplicity two. In other words, the
inhomogeneous blowup did not produce in the limit any singular current
and cannot be used to study the singularities of TW .
8 EMANUELE SPADARO
For this reason it is essential to “renormalize” TW by averaging out its
regular first expansion, on top of which the singular branching behavior
happens. In the case we handle, the regular part of TW is exactly the
smooth complex curve {w = z2}, while the singular branching is due to the
determinations of the square root of z5. It is then clear why one can look
for parametrizations of W defined in {w = z2}, so that the singular map to
be considered reduces to
z 7→ {u1(z), u2(z)} with u1(z)2 = z5.
The regular surface {w = z2} is called center manifold by Almgren, be-
cause it behaves like (and in this case it is exactly) the average of the sheets
of the current in a suitable system of coordinates. In general the determina-
tion of the center manifold is not straightforward as in the above example,
and actually constitutes the most intricate part of the proof.
2.5. Excluding an infinite order of contact. Having taken care of the
geometric problem of the averaging, in order to be able to perform success-
fully the inhomogeneous blowup, one has to be sure that the first singular
expansion of the current around its regular part does not occur with an infi-
nite order of contact, because in that case the blowup would be by necessity
zero.
This issue involves one of the most interesting and original ideas of F. Alm-
gren, namely a new monotonicity formula for the so called frequency function
(which is a suitable ratio between the energy and a zero degree norm of the
function parametrizing the current). This is in fact the right monotone
quantity for the inhomogeneous blowups introduced before, and it allows
to show that the first singular term in the “expansion” of the current does
not occur with infinite order of contact and actually leads to a nontrivial
limiting current.
2.6. The persistence of singularities. Finally, in order to conclude the
proof we need to assure that the singularities of the current do transfer to
singularities of the limiting multiple valued function, which can be studied
with more elementary techniques. This is in general not true in a pointwise
sense, but it becomes true in a measure theoretic sense as soon as the singular
set is supposed to have positive Hm−2+α measure, for some α > 0.
The contradiction is then reached in the following way: starting from an
area minimizing current with a big singular set (Hm−2+α positive measure),
one can perform the analysis outlined before and will end up with a multiple
valued function having a big set of singularities, thus giving the desired
contradiction.
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2.7. Sketch of the proof. The rigorous proof of Theorem 1.2.1 is actually
much more involved and complicated than the rough outline given in the
previous section, and can be found either in [5] or in the recent series of
papers [13, 16, 17, 14, 15]. In this lecture notes we give some more details of
this recent new proof, and comments on some of the subtleties which were
hidden in the general discussion above. Since the proof is very lengthly, we
start with a description of the strategy.
The proof is done by contradiction. We will, indeed, always assume the
following in the sequel.
Contradiction assumption: there exist numbers m ≥ 2, n ≥ 1, α > 0
and an area minimizingm-dimensional integer rectifiable current T in Rm+n
such that
Hm−2+α(Sing(T )) > 0.
Note that the hypothesis m ≥ 2 is justified because, for m = 1 an area
minimizing current is locally the union of finitely many non-intersecting
open segments.
The aim of the proof is now to show that there exist suitable points of
Sing(T ) where we can perform the blowup analysis outlined in the previous
section. This process consists of different steps, which we next list in a way
which does not require the introduction of new notation but needs to be
further specified later.
(A) Find a point x0 ∈ Sing(T ) and a sequence of radii (rk)k with rk ↓ 0
such that:
(A1) the rescaling currents Tx0,rk := (ιx0,rk)♯T converge to a flat tangent
cone;
(A2) Hm−2+α(Sing(Tx0,rk) ∩ B1) > η > 0 for some η > 0 and for every
k ∈ N.
Note that both conclusions hold for suitable subsequences, which in principle
may not coincide. What we need to prove is that we can select a point and
a subsequence satisfying both.
(B) Construction of the center manifold M and of a normal Lipschitz ap-
proximation N :M→ Rm+n/ ∼.
This is the most technical part of the proof, and most of the conclusions
of the next steps will intimately depend on this construction.
(C) The center manifold that one constructs in step (B) can only be used
in general for a finite number of radii rk of step (A). The reason is that in
general its degree of approximation of the average of the minimizing currents
T is under control only up to a certain distance from the singular point under
consideration. This leads us to define the sets where the approximation
works, called in the sequel intervals of flattening, and to define an entire
sequence of center manifolds which will be used in the blowup analysis.
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(D) Next we will take care of the problem of the infinite order of contact.
This is done in two part. For the first one we derive the almost monotonicity
formula for a variant of Almgren’s frequency function, deducing that the
order of contact remains finite within each center manifold of the sequence
in (C).
(E) Then one needs to compare different center manifolds and to show that
the order of contact still remains finite. This is done by exploiting a deep
consequence of the construction in (C) which we call splitting before tilting
after the inspiring paper by T. Rivie`re [29].
(F) With this analysis at hand, we can pass into the limit our blowup
sequence and conclude the convergence to the graph of a harmonic Q-valued
function u.
(G) Finally, we discuss the capacitary argument leading to the persistence of
the singularities, to show that the function u in (F) needs to have a singular
set with positive Hm−2+α measure, thus contradicting the partial regularity
estimate for such multiple valued harmonic functions.
In the remaining part of this course we give a more detailed description
of the steps above, referring to the original papers [13, 16, 17, 14, 15] for the
complete proofs.
3. Q-valued functions and rectifiable currents
Since the final contradiction argument relies on the regularity theory of
multiple valued functions, we start recalling the main definitions and results
concerning them, and the way they can be used to approximate integer
rectifiable currents. The reference for this part of the theory is [13, 16, 17,
34].
3.1. Q-valued functions. We start by giving a metric structure to the
space (Rn)Q/ ∼ of unordered Q-tuples of points in Rn, where Q ∈ N \ {0}
is a fixed number. It is immediate to see that this space can be identified
with the subset of positive measures of mass Q which are the sum of integer
multiplicity Dirac delta:
(Rn)Q/ ∼ ≃ AQ(Rn) :=
{
Q∑
i=1
JPiK : Pi ∈ Rn
}
,
where JPiK denotes the Dirac delta at Pi. We can then endow AQ with
one of the distances defined for (probability) measures, for example the
Wasserstein distance of exponent two: for every T1 =
∑
i JPiK and T2 =∑
i JSiK ∈ AQ(Rn), we set
G(T1, T2) := min
σ∈SQ
√√√√ Q∑
i=1
∣∣Pi − Sσ(i)∣∣2,
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where we recall that SQ denotes the symmetric group of Q elements.
A Q-function simply a map f : Ω → AQ(Rn), where Ω ⊂ Rm is an open
domain. We can then talk about measurable (with respect to the Borel σ-
algebra of AQ(Rn)), bounded, uniformly-, Ho¨lder- or Lipschitz-continuous
Q-valued functions.
More importantly, following the pioneering approach to weakly differen-
tiable functions with values in a metric space by L. Ambrosio [6], we can
also define the class of Sobolev Q-valued functions W 1,2.
Definition 3.1.1 (Sobolev Q-valued functions). Let Ω ⊂ Rm be a bounded
open set. A measurable function f : Ω→ AQ is in the Sobolev class W 1,2 if
there exist m functions ϕj ∈ L2(Ω) for j = 1, . . . ,m, such that
(i) x 7→ G(f(x), T ) ∈W 1,2(Ω) for all T ∈ AQ;
(ii) |∂j G(f, T )| ≤ ϕj almost everywhere in Ω for all T ∈ AQ and for all
j ∈ {1, . . . ,m}, where ∂jG(f, T ) denotes the weak partial derivatives
of the functions in (i).
By simple reasonings, one can infer the existence of minimal functions
|∂jf | fulfilling (ii):
|∂jf | ≤ ϕj a.e. for any other ϕj satisfying (ii),
We set
|Df |2 :=
m∑
j=1
|∂jf |2 , (3.1)
and define the Dirichlet energy of a Q-valued function as (cp. also [25, 26, 27]
for alternative definitions)
Dir(f) :=
ˆ
Ω
|Df |2.
A Q-valued function f is said Dir-minimizing ifˆ
Ω
|Df |2 ≤
ˆ
Ω
|Dg|2 (3.2)
for all g ∈W 1,2(Ω,AQ) with G(f, g)|∂Ω = 0,
where the last inequality is meant in the sense of traces.
The main result in the theory of Q-valued functions is the following.
Theorem 3.1.2. Let Ω ⊂ Rm be a bounded open domain with Lipschitz
boundary, and let g ∈W 1,2(Ω,AQ(Rn)) be fixed. Then, the following holds.
(i) There exists a Dir-minimizing function f solving the minimization
problem (3.2).
(ii) Every such function f belongs to C0,κloc (Ω,AQ(Rn)) for a dimensional
constant κ = κ(m,Q) > 0.
(iii) For every such function f , |Df | ∈ Lploc(Ω) for some dimensional
constant p = p(m,n,Q) > 2.
12 EMANUELE SPADARO
(iv) There exists a relatively closed set Sing(u) ⊂ Ω of Hausdorff dimen-
sion at most m− 2 such that the graph of u outside Sing(u), i.e. the
set
graph(u|Ω\Σ = {(x, y) : x ∈ Ω \ Σ, y ∈ spt (u(x))} ,
is a smoothly embedded m-dimensional submanifold of Rm+n.
Remark 3.1.3. We refer to [13, 34] for the proofs and more refined results in
the case of of two dimensional domains. Moreover, for some results concern-
ing the boundary regularity we refer to [24], and for an improved estimate
of the singular set to [21].
We close this section by some considerations on the Q-valued functions.
For the reasons explained in the previous section, a Q-valued function has to
be considered as an intrinsic map taking values in the non-smooth space of
Q-points AQ, and cannot be reduced to a “superposition” of a number Q of
functions. Nevertheless, in many situations it is possible to handle Q-valued
functions as a superposition. For example, as shown in [13, Proposition 0.4]
every measurable function f : Rm → AQ(Rn) can be written (not uniquely!)
as
f(x) =
Q∑
i=1
Jfi(x)K for Hm-a.e. x, (3.3)
with f1, . . . , fQ : R
m → Rn measurable functions.
Similarly, for weakly differentiable functions it is possible to define a no-
tion of pointwise approximate differential (cp. [13, Corollary 2,7])
Df =
∑
i
JDfiK ∈ AQ(Rn×m),
with the property that at almost every x it holds Dfi(x) = Dfj(x) if
fi(x) = fj(x). Note, however, that the functions fi do not need to be
weakly differentiable in (3.3), for the Q-valued function f has an approxi-
mate differential.
3.2. Graph of Lipschitz Q-valued functions. There is a canonical way
to give the structure of integer rectifiable currents to the graph of a Lipschitz
Q-valued function.
To this aim, we consider proper Q-valued functions, i.e. measurable func-
tions F : M → AQ(Rm+n) (where M is any m-dimensional submanifold of
R
m+n) such that there is a measurable selection F =
∑
i JFiK for which⋃
i
(Fi)−1(K)
is compact for every compact K ⊂ Rm+n. It is then obvious that if there
exists such a selection, then every measurable selection shares the same
property.
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By a simple induction argument (cp. [16, Lemma 1.1]), there are a count-
able partition ofM in bounded measurable subsetsMi (i ∈ N) and Lipschitz
functions f ji :Mi → Rm+n (j ∈ {1, . . . , Q}) such that
(a) F |Mi =
∑Q
j=1
r
f ji
z
for every i ∈ N and Lip(f ji ) ≤ Lip(F ) ∀i, j;
(b) ∀ i ∈ N and j, j′ ∈ {1, . . . , Q}, either f ji ≡ f j
′
i or f
j
i (x) 6= f j
′
i (x)
∀x ∈Mi;
(c) ∀ i we have DF (x) =∑Qj=1 rDf ji (x)z for a.e. x ∈Mi.
We can then give the following definition.
Definition 3.2.1 (Q-valued push-forward). Let M be an oriented subman-
ifold of Rm+n of dimension m and let F : M → AQ(Rm+n) be a proper
Lipschitz map. Then, we define the push-forward of M through F as the
current
TF =
∑
i,j
(f ji )♯ JMiK ,
where Mi and f
j
i are as above: that is,
TF (ω) :=
∑
i∈N
Q∑
j=1
ˆ
Mi
〈ω(f ji (x)),Df ji (x)♯~e(x) 〉 dHm(x) ∀ ω ∈ Dm(Rn) .
(3.4)
One can prove that the current in Definition 3.2.1 does not depend on
the decomposition chosen for M and f , and moreover is integer rectifiable
(cp. [16, Proposition 1.4])
A particular class of push-forwards are given by graphs.
Definition 3.2.2 (Q-graphs). Let f =
∑
i JfiK : Rm → AQ(Rn) be Lipschitz
and define the map F : M → AQ(Rm+n) as F (x) :=
∑Q
i=1 J(x, fi(x))K.
Then, TF is the current associated to the graph Gr(f) and will be denoted
by Gf .
The main result concerning the push-forward of a Q-valued function is
the following (see [16, Theorem 2.1]).
Theorem 3.2.3 (Boundary of the push-forward). Let M ⊂ Rm+n be an
m-dimensional submanifold with boundary, F : M → AQ(Rm+n) a proper
Lipschitz function and f = F |∂M . Then, ∂TF = Tf .
Moreover, the following Taylor expansion of the mass of a graph holds
(cp. [16, Corollary 3.3]).
Proposition 3.2.4 (Expansion of M(Gf )). There exist dimensional con-
stants c¯, C > 0 such that, if Ω ⊂ Rm is a bounded open set and f : Ω →
AQ(Rn) is a Lipschitz map with Lip(f) ≤ c¯, then
M(Gf ) = Q|Ω|+ 1
2
ˆ
Ω
|Df |2 +
ˆ
Ω
∑
i
R¯4(Dfi) , (3.5)
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where R¯4 ∈ C1(Rn×m) satisfies |R¯4(D)| = |D|3L¯(D) for L¯ : Rn×m → R
Lipschitz with Lip(L¯) ≤ C and L¯(0) = 0.
3.3. Approximation of area minimizing currents. Finally we recall
some results on the approximation of area minimizing currents.
To this aim we need to introduce more notation. We consider cylinders
in Rm+n of the form C¯s(x) := B¯s(x)× Rn with x ∈ Rm.
Since we are interested in interior regularity, we can assume for the pur-
poses of this section that we are always in the following setting: for some
open cylinder C¯4r(x) (with r ≤ 1) and some positive integer Q, the area
minimizing current T has compact support in C¯4r(x) and satisfies
p♯T = Q
q
B¯4r(x)
y
and ∂T C¯4r(x) = 0, (3.6)
where p : Rm+n → π0 := Rm × {0} is the orthogonal projection.
We introduce next the main regularity parameter for area minimizing
currents, namely the Excess.
Definition 3.3.1 (Excess measure). For a current T as above we define the
cylindrical excess E(T, C¯r(x)) as follows:
E(T, C¯r(x)) :=
‖T‖(C¯r(x))
ωmrm
−Q
=
1
2ωmrm
ˆ
‖T‖(C¯r(x))
|~T − ~π0|2 d ‖T‖,
where ωm is the measure of the m-dimensional unit ball, and ~π0 is the m-
vector orienting π0.
The most general approximation result of area minimizing currents is the
one due to Almgren, and reproved in [17] with more refined techniques,
which asserts that under suitable smallness condition of the excess, an area
minimizing current coincides on a big set with a graph of a Lipschitz Q-
valued function.
Theorem 3.3.2 (Almgren’s strong approximation). There exist constants
C, γ1, ε1 > 0 (depending on m,n,Q) with the following property. Assume
that T is area minimizing in the cylinder C¯4r(x) and assume that
E := E(T, C¯4 r(x)) < ε1.
Then, there exist a map f : Br(x) → AQ(Rn) and a closed set K ⊂ B¯r(x)
such that the following holds:
Lip(f) ≤ CEγ1 , (3.7)
Gf (K × Rn) = T (K × Rn) and |Br(x) \K| ≤ C E1+γ1 rm, (3.8)∣∣∣∣∣‖T‖(C¯r(x))−Qωm rm − 12
ˆ
Br(x)
|Df |2
∣∣∣∣∣ ≤ C E1+γ1 rm. (3.9)
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The most important improvement of the theorem above with respect to
the preexisting approximation results is the small power Eγ1 in the three
estimates (3.7) - (3.9). Indeed, this will play a crucial role in the construction
of the center manifold. It is worthy mentioning that, when Q = 1 and n = 1,
this approximation theorem was first proved with different techniques by De
Giorgi in [10] (cp. also [12, Appendix]).
As a byproduct of this approximation, we also obtain the analog of the
so called harmonic approximation, which allows us to compare the Lipschitz
approximation above with a Dir-minimizing function.
Theorem 3.3.3 (Harmonic approximation). Let γ1, ε1 be the constants of
Theorem 3.3.2. Then, for every η¯ > 0, there is a positive constant ε¯1 < ε1
with the following property. Assume that T is as in Theorem 3.3.2 and
E := E(T, C¯4 r(x)) < ε¯1.
If f is the map in Theorem 3.3.2, then there exists a Dir-minimizing function
w such that
r−2
ˆ
Br(x)
G(f,w)2 +
ˆ
Br(x)
(|Df | − |Dw|)2
+
ˆ
Br(x)
|D(η ◦ f)−D(η ◦ w)|2 ≤ η¯ E rm, (3.10)
where η : AQ(Rn)→ Rn is the average map
η
(∑
i
JPiK
)
=
1
Q
∑
i
Pi.
4. Selection of contradiction’s sequence
In this section we give the details of the first step (A) in § 2.7, namely the
selection of a common subsequence such that the rescaled currents converge
to a flat tangent cone and the measure of the singular set remains uniformly
bounded below away from zero. For this purpose, we introduce the following
notation. We denote by Br(x) the open ball of radius r > 0 in R
m+n (we
do not write the point x if the origin) and, for Q ∈ N, we denote by DQ(T )
the points of density Q of the current T , and set
RegQ(T ) := Reg(T ) ∩DQ(T ) and SingQ(T ) := Sing(T ) ∩DQ(T ).
The precise properties of the sequence that will be used in the blowup
argument are stated in the following proposition. We recall that the main
hypothesis at the base of the proof is the contradiction assumption of § 2.7,
which we restate for reader’s convenience.
Contradiction assumption: there exist numbers m ≥ 2, n ∈ N, α > 0
and an area minimizingm-dimensional integer rectifiable current T in Rm+n
such that
Hm−2+α(Sing(T )) > 0.
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We introduce the spherical excess defined as follows: for a given m-
dimensional plane π,
E(T,Br(x), π) :=
1
2ωm rm
ˆ
Br(x)
|~T − ~π|2 d‖T‖,
E(T,Br(x)) := min
τ
E(T,Br(x), τ).
Proposition 4.0.4 (Contradiction’s sequence). Under the contradiction as-
sumption, there exist
(1) constants m,n,Q ≥ 2 natural numbers and α, η > 0 real numbers;
(2) an m-dimensional area minimizing integer rectifiable current T in
R
m+n with ∂T = 0;
(3) a sequence rk ↓ 0
such that 0 ∈ DQ(T ) and the following holds:
lim
k→+∞
E(T0,rk ,B10) = 0, (4.1)
lim
k→+∞
Hm−2+α∞ (DQ(T0,rk) ∩B1) > η, (4.2)
Hm((B1 ∩ spt (T0,rk)) \DQ(T0,rk)) > 0 ∀ k ∈ N. (4.3)
Here Hm−2+α∞ is the Hausdorff premeasure computed without any restric-
tion on the diameter of the sets in the coverings.
By Almgren’s stratification theorem and by general measure theoretic
arguments, there exist sequences satisfying either (4.1) or (4.2). The two
subsequences might, however, be different: we show the existence of one
point and a single subsequence along which both conclusions hold. The
proof of the proposition is based on the following two results.
Theorem 4.0.5 (Almgren [5, 2.27]). Let α > 0 and let T be an integer
rectifiable area minimizing current in Rm+n. Then,
(1) for Hm−2+α-a.e. point x ∈ spt (T ) \ spt (∂T ) there exists a subse-
quence sk ↓ 0 such that Tx,sk converges to a flat cone;
(2) for Hm−3+α-a.e. point x ∈ spt (T ) \ spt (∂T ), it holds that Θ(T, x) ∈
Z.
Lemma 4.0.6. Let S be an m-dimensional area minimizing integral current,
which is a cone in Rm+n with ∂S = 0, Q = Θ(S, 0) ∈ N \ {0}, and assume
that
Hm(DQ(S)) > 0 and Hm−1(SingQ(S)) = 0.
Then S is an m-dimensional plane with multiplicity Q.
Proof of Proposition 4.0.4. Let m > 1 be the smallest integer for which
Theorem 1.2.1 fails. In view of Almgren’s stratification Theorem 4.0.5, we
can assume that there exist an integer rectifiable area minimizing current R
of dimension m and a positive integer Q such that the Hausdorff dimension
of SingQ(R) is larger than m − 2. We fix the smallest Q for which such a
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current R exists and note that by Allard’s regularity theorem (cp. [2]) it
must be Q > 1.
Let α > 0 be such that Hm−2+α(SingQ(R)) > 0, and consider a density
point x0 for the measure Hm−2+α (without loss of generality x0 = 0). In
particular, there exists rk ↓ 0 such that
lim
k→+∞
Hm−2+α∞
(
SingQ(R) ∩Brk
)
rm−2+αk
> 0 .
Up to a subsequence (not relabeled) we can assume that R0,rk → S, with S
a tangent cone. If S is a multiplicity Q flat plane, then we set T := R and
the proposition is proven (indeed, (4.3) is satisfied because 0 ∈ Sing(R) and
‖R‖ ≥ Hm spt (R)).
If S is not flat, taking into account the convergence properties of area
minimizing currents [31, Theorem 34.5] and the upper semicontinuity of
Hm−2+α∞ under the Hausdorff convergence of compact sets, we deduce
Hm−2+α∞
(
DQ(S) ∩ B¯1
) ≥ lim inf
k→+∞
Hm−2+α∞
(
DQ(R0,rk) ∩ B¯1
)
> 0. (4.4)
We claim that (4.4) implies
Hm−2+α∞ (SingQ(S)) > 0. (4.5)
Indeed, if all points of DQ(S) are singular, then (4.5) follows from (4.4)
directly. Otherwise, RegQ(S) is not empty, thus implying Hm(DQ(S) ∩
B1) > 0: we can then apply Lemma 4.0.6 and infer that, since S is not
regular, then Hm−1(SingQ(S)) > 0 and (4.5) holds.
We can, hence, find x ∈ SingQ(S) \ {0} and rk ↓ 0 such that
lim
k→+∞
Hm−2+α∞
(
SingQ(S) ∩Brk(x))
rm−2+αk
> 0.
Up to a subsequence (not relabelled), we can assume that Sx,rk converges
to S1. Since S1 is a tangent cone to the cone S at x 6= 0, S1 splits off
a line, i.e. S1 = S2 × J{t e : t ∈ R}K for some e ∈ Sm+n−1, for some area
minimizing cone S2 in R
m−1+n and some v ∈ Rm+n (cp. [31, Lemma 35.5]).
Since m is, by assumption, the smallest integer for which Theorem 1.2.1
fails, Hm−3+α(Sing(S2)) = 0 and, hence, Hm−2+α(SingQ(S1)) = 0. On the
other hand, arguing as for (4.4), we have
Hm−2+α∞ (DQ(S1) ∩ B¯1) ≥ lim sup
k→+∞
Hm−2+α∞ (DQ(Sx,rk) ∩ B¯1) > 0.
Thus RegQ(S1) 6= ∅ and, hence, Hm(DQ(S1)) > 0. We then can apply
Lemma 4.0.6 again and conclude that S1 is an m-dimensional plane with
multiplicity Q. Therefore, the proposition follows taking T a suitable trans-
lation of S. 
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Proof of Lemma 4.0.6. We premise the following lemma.
Lemma 4.0.7. Let T be an integer rectifiable current of dimension m in
R
m+n with locally finite mass and U an open set such that
Hm−1(∂U ∩ spt (T )) = 0 and (∂T ) U = 0.
Then ∂(T U) = 0.
Proof. Consider V ⊂⊂ Rm+n. By the slicing theory
Sr := T (V ∩ U ∩ {dist (x, ∂U) > r})
is a normal current in Nm(V ) for a.e. r. Since
M(T (V ∩ U)− Sr)→ 0 as r ↓ 0,
we conclude that T (U ∩ V ) is in the M-closure of Nm(V ). Thus, by [18,
4.1.17], T U is a flat chain in Rm+n and by [18, 4.1.12] ∂(T U) is a flat
chain. Since spt (∂(T U)) ⊂ ∂U ∩ spt (T ), we can apply [18, Theorem
4.1.20] to conclude that ∂(T U) = 0. 
We next prove Lemma 4.0.6. For each x ∈ RegQ(S), let rx be such that
S B2rx(x) = Q JΓK for some regular submanifold Γ and set
U :=
⋃
x∈RegQ(S)
Brx(x).
Obviously, RegQ(S) ⊂ U ; hence, by assumption, it is not empty. Fix x ∈
spt (S) ∩ ∂U . Let next (xk)k∈N ⊂ RegQ(S) be such that
dist (x,Brxk (xk))→ 0.
We necessarily have that rxk → 0: otherwise we would have x ∈ B2rxk (xk)
for some k, which would imply x ∈ RegQ(S) ⊂ U , i.e. a contradiction.
Therefore, xk → x and, by [31, Theorem 35.1],
Q = lim sup
k→+∞
Θ(S, xk) ≤ Θ(S, x) = lim
λ↓0
Θ(S, λx) ≤ Θ(S, 0) = Q.
This implies x ∈ DQ(S). Since x ∈ ∂U , we must then have x ∈ SingQ(S).
Thus, we conclude thatHm−1(spt (S)∩∂U) = 0. It follows from Lemma 4.0.7
that S′ := S U has 0 boundary in Rm+n. Moreover, since S is an area min-
imizing cone, S′ is also an area-minimizing cone. By definition of U we have
Θ(S′, x) = Q for ‖S′‖-a.e. x and, by semicontinuity,
Q ≤ Θ(S′, 0) ≤ Θ(S, 0) = Q.
We apply Allard’s theorem [2] and deduce that S′ is regular, i.e. S′ is an
m-plane with multiplicity Q. Finally, from Θ(S′, 0) = Θ(S, 0), we infer
S′ = S. 
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5. Center manifold’s construction
In this section we describe the procedure for the construction of the center
manifold. As mentioned in the introduction, this is the most complicated
part of the proof: indeed, the construction of the center manifold comes
together with a series of other estimates which will enter significantly in
the proof of the main Theorem 1.2.1. In particular, as an outcome of the
procedure we obtain the following several things.
(1) A decomposition of the horizontal plane π0 = R
m×{0} of “Whitney’s
type”.
(2) A family of interpolating functions defined on the cubes of this de-
composition.
(3) A normal approximation taking values in the normal bundle of the
center manifold.
(4) A set of criteria (which will in fact determine the Whitney decompo-
sition) which lead to what we call splitting-before-tilting estimates.
(5) An family of intervals, called intervals of flattening, where the con-
struction will be effective.
(6) A family of pairs cube–ball transforming the estimates on the Whit-
ney decomposition into estimates on balls (thus passing from the
cubic lattice of the decomposition to the standard geometry of balls).
5.1. Notation and assumptions. Let us recall the following notation.
Given an integer rectifiable current T with compact support, we consider
the spherical and the cylindrical excesses defined as follows, respectively:
for given m-planes π, π′, we set
E(T,Br(x), π) := (2ωm r
m)−1
ˆ
Br(x)
|~T − ~π|2 d‖T‖, (5.1)
E(T, C¯r(x, π), π
′) := (2ωm rm)−1
ˆ
C¯r(x,π)
|~T − ~π′|2 d‖T‖ , (5.2)
where C¯r(x, π) = B¯r(x, π)× π⊥ is the cylinder over the closed ball B¯r(x, π)
or radius r and center x in the m-dimensional plane π. And we consider the
height function in a set A (we denote by pπ the orthogonal projection on a
plane π)
h(T,A, π) := sup
x,y ∈ spt (T )∩A
|pπ⊥(x)− pπ⊥(y)| .
We also set
E(T,Br(x)) := min
τ
E(T,Br(x), τ) = E(T,Br(x), π), (5.3)
and we will use E(T, C¯r(x, π)) in place of E(T, C¯r(x, π), π): note that it
coincides with the cylindrical excess as defined in § 3.3 when
(pπ)♯T C¯r(x, π) = Q
q
B¯r(pπ(x), π)
y
.
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In this section we will work with an area minimizing integer rectifiable
current T 0 with compact support which satisfies the following assumptions:
for some constant ε2 ∈ (0, 1), which we always suppose to be small enough,
Θ(0, T 0) = Q and ∂T 0 B6
√
m = 0, (5.4)
‖T 0‖(B6√mρ) ≤
(
ωmQ(6
√
m)m + ε22
)
ρm ∀ρ ≤ 1, (5.5)
E := E
(
T 0,B6
√
m
)
= E
(
T 0,B6
√
m, π0
)
≤ ε22, (5.6)
It follows from standard considerations in geometric measure theory that
there are positive constants C0(m,n,Q) and c0(m,n,Q) with the following
property. If T 0 is as in (5.4) - (5.6), ε2 < c0 and T := T
0 B23
√
m/4, then:
∂T C¯11
√
m/2(0, π0) = 0, (5.7)
(pπ0)♯T C¯11
√
m/2(0, π0) = Q
r
B11
√
m/2(0, π0)
z
, (5.8)
h(T, C¯5
√
m(0, π0)) ≤ C0ε
1
m
2 . (5.9)
In particular for each x ∈ B11√m/2(0, π0) there is a point p ∈ spt (T ) with
pπ0(p) = x.
5.2. Whitney decomposition and interpolating functions. The con-
struction of the center manifold is done by following a suitable decomposition
of the horizontal plane π0 into cubes. We denote by C
j , j ∈ N, the family
of dyadic closed cubes L of π0 with side-length 2
1−j =: 2 ℓ(L). Next we set
C :=
⋃
j∈N C
j. If H and L are two cubes in C with H ⊂ L, then we call L
an ancestor of H and H a descendant of L. When in addition ℓ(L) = 2ℓ(H),
H is a son of L and L the father of H.
Definition 5.2.1. A Whitney decomposition of [−4, 4]m ⊂ π0 consists of
a closed set Γ ⊂ [−4, 4]m and a family W ⊂ C satisfying the following
properties:
(w1) Γ ∪⋃L∈W L = [−4, 4]m and Γ does not intersect any element of W ;
(w2) the interiors of any pair of distinct cubes L1, L2 ∈ W are disjoint;
(w3) if L1, L2 ∈ W have nonempty intersection, then
1
2
ℓ(L1) ≤ ℓ(L2) ≤ 2 ℓ(L1).
Observe that (w1) - (w3) imply
dist (Γ, L) := inf
{|x− y| : x ∈ L, y ∈ Γ} ≥ 2ℓ(L) for every L ∈ W .
However, we do not require any inequality of the form dist (Γ, L) ≤ Cℓ(L),
although this would be customary for what is commonly called Whitney
decomposition in the literature.
We denote by S j all the dyadic cubes with side-length 21−j which are
not contained in W and set S := ∪j≥N0S j for some big natural number
N0. For each cube L ∈ W ∪ S , we set rL = M0
√
mℓ(L), with M0 ∈ N a
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dimensional constant to be fixed later, and we call its center xL. We can
then find points pL ∈ spt (T ), with coordinates pL = (xL, yL) ∈ π0 × π⊥0 ,
and interpolating functions
gL : B4rL(pL, π0)→ π⊥0 ,
such that the following holds: for every H,L ∈ W ∪S ,
‖gH‖C0 ≤ C E
1
2m and ‖DgH‖C2,κ ≤ CE
1
2 ; (5.10)
‖gH − gL‖Ci(BrL (pL,π0)) ≤ CE
1
2 ℓ(H)3+κ−i (5.11)
∀ i ∈ {0, . . . , 3} if H ∩ L 6= ∅;
|D3gH(xH)−D3gL(xL)| ≤ CE
1
2 |xH − xL|κ; (5.12)
sup
(x,y)∈spt (T ), x∈H
‖gH − y‖C0 ≤ CE
1
2m ℓ(H), (5.13)
for some κ > 0, and where we used the notation
Br(pL, π0) := Br(pL) ∩ (pL + π0).
It is now very simple to show how to patch all the interpolating functions
gL in order to construct a center manifold. To this aim, we set
P
j := S j ∪ {L ∈ W : ℓ(L) ≥ 2−j} .
For every L ∈ Pj we define
ϑL(y) := ϑ
(
y − xL
ℓ(L)
)
,
for some fixed ϑ ∈ C∞c
(
[−1716 , 1716 ]m, [0, 1]
)
that is identically 1 on [−1, 1]m.
We can then patch all the interpolating functions using the partition of the
unit induced by the ϑL, i.e.
ϕj :=
∑
L∈Pj ϑLgL∑
L∈Pj ϑL
. (5.14)
The following theorem is now a very easy consequence of the estimates
on the interpolating functions.
Theorem 5.2.2 (Existence of the center manifold). Assume to be given a
Whitney decomposition (Γ,W ) and interpolating functions gH as above. If
ε2 is sufficiently small, then
(i) the functions ϕj defined in (5.14) satisfy
‖Dϕj‖C2,κ ≤ CE
1
2 and ‖ϕj‖C0 ≤ CE
1
2m ,
(ii) ϕj converges to a map ϕ such that M := Gr(ϕ|]−4,4[m) is a C3,κ
submanifold of Σ, called in the sequel center manifold,
(iii) for all x ∈ Γ, the point (x,ϕ(x)) ∈ spt (T ) and is a multiplicity Q
point. Setting Φ(y) := (y,ϕ(y)), we call Φ(Γ) the contact set.
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Proof. Define χH := ϑH/(
∑
L∈Pj ϑL) and observe that∑
χH = 1 and ‖χH‖Ci ≤ C0(i,m, n) ℓ(H)−i ∀i ∈ N . (5.15)
Set Pj(H) := {L ∈ Pj : L ∩H 6= ∅} \ {H}. By construction
1
2
ℓ(L) ≤ ℓ(H) ≤ 2 ℓ(L) for every L ∈ Pj(H),
and the cardinality of Pj(H) is bounded by a geometric constant C0. The
estimate |ϕj | ≤ CE 12m follows then easily from (5.10).
For x ∈ H we write
ϕj(x) =
(
gHχH +
∑
L∈Pj(H)
gLχL
)
(x) = gH(x) +
∑
L∈Pj(H)
(gL − gH)χL (x) .
(5.16)
Using the Leibniz rule, (5.15), (5.10) and (5.11), for i ∈ {1, 2, 3} we get
‖Diϕj‖C0(H) ≤ ‖gH‖Ci +
∑
0≤l≤i
∑
L∈Pj(H)
‖gL − gH‖Cl(H)ℓ(L)l−i
≤ CE 12 (1 + ℓ(H)3+κ−i).
Next, using also [D3gH −D3gL]κ ≤ CE 12 , we obtain
[D3ϕj ]κ,H ≤
∑
0≤l≤3
∑
L∈Pj (H)
ℓ(H)l−3
(
ℓ(H)−κ‖Dl(gL − gH)‖C0(H)
+ [Dl(gL − gH)]κ,H
)
+ [D3gH ]κ,H ≤ CE
1
2 .
Fix now x, y ∈ [−4, 4]m, let H,L ∈ Pj be such that x ∈ H and y ∈ L. If
H ∩ L 6= ∅, then
|D3ϕj(x)−D3ϕj(y)| ≤ C
(
[D3ϕj ]κ,H + [D
3ϕj ]κ,L
)|x− y|κ. (5.17)
If H ∩L = ∅, we assume without loss of generality ℓ(H) ≤ ℓ(L) and observe
that
max
{|x− xH |, |y − xL|} ≤ ℓ(L) ≤ |x− y| .
Moreover, by construction ϕj is identically equal to gH in a neighborhood
of its center xH . Thus, we can estimate
|D3ϕj(x)−D3ϕj(y)| ≤ |D3ϕj(x)−D3ϕj(xH)|+ |D3gH(xH)−D3gL(xL)|
+ |D3ϕj(xL)−D3ϕj(y)|
≤ CE 12 (|x− xH |κ + |xH − xL|κ + |y − xL|κ)
≤ CE 12 |x− y|κ ,
where we used (5.17) and (5.12). The convergence of the sequence ϕj (up
to subsequences) and (iii) are now simple consequences of (5.13) (details are
left to the reader). 
HIGHER CODIMENSION INTEGRAL CURRENTS 23
5.3. Normal approximation. The main feature of the center manifoldM
lies actually in the fact that it allows to make a good approximation of the
current which turns out to be almost centered by M.
We introduce the following definition.
Definition 5.3.1 (M-normal approximation). An M-normal approxima-
tion of T is given by a pair (K, F ) such that
(A1) F :M→AQ(U) is Lipschitz and takes the special form
F (x) =
∑
i
Jx+Ni(x)K ,
with Ni(x) ⊥ TxM for every x ∈M and i = 1, . . . , Q.
(A2) K ⊂M is closed, contains Φ(Γ ∩ [−72 , 72 ]m) and
TF p
−1(K) = T p−1(K).
The map N =
∑
i JNiK :M→AQ(U) is called the normal part of F .
As proven in [14, Theorem 2.4], the center manifold M of the previous
section allows to construct anM-normal approximation which does approx-
imate the area minimizing current T . In order to state the result, to each
L ∈ W we associate a Whitney region L on M as follows:
L := Φ
(
H ∩ [−7
2
,
7
2
]m
)
,
where H is the cube concentric to L with ℓ(H) = 1716ℓ(L). We will use‖N |L‖0 to denote the quantity supx∈L G(N(x), Q J0K).
Theorem 5.3.2. Let γ2 :=
γ1
4 , with γ1 the constant of Theorem 3.3.2.
Under the hypotheses of Theorem 5.2.2, if ε2 is sufficiently small, then there
exist constants β2, δ2 > 0 and an M-normal approximation (K, F ) such that
the following estimates hold on every Whitney region L:
Lip(N |L) ≤ CEγ2ℓ(L)γ2 and ‖N |L‖C0 ≤ CE
1
2m ℓ(L)1+β2 , (5.18)ˆ
L
|DN |2 ≤ CE ℓ(L)m+2−2δ2 , (5.19)
|L \ K|+ ‖TF − T‖(p−1(L)) ≤ CE1+γ2ℓ(L)m+2+γ2 . (5.20)
Moreover, for any a > 0 and any Borel set V ⊂ L, we haveˆ
V
|η ◦N | ≤ CE
(
ℓ(L)3+
β2
3 + a ℓ(L)2+
γ2
2
)
|V|
+
C
a
ˆ
V
G(N,Q Jη ◦NK )2+γ2 . (5.21)
Let us briefly explain the conclusions of the theorem. The estimates in
(5.18) and (5.19) concern the regularity properties of the normal approxi-
mation N , and will play an important role in many of the subsequent argu-
ments. However, the key properties of N are (5.20) and (5.21): the former
24 EMANUELE SPADARO
estimates the error done in the approximation on every Whitney region;
while the latter estimates the L1 norm of the average of N , which is a mea-
sure of the centering of the center manifold. Note that both estimates are in
some sense “superlinear” with respect to the relevant parameters: indeed,
as it will be better understood later on, they involve either a superlinear
power of the excess E1+γ2 or the L2+γ2 norm of N (which is of higher order
with respect to the “natural” L2 norm).
5.4. Construction criteria. The estimates and the results of the previous
two subsections depend very much on the way the Whitney decomposition,
the interpolating functions and the normal approximation are constructed.
We start recalling the notation pL = (xL, yL) where L is a dyadic cube, xL
its center and yL ∈ π⊥0 is chosen in such a way that pL ∈ spt (T ). Moreover,
we set
BL := B64rL(pL),
where we recall that rL := M0
√
mℓ(L) for some large constant M0 ∈ N.
We define the families of cubes of the Whitney decomposition
W = We ∪Wh ∪Wn and S ⊂ C .
We use the notation S j = S ∩ C j,W j = W ∩ C j and so on.
We recall the notation for the excess,
E(T,Br(x)) := min
τ
E(T,Br(x), τ) = E(T,Br(x), π).
Them-dimensional planes π realizing the minimum above are called optimal
planes of T in a ball Br(x) if, in addition, π optimizes the height among all
planes that optimize the excess:
h(T,Br(x), π) = min
{
h(T,Br(x), τ) : τ satisfies (5.3)
}
=: h(T,Br(x)). (5.22)
An optimal plane in the ball BL is denoted by πL.
We fix a big natural number N0, and constants Ce, Ch > 0, and we define
W i = S i = ∅ for i < N0. We proceed with j ≥ N0 inductively: if the father
of L ∈ C j is not in W j−1, then
(EX) L ∈ W je if E(T,BL) > CeE ℓ(L)2−2δ2 ;
(HT) L ∈ W jh if L 6∈ W je and h(T,BL) > ChE
1
2m ℓ(L)1+β2 ;
(NN) L ∈ W jn if L 6∈ W je ∪W jh but it intersects an element of W j−1;
if none of the above occurs, then L ∈ S j .
We finally set
Γ := [−4, 4]m \
⋃
L∈W
L =
⋂
j≥N0
⋃
L∈S j
L. (5.23)
Observe that, if j > N0 and L ∈ S j ∪ W j , then necessarily its father
belongs to S j−1.
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For what concerns the interpolating functions gL, they are obtained as
the result of the following procedure.
(1) Let L ∈ S ∪W and πL be an optimal plane. Then, T C¯32rL(pL, πL)
fulfills the assumptions of the approximation Theorem 3.3.2 in the
cylinder C¯32rL(pL, πL), and we can then construct a Lipschitz ap-
proximation
fL : B8rL(pL, πL)→ AQ(π⊥L ).
(2) We let hL : B7rL(pL, πL) → π⊥L be a regularization of the average
given by
hL := (η ◦ fL) ∗ ̺ℓ(L),
where ̺ ∈ C∞c (B1) is radial,
´
̺ = 1 and
´ |x|2̺(x) dx = 0.
(3) Finally, we find a smooth map gL : B4rL(pL, π0)→ π⊥0 such that
GgL = GhL C¯4rL(pL, π0),
where we recall that Gu denotes the current induced by the graph
of a function u.
The fact that the above procedure can be applied follows from the choice
of the stopping criteria for the construction of the Whitney decomposition.
We refer to [14] for a detailed proof. Here we only stress the fact that
this construction depends strongly on the choice of the constants involved:
in particular, Ce, Ch, β2, δ2,M0 are positive real numbers and N0 a natural
number satisfying in particular
β2 = 4 δ2 = min
{
1
2m
,
γ1
100
}
, (5.24)
where γ1 is the constant of Theorem 3.3.2, and
M0 ≥ C0(m,n, n¯,Q) ≥ 4 and
√
mM02
7−N0 ≤ 1 . (5.25)
Note that β2 and δ2 are fixed, while the other parameters are not fixed but
are subject to further restrictions in the various statements, respecting a
very precise “hierarchy” (cp. [14, Assumption 1.9]).
Finally, we add also a few words concerning the construction of the normal
approximation N . In every Whitney region L the map N is a suitable
extension of the reparametrization of the Lipschitz approximation fL. Then
the estimates (5.18), (5.19) and (5.20) follow easily from Theorem 3.3.2.
The most intricate proof is the one of (5.21) for which the choice of the
regularization hL deeply plays a role. The main idea is that, on the optimal
plane πL, the average of the sheets of the minimizing current is almost the
graph of a harmonic function. Therefore, a good way to regularize it (which
actually would keep it unchanged if it were exactly harmonic) is to convolve
with a radial symmetric mollifier. This procedure, which we stress is not the
only possible one, will indeed preserve the main properties of the average.
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5.5. Splitting before tilting. The above criteria are not just important for
the construction purposes, but also lead to a couple of important estimates
which will be referred to as splitting-before-tilting estimates. Indeed, it is not
a case that the powers of the side-length in the (EX) and (HT) criteria look
like the powers in the familiar decay of the excess and in the height bound.
In fact it turns out that, following the arguments for the height bound and
for the decay of the excess, one can infer two further consequences of the
Whitney decomposition’s criteria.
5.5.1. (HT)-cubes. If a dyadic cube L has been selected by the Whitney
decomposition procedure for the height criterion, then the M-normal ap-
proximation above the corresponding Whitney region needs to have a large
pointwise separation (see (5.28) below).
Proposition 5.5.2 ((HT)-estimate). If ε2 is sufficiently small, then the
following conclusions hold for every L ∈ Wh:
Θ(T, p) ≤ Q− 1
2
∀ p ∈ B16rL(pL), (5.26)
L ∩H = ∅ ∀ H ∈ Wn with ℓ(H) ≤ 1
2
ℓ(L); (5.27)
G(N(x), Q Jη ◦N(x)K ) ≥ 1
4
ChE
1
2m ℓ(L)1+β2 ∀ x ∈ L. (5.28)
A simple corollary of the previous proposition is the following.
Corollary 5.5.3. Given any H ∈ Wn there is a chain L = L0, L1, . . . , Lj =
H such that:
(a) L0 ∈ We and Li ∈ Wn for all i = 1, . . . , j;
(b) Li ∩ Li−1 6= ∅ and ℓ(Li) = 12ℓ(Li−1) for all i = 1, . . . , j.
In particular, H ⊂ B3√mℓ(L)(xL, π0).
We use this last corollary to partition Wn.
Definition 5.5.4 (Domains of influence). We first fix an ordering of the
cubes in We as {Ji}i∈N so that their side-length decreases. Then H ∈ Wn
belongs to Wn(J0) if there is a chain as in Corollary 5.5.3 with L0 = J0.
Inductively, Wn(Jr) is the set of cubes H ∈ Wn \∪i<rWn(Ji) for which there
is a chain as in Corollary 5.5.3 with L0 = Jr.
5.5.5. (Ex)-cubes. Similarly, if a cube of the Whitney decomposition is se-
lected by the (EX) condition, i.e. the excess does not decay at some given
scale, then a certain amount of separation between the sheets of the current
must also in this case occur.
HIGHER CODIMENSION INTEGRAL CURRENTS 27
Proposition 5.5.6 ((EX)-estimate). If L ∈ We and Ω = Φ(Bℓ(L)/4(q, π0))
for some point q ∈ π0 with dist(L, q) ≤ 4
√
mℓ(L), then
CeEℓ(L)
m+2−2δ2 ≤ ℓ(L)mE(T,BL) ≤ C
ˆ
Ω
|DN |2 , (5.29)
ˆ
L
|DN |2 ≤ Cℓ(L)mE(T,BL) ≤ Cℓ(L)−2
ˆ
Ω
|N |2 . (5.30)
Both propositions above are a typical splitting-before-tilting phenomenon
in this sense: the key assumption is that the excess has decayed up to a given
scale (i.e. no “tilting” occurs), while the conclusion is that a certain amount
of separation between the sheets of the current (“splitting”) holds. We bor-
rowed this terminology from the paper by T. Rivie`re [29], where a similar
phenomenon (but not completely the same) was proved for semi-calibrated
two dimensional currents as a consequence of a lower epi-perimetric inequal-
ity.
5.6. Intervals of flattening. Here we define the last feature of the con-
struction of the center manifold, namely the so called interval of flattening.
A center manifold constitutes a good approximation of the average of the
sheets of a current as soon as the errors in Theorem 5.3.2 are small com-
pared to the distance from the origin. In this case, we are forced to interrupt
our blowup analysis and to start a new center manifold. This procedure is
explained in details in the following paragraph.
5.6.1. Defining procedure. We fix the constant cs :=
1
64
√
m
and notice that
2−N0 < cs. We set
R := {r ∈]0, 1] : E(T,B6√mr) ≤ ε23}, (5.31)
where ε3 > 0 is a suitably chosen constant, always assumed to be smaller
than ε2. Observe that, if (sk) ⊂ R and sk ↑ s, then s ∈ R. We cover R with
a collection F = {Ij}j of intervals Ij =]sj, tj] defined as follows: we start
with
t0 := max{t : t ∈ R}.
Next assume, by induction, to have defined
t0 > s0 ≥ t1 > s1 ≥ . . . > sj−1 ≥ tj ,
and consider the following objects:
- Tj := ((ι0,tj )♯T ) B6
√
m, and assume (without loss of generality, up
to a rotation) that E(Tj ,B6
√
m, π0) = E(Tj,B6
√
m);
- let Mj the corresponding center manifold for Tj , given as the graph
of a map ϕj : π0 ⊃ [−4, 4]m → π⊥0 , (for later purposes we set
Φj(x) := (x,ϕj(x))).
Then, one of the following possibilities occurs:
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(Stop) either there is r ∈]0, 3] and a cube L of the Whitney decomposition
W (j) of [−4, 4]m ⊂ π0 (applied to Tj) such that
ℓ(L) ≥ cs r and L ∩ B¯r(0, π0) 6= ∅; (5.32)
(Go) or there exists no radius as in (Stop).
It is possible to show that when (Stop) occurs for some r, such r is smaller
than 2−5. This justifies the following:
(1) in case (Go) holds, we set sj := 0, i.e. Ij :=]0, tj ], and end the
procedure;
(2) in case (Stop) holds we let sj := r¯ tj, where r¯ is the maximum radius
satisfying (Stop). We choose then tj+1 as the largest element in
R∩]0, sj ] and proceed iteratively.
The following are easy consequences of the definition: for all r ∈] sjtj , 3[, it
holds
E(Tj ,Br) ≤ Cε23 r2−2δ2 , (5.33)
sup{dist(x,Mj) : x ∈ spt (Tj) ∩ p−1j (Br(pj))} ≤ C (Ej)
1
2m r1+β2 , (5.34)
where Ej := E(Tj ,B6
√
m) and pj denotes the nearest point projection on
Mj defined on a neighborhood of the center manifold (for the proof we refer
to [15]).
5.7. Families of subregions. Let M be a center manifold and Φ : π0 →
R
m+n the paremetrizing map. Set q := Φ(0) and denote by B the projection
of the geodesic ball pπ0(Br(q)), for some r ∈ (0, 4). Since ‖ϕ‖C3,κ ≤ Cε1/m2
in Theorem 5.2.2, it is simple to show that B is a C2 convex set and that
the maximal curvature of ∂B is everywhere smaller than 2r . Thus, for every
z ∈ ∂B there is a ball Br/2(y) ⊂ B whose closure touches ∂B at z.
In this section we show how one can partition the cubes of the Whitney
decomposition which intersect B into disjoint families which are labeled by
pairs (L,B(L)) cube–ball enjoying different properties.
Proposition 5.7.1. There exists a set Z of pairs (L,B(L)) with this prop-
erties:
(i) if (L,B(L)) ∈ Z , then L ∈ We ∪ Wh, the radius of B(L) is ℓ(L)4 ,
B(L) ⊂ B and dist (B(L), ∂B) ≥ ℓ(L)4 ;
(ii) if the pairs (L,B(L)), (L′, B(L′)) ∈ Z are distinct, then L and L′
are distinct and B(L) ∩B(L′) = ∅;
(iii) the cubes W which intersect B are partitioned into disjoint families
W (L) labeled by (L,B(L)) ∈ Z such that, if H ∈ W (L), then H ⊂
B30
√
mℓ(L)(xL).
In this way, every cube of the Whitney decomposition intersecting B can
be uniquely associated to a ball B(L) ⊂ B for some L ∈ We ∩Wh. This will
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allow to transfer the estimates form the cubes of the Whitney decomposition
to the ball B.
5.7.2. Proof of Proposition 5.7.1. We start defining appropriate families of
cubes and balls.
Definition 5.7.3 (Family of cubes). We first define a family T of cubes in
the Whitney decomposition W as follows:
(i) T includes all L ∈ Wh ∪We which intersect B;
(ii) if L′ ∈ Wn intersects B and belongs to the domain of influence Wn(L)
of the cube L ∈ We as in Definition 5.5.4, then L ∈ T .
It is easy to see that, if r belongs to an interval of flattening, then for
every L ∈ T it holds that ℓ(L) ≤ 3csr ≤ r and dist(L,B) ≤ 3
√
mℓ(L).
Therefore, we can also define the following associated balls.
Definition 5.7.4. For every L ∈ T , let xL be the center of L and:
(a) if xL ∈ B, we then set s(L) := ℓ(L) and BL := Bs(L)(xL, π);
(b) otherwise we consider the ball Br(L)(xL, π) ⊂ π such that its closure
touches B at exactly one point p(L), we set s(L) := r(L)+ ℓ(L) and
define BL := Bs(L)(xL, π).
We proceed to select a countable family T of pairwise disjoint balls {BL}.
We let S := supL∈T s(L) and start selecting a maximal subcollection T1 of
pairwise disjoint balls with radii larger than S/2. Clearly, T1 is finite. In
general, at the stage k, we select a maximal subcollection Tk of pairwise
disjoint balls which do not intersect any of the previously selected balls in
T1 ∪ . . . ∪ Tk−1 and which have radii r ∈]2−kS, 21−kS]. Finally, we set
T :=
⋃
k Tk.
Definition 5.7.5 (Family of pairs cube-balls (L,B(L)) ∈ Z ). Recalling the
convexity properties of B and ℓ(L) ≤ r, it easy to see that there exist balls
Bℓ(L)/4(qL, π) ⊂ BL ∩B which lie at distance at least ℓ(L)/4 from ∂B. We
denote by B(L) one of such balls and by Z the collection of pairs (L,B(L))
with BL ∈ T .
Next, we partition the cubes of W which intersect B into disjoint families
W (L) labeled by (L,B(L)) ∈ Z in the following way. Let H ∈ W have
nonempty intersection with B. Then, either H is in T and we set J := H,
or is in the domain of influence of some J ∈ T . If J 6= H, then the separation
between J and H is at most 3
√
mℓ(J) and, hence, H ⊂ B4√mℓ(J)(xJ). By
construction there is a BL ∈ T with BJ ∩ BL 6= ∅ and radius s(L) ≥ s(J)2 .
We then prescribe H ∈ W (L). Observe that
s(L) ≤ 4√mℓ(L) and s(J) ≥ ℓ(J).
Therefore, it also holds
ℓ(J) ≤ 8√mℓ(L) and |xJ − xL| ≤ 5s(L) ≤ 20
√
mℓ(L),
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thus implying
H ⊂ B4√mℓ(J)(xJ) ⊂ B4√mℓ(J)+20√mℓ(L)(xL) ⊂ B30√mℓ(L)(xL) .
6. Order of contact
In this section we discuss the issues in steps (D) and (E) of the sketch of
proof in § 2.7, i.e. the order of contact of the normal approximation with
the center manifold.
The key word for this part is frequency function, which is the monotone
quantity discovered by Almgren controlling the vanishing order of a har-
monic function. In order to explain this point, we consider first the case of a
real valued harmonic function f : B1 ⊂ R2 → R with an expansion in polar
coordinates
f(r, θ) = a0 +
∞∑
k=1
rk
(
ak cos(kθ) + bk sin(kθ)
)
.
How can one detect the smallest index k such that ak or bk is not 0? It is
not difficult to show that the quantity
If (r) :=
r
´
Br
|∇f |2´
∂Br
|f |2 (6.1)
is monotone increasing in r and its limit as r ↓ 0 gives exactly the smallest
non-zero index in the expansion above.
If is what Almgren calls the frequency function (and the reason for such
terminology is now apparent from the example above), and one of the most
striking discoveries of Almgren is that the monotonicity of the frequency
remains true for Q-valued functions and in fact allows to obtain a non-trivial
blowup limit.
In the next subsections, we see how this discussion generalizes to the case
of area minimizing currents, where an almost monotonicity formula can be
derived for a suitable frequency defined for the M-normal approximation.
6.1. Frequency function’s estimate. For every interval of flattening Ij =
]sj, tj ], let Nj be the normal approximation of Tj onMj . Since the L2 norm
of the trace of Nj may not have any connection to the current itself (remem-
ber that Nj misses a set of positive measure of Tj), we need to introduce
an averaged version of the frequency function. To this aim, consider the
following piecewise linear function φ : [0 +∞[→ [0, 1] given by
φ(r) :=


1 for r ∈ [0, 12 ],
2− 2r for r ∈ ]12 , 1],
0 for r ∈ ]1,+∞[,
and let us define a new frequency function in the following way.
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Definition 6.1.1. For every r ∈]0, 3] we define:
Dj(r) :=
ˆ
Mj
φ
(
dj(p)
r
)
|DNj |2(p) dp,
and
Hj(r) := −
ˆ
Mj
φ′
(
dj(p)
r
) |Nj |2(p)
d(p)
dp ,
where dj(p) is the geodesic distance onMj between p and Φj(0). If we have
that Hj(r) > 0, then we define the frequency function
Ij(r) :=
rDj(r)
Hj(r)
.
Note that, by the Coarea formula,
Hj(r) = 2
ˆ
Br\Br/2(Φj(0))
|N |2
d(p)
= 2
ˆ r
r/2
1
t
ˆ
∂Bt(Φj(0))
|Nj |2 dt , (6.2)
whereas, using Fubini,
rDj(r) =
ˆ
Mj
|DNj|2(x)
ˆ r
r
2
1]|x|,∞[(t) dt dHm(x)
= 2
ˆ r
r
2
ˆ
Bt(Φj(0))
|DNj |2 dt. (6.3)
This explains in which sense Ij is an average of the quantity introduced
by F. Almgren.
The main analytical estimate is then the following.
Theorem 6.1.2. If ε3 in (5.31) is sufficiently small, then there exists a
constant C > 0 (indepent of j) such that, if [a, b] ⊂ [ st , 3] and Hj |[a,b] > 0,
then it holds
Ij(a) ≤ C(1 + Ij(b)). (6.4)
To simplify the notation, we drop the index j and omit the measure Hm
in the integrals over regions of M. For the proof of the theorem we need to
introduce some auxiliary functions (all absolutely continuous with respect
to r). We let ∂rˆ denote the derivative along geodesics starting at Φ(0). We
set
E(r) := −
ˆ
M
φ′
(
d(p)
r
) Q∑
i=1
〈Ni(p), ∂rˆNi(p)〉 dp ,
G(r) := −
ˆ
M
φ′
(
d(p)
r
)
d(p) |∂rˆN(p)|2 dp,
Σ(r) :=
ˆ
M
φ
(
d(p)
r
)
|N |2(p) dp .
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The proof of Theorem 6.1.2 exploits some “integration by parts” formulas,
which in our setting are given by the first variations for the minimizing
current. We collect these identities in the following proposition, and proceed
then with the proof of the theorem.
Proposition 6.1.3. There exist dimensional constants C, γ3 > 0 such that,
if the hypotheses of Theorem 6.1.2 hold and I ≥ 1, then∣∣H′(r)− m−1r H(r)− 2r E(r)∣∣ ≤ CH(r), (6.5)∣∣D(r)− r−1E(r)∣∣ ≤ CD(r)1+γ3 +Cε23Σ(r), (6.6)∣∣D′(r)− m−2r D(r)− 2r2 G(r)∣∣ ≤ CD(r) + CD(r)γ3D′(r) + r−1D(r)1+γ3 ,
(6.7)
Σ(r) + rΣ′(r) ≤ C r2D(r) ≤ Cr2+mε23. (6.8)
We assume for the moment the proposition and prove the theorem.
Proof of Theorem 6.1.2. It enough to consider the case in which I > 1 on
]a, b[. Set Ω(r) := log I(r). By Proposition 6.1.3, if ε3 is sufficiently small,
then
D(r)
2
≤ E(r)
r
≤ 2D(r), (6.9)
from which we conclude that E > 0 over the interval ]a, b′[. Set for simplicity
F(r) := D(r)−1 − rE(r)−1, and compute
−Ω′(r) = H
′(r)
H(r)
− D
′(r)
D(r)
− 1
r
(6.6)
=
H′(r)
H(r)
− rD
′(r)
E(r)
−D′(r)F(r)− 1
r
.
Again by Proposition 6.1.3:
H′(r)
H(r)
(6.5)
≤ m− 1
r
+ C +
2
r
E(r)
H(r)
, (6.10)
|F(r)|
(6.6)
≤ C r(D(r)
1+γ3 +Σ(r))
D(r)E(r)
(6.9)
≤ CD(r)γ3−1 + C Σ(r)
D(r)2
, (6.11)
−rD
′(r)
E(r)
(6.7)
≤
(
C − m− 2
r
)
rD(r)
E(r)
− 2
r
G(r)
E(r)
+ C
rD(r)γ3D′(r) +D(r)1+γ3
E(r)
≤ C − m− 2
r
+
C
r
D(r)|F(r)| − 2
r
G(r)
E(r)
+ CD(r)γ3−1D′(r) + C
D(r)γ3
r
(6.8), (6.11)
≤ C − m− 2
r
− 2
r
G(r)
E(r)
+ CD(r)γ3−1D′(r) + C rγ3m−1,
(6.12)
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where we used the rough estimate D(r) ≤ C rm+2−2δ2 coming from (5.19)
of Theorem 5.3.2 and the condition (Stop).
By Cauchy-Schwartz, we have
E(r)
rH(r)
≤ G(r)
rE(r)
. (6.13)
Thus, by (6.10), (6.12) and (6.13), we conclude
−Ω′(r) ≤ C + C rγ3m−1 + CrD(r)γ3−1D′(r)−D′(r)F(r)
(6.11)
≤ C rγ3m−1 +CD(r)γ3−1D′(r) +CΣ(r)D
′(r)
D(r)2
. (6.14)
Integrating (6.14) we conclude:
Ω(a)−Ω(b) ≤ C + C (D(b)γ3 −D(a)γ3)
+ C
[
Σ(a)
D(a)
− Σ(b)
D(b)
+
ˆ b
a
Σ′(r)
D(r)
dr
]
(6.8)
≤ C.

6.1.4. Proof of Proposition 6.1.3. The remaining part of this subsection is
devoted to give some arguments for the proof of the first variation formulas.
The estimate (6.5) follows from a straightforward computation: using the
area formula and setting y = rz, we have
H(r) = −rm−1
ˆ
TqM
φ′ (|z|)
|z| |N |
2(exp(rz))J exp(rz) dx,
and differentiating under the integral sign, we easily get (6.5):
H′(r) = − (m− 1) rm−2
ˆ
TqM
φ′(|z|)
|z| |N |
2(exp(rz))J exp(rz) dz
− 2 rm−1
ˆ
TqM
φ′(|z|)
∑
i
〈Ni, ∂rˆNi〉 (exp(rz))J exp(rz) dz
− rm−1
ˆ
TqM
φ′(|z|)
|z| |N |
2(exp(rz))
d
dr
J exp(rz) dz
=
m− 1
r
H(r) +
2
r
E(r) +O(1)H(r),
where we the following simple fact for the Jacobian of the exponential map
d
drJ exp(r z) = O(1), because M is a C3,κ submanifold and the exponential
map exp is a C2,κ map.
Similarly, (6.8) follows by simple computation which involve a Poincare´
inequality: namely, if I ≥ 1, thenˆ
Br(q)
|N |2 ≤ C r2D(r). (6.15)
We refer to [15] for the details of the proof.
34 EMANUELE SPADARO
Here we try to explain the remaining two estimates, which instead are
connected to the first variation δT (X) of the area minimizing current T
along a vector field X.
The idea is the following: since the first variations of T are zero, we
compute them using its approximation N and derive the integral equality
in the Proposition 6.1.3. To understand the meaning of these estimates,
consider u : Rm → Rn a harmonic function. Then, computing the variations
of the Dirichlet energy of u leads to the following two identities:ˆ
Br
|Du|2 =
ˆ
∂Br
u · ∂u
∂ν
,
ˆ
∂Br
|Du|2 = m− 2
r
ˆ
Br
|Du|2 + 2
ˆ
∂Br
∣∣∣∣∂u∂ν
∣∣∣∣2 ,
which are the exact analog of (6.6) and (6.7) without any error term. What
we need to do is then to replace the Dirichlet energy with the area func-
tional, and to consider the fact that the normal approximation N is only
approximately stationary with respect to this functional.
We start fixing a tubular neighborhoodU ofM and the normal projection
p : U→M. Observe that p ∈ C2,κ. We will consider:
(1) the outer variations, where X(p) = Xo(p) := φ
(
d(p(p))
r
)
(p− p(p)).
(2) the inner variations, where X(p) = Xi(p) := Y (p(p)) with
Y (p) :=
d(p)
r
φ
(
d(p)
r
)
∂
∂rˆ
∀ p ∈ M.
Consider now the map F (p) :=
∑
i Jp+Ni(p)K and the current TF asso-
ciated to its image. Observe that Xi and Xo are supported in p
−1(Br(q))
but none of them is compactly supported. However, it is simple to see that
δT (X) = 0. Then, we have
|δTF (X)| = |δTF (X)− δT (X)|
≤
ˆ
spt (T )\Im(F )
∣∣div~TX∣∣ d‖T‖+
ˆ
Im(F )\spt (T )
∣∣∣div~TFX∣∣∣ d‖TF ‖︸ ︷︷ ︸
Err4
, (6.16)
where Im(F ) is the image of the map F (x) =
∑
i J(x,Ni(x))K, i.e. the support
of the current TF .
Set now for simplicity ϕr(p) := φ
(d(p)
r
)
. It is not hard to realize that the
mass of the current TF can be expressed in the following way:
M(TF ) = QHm(M)−Q
ˆ
M
〈H,η ◦N〉+ 1
2
ˆ
M
|DN |2
+
ˆ
M
∑
i
(
P2(x,Ni) + P3(x,Ni,DNi) +R4(x,DNi)
)
, (6.17)
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where P2, P3 and R4 are quadratic, cubic and fourth order errors terms
(see [16, Theorem 3.2]) One can then compute the first variation of a push-
forward current TF and obtain (cp. [16, Theorem 4.2])
δTF (Xo) =
ˆ
M
(
ϕr |DN |2 +
Q∑
i=1
Ni ⊗∇ϕr : DNi
)
+
3∑
j=1
Erroj , (6.18)
where the errors Erroj satisfy
Erro1 = −Q
ˆ
M
ϕr〈HM,η ◦N〉, (6.19)
|Erro2| ≤ C
ˆ
M
|ϕr||A|2|N |2, (6.20)
|Erro3| ≤ C
ˆ
M
(|N ||A| + |DN |2)(|ϕr||DN |2 + |Dϕr||DN ||N |) , (6.21)
here HM is the mean curvature vector of M. Plugging (6.18) into (6.16),
we then conclude ∣∣D(r)− r−1E(r)∣∣ ≤ 4∑
j=1
∣∣Erroj ∣∣ , (6.22)
where Erro4 corresponds to Err4 of (6.16) when X = Xo. Arguing similarly
with X = Xi (cp. [16, Theorem 4.3]), we get
δTF (Xi) =
1
2
ˆ
M
(
|DN |2divMY − 2
Q∑
i=1
〈DNi : (DNi ·DMY )〉
)
+
3∑
j=1
Errij ,
(6.23)
where this time the errors Errij satisfy
Erri1 = −Q
ˆ
M
(〈HM,η ◦N〉divMY + 〈DYHM,η ◦N〉) , (6.24)
|Erri2| ≤ C
ˆ
M
|A|2 (|DY ||N |2 + |Y ||N | |DN |) , (6.25)
|Erri3| ≤ C
ˆ
M
|Y ||A||DN |2(|N |+ |DN |)
+ |DY |(|A| |N |2|DN |+ |DN |4)) . (6.26)
Straightforward computations lead to
DMY (p) = φ′
(
d(p)
r
)
d(p)
r2
∂
∂rˆ
⊗ ∂
∂rˆ
+ φ
(
d(p)
r
)(
Id
r
+O(1)
)
, (6.27)
divM Y (p) = φ′
(
d(p)
r
)
d(p)
r2
+ φ
(
d(p)
r
) (m
r
+O(1)
)
. (6.28)
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Plugging (6.27) and (6.28) into (6.23) and using (6.16) we then conclude
∣∣D′(r)− (m− 2)r−1D(r)− 2r−2G(r)∣∣ ≤ CD(r) + 4∑
j=1
∣∣Errij∣∣ . (6.29)
Proposition 6.1.3 is then proved by the estimates of the errors terms done
in the next subsection.
6.1.5. Estimates of the errors terms. We consider the family of pairs Z =
{(Ji, B(Ji))}i∈N introduced in the previous section, and set
Bi := Φ(B(Ji)) and Ui = ∪H∈W (Ji)Φ(H) ∩ Br(q) .
Set Vi := Ui \ K, where K is the coincidence set of Theorem 5.3.2. By a
simple application of Theorem 5.3.2 we derive the following estimates:ˆ
Ui
|η ◦N | ≤ CE ℓ2+m+
γ2
2
i + C
ˆ
U i
|N |2+γ2 , (6.30)
ˆ
Ui
|DN |2 ≤ CE ℓm+2−2δ2i , (6.31)
‖N‖C0(Ui) + sup
p∈spt (T )∩p−1(Ui)
|p− p(p)| ≤ CE 12m ℓ1+β2i , (6.32)
Lip(N |Ui) ≤ CEγ2ℓγ2i , (6.33)
M(T p−1(Vi)) +M(TF p−1(Vi)) ≤ CE1+γ2ℓm+2+γ2i . (6.34)
Observe that the separation between Bi and ∂Br(q) is larger than ℓ(Ji)/4
by Proposition 5.7.1 (i), and then ϕr(p) = φ
(d(p)
r
)
satisfies
inf
p∈Bi
ϕr(p) ≥ (4r)−1ℓi , (6.35)
where ℓi := ℓ(Ji). From this and Proposition 5.7.1 (iii), we also obtain
sup
p∈Ui
ϕr(p)− inf
p∈Ui
ϕr(p) ≤ CLip(ϕr)ℓi ≤ C
r
ℓi
(6.35)
≤ C inf
p∈Bi
ϕr(p) ,
which translates into
sup
p∈Ui
ϕr(p) ≤ C inf
p∈Bi
ϕr(p) . (6.36)
Moreover, by an application of the splitting-before-tilting estimates in Propo-
sition 5.5.2 and Proposition 5.5.6, we infer thatˆ
Bi
|N |2 ≥ cE 1m ℓm+2+2β2i if Li ∈ Wh, (6.37)ˆ
Bi
|DN |2 ≥ cE ℓm+2−2δ2i if Li ∈ We . (6.38)
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This easily implies the following estimates under the hypotheses I ≥ 1:
by applying (6.15), (6.35), (6.37) and (6.38), we get, for suitably chosen
γ(t), C(t) > 0,
sup
i
Et
[
ℓti +
(
inf
Bi
ϕr
) t
2
ℓ
t
2
i
]
≤ C(t) sup
i
( ˆ
Bi
ϕr(|DN |2 + |N |2)
)γ(t)
≤ C(t)D(r)γ(t) , (6.39)
and similarly∑
i
(
inf
Bi
ϕr
)
E ℓ
m+2+
γ2
4
i ≤ C
∑
i
ˆ
Bi
ϕr(|DN |2 + |N |2)
≤ CD(r) , (6.40)
∑
i
E ℓ
m+2+
γ2
4
i ≤ C
ˆ
Br(q)
(|DN |2 + |N |2)
≤ C(D(r) + rD′(r)). (6.41)
We can now pass to estimate the errors terms in (6.6) and (6.7) in order
to conclude the proof of Proposition 6.1.3.
Errors of type 1. By Theorem 5.2.2, the map ϕ defining the center
manifold satisfies ‖Dϕ‖C2,κ ≤ C E
1
2 , which in turn implies ‖HM‖L∞ +
‖DHM‖L∞ ≤ C E 12 (recall that HM denotes the mean curvature of M).
Therefore, by (6.36), (6.30), (6.40) and (6.39), we get
|Erro1| ≤ C
ˆ
M
ϕr |HM| |η ◦N |
≤ C E 12
∑
j
((
sup
Ui
ϕr
)
E ℓ2+m+γ2j + C
ˆ
Uj
ϕr|N |2+γ2
)
≤ CD(r)1+γ3 + C
∑
j
E
1
2 ℓ
γ2(1+β2)
j
ˆ
Uj
ϕr|N |2 ≤ CD(r)1+γ3 ,
and analogously∣∣Erri1∣∣ ≤ C r−1 ˆ
M
(|HM|+ |DYHM|)|η ◦N |
≤ C r−1E 12
∑
j
(
E ℓ2+m+γ2j + C
ˆ
Uj
|N |2+γ2
)
≤ C r−1D(r)γ(D(r) + rD′(r)).
Errors of type 2. From ‖A‖C0 ≤ C‖Dϕ‖C2 ≤ CE
1
2 ≤ Cε3, it follows that
Erro2 ≤ Cε23Σ(r). Moreover, since |DXi| ≤ Cr−1, (6.15) leads to∣∣Erri2∣∣ ≤ Cr−1 ˆ
Br(p0)
|N |2 + C
ˆ
ϕr|N ||DN | ≤ CD(r) .
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Errors of type 3. Clearly, we have
|Erro3| ≤
ˆ
ϕr
(|DN |2|N |+ |DN |4)︸ ︷︷ ︸
I1
+C r−1
ˆ
Br(q)
|DN |3|N |︸ ︷︷ ︸
I2
+ C r−1
ˆ
Br(q)
|DN ||N |2︸ ︷︷ ︸
I3
.
We estimate separately the three terms (recall that γ2 > 4δ2):
I1 ≤
ˆ
Br(p0)
ϕr(|N |2|DN |+ |DN |3) ≤ I3 + C
∑
j
sup
Uj
ϕrE
1+γ2ℓ
m+2+
γ2
2
j
(6.40)& (6.39)
≤ I3 + CD(r)1+γ3 ,
I2 ≤ Cr−1
∑
j
E1+
1
2m
+γ2ℓ
m+3+β2+
γ2
2
j
(6.36)
≤ C
∑
j
E1+
1
2m
+γ2ℓ
m+2+β2+
γ2
2
j infBj
ϕr
(6.40)& (6.39)
≤ CD(r)1+γ3 ,
I3 ≤ Cr−1
∑
j
Eγ2ℓγ2j
ˆ
Uj
|N |2
(6.39)
≤ Cr−1D(r)γ3
ˆ
Br(q)
|N |2
(6.15)
≤ CD(r)1+γ3
For what concerns the inner variations, we have
|Erri3| ≤ C
ˆ
Br(q)
(
r−1|DN |3 + r−1|DN |2|N |+ r−1|DN ||N |2) .
The last integrand corresponds to I3, while the remaining part can be esti-
mated as follows:ˆ
Br(q)
r−1(|DN |3 + |DN |2|N |) ≤ C
∑
j
r−1(Eγ2ℓγ2j + E
1
2m ℓ1+β2j )
ˆ
Uj
|DN |2
(6.39)
≤ C r−1D(r)γ3
ˆ
Br(q)
|DN |2
≤ CD(r)γ3 (D′(r) + r−1D(r)) .
Errors of type 4. We compute explicitly
|DXo(p)| ≤ 2 |p − p(p)| |Dd(p(p), q)|
r
+ ϕr(p) |D(p − p(p))|
≤ C
( |p− p(p)|
r
+ ϕr(p)
)
.
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It follows readily from (6.16), (6.32) and (6.34) that
|Erro4| ≤
∑
i
C
(
r−1E
1
2m ℓ1+β2i + supUi
ϕr
)
E1+γ2ℓm+2+γ2i
(6.35)& (6.36)
≤ C
∑
i
[
Eγ2ℓ
γ2
4
i
]
inf
Bi
ϕr E ℓ
m+2+
γ2
4
i
(6.40)&(6.39)
≤ CD(r)1+γ3 .
(6.42)
Similarly, since |DXi| ≤ Cr−1, we get
Erri4 ≤ Cr−1
∑
j
(
Eγ2ℓ
γ2
2
j
)
E ℓ
m+2+
γ2
2
j
(6.41)& (6.39)
≤ CD(r)γ (D′(r) + r−1D(r)) .
Remark 6.1.6. Note that the “superlinear” character of the estimates in
Theorem 5.3.2 has played a fundamental role in the control of the errors.
6.2. Boundness of the frequency. We have proven in the previous sub-
section that the frequency of theM-normal approximation remains bounded
within a center manifold in the corresponding interval of flattening. In order
to pass into the limit along the different center manifolds, we need also to
show that the frequency remains bounded in passing from one to the other.
This is again a consequence of the splitting-before-tilting estimates and we
provide here some details of the proof, referring to [14] for the complete
argument.
To simplify the notation, we set pj := Φj(0) and write simply Bρ in place
of Bρ(pj) .
Theorem 6.2.1 (Boundedness of the frequency functions). If the intervals
of flattening are infinitely many, then there is a number j0 ∈ N such that
Hj > 0 on ]
sj
tj
, 3[ for all j ≥ j0 and sup
j≥j0
sup
r∈] sj
tj
,3[
Ij(r) <∞ . (6.43)
Sketch of the proof. We partition the extrema tj of the intervals of flattening
into two different classes:
(A) those such that tj = sj−1;
(B) those such that tj < sj−1.
If tj belongs to (A), set r :=
sj−1
tj−1
. Let L ∈ W (j−1) be a cube of the Whitney
decomposition such that cs r ≤ ℓ(L) and L ∩ B¯r(0, π) 6= ∅. Since this cube
of the Whitney decomposition at step j − 1 has size comparable with the
distance to the origin, and the next center manifold starts at a comparable
radius, the splitting property of the normal approximation needs to hold
also for the new approximation: namely, one can show that there exists a
constant c¯s > 0 such thatˆ
B2∩Mj
|Nj |2 ≥ c¯sEj := E(Tj ,B6√m),
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which obviously givesHNj (3) ≥ cEj , and than INj (3) is smaller than a given
constant, independent of j, thus proving the theorem.
In the case tj belongs to the class (B), then, by construction there is
ηj ∈]0, 1[ such that E((ι0,tj )♯T,B6√m(1+ηj)) > ε23. Up to extracting a subse-
quence, we can assume that (ι0,tj )♯T converges to a cone S: the convergence
is strong enough to conclude that the excess of the cone is the limit of the
excesses of the sequence. Moreover (since S is a cone), the excess E(S,Br)
is independent of r. We then conclude
ε23 ≤ lim inf
j→∞,j∈(B)
E(Tj ,B3) .
Thus, it follows again from the splitting phenomenon (see for details [15,
Lemma 5.2]) that lim infj→∞,j∈(B)HNj (3) > 0. Since DNj (3) ≤ CEj ≤
Cε23, we achieve that lim supj→∞,j∈(B) INj(3) > 0, and conclude as before.

7. Final blowup argument
We are now ready for the conclusion of the blowup argument, i.e. for the
discussion of steps (F) and (G) of § 2.7.
To this aim we recall here the main results obtained so far.
We start with an m-dimensional area minimizing integer rectifiable T in
R
m+n with ∂T = 0 and 0 ∈ DQ(T ), such that there exists a sequence of
radii rk ↓ 0 satisfying
lim
k→+∞
E(T0,rk ,B10) = 0, (7.1)
lim
k→+∞
Hm−2+α∞ (DQ(T0,rk) ∩B1) > η > 0, (7.2)
Hm((B1 ∩ spt (T0,rk)) \DQ(T0,rk)) > 0 ∀ k ∈ N, (7.3)
for some constant α, η > 0. In the process of solving the centering problem
for such currents we have obtained the following:
(1) the intervals of flattening Ij =]sj, tj ],
(2) the center manifolds Mj,
(3) the Mj-normal approximations Nj :Mj → AQ(Rm+n),
satisfying the conclusions of Theorem 5.2.2 and Theorem 5.3.2. It follows
from the very definition of intervals of flattening that each rk has to belong to
one of these intervals. Therefore, in order to fix the ideas and to simplify the
notation, we will in the sequel assume that there are infinitely many intervals
of flattening and that rk ∈ Ik: note that this is not a serious restriction, and
everything holds true also in the case of finitely many intervals of flattening.
By the analysis of the order of contact and the estimate on the frequency
function, see Theorem 6.1.2 and Theorem 6.2.1, we have also derived the
information
sup
j∈N
sup
r∈
]
sj
tj
,3
] Ij(r) < +∞. (7.4)
HIGHER CODIMENSION INTEGRAL CURRENTS 41
The ultimate consequence of this estimate, thus clarifying the discussion
about the non-triviality of the blowup process, is the following proposition.
Proposition 7.0.2 (Reverse Sobolev). There exists a constant C > 0 with
this property: for every j ∈ N, there exists θj ∈
]
3 rj
2 tj
, 3
rj
tj
[
such that
ˆ
Bθj (Φj(0))
|DNj |2 ≤ C
(
tj
rj
)2 ˆ
Bθj (Φj(0))
|Nj |2 . (7.5)
Proof. Set for simplicity r :=
rj
tj
and drop the subscript j in the sequel.
Using (6.2), (6.3) and (7.4), there exists C > 0 such that
ˆ 3r
3
2
r
dt
ˆ
Bt(Φ(0))
|DN |2 = 3
2
rD(3r) ≤ CH(3r)
= C
ˆ 3r
3
2
r
dt
1
t
ˆ
∂Bt(Φ(0))
|N |2 .
Therefore, there must be θ ∈ [32r, 3r] satisfyingˆ
Bθ(Φ(0))
|DN |2 ≤ C
θ
ˆ
∂Bθ(Φ(0))
|N |2 . (7.6)
This is almost the desired estimate. In oder to replace the boundary integral
with a bulk integral in the right hand side of (7.6), we argue by integrating
along radii in a similar way to the case of single valued functions. Fix indeed
any σ ∈]θ/2, θ[ and any point x ∈ ∂Bθ(Φ(0)). Consider the geodesic line γ
passing through x and Φ(0), and let γˆ be the arc on γ having one endpoint
x¯ in ∂Bσ(Φ(0)) and one endpoint equal to x. Using [13, Proposition 2.1(b)]
and the fundamental theorem of calculus, we easily conclude
|N(x)| ≤ |N(x¯)| +
ˆ
γˆ
|DN ||N | .
Integrating this inequality in x and recalling that σ > s/2 we then easily
concludeˆ
∂Bθ(Φ(0))
|N |2 ≤ C
ˆ
∂Bσ(Φ(0))
|N |2 + C
ˆ
Bθ(Φ(0))
|N | |DN | .
We further integrate in σ between s/2 and s to achieve
θ
ˆ
∂Bθ(Φ(0))
|N |2 ≤ C
ˆ
Bθ(Φ(0))
(|N |2 + θ |N | |DN |)
≤ θ
2
2C
ˆ
Bθ(Φ(0))
|DN |2 + C
ˆ
Bθ(Φ(0))
|N |2 . (7.7)
Combining (7.7) with (7.6) we easily conclude (7.5). 
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7.1. Convergence to a Dir-minimizer. We can now define the final
blowup sequence, because the Reverse Sobolev inequality proven in Propo-
sition 7.0.2 gives the right radius θk for assuring compactness of the corre-
sponding maps. To this aim set r¯k :=
2
3θk tk ∈ [rk, 2 rk], and rescale the
current and the maps accordingly:
T¯k := (ι0,r¯k)♯T and M¯k := ι0,r¯k/tkMk,
and N¯k : M¯k → Rm+n for the rescaled M¯k-normal approximations given
by
N¯k(p) :=
tk
r¯k
Nk
(
r¯kp
tk
)
.
Note that the ball Bsk ⊂Mk is sent into the ball B 3
2
⊂ M¯k. Moreover, via
some elementary regularity theory of area minimizing currents, one deduces
that
(1) E(T¯k,B 1
2
) ≤ CE(T,Brk)→ 0;
(2) T¯k locally converge (and in the Hausdorff sense for what concerns
the supports) to an m-plane with multiplicity Q;
(3) M¯k locally converge to the flat m-plane (without loss of generality
π0);
(4) recalling (7.2),
Hm−2+α∞ (DQ(T¯k) ∩B1) ≥ η′ > 0 , (7.8)
for some positive constant η′.
We can then consider the following definition for the blow-up maps
N bk : B3 ⊂ Rm → AQ(Rm+n)
given by
N bk(x) := h
−1
k N¯k(ek(x)) , with hk := ‖N¯k‖L2(B 3
2
), (7.9)
where ek : B3 ⊂ Rm ≃ Tp¯kM¯k → M¯k denotes the exponential map at
p¯k = tkΦk(0)/r¯k.
Proposition 7.0.2 implies then that there exists a constant C > 0 such
that, for every k, ˆ
B 3
2
|DN bk |2 ≤ C. (7.10)
Moreover, as a simple consequence of Theorem 5.3.2 (details left to the
readers), we find an exponent γ > 0 such that
Lip(N¯k) ≤ Chγk, (7.11)
M((TF¯k − T¯k) (p−1k (B 32 )) ≤ Ch
2+2γ
k , (7.12)ˆ
B 3
2
|η ◦ N¯k| ≤ Ch2k . (7.13)
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It then follows from (7.10), ‖N bk‖L2(B3/3) ≡ 1 and the Sobolev embedding for
Q-valued functions (cp. [13, Proposition 2.11]) that up to subsequences (as
usual not relabeled) there exists a Sobolev function N b∞ : B 3
2
→ AQ(Rm+n)
such that the maps N bk converge strongly in L
2(B 3
2
) to N b∞. Then from
(7.13) we deduce also that
η ◦N b∞ ≡ 0 and ‖N bk‖L2(B3/3) ≡ 1. (7.14)
Moreover, since the N¯k are M¯k-normal approximations and the M¯k con-
verging to the flat m-dimensional plane Rm × {0}, N b∞ takes values in the
space of Q-points of {0} ×Rn (in place of the full Rm+n).
To conclude our contradiction argument, we need to prove the N b∞ is
Dir-minimizing.
7.1.1. N b∞ is Dir-minimizing. Apart from the necessary technicalities, the
proof of this claim is very intuitive and relies on the following observation:
if the energy of N b∞ could be decreased, then one would be able to find
a rectifiable current with less mass then T¯k, because the rescaling of N
b
k
are done in terms of the L2 norm hk whereas the errors in the normal
approximation are superlinear with hk.
Next we give all the details for this arguments.
We can consider for every M¯k an orthonormal frame of (TM¯k)⊥,
νk1 , . . . , ν
k
n,
with the property (cf. [16, Lemma A.1]) that
νkj → em+j in C2,κ/2(M¯k) as k ↑ ∞ for every j
(here e1, . . . , em+n is the standard basis of R
m+n).
Given now any Q-valued map u =
∑
i JuiK : M¯k → AQ({0}×Rn), we can
consider the map
uk : x 7→
∑
i
r
(ui(x))
jνkj (x)
z
,
where we set (ui)
j := 〈ui(x), em+j〉 and we use Einstein’s convention. Then,
the differential map Duk :=
∑
i JD(uk)iK is given by
D(uk)i = D(ui)
jνkj + (ui)
jDνkj .
Taking into account that ‖Dνki ‖C0 → 0 as k → +∞, we deduce that∣∣∣∣
ˆ (|Duk|2 − |Du|2)∣∣∣∣ ≤ o(1)
ˆ (|u|2 + |Du|2) . (7.15)
Note that N bk has also the form u
b
k for some Q-valued function u
b
k : M¯k →
AQ({0} × Rn
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We now show the Dir-minimizing property of N b∞. There is nothing to
prove if its Dirichlet energy vanishes. We can therefore assume that there
exists c0 > 0 such that
c0h
2
k ≤
ˆ
B 3
2
|DN¯k|2 . (7.16)
We argue by contradiction and assume there is a radius t ∈ ]54 , 32[ and a
function f : B 3
2
→ AQ({0} × Rn) such that
f |B 3
2
\Bt = N
b
∞|B 3
2
\Bt and Dir(f,Bt) ≤ Dir(N b∞, Bt)− 2 δ,
for some δ > 0.
Using f as a model, we need to find a sequence of functions vbk such that
they have the same boundary data of N bk and less energy. This can be
done because of the strong convergence of the traces and the possibility to
make an interpolation between two functions with close by traces. This is
one of the instances where thinking to multiple valued functions as classical
single valued ones may be useful. In any case, the details are given in [17,
Proposition 3.5] and lead to competitor functions vbk such that, for k large
enough,
vbk|∂Br = N bk |∂Br , Lip(vbk) ≤ Chγk,ˆ
B 3
2
|η ◦ vbk| ≤ Ch2k and
ˆ
B 3
2
|Dvbk|2 ≤
ˆ
|DN bk |2 − δ h2k ,
where C > 0 is a constant independent of k. Clearly, setting N˜k = v
b
ke
−1
k
satisfy
N˜k ≡ N¯k in B 3
2
\ Bt, Lip(N˜k) ≤ Chγk,ˆ
B 3
2
|η ◦ N˜k| ≤ Ch2k and
ˆ
B 3
2
|DN˜k|2 ≤
ˆ
B 3
2
|DN¯k|2 − δh2k.
Consider finally the map F˜k(x) =
∑
iJx+ N˜i(x)K. The current TF˜k coin-
cides withTF¯k on p
−1
k (B 32\Bt). Define the function ϕk(p) = distM¯k(0,pk(p))
and consider for each s ∈ ]t, 32[ the slices 〈TF˜k − T¯k, ϕk, s〉. By (7.12) we
have ˆ 3
2
t
M(〈TF˜k − T¯k, ϕk, s〉) ≤ Ch
2+γ
k .
Thus we can find for each k a radius σk ∈
]
t, 32
[
on which M(〈TF˜k −
T¯k, ϕk, σk〉) ≤ Ch2+γk . By the isoperimetric inequality (see [17, Remark
4.3]) there is a current Sk such that
∂Sk = 〈TF˜k − T¯k, ϕk, σk〉, M(Sk) ≤ Ch
(2+γ)m/(m−1)
k .
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Our competitor current is, then, given by
Zk := T¯k (p
−1
k (M¯k \ Bσk)) + Sk +TF˜k (p
−1
k (Bσk)).
Note that Zk has the same boundary as T¯k. On the other hand, by (7.12)
and the bound on M(Sk), we have
M(T˜k)−M(T¯k) ≤M(TF¯k)−M(TF˜k) + Ch
2+2γ
k . (7.17)
Denote by Ak and by Hk respectively the second fundamental forms and
mean curvatures of the manifolds M¯k. Using the Taylor expansion of [16,
Theorem 3.2], we achieve
M(T˜k)−M(T¯k) ≤ 1
2
ˆ
Bρ
(
|DN˜k|2 − |DN¯k|2
)
+ C‖Hk‖C0
ˆ (
|η ◦ N¯k|+ |η ◦ N˜k|
)
+ ‖Ak‖2C0
ˆ (
|N¯k|2 + |N˜k|2
)
+ o(h2k)
≤ −δ
2
h2k + o(h
2
k) . (7.18)
Clearly, (7.18) and (7.17) contradict the minimizing property of T¯k for k
large enough and this concludes the proof.
7.2. Persistence of singularities. We discuss step (G) of § 2.7: we show
that the assumptions (7.2) and (7.3) contradict Theorem 3.1.2, which asserts
that the singular set of N b∞ has Hm−2+α measure zero.
Set
Υ :=
{
x ∈ B¯1 : N b∞(x) = Q J0K
}
,
and note that, since η ◦N b∞ ≡ 0 and ‖N b∞‖L2(B 3
2
) = 1, from Theorem 3.1.2
it follows that Hm−2+α∞ (Υ) = 0.
The main line of the contradiction argument can be summarized in three
steps.
(1) By (7.2) and (7.3) there exists a set Λk ⊂ DirQ(T¯k) such that
dist(Λk,Υ) > c1 > 0 and Hm−2+α∞ (Λk) > c2 > 0,
for suitable constants c1, c2 > 0.
The key aspect of the set Λk is the following: by the Ho¨lder reg-
ularity of Dir-minimizing functions in Theorem 3.1.2, the normal
approximation N¯k must be big in modulus around any point in Λk.
(2) Moreover, it follows from the Lipschitz approximation Theorem 3.3.2
(see Theorem 7.2.2 below that around any multiplicity Q point of
the current the energy of the Lipschitz approximation is large enough
with respect to the L2 norm (cp. [17, Theorem 1.7]). This is what we
call persistence of Q-point phenomenon, and is in fact the analytic
core of this part of the proof.
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We moreover stress that this part of the proof (even if it is not
apparent from our exposition) also uses the splitting-before-tilting
estimates.
(3) Putting together the previous two steps, we then conclude that there
is a big part of the current where the energy of the Lipschitz ap-
proximation is large enough: matching the constant in the previous
estimates, one realizes that this cannot happen on a set of positive
Hm−2+α measure.
As usual, the actual proof is much more involved of the heuristic scheme
above. In the following we try to give some more explanations, referring to
[17, 14, 15] for the detailed proof.
Step (1). We cover Υ by balls {Bσi(xi)} in such a way that∑
i
ωm−2+α(4σi)m−2+α ≤ η
′
2
,
where η′ > 0 is the constant in (7.8). By the compactness of Υ, such a
covering can be chosen finite. Let σ > 0 be a radius whose specific choice
will be given only at the very end, and such that 0 < 40σ ≤ minσi. Denote
by Λk the set of Q points of T¯k far away from the singular set Υ:
Λk :=
{
p ∈ DQ(T¯k) ∩B1 : dist(p,Υ) > 4minσi
}
.
Clearly, Hm−2+α∞ (Λk) ≥ η
′
2 . Let V denote the neighborhood of Υ of size
2minσi. By the Ho¨lder continuity of Dir-minimizing functions in Theo-
rem 3.1.2 (ii), there is a positive constant ϑ > 0 such that |N b∞(x)|2 ≥ 2ϑ
for every x 6∈ V. It then follows that
2ϑ ≤ −
ˆ
B2σ(x)
|N b∞|2 ∀ x ∈ B 5
4
with dist(x,Υ) ≥ 3min σi,
and therefore, for sufficiently large k’s,
ϑh2k ≤ −
ˆ
B2σ(x)
G(N¯k, Q
q
η ◦ N¯k
y
)2, (7.19)
for all x ∈ Γk := pM¯k(Λk). This is the claimed lower bound on the modulus
of N¯k.
Step (2). This is the most important step of the proof. We start intro-
ducing the following notation. For every p ∈ Λk, consider z¯k(p) = pπ0(p)
and x¯k(p) := Φ¯k ∈ M¯k, where Φ¯k is the induced parametrization.
The key claim is the following: there exists a geometric constant c0 > 0
(in particular, independent of σ) such that, when k is large enough, for each
p ∈ Λk there is a radius ̺p ≤ 2σ with the following properties:
c0 ϑ
σα
h2k ≤
1
̺m−2+αp
ˆ
B̺p(x¯k(p))
|DN¯k|2, (7.20)
B̺p(x¯k(p)) ⊂ B4̺p(p) . (7.21)
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We show here the main heuristics leading to (7.20) (and we warn the
reader that these are not the complete arguments), referring to [15] for
(7.21). The key estimate in this regard is the following: there exists a
constant s¯ < 1 such that
−
ˆ
Bs¯ℓ(Lk)(xk)
G(Nj(k), Q
q
η ◦Nj(k)
y
)2 ≤ ϑ
4ωmℓ(Lk)m−2
ˆ
Bℓ(Lk)(xk)
|DNj(k)|2 ,
that is, rescaling to M¯k, there exists t(p) ≤ ℓ¯k such that
−
ˆ
Bs¯t(p)(x¯k)(p)
G(N¯k, Q
q
η ◦ N¯k
y
)2 ≤ ϑ
4ωmt(p)m−2
ˆ
Bt(p)(x¯k(p))
|DN¯k|2 . (7.22)
We show that we can choose ̺p ∈]s¯ t(p), 2σ[ such that (7.20) follows from
(7.22). To this aim we can distinguish two cases. Either
1
ωmt(p)m−2
ˆ
Bt(p)(x¯k(p))
|DNk|2 ≥ h2k , (7.23)
and (7.20) follows with ̺p = t(p). Or (7.23) does not hold, and we argue as
follows. We use first (7.22) to get
−
ˆ
Bs¯t(p)(x¯k(p))
G(N¯k, Q
q
η ◦ N¯k
y
)2 ≤ ϑ
4
h2k . (7.24)
Then, we show by contradiction that there exists a radius ̺y ∈ [s¯t(p), 2σ]
such that (7.20) holds. Indeed, if this were not the case, setting for simplic-
ity f := G(N¯k, Q
q
η ◦ N¯k
y
) and letting j be the smallest integer such that
2−jσ ≤ s¯t(p), we can estimate as follows
−
ˆ
B2σ(x¯k(p))
f2 ≤ 2−
ˆ
Bs¯t(p)(x¯k(p))
f2 +
j∑
i=0
(
−
ˆ
B21−iσ(x¯k(p))
f2 −−
ˆ
B2−iσ(x¯k(p))
f2
)
(7.24)
≤ ϑ
2
h2k + C
j∑
i=1
1
(2−jσ)m−2
ˆ
B
21−iσ
(x¯k(p))
|DN¯k|2
≤ ϑ
2
h2k + Cc0
ϑ
σα
h2k
j∑
i=1
(2−jσ)α ≤ h2k
(
ϑ
2
+ C(α)c0ϑ
)
.
In the second line we have used the simple Morrey inequality∣∣∣∣∣−
ˆ
B2t(x¯k(p))
f2 −−
ˆ
Bt(x¯k(p))
f2
∣∣∣∣∣ ≤ Ctm−2
ˆ
B2t(x¯k(p))
|Df |2
≤ C
tm−2
ˆ
B2t(x¯k(p))
|DN¯k|2 .
The constant C depends only upon the regularity of the underlying manifold
M¯k, and, hence, can assumed independent of k.
Since C(α) depends only on α, m and Q, for c0 chosen sufficiently small
the latter inequality would contradict (7.19).
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Step (3). We collect the estimates (7.20) and (7.21) to infer the desired
contradiction. We cover Λk with balls B
i := B20̺pi (pi) such that B4̺pi (pi)
are disjoint, and deduce
η′
2
≤ C(m)
∑
i
̺m−2+αpi
(7.20)
≤ C(m)
c0
σα
ϑh2k
∑
i
ˆ
B̺pi (x¯k(pi))
|DN¯k|2
≤ C(m)
c0
σα
ϑh2k
ˆ
B 3
2
|DN¯k|2
(7.10)
≤ Cσ
α
ϑ
,
where C(m) > 0 is a dimensional constant. We have used that the balls
B̺pi (pM¯k(pi)) are pairwise disjoint by (7.21). Now note that ϑ and c0 are
independent of σ, and therefore we can finally choose σ small enough to lead
to a contradiction.
7.2.1. Persistence of Q-points. Here we explain a simple instance of estimate
(7.22), reporting the following theorem from [17].
Theorem 7.2.2 (Persistence ofQ-points). For every δˆ > 0, there is s¯ ∈]0, 12 [
such that, for every s < s¯, there exists εˆ(s, δˆ) > 0 with the following property.
If T is as in Theorem 3.3.2, E := E(T, C¯4 r(x)) < εˆ and Θ(T, (p, q)) = Q at
some (p, q) ∈ C¯r/2(x), then the approximation f of Theorem 3.3.2 satisfiesˆ
Bsr(p)
G(f,Q Jη ◦ fK)2 ≤ δˆsmr2+mE . (7.25)
This theorem states that, in the presence of multiplicity Q points of the
current, the Lipschitz (and therefore also the normal) approximations must
have a relatively small L2 norm, compared to the excess; or, as explained
above, if in the normal approximation the excess is linked to the Dirichlet
energy (for example this is the case of (EX)-cubes in the Whitney decompo-
sition), the energy needs to be relatively large with respect to the L2 norm,
thus vaguely explaining the link to (7.22).
Proof. By scaling and translating we assume x = 0 and r = 1; the choice of
s¯ will be specified at the very end, but for the moment we impose s¯ < 14 .
Assume by contradiction that, for arbitrarily small εˆ > 0, there are currents
T and points (p, q) ∈ C¯1/2 satisfying: E := E(T, C¯4) < εˆ, Θ(T, (p, q)) = Q
and, for f as in Theorem 3.3.2,ˆ
Bs(p)
G(f,Q Jη ◦ fK)2 > δˆsmE . (7.26)
Set δ¯ = 14 and fix η¯ > 0 (whose choice will be specified later). For a
suitably small εˆ we can apply Theorem 3.3.3, obtaining a Dir-minimizing
approximation w. If η¯ and εˆ are suitably small, we haveˆ
Bs(p)
G(w,Q Jη ◦ wK)2 ≥ 3δˆ4 smE ,
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and sup
{
Dir(f),Dir(w)} ≤ CE. Then there exists p¯ ∈ Bs(p) with
G(w(p¯), Q Jη ◦ w(p¯)K)2 ≥ 3δˆ
4ωm
E,
and, by the Ho¨lder continuity in Theorem 3.1.2 (ii), we conclude
g(x) := G(w(x), Q Jη ◦ w(x)K)
≥
(
3δˆ
4ωm
E
) 1
2 − 2 (CE) 12 C¯s¯κ ≥
(
δˆ
2E
) 1
2
, (7.27)
where we assume that s¯ is chosen small enough in order to satisfy the last
inequality. Setting h(x) := G(f(x), Q Jη ◦ f(x)K), we recall that we haveˆ
Bs(p)
|h− g|2 ≤ C η¯E .
Consider therefore the set A :=
{
h >
(
δˆ
4E
) 1
2
}
. If η¯ is sufficiently small, we
can assume that
|Bs(p) \ A| < 1
8
|Bs|.
Further, define A¯ := A∩K, where K is the set of Theorem 3.3.2. Assuming
εˆ is sufficiently small we ensure |Bs(p) \ A¯| < 14 |Bs|. Let N be the smallest
integer such that N δˆE64Qs ≥ s2 . Set
σi := s− i δˆE
64Qs
for i ∈ {0, 1 . . . , N},
and consider, for i ≤ N − 1, the annuli Ci := Bσi(p) \ Bσi+1(p). If εˆ is
sufficiently small, we can assume that N ≥ 2 and σN ≥ s4 . For at least one
of these annuli we must have |A¯ ∩ Ci| ≥ 12 |Ci|. We then let σ := σi be the
corresponding outer radius and we denote by C the corresponding annulus.
Consider now a point x ∈ C ∩ A¯ and let Tx be the slice 〈T,p, x〉. Since
A¯ ⊂ K, for a.e. x ∈ A¯ we have Tx =
∑Q
i=1 J(x, fi(x))K. Moreover, there exist
i and j such that |fi(x) − fj(x)|2 ≥ 1QG(f(x), Jη ◦ f(x)K)2 ≥ δˆ4QE (recall
that x ∈ A¯ ⊂ A). When x ∈ C and the points (x, y) and (x, z) belong both
to Bσ((p, q)), we must have
|y − z|2 ≤ 4
(
σ2 −
(
σ − δˆE64Qs
)2 ) ≤ σδˆE8Qs ≤ δˆE8Q .
Thus, for x ∈ A¯ ∩ C at least one of the points (x, fi(x)) is not contained in
Bσ((p, q)). We conclude therefore
‖T‖(C¯σ(p) \Bσ((p, q))) ≥ |C ∩ A¯| ≥ 1
2
|C| = ωm
2
(
σm −
(
σ − δˆE64Qs
)m)
≥ ωm
2
σm
(
1−
(
1− δˆE64Qsσ
)m)
. (7.28)
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Recall that, for τ sufficiently small, (1− τ)m ≤ 1− mτ2 . Since σ ≥ s4 , if εˆ is
chosen sufficiently small we can therefore conclude
‖T‖(C¯σ(p) \Bσ(p)) ≥ ωmσ
mδˆE
256Qsσ
≥ ωm
1024Q
δˆEσm−2 = c0δˆEσm−2 . (7.29)
Next, by Theorem 3.3.2 and Theorem 3.3.3,
‖T‖(C¯σ(p)) ≤ Qωmσm + CE1+γ1 + η¯E +
ˆ
Bσ(p)
|Dw|2
2
. (7.30)
Moreover, as shown in [13, Proposition 3.10], we haveˆ
Bσ(p)
|Dw|2 ≤ CDir(w)σm−2+2κ, (7.31)
(for some constants κ and C depending only on m, n and Q; in fact the
exponent κ is the one of Theorem 3.1.2 (ii)). Combining (7.29), (7.30) and
(7.31), we conclude
‖T‖(Bσ((p, q))) ≤ Qωmσm + η¯ E +CE1+γ1 + CEσm−2+2κ − c0σm−2δˆE .
(7.32)
Next, by the monotonicity formula, ρ 7→ ρ−m‖T‖(Bρ((p, q))) is a monotone
function. Using Θ(T, (p, q)) = Q, we conclude
‖T‖(Bσ((p, q))) ≥ Qωmσm. (7.33)
Combining (7.32) and (7.33) we conclude
Cσ2 + (η¯ + CEγ1 )σ
2−m + Cσ2κ ≥ c0δˆ . (7.34)
Recalling that σ ≤ s < s¯, we can, finally, specify s¯: it is chosen so that
Cs¯2 + Cs¯2κ is smaller than c02 δˆ. Combined with (7.27) this choice of s¯
depends, therefore, only upon δˆ. (7.34) becomes then
(η¯ + CEγ1)σ2−m ≥ c02 δˆ . (7.35)
Next, recall that σ ≥ s4 . We then choose εˆ and η¯ so that (η¯+Cεˆγ1)( s4 )2−m ≤
c0
4 δˆ. This choice is incompatible with (7.35), thereby reaching a contradic-
tion: for this choice of the parameter εˆ (which in fact depends only upon δˆ
and s) the conclusion of the theorem, i.e. (7.25), must then be valid. 
8. Open questions
We close this survey recalling some open problems concerning the regular-
ity of area minimizing integer rectifiable currents. Some of them have been
only slightly touched and would actually explain some of the complications
that we met along the proof of the partial regularity result.
For more open problems and comments, we suggest the reading of [1, 11].
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(A). One of the main, perhaps the most well-known, open problems is the
uniqueness of the tangent cones to an area minimizing current, i.e. the
uniqueness of the limit (ιx,r)♯T as r → 0 for every x ∈ spt (T ). The unique-
ness is known for two dimensional currents (cp. [35]), and there are only
partial results in the general case (see [4, 30]).
We have run into this issue in dealing with the step (C) of § 2.7, because
it is one of the possible reasons why a center manifold may be sufficient in
our proof.
(B). A related question is that of the uniqueness of the inhomogeneous
blowup for Dir-minimizing Q-valued functions. Also in this case the unique-
ness is known for two dimensional domains (cp. [13], following ideas of [7]).
Even if it does not play a role in the contradiction argument for the partial
regularity, a positive answer to this question could indeed contribute to the
solution of next two other major open problems.
(C). It is unknown whether the singular set of an area minimizing current
has always locally finite Hm−2 measure. This is the case for two dimensional
currents (as proven by Chang [7]); note that in this result the uniqueness of
the blowup Dir-minimizing map plays a fundamental role.
(D). It is unknown whether the singular set of an area minimizing current
has some geometric structure, e.g. if it is rectifiable (i.e., roughly speaking,
if it is contained in lower dimensional (m − 2)-dimensional submanifolds).
Once again it is known the positive answer for two dimensional currents,
where the singularities are known to be locally isolated, and the uniqueness
of the tangent map is one of the fundamental steps in the proof.
(E). We mention also the problem of finding more example of area mini-
mizing currents, other than those coming from complex varieties or similar
calibrations. Indeed, our understanding of the possible pathological behav-
iors of such currents is pretty much limited by the few examples we have at
disposal. In particular, it would be extremely interesting to understand if
there could be minimizing currents with weird singular set (e.g., of Cantor
type).
(F). Finally, we mention the problem of boundary regularity for higher codi-
mension area minimizing currents, which to our knowledge is mostly open.
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