Introduction
We Note that a piecewise linear sch(.me of this type was presented by lluynh [5] . Extensions to piecewise parabolic schemes were t)resente<l by Suresh [18] and lluynh [7] . Tho present scheme incorporates theseideaswithin a Runge-Kuttatime integrationframework.
In §1,the spatialdiscretizationand the Runge-Kuttatime integrationarereviewed.Section2 describes the reconstruction procedure, whichis the keyfeatureof our scheme. 
At time t'* = nr where r is the time step, assume that we know t;__ which approximates uj(t '_ ). 
Then this scheme is given by
( 
Therefore, we first design a monotonicity-preserviug scheme for (1.6) and then extend it to the full scheme (1.5).
Reconstruction
Without loss of generality, we discuss tile reconstruction only for v L -_+1/2, i.e., we assume a > 0.
The reconstruction is carried out in two steps. In the first, step an accurate and stable formula is used to compute the interface value which is called the original value.
In the second step, this vahte is then modified or limited appropriately to achieve a monotonicity-preserving scheme.
A straightforward choice for VL+l/2 using the five cell averages t,j-2 .... , vj+2 (the same stencil as the third-order ENO scheme) is
Other choices inclu(le a low phase error fourth-or(let formula [8] vjL1/2 = (9t'j-2 --5()t'j_ The monotonicity-preserving property extends easily to the full scheme (1.5). Indeed, given monotone data {vi}, we have just shown that {w0)} are monotone provided the interface values are given by (2.14) and the above CFL restriction is satisfied. Since {w (1) The drawback of (2.14) is that near an extremum, it causes accuracy to degenerate to firstorder. Note that the data are on a parabola.
Accuracy-preserving constraint
To avoid the loss of accuracy, we enlarge the intervals in (2.11) and (2.9) in such a way that these intervals remain the same for monotone data but, near an extremum, these intervals are larger, and both contain the original @+1/2" First, the interval in (2.11) is enlarged by adjoining the value v MD defined below (MD stands for median). At interface j + 1/2, let v m* and v FR be the values extrapolated linearly from the left and right, respectively, With where AV stands for average, set
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(2.1. 
Constraint (2.11) is relaxed to
We summarize tile computation of the interface value t)eh)w. The Euler equations of gas dynamics for a polytropic gas can be written as
Here, T represents the transpose; p, u, p, and E are tile density, velocity, pressure, and total energy respectively; and 7 = 1.4, is tile ratio of specific heats. The speed of sound c is given by (3p/p)l/2. H -uc _u H + uc 1 2 where bl = ('_-1)/c 2 and b2 = u2bl/2, H = c2/(7 -1) + 5u . 
Advection of a piecewise continuous function
Next, the initial condition is given by Resolution at discontinuities can be enhanced by using steepening techniques as in [4] , [21] , and [6] . These techniques are expensive and, while they are effective in one dimension, il is slill not clear how well they perform in multi-dimensions.
Here, we will limit our study to the base schemes only.
Euler system in one dimension
In the following three problems, the CFL number is 0. Since this problem starts from a singularity, smaller tiine stet)s are used initially' as described in [6] . The density field from the MP5 scheme is shown in Fig. 4.3 . Note that the contact discontinuity and the shock are resolved with high resolution. The density field from tile MP5 scheme is shown in Fig. 4.4 . Again, the contact discontinuity and the shock are well-resolved.
3. Shu's problem [14] In The pressure along the line 9 = 0.55 (j=ll) is shown in Fig. 4 .6. Concerning accuracy, it can be seen that the higher-order schemes have small oscillations about the exact solution. These oscillations are reduced on finer grids for all three schemes. Note that the MP5 scheme yields a highly accurate solution.
The computing times of the various schemes are also shown in Fig. 4 .6. The first-order and minmod schemes are coded here with the local characteristic decompositions over the full five-point stencil. This first-order scheme represents the most efficient reconstruction in this framework, and its CPU time reflects the overhead of the characteristic decomposition. It can be seen from Fig. 1.6 that the overhead is more than half of the total computing time. In other words, unlike the case of advection, the computing time of the reconstruction step for the Euler equations is less than one third of the total time.
Double Mach reflectioT_ {20]
The As the shock reflects off the wall, a diffraction pattern is formed. The final time is t/ = 0.2. A detailed description of the prol)lem and various solutions can be found in [20] .
The boundary conditions are: at the bottom, from (0, 0) to (1/6,0), linear extrapolation; fi'Onl (1/6, 0) to (4, 0), solid boundary: at the right, linear extrapolation; at the left, supersonic inflow;
at the top, time-dependent conditions determined by the exact motion of the Mach 10 shock.
The MP5 and WENO5 solutions, obtained using a 2,'10 x 60 mesh, are shown in Fig. 4 CPU time for constant reconslruction= 4122 seconds. 
