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ABSTRACT
A mobile ad hoc network (MANET) offers a cost-effective solution for
communications in areas where infrastructure is unavailable, e.g. emergency
response, disaster recovery, and battlefield scenarios. Traditional MANETs
operate in the radio frequency (RF) spectrum, where the available bandwidth is
facing the challenge of the rapidly increasing demands. Free-space optics (FSO)
provides an attractive complement to RF wireless MANETs because of its high
bandwidth and interference-free operation. An effort to combine the main
advantages of MANET and FSO technologies by equipping the network nodes
with hybrid communications capabilities will be presented. Computer models of
such a network were created using the network simulator OPNET Modeler.
Various indicators of network performance, including packet loss ratio, end-to-
end delay, throughput, etc. were obtained through simulation and examined. The
analysis will be of significant assistance in the design and implementation of such
next-generation MANETs.
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CHAPTER 1 – INTRODUCTION
Free-space optics (FSO) and mobile ad hoc networks (MANETs) are two
areas in telecommunications research that have seen rapid development over the
last several years.
The modern FSO technology was initially developed in the 1960s for
military applications. It was not until the late 1990s to the beginning of the 21st
century that FSO communications started to see significant advancement in
research and considerable shares of the commercial telecommunications market.
The major driving force behind it has been the universal and exponentially
increasing demand for high-bandwidth connectivity. FSO provides us with high-
bandwidth connections at relatively low costs.
In the mean time, the demand for portable and/or pervasive computing has
been boosting the development of the MANET technology. The infrastructure-
free and mobile characteristics of a MANET give rise to great flexibility and cost
efficiency.
The vast majority of FSO research and development efforts have, until
now, been focused on fixed transceiver units mounted on rooftops, which form
stationary point-to-point links and networks with relatively simple topologies.
Data exchange between two mobile nodes, on the other hand, has yet to take
advantage of the high data rate offered by means of optical communications.
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Today’s existing MANETs operate solely in the domain of radio frequency (RF)
wireless transmissions.
This dissertation will make an effort to combine the main advantages of
broad bandwidth and support for transceiver mobility offered by FSO and
MANET technologies, respectively, by studying the integration of FSO
capabilities into MANETs. It will be demonstrated that:
 The currently available hardware equipment makes it possible to
introduce optical communication capabilities into a mobile network;
 The RF and FSO modules residing in the same node are able to co-
operate seamlessly, resulting in a stable network;
 The throughput of the network is greatly improved with the
introduction of FSO capabilities, while its support for node mobility is maintained.
Because of the high bandwidth, interference immunity and intrinsically
excellent security offered by the FSO technology, such an enhanced-MANET can
better facilitate communications needs of a wide range of scenarios where
infrastructure is unavailable, communicating terminals are mobile, and/or cost
efficiency is critical. Such scenarios may include emergency response, disaster
recovery, environment monitoring, healthcare, home automation, geographical
exploration, distributed gaming, military surveillance, etc.
Original contributions made by this dissertation include the following:
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 An approach to simulate a network where FSO is employed as a
communications means was proposed, discussed in detail, and validated. This was
done with a lack of computer tools designed to handle simulation of FSO
networks.
 Simulation models for different types of MANETs enhanced with FSO
capabilities were developed. Specifically, models for modules that handle FSO
operations were designed from scratch, existing models for RF MANETs
modified, and interfacing mechanisms between the FSO and RF modules
constructed.
 The performance of such networks was analyzed and evaluated by
performing perturbation study on the simulation models. The simulation results
validated the proposed network design.
The rest of the dissertation is organized as follows:
Chapter 2 presents the results of the literature survey conducted for the
research project of this dissertation, including brief introductions to the involved
FSO and MANET technologies, and a review of published peer research on
relevant topics.
Chapter 3 reports an investigation on certain hardware equipment required
by a MANET with FSO capabilities and demonstrates that physical
implementation of such a network is feasible.
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Chapter 4 introduces the methodology employed by the research project of
this dissertation, using a simple simulation model as a test project.
Chapter 5 presents preliminary research efforts that are focused on the
modeling of the proposed FSO module.
Chapter 6 discusses in detail simulation models developed to study FSO-
enhanced ad hoc Wi-Fi networks (the ad hoc mode of a Wi-Fi network can be
considered a special case for MANET).
Chapter 7 extends the scope of the RF ad hoc network to the general
MANET and presents simulation studies on FSO enhancement to such networks.
Chapter 8 closes this dissertation providing conclusions and suggestions
on future work.
References are listed in the end as an appendix.
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CHAPTER 2 - LITERATURE SURVEY
This chapter provides an introduction to the technical background of the
dissertation. It will be organized into four sections: Section 2.1 deals with the
fundamentals of how FSO operates; Section 2.2 focuses on basic characteristics of
MANETs; Section 2.3 presents a review on the current status of FSO
communications research; and Section 2.4 investigates published peer research in
the related area of the dissertation.
2.1 FUNDAMENTALS OF FREE-SPACE OPTICAL COMMUNICATIONS
2.1.1 Overview
Free-space optics (FSO) is a technology for transmitting data using optical
signals propagating through the air. FSO employs infrared (IR) laser beams as the
signal carrier [1, 2], as does fiber optics. Therefore, each FSO link is “point to
point” in nature, which is different from the “broadcasting” characteristic of radio
frequency (RF) wireless communications. The typical wavelength at which
commercial FSO systems operate is usually either 850 nm or 1550 nm [3].
FSO is capable of offering high-bandwidth services over a relatively short
distance at attractive costs. A cumulative bandwidth as high as 80 GHz over a
single FSO link has been reported in the literature [4]. Although FSO provides data
rates comparable to those offered by conventional fiber optics, the time and cost
required to set up an FSO link are significantly less than a fiber cable. In urban
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areas, it takes several months and hundreds of thousands of dollars to dig a trench
and lay a fiber inside; in contrast, the setup cost of an FSO link is in the range of a
few thousand to tens of thousands of dollars, and the link can be established in
days [3].
2.1.2 Basic Configuration of an FSO Communication System
An FSO communications link is composed of an optical transmitter at one
end and an optical receiver at the other end. A transmitter/receiver pair, or a
transceiver, is usually installed on each terminal to accommodate bi-directional
connectivity. Figure 2.1 is a schematic drawing of an FSO transceiver.
Figure 2.1 Schematic of an FSO transceiver. [2]
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An FSO link consisting of a pair of such transceivers operates as follows:
The data to be transmitted over the FSO link enters the link head through
the transmitter fiber (or wire) and modulates the laser source. The modulated
signals then traverse through a set of lenses that are used to adjust the divergence
of the laser beam. Next, the signal-carrying laser beam exits the optical aperture
and continues to propagate through the air, and is projected upon the optical
aperture of the transceiver at the other end of the link. The light enters the receiver,
also through a series of lenses, which focus the received light onto a photodetector,
or, in some cases, couple the signals directly into a fiber. More advanced systems
may employ an optical amplifier, such as an erbium-doped fiber amplifier
(EDFA), in front of the photodetector. They may also be equipped with certain
devices for active tracking, in addition to more commonplace auxiliary devices
such as a defroster and a boresight telescope.
It is worth noting that the transmitted laser beam is often intentionally
made to have a certain amount of divergence so that the cross-sectional area of the
beam at the receiver end is much larger than the optical aperture of the link head,
as shown in Figure 2.2. The purpose of such a measure is to compensate for small
terminal movements due to environmental factors such as building sway.
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Figure 2.2 Illustration of an FSO communications link. [5]
2.1.3 Link Margin Analysis [5]
As in all communications systems, a link margin analysis is an important
task in designing an FSO link. In an FSO system, causes for signal degradation
include imperfect optical elements, imprecise pointing, divergence, and
atmospheric factors [5]. The goal of the link margin analysis is to ensure that the
launched optical power minus the losses caused by those factors stays above the
sensitivity of the receiver photodetector. The larger the link margin, the higher the
availability of the link. However, for an FSO system with a particular laser source,
allocating more signal power to the link margin means taking away power that
would otherwise be used to increase the link distance. This is a trade-off between
reliability and link distance.
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Before the link equation is presented in Section 2.1.3.5, the degradation
factors mentioned above will be discussed in detail first, in Sections 2.1.3.1-4.
2.1.3.1 Optical Loss
The term “optical loss” refers to the FSO signal degradation due to
imperfect optical elements, such as lenses and couplers. The amount of optical
loss depends on the characteristics of the equipment, and needs to be derived from
the product specifications or measured. Typically, the optical elements in an FSO
link impose a few decibels (dB) of reduction in signal power.
2.1.3.2 Geometrical Loss
Geometrical loss is caused by the laser beam’s divergence, which is often
intentionally set to a certain amount such that some portion of the beam will
always be cast upon the receiver aperture even if the beam wobbles. The result of
the divergence is that the projected beam size at the receiver end is much larger
than the optical aperture of the receiver (illustrated in Figure 2.2), and much of the
optical power cannot be collected by the receiver.
The ratio of the effectively collected power, Pr, to the total optical power
arriving at the receiver end, P1, is equal to the ratio of the area of the receiver, Ar,




















where dr and dt are the diameters, in meters, of the receiver and transmitter,
respectively; Θ is the divergence, in radians, of the laser beam; and x is the link
distance, in meters.
Using the frequently used dB scale, the geometrical loss, Lg, can be
expressed as:
)]log()[log(20)()(1 rrg dxdBPdBPL −Θ×=−= (2.2)
2.1.3.3 Pointing Loss
If the transmitter is not pointed accurately enough at the receiver, pointing
loss will be produced. Essentially, pointing loss is of the same nature as
geometrical loss, in the sense that the receiver is not collecting all the optical
power arriving at its photodetector. In practice, the use of divergence and/or
active tracking can limit the value of pointing loss to effectively zero dB.
2.1.3.4 Atmospheric Loss
The physics of the atmosphere plays a critical role in determining most of
the limitations of an FSO system. Laser transmission in the air suffers from
detrimental factors including absorption, scattering, and scintillation. The overall
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effects of these factors are reflected in the attenuation of the laser beam and the
degradation of the received signals.
Absorption of laser beams traveling through the air is by molecules of
water, ozone, carbon dioxide, oxygen, etc. The absorption is strongly dependent
on the laser wavelength [3, 5, 6].
Scattering is another phenomenon that attenuates the laser beam.
Scattering can be classified as Rayleigh scattering and Mie scattering. For today’s
FSO systems, which all employ IR lasers with relatively long wavelengths, the
latter is the dominant scattering effect. Mie scattering becomes a serious problem
for FSO links when there is fog, haze, or heavy dust in the air. It is well
documented that dense fog can cause an attenuation of more than 200 dB per
kilometer [3, 5].
Scintillation is reflected in intensity fluctuations of the received signal due
to thermally induced changes in the refractive index of the air. Commercial FSO
links operating horizontally and close to the earth surface face much stronger
scintillation compared to vertical earth-satellite links. However, the signal
degradation due to scintillation is much less than attenuation caused by
foggy/rainy conditions, and is easily compensated [7, 8]. And it is worth noting that
the air is always clear when the maximum scintillation takes place. Therefore, an
appropriately designed FSO system capable of operating under ordinarily bad
weather conditions can automatically account for scintillation.
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In general, the Beer-Lambert law, which governs the attenuation of an






where I0 is the initial optical intensity in W/m
2, I1 is the intensity in W/m
2 after
the beam passes through a distance of x kilometers, and α is the attenuation
coefficient of the air in km-1. Since the total received power is of interest in the
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where Pt is the optical power out of the transmitter optics, At is the area of the
transmitter aperture, P1 is the optical power of the beam at the receiver end, and
A1 is the cross-sectional area of the projected beam (not the receiver aperture).





xdBPdBPL tta α (2.5)
In practice, one can directly measure the atmospheric attenuation
coefficient, β (dB/km), under different weather conditions. Therefore, the
atmospheric loss is simply
xLa ⋅= β (2.6)
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MODTRAN, a software program developed by the U.S. Air Force and
commercially marketed by Ontar Corporation under the name PcModWin, is the
standard computer tool for calculating atmospheric transmission of lightwaves of
which the spectrum ranges from ultraviolet (UV) to microwave [9]. Figure 2.3
shows the total transmission of a laser as a function of its wavelength, over a
distance of 1 kilometer under fair weather conditions. Based on the graph, several
transmission windows can be clearly identified: regions around 0.78, 0.85, 1.05,
1.3, and 1.55 µm. It is worth noting that portions of the FSO transmission
windows overlap with the transmission windows of fiber optics currently in use
(0.85 and 1.55 µm). Therefore, FSO systems can directly make use of the
currently available optical components, such as laser sources and receivers. This
Figure 2.3 Transmission spectrum generated by MODTRAN.
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provides the design and manufacture of FSO systems with great cost efficiency,
and is an important factor to account for the growth of the commercial FSO
market.
2.1.3.5 Link Equation
The link equation for an FSO system can be expressed as follows:
lmsapgolsr CRLLLLPP +=−−−−= (2.7)
where Pr is the optical power collected by the receiver optics in dBm; Pls is the
optical power emitted by the transmitter laser source in dBm; Lo, Lg, Lp, and La
are the optical, geometrical, pointing, and atmospheric losses, all in dB; Rs is the
receiver sensitivity in dBm; and Clm is the link margin in dB.
In general, the atmospheric loss dominates the performance of an FSO link
due to the exponential term with respect to the link distance [see Equations (2.3)
through (2.6)]. For example, consider a 1-km FSO system operating at a certain
link margin M, for a typical atmospheric attenuation coefficient of β = 100 dB/km
(moderate to heavy fog), even if the transmitted power is increased to 10 times the
original value, the link distance at which the same link margin M can be achieved
is only increased to 1.09 km.
It can be concluded that, for fixed commercial FSO systems where high
availability, i.e., low downtime is desired, one should not extend the link distance
beyond a realistic value (500 – 1000 m). The upper limit of FSO link distance
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depends on the atmospheric conditions of a specific area and customer
requirements of availability. Some examples of practical values of maximum link
distance can be found in various publications [1, 10, 11, 12]. There have also been
some efforts into predicting the availability of FSO links using historical weather
data collected at airports [13]. The prediction results, in turn, can provide assistance
in determining the link distance limitations according to specific availability
requirements.
In MANET applications, which are the main focus of this dissertation,
where the volumes of data exchange are not as heavy as in fixed-line carrier
systems, and where flexibility instead of availability is the priority, one can
circumvent the occasional link-down problem, to some degree, by utilizing the
inherent multi-hop routing feature, and by buffering and transmitting data in high-
bandwidth pulses when the weather condition is good.
2.1.4 Laser Safety
A laser beam with too high an intensity may damage the eye. The amount
of power the eye can safely tolerate varies with the laser’s wavelength [3, 5]. The
latest laser safety regulation is developed by the American National Standards
Institute (ANSI), which tabulates the maximum permissible exposure level (MPE)
as a function of wavelength [14]. Most FSO communication systems are designed
to be eye safe.
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2.1.5 Current Status of FSO Research
The current research on FSO is mainly focused on the following aspects:
environmental adversities on system operation [6, 15-26]; improvements in system
capacity [4, 27], availability [10, 11, 13, 23, 28, 29], and link distance [4, 27, 30, 31]; hardware
design [32-34]; transmission security [35-37]; and networking [38-40]. From an
application point of view, a number of researchers and commercial vendors are
looking into the prospect of using FSO for enterprise connectivity [41-43], metro
area networks [29, 41-45], optical fiber backbone extension [41-43, 46], and deep space
communications [47-49], etc.
2.2 FUNDAMENTALS OF MOBILE AD HOC NETWORKS
2.2.1 Overview
A mobile ad hoc network (MANET) is a collection of dynamically
communicating mobile nodes. It requires no infrastructure or system
administration. The control over a MANET is distributed among its mobile nodes.
Each node is autonomous and can serve as the source, destination, or relay of a
data transmission.
Mobile devices participating in a MANET can exist in many forms [50],
such as palmtops, laptops, mobile phones, etc. They differ in size, computational
power, storage capacity, and battery life. Some devices are more powerful than
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others in terms of computational capabilities, and some can serve as “servers”
while others can only be “clients”.
There are two types of communication taking place in a MANET. One is
peer-to-peer, or single-hop, communication, which is the direct communication
between two nodes within each other’s transmission range, without involving a
third “relay” node. The other is remote-to-remote, or multi-hop, communication,
which is the communication between two nodes with the “forwarding” or
“relaying” assistance from one or more other nodes.
The two major challenges facing MANET research are media access
control (MAC) protocols and routing protocols [50]. Sections 2.2.2 and 2.2.3,
respectively, will discuss the two challenges in some detail.
A working group within the Internet Engineering Task Force (IETF) is
dedicated to MANET research by drafting and standardizing various protocols
involved in MANET operations [51].
It should be noted that the popular wireless local area networks (WLANs)
also include an ad hoc operational mode. An ad hoc-mode WLAN can be
considered a special case for MANETs in the sense that such a network also
requires no infrastructure and supports node mobility. However, it does not
support multi-hop routing as a general MANET does. A separate introduction to
ad hoc WLANs will be presented in Chapter 6.
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2.2.2 Media Access Control Protocols
Since the same media are shared by multiple nodes in a MANET, access
to the common channel must be made in a distributed fashion. Therefore, media
control access (MAC) protocols that require centralized control, such as TDMA,
FDMA and CDMA, are not suitable. Various issues, including mobility, hidden
terminals, and exposed nodes, should be considered when designing a MAC
protocol for MANETs.
There are a number of existing MAC protocols that can be used by
MANETs. They include: Multiple Access with Collision Avoidance (MACA) [52],
MACA by Invitation (MACA-BI) [53], Power-Aware Multi-Access Protocol with
Signaling (PAMAS) [54], Dual Busy Tone Multiple Access (DBTMA) [55], Floor
Acquisition Multiple Access (FAMA) [56], etc.
Since the proposed project will employ a point-to-point laser-based FSO
link instead of broadcasting radio waves as the transmission carrier, it can be
expected that media access will not impose a problem. Therefore, besides listing a
reference that compares the performance of some of the MAC protocols
mentioned above [57], this section will not go into further details in discussing
MAC protocols designed for MANETs in the radio frequency (RF) domain.
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2.2.3 Routing Protocols
Routing is the most commonly studied topic in MANET research. Since
nodes in a MANET move frequently, which forms and breaks data links often, the
topology of a MANET changes dynamically, which gives rise to the necessity of a
suitable routing protocol.
There exist a rather large number of MANET routing protocols. Some of
them are merely extensions of previously existing ones. Literature review reveals
that the following two are most widely studied, implemented, and accepted as
effective routing protocols: Ad Hoc On-Demand Distance Vector Routing
(AODV), and Dynamic Source Routing (DSR).
2.2.3.1 AODV
The specifications of AODV are currently published by the IETF as a
Request for Comments (RFC) [52].
In AODV, when a source node desires to send data to a destination node
to which it does not have a valid route yet, it initiates a “route discovery” process.
It broadcasts a “route request” (RREQ) packet to its neighbors, which then
forward the RREQ to their neighbors, and so on, until either the destination node
or an intermediate node with a “fresh enough” route to the destination is reached.
During the forwarding, each intermediate node records in its routing table the IP
address of its neighbor from which the first copy of the RREQ was received,
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thereby establishing a reverse route. Once the destination node or an intermediate
node with a “fresh enough” route to the destination is located, this node responds
by unicasting a route reply (RREP) packet back to the neighbor from which it first
received the RREQ. Because the RREP is forwarded along the path established by
the RREQ, AODV only supports symmetric, or bidirectional, links. Figure 2.4
illustrates the AODV route discovery process [50].
Figure 2.4 AODV route discovery.
2.2.3.2 DSR
The DSR specifications are listed in the IETF DSR Internet Draft [59]. In
DSR, mobile nodes are required to maintain and continually update route caches
that contain the source routes of which the node is aware. When a source node
desires to send data to a destination, it first checks its route cache to determine
whether or not it contains a route to the destination. If not, it initiates a route
discovery process by broadcasting a RREQ packet, which contains the IP
addresses of the source and destination, and a unique RREQ identification number.
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Each node receiving the RREQ examines whether it stores a route to the
destination. If not, it adds its own address to the route record of the RREQ packet
and passes it along. If the RREQ reaches the destination or an intermediate node
that knows of an unexpired route to the destination, a RREP is generated. In most
cases, the RREP is relayed back to the source node along the reverse route in the
route record of the RREQ. But the destination node may also initiate its own route
discovery for the source node and piggyback the RREP on a new RREQ. Figure
2.5 illustrates the DSR route discovery process [50].
Figure 2.5 DSR route discovery.
For link maintenance purposes, RERR packets are generated at a node
when the data link layer encounters a fatal transmission problem. When a RERR
is received, the hop in error is removed from the node’s route cache, and all routes
containing the hop are truncated at that point.
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2.3 PEER RESEARCH ON FSO MOBILE NETWORKS
No published work has been located that focuses on the network-layer
operation of an FSO-equipped MANET, which is the emphasis of this dissertation.
There have been, however, research efforts in closely related areas. Three groups
of researchers working in those areas have been identified. They are located at the
University of Maryland [60], Rensselaer Polytechnic Institute [61], and Lehigh
University [62].
Works published by the Maryland group [8, 63] presented algorithms of
topology reconfiguration in FSO networks based on link-state monitoring.
However, the FSO networks studied by this group did not involve any mobility
issues. The topology change was necessitated by physical obscuration of the LOS
between two static nodes.
The RPI group specifically lists “FSO MANET” as its research focus. It
has published works on topics including optical transceiver design [64], automatic
alignment circuit design [65], and mobility analysis [65]. However, there is no
evidence that this group’s research has yielded any significant results with respect
to a fully functioning FSO MANET. The node mobility analyzed in [65] was
based on a simple setup in which one mobile node follows a circular trajectory
and a few static nodes are located within the circle. Evidently, such movements
cannot closely mimic the typical node movements in an actual MANET.
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The Lehigh group has focused its research on the design and deployment
of hardware platforms for mobile FSO communications. Prototypes of mobile
FSO terminals capable of automatic link acquisition over a relatively short
distance (45 – 100 meters) have been presented [66, 67]. In [67], a routing scheme,
namely Hierarchical State Routing (HSR), was proposed to be implemented in the
hybrid FSO/RF networks studied by this group. However, besides giving a brief
introduction to the HSR scheme, no actual implementation, simulation or
evaluation of routing protocols was reported in the group’s publications.
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CHAPTER 3 - FEASIBILITY STUDY
The existing MANET technologies were developed strictly in the RF
domain to take advantage of the broadcast nature of RF wireless transmission.
The wireless nature of FSO gives rise to the possibility that MANETs employ
optical means of communications to provide high bandwidths. From a networking
point of view, however, a big disadvantage of FSO communications is that it is a
point-to-point technology that always requires line of sight (LOS). In order to
implement any ad hoc routing algorithm in a mobile FSO network, the nodes in
the network need to be equipped with devices able to perform a number of
essential tasks including fast steering of laser beams, self-detection of
geographical position, automatic link acquisition, target tracking, etc. This chapter
will report on investigations of hardware that can be used to provide such
capabilities.
3.1 LASER BEAM STEERING
By definition, laser beam steering means the control of the direction of the
laser beam by mechanical, optical and/or electrical means. In a MANET, each
FSO transmitter needs to have the ability to dynamically steer its laser beam to
facilitate the search for a receiver before a link is established and to track the
movements of the receiver during active data transmission. Theoretically, any
device that can be controlled to change the direction of an optical beam is a
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candidate. Such devices include gimbals, electro-optic devices, acousto-optic
devices, and fast steering mirrors.
3.1.1 Gimbals
Commonly, a gimbal refers to a device consisting of several rings
mounted on axes at right angles to each other so that an object, such as a ship's
compass, will remain suspended in a horizontal plane between them regardless of
any motion of its support. A diagram of a gimbal is shown in Figure 3.1 [68]. Note
that sometimes, such as in the figure, the rings in the gimbal device are also
referred to as “gimbals”; but the standard practice is to name the whole set of
rings a gimbal. Figure 3.2 shows two commercial gimbal products [69, 70].
Figure 3.1 An example of a gimbal. [68]
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Figure 3.2 Commercial gimbal products. [69, 70]
For applications in optical beam steering, the three rings with respect to
the three degrees of freedom (pitch, roll, and yaw) are usually maneuvered by
stepper or servo motors so that the laser transmitter mounted on the inner ring can
point to any direction within a specified angular range. Important specifications of
a gimbal include: travel range (both azimuth and elevation), travel rate, and
positional resolution. Table 3.1 lists such parameters for two commercially






Model 1 360 -35 ~ +95 120 0.004
Model 2 -90 ~ +90 -90 ~ +90 10 0.01
Table 3.1 Gimbal parameters.
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From the data listed in Table 3.1, one can draw the conclusion that Model
1 fits the application of FSO MANET better as its azimuthal travel range covers
the entire perimeter while its elevational travel range is expected to be sufficient,
and it has a much faster travel rate and finer resolution than Model 2.
Compared with other devices for laser beam steering (discussed later),
gimbals have the advantages of fast speed for coarse pointing and wide range.
Their disadvantages include low resolution and slow response time (typical values
of the control bandwidth of a gimbal are in the ~10Hz range [71]). The former can
be compensated either by intentionally making the laser beam diverge such that
the gimbal does not leave “blind” spots when it steps, or by using a fine-pointing
device with higher resolution in combination with the coarse-pointing gimbal.
The latter means that gimbals alone cannot offset high-frequency motion of the
mobile node, such as mechanical vibrations. This problem can be addressed either
by the “hybrid” approach mentioned above, i.e., by using a pointing device with
faster response time in combination with the gimbal, or by using some mechanical
stabilization equipment.
3.1.2 Electro-optic Devices
Electro-optic laser beam steering, by name, takes advantage of the electro-
optic effects, where the indices of refraction of certain waveguiding materials are
altered proportionally to the strength of the electric field applied to the material.
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The mechanism is well known and there are a great variety of materials that are
subject to such effects. Since the 1970s, a large amount of research effort has been
put into new materials and device structures that are capable of electro-optic
deflection. Studies have been published on electro-optic beam steering using
materials such as aluminum gallium arsenide [72], lithium tantalate [73], liquid
crystal [74], lanthanum-modified lead zirconate titanate [75], etc., and device
designs including single prism, prism arrays, channel waveguide arrays [76], and
photonic crystal horns [77]. The performance of the published designs varies
widely. The most important parameter, the maximum steering angle, ranges
between 0.04 [75] to 30 degrees [77]. By applying the electric field appropriately,
continuous steering within range can be achieved. The control bandwidths of
different systems are similar, however, typically in the range of tens of MHz,
because the electric field can be altered at very high speeds.
For applications in FSO MANETs, considerations should be given to
steering angle, modulation frequency, and wavelength selectivity. Obviously, an
electro-optic beam steering device operating at a wavelength that is used by the
FSO units, with a large maximum steering angle and high modulation frequency,
is desirable. Due to its relatively narrow steering angle, it is not viable to use an
electro-optic device as the stand-alone steering equipment. A gimbal and an
electro-optic device should be used in combination in order to complement each
other’s performance. In such a hybrid system, the gimbal subsystem would serve
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as the coarse pointing device, and the electro-optic subsystem would do the fine
pointing.
3.1.3 Acousto-optic Devices
Acousto-optic beam steering makes use of Bragg diffraction. When an
ultrasonic wave propagates through a Bragg grating, causing changes in its
density, the index of refraction of the grating is modulated. If a laser beam is
incident on the grating, its direction can be controlled by adjusting the periodicity
of the grating through the application of acoustic waves. A diagram of the
operation is shown in Figure 3.3 [78].
Figure 3.3 Acousto-optic beam steering using a Bragg grating. [78]
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The deflection angle is found to be:
BD nv
f Θ−=Θ 2λ (3.1)
where λ is the optical wavelength, f is the acoustic frequency, n is the index of
refraction, v is the acoustic velocity, and ΘB is the Bragg angle. Therefore, by
rapidly changing the frequency of the acoustic wave, one can achieve fast steering
of the optical beam.
Again, since a Bragg grating can only offer a much smaller steering angle
than a gimbal, a hybrid steering system consisting of a Bragg grating mounted on
a gimbal is desirable to achieve wide-range fast coarse pointing followed by fine
tuning.
Compared with electro-optic devices, acousto-optic devices offer the
advantages of low operating voltage, low drive power, high extinction ratio,
simple design, rugged construction, insensitivity to temperature changes, and high
safety factors. Electro-optic devices are more attractive when the desired control
bandwidth is 100 MHz or up [79]. However, mechanical vibrations that affect FSO
transceiver units are most likely below 1 MHz. Therefore, acousto-optic devices
provide sufficient compensation for such vibrations.
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3.1.4 Fast Steering Mirrors
A fast steering mirror (FSM) is a mirror that can be accurately
maneuvered on a pivot by servo motors, magnetics or piezoelectrics. It offers two-
axis, high-bandwidth tip/tilt mirror motion that can be used to steer a laser beam.
Two commercial FSMs are shown in Figure 3.4. The model shown in Figure




Figure 3.4 Fast steering mirrors. [80, 81]
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The steering angle offered by FSMs is in the range of several degrees. The
control bandwidth of FSMs is typically a few hundred Hz to several kHz. The
resolution is related to the control mechanism. Typically, piezoelectric drivers
offer higher resolution than other types; closed-loop control circuits achieve better
results than open-loop ones. The two products shown in Figure 3.4 both offer an
angular range of +/- 3o. However, the resolution of the one shown in (A) is 2
µrads (0.0001o), while the one in (B) has a 1-µrad resolution. Both products
employ sensor-based feedback circuits, i.e., closed-loop control, to achieve high
resolution.
3.2 LINK ACQUISITION AND TRACKING
Link acquisition refers to the operation in which the FSO transmitter and
receiver recognize and lock on to each other during the course of searching for
their counterpart via beam steering. Tracking is defined as the continuous
adjustment to the angular positions of the transmitter and receiver to keep the
optical link active in the presence of node movement. Both incorporate a
mechanism that detects the presence and/or position of the beam at the receiver
side and a control measure that keeps the beam on the receiver’s photon detector.
Beam steering devices have been discussed in the previous section. This section
will be devoted to types of equipment that are capable of detecting the presence
33
and position of the laser beam on the receiver. Photodiode arrays and CCD arrays
are the most commonly used devices in such applications.
3.2.1 Photodiode Arrays
Photodiodes arranged in a matrix are used to monitor the position of the
centroid of the laser beam. They can be made from different materials, thus cover
various spectral ranges. The simplest form of a photodiode array is the quadrant
detector.
A quadrant detector consists of four separate photodiodes mounted
together, as shown in part (A) of Figure 3.5 [82]. The gray spot represents the laser
point on the detector.
(A) (B)
Figure 3.5 Diagram of a quadrant detector.
If the spot is located exactly in the center of the array, the signal output
from all four photodiodes will be equal. If the spot moves, the amount of light
collected by each photodiode will be different, resulting in a different level of the
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output signal, as shown in Figure 3.5(B). The position of the spot can be
determined by analyzing the output from all four photodiodes. Subsequently, the
position information is put into an algorithm to control the beam steering device
to correct deviations of the received beam.
Since quadrant detectors usually have relatively small configurations, their
field of view (FOV) is only large enough for small angle deviations. In order to
achieve a larger FOV, a fish-eye lens is sometimes placed in front of the detector.
The resolution of quadrant detectors can be very high. Light spot movements of
10 µm can be detected.
More complex arrays consisting of more than four photodiodes have been
proposed [83]. Nevertheless, they follow the same principle as quadrant detectors.
3.2.2 CCD Arrays
Charge-coupled device (CCD) arrays are commonly used in cameras and
camcorders. A CCD array is a light-sensitive detector made up of many small
metal oxide semiconductor (MOS) capacitors, each of them representing one
pixel. The light applied onto a pixel is converted into a charge that is proportional
to the light energy. The charge is stored in the capacitor until released by a gate
signal. In a CCD array, the charge in each capacitor is measured sequentially by a
serial shift register approach. Consider a one-dimensional array of pixels. When a
gate (clock) signal releases the charge in the first pixel to the charge-measuring
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mechanism, the charge from the second pixel is transferred to the first pixel, the
charge from the third to the second, etc. The process is then repeated until the
charges from all of the pixels are measured. Because the order of the transfer is
known, each measurement is associated with its exact position in the array. In a
two-dimensional array, the first row (or column) is completely measured, then the
charges from the second row (or column) is transferred to the first row, etc., as
shown in Figure 3.6 [84]. Once the CCD array has been read out, the position of
the light spot on the array can be determined and used for steering purposes.
Figure 3.6 A simple CCD diagram.
CCDs are sensitive to the visible and infrared spectrums. Since FSO
usually operates in the infrared domain, CCD arrays would satisfy the wavelength
selectivity requirement.
The CCD pixel size can be very small (~10 µm), with an even much
smaller gap between them. A large number of CCD pixels can be integrated into
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an array (2048×2048 CCD arrays have been commercially available). Therefore,
the total detection area is large compared to quadrant detectors. This is a major
advantage for acquisition/tracking applications.
The biggest problem associated with a CCD array is its slow read-out time
due to the sequential measurement, especially when the array is large. The control
mechanism for the steering device must await the information for the complete
array to be obtained, even if the actual region of interest covers only a small
portion of the receiving aperture. The typical read-out time of a 2048×2048 CCD
array is on the order of seconds, which is obviously too slow for FSO MANET
applications.
To mitigate the read-out time problem, direct-readout CCD arrays offering
the capability to read individual pixels separately are in development. As of this
time, no commercial product or detailed information regarding such devices is
available.
3.3 LOCATION DETECTION
As aforementioned, information is carried by narrow laser beams in FSO
communications. A link can only be acquired when two FSO terminals point
directly at each other in the presence of LOS. Such a pointing process requires
each terminal in a two-terminal FSO hop to have (approximate) information on
the geographical location of its counterpart, so that it can steer its linkhead to the
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vicinity of the counterpart in search of its optical aperture. If each terminal is able
to obtain its own geographical coordinates and such data can be disseminated
throughout the network via RF means, either continuously or on an on-demand
basis, then the target-search process for link acquisition purposes can be
facilitated. Today’s ubiquitous device for self-location detection is a Global
Positioning System (GPS) receiver.
The GPS is a satellite-based navigation system developed by the U.S.
Department of Defense (DoD) [85]. The fully operational GPS includes six circular
orbits with four or more satellites approximately uniformly distributed on each of
them. The orbits have the same radius of 26,560 km, and the angle between any
two adjacent orbit planes is 60o. A diagram of the GPS orbits is shown in Figure
3.7 [86].
Figure 3.7 GPS orbits. [86]
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If four or more GPS satellites are visible, a GPS receiver can determine its
earth-centered, earth-fixed (ECEF) position (X, Y, Z) by solving the following
equations (in matrix form) [87]:
2 2 2 2 2
1 1 1 1 1 1 1
2 2 2 2 2
2 2 22 2 2 2
2 2 2 2 2
3 3 33 3 3 3
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 (3.2)
where Crr is the clock bias correction; r is the radius of earth; x, y, and z are the
satellite position coordinates calculated from ephemeris data; and ρr is the
pseudorange, i.e., the apparent range to a GPS satellite from the receiver antenna,
calculated from the time of signal transmission, time of signal reception, and
speed of light. The index 1, 2, 3, or 4 for x, y, z and ρr denotes a parameter
relevant to a specific GPS satellite.
Note that aside from the clock bias correction Crr, the calculations in
Equation 3.2 do not involve additional errors such as ionospheric errors,
ephemeris data errors, multipath errors, receiver noise, etc. It is beyond the scope
of this dissertation to go into the details of GPS error analysis. Thus, it suffices to
know that, by advances in receiver technology in recent years, the user-equivalent
range error (UERE) can be limited to about 6 meters; if additional techniques
such as differential and augmented GPS are used, measurement accuracies in the
millimeter range can be achieved [87].
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Today’s GPS receiver units are usually fairly compact in size (a few
inches each in length, width, and thickness) and weight (less than a few
kilograms). Since the DoD removed Selective Availability (SA), an intentional
degradation of GPS signals available to the public, in May 2000, the performance
of military and commercial GPS receivers has become indistinguishable in terms
of precision. GPS receivers can be readily integrated into other hardware
platforms, such as navigational systems for airplanes and automobiles, and
steering systems for antennas and lasers. Figure 3.8 shows two GPS receiver units,
of which Part (A) is a stand-alone handheld unit [88], and Part (B) is a unit
integrated into the cockpit of an airplane [89].
(A) (B)
Figure 3.8 Examples of GPS receivers. [88, 89]
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Competing systems for location detection include Russia’s GLONASS
and Europe’s GALILEO. They work on the same principles as the GPS.
3.4 CONCLUSIONS
This section has reported an investigation on hardware required by an
FSO-equipped MANET to provide essential functions such as fast optical beam
steering, link acquisition, target tracking, and location detection. The currently
available hardware would not pose fundamental obstacles for the implementation
of ad hoc routing protocols in an FSO MANET. The actual construction of such a
network would require further, more detailed studies on such topics as optimum
hardware configuration, interactions and complementing performance of
integrated equipment, etc. New technical developments in hardware renovation
will make the construction and operation of FSO MANETs more effective and
economical.
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CHAPTER 4 - METHODOLOGY
The overall goal of the work reported in this dissertation is to study the
performance of a MANET equipped with FSO communication capabilities, by
means of computer modeling and simulation. This chapter will discuss the
methodology employed in the modeling process.
4.1 COMPUTER TOOL SELECTION
The most commonly used software packages for discrete-event network
simulation include NS-2 [92], GloMoSim [93], and OPNET Modeler [94]. Among
them, NS-2 is an open-source package available to everyone free of charge, while
GloMoSim and OPNET Modeler are commercial products with free licensing
options for academic users. Each package has its pros and cons. OPNET Modeler
was chosen as the modeling and simulation software tool for its powerful
modeling capabilities, easy-to-use graphical interface, comprehensive library of
open-source models, and commercial-quality documentation and support. (For
simplicity, OPNET Modeler will be called Modeler from this point on.)
4.2 THE MODELER ENVIRONMENT
Modeler employs a hierarchical, project-and-scenario approach to
modeling networks. A scenario is a single instance of a network, typically
representing a unique network configuration, which can include aspects such as
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topology, protocols, applications, traffic settings, etc. A project is a collection of
scenarios, with each scenario exploring a different aspect of network design.
On the top hierarchical level of a scenario is a network model, on which
simulations are run. A network model is essentially comprised of nodes, which
may be connected to each other by links. Nodes are represented by icons, and
links are represented by lines (wireless links are invisible). An example network
model is shown in Figure 4.1. It consists of twelve workstations, one hub and one
switch, which are interconnected by 10BaseT cables.
Figure 4.1 A sample network model in Modeler.
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On the next level, each node model is made up of its basic building blocks
– modules. Modules include processors, queues, transceivers, and generators.
Different modules within a node model are connected by packet wires (solid lines)
and statistic wires (dashed lines), as shown in Figure 4.2.
Figure 4.2 A sample node model in Modeler.
The functions of each module are described by a process model, taking the
form of a finite state machine (FSM). The states in an FSM are represented by red
and green plates, connected to each other by transition lines. A red plate indicates
that it is an unforced state, which allows a pause during the execution; while a
green one indicates a forced state not allowing a pause. An FSM is shown in
Figure 4.3.
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Figure 4.3 A sample process model in Modeler.
On the bottom level of the Modeler hierarchy lies the C/C++ code that
describes the behavior of each state. The C/C++ statements are either Enter
Executives or Exit Executives. Enter Executives are invoked on entering a state,
while Exit Executives are invoked before exiting a state. Figure 4.4 shows a
snapshot of the editor window for an example Enter Executives block.
Modeler is released with an extensive built-in library of models for
common networks, equipment and protocols. In addition, processors and queues
are set to be fully programmable to accommodate the creation of custom models.
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Figure 4.4 Modeler’s C/C++ code editor.
4.3 MODELING FSO LINKS
The primary obstacle faced during the modeling process is explained
below:
FSO links are, by nature, point to point. However, Modeler does not allow
mobile nodes to be connected by point-to-point links. (In fact, none of the
software packages mentioned in Section 4.1 allows this functionality.) Point-to-
point links, which represent wires and optical fibers in the physical world, only
support stationary nodes, while mobile nodes are only supported in the wireless
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propagation environment, in which communication links are inherently
broadcasting. This means that the physical layer of the proposed FSO MANET
cannot be properly represented if such limitations are not lifted or circumvented.
To get around this problem, a concept of using a combination of the
wireless propagation environment and directional antennas was proposed.
Theoretically, such a concept can be justified, as laser beams and RF signals are
both electromagnetic waves with the same propagation velocity in air. The
Modeler wireless propagation model defaults to the LOS model, which is suitable
for FSO applications. Directional antennas can be programmed to be dynamically
steerable, which will be used to simulate the movements of FSO transceivers.
In order to verify the validity of this concept, a simple test project is
designed.
4.3.1 Network Model
The network model in the test project is made up of two transmitter nodes
(tx and tx2) and one receiver node (rx), as shown in Figure 4.5.
The initial positions of rx, tx, and tx2 are (4.0, 3.0), (3.0, 3.0), and (2.5, 3.0)
(unit: km), respectively. All three nodes are mobile, and each follows its own
trajectory. The trajectory parameters for rx, tx, and tx2 are listed in Table 4.1 (A),
(B), and (C), respectively.
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1 4.0 3.0 0 n/a n/a 60 60
2 4.0 3.75 750 60 45 0 120


















1 3.0 3.0 0 n/a n/a 20 20
2 3.0 2.0 1000 60 60 0 80
3 5.0 2.0 2000 100 72 0 180


















1 2.5 3.0 0 n/a n/a 60 60
2 2.5 2.5 500 60 30 0 120
3 2.5 3.5 1000 60 60 0 180
4 2.5 3.0 500 60 30 0 240
(C)
Table 4.1 Trajectory parameters (A: rx; B: tx; C: tx2) for the network of Fig. 4.5.
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At the start of the simulation, all three nodes wait at their respective initial
positions (rx for 20 seconds, tx for 60 seconds, and tx2 for 60 seconds) before
they start moving along their respective trajectory. The receiver node, rx, has an
L-shaped trajectory; the first transmitter node, tx, has an n-shaped trajectory and
is intended to transmit useful data; and the second transmitter node, tx2, just
moves back and forth along a straight line, providing interference.
4.3.2 Node Models
Each of the transmitter nodes (tx and tx2 in Figure 4.5) consists of a
packet generator module “tx_gen”, a radio transmitter module “radio_tx” (which
simulates a modulated laser source in an actual FSO transmitter), a directional
antenna module “ant_tx”, and an antenna steering module “ant_point”. The
transmitter node architecture is shown in Figure 4.6.
Figure 4.6 The architecture of the transmitter nodes.
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(A) (B)
Figure 4.7 Antenna patterns (A – directional; B – omnidirectional).
The packet generator for both tx and tx2 generates one packet of 100
megabits every 30 seconds. The data rate of the radio transmitter module for both
tx and tx2 is set at 100 Mbit/s. The antenna used in both tx and tx2 is directional,
with a gain of about 200 dB in one direction (a 1-degree field of view, or FOV)
and 0 dB in all other directions. The antenna pattern is illustrated in Figure 4.7(A).
Figure 4.7(B) shows the omnidirectional antenna pattern for comparison purposes.
In the case of tx, its antenna will have to be dynamically pointed to follow
rx; in the case of tx2, its antenna will be pointed at rx at the start of the simulation,
and will retain its absolute direction during the course of the simulation.
The receiver node (rx in Figure 4.5) measures the quality of the signal it
receives. It consists of an antenna module “ant_rx”, a radio receiver module
“radio_rx” (which simulates the photodetector in an actual FSO receiver), a data
sink module “rx_sink”, and an antenna pointing module “rx_point”, as shown in
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Figure 4.8. The receiver antenna is the same as the ones used on both transmitters
(see Figure 4.7(A)).
Figure 4.8 The architecture of the receiver node.
The communications channel in this test setup is set at 50 GHz, which is
in the infrared spectral range. Therefore, each data link established in the
simulation can properly represent a point-to-point optical link.
The antenna pointing module of rx has to provide continuous adjustments
to the direction of its antenna, as does the pointing module of tx.
The function of the antenna pointing modules is explained below:
First, it acquires the local position of its target (from the point of view of
rx, it is tx, and vice versa), converts the position information into global
coordinates, and sets the antenna to the direction of the target; then, after a time
period of t seconds, it needs to repeat the actions of acquiring, converting and
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directing to ensure that the antenna does not lose track of its target. The
calculation of a suitable value for t is illustrated in Figure 4.9.
Figure 4.9 Calculation of the re-point timer t.
In Figure 4.9, D (m) represents the distance between the two nodes; vmax
(m/s) represents the maximum velocity of Node 2 with respect to Node 1, in the
perpendicular direction of the link between the two nodes; and α (rad) is the FOV
of the antenna. In order to ensure that Node 2 does not escape the FOV of Node 1









In the simulation setup, D is calculated using the position information, α is




After running the simulation, the following statistics were obtained at the
receiver: bit error rate (BER), signal-to-noise ratio (SNR), and throughput.
Figures 4.10 through 4.12 provide plots of these statistics.
The results shown in the figures agree with the expectations. Take the
BER (Figure 4.10), for example, where in the initial stage it reached as high as
0.006 due to the waiting periods observed by all three nodes, when the receiver
antenna was pointed at both tx and tx2. After tx started moving and the three
nodes were no longer along a straight line, however, the BER dropped to zero and
remained so until the end of the simulation. Similar justifications can be made to
the graphs for SNR and throughput.
Figure 4.10 Bit error rate in the received data.
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Figure 4.11 Signal-to-noise ratio of received signals.
Figure 4.12 The throughput (bits/sec) of rx.
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4.4 CONCLUSIONS
Based on the investigations reported in the previous sections of this
chapter, the following conclusions can be drawn:
 The built-in wireless propagation environment of Modeler and
directional antennas can be combined to model point-to-point FSO links;
 The automatic tracking of FSO links required by MANET operations
can be modeled by dynamically pointing directional antennas;
 Modeler is a suitable software tool for the research project of this
dissertation. The modeling of the proposed FSO MANET will follow
the hierarchical methodology employed by Modeler.
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CHAPTER 5 - A SIMPLIFIED MODEL
This chapter reports preliminary efforts on the modeling of the proposed
FSO MANET.
As mentioned in the previous chapters, it is unrealistic to have a pure FSO
MANET because of the point-to-point nature of FSO communications. For
example, if a source node S needs to establish a data route to a destination node D,
it has to have knowledge of the geographic position of D (and possibly of
additional relay nodes R1, R2, etc.) so that it can steer its optical transmitter to the
direction of the vicinity of D in search of D’s receiver. Without the convenience
of the broadcasting service offered by RF communications, the dissemination of
dynamically changing position information among all the mobile nodes in a
network is extremely difficult if not impossible. Nevertheless, FSO is an attractive
enhancement to the existing RF MANETs because of its high bandwidth,
interference-free operation, and intrinsically excellent security. Therefore, the
realistic goal is to make an additional FSO module serve as an enhancement to the
original RF communication nodes.
In this initial study, emphasis was put on the operation of the FSO module.
The RF module was not included in the models presented in this chapter. Since
Modeler offers open-source MANET models operating in the RF domain, it




The following assumptions were made for the models presented in this
chapter:
1. Each node has means (such as via GPS) to obtain its own position
information;
2. Such information can be reliably distributed in the network via normal
RF operations in a timely fashion;
3. LOS exists between any two nodes, and weather conditions are
uniform and unchanging throughout the network. In other words, the
only physical constraint on whether an FSO link can be established is
the distance between the transmitter and the receiver.
5.2 SIMULATION MODELS
This section will discuss the architectures of the network, node, and
process models involved in the simulation project presented in this chapter.
There are two node types in the network, namely “terminal” and “relay”.
A terminal node is one that has full functionality and can serve as both a data
source and a destination. A relay node does not generate or sink data packets. It
only forwards packets at the request of their source nodes.
The architecture of a terminal node is shown in Figure 5.1.
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Figure 5.1Terminal node architecture.
The node consists of several modules connected by stream wires (solid
lines) and statistic wires (dashed lines). The modules include: optical apertures
(antennas) of the receiver and transmitter (“aperture_rec1” and “aperture_trans1”,
respectively); optical receiver and transmitter (“rec_1” and “trans_1”,
respectively); a routing module (“fso_routing”); an application manager module
(“fso_app_mgr”); a signal generator (“gen”); a data sink (“sink”); and a module
managing the “busy” attribute of the node’s linkhead (“busy_attr”).
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Among the modules listed above, the antennas, the optical receiver and
transmitter, the signal generator, and the data sink are built-in modules of Modeler;
the others were designed specifically for this simulation project. In terms of
source code openness, processors (represented by plain boxes) and queues
(represented by striped boxes), i.e., the generator, the sink, the application
manager, the router, and the busy-attribute manager, are fully programmable.
The functions of all modules except “fso_app_mgr”, “fso_routing”, and
“busy_attr” are straightforward, and therefore are not explained in detail here.
The process model for the “fso_app_mgr” module is illustrated in Figure
5.2.
Figure 5.2 The “fso_app_mgr” process model.
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The function of this module is to decide whether a packet arriving at it was
from the upper layer (the signal generator), or the lower layer (the routing layer).
If the former, i.e., the condition “SRC_ARRIVAL” is satisfied, the “to_router”
state of this module randomly generates a destination address, writes it in the
“destination address” field of the packet, and forwards the packet to the routing
layer. If the latter, i.e., the condition “RCV_ARRIVAL” is satisfied, the “to_sink”
state reads the content of the packet, performs computations for statistical
purposes, and sends the packet to the upper layer to be sunk.
Figure 5.3 shows the process model for the “busy_attr” module.
Figure 5.3 The “busy_attr” process model.
The “busy_attr” module is in charge of only one operation: it reads the
“busy” status of the linkhead (the receiver and transmitter) through the statistic
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wires; if the linkhead goes from “not busy” to “busy”, the module immediately
sets the “busy” attribute of the node to “TRUE”. The attribute is set to “FALSE”
when the linkhead goes from “busy” to “not busy”. This attribute is used by the
routing module to help determine if a packet can be transmitted to its destination
node (explained in detail later).
The routing module “fso_routing” is the core module of the simulation
model. It performs packet-based source routing for data that is to be transmitted to
another node. It also routes all received packets to the upper layer (the application
manager). The process model for the routing module is shown in Figure 5.4.
The simple source routing algorithm that is implemented in this initial
study works as follows:
After initialization, the module waits for packet arrivals. If a packet arrives
from the upper layer, the routing module first checks if the self linkhead is busy.
If yes, it queues the packet for later transmission; if no, it extracts the destination
address from the content of the packet, and checks if the destination linkhead is
busy. If it is busy, the algorithm queues the packet and waits a random back-off
period before it checks the destination again. If the destination is not busy, the
routing module then checks the distance between the self node and the destination
node to see if it is within a predetermined transmission range. If yes, it steers the
linkhead toward the destination and forwards the packet to the optical transmitter

























in the network (“hub”) is free and if the hub is within transmission range of both
the self node and the destination node. If yes, the algorithm notifies both the hub
and destination, and sends the packet to the hub, which will relay it to the
destination; if the answer is “no” to either question, the packet is considered
undeliverable and destroyed.
If a packet arrives from the lower layer, the routing module simply sends
out an acknowledgment to the data source node and forwards the packet to the
upper layer.
The architecture of the relay node, which is shown in Figure 5.5, is similar
to that of the terminal node, except that there is no signal generator, sink, or
application manager module.
Figure 5.5 Relay node architecture.
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The simple network model in which the FSO routing algorithm was
simulated is shown in Figure 5.6. It consists of four (4) terminal nodes and one (1)
relay node. Each node follows its own trajectory (arrowed lines). The packet
inter-arrival time at the generator module of each terminal node follows a normal
distribution of a 5-second mean and 3-second variance. The size of each packet is
set as 100 megabits, and the optical transmission bandwidth is set as 100 Mbit/s.
The simulation runs for 60 seconds, which is also the time for each node to
complete its own trajectory. The initial coordinates of the nodes, in kilometers,
are (1.5, 1.5), (3.5, 1.5), (3.5, 3.5), (1.5, 3.5), and (2.5, 2.5), for “node_0” through
“node_3” and “relay”, respectively.
Figure 5.6 The network model.
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5.3 SIMULATION RESULTS
The following results were obtained by running the simulation in Modeler:
5.3.1 End-To-End (ETE) Delay
The ETE delay of a packet is the time period between its creation at the
source node and its reception at the destination node. The average ETE delay for
all received packets against simulation time, in seconds, is shown in Figure 5.7.
From the graph, we see that the values of ETE delay in our experimental setup fall
between 1.0 second and 1.5 seconds, with a mean value of about 1.3 seconds.
Figure 5.7 ETE delay.
5.3.2 Packets Generated vs. Packets Received
Figure 5.8 displays the number of packets generated by all the signal
generators in the network. Figure 5.9 shows the number of packets received by
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the receivers. The two curves are similar, thus proving that most packets
successfully reached their destinations.
Figure 5.8 Packets generated.
Figure 5.9 Packets received.
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5.3.3 Utilization of Receivers
Figure 5.10 shows the as-is values of utilization of the optical receiver of
each terminal node. The average values of the same data are shown in Figure 5.11.
The converged value of the average utilization for all nodes is around 20%, which
is expected as the mean value of the packet inter-arrival time at each signal
generator is 5 seconds, and it takes a 100Mb/s channel one second to transmit a
100Mb packet.
Figure 5.10 Receiver utilization (as is).
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Figure 5.11 Receiver utilization (average).
5.4 CONCLUSIONS
As the preliminary simulation results have shown, Modeler is a suitable
tool for the modeling and simulation of such hybrid networks. The proposed
enhancement to an RF MANET by introducing an FSO module is viable, and the
resulting network sustainable.
Major limitations of the simplified model presented in this chapter include:
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1. Attributes of each node in the network, including position, busy status,
etc., are made available to other nodes by means of the so-called
“internal modal access (IMA)” tools provided by Modeler. In order to
simulate the network more realistically, the attribute data should be
exchanged via RF operations. An RF module will be introduced to
each node in an improved model.
2. The node mobility model is very simple, in which each node follows a
predefined trajectory. It needs to be re-designed to introduce random
motion in order to mimic behaviors of mobile nodes in a physical
network.
To address these limitations, improved models will be presented in the
next two chapters. Specifically, Chapter 6 will introduce models for FSO-
enhanced IEEE 802.11 ad hoc networks, where RF communications between any
two nodes are single-hop only, and Chapter 7 will discuss FSO enhancement to
multi-hop RF MANETs.
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CHAPTER 6 - WLAN ENHANCED WITH FSO
A Wireless LAN (WLAN) is a local area network that uses RF signals to
communicate between devices. Due to the increasingly prevalent demand for
mobile computing, WLANs are becoming more and more popular and have been
widely accepted as a good alternative to wired LANs. In a rapidly growing
number of cases, WLAN is favored over wired LAN as the first choice in
deploying communication networks in local area scenarios.
This chapter will begin with an overview of the WLAN technology,
including its benefits and shortcomings. The modeling of a WLAN enhanced with
FSO will follow. The performance of such networks will then be evaluated based
on simulation results.
6.1 OVERVIEW OF WLAN [95]
The technical standards that define WLAN technologies are developed by
the IEEE LAN/MAN Standards Committee (IEEE 802), working group 11. The
trade group Wi-Fi Alliance [96], currently consisting of more than 250 member
companies, serves to perform testing, certify interoperability of products, and
promote the WLAN technology. The commonly seen “Wi-Fi” logo is carried by
Wi-Fi Alliance-certified equipment. Therefore, the terms WLAN, Wi-Fi, and
IEEE 802.11, or simply 802.11, are interchangeable in most cases.
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The 802.11 family of standards focuses on specifications in the medium
access control (MAC) and physical (PHY) layers of a wireless device, which
correspond to Layers 1 and 2 of the seven-layer OSI model [97], or Layer 1 of the
four-layer DoD model [98].
There are mainly three WLAN protocols in operation today, namely
802.11b, 802.11a, and 802.11g. The 802.11b protocol employs a spread-spectrum
technique called direct-sequence spread spectrum (DSSS) to achieve a maximum
raw data rate of 11 Mbit/s, while 802.11a and 802.11g use a modulation scheme
named orthogonal frequency-division multiplexing (OFDM), and have a
maximum data rate of 54 Mbit/s. The carrier frequency is 2.4 GHz for 802.11b
and 802.11g, and 5 GHz for 802.11a.
In a WLAN, the set of all wireless devices (“stations”) that can
communicate with each other form a Basic Service Set (BSS). If a BSS contains
an access point (AP), through which the stations can access network resources
outside of the BSS, it is called an infrastructure BSS. If there is no AP in a BSS
and the stations operate in ad hoc mode, the BSS is called an independent BSS.
The acronym “IBSS” refers to the latter. With the help of a distribution system,
usually in the form of wired LAN, a number of BSS can establish an Extended
Service Set (ESS) to accommodate a larger network.
WLANs have many advantages over wired LANs, such as mobility
support, affordability, fast and scalable deployment, and better disaster
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survivability. Its major disadvantage, intrinsically determined by the physical
characteristics of RF communications, is its relatively low bandwidth, which is
just a fraction of the typical bandwidth offered by optical communications.
It is therefore proposed that a FSO module be added to a typical WLAN
node so that the throughput of the network will be vastly improved. The next
section will study the proposal in detail via the means of OPNET modeling.
6.2 SIMULATION MODELS
This section presents OPNET models developed to study the integration of
a FSO module into a typical WLAN node, which already contains an RF module.
Within each node, the RF module is responsible for the network-wide
dissemination of information needed by the FSO routing algorithm. Such
information includes the geographic location of the node and the availability
(busy status) of its FSO linkhead. Bulk data is delivered solely by the FSO
module. The first and third assumption listed in Section 5.1 still hold true for
models presented in this chapter.
As a starting point, the WLAN node provided by the OPNET Modeler
software package (“wlan_station_adv”) is presented in Figure 6.1. Its lower layer
(PHY and MAC) consists of a radio transmitter (“wlan_port_tx0”), a radio
receiver (“wlan_port_rx0”), and a MAC algorithm module (“wireless_lan_mac”).
Its upper layer (application) is represented by a packet generator (“source”) and a
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data sink (“sink”). An interface module (“wlan_mac_intf”) links the upper layer
and lower layer.
Figure 6.1 The built-in WLAN node.
The MAC module plays the most important role in defining the behaviors
of the node. Detailed discussion on the module’s internal mechanism is beyond
the scope of this dissertation. It suffices to note that it is developed conforming to
the IEEE 802.11 standards and implements a Carrier-Sense Multiple Access with
Collision Avoidance (CSMA/CA) algorithm as the protocol for medium access.
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In the hybrid node model developed for this dissertation, the lower layer
of the built-in WLAN node was retained, the higher layer discarded, and the
interface component modified to suit the need of the added FSO module.
Components similar to those introduced in Chapter 5, which comprise the FSO
module, were added to the RF (WLAN) module. The architecture of the hybrid
node is presented in Figure 6.2.
Figure 6.2 The FSO-enhanced WLAN node.
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The basic work flow of the node shown above is explained as follows:
At the source node, the application manager (“app_mgr”) passes down the
bulk data packet generated by the packet source (“gen”). The routing algorithm
(“routing”) fills in the destination address, creates a probe packet with the same
destination address and sends the probe packet out through the RF module, which
operates in WLAN’s IBSS mode. At the destination node, the RF module receives
the probe and passes it up to the routing layer. If the FSO linkhead of the
destination node is idle, its routing layer generates a reply packet containing the
coordinates of the destination node and sends it back to the source node, via RF
operations. The source node then extracts the information embedded in the RF
reply packet and uses it to steer its FSO aperture and transmit the bulk data.
As their names indicate, the components of the FSO module, i.e. “gen”,
“sink”, “app_mgr”, “routing”, “fso_rx”, “fso_tx”, “aperture_fso_rx”, and
“aperture_fso_tx”, have similar functions to those constituting the simplified
model presented in Chapter 5 (see Figure 5.1). Major changes made include:
1. In the hybrid model, the application manager “app_mgr” no longer
fills the field for destination address in the FSO packet. Instead, this
task is now assigned to the routing layer due to a minor technical issue
(synchronization of initialization stages with the built-in WLAN
models).
75
2. For conciseness in the layout of the node architecture, the “busy_attr”
processor in the simplified model is removed, its functionality
integrated into that of “routing”.
3. Most importantly, the routing process is completely rewritten to
coordinate the interaction between the RF module and the FSO module,
which is explained in detail below.
The development of the new routing process was carried out with
considerations to the following factors: interfacing between the FSO module and
the built-in WLAN module, simulation of the FSO link acquisition process, and
error handling.
In general, it is advisable for the development of complex process models
to follow the Process Model Development Methodology, available in Modeler
documentation [99]. The methodology lists seven stages of process model
development:
1. Defining the system’s context;
2. Process-level decomposition;
3. Enumeration of events;
4. State-level decomposition;
5. Developing the state transition diagram;
6. Specifying process actions; and
7. Selecting an initial state.
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In practice, the seven stages can be roughly sorted into two phases: the
phase of preparation (Stages 1~4) and the phase of actual development (Stages
5~7).
For the routing process model presented in this chapter, a Phase-1
investigation on planned system behavior suggested that the major states of the
process model include the following: idle, reserved for transmission, reserved for
reception, transmitting, and receiving. It is specifically worth noting that the two
“reserved” states were used to put the FSO linkhead on hold in order for the RF
signaling exchange to take place, and to simulate the link acquisition process by
setting a delay timer.
Serving as a direct guide to Phase-2 tasks, the finished chart of event
enumeration is presented in Table 6.1.
STATE EVENT CONDITION ACTION NEXT
STATE
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Table 6.1 Routing layer event enumeration.
Based on the event enumeration chart above, the FSM implementation of























Up to now, all components that make up the hybrid node shown in Figure
6.2 have been introduced. A model of a 200m×200m network consisting of
several such nodes is depicted in Figure 6.4.
Figure 6.4 The network model.
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The network contains an additional node called “Mobility Config”, which
is not an actual communication node. Instead, it manages the movement of the
communication nodes, which is determined by the so-called “random waypoint”
mobility model. With this model present, each communication node can be
randomly placed at any location within the network border without concern for its
exact coordinates. During the simulation, a node with random waypoint mobility
picks an arbitrary destination in the region of the network and moves towards it.
When it arrives at the destination, it pauses before repeating the process by
randomly selecting another destination. Parameters affecting the node movement,
such as start time, speed, pause time, range, and stop time, can be configured with
statistical distributions. Compared with the predefined trajectories employed by
the simplified model in Chapter 5, the random waypoint model is a better
representation of real-world scenarios.
6.3 SIMULATION RESULTS
For the purpose of studying the performance of the FSO-enhanced WLAN,
several scenarios were created by modifying relevant parameters. This section
will first present the baseline scenario, followed by perturbation scenarios.
Certain attributes have consistent values throughout all scenarios. These
common settings are listed in Table 6.2.
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Attribute Name Value Unit
X-span 200 mNetwork size
Y-span 200 m
Simulation time 400 s
FSO channel data rate 1.0E+9 bit/s
FSO carrier frequency 1.9355E+14 * Hz
Simulated FSO link acquisition time 3.0 s
FSO receiver ECC threshold ** 1.0E-7 - 
Start time Normal, µ=50.0, σ=15.0 sFSO packet
generator Stop time 350 s
Queue size for FSO packets 5 packets
Start time 10 s
Node mobility
Stop time End of simulation -
RF operation mode 802.11b, IBSS -
Table 6.2 Common simulation settings.
6.3.1 The Baseline Scenario
The specific settings for the baseline scenario are listed in Table 6.3.
Attribute Name Value Unit
Node count 6 -
Node speed Uniform, min=5, max=10 m/s
FSO packet interarrival time Normal, µ=100.0, σ=20.0 s
FSO packet bulk size 2.0E+8 bytes
Table 6.3 Simulation settings for the baseline scenario.
* This value corresponds to a wavelength of 1,550 nm, which is commonly used in FSO
communications.
** This attribute is the highest proportion of bit errors allowed in a packet for the packet to be
accepted by the receiver.
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The results yielded by the simulation for the baseline scenario are
discussed in detail in Section 6.3.1.1 through 6.3.1.4.
6.3.1.1 End-to-End Delay (RF)
Figure 6.5 shows the average ETE delay for all received RF probe and
reply packets against simulation time.
Figure 6.5 Average ETE delay for RF packets.
84
The values fall between 0.49 millisecond and 0.58 millisecond. Therefore,
it can be concluded that the RF information exchange, which is of assistance to
FSO operations, does not introduce heavy delays in FSO data transmission.
6.3.1.2 End-to-End Delay (FSO)
For an FSO packet, its ETE delay is the sum of the following: the time
needed for the RF information exchange between the source node and the
destination node (i.e. the RF ETE delay), queuing delay (if any), link acquisition
time, transmission delay (the length of the packet divided by the channel data
rate), and propagation delay (the time needed for the optical wave to traverse the
link distance).
The average ETE delay for all received FSO packets is shown in Figure
6.6. The rather flat curve indicates that, for the baseline scenario, the FSO ETE
delay (approximately 4.6 ~ 4.7 seconds) is dominated by link acquisition time,
which is set to be 3.0 seconds, and transmission delay, which has a value of 1.6
seconds for a 200MB packet in a 1Gbit/s channel.
6.3.1.3 Packets Generated vs. Packets Received
Figure 6.7 displays the total number of FSO packets generated, in red, and
received, in blue, by all nodes in the network.
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Figure 6.6 Average ETE delay for FSO packets.
Figure 6.7 FSO packets generated and received.
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The two curves are close to each other. An analysis on the data reveals
that only one packet was dropped during the course of simulation. Of all FSO
traffic generated, 95% was successfully received.
6.3.1.4 Throughput
The overall throughput of the network is presented in Figure 6.8. The
individual throughputs of all nodes are shown in Figure 6.9, with different colors
identifying different nodes.
Figure 6.8 Overall throughput of the network.
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Figure 6.9 Throughputs of individual nodes.
The “bursty” nature of the throughput diagrams is intrinsically determined
by the way FSO works in the mobile network. As expected, the throughput of a
node reaches several hundred megabits per second during the time its FSO
module is in operation, and gigabit-per-second throughput can be achieved by the
overall throughput of the network. Therefore, the proposed hybrid network
especially sees potential application in such scenarios where each mobile node
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spends most time in collecting and assembling data and is allowed or forced to
dispatch the amassed data on sparse intervals. Examples of such a scenario
include scientific and military reconnaissance missions, media-rich file sharing,
distributed gaming, etc.
6.3.2 Network Density Variations
In the first case, the network was made “denser” by increasing the number
of communication nodes from 6 in the baseline scenario to 12. The denser
network resulted in a higher packet loss ratio, as indicated by Figure 6.10.
Figure 6.10 FSO packets generated and received in a denser network.
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The raw data used to draw the figure shows that only 32 out of 42 packets
were successfully received, yielding a 24% packet loss. If the node count is
increased to 24, the packet loss ratio will reach 47%. The number of lost packets
becomes greater than that of received packets when the node count reaches 44.
The degradation of packet reception ratio accelerates as the node count gets even
higher. (Note that due to the randomness of certain simulation aspects, the
numbers presented here are for qualitative or rough quantitative analysis only;
they may not be exactly reproduced by other simulation runs. This statement
generally applies to all simulation results.)
In the second case, the node count was decreased to 4. The “sparser”
network resulted in no packet losses, as shown in Figure 6.11.
6.3.3 Node Speed Effects
In the baseline model, the values of node speed fit a uniform distribution
with a minimum of 5 m/s and a maximum of 10 m/s. If the minimum and
maximum values were increased to 15 m/s and 30 m/s, respectively, the packet
loss ratio resulted in an increase from 5% to 20%, as shown in Figure 6.12 (16
packets out of a total 20 were successfully received).
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Figure 6.11 FSO packets generated and received in a sparser network.
Figure 6.12 FSO packets generated and received with increased node speed.
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6.3.4 Traffic Pattern Changes
Traffic pattern changes in the network were made by adjusting the settings
for packet interarrival time and packet size at the FSO packet sources.
In the baseline model, the packet interarrival time at each node is defined
by a normal distribution with a mean value of 100 seconds and a standard
deviation of 20 seconds. If the mean was changed to 50 and all other settings kept
unchanged, the packet loss ratio would increase from 5% to 25%, as shown in
Figure 6.13. Moreover, the more congested traffic led to more utilization of the
queuing resources on the nodes, which resulted in longer ETE delays. The new
average ETE delay is shown in Figure 6.14.
Another approach to change the traffic pattern is to modify the size of the
packets generated by FSO packet sources. When the packet size was changed
from 200 MB in the baseline model to 400 MB, both the packet loss ratio and the
average ETE delay increased as expected. Figure 6.15 shows the updated
comparison between generated packets and received packets, and Figure 6.16
plots the increased ETE delay.
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Figure 6.13 FSO packets generated and received – shorter interarrival time.
Figure 6.14 Average ETE delay – shorter interarrival time.
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Figure 6.15 FSO packets generated and received – larger packet size.
Figure 6.16 Average ETE delay – larger packet size.
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6.4 CONLUSIONS
This chapter presented the development of simulation models for 802.11
networks enhanced with FSO capabilities. Such networks were proved to be
sustainable, and of which the performance, mainly in the sense of throughput,
were improved compared to purely RF WLANs. The coexistence of and
interaction between the RF and FSO modules were demonstrated to be problem-
free. Various scenarios were constructed to study the impact on network
performance by different parameters. The simulation results corroborated design
expectations.
One limitation of the simulation models presented in this chapter is that
the network region is restricted within a 200m×200m area, thus the full potential
of FSO communications, which is capable of sending data over a one- to several-
kilometer distance, is not exploited. This is due to the fact that the transmission
range for a WLAN node is rather limited (according to Modeler documentation, a
distance beyond 300 meters would result in unreliable behaviors in the WLAN
model). To overcome this limitation, multi-hop RF operations, i.e. MANET, can
be implemented on top of the current WLAN PHY and MAC layers in order to
support longer-range FSO data transmission. Chapter 7 will discuss the issue in
detail.
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CHAPTER 7 - MANET ENHANCED WITH FSO
The last chapter discussed OPNET models for FSO-enhanced IEEE
802.11 networks operating in ad hoc (IBSS) mode. In such a network, the
potential of FSO communications is not fully utilized as the FSO link distance is
limited by the transmission range of RF signals, which is due to the fact that an ad
hoc routing protocol is not part of the 802.11 standards, i.e., the data route
between any two nodes does not involve a third node.
A MANET is a different type of wireless ad hoc network. In a MANET,
each node is willing to forward data for other nodes. Therefore, a communications
link exists between two nodes S0 and SN if there exists a chain of nodes S1, S2, …,
SN-1 such that the distance between Sn and Sn+1 is within the maximum RF
transmission range for all values of n satisfying 0 ≤ n ≤ N-1. If FSO capabilities
are added onto a MANET, the lengths of optical links will no longer be limited by
the transmission properties of RF signals, thus the potential of FSO
communications can be exploited to a fuller extent.
This chapter presents models developed to study such FSO-enhanced
MANETs. It is organized in a similar way to Chapter 6 except that the overview




Similar to the FSO-enhanced WLAN node presented in Chapter 6, the RF
module of the FSO-RF MANET node is only responsible for disseminating node
coordinates and busy status information, while the FSO module takes charge of
transmitting bulk data. The RF module is directly modified from the built-in
“manet_station_adv” node in Modeler, which consists of a raw packet generator
running over IP over WLAN. The architecture of the built-in MANET node is
shown in Figure 7.1.
Figure 7.1 The built-in MANET node.
In the node depicted above, the application layer (“app”) is the
combination of a traffic source and a sink. The auxiliary module “CPU”, which
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simulates the utilization of hardware resources, is also part of the application layer.
An IP-encapsulation process model (“ip_encap”) on the layer below encapsulates
packets coming from the traffic source into IP packets. It also decapsulates
packets arriving from the lower layer and passes them to the application layer to
be processed. The IP process model sitting further below implements
fragmentation and reassembly of IP packets as well as IP routing functions. On
the bottom, the PHY and MAC layers are identical to those in the WLAN node
shown in Figure 6.2. Between the IP and MAC layers, the Address Resolution
Protocol (ARP) translates IP addresses to MAC addresses. The process model that
manages all MANET routing protocols, called “manet_mgr”, is a child process of
the IP process. Invoked by the IP process during simulation runs, it spawns the
appropriate MANET routing protocol running on the node as specified by the user.
A modified version of the node shown in Figure 7.1 constitutes the RF
portion of the FSO-RF hybrid node developed for the purposes of this dissertation.
Specifically, the “app” process model is replaced by an “rf_interface” process
model, which is no longer involved in generating or destroying RF packets.
Instead, it converts the WLAN MAC addressing information embedded in the RF
probe or response packets generated by the “routing” process into addressing
information in IP format and passes the packets downward to be sent out. It also
forwards all probe and response packets received by the RF module of the node to
the routing layer for processing.
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A major advantage of this modification approach was that in this way the
FSO portion of the node, including the routing algorithm and the RF probe/reply
scheme, did not have to undergo significant changes in order to operate in accord
with the RF portion, which was now much different from the RF module of the
node shown in Figure 6.2.
The architecture of the new hybrid node is shown in Figure 7.2.
Figure 7.2 The FSO-enhanced MANET node.
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In general, the principle by which the node operates remains the same as
described in Section 6.2. The only difference is that the RF probe and response
packets can now be passed along multi-hop links by the MANET routing process,
which effectively extends the maximum distance over which two nodes can
communicate.
A network model was formed by placing a number of nodes in a domain.
Network models with different specifications will be presented in the next section,
Simulation Results.
7.2 SIMULATION RESULTS
This section takes the same baseline-perturbation approach as described in
Section 6.3.
7.2.1 The Pre-Baseline (Validation) Scenario
An exact copy, from a network-level perspective, of the baseline scenario
presented in Section 6.3.1 was studied to validate the new node model. The
network layout is shown in Figure 7.3, which is a replica of Figure 6.4. The
simulation settings for this scenario, listed in Table 7.1, were all directly imported
from the baseline scenario in Chapter 6.
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Figure 7.3 Network layout for the pre-baseline scenario.
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Attribute Name Value Unit
X-span 200 mNetwork size
Y-span 200 m
Simulation time 400 s
Node count 6 -
Node speed Uniform, min=5, max=10 m/s
FSO packet interarrival time Normal, µ=100.0, σ2=400.0 s
FSO packet bulk size 2.0E+8 bytes
FSO channel data rate 1.0E+9 bit/s
FSO carrier frequency 1.9355E+14 * Hz
Simulated FSO link acquisition time 3.0 s
FSO receiver ECC threshold ** 1.0E-7 - 
Start time Normal, µ=50.0, σ2=225.0 sFSO packet
generator Stop time 350 s
Queue size for FSO packets 5 packets
Start time 10 s
Node mobility
Stop time End of simulation -
WLAN mode 802.11b -





Table 7.1 Simulation settings for the pre-baseline scenario.
7.2.1.1 End-to-End Delay (RF)
Figure 7.4 shows the average ETE delay for all received RF probe and
reply packets against simulation time. The ETE delay is the sum of physical
transmission delay and routing delay introduced by the DSR routing scheme. Its
values fall between 0.001 and 0.008 second, which are several times longer than
the WLAN ETE delay values depicted in Figure 6.5. However, they are still very
* This value corresponds to a wavelength of 1,550 nm, which is commonly used in FSO
communications.
** This attribute is the highest proportion of bit errors allowed in a packet for the packet to be
accepted by the receiver.
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short time measurements and not expected to introduce any significant
degradation to network performance.
Figure 7.4 Average ETE delay for RF packets.
7.2.1.2 End-to-End Delay (FSO)
The average ETE delay for all received FSO packets is shown in Figure
7.5. The values are similar to those represented by Figure 6.6, and range between
4.6 and 5.0 seconds.
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Figure 7.5 Average ETE delay for FSO packets.
7.2.1.3 Packets Generated vs. Packets Received
Figure 7.6 illustrates the total number of FSO packets generated, in red,
and received, in blue, by all nodes in the network. The figure indicates that all
packets generated were successfully received.
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Figure 7.6 FSO packets generated and received.
7.2.1.4 Throughput
The overall throughput of the network is presented in Figure 7.7. The
individual throughputs of all nodes are shown in Figure 7.8, with different colors
identifying different nodes. The high data rates and the bursty nature of FSO
communications can be clearly observed from the figures.
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Figure 7.7 Overall throughput of the network.
Figure 7.8 Throughputs of individual nodes.
106
The simulation results presented in Sections 7.2.1.1 through 7.2.1.4 are
comparable to those in Sections 6.3.1.1 through 6.3.1.4, which proves the validity
of the FSO-enhanced MANET node model.
7.2.2 The Baseline Scenario
As mentioned earlier, the rather small size of the network domain
(200m×200m) was due to the short WLAN transmission range. It can be
expanded to exploit the FSO link distance to a fuller extent with the use of the
MANET module to conduct RF information exchange in the network. Therefore,
the domain size was increased to 500m×500m for the baseline scenario. Other
parameters were also adjusted to adapt to the size change. The new simulation
settings are listed in Table 7.2 (unlisted parameters remain unchanged from Table
7.1) The new network model is depicted in Figure 7.9.
Attribute Name Value Unit
X-span 500 mNetwork size
Y-span 500 m
Simulation time 2000 s
Node count 20 -
FSO packet interarrival time Normal, µ=400.0, σ2=10000.0 s
Start time Normal, µ=50.0, σ2=400.0 sFSO packet
generator Stop time 1950 s
Queue size for FSO packets 5 packets
Table 7.2 Simulation settings for the baseline scenario.
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Figure 7.9 Network model.
7.2.2.1 End-to-End Delay (RF)
Figure 7.10 shows the average ETE delay for all received RF probe and
reply packets against simulation time. The values fall between 0.005 and 0.025
second.
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Figure 7.10 Average ETE delay for RF packets.
7.2.2.2 End-to-End Delay (FSO)
Figure 7.11 displays the average ETE delay for all received FSO packets.
Similar to all scenarios discussed previously, the curve is flat with an average
value of about 4.6 seconds, which indicates that the ETE delay for FSO packets is
dominated by link acquisition time and transmission delay.
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Figure 7.11 Average ETE delay for FSO packets.
7.2.2.3 Packets Generated vs. Packet Received
Figure 7.12 shows the total number of FSO packets generated, in red, and
received, in blue, by all nodes in the network. At the end of the simulation, the
packet loss ratio was about 13% (79 packets out of 91 were successfully received).
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Figure 7.12 FSO packets generated and received.
7.2.2.4 Throughput
The overall throughput of the network is shown in Figure 7.13. Due to the
rather large number of nodes, the graph showing the throughputs of individual
nodes became congested thus is omitted here. Again, the high bandwidth and data
bursts can be clearly observed.
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Figure 7.13 Overall throughput of the network.
7.2.2.5 DSR Routes
In contrast to the FSO-enhanced WLAN networks presented in Chapter 6,
where RF traffic between two nodes took single hops and single hops only, the
RF packets in the network shown in Figure 7.9 might traverse a chain of more
than two nodes, as directed by the DSR routing algorithm. Two instances of such
multi-hop routes are displayed in Figure 7.14. In one instance, the data link
between Node 5 and Node 11 took two hops (shown in red) at simulation time
1292.86 seconds; in the other instance, the link between Node 8 and Node 0 took
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Figure 7.14 Examples of RF traffic routes.
three hops (shown in blue) at simulation time 1067.25 seconds. Note that due to
Modeler functionality limitations, these routes can only be drawn over the initial
network layout, i.e., the node positions in Figure 7.14 don’t represent their actual
coordinates when the routes took place.
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Obviously, the ability of delivering an RF packet to its destination over
multiple hops enables the establishment of an FSO link that may not be possible
otherwise.
7.2.3 Network Density Variations
As expected, a denser network (40 nodes) produced a higher packet loss
ratio (19%) than the baseline scenario (Figure 7.15).
Figure 7.15 FSO packets generated and received in a denser network.
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In a sparser network (12 nodes), however, the packet loss ratio (19%) also
exceeded the packet loss ratio in the baseline network (Figure 7.16). This is
because each hop on a MANET route still has to be within the maximum RF
operational distance. Therefore, if the network is too sparse, some RF packets will
fail to be delivered, resulting in failures in establishing FSO links.
Figure 7.16 FSO packets generated and received in a sparser network.
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7.2.4 Node Speed Effects
If the minimum and maximum values of node speed, which follows a
uniform distribution, were increased from their baseline values 5 and 10 to 15 and
30 (unit: m/s), respectively, the packet loss ratio (13%) resulted in no significant
change (Figure 7.17). This is because of the intrinsic characteristics of the DSR
protocol, which was designed to provide better accommodation to node mobility
than the IEEE 802.11 IBSS mode.
Figure 7.17 FSO packets generated and received with increased node speed.
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7.2.5 Traffic Pattern Changes
As shown in Table 7.2, for the baseline model, the packet interarrival time
at each node is defined by a normal distribution with a mean value of 400 seconds
and a standard deviation of 100 seconds. If the mean was changed to 100 and the
standard deviation 50, the packet loss ratio would increase from 13% to 22%, as
shown in Figure 7.18. The shorter interarrival time also resulted in increased ETE
delay due to more queuing (Figure 7.19).
In another approach, if the size of the FSO packets was changed from 200
MB to 600 MB, both the packet loss ratio and the average ETE delay again
increased as expected. Figure 7.20 shows the updated comparison between
generated packets and received packets, which represents a packet loss ratio of
28%. Figure 7.21 plots the increased average ETE delay.
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Figure 7.18 FSO packets generated and received – shorter interarrival time.
Figure 7.19 Average ETE delay – shorter interarrival time.
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Figure 7.20 FSO packets generated and received – larger packet size.
Figure 7.21 Average ETE delay – larger packet size.
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7.3 CONLUSIONS
OPNET simulation models for FSO-enhanced MANETs were presented.
The simulation models proved the viability of such networks and demonstrated
significant improvements in throughput upon purely RF MANETs. They also
showed that the limit on FSO link distances imposed by the RF transmission
range in a single-hop WLAN could be overcome by employing a multi-hop
MANET routing protocol. It was proved feasible for an FSO module and an RF
module running a MANET routing algorithm to be integrated into one
communications node; the two modules could operate in coordination to transfer
large amounts of data in high-bandwidth bursts. In summary, the goals of the
design were met as evidenced by the simulation results.
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CHAPTER 8 – CONCLUSIONS
This dissertation is concerned with the project of using optical means of
communications to improve the performance of mobile ad hoc networks.
The initial motivation of the project was followed by a literature survey
regarding the background knowledge, the feasibility of the project, and published
peer research in related areas. Based on the literature survey, it was determined
that modeling of MANETs equipped with FSO capabilities was a suitable topic
for further research leading to this dissertation.
The context of the proposed project and the methodology used to study the
project were then defined. It was decided that the FSO and MANET technologies
were to be utilized in combination in order to achieve high data rate yet maintain
advantageous MANET features such as its ability to operate without the need for
infrastructure and support for node mobility. The network simulation software
package OPNET Modeler was selected as the major tool of research.
The development of simulation models for the networks to be studied was
explained in detail, following a simple-to-more-complex pattern. Simulation
results were presented to assess expectations for the proposed design. Various
indicators, including packet loss ratio, end-to-end delay, throughput, etc., were
examined in order to evaluate the performance of the network. Perturbation
scenarios were constructed to further investigate effects on network performance
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imposed by certain conditions, such as node speed, network density, and traffic
pattern.
Based on the investigations, it was concluded that the proposal of using
FSO communications to boost the data delivering capacities of MANETs was
viable, the resulting networks were sustainable, and significant improvements to
the original networks in the sense of increased throughputs clearly observable.
To recapitulate, this dissertation has made the following original
contributions: a suitable method to study mobile networks communicating in
optical means was devised and thoroughly examined; effective simulation models
for such networks were developed; and the network performance was
methodically evaluated by perturbation.
It is the author’s hope and confidence that the investigations made
throughout this dissertation will be of importance in assisting further explorations
in related topics by others, both technically and methodologically. It would be a
great honor for the author if the study presented in this dissertation laid the
foundation for the future development of the final product that will see a great
deal of exciting applications as pointed out in the opening chapter of the
dissertation.
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Some limitations of the research presented in this dissertation were
identified. They are listed here along with suggestions on future work to
overcome these limitations or improve upon the current models.
First and foremost, although the FSO routing algorithm introduced in
Chapters 6 and 7 has a queue-and-retry mechanism serving as a method of
protection when the node is facing difficulties in establishing an FSO link with
another node, the non-zero packet loss ratios in the simulation results indicate that
the delivery of FSO packets is not guaranteed in the current model. In some
situations, it may be considered acceptable if the packet loss ratio is below a
certain threshold; in other situations, a 100% successful delivery rate may be
required. In order for the networks studied in this dissertation to suit the need of
the latter, the packet delivery scheme needs to be improved to include a
guaranteed delivery mechanism, which may take the form of something similar to
the widely implemented Transmission Control Protocol (TCP).
Second, the FSO traffic in the networks studied was designed to be single-
hop only. The decision of not developing a multi-hop FSO routing algorithm was
based on the following observations: the distance over which an FSO link can be
established is relatively long by itself; the dominating factor in the ETE delay of
an FSO packet is the link acquisition time (it takes several seconds to establish a
link), therefore, it would greatly reduce the efficiency of the network if even more
such delays were introduced; the large sizes of the FSO packets (several hundred
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MB each) would impose heavy extra burdens on the queuing and processing
resources on the relay nodes, which are also source and destination nodes by
themselves according to the requirements of an ad hoc network. Nevertheless,
whether or not the added complexity of multi-hop routing would be advantageous
can only be confirmed by experiment.
Last but not least, the ultimate goal of this research is to build a working
product. During the course of research for this dissertation, the availability of
critical hardware components was verified, the validity of the software algorithm
demonstrated. However, to actually put together a physical product based on the
investigations in this dissertation will surely pose a whole new set of challenges.
This task is left to anyone who has the inspiration to do so with his/her ingenuity,
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