Abstract. In order to improve the results of automatically recognized handwritten text, information about the language is commonly included in the recognition process. A common approach is to represent a text line as a sequence. It is processed in one direction and the language information via n-grams is directly included in the decoding. This approach, however, only uses context on one side to estimate a word's probability. Therefore, we propose a bidirectional recognition in this paper, using distinct forward and a backward language models. By combining decoding hypotheses from both directions, we achieve a significant increase in recognition accuracy for the off-line writer independent handwriting recognition task. Both language models are of the same type and can be estimated on the same corpus. Hence, the increase in recognition accuracy comes without any additional need for training data or language modeling complexity.
Introduction
The recognition of handwritten text is a very active research field among researchers on pattern recognition [12] . Promising approaches for handwriting recognition are segmentation-free and learning-based, such as hidden Markov models (HMM) [2, 13] , neural networks (NN) [6] , or combinations thereof [3] .
Still, the recognition of unconstrained text can not be considered a solved problem. The main reason is the difficulty in dealing with the high variability encountered in different handwriting styles. Often, a semantic understanding of the text is necessary to be able to read a text. In case of automatic recognition systems, contextual understanding is usually emulated by estimating word probabilities, such as n-grams [5, 7] . Yet, despite their simplicity and inability to capture any long-term relationships between words, n-gram approaches perform remarkably well and are still state-of-the-art.
Current handwriting recognition systems represent the text line as a sequence and perform the recognition usually in the direction of writing, i.e., left to right for Roman scripts. This allows to directly include n-gram language model information in the decoding. In this form of language probability estimation, however, only a limited context is used to estimate the occurrence probability of a word. As a result, recognizers face the problem of error propagation. Correct word that are required in a larger context might be dropped due to pruning. Instead a wrong hypotheses propagates wrong language model information to the following words and may disturb their recognition, hence creating a form of decoding direction dependent error.
As a consequence, one-directional decoding seems to be an unnecessary restriction, especially when the input data are off-line text images. A word's probability can be estimated more robustly by considering both n-grams, the one considering the words on the left, and the one considering the words on the right side. Thus, taking also the reversed decoding direction into account could reduce the recognition error-propagation.
In this paper we propose the use of bi-directional n-grams for improving the recognition performance of unconstrained handwritten text. In order to do this, N -best lists are created for both directions separately, using a distinct forward and a backward language model. Then, these lists are combined to produce the final recognition output. Note that the system used in this paper is based on Neural Networks [6] , but it could easily be extended to HMM-based approaches as well.
The rest of the paper is structured as follows. In Section 2 the proposed bidirectional language model approach is introduced and explained in detail. The experimental evaluation is presented in Section 3 and conclusions are drawn in Section 4.
Bidirectional Language Models
The ambiguity of different handwritten text and the huge variances in different writing styles require an integration of contextual information for an automatic transcription. The standard way of doing this is to integrate a statistical language model in the decoding process. However, language modeling using bi-grams do not capture the language sufficiently well. One option is to increase the complexity of the language model by using higher order n-grams, however, the number of distinct n-grams increases exponentially with n. Hence, even in a large training corpus, many word combinations do not occur at all or they occur with a frequency not high enough for a robust occurrence probability estimation.
Another challenge to handwriting recognition is the error propagation of a mis-recognized word. As a sequential decoding problem, common recognition methods process the text line in one direction, left-to-right or right-to-left. Hence, any mis-recognition propagates in the direction of recognition due to the language model which takes the current recognition result to estimate the next word's probability.
To address both issues, the challenge to estimate sophisticated language models on sparse data as well as the problem of error propagation, we propose in this paper to decode the text from both directions and combine the results. Forward and backward decoding require to different language models which can still be estimated on the same corpus and the combination can successfully increase the recognition accuracy.
The proposed approach is a step towards holistic language models to better capture syntactic and semantic information. While such models have been proposed for speech recognition in a sophisticated way [14] , our approach does not increase the language modeling and hence the computational complexity.
Contribution
From a mathematical point of view, continuous handwriting recognition systems map a text image to a sequence of words w S 1 = w 1 w 2 . . . w S . This is done by using both, an observation model ϑ that assigns a probability value to a character sequence according to the observed image and a language model LM that assigns a probability value to a given character sequence according to the language at hand. The character sequence that maximizes the combined score is then selected as the final output.
In this paper we focus on the language model probability score which can be factorized as
Note that we define w i = ε for i ≤ 0 and i > S to make the Equations more readable. Following from the rules of probability, it does not matter whether the LM probability is factorized such that the probability for a word w i is conditioned on its left context w i−1 1 (see Eqn. 2) or its right context w S i+1 . However, keeping track of the entire context is unfeasible for real word applications, hence state-ofart recognition systems use n-gram models which only take a limited number of words into account. Usually this is done in the direction of text processing, i.e., for languages that are written and recognized from left-to-right, the left hand side context of a word is considered to estimate its probability. Here, we will indicate this with LM → and call it forward LM
(a) Recognition lattice (b) Reversed recognition lattice Fig. 1 . In (a) the recognition lattice for the left-to-right decoding direction is given for a sample text line. In (b) the reversed lattice with the modified language model information is shown. Note that all node labels but only one edge label is shown for the sake of readability. In the left-to-right decoding, the bi-gram information that the word "This" occurs after the symbol "." is used. In the right-to-left decoding, the corresponding edge contains the probability of the symbol "." occurring before the word "This".
Obviously, every text image can also be recognized in the reversed direction, requiring different n-grams, indicated here with LM ← (backward LM )
Although the Equations (2) and (4) are a factorization of the same probability, their n-gram simplification in Equations (5) and (6) is expected to produce different results. Yet, both can be estimated on the same corpus. Thus, we propose in this paper to exploit this fact. We show that a significant improvement of the recognition rate can be achieved by combining the recognition output of the two systems using the forward LM and the backward LM of the same n-gram order.
Approach
We propose to generate two different N -best lists of recognition hypotheses, one generated by a left-to-right and one generated by a right-to-left decoding. Afterwards, these N -best lists can be combined to generate a new output. A straightforward way to build both lists is to use a recognizer for handwritten text that produces a recognition lattice, such as HMMs or BLSTM Neural Networks in conjunction with a Token Passing algorithm. A recognition lattice (see Fig. 1 ), is a directed graph with node and edge labels and constitutes a comprehensive way of storing various decoding paths. From this, N -best lists can easily be generated by searching the most likely paths across the lattice using A * -search. The exact specifications, what information is stored in the nodes and labels may vary, but usually a node represents a word and an edge indicates a transition between two words. In our approach, nodes are labeled with the position where the word ends. Edges are labeled with two probability scores, the bi-gram transition probability between the word at the starting node and the word at the ending node and the observation probability of the word at the ending node. From this, we generate the N -best lists of the forward direction.
Next, we reverse the directions of the edges and adjust the bi-gram probabilities. That is, an edge e = (u, v) ∈ V × V from node u to v labeled with p → (v|u, LM) and p obs (v) is changed into an edge e = (v, u) with labeling p ← (u|v, LM) and p obs (v). A path in the new lattice now represents a decoding using the reversed bi-gram language model and an N -best list is also generated. Note that the word ordering of the hypotheses in this list is in reversed order and needs to be changed back.
To make use of higher order N -grams, the bi-gram word transition probabilities on the edges are ignored. Instead, an A * -search on the lattices is done using an external language model file to generate the forward and backward N -best lists.
Finally, the two N -best lists can be combined using a generalized recognizer output voting error reduction (ROVER) scheme [4, 16] . In this system, the Nbest output word strings are first aligned and then combined in a weighted voting scheme. The weights of the word hypotheses in the combination are based on their posterior probabilities which are estimated from the N -best lists of the recognizers. The combination was done using the SRILM toolkit [15] . The toolkit allows the use of different weight parameters, which were optimized on the validation set.
Experimental Evaluation

Setup
For the experiments, we have used the IAM off-line database [11] , which contains forms of unconstrained handwritten English text. The database is composed of 1,539 pages (13,353 text lines, 115,320 words) written by 657 writers. In our experiments we have followed the benchmark defined by the authors, which First of all, each text line has been binarized and normalized in order to cope with different handwriting styles. The normalization consists in correcting the skew and slant, and normalizing the size and width of the text. The result of the text line normalization process can be seen in Fig. 2 . Once the text lines are normalized, a sliding window moving from left to right over the text image. At each column of width one pixel, the following nine features are extracted: the 0th, 1st and 2nd moment of the black pixels' distribution within the window, the position of the top-most and bottom-most black pixel, the inclination of the top and bottom contour of the word at the actual window position, the number of vertical black/white transitions, and the average gray scale value between the top-most and bottom-most black pixel. For a more detailed description of the normalization and feature extraction, we refer to [10] .
As a recognizer, a bidirectional LSTM neural network (BLSTM NN) is used, i.e., the sequence of feature vectors is fed into the network from both directions, left-to-right and right-to-left. The output layer consists of one node for each possible character. By normalizing the output activations, the result is a matrix of posterior probabilities for each letter and each position. Given that matrix and a bi-gram language model, a token passing algorithm can be used to generate the recognition lattices. For details about BLSTM networks and the CTC token passing algorithm, we refer to [6] .
Both the forward and the backward N -grams with N = 2, 3, 4 are estimated on the union of the Brown and Wellington corpus [1, 8, 9] as well as the part of the LOB corpus not used in the validation or testing. The total amount of text is 3.34M words in 162.6K sentences.
We chose the dictionary to be the 20,000 most frequent English words. Since we consider the open vocabulary recognition task, some words in the training, validation, and test set do not occur in the dictionary and can not be recognized. This imposes an upper bound to the word recognition rate of 93.74%. 
Results
In Fig. 3 , the impact of the bidirectional language model on the handwriting recognition task can be seen. The solid line indicate the standard left-to-right language model and it can be seen that the recognition accuracy increases from 75.08% using a 2-gram LM, up to 75.47% (3-grams) and 75.50% (4-grams). The results using bi-grams are comparable to the ones found in [6, 3] . Using a right-to-left language model, the recognition rates are consistently higher by reaching 75.25% (2-grams), 75.80% (3-grams), and 75.82% (4-grams). The lack of significant increase when switching from a 3-gram to the 4-gram LM can be explained by the size of the language corpus. Obviously the limit of the generalization capability is reached.
The proposed, combined language model, however, achieves a significant increase by combining the left-to-right and right-to-left models. With bi-gram model, a recognition accuracy of 76.08% is reached, outperforming even the 4-gram recognition with an unidirectional model. The performance using the 3-gram combined model is 76.33% and slightly better than using the 4-gram (76.29%) combined model. However, this difference is not statistically significant, while all increases from the uni-directional models to the proposed bi-directional model is statistically significant at α = 0.05 for every N .
Conclusion
The recognition of unconstrained handwritten text is still considered an open problem mainly due to the high variability in the handwriting styles. Since stateof-the-art handwriting recognition systems decode a text line sequentially, the contextual information used for solving ambiguities is only taken from one side of a word. To increase the robustness of estimating a word's language model probability one the one hand and to reduce the effect of error-propagation of mis-recognized words, we propose bidirectional language models. In considering contextual information from both sides of a word, our approach may be seen as a step towards full sentence language models that capture the meaning of a text holistically.
The experimental results obtained with bidirectional n-grams have shown a significant improvement over current state-of-the-art approaches. The improvement has been achieved without increasing the amount of training data, language corpus, or the complexity of the language model. Thus, we can conclude that bidirectional language models are promising approaches. Therefore, further work could be focused on investigating holistic whole sentence analysis with bidirectional grammars and context-free grammars.
