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EMBEDDINGS OF α-MODULATION SPACES
JOACHIM TOFT AND PATRIK WAHLBERG
Abstract. We show upper and lower embeddings of α1-modulation
spaces in α2-modulation spaces for 0 ≤ α1 ≤ α2 ≤ 1, and prove
partial results on the sharpness of the embeddings.
Dedicated to Professor Petar Popivanov on the occasion of his 65th
birthday
0. Introduction
Let 1 ≤ p, q ≤ ∞ and define the indices
θ1(p, q) = max
(
0, q−1 −min(p−1, p′−1)) ,
θ2(p, q) = min
(
0, q−1 −max(p−1, p′−1)) .
Our main result is the following. For 0 ≤ α1 ≤ α2 ≤ 1, p, q ∈ [1,∞]
and s ∈ R, we have the embeddings for α-modulation spaces
(0.1)
Mp,qα2,s+d(α2−α1)θ1(p,q)(R
d) ⊆Mp,qα1,s(Rd) ⊆Mp,qα2,s+d(α2−α1)θ2(p,q)(Rd).
(See Theorem 2.3.) The embeddings (0.1) contain known results for
embeddings of modulation spaces in Besov spaces [16] and sharpen
Gro¨bner’s embeddings [8].
We also show the sharpness of the embeddings (0.1) in the following
sense. (See Corollary 3.6.) If p ≥ min(2, q) then
(0.2) Mp,qα1,s ⊆Mp,qα2,t =⇒ t ≤ s+ d(α2 − α1)θ2(p, q).
If p ≤ max(2, q) then
(0.3) Mp,qα2,t ⊆Mp,qα1,s =⇒ t ≥ s+ d(α2 − α1)θ1(p, q).
For p < min(2, q) we are unable to show the implication (0.2). Nev-
ertheless, we conjecture that the implication (0.2) holds also for p <
min(2, q). By duality, this is equivalent to (0.3) for p > max(2, q).
Remark 0.1. After finalizing the proof of (0.1), we noticed the preprint
[10] by Han and Wang. Their results [10, Theorems 5.1 and 5.2] gen-
eralize our Theorem 2.3, and show that the embeddings (0.1) hold for
all p, q ∈ (0,∞], 0 ≤ α1 ≤ α2 ≤ 1 and s ∈ R. This paper provides an
alternative proof to Han and Wang’s proof in the case p, q ∈ [1,∞], and
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establishes the partial sharpness of the embeddings (sharpness results
are not treated in [10]). 1
1. Preliminaries
N0 denotes the nonnegative integers. Inclusions A ⊆ B and equalities
A = B of topological spaces A, B, are understood as embeddings, that
is an inclusion is continuous. We use the standard notations S (Rd),
S ′(Rd), C∞c (R
d) for function and distribution spaces (see e.g. [11]).
The Fourier transform of f ∈ S (Rd) is defined by
Ff(ξ) = f̂(ξ) = (2π)−d/2
∫
Rd
f(x)e−ix·ξdx.
A Fourier multiplier operator is defined by ϕ(D)f = F−1(ϕf̂), pro-
vided ϕ and f are objects such that the expression makes sense. For
s ∈ R the Sobolev space Hs(Rd) is defined as the subspace of f ∈
S ′(Rd) such that f̂ ∈ L2loc(Rd) and
‖f‖Hs =
(∫
Rd
〈ξ〉2s|f̂(ξ)|2dξ
)1/2
<∞
where 〈ξ〉 = (1 + |ξ|2)1/2.
We denote by |A| the cardinality of a finite set A, and by µ(A) the
Lebesgue measure of a measurable set A ⊆ Rd. A closed ball in Rd
of center a ∈ Rd and radius r ≥ 0 is denoted B(a, r) = {x ∈ Rd :
|x − a| ≤ r}. A closed cube in Rd of center c and side length 2r is
denoted Q(c, r) = {x ∈ Rd : max1≤j≤d |xj − cj| ≤ r}. The conjugate
exponent to p ∈ [1,∞] is denoted p′ and defined by 1/p + 1/p′ = 1.
The notation X . Y means that X ≤ CY for some constant C > 0,
and Xi . Yj for i ∈ I and j ∈ J means that the constant is uniformly
bounded over the index sets I and J . If X . Y and Y . X then we
write X ≍ Y . Coordinate reflection is denoted fˇ(x) = f(−x).
1.1. Besov spaces. Define
(1.1) Dj = {ξ ∈ Rd : 2j−2 ≤ |ξ| ≤ 2j}, j ≥ 1.
Let {ϕj}∞j=0 ⊆ C∞c (Rd) be a sequence with the following properties [2].
(1.2)
suppϕ0 ⊆ B(0, 1),
suppϕj ⊆ Dj, j ≥ 1,
∞∑
j=0
ϕj(ξ) = 1 ∀ξ ∈ Rd.
Then we have for j ≥ 0
(1.3) 2j−1 ≤ |ξ| ≤ 2j ⇒ ϕj(ξ) + ϕj+1(ξ) = 1.
1Note added in proof. In an updated version of their manuscript [10], Han and
Wang establish the sharpness of the embeddings in all cases.
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The functions ϕj for j ≥ 1 are constructed as dilations ϕj(ξ) = ϕ(21−jξ)
for a function ϕ ∈ C∞c (Rd) supported in D1 (cf. [2]). Let p, q ∈ [1,∞]
and let s ∈ R. The Besov space Bp,qs (Rd) is defined as the space of all
f ∈ S ′(Rd) such that
(1.4) ‖f‖Bp,qs =
(
∞∑
j=0
(
2js‖ϕj(D)f‖Lp
)q)1/q
<∞
when q <∞ and with the standard modification when q =∞ [2]. We
abbreviate Bp,ps = B
p
s and B
p,q
0 = B
p,q.
1.2. α-modulation spaces. We need the following definitions intro-
duced by Feichtinger and Gro¨bner [4–6, 8] (cf. [3, 7]).
Definition 1.1. A countable set Q of subsets Q ⊆ Rd is called an
admissible covering provided⋃
Q∈Q
Q = Rd,
|{Q′ ∈ Q : Q ∩Q′ 6= ∅}| ≤ n0 ∀Q ∈ Q,(1.5)
for some finite integer n0.
For each Q ∈ Q, let
rQ = sup{r ∈ R : B(c, r) ⊆ Q for some c ∈ Rd},(1.6)
RQ = inf{R ∈ R : Q ⊆ B(c, R) for some c ∈ Rd}.(1.7)
Definition 1.2. Let α ∈ [0, 1]. An admissible covering {Q}Q∈Q is
called an α-covering provided there exists a constant K ≥ 1 such that
µ(Q) ≍ 〈x〉αd, x ∈ Q, Q ∈ Q,(1.8)
RQ/rQ ≤ K, Q ∈ Q.(1.9)
Definition 1.3. Let α ∈ [0, 1] and let {Q}Q∈Q be an α-covering of
R
d. Then {ψQ}Q∈Q is called a bounded admissible partition of unity
corresponding to Q (Q-BAPU) provided
suppψQ ⊆ Q, Q ∈ Q,∑
Q∈Q
ψQ(ξ) = 1 ∀ξ ∈ Rd,
sup
Q∈Q
‖FψQ‖L1 <∞.(1.10)
We will call a Q-BAPU an α-BAPU when Q is an α-covering.
Definition 1.4. Let α ∈ [0, 1], p, q ∈ [1,∞], s ∈ R, let {Q}Q∈Q be
an α-covering of Rd and let {ψQ}Q∈Q be a Q-BAPU. The weighted
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α-modulation space Mp,qα,s(R
d) is defined as all f ∈ S ′(Rd) such that
(1.11) ‖f‖Mp,qα,s =
(∑
Q∈Q
〈ξQ〉qs‖ψQ(D)f‖qLp
)1/q
<∞
where ξQ ∈ Q for all Q ∈ Q, when q <∞. If q =∞ the global lq norm
in (1.11) is replaced by l∞.
The α-modulation spaces contain as extreme cases the frequency-
weighted modulation spaces (cf. [4, 9]) Mp,qs = M
p,q
0,s (α = 0) and
the Besov spaces Bp,qs = M
p,q
1,s (α = 1) (cf. [8]). The number α thus
parametrizes a scale of spaces that in some sense is intermediate be-
tween the modulation spaces and the Besov spaces. We abbreviate
Mp,pα,s = M
p
α,s, M
p,p
s =M
p
s and M
p,q
0 = M
p,q (the unweighted or classical
modulation spaces). For t ≥ s we have the embedding Mp,qα,t ⊆ Mp,qα,s,
α ∈ [0, 1], p, q ∈ [1,∞].
For α in the interval 0 ≤ α < 1, that is, excluding the Besov spaces,
we will use the following α-covering and an associated Q-BAPU (cf.
[3]). Set
(1.12) Bk = B(k|k|β, r|k|β), k ∈ Zd \ 0,
where β = α/(1 − α). Note that Bk = B(ξk, r|ξk|α) where ξk = k|k|β.
For r > 0 sufficiently large, Q = {Bk}k∈Zd\0 is an α-covering of Rd
according to [3, Theorem 2.6]. Moreover, a Q-BAPU {ψk}k∈Zd\0 such
that suppψk ⊆ Bk for all k ∈ Zd \ 0 can be constructed (see [3, Propo-
sition A.1]).
We will use Borup and Nielsen’s Banach frame construction for
Mp,qα,s(R
d), based on multivariate brushlet systems (cf. [3]). Let
Qk = Q(k|k|β, r|k|β), k ∈ Zd \ 0,
where again β = α/(1 − α). If r > 0 is sufficiently large then Q =
{Qk}k∈Zd\0 is an α-covering of Rd. One can construct a sequence of
functions
(wn,k)n∈Nd0, k∈Zd\0 ⊆ S (Rd)
such that (wn,k)n∈Nd0 is an orthonormal system, with supp ŵn,k ⊆ Qk,
for each k ∈ Zd \ 0. Each function wn,k is constructed as a tensor
product
(1.13) wn,k =
d⊗
j=1
wnj ,Ik,j
where Qk = Π
d
j=1Ik,j, whose components are, simplifying notation to
n = nj , I = Ik,j,
wn,I(x) =
√
µ(I)
2
eiaIx
(
g(µ(I)(x+ en,I) + g(µ(I)(x− en,I)
)
, x ∈ R,
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where en,I = π(n + 1/2)/µ(I), aI denotes the left end point of I, i.e.
I = [aI , bI ], and g ∈ FC∞c (R) with supp ĝ ⊆ [0, 1]. For more details
about the sequence of functions (wn,k)n∈Nd0, k∈Zd\0 we refer to [3].
Borup and Nielsen [3] show that the sequence (wn,k) is a (quasi-)
Banach frame for Mp,qα,s(R
d) for 0 < p, q ≤ ∞ and s ∈ R. We restrict
our interest to the exponents p, q ∈ [1,∞]. Let p, q ∈ [1,∞], s ∈ R, let
f ∈Mp,qα,s(Rd), and define the coefficient sequence
(1.14) cn,k = (f, wn,k)L2, n ∈ Nd0, k ∈ Zd \ 0
where wn,k is defined by (1.13). The coefficient operator is defined by
(Df)n,k = cn,k, n ∈ Nd0, k ∈ Zd \ 0. The Banach frame property means
in this case that
(1.15) ‖f‖Mp,qα,s ≍ ‖c‖mp,qα,s ,
where the sequence space mp,qα,s = m
p,q
α,s(N
d
0 × Zd \ 0) is defined by the
norm
(1.16) ‖c‖mp,qα,s =
 ∑
k∈Zd\0
∑
n∈Nd0
(
|k| 11−α(s+αd( 12− 1p))|cn,k|
)pq/p

1/q
when p, q <∞ and suitably modified otherwise. Moreover, there exists
a reconstruction operator R defined by
R c =
∑
k∈Zd\0, n∈Nd0
cn,k w˜n,k,
where (w˜n,k)k∈Zd\0,n∈Nd0 is a dual frame defined by w˜n,k = ψk(D)wn,k,
n ∈ Nd0, k ∈ Zd \ 0. The operator R is bounded as
(1.17) ‖Rc‖Mp,qα,s . ‖c‖mp,qα,s , c ∈ mp,qα,s,
and RD = idMp,qα,s. These results are proved in [3, Theorem 4.3].
Let M p,qα,s (R
d) be the completion of S (Rd) in the norm ‖ · ‖Mp,qα,s(Rd).
In the next result we collect some important properties of the α-
modulation spaces. The result is a generalization of the corresponding
result for modulation spaces.
Proposition 1.5. Let α ∈ [0, 1], s ∈ R and p, q ∈ [1,∞]. The following
holds.
(i) The space Mp,qα,s(R
d) is a Banach space which is independent
of the sequence {ξQ}Q∈Q as long as ξQ ∈ Q for all Q ∈ Q,
and also independent of the α-covering {Q}Q∈Q and of the Q-
BAPU {ψQ}Q∈Q. Varying these parameters gives rise to equiv-
alent norms.
(ii) The L2-product (·, ·) on S (Rd)×S (Rd) extends to a continuous
sesquilinear form on Mp,qα,s(R
d)×Mp′,q′α,−s(Rd). Furthermore,
‖f‖ = sup |(f, g)|
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with supremum taken over all g ∈ S (Rd) such that ‖g‖
Mp
′,q′
α,−s
≤
1, is a norm equivalent to ‖f‖Mp,qα,s. If p, q < ∞, then the dual
space ofMp,qα,s can be identified withM
p′,q′
α,−s through the form (·, ·).
(iii) Assume that 0 ≤ θ ≤ 1, p, q, p1, p2, q1, q2 ∈ [1,∞], s, s1, s2 ∈ R
satisfy
1
p
=
1− θ
p1
+
θ
p2
,
1
q
=
1− θ
q1
+
θ
q2
, s = (1− θ)s1 + θs2.
Then complex interpolation gives
(M p1,q1α,s1 ,M
p2,q2
α,s2
)[θ] = M
p,q
α,s .
(iv) It holds M p,qα,s ⊆Mp,qα,s with equality if p <∞ and q <∞.
Proof. (i) See [5, Theorems 2.2, 2.3 and 3.7] and [6, Theorem 4.1].
(ii) The fact that the dual space of Mp,qα,s, for 1 ≤ p, q < ∞, can
be identified with Mp
′,q′
α,−s is a consequence of [5, Theorem 2.8]. Let
1 ≤ p, q ≤ ∞. From [5, Theorem 2.3] it follows
|(f, g)| . ‖f‖Mp,qα,s‖g‖Mp′,q′α,−s, g ∈ S (R
d).
For the reverse inequality we first let 0 ≤ α < 1. By (1.15)
‖f‖Mp,qα,s . ‖c‖mp,qα,s ,
where the sequence c is defined by (1.14). The mp,qα,s-norm of c is the
mixed ℓp,q norm of ωc, where the weight ω depends on p, α, s as
ωn,k = ωk = |k|
1
1−α(s+αd(
1
2
− 1
p)).
An application of [1, Lemma 3.1] yields
‖c‖mp,qα,s = ‖ωc‖ℓp,q = sup |(ωc, d)ℓ2|
with supremum taken over all sequences (dn,k) of finite support and
‖d‖ℓp′,q′ ≤ 1. Let (dn,k) be a sequence of finite support such that
‖d‖ℓp′,q′ ≤ 1 and
‖ωc‖ℓp,q ≤ 2|(ωc, d)ℓ2|,
and set
g =
∑
k∈Zd\0
∑
n∈Nd0
ωk dn,k wn,k.
Then g ∈ S (Rd) since the sum is finite, and (f, g) = (ωc, d)ℓ2. The fol-
lowing inequality follows from the proofs of [3, Lemma 3.2 and Lemma
4.2]. If p, q ∈ [1,∞] and s ∈ R, then∥∥∥∥∥∥
∑
k∈Zd\0
∑
n∈Nd0
dn,k wn,k
∥∥∥∥∥∥
Mp
′,q′
α,−s
. ‖d‖
mp
′,q′
α,−s
.
This gives
‖g‖
Mp
′,q′
α,−s
. ‖ωd‖
mp
′,q′
α,−s
= ‖d‖ℓp′,q′ ≤ 1.
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Hence we have proved that ‖f‖Mp,qα,s . ‖f‖ when 0 ≤ α < 1.
It remains to prove the corresponding inequality when α = 1, in
which case Mp,qα,s = B
p,q
s . Let {ϕj}∞j=0 ⊆ C∞c (Rd) be a sequence that
satisfies (1.2) and ϕj(ξ) = ϕ(2
1−jξ) for j ≥ 1 where ϕ ∈ C∞c (Rd) and
suppϕ ⊆ D1. The Bp,qs -norm defined by (1.4) is the mixed Lebesgue
norm Lp,q(Rd × N0), where Rd is equipped with the Lebesgue mea-
sure and N0 with the counting measure, of the function F (x, j) =
2jsϕj(D)f(x). According to [1, Lemma 3.1] we have
‖f‖Bp,qs = sup
∣∣∣∣∣
∞∑
j=0
2js(ϕj(D)f, gj)L2
∣∣∣∣∣
where the supremum is taken over all sequences (gj)
∞
0 of simple func-
tions of compact support gj such that gj ≡ 0 for j > N for some N ≥ 0,
and (
∞∑
j=0
‖gj‖q′Lp′
)1/q′
≤ 1
if q′ < ∞, and sup0≤j<∞ ‖gj‖Lp′ ≤ 1 if q′ = ∞. Therefore there exists
N ≥ 0 and (gj)N0 ⊆ Lp′(Rd) such that
‖f‖Bp,qs ≤ 2
N∑
j=0
2js(ϕj(D)f, gj)L2 = 2(f,
N∑
j=0
2jsϕj(D)gj)L2
and
(1.18)
(
N∑
j=0
‖gj‖q′Lp′
)1/q′
≤ 1
(modified as above if q′ =∞). Set
g =
N∑
j=0
2jsϕj(D)gj ∈ S (Rd).
We have supj≥0 ‖F−1ϕj‖L1 . 1. By means of (1.3) and Young’s in-
equality, we obtain for k ≥ 1
‖ϕk(D)g‖Lp′ =
∥∥∥∥∥∥
min(N,k+1)∑
j=k−1
2jsϕk(D)ϕj(D)gj
∥∥∥∥∥∥
Lp′
. 2(k−1)s ‖gk−1‖Lp′ + 2ks ‖gk‖Lp′ + 2(k+1)s ‖gk+1‖Lp′ ,
and
‖ϕ0(D)g‖Lp′ =
∥∥∥∥∥∥
min(N,1)∑
j=0
2jsϕ0(D)ϕj(D)gj
∥∥∥∥∥∥
Lp′
. ‖g0‖Lp′ + 2s ‖g1‖Lp′ ,
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which gives, by means of (1.18), ‖g‖
Bp
′,q′
−s
. 1. It follows that ‖f‖Mp,qs,1 .
‖f‖.
(iii) This follows from [5, Corollary 2.4] (cf. [8, Bemerkung F.2]).
(iv) See [5, Theorem 2.2]. 
2. Embeddings of α-modulation spaces
We need the following elementary lemma (cf. [10, Prop. 2.5] and [8]),
a proof of which is provided as a service to the reader.
Lemma 2.1. If α ∈ [0, 1] and s ∈ R then M2α,s(Rd) = Hs(Rd).
Proof. For the Besov space case (α = 1) the result B2s (R
d) = Hs(R
d)
is well known (see e.g. [2, Theorem 6.4.4]). Let 0 ≤ α < 1. We use
the α-covering (1.12) {Bk}k∈Zd\0 for r > 0 sufficiently large, and an
associated BAPU {ψk}k∈Zd\0 such that 0 ≤ ψk ≤ 1 for all k ∈ Zd \ 0.
Parseval’s formula and (1.8) yield
‖f‖2M2α,s(Rd) =
∑
k∈Zd\0
〈ξk〉2s
∫
Bk
ψk(ξ)
2|f̂(ξ)|2dξ
.
∑
k∈Zd\0
∫
Bk
ψk(ξ)〈ξ〉2s|f̂(ξ)|2dξ = ‖f‖2Hs(Rd),
i.e. Hs ⊆M2α,s. For the opposite inclusion, we note that
(2.1)
∑
k∈Zd\0
ψk(ξ)
2 ≥ C, ξ ∈ Rd,
holds for some C > 0. In fact, if this would not the case, then for any
ε > 0 there exists ξ ∈ Rd such that∑
k∈Zd\0
ψk(ξ)
2 < ε.
Let ε < n−20 where n0 is the upper bound (1.5) corresponding to the
covering {Bk}k∈Zd\0, and let ξ ∈ Rd denote the corresponding vector.
Then ψk(ξ) <
√
ε for all k ∈ Zd \ 0. Since ξ ∈ Bj for some j ∈ Zd \ 0
we obtain from (1.5)∑
k∈Zd\0
ψk(ξ) =
∑
k: Bk∩Bj 6=∅
ψk(ξ) < n0
√
ε < 1
which is a contradiction. Thus (2.1) holds for some C > 0.
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By means of (2.1) and again (1.8) we obtain
‖f‖2Hs(Rd) ≤ C−1
∫
Rd
∑
k∈Zd\0
ψk(ξ)
2〈ξ〉2s|f̂(ξ)|2dξ
.
∑
k∈Zd\0
〈ξk〉2s
∫
Bk
ψk(ξ)
2|f̂(ξ)|2dξ
= ‖f‖2M2α,s(Rd),
i.e. M2α,s ⊆ Hs and the proof is complete. 
Embeddings for α-modulation spaces have been proved by Gro¨bner
[8], Han and Wang [10], and, for the modulation space case α = 0, by
Okoudjou [13] and the first named author of this article [15, 16].
The result [16, Theorem 2.10] imply the embeddings, for p, q ∈ [1,∞]
and s ∈ R,
(2.2) Bp,qs+dθ1(p,q)(R
d) ⊆ Mp,q0,s (Rd) ⊆ Bp,qs+dθ2(p,q)(Rd).
Here the indices θ1 and θ2 are defined by
(2.3)
θ1(p, q) = max
(
0, q−1 −min(p−1, p′−1)) ,
θ2(p, q) = min
(
0, q−1 −max(p−1, p′−1)) = −θ1(p′, q′).
The unweighted versions (i.e. s = 0) of these embeddings were proved
in [15, Theorem 3.1]. They imply the embeddings, for p, q ∈ [1,∞],
(2.4) Bp,qdθ1(p,q)(R
d) ⊆ Mp,q(Rd) ⊆ Bp,qdθ2(p,q)(Rd),
and they have been proven to be sharp. The sharpness was obtained
independently by Huang and Wang [17, Theorem 1.1], and by Sugimoto
and Tomita [14, Theorem 1.2], and means the following. If p, q ∈ [1,∞]
and Bp,qs (R
d) ⊆ Mp,q(Rd) then s ≥ dθ1(p, q). If p, q ∈ [1,∞] and
Mp,q(Rd) ⊆ Bp,qs (Rd) then s ≤ dθ2(p, q). (By duality, the two assertions
are equivalent.) This gives the sharpness also for the weighted case
(2.2), since 〈D〉t is a homeomorphism Bp,qs 7→ Bp,qs−t for any t, s ∈ R
(cf. [2]) as well as Mp,q0,s 7→ Mp,q0,s−t for any t, s ∈ R (cf. [16, Cor. 2.3]).
The sharpness of (2.2) reads:
Bp,qt (R
d) ⊆Mp,q0,s (Rd) =⇒ t ≥ s+ dθ1(p, q), p, q ∈ [1,∞],
Mp,q0,s (R
d) ⊆ Bp,qt (Rd) =⇒ t ≤ s+ dθ2(p, q), p, q ∈ [1,∞].
Note that the embeddings (2.2) and (2.4) are restricted to upper and
lower embeddings of 0-modulation spaces in 1-modulation spaces, and
give no information on upper and lower embeddings of Mp,qα1,s in M
p,q
α2,t
for general α1, α2 ∈ [0, 1].
Gro¨bner’s embeddings [8, Theorems F.6, F.7 and pp. 66–68] reads
(2.5)
Mp,qα2,s+d(α2−α1)ν1(p,q)(R
d) ⊆Mp,qα1,s(Rd) ⊆Mp,qα2,s+d(α2−α1)ν2(p,q)(Rd),
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for 0 ≤ α1 ≤ α2 ≤ 1, p, q ∈ [1,∞] and s ∈ R, where the indices ν1 and
ν2 are defined by
(2.6)
ν1(p, q) = θ1(p, q) + max
(
0, q−1 −max(p−1, p′−1)) ,
ν2(p, q) = θ2(p, q) + min
(
0, q−1 −min(p−1, p′−1)) = −ν1(p′, q′).
Since ν1(p, q) ≥ θ1(p, q) and ν2(p, q) ≤ θ2(p, q), the embeddings (2.2)
improve Gro¨bner’s embeddings (2.5) when α1 = 0 and α2 = 1.
We are now in a position to present our main embedding theorem,
which is both a sharpening of (2.5) and a generalization of (2.2) to
general α-modulation spaces. In the proof of the theorem we need the
following lemma.
Lemma 2.2. Suppose 0 ≤ α1 ≤ α2 ≤ 1, {Qj}j∈J is an α1-covering,
{Pi}i∈I is an α2-covering, and let ηj ∈ Qj for all j ∈ J , and ξi ∈ Pi
for all i ∈ I. If
Ωi = { j ∈ J ; Qj ∩ Pi 6= ∅ }, i ∈ I,
Λj = { i ∈ I ; Qj ∩ Pi 6= ∅ }, j ∈ J,
then
|Ωi| . 〈ξi〉d(α2−α1), i ∈ I,(2.7)
|Λj| . 1, j ∈ J,(2.8)
and 〈ξi〉 ≍ 〈ηj〉 for j ∈ Ωi for all i ∈ I, and for i ∈ Λj for all j ∈ J .
Proof. By the “disjointization lemma” [5, Lemma 2.9], for any admissi-
ble covering {Qj}j∈J we can split the index set as J =
⋃n0
k=1 Jk, where
n0 is finite, {Jk} are pairwise disjoint, and j, j′ ∈ Jk, j 6= j′ imply
Qj ∩Qj′ = ∅ for 1 ≤ k ≤ n0.
Let i ∈ I. By (1.8) we have µ(Qj) ≍ 〈ξi〉dα1 for all j ∈ Ωi. By
(1.7) and (1.9) we have Pi ⊆ B(ci, 2R2) where Rd2 . µ(Pi), for some
ci ∈ Rd. Let j ∈ Ωi and xj ∈ Qj ∩ Pi. Again (1.7), (1.8), (1.9) give
Qj ⊆ B(bj , 2R1) where Rd1 . 〈xj〉dα1 . 〈xj〉dα2 . µ(Pi) . Rd2, for some
bj ∈ Rd. It follows that Qj ⊆ B(ci, CR2) for some C > 0. Combining
these observations, we obtain for 1 ≤ k ≤ n0
〈ξi〉dα1 |Ωi ∩ Jk| ≍
∑
j∈Ωi∩Jk
µ(Qj) ≤ µ(B(ci, CR2) . 〈ξi〉dα2 ,
whereupon (2.7) follows from the disjointization lemma. The proof of
(2.8) is similar. The final statement of the lemma is a direct conse-
quence of (1.8). 
Theorem 2.3. Let p, q ∈ [1,∞], s ∈ R and 0 ≤ α1 ≤ α2 ≤ 1. Then
(2.9)
Mp,qα2,s+d(α2−α1)θ1(p,q)(R
d) ⊆Mp,qα1,s(Rd) ⊆Mp,qα2,s+d(α2−α1)θ2(p,q)(Rd),
and, for some constant C > 0, it holds for f ∈ S ′(Rd)
C−1‖f‖Mp,q
α2,s+d(α2−α1)θ2(p,q)
≤ ‖f‖Mp,qα1,s ≤ C‖f‖Mp,qα2,s+d(α2−α1)θ1(p,q).
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Proof. By duality it suffices to prove the right hand side embedding.
Let s ∈ R, let {ϕj} be an α1-BAPU such that ϕj ≥ 0 for all j, let {ψi}
be an α2-BAPU such that ψi ≥ 0 for all i, let ηj ∈ suppϕj for all j,
and let ξi ∈ suppψi for all i. If
Ωi = { j ; suppϕj ∩ suppψi 6= ∅ }
Λj = { i ; suppϕj ∩ suppψi 6= ∅ }
(2.10)
then by Lemma 2.2
|Ωi| . 〈ξi〉d(α2−α1) for all i,
|Λj| . 1 for all j,
and 〈ξi〉 ≍ 〈ηj〉 for j ∈ Ωi for all i, and for i ∈ Λj for all j. This gives,
using (2.1),
‖ψi(D)f‖2L2〈ξi〉2s−d(α2−α1) = ‖ψif̂‖2L2〈ξi〉2s−d(α2−α1)
.
∑
j∈Ωi
∫
ϕ2j(ξ)ψ
2
i (ξ)|f̂(ξ)|2 dξ〈ξi〉2s−d(α2−α1)
≤
∑
j∈Ωi
∫
ϕ2j(ξ)|f̂(ξ)|2 dξ〈ξi〉2s−d(α2−α1)
. 〈ξi〉d(α2−α1) sup
j∈Ωi
‖ϕj f̂‖2L2〈ξi〉2s−d(α2−α1)
= sup
j∈Ωi
‖ϕj(D)f‖2L2〈ηj〉2s.
Taking the supremum over i we obtain
‖f‖M2,∞
α2,s−d(α2−α1)/2
. ‖f‖M2,∞α1,s,
which proves the embedding
(2.11) M2,∞α1,s(R
d) ⊆M2,∞α2,s−d(α2−α1)/2(Rd).
Next we observe that Young’s inequality and (1.10) for {ψi} gives, for
all i and any p ∈ [1,∞],
(2.12) ‖ψi(D)f‖Lp =
∥∥∥∥∥∑
j∈Ωi
F
−1
(
ψiϕj f̂
)∥∥∥∥∥
Lp
.
∑
j∈Ωi
‖ϕj(D)f‖Lp .
This gives
‖f‖M1α2,s =
∑
i
〈ξi〉s‖ψi(D)f‖L1 .
∑
i
∑
j∈Ωi
〈ξi〉s ‖ϕj(D)f‖L1
≍
∑
i
∑
j∈Ωi
〈ηj〉s ‖ϕj(D)f‖L1 =
∑
j
∑
i∈Λj
〈ηj〉s ‖ϕj(D)f‖L1
. ‖f‖M1α1,s,
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which proves the embedding
(2.13) M1α1,s(R
d) ⊆M1α2,s(Rd).
We also obtain from (2.12)
‖f‖M1,∞
α2,s−d(α2−α1)
= sup
i
〈ξi〉s−d(α2−α1)‖ψi(D)f‖L1
. sup
i
∑
j∈Ωi
〈ξi〉−d(α2−α1)〈ηj〉s ‖ϕj(D)f‖L1 . ‖f‖M1,∞α1,s ,
which proves the embedding
(2.14) M1,∞α1,s(R
d) ⊆ M1,∞α2,s−d(α2−α1)(Rd).
Again (2.12) gives
‖f‖M∞,1α2,s =
∑
i
〈ξi〉s‖ψi(D)f‖L∞ .
∑
i
∑
j∈Ωi
〈ηj〉s ‖ϕj(D)f‖L∞
=
∑
j
∑
i∈Λi
〈ηj〉s ‖ϕj(D)f‖L∞ . ‖f‖M∞,1α1,s,
which proves the embedding
(2.15) M∞,1α1,s(R
d) ⊆M∞,1α2,s(Rd).
Finally (2.12) gives
‖f‖M∞
α2,s−d(α2−α1)
= sup
i
〈ξi〉s−d(α2−α1)‖ψi(D)f‖L∞
. sup
i
∑
j∈Ωi
〈ξi〉−d(α2−α1)〈ηj〉s ‖ϕj(D)f‖L∞
. ‖f‖M∞α1,s,
which proves the embedding
(2.16) M∞α1,s(R
d) ⊆M∞α2,s−d(α2−α1)(Rd).
By Lemma 2.1 we have
(2.17) M2α1,s(R
d) =M2α2,s(R
d).
The result now follws from interpolation between (2.11), (2.13), (2.14),
(2.15), (2.16) and (2.17), and duality. 
3. Sharpness of the embeddings
The notion of α-covering is connected with the metric calculus pre-
sented in [12, Section 18.4]. Let 0 ≤ α ≤ 1, and let g be the Riemannian
metric
gη(ξ) =
|ξ|2
〈η〉2α .
If 0 < r < 1 then it follows by straight-forward considerations that
gη(ξ − η) ≤ r2 =⇒ C−1gη(ζ) ≤ gξ(ζ) ≤ Cgη(ζ), ζ ∈ Rd,
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for some constant C which depends on r only. Hence g is a slowly
varying metric in the sense of [12, Def. 18.4.1], and (18.4.2) in [12] is
satisfied with c = r2. The results in [12] gives the following proposition.
Proposition 3.1. Let 0 ≤ α ≤ 1 and 0 < r < 1. The following holds.
(i) For some sequence {ξi}i∈I ⊆ Rd, the balls Bi = B(ξi, r〈ξi〉α/2)
constitute an α-covering.
(ii) There are functions ψi ∈ C∞c (Rd), i ∈ I, such that suppψi ⊆
Bi, 0 ≤ ψi ≤ 1,
∑
i∈I ψi = 1, and for every multiindex β, there
is a finite constant Cβ > 0 such that
(3.1) sup
i∈I
(
〈ξi〉α|β|‖∂βψi‖L∞
)
≤ Cβ.
(iii) If Q = {Bi}i∈I then {ψi}i∈I is a Q-BAPU.
Proof. (i) and (ii) follow immediately from [12, Lemma 18.4.4] with
ε < 1/8. Therefore, in order to prove (iii) it suffices to show
sup
i∈I
‖Fψi‖L1 <∞,
which is a special case of the following Lemma 3.2. 
Lemma 3.2. Let 0 ≤ α ≤ 1 and suppose {ψi}i∈I ⊆ C∞c (Rd) is a family
of functions such that suppψi ⊆ B(ξi, r〈ξi〉α), i ∈ I, for some sequence
{ξi}i∈I ⊆ Rd and some r > 0, and for any multiindex β there is Cβ > 0
such that
(3.2) sup
i∈I
(
〈ξi〉α|β|‖∂βψi‖L∞
)
≤ Cβ.
Then for p ∈ [1,∞] there is a constant Cp > 0 such that
sup
i∈I
〈ξi〉−dα/p′‖Fψi‖Lp ≤ Cp.
Proof. Set
ϕi(ξ) = ψi(〈ξi〉αξ + ξi), i ∈ I.
Then suppϕi ⊆ B(0, r) for all i ∈ I, and (3.2) gives ‖∂βϕi‖L∞ ≤ Cβ
for all i ∈ I. If p < ∞ and n > d/(2p) is an integer then integration
by parts gives, for some constants cβ,
‖Fϕi‖pLp = (2π)−dp/2
∫
Rd
〈x〉−2np
∣∣∣∣∫
Rd
ϕi(ξ)〈x〉2ne−ix·ξdξ
∣∣∣∣p dx
= (2π)−dp/2
∫
Rd
〈x〉−2np
∣∣∣∣∣∣
∑
|β|≤2n
cβ
∫
Rd
∂βϕi(ξ)e
−ix·ξdξ
∣∣∣∣∣∣
p
dx
.
∫
Rd
〈x〉−2np
 ∑
|β|≤2n
‖∂βϕi‖L1
p dx . 1
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for all i ∈ I. If p = ∞ the observations above give ‖Fϕi‖L∞ ≤
(2π)−d/2‖ϕi‖L1 . 1 for all i ∈ I. The result now follows from ‖Fψi‖Lp =
〈ξi〉dα/p′‖Fϕi‖Lp. 
Given an α-covering and an α-BAPU according to Proposition 3.1,
the next lemma says that we may adjoin a sequence of balls to the
covering, and modify the BAPU accordingly, without destroying the
α-covering and the α-BAPU properties. A function indexed by the new
index set equals one on a ball of radius proportional to 〈ξj〉α where ξj
is the center of the support of the function. This will be useful in the
proofs of the forthcoming sharpness results Propositions 3.4 and 3.5.
Lemma 3.3. Let 0 ≤ α ≤ 1, 0 < r < 1, and let {Bi}i∈I and {ψi}i∈I be
as in Proposition 3.1. Let J be a countable index set such that I∩J = ∅,
and let {Bj}j∈J be balls such that Bj = B(ξj, r〈ξj〉α/2) where ξj ∈ Rd
for j ∈ J , and Bj ∩ Bk = ∅, when j, k ∈ J and j 6= k.
Then there are functions ϕi ∈ C∞c (Rd), i ∈ I ∪ J , such that the
following is true:
(i) 0 ≤ ϕi ≤ 1, suppϕi ⊆ Bi when i ∈ I ∪ J ;
(ii) ϕj = 1 on B(ξj, r〈ξj〉α/4) for j ∈ J ;
(iii) {ϕi}i∈I∪J is an α-BAPU, and for each multiindex β there exists
Cβ > 0 such that
(3.3) sup
i∈I∪J
(
〈ξi〉α|β|‖∂βϕi‖L∞
)
≤ Cβ.
Proof. Let ϕ ∈ C∞c (Rd), 0 ≤ ϕ ≤ 1, suppϕ ⊆ B(0, r/2) and ϕ(ξ) = 1
for ξ ∈ B(0, r/4). We set
ϕj(ξ) = ϕ(〈ξj〉−α(ξ − ξj)) for j ∈ J
and
ϕi(ξ) = ψi(ξ)
∏
j∈J
(1− ϕj(ξ)) for i ∈ I.
Then properties (i) and (ii) are satisfied. The estimate supj∈J〈ξj〉α|β|‖∂βϕj‖L∞ <
Cβ for any multiindex β follows immediately. These estimates com-
bined with (3.1) and straightforward considerations give supi∈I〈ξi〉α|β|‖∂βϕi‖L∞ <
Cβ for all multiindices β. Thus (3.3) holds for all multiindices β. Like-
wise one can easily verify∑
i∈I∪J
ϕi(ξ) = 1 ∀ξ ∈ Rd,
as well as the fact that {Bi, Bj}i∈I,j∈J is an admissible α-covering. To
prove (iii) it thus suffices to observe that supj∈J ‖Fϕj‖L1 <∞ follows
from ‖Fϕj‖L1 = ‖Fϕ‖L1, and that supi∈I ‖Fϕi‖L1 <∞ follows from
(3.3) and Lemma 3.2. 
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We are now in a position to prove two results which show that the
embeddings (2.9) in Theorem 2.3 are optimal, in most cases. This is a
consequence of the following Propositions 3.4 and 3.5.
Proposition 3.4. If p, q ∈ [1,∞], 0 ≤ α1 ≤ α2 ≤ 1 and t, s ∈ R then
Mp,qα1,s ⊆Mp,qα2,t =⇒ t ≤ s+ d(α2 − α1)
(1
q
− 1
p′
)
.
Proof. We prove the result by showing that the assumption
ε := t− s− d(α2 − α1)(1/q − 1/p′) > 0
implies that
(3.4) Mp,qα1,s ⊆Mp,qα2,t
cannot hold.
Let {ϕj}j∈J be an α1-BAPU constructed according to Proposition
3.1, and let {ψi} be an α2-BAPU constructed according to Proposition
3.1 and modified according to Lemma 3.3. Then there exists an infinite
index set I such that the following is true for some r > 0:
(i) If i1, i2 ∈ I and i1 6= i2, then suppψi1 ∩ suppψi2 = ∅;
(ii) ψi(ξ) = 1 on Bi = B(ξi, r〈ξi〉α2), ξi ∈ Rd, i ∈ I.
Let ϑ ∈ C∞c (Rd) satisfy 0 ≤ ϑ ≤ 1, suppϑ ⊆ B(0, r) and ϑ(ξ) = 1
when ξ ∈ B(0, r/2), and define ϑi(ξ) = ϑ(〈ξi〉−α2(ξ− ξi)). Then ψi = 1
in suppϑi. Let I
′ ⊆ I be any finite subset, let {ti}i∈I′ be a sequence of
nonnegative numbers, and set
f̂(ξ) =
∑
i∈I′
tiϑi(ξ) ∈ C∞c (Rd).
Let q <∞. It follows from our choice of ϑi that
(3.5)
‖f‖Mp,qα2,t ≥
(∑
i∈I′
(〈ξi〉t‖ψi(D)f‖Lp)q)1/q
=
(∑
i∈I′
(〈ξi〉tti ‖ϑ̂i‖Lp)q)1/q ≍ (∑
i∈I′
(
ti〈ξi〉t+dα2/p′
)q)1/q
.
Next we estimate ‖f‖Mp,qα1,s . Set
Ji = { j ∈ J ; suppϕj ∩Bi 6= ∅ }, i ∈ I ′,
I ′j = { i ∈ I ′ ; suppϕj ∩Bi 6= ∅ }, j ∈ J.
By Lemma 2.2,
|Ji| . 〈ξi〉d(α2−α1), i ∈ I ′,
|I ′j| . 1, j ∈ J.
Denoting the center of the ball in which ϕj is supported by ηj ∈ Rd, this
gives, using Ho¨lder’s and Young’s inequalities, Lemma 2.2 and Lemma
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3.2,
(3.6)
‖f‖Mp,qα1,s =
∑
j∈J
〈ηj〉sq
∥∥∥∥∥∥
∑
i∈I′j
tiF
−1 (ϕjϑi)
∥∥∥∥∥∥
q
Lp
1/q
.
∑
j∈J
〈ηj〉sq
∑
i∈I′j
tqi‖F−1 (ϕjϑi) ‖qLp
1/q
.
(∑
i∈I′
∑
j∈Ji
〈ηj〉sqtqi ‖F−1ϑi‖qL1‖F−1ϕj‖qLp
)1/q
.
(∑
i∈I′
∑
j∈Ji
〈ηj〉sqtqi ‖F−1ϕj‖qLp
)1/q
.
(∑
i∈I′
∑
j∈Ji
〈ξi〉sq+dα1q/p′tqi
)1/q
.
(∑
i∈I′
(
ti〈ξi〉s+d(α2−α1)/q+dα1/p′
)q)1/q
.
We may assume that I = N0. Since |ξi| → ∞ as i → ∞, we may
assume that 〈ξi〉 ≥ 〈i〉
2
εq , by passing to a subsequence if necessary. If
we set
ti := 〈i〉−
2
q 〈ξi〉−s−d(α2−α1)/q−dα1/p′
then (3.5) and (3.6) give a contradiction to (3.4), as |I ′| is made arbi-
trarily large. This proves the result when q < ∞. The case q = ∞ is
settled with slight modifications of the same proof. 
Proposition 3.5. If p, q ∈ [1,∞], 0 ≤ α1 ≤ α2 ≤ 1 and t, s ∈ R then
Mp,qα1,s ⊆Mp,qα2,t =⇒ t ≤ s.
Proof. We show that t > s implies that (3.4) does not hold.
Let {ϕj}j∈J , {ψi} and I be as in the proof of Proposition 3.4 and let
ϑi = ϑ(ξ − ξi) ∈ C∞c (Rd), where ϑ ∈ C∞c (Rd), suppϑ ⊆ B(0, r) is the
same as in the proof of Proposition 3.4. Let f be given by
f̂(ξ) =
∑
i∈I′
tiϑi(ξ) ∈ C∞c (Rd)
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for some suitable sequence {ti}i∈I′ where I ′ ⊆ I is finite. Let q < ∞.
We have
(3.7) ‖f‖Mp,qα2,t ≥
(∑
i∈I′
(〈ξi〉t‖ψi(D)f‖Lp)q)1/q
=
(∑
i∈I′
(〈ξi〉tti ‖ϑ̂i‖Lp)q)1/q ≍ (∑
i∈I′
(
ti〈ξi〉t
)q)1/q
.
In order to estimate ‖f‖Mp,qα1,s we set
Ji = { j ∈ J ; suppϕj ∩B(ξi, r) 6= ∅ }, i ∈ I ′,
I ′j = { i ∈ I ′ ; suppϕj ∩ B(ξi, r) 6= ∅ }, j ∈ J.
As in the proof of Lemma 2.2 it follows that
sup
i∈I′
|Ji| <∞, sup
j∈J
|I ′j| <∞, and 〈ξi〉 ≍ 〈ηj〉 when j ∈ Ji.
As in the estimate (3.6) this gives, again using Ho¨lder’s and Young’s
inequalities and Lemma 3.2,
(3.8)
‖f‖Mp,qα1,s =
∑
j∈J
〈ηj〉sq
∥∥∥∥∥∥
∑
i∈I′j
tiF
−1 (ϕjϑi)
∥∥∥∥∥∥
q
Lp
1/q
.
∑
j∈J
〈ηj〉sq
∑
i∈I′j
tqi‖F−1 (ϕjϑi) ‖qLp
1/q
.
(∑
i∈I′
∑
j∈Ji
〈ξi〉sqtqi ‖F−1ϑi‖qLp‖F−1ϕj‖qL1
)1/q
.
(∑
i∈I′
〈ξi〉sqtqi
)1/q
.
As before (3.7) and (3.8) give a contradiction to (3.4). The case q =∞
follows in the same manner. 
A combination of (2.3), Propositions 3.4 and 3.5, and duality give
the earlier mentioned optimality result concerning Theorem 2.3.
Corollary 3.6. Let p, q ∈ [1,∞], s ∈ R and 0 ≤ α1 ≤ α2 ≤ 1.
If 1/p ≤ max(1/2, 1/q) then
Mp,qα1,s ⊆Mp,qα2,t =⇒ t ≤ s+ d(α2 − α1)θ2(p, q).
If 1/p ≥ min(1/2, 1/q) then
Mp,qα2,t ⊆Mp,qα1,s =⇒ t ≥ s+ d(α2 − α1)θ1(p, q).
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