Location fingerprinting in wireless LAN (WLAN) positioning has received much attention recently. One of the key issues of this technique is generating the database of 'fingerprints'.
However, the establishment of the location fingerprint database is an essential prerequisite.
The conventional method of generating the database does not utilise the spatial correlation of measurements sampled at adjacent RPs. To achieve a good estimation of user location, the more RPs, or in other words, the smaller the granularity, the better. And since the measured SS is affected by so many factors, the variation of the RSS at each point can be as large as 10dB to 15dB. The more measurements obtained at each point the better. However, more RPs and more measurements mean that the training phase is a significant task in terms of labor and time.
Thus the challenge is to build the location fingerprint database in as efficient a manner as possible. In this paper a new method based on interpolation algorithms is used to generate the database. The result shows kriging can significantly reduce the number of RPs needed, and improve the accuracy of estimation. An experiment to verify the method is described, and the test results are presented.
Methodology

Two phases of fingerprinting
Location fingerprinting has two phases: 'training' and 'positioning'. The objective of the training phase is to build a fingerprint database.
In order to generate the database, RPs must first be carefully selected. Locating a MU at one RP location, the SSs of all the APs are measured. From such measurements the characteristic feature of that RP is determined, and is then recorded in the database. This process is repeated at another RP, and so forth until all RPs are visited. In the positioning phase, the MU measures the RSS at a place where it requires its position. The measurements are compared with the data in the database using an appropriate search/matching algorithm. The outcome is the likeliest location of the MU. The whole process is illustrated in Figure 1 .
There are many algorithms for computing the location of the MU during 'positioning' phase.
The basic one is the 'nearest neighbor' (NN) algorithm [6] . 
Manhattan distance and Euclidean distance are L 1 and L 2 respectively [15] . Experiments show increasing q does not necessarily improve the accuracy of location estimation. The nearest neighbor is the point with the shortest signal distance.
If K (K≥2) nearest neighbors (those with the shortest Euclidean distance) (KNN) are chosen, the average of the coordinates of K points can be used as the estimate of the MU location.
Intuitively, this method should be better than NN since there is no reason to just pick the nearest one and abandon others nearby.
The third algorithm used in this paper is referred to as KWNN (K weighted nearest neighbor, K≥2). It is similar to KNN, but when the location of MU is computed the weighted average is calculated rather than the average. The inverse of the signal distance defines the weight. It can be expressed as:
where p i is the position of the K nearest neighbor, _ is a small real constant used to avoid division by zero.
There are also other weighting schemes, such as the standard deviation of the SS samples.
However, due to the complexity of the signal propagation environments it is no surprise that this algorithm does not always improve the result.
Other algorithms such as the smallest polygon [16] and neural networks [17] are either too complicated and/or do not necessarily improve the accuracy of the location estimate. In this paper the three simplest algorithms will be used to evaluate the proposed methodology.
Conventional database generation methodology
The conventional method for building the fingerprint database is comparatively simple. The 'receiver' makes RSS measurements at each RP, and after some processing (generally averaging), the data is logged in the database. In general the more RPs that are chosen in the training phase, the better the accuracy that can be achieved in the positioning phase. The procedure is illustrated in Figure 2 .
Many RPs should be selected, and normally these points are gridded. In fact, to give an even sampling of SS, the RPs should be uniformly distributed in the area of interest (coverage of WLAN signals) [12, 13, 18] . But in reality, the rooms in a building will have different geometry and size. Furthermore, to make the training phase task easier, the RPs have to be selected depending on the structure of the building.
When the RPs are close to a uniform distribution, the spacing between two adjacent RPs, or the granularity, can indicate the quality of position estimation that can be achieved. When the granularity decreases, or in other words the number of RPs increases, it is more likely (though not necessarily) that a better result can be obtained. When the granularity is smaller than a threshold, the SS values at two neighboring points will be almost the same. The variation of the RSS at a point dominates the change of RSS due to the different place and distance from the AP [12] . To get some idea about the level of granularity, assuming the RPs are uniformly distributed, the average granularity can be calculated approximately as:
where S is the total area the RPs occupy, and N is the number of RPs.
Database generation utilising spatial correlation
When measurements at a small number of RPs are made, they not only provide information at these points, but also imply information of the surrounding area. If a more dense database can be generated efficiently by interpolation based on a small number of RPs, labor effort and time can be saved during the training phase. Two methods, weighted distance inverse (WDI) and kriging, are chosen here to generate the database. The methodology is illustrated in Figure   3 .
WDI is a simple interpolation method. The estimator can be computed as:
where x 0 is the location of the value unknown point, x i is the location of the point where the value is known; d i is the distance between x 0 and x i .
In order to yield a good estimate the algorithm can be enhanced. For example, when d i is larger than a specific value d t , the measurement on that reference location can be abandoned. This is reasonable because the correlation between locations a distance larger than d t apart is very small (effectively zero).
As an estimation procedure, kriging was first used by the mining industry [19] . The basic tool, the variogram, is used to quantify spatial correlations between observations. As there are many advantages of kriging, its application can be found in very different disciplines ranging from the classical fields of mining and geology to soil science, hydrology, meteorology, environmental sciences, agriculture, and so on [20, 21] . Theoretically, kriging can also be used wherever a continuous measure is made on a sample at a particular location in space or time.
A classical assumption is second order stationarity, but in practice a slightly weaker assumption is more widely used, i.e. the intrinsic hypothesis. This consists of two conditions:
where Z(x) is the random function in domain D, and for all x∈D
where γ(h), called the variogram, depends only on the vector h and not on the locations x and x+h [22, 23] .
Kriging provides a solution to the problem of estimation based on knowledge of the variogram and the above assumption. Here is the simple case that the mean is constant across the entire area. Unfortunately, in reality it is common that the mean is not constant. For example, the received SS is weaker when the distance between the measured point and the AP is greater. The SS relation to the distance from the AP has a significant 'trend' rather than being a constant. Assuming the mean is a function of the site coordinates:
In matrix notation, the above expression can be written as:
In order to deal with the drift, UK (universal kriging) is proposed. 
where _ i is the weighting factor.
For the purpose of making this predictor unbiased for all possible vectors β, the following conditions need to be satisfied:
As the estimation variance is:
the best unbiased linear estimator is the one which minimizes σ 2 k (x 0 ) under the constraint of the sum of the coefficients in (9) . Introducing the Lagrange multipliers leads to a straightforward linear equation:
where
Kriging is the best linear unbiased estimation (BLUE) that has the following features: (a) this estimator is a linear function of the data with weights calculated according to the specifications of unbiasedness and minimum variance, and (b) the weights are determined by solving a system of linear equations with coefficients that depend only on the variogram that describes the structure of a family of functions. A major advantage of kriging is that it is more flexible than other interpolation methods. The weights are dependent on how the function varies in space, rather than on the basis of some arbitrary rule that may be applicable in some cases but not in others. Another advantage of kriging is that it provides the means to evaluate the magnitude of the estimation error.
But there is a classical problem of UK: _ is unknown, and in order to estimate it efficiently, knowledge of _ is needed. However, _ is unknown, bringing the question right back to where it started [22] . Assuming the isotropy of the phenomenon, if a direction in which there is no shift can be found, the variogram in this direction can be used for all directions. However, it is not always so. Like the RSS of AP, the shift exists in each direction. One approach to solving this problem was suggested by Neuman & Jacobson [24] . Starting with the standard least squares estimator of β in (7), this approach computes a variogram estimator from the residuals, fits a variogram model, then obtains the general least squares estimator of β based on the fitted model, and so forth. Normally the process will converge after a few iterations. In this paper, this iterative approach is used.
There are several ways to estimate the variogram [22] . The classical formula is:
Most of the time the points are irregularly spaced. In order to have more pairs, the summation x i -x j =h has to be weakened: Before the training phase was carried out a local coordinate frame was established, and the RPs selected carefully based on the structure of the building/rooms. The RPs were close to or aligned with the corners, doors and windows, which could be easily identified on the map and in the real test bed. The map in Figure 4 is accurate enough so that the coordinates of RPs or test points can be determined by the pixel locations on the screen of a PC. Then the pixel values were converted to meters. The RPs were gridded as well as possible (although in UK it is not necessary). At each RP the user faced east first, and recorded the RSS of each AP. Then the orientation was changed to north, west and south consequently, the RSS values were logged. A total of 12 measurements were made at each point.
The average of all the RSS of each AP was calculated, and was inserted into the database as the reference SS at that location. The data were collected at difference time periods, but most of it was logged during the daytime over a few weekends, so that not many people were present. But the environment of the test would be different from that on weekdays. This should lead to a more accurate result than could be achieved during weekdays. However, the results cannot be used to evaluate how good a WLAN-based location system really is in an absolute sense.
After the data collection for the training phase was finished, the parameters for the variogram and WDI model can be obtained. For kriging, the iteration method mentioned in section 2.2 was used to determine the variogram model for UK. The different parameters were chosen visually. In order to get a conservative estimation, the function given by (14) would approximately over bound the different empirical variograms for each AP:
The parameters retained were: C0=9 dBm 2 , C=22 dBm 2 , a=6m. The variogram reaches it (C0+ C) at the range (a=6). This means that when the distance between two points is larger than 6m, the measurements at these two points are uncorrelated. γ(0)=0 shows a discontinuity at the origin, which is called the 'nugget effect'. This is caused by the unknown microscale variation. Figure 6 is a plot of the experimental residual variograms for each AP in dash-dot, and the chosen spherical model in solid.
For WDI, d t =6m was chosen.
In WLAN, RSS is reported in units of dBm. It can be converted to P (in units of mW) easily (P=10
dBm/10
). In free space, the received signal power is proportional to the inverse of the square of distance from the transmitter. However, in a real application, especially in an indoor environment, the appropriate model is difficult to define. Intuitively, the further the MU is from the AP, the weaker the received signal should be. If only the signal from one AP is taken into account, the difference of RSS between the test point and RP is not necessarily inversely proportional to the square of the distance between them. However, when signals from many APs are considered simultaneously, the sum of the difference of RSS is a monotonically increasing function of the distance between them. In [6, 12, 13, 16] , dBm is used to compute the signal distance between a test point and an RP. We compared instead the received power Figure 7 depicts the relationship between mean distance error and different signal distance (see (1)). No matter which database is utilized, when q is close to 1, the smallest distance error can be achieved. The average curve shows that q equals 1 (Manhattan distance) is the best choice. But the difference using other signal distance measures (i.e. q with other values) is not significant. The Manhattan distance is used in this paper to evaluate the new method. Table 1 lists all the mean distance errors computed using the different algorithms for the different cases. In general, the KNN and KWNN can achieve better accuracy than the simple NN algorithm. Nevertheless, when the granularity of the RPs is large, the NN even performs better than some of the more complicated algorithms. When KNN is used, in general K equals 3 or 4 will yield the best result. This indicates that only using the two nearest neighbors is not enough (some of the useful information has been ignored), but too many nearest neighbors could decrease the accuracy of the estimator since some of the nearest neighbors are too far from the estimated points. KWNN slightly improves the accuracy of estimation. But none of these algorithms can always provide the best result. To evaluate the proposed method, five algorithms have been selected: the NN (Manhattan distance), KNN (K=3,4) and KWNN (K=3,4).
Table1. Mean distance error using different algorithm for different cases (Unit: m)
Test1 (132 RPs) Three groups of databases were generated. They are the original group (using the conventional method), the WDI group (database based on WDI), and the kriging group (database based on kriging). In each group, there are five different versions of the databases.
In the case of the original group, the five different databases contain the average RSS of 132, 99, 66, 33, 16 RPs respectively. In the case of the WRI group and the kriging group, all the databases have the same size (288 RPs), but they are generated from five different original databases. The granularity roughly equals 1m.
Five algorithms are used here to compute the location of the MU. The mean of the five distance errors are computed to compare the different methods. Figure 8 shows the positioning error using the different databases: the original databases, the databases generated by the WDI and the ones generated by kriging.
Basically, when the average granularity reduces (or the number of RPs increases), the accuracy of the MU's location estimate increases. But when the density of the RPs is high, the rate of increase of the accuracy decreases. For example, using the original database, the average distance error reduces from 2.58m to 1.56m, when the number of RPs increases from 16 to 33. The ratio of accuracy increase is 1.46, and the number of RPs doubles. But when the number of RPs changes from 66 to 132, the ratio is 1.16 (small change in accuracy). In the case of the 95 percentile distance error, the situation is similar (when the database has 99 RPs is an exception). Increasing the number of RP does not in itself ensure high accuracy positioning when the granularity is already adequate.
When information on the spatial correlation of the reference measurements is utilized, the accuracy of the estimation can be improved. Using WDI, when the number of RPs is less than a threshold value, the performance of the estimation is better than using the original database.
However, based on the WDI database, the performance is not as good as based on original database if the number of RPs is larger than 66. This means that using WDI cannot successfully estimate the RSS from the known information.
An impressive result is obtained using kriging, where better estimation can always be achieved. When the number of RPs is 66, 99 and 132, the mean distance error is 1.21m, 1.22m and 1.22m respectively. All are better than using the original database. Even when only using 16 RPs, the new method can achieve distance error of 1.49m, only 10% larger than the best estimation that can be achieved based on the original database (1.35m 
Concluding Remarks
In this paper a new method based on kriging for obtaining a database of location fingerprints for WLAN-based positioning has been presented. It differs from the conventional method in that it utilizes the spatial correlation of measurements to generate the database during the training phase. An experiment was carried out and the results indicate that the proposed method does work efficiently. Not only is more accurate estimation possible, but in addition the proposed method can greatly reduce the workload and save on training time. Since in real world situations the signal propagation environment may vary significantly, it is very hard to estimate the degree of granularity of RPs required to ensure a specified accuracy. However, on the basis of these results, when the granularity is around 2-3m, the new algorithm can still achieve the best quality results. Only 1/4 even 1/8 of the number of RPs are needed using the proposed method compared to other methods that do not take into account spatial correlation.
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