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Abstract
In this second paper, I construct a limit space of a Cauchy sequence
of globally hyperbolic spacetimes. In the second section, I work gradually
towards a construction of the limit space. I prove that the limit space is
unique up to isometry. I also show that, in general, the limit space has
quite complicated causal behaviour. This work prepares the final paper
in which I shall study in more detail properties of the limit space and the
moduli space of (compact) globally hyperbolic spacetimes (cobordisms).
As a fait divers, I give in this paper a suitable definition of dimension
of a Lorentz space in agreement with the one given by Gromov in the
Riemannian case.
The difference in philosophy between Lorentzian and Riemannian geometry is
one of relativism versus absolutism. In the latter every point distinguishes
itself while in the former in general two elements get distinguished by a third,
different, one.
1 Introduction
In this paper, I start from a slight modification of the Gromov-Hausdorff metric
introduced in the previous one [4] and probe for a suitable construction of “the”
limit space of a Cauchy sequence of spacetimes. The modification (“convergence
to invertibility”) seems necessary to me, since I was unable to prove the theorems
in this paper without appealing to this property. I would be grateful to the
reader who could point out to me if “convergence to invertibility” is really needed
or not. As in the previous article, all spacetimes are compact (with spacelike
boundaries) and globally hyperbolic. Also, all conventions and notations are
the same as in [4].
Definition 1 (Modified Lorentzian Gromov-Hausdorff uniformity) We
call (M, g) and (N , h) (ǫ, δ) close iff there exist mappings ψ :M→ N , ζ : N →
1
M such that
|dh(ψ(p1), ψ(p2))− dg(p1, p2)| ≤ ǫ ∀p1, p2 ∈ M (1)
|dg(ζ(q1), ζ(q2))− dh(q1, q2)| ≤ ǫ ∀q1, q2 ∈ N (2)
and
DM(p, ζ ◦ ψ(p)) ≤ δ (3)
DN (q, ψ ◦ ζ(q)) ≤ δ (4)
for all p ∈M and q ∈ N 1. 
Remarks:
I show that the property
|d(p, r) + d(r, p)− d(q, r) − d(r, q)| < ǫ
for all r ∈M is equivalent to
• |d(p, r) − d(q, r)| < ǫ
• |d(r, p)− d(r, q)| < ǫ
for all r ∈M.
Proof :
⇒) We prove only the first inequality, the second being analogous. Without
loss of generality we may assume that d(p, r) > 0. Suppose ǫ > d(p, r) > 0 and
d(q, r) ≥ 0 then |d(p, r) − d(q, r)| < ǫ. Suppose d(p, r) ≥ ǫ then d(q, r) > 0 since
if d(r, q) > 0 then d(p, q) > ǫ, hence
|d(p, q) + d(q, p)− 2d(q, q)| = d(p, q) > ǫ
which is a contradiction. But if d(q, r) > 0, then again the first inequality
follows.
⇐) Suppose that for some r
|d(p, r) + d(r, p)− d(q, r) − d(r, q)| ≥ ǫ
Without loss of generality (all other cases are symmetric) we can assume that
d(p, r) > ǫ, hence d(q, r) > 0 otherwhise |d(p, r) − d(q, r)| > ǫ which is excluded
by assumption. But in this case
|d(p, r) + d(r, p)− d(q, r) − d(r, q)| = |d(p, r) − d(q, r)| < ǫ
1DM and DN are the strong distances defined in [4], definition 3. They are defined as
DM(p, q) = max
r∈M
|d(p, r) + d(r, p)− d(q, r)− d(r, q)|
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which is a contradiction. 
Using the above remark I show that Gromov-Hausdorff (ǫ, δ) closeness has all
the properties of a uniformity2. Obviously, the notion is symmetric by definition
and we are left to prove the generalized triangle inequality. Hence, suppose that
(M1, g1) and (M2, g2) are (ǫ1, δ1) close, assume also that (M2, g2) and (M3, g3)
are (ǫ2, δ2) close, then (M1, g1) and (M3, g3) are (ǫ1+ǫ2, δ1+δ2+2max{ǫ1, ǫ2})
close.
Proof : Let ψi : Mi → Mi+1 and ζi : Mi+1 → Mi be mappings which make
(Mi, gi) and (Mi+1, gi+1), (ǫi, δi) close for i = 1, 2. Then, we have for all
r, p ∈M1 that:
|dg1(ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), r) − dg1(p, r)| ≤ |dg2(ψ1(p), ψ1(r)) − dg1 (p, r)|+
|dg1(ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), r) − dg2(ψ1 ◦ ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), ψ1(r))| +
|dg2(ψ1 ◦ ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), ψ1(r)) − dg2(ζ2 ◦ ψ2 ◦ ψ1(p), ψ1(r))| +
|dg2(ζ2 ◦ ψ2 ◦ ψ1(p), ψ1(r)) − dg2(ψ1(p), ψ1(r))|
Obviously, this implies that
|dg1 (ζ1 ◦ ζ2 ◦ ψ2 ◦ ψ1(p), r) − dg1(p, r)| ≤ 2ǫ1 + δ1 + δ2.
Making the same estimate for
|dg3(ψ2 ◦ ψ1 ◦ ζ1 ◦ ζ2(q), s)− dg3 (q, s)|
the result follows. 
Let (Mi, gi)ni=1 be globally hyperbolic spacetimes such that (Mi, gi) and (Mi+1, gi+1)
are (ǫi, δi) close. Then, in the same spirit as above, (M1, g1) and (Mn, gn) are
(
∑n−1
i=1 ǫi,
∑n−1
i=1 δi + 2
∑n−2
i=2 ǫi + 2max {ǫ1, ǫn−1}) close. As a consequence of
theorem 6 in [4], (M, g) and (N , h) are isometric iff they cannot be distin-
guished by the the modified Gromov-Hausdorff uniformity. Note also that it is
impossible to make directly a metric out of the (ǫ, δ) Gromov-Hausdorff close-
ness, since if δ = f(ǫ) where f is a continuous function, one obtains for ǫ2 < ǫ1
that
f(ǫ1) + f(ǫ2) + 2ǫ1 ≤ f(ǫ1 + ǫ2)
which is impossible.
The natural way to proceed now is to consider a generalized, Gromov-Hausdorff,
Cauchy sequence of spacetimes, construct a “reasonable” limit space and finally
deduce some properties of it. This is the work done in the second and third
section. The presentation of this material is conservative, in the sense that, ab
2An introduction to uniformities can be found in Appendix D.
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initio, the main goal is to construct a decent limit space using the Alexandrov
topology. This approach, however, turns out not to work since the candidate
limit space is in general not T2, the Lorentz distance d is not continuous, nor is
the limit space compact in this topology. This part of the paper has its merits
nevertheless, since the problems occuring bring alive important notions such as
the timelike capacity, T C(M), and the timelike continuum T CON (M). These
notions express that in a limit space of a Cauchy sequence of globally hyperbolic
cobordisms, the definition of the causal relation from the chronological one is
brought into jeopardy. Hence, it is not clear if two chronologically related points
can be connected by a causal curve (geodesic).
Since I want the limit d to be continuous and the T2 separation property to
be valid (at least on the interior), the strong metric, which is already present
in the definition of the modified, Gromov-Hausdorff uniformity itself, becomes
important. This metric turns out to have great technical potential, as shown in
theorems 2,3 and 4. Rafael Sorkin pointed out to me that David Meyer already
had a similar idea, although for different purposes[9]. In the last section, I study
some examples which indicate what problems show up in an eventual definition
of the causal relation. It is also shown that for points p ≪ q, the connecting
geodesic (if it exists) is in general causal and not everywhere timelike. Since
the strong metric, DM, turned out to be such a strong device, I shall examine
some first properties of it. For example, it turns out that DM cannot be a
path metric. Further study of the strong metric and causal curves is left for
future work [6]. There is still a small philosophical remark which can be made
about DM, it is a globally determined notion of locality. This is clear from the
definition itself, and the intermezzo at the end of section 3.
The obtained properties of the limit space give us a guideline for the abstract
definition of a Lorentz space; this shall be done in a future paper [6] and the line
of thought displayed will be similar to the one followed by Busemann [8]. In the
epilogue I mention a good definition of dimension of an arbitrary Lorentz space
by comparing it with a Lorentzian manifold in the Gromov-Hausdorff sense.
As mentioned in the introduction of the previous paper, this work serves many
physical fields such as cosmology and quantum gravity, since it establishes for
the very first time an observer independent way to compare spacetimes. I admit
that the abstract theory does not lend itself yet towards immediate application
in these fields, but this will be considered in future work where the link with
statistical Lorentzian geometry shall be examined.
2 Construction of the limit space
Let (Mi, gi)i∈N be a sequence of compact, Lorentzian manifolds such that there
exist mappings ψii+1 : Mi → Mi+1 and ζ
i+1
i : Mi+1 → Mi such that ψ
i
i+1
and ζi+1i make (Mi, gi) and (Mi+1, gi+1), (
1
2i ,
1
2i ) close. If we introduce the
4
following mappings
ψii+k = ψ
i+k−1
i+k ◦ ψ
i+k−2
i+k−1 ◦ . . . ◦ ψ
i+1
i+2 ◦ ψ
i
i+1 :Mi →Mi+k
ζi+ki = ζ
i+1
i ◦ ζ
i+2
i+1 ◦ . . . ◦ ζ
i+k−1
i+k−2 ◦ ζ
i+k
i+k−1 :Mi+k →Mi
then ψii+k and ζ
i+k
i make (Mi, gi) and (Mi+k, gi+k), (
1
2i−1 ,
3
2i−1 ) close. Consider
the set S of sequences (xi)i∈N, xi ∈ Mi, such that there exists an i0 such that
for all i > i0 one has that xi = ψ
i0
i (xi0 ). Hence xi = ψ
j
i (xj) for all i > j ≥ i0.
We make the following definition of Lorentzian distance:
d((xi)i∈N, (yi)i∈N) = lim
i→∞
dgi(xi, yi)
It is easy to verify that d is well defined and a Lorentz distance. The resulting
partial order is defined as (xi)i∈N ≪ (yi)i∈N iff d((xi)i∈N, (yi)i∈N) > 0. Before
we make a quotient of this space we should tell which topology is defined on
it. The obvious choice is the Alexandrov topology3 which is generated by the
sets:
• S, ∅
• I+((xi)i∈N) and I−((xi)i∈N)
• I+((xi)i∈N) ∩ I−((yi)i∈N) with d((xi)i∈N, (yi)i∈N) > 0
with I± defined by the relation ≪. 
Remark
I stress the word “generated” since in general the above sets do not constitute
a basis of the Alexandrov topology as will become clear in the examples 2 and
3, where specific intersections of generating sets do not contain any generating
set. 
As suggested in the previous article, in order to make sure that for any (xi)i∈N
there exists a point (yi)i∈N such that d((xi)i∈N, (yi)i∈N) > 0 or d((yi)i∈N, (xi)i∈N) >
0 we have to demand that in the spaces (Mi, gi) every point has a long enough
past or a long enough future. Therefore, we introduce the concept of timelike
capacity.
Definition 2 The timelike capacity T C(M, g) of a spacetime (M, g) is defined
as
T C(M, g) = inf
p∈M
sup
q∈M
(dg(p, q) + dg(q, p))
Suppose now that the timelike capacity of the sequence (Mi, gi) is bounded
from below, i.e., there exists an α > 0 such that
T C(Mi, gi) ≥ α ∀i ∈ N
3We will see later on that this is a rather poor choice.
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then for any (xi)i∈N one can find (yi)i∈N such that the quantity
d((xi)i∈N, (yi)i∈N) + d((yi)i∈N, (xi)i∈N)
can be chosen arbitrarily close to α.4 If there is no control on the timelike
capacity, this clearly needs not be case as is shown in the last example of the
previous paper. In what follows, I shall construct a candidate limit space and
examine its separation properties in the Alexandrov topology. It will turn out
that the Alexandrov topology is too weak and the strong metric topology will
emerge as a natural candidate.
First, we show that one cannot expect any candidate limit space to be Haus-
dorff in the Alexandrov topology. Suppose we allow that in the limit the bound-
ary becomes a null surface, then obviously the limit space, equipped with the
Alexandrov topology, is at most T0. This is illustrated by the next example.
Example 1
Take the “cylinder universe” S1×R with metric −dt2+dθ2 and let p = (0,−T2 )
and q = (0, T2 ) with T > 0.
In the notation of [2] let K+(q, ǫ) = {r|d(q, r) = ǫ} be the “future ball” of radius
ǫ centred at q and K−(p, ǫ) = {r|d(r, p) = ǫ} be the “past ball” centred at p.
Consider the spacetimes (J+(K−(p, ǫ)) ∩ J−(K+(q, ǫ)),−dt2 + dθ2) then the
unique (up to isometry) Gromov-Hausdorff limit space for ǫ→ 0 is
(J+(E−(p)) ∩ J−(E+(q)),−dt2 + dθ2)
which is T0, but not T1, in the Alexandrov topology.
However, this is, as will become clear later on, not only a boundary phenomenon
and in general the interior points of the T0 quotient are not T2 separated. Let
us first characterize the T0 quotient of S.
Theorem 1 The T0 quotient T0S of S = {(xi)i∈N | ∃i0 : ∀i ≥ i0 xi = ψ
i0
i (xi0 )}
is defined by the equivalence relationship ∼ given by (xi)i∈N ∼ (yi)i∈N iff for all
(zi)i∈N ∈ S
d((xi)i∈N, (zi)i∈N) + d((zi)i∈N, (xi)i∈N) = d((yi)i∈N, (zi)i∈N) + d((zi)i∈N, (yi)i∈N)
(5)
Proof :
Obviously, if two points x, y ∈ S are T0 separated then there exists a z ∈ S
such that (5) is not satisfied. Suppose x, y ∈ S are not T0 separated, but there
exists a z ∈ S such that (5) is not satisfied. Then there are essentialy two
possibilities, either d(z, x) > d(z, y) and d(y, z) = 0, or d(x, z) > d(z, y) and
4The reader for which this is not obvious is encouraged to make a formal proof. This should
go like: choose α > ǫ > 0 and (xi)i∈N ∈ S. Let
1
2i0
< ǫ, i0 ∈ N be such that xj = ψ
i0
j (xi0 )
for all j > i0. Let yi0 ∈ Mi0 be such that dgi0 (xi0 , yi0 ) + dgi0 (yi0 , xi0 ) = α, then . . .
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d(y, z) = 0. The latter case implies that x and y are T0 separated by I
−(z)
which is a contradiction (obviously (S, d) is chronological). The former case is
proven by noticing that if d(z, x) > d(z, y)+ δ, then for k sufficiently large such
that 1
2k−1
< δ8 and zl = ψ
k
l (zk) , xl = ψ
k
l (xk), yl = ψ
k
l (yk) for all l > k, one has
that
dgk(zk, xk) > dgk(zk, yk) +
3δ
4
Choose γ to be a distance maximizing geodesic inMk from zk to xk and define
the points pk and qk on γ by
dgk(pk, qk) = dgk(qk, xk) =
3δ
8
then pk is not in the causal past of yk. Hence, p = (pi)i∈N and q = (qi)i∈N, with
pi = ψ
k
i (pk) and qi = ψ
k
i (qk) for all i > k, satisfy the properties
• d(p, y) < δ8
• d(p, q), d(q, x) > δ4
Hence, q is not in the past of y, since otherwhise d(p, y) ≥ d(p, q) > δ4 which
is a contradiction. But then, x and y are T0 separated by I
+(q) which is a
contradiction. 
Note that theorem 1 and the remark on page 2 imply that the Lorentzian dis-
tance d is well defined on T0S (that means independent of the representatives).
Theorem 1 also reveals that the strong T2 quotient of S equals T0S. In the
following few pages, I want to construct the timelike closure of the T0 quotient
of S. Hence, I should first define timelike Cauchy sequences.
Definition 3 A sequence (xi)i∈N of points in T0S is called future timelike
Cauchy iff xi ≪ xj for all i < j and ∀ǫ > 0, ∃i0 such that for all k > j ≥ i0
0 < d(xj , xk) < ǫ
A past timelike Cauchy sequence is defined dually. 
Of course, some timelike Cauchy sequences determine the same “limit point”.
Hence, I need to define when two timelike Cauchy sequences are equivalent.
Definition 4 Two future timelike Cauchy sequences (xi)i∈N, (y
i)i∈N in T0S are
equivalent iff for any k there exists an i0 such that i ≥ i0 implies that x
k ≪ yi
and yk ≪ xi. The equivalence relation for two past timelike Cauchy sequences
is defined dually. A future timelike Cauchy sequence (xi)i∈N and a past timelike
Cauchy sequence (yi)i∈N are equivalent iff x
k ≪ yl for any k, l ∈ N and there
exist no two points z1, z2 ∈ T0S such that
xk ≪ z1 ≪ z2 ∀k and z2 /∈
⋃
j∈N
I+(yj)
7
or
yk ≫ z1 ≫ z2 ∀k and z2 /∈
⋃
j∈N
I−(xj)

Genesis:
The only point in the above definition which might not be obvious for some read-
ers is why there are two points z1, z2 included in the definition of equivalence
between a future (pi)i∈N and past timelike (q
i)i∈N Cauchy sequence. Consider
a spacetime which is already timelike complete (such as Minkowski spacetime),
and let z1 be the limit point of the sequence (pi)i∈N. Then, the only conclusion
which one can draw from pi ≪ qj for all i, j > 0 is that z1 is null connected
to the limit point of the sequence (qi)i∈N which implies that z
1 /∈
⋃
j∈N I
+(qj)
but still the limit point of (qi)i∈N might coincide with the limit point of (p
i)i∈N.
Clearly, if there would exist a second point z2 satisfying z1 ≪ z2 /∈
⋃
j∈N I
+(qj),
then the limit points cannot coincide. 
It is left as an exercise to the reader that this definition determines an equiva-
lence relation (see Appendix A). I construct now the timelike closure, T0S, of
T0S. Define T˜0S as the union of T0S with all timelike Cauchy sequences in T0S.
Topologize T˜0S as follows. O ⊂ T˜0S is a generating set iff
• O ∩ T0S is a generating set for the Alexandrov topology in T0S
• A future (past) timelike Cauchy sequence (pi)i∈N in T0S belongs to O iff
– O∩T0S = I+(q) (I−(q)) for some q ∈ T0S and there exists an i0 ∈ N0
such that i ≥ i0 implies that pi ∈ O ∩ T0S, or
– there exist r1, r2 ∈ T0S ∩ O, i0 ∈ N0 such that pi ≪ r2 ≪ r1
(r1 ≪ r2 ≪ pi) and pi ∈ O ∩ T0S for all i ≥ i0.
T0S is defined as the T0 quotient (in the Alexandrov topology) of T˜0S5.
Remark:
Again, the intersection of two generating sets is in general not equal to some
union of generating sets as example 2 shows. After having studied examples 2
and 3, the reader should get a taste for the reason why the above definition is
constructed in such a delicate way. 
Property: Two timelike Cauchy sequences are T0 separated iff they are in-
equivalent.
⇐) Suppose (pi)i∈N and (qi)i∈N are future timelike inequivalent. Then, there
exists a k and a sequence (ln)n∈N such that, say, p
k is not in the timelike past
of qln for any n ∈ N. But then pk is not in the past of any qi with i ≥ l0, which
5It will become clear later on that the definition of T0S is dependent on the mappings ψ
and ζ used to construct S.
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implies that I+(pk) contains (pi)i∈N but not (q
i)i∈N. Suppose now that (p
i)i∈N
is future timelike Cauchy and (qi)i∈N is past timelike Cauchy, with (p
i)i∈N not
equivalent to (qi)i∈N. There are essentially two cases:
• there exist k, l such that pk is not in the timelike past of ql, but then pk
is not in the timelike past of all qs for all s ≥ l. Hence I+(pk) separates
(pi)i∈N from (q
i)i∈N.
• pk ≪ ql for all k, l ∈ N but there exist z1, z2 ∈ M such that, say, pk ≪
z1 ≪ z2 but z2 /∈
⋃
l∈N I
+(ql); then clearly I−(z2) separates (pi)i∈N from
(qi)i∈N.
⇒) Suppose (pi)i∈N and (qi)i∈N are future timelike equivalent, then every set of
the form I+(r) contains an element pi iff it contains an element qj and hence
all ps for all s ≥ i and qt for all t ≥ j, and the same property is valid for a
finite number of intersections of such sets. A set of the form I−(r) contains
(pi)i∈N iff there exists a r
1 with pi ≪ r1 ≪ r for all i ∈ N. Hence, qi ≪ r1
for all i ∈ N and therefore (qi)i∈N ∈ I−(r). Hence, (pi)i∈N and (qi)i∈N are T0
equivalent. Suppose now that (pi)i∈N is future timelike Cauchy and (q
i)i∈N is
past timelike Cauchy, with (pi)i∈N equivalent to (q
i)i∈N. Let I
−(r) be an open
set containing (pi)i∈N. Then, there exists an r
1 such that pi ≪ r1 ≪ r for all
i ∈ N. Consequently, there exists a j0 such that j ≥ j0 implies that qj belongs to
I−(r), hence (qj)j∈N ∈ I−(r). Hence, every Alexandrov set containing (pi)i∈N
contains (qj)j∈N. The symmetric case is proven identically. 
Define the timelike continuum of T0S as the subset of all points r, such there
exist timelike past and future Cauchy sequences in T0S which are T0 equivalent
with r in the Alexandrov topology.
Remark:
It is not true that if future timelike (pi)i∈N and past timelike Cauchy sequences
(qi)i∈N converge to r in the Alexandrov topology, then r, (p
i)i∈N and (q
i)i∈N are
T0 equivalent. Moreover, (p
i)i∈N ∼ (qi)i∈N does not imply that r is T0 equiva-
lent with (pi)i∈N ∼ (qi)i∈N. This is illustrated in example 4. 
The next examples show that the Alexandrov topology is too weak.
Moreover, in general the timelike continuum is a proper subset of T0S. I will
also give an example in which every maximal T2 subspace coincides, apart from
a few points, with the timelike continuum.
Example 2
This example is meant as a technical warm-up, and shows the mildest form of
“exotic” behaviour. We study on S1× [0, 5] a family of conformally equivalent6
Lorentz metrics dǫ, whose limit distance d is “entirely degenerate” on the strip
U = S1 × [1, 1 + π], i.e., d(x, y) = 0 for all x, y ∈ U . However, it turns out
6Two metrics d1 and d2 on the same underlying space N are conformally equivalent iff
d1(x, y) > 0⇔ d2(x, y) > 0 for all x, y ∈ N .
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Figure 1: A plot of Ω.
that all points of U are T2 separated. This is a consequence of the “external”
relations with points outside U and because the strip U is not “thick enough”
(this will be made clear later on). This stands diametrically opposite to what we
are used to from pseudo7 Riemannian geometry in which this is just impossible
because of the triangle inequality 8. In global Lorentzian geometry however,
the reversed triangle inequality is responsible for this phenomenon. I am aware
that some classical relativists might start objecting to the construction now, but
let me convince these people that it is their own, highly Riemannesque, “local
intuition” which is responsible for this protest. Moreover this global “artifact”
has as peculiarity that we are still able to reconstruct the “faithful” causal rela-
tions even on the strip U of degeneracy. In what follows, I construct conformal
factors Ωǫ(t) which equal 1 on [0, 1− ǫ]∪[1 + π + ǫ, 5], ǫ on [1 + ǫ, 1 + π − ǫ] and
undergo a smooth transition in the strips [1− ǫ, 1 + ǫ] and [1 + π − ǫ, 1 + π + ǫ]
respectively. Such a smooth transition function can be constructed by using the
smooth function f , defined by f(x) = 0 for x ≤ 0 and f(x) = exp−
1
x2 for x > 0.
Define moreover αǫ(x) = 1− (1− ǫ)χ(x− ǫ), βǫ(x) = ǫ+ (1− ǫ)χ(x− ǫ) where
χ is the characteristic function defined by χ(x) = 1 if x > 0 and zero otherwise.
Then with
ψǫ(x) =
αǫ(· − 1 + ǫ) ∗ f(·+ ǫ)f(− ·+ǫ)∫ +∞
−∞
f(t+ ǫ)f(−t+ ǫ)dt
(x)
and
ζǫ(x) =
βǫ(· − 1− π + ǫ) ∗ f(·+ ǫ)f(− ·+ǫ)∫ +∞
−∞
f(t+ ǫ)f(−t+ ǫ)dt
(x)
one can define for example that Ωǫ(t) = ψǫ(t) for t ∈ [1− ǫ, 1 + ǫ] and Ωǫ(t) =
ζǫ(t) on [1 + π − ǫ, 1 + π + ǫ]. (In the above formula’s, ∗ denotes the convolution
product.) Consider now the metric tensors
ds2ǫ = Ω
2
ǫ(t)(−dt
2 + dθ2)
7Pseudo in the sense that the “Riemannian” metric is allowed to be degenerate.
8Let U be a maximal set in a pseudo “Riemannian” space on which the “Riemannian”
metric D vanishes, then for any exterior point r and x, y ∈ U such that D(r, x) or D(r, y) is
nonvanishing, one has that D(r, x) ≤ D(r, y) ≤ D(r, x).
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Figure 2: Points r1, r2 in the degenerate area can be Hausdorff separated.
and the associated Lorentz distances dǫ. On basis of simple geometric ar-
guments, (i.e., without even calculating the geodesics) it is easy to see that
(S1× [0, 5] , dǫ) is a Gromov-Hausdorff Cauchy sequence (with the maps ψǫδ and
ζδǫ equal to the identity) converging to the cylindrical space with a Lorentz met-
ric d which is degenerate on the strip [1, 1 + π] (Hint: look for lower and upper
bounds of lengths of geodesics). However, all the points on the strip are T2
separated as is shown (partially) in Fig. 2. This will not be the case anymore
in the next example. The reader should do the following exercises in order to
get used to the “strange” things which can happen.
• Construct an open set in the “degenerate area” which does not contain
any set of the form I+(p) ∩ I−(q) for p≪ q, elements of T0S.
• Consider the past timelike Cauchy sequence ((0, 1+π+ 1n+1 ))n∈N, construct
two generating Alexandrov sets (in T0S) I+(pi)∩I−(qi), i = 1, 2 such that
there exist zi with pi ≪ zi ≪ (0, 1+π+
1
n+1 ) for all n ∈ N but there exists
no point z ∈ I+(p1)∩I+(p2)∩I−(q1)∩I−(q2) such that z ≪ (0, 1+π+
1
n+1 )
for all n ∈ N.
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Example 3 This more exotic example shall make all points in the “degenerate
area” only T0 and not T2 separated. Consider, again, the cylinder S
1× [0, 8] and
define conformal factors Ωǫ(t) as follows: Ωǫ(t) equals 1 on the strips [0, 1− ǫ]
and [1 + 2π + ǫ, 8], ǫ on [1 + ǫ, 1 + 2π − ǫ], and undergoes smooth transitions on
[1− ǫ, 1 + ǫ] and [1 + 2π − ǫ, 1 + 2π + ǫ] respectively. Again, it is not difficult
to show that the distances dǫ associated with the metrics
ds2ǫ = Ω
2
ǫ(t)(−dt
2 + dθ2)
form a Gromov-Hausdorff Cauchy sequence, and define a limit distance d (wrt.
to the identity mappings ψǫδ and ζ
δ
ǫ ) which is degenerate on the strip [1, 1 + 2π]
9.
However, the points with time coordinate t = 1 + π are T0 equivalent and
therefore the T0 limit space is topologically a (double) cone with (common) tip
t = 1 + π. Points in the strip [1, 1 + 2π] cannot be T2 separated, since any
Alexandrov set containing such point also contains the tip10 (see Fig. 3).
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Figure 3: Picture of the candidate limit space.
Consider the sequence ((0, 1+π+ 1n+1 ))n∈N. Surprisingly, every point in the
degenerate strip is a limit point of this sequence in the Alexandrov topology!
However, only the tip is the unique, strong limit point. As proven in [4] Theorem
8, d is continuous in the strong, but not in the Alexandrov topology. This tells
us that the strong topology is more suitable since one would at least like d to
9(S1 × [0, 8] , d) is timelike complete.
10The T1 separation property is also not satisfied since no point of the degenerate strip can
be T1 separated from the tip.
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be continuous on “the” limit space. Another example of the rather pathological
behaviour of the Alexandrov topology is the following. Removing the tip from
the previous limit space, one obtains a timelike complete, non strongly compact
(but compact in the Alexandrov topology) limit space with respect to mappings
ψǫδ and ζ
δ
ǫ defined as follows: ζ
δ
ǫ is simply the identity, ψ
ǫ
δ however is defined
by making a cut at t = 1 + π; ψǫδ(x, t) = (x, t) for t ∈ [0, 1] ∪ (1 + π, 8] and
(x, 1 + (1− ǫ)(t− 1)) for t ∈ [1, 1 + π]. Notice also that in the strong topology,
the (first) limit space is compact and Hausdorff. 
These last examples made clear that the strong metric gives rise to a suitable
topology on T0S. Moreover, as proven in [4], Theorem 8, the strong topology
coincides with the manifold topology on a compact globally hyperbolic inter-
polating spacetime11. The figures in the next example are illustrations of the
remark following the definition of the timelike continuum.
Example 4
Fig. 4 shows future timelike (pi)i∈N and past timelike Cauchy sequences (q
i)i∈N
which converge to r in the Alexandrov topology, but r, (pi)i∈N and (q
i)i∈N are
not T0 equivalent. Fig. 5 shows that two equivalent sequences (p
i)i∈N ∼ (qi)i∈N
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Figure 4: Convergence in the Alexandrov topology is not the same as T0 equiv-
alence.
which converge to r are not necessarily T0 equivalent with r.
11As a matter of fact, for a distinguishing spacetime (with or without boundary) with finite
timelike diameter, the strong topology is finer as the manifold topology [9] [10].
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Figure 5: Equivalent sequences converging to r are not T0 equivalent to r.
The “universe” in these pictures is (S1 × [0, 1] , d), where d is the limit distance
defined by a sequence dǫ. dǫ is constructed from gǫ = Ω
2
ǫ (t)(−dt
2 + dθ2) where
the smooth conformal factor Ωǫ goes, proportionally to ǫ, to zero on the shaded
area D and to 1 elsewhere. Hence, d is degenerate on D, but the timelike re-
lations between points p ∈ D and q ∈ S1 × [0, 1] \ D are the ones induced by
ds2 = −dt2 + dθ2. 
We shall be mainly interested in the strong topology, but first I finish with stat-
ing a few properties of d in the Alexandrov topology. One can show that d is
continuous on the timelike continuum of T0S and that the Alexandrov topology
has the T2 property on T CON , a proof can be found in [5]. Also, one can prove
that (T0S, d) is a limit space of the sequence (Mi, gi), see [5].
Let us summarize our preliminary results: examples 2 and 3 show that we have
to allow degenerate metrics and that, moreover, the Alexandrov topology has
bad separation properties on the “degenerate area”. The afore mentioned re-
sults show that the candidate limit space has the required behaviour on the
timelike continuum. However, by a judicious choice of mappings ψ and ζ, one
can give examples where T0S is not compact in the Alexandrov topology while
T0S is compact in the Alexandrov topology for another set mappings, see [5]!
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All this shows, in my opinion, that the Alexandrov topology is not sufficient
and I shall concentrate on the strong topology from now on.
The beautiful thing about the strong topology is that it is a metric topology, and
the immediate natural question which emerges is if modified Gromov-Hausdorff
convergence of the sequence (Mi, gi) forces Gromov-Hausdorff convergence of
the compact metric spaces (Mi, DMi). Recall that the Gromov-Hausdorff dis-
tance between metric spaces (X, dX) and (Y, dY ) is defined as
dGH((X, dX), (Y, dY )) = inf{dH(X,Y )|all admissible metrics d on X ∪ Y }
where a metric d on the disjoint union X ∪ Y is admissible iff the restriction
of d to X and Y equal dX and dY respectively. By dH , I denote the Hausdorff
distance associated to d.
Theorem 2 Let (M, g) and (N , h) be (ǫ, δ) Lorentzian Gromov-Hausdorff close,
then dGH((M, DM), (N , DN )) ≤ ǫ+
3δ
2 .
Proof :
Let ψ :M→ N and ζ : N →M be mappings which make (M, g) and (N , h),
(ǫ, δ) close. Then, using that DM(ζ ◦ ψ(p), p), DN (ψ ◦ ζ(q), q) < δ, it is not
difficult to derive that
|DN (ψ(p), ψ(q)) −DM(p, q)| < 2(ǫ+ δ) ∀p, q ∈ M (6)
and
|DM(ζ(p), ζ(q)) −DN (p, q)| < 2(ǫ+ δ) ∀p, q ∈ N . (7)
I define an admissible metric D on M∪N by declaring that
D(p, q) = min
r∈M,s∈N
1
2
(DM(p, r) +DN (ψ(r), q) +DN (q, s) +DM(ζ(s), p)) +
(ǫ+ δ)
for all p ∈ M and q ∈ N , and symmetrically. It is necessary to check that D
satisfies the triangle inequality. Let p1, p2 ∈ M and q ∈ N , then
D(p1, p2) ≤
1
2
(DM(p1, r1) +DM(r1, r2) +DM(r2, p2) +DM(p1, ζ(s1)) +
DM(ζ(s1), ζ(s2)) +DM(ζ(s2), p2))
≤
1
2
(DM(p1, r1) +DN (ψ(r1), ψ(r2)) +DM(r2, p2) + 2(ǫ+ δ) +
DN (s1, s2) +DM(ζ(s2), p2)) +DM(p1, ζ(s1))
≤
1
2
(DM(p1, r1) +DN (ψ(r1), q) +DN (s1, q) +DM(ζ(s1), p1)) +
1
2
(DM(p2, r2) +DN (ψ(r2), q) +DN (q, s2) +DM(ζ(s2), p2)) +
2(ǫ+ δ)
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for all r1, r2 ∈ M and s1, s2 ∈ N . Hence
D(p1, p2) ≤ D(p1, q) +D(q, p2)
The other triangle inequalities are proven similary. Obviously,
D(p, ψ(p)), D(q, ζ(q)) ≤ ǫ +
3δ
2
,
which proves the claim. 
Theorem 2 reveals that any compact limit space (in the strong topology),
(Mstr, d), of the modified Gromov-Hausdorff sequence (Mi, gi)i∈N must be iso-
metric, w.r.t. DMstr , to the limit space of the Gromov-Hausdorff sequence
(Mi, DMi)i∈N due to the well known result of Gromov [1],[3]. One could now
proceed as before and define Mstr by a completion procedure from the T0 quo-
tient of S. On the other hand, we can, inspired by the previous theorem,
construct in a direct way a compact limit space by using the classical Gromov
construction. The reader will easily see that the T0 quotient of S is dense in
Mstr in the strong topology defined by DMstr .
Theorem 3 The Gromov-Hausdorff limit space of the sequence (Mi, DMi)i∈N
with a suitably defined Lorentzian distance d, is a limit space of the sequence
(Mi, gi)i∈N.
Proof :
Let ψii+1 : Mi → Mi+1, ζ
i+1
i : Mi+1 → Mi be as before and denote by
Di,i+1 the admissible metric on Mi ∪Mi+1 constructed from ψii+1, ζ
i+1
i and
DMi , DMi+1 as in the proof of theorem 2.
Then, Di,i+1(pi, ψ
i
i+1(pi)), Di,i+1(pi+1, ζ
i+1
i (pi+1)) ≤
5
2i+1 . The following in-
equality is crucial:∣∣dgi+1(pi+1, qi+1)− dgi(pi, qi)∣∣ ≤ 12i + ∣∣dgi+1(pi+1, qi+1)− dgi+1(ψii+1(pi), ψii+1(qi))∣∣
≤
1
2i
+DMi+1(pi+1, ψ
i
i+1(pi)) +DMi+1(qi+1, ψ
i
i+1(qi))
≤
3
2i−1
+Di,i+1(pi, pi+1) +Di,i+1(qi, qi+1)
Let
⋃
i∈NMi be the disjoint union of the Mi and define a metric D on it by
declaring that for all i, k > 0
D(pi, pi+k) = min
{pi+j∈Mi+j ,j=1...k−1}

k−1∑
j=0
Di+j,i+j+1(pi+j , pi+j+1)

Obviously, D(pi, ψ
i
i+k(pi)), D(pi+k, ζ
i+k
i (pi+k)) ≤
5
2i and∣∣dgi+k(pi+k, qi+k)− dgi(pi, qi)∣∣ ≤ 32i−2 +D(pi, pi+k) +D(qi, qi+k)
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I construct now the limit space as the “boundary” of the completion of
(⋃
i∈NMi, D
)
.
Define
M̂ = {(pi)i∈N|pi ∈ Mi and D(pi, pj)→ 0 for i, j →∞}
M̂ has a pseudometric defined on it
D((pi)i∈N, (qi)i∈N) = lim
i→∞
D(pi, qi)
and considering the above estimates, the following Lorentz metric
d((pi)i∈N, (qi)i∈N) = lim
i→∞
dgi(pi, qi)
is also well defined. I show that D
M̂
, defined by d as
D
M̂
((pi)i∈N, (qi)i∈N) = sup
r∈M̂
|d((pi)i∈N, r) + d(r, (pi)i∈N)− d((qi)i∈N, r)− d(r, (qi)i∈N)|
equals D on M̂. Suppose there exist sequences (pi)i∈N, (qi)i∈N and δ > 0 such
that
D
M̂
((pi)i∈N, (qi)i∈N) > D((pi)i∈N, (qi)i∈N) + δ;
then there exists a sequence (ri)i∈N, such that for k big enough:
|dgk(pk, rk) + dgk (rk, pk)− dgk(qk, rk)− dgk(rk, qk)| > DMk(pk, qk) +
δ
2
,
which is impossible by definition of DMk . Hence, suppose that there exist
sequences (pi)i∈N, (qi)i∈N, δ > 0 such that
D
M̂
((pi)i∈N, (qi)i∈N) + δ < D((pi)i∈N, (qi)i∈N)
Choose k >
ln( 176
δ
)
ln(2) big enough such that
|D((pi)i∈N, (qi)i∈N)−DMk(pk, qk)| <
δ
4
and D(pk, (pi)i∈N), D(qk, (qi)i∈N) <
5
2k
; then it is not difficult to see that the
hypothesis implies that
|dgk(pk, rk) + dgk(rk, pk)− dgk(qk, rk)− dgk(rk, qk)|+
δ
2
< DMk(pk, qk)
for all rk ∈ Mk, which is impossible and therefore DM̂ = D.
Hence, (M̂, d) is a compact limit space in the strong topology since M̂ is com-
pact with respect to D (it is a good exercise for the reader to check this). I claim
now that the T0 quotient of (M̂, d) is the desired limit space (Mstr, d). This
is an immediate consequence of the fact that the Gromov-Hausdorff distance
between (Mstr, D) and (Mk, DMk) is less than
5
2k+1
and the inequality
|d((pi)i∈N, (qi)i∈N)− dgk(rk, sk)| ≤
3
2k−2
+D((pi)i∈N, rk) +D((qi)i∈N, sk) (8)
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The uniqueness of the limit space is easily proven from theorem 2. In fact, we
have the following result.
Theorem 4 Let (M1, d1), (M2, d2) be pairs, where Mi is a set with a Lorentz
distance di defined on it, such that Mi is compact in the strong metric topology
defined by di for i = 1, 2. Then (M1, d1) and (M2, d2) cannot be distinguished
by the Gromov-Hausdorff uniformity iff they are isometric.
Proof :
Let ψn : M1 →M2, ζn : M2 →M1 such that ψn and ζn make (M1, d1) and
(M2, d2), (
1
n ,
1
n ) close. Then, the inequalities (6, 7) reveal that
|DM2(ψn(p), ψn(q)) −DM1(p, q)| <
4
n
∀p, q ∈M1
and
|DM1(ζn(p), ζn(q))−DM2(p, q)| <
4
n
∀p, q ∈ M2.
This, combined with,
DM1(ζn ◦ ψn(p), p), DM2(ψn ◦ ζn(q), q) <
1
n
∀p ∈M1, q ∈ M2
implies that we can find a subsequence (nk)k∈N and an isometry ψ such that
ψnk
k→∞
→ ψ
and
ζnk
k→∞
→ ψ−1
pointwise (see Appendix C). Clearly, ψ must preserve the Lorentz distance. 
3 Some first properties of the limit space
Now, I shall study some first properties of the chronological relation and start
working towards a good definition of the causal relation ≤. I will end this
section by giving some conditions on the spacetimes (Mi, gi) which imply that
the timelike continuum of the limit space (Mstr, d) is “as large as possible”.
To start with, I give an example as a warm-up for the phenomena we need to
consider.
Example 5 Choose T, ǫ > 0 and consider the cylinder S1 × [−T, T ] with the
usual coordinates (θ, t). Let f be the function constructed in example 2 and
redefine βǫ as βǫ(t) = ǫ + (1− ǫ)χ(t−
T
6 ). Define ρǫ as
ρǫ(t, θ) =
βǫ(·+
T
3 ) ∗ f(·+
T
6 )f(− ·+
T
6 )∫ +∞
−∞
f(x+ T6 )f(−x+
T
6 )dx
(t)
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ρǫ is a function which equals ǫ for t ≤ −
T
3 , 1 for t ≥ 0 and undergoes a smooth,
injective transition in the interval
[
−T3 , 0
]
. Define metric tensors
gǫ(t, θ) = −dt
2 + ρ2ǫ(t)dθ
2
Denote by dǫ the associated Lorentz distances, set ψ
ǫ
δ, ζ
δ
ǫ equal to the identity on
S1× [−T, T ], and remember that d is the “limit distance”, d = limǫ→0 dǫ. What
does the (T0 quotient of) the limit space looks like? Let me give a dynamical
picture of what happens: for any ǫ > 0, the spacetime at hand is a tube of
radius ǫ for t ≤ −T3 and 1 for t ≥ 0. In the limit ǫ → 0, we are left with
a one dimensional timelike line
[
−T,−T3
]
and a cylinder S1 × [0, T ] of radius
one which are connected between −T3 and 0 by a tube. In this example, we
close ≪ to ≤ by defining J±(p) as J±(p) = I±(p). Obviously J+ is the dual of
J−, and ≤ is a reflexive, antisymmetric and transitive relation. Moreover, for
r ∈
(
−T,−T3
)
, one has that I+(r) 6=
⋂
q≤r,q 6=r I
+(q) since J±(r) = I±(r)∪{r}.

The reader should try to make the following exercises, before watching examples
6 and 7, in order to understand what does not work.
Exercises
Define the timelike continuum, T CON of Mstr, as before.
• Construct a limit space with an element r ∈ T CON such that I+(r) 6=⋂
s≪r I
+(s), i.e., (Mstr , d) is not causally continuous12. Hence, define the
causal future J+(r) of r ∈ T CON as J+(r) =
⋂
s≪r I
+(s); the causal past
is defined dually.
• Construct a limit space with two points p, q such that I−(p) = I−(q),
I+(p) ( I+(q), but q cannot be in the causal past of p without breaking
inner continuity of r → J−(r) in the usual C0 topology.
• Is the timelike continuum open?
• Prove that on T CON the Alexandrov and strong topology coincide.

Example 6
In this example, I construct a solution to the first exercise. The second one
is considerably easier and is not treated. Take the “cylinder universe” CYL =
(S1 × [0, 1] ,−dt2 + dθ2) and define (Mǫ,−dt2 + dθ2) by removing
D+(K+((π, 34 ))) \K
+((π, 34 )) from CYL. Recall that K
+((π, 34 )) is the future
sphere of radius ǫ around (π, 34 ) and D
+(A) is the domain of dependence of a
partial Cauchy surface A. It is easy to see that (
(
S1 × [0, 1]
)
\ I+((π, 34 )), d)
is a strong limit space of the sequence (Mǫ,−dt2 + dθ2)ǫ where d is the usual
12By this I mean that p→ I±(p) is not outer continuous in the usual C0 topology.
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Lorentz distance associated to the metric tensor −dt2 + dθ2 on Mstr. One can
see that (π − 14 , 1) /∈ I
+((π + 14 ,
1
2 )) but (π −
1
4 , 1) ∈
⋂
q≪(π+ 1
4
, 1
2
) I
+(q). 
Example 7
I give an example in which the timelike continuum is not open. As in the
previous example, I consider the cylinder universe. For any n ≥ 6, denote by
m(n) the largest even integer (just for convenience) such that 1m(n)(m(n)+1) ≥
3
n .
Define a conformal factor Ωn as follows:
• Ωn(t) = 1 for t ≥
1
2 +
1
n
• for all 0 < k < m(n), k even, Ωn(t) =
1
n for t ∈
[
1
k+1 +
1
n ,
1
k −
1
n
]
and Ωn
smoothly increases from 1n to 1 on the interval
[
1
k −
1
n ,
1
k +
1
n
]
.
• for all 1 < k < m(n), k odd, Ωn(t) = 1 for t ∈
[
1
k+1 +
1
n ,
1
k −
1
n
]
and Ωn
smoothly decreases from 1 to 1n on the interval
[
1
k −
1
n ,
1
k +
1
n
]
.
• for t ≤ 1m(n) +
1
n , Ωn(t) = 1
Consider the sequence of spacetimes (S1 × [−1, 1] ,Ω2n(t)(−dt
2 + dθ2))n≥6, and
the associated strong limit space (Mstr, d) (w.r.t. mappings which equal the
identity) then any point p with time coordinate 0 belongs to the timelike contin-
uum. However any neighborhood of such p contains points which do not belong
to the timelike continuum. 
I show that J+(r) is closed for r ∈ T CON (the dual statement follows iden-
tically). Remark first that for q ≪ r, I+(r) ⊂ I+(q) which follows imme-
diately from the continuity of d and the reversed triangle inequality. Hence,
I+(r) ⊂ J+(r). Let (pi)i∈N be a sequence in J+(r) converging to an element
p and choose q ≪ r. Pick s such that q ≪ s ≪ r, then p ∈ I+(s) and hence,
p ∈ I+(q), which finishes the proof.
One might wonder if two chronologically related points can be joined by a time-
like geodesic. In the next example, I show that one can at most expect such
geodesic to be causal.
Example 8
I construct a limit space Mstr in which the unique geodesic (causal curve with
longest length) between two points p ≪ q is broken into a timelike and null
part. The idea is to construct conformal factors Ωǫ which equal 100 in a specific
area A containing q, but not p, and 1 outside A apart from a small tube within
a distance ǫ (w.r.t. the obvious “Riemannian” metric) from A such that the
geodesics from p to q bend towards the lightcone of p as ǫ goes to zero since
they favour travelling inside A as much as possible. We start from the cylinder
universe CYL and let p = (π, 14 ), q = (π,
3
4 ). The past sphere of radius
1
4 around
q intersects the null geodesic t+θ = 14 +π trough p in the point r = (π−
3
16 ,
7
16 ).
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Consider the null ray t−θ = 58 −π trough r, then let B ⊂
{
(θ, t)|t− θ ≥ 58 − π
}
be a closed rectangle containing A(p, q) ∩
{
(θ, t)|t − θ ≥ 58 − π
}
in its interior
such that the distance of B to the boundaries of CYL, with respect to the usual
euclidian metric D˜ defined by dt2 + dθ2, is greater than zero. Define A by suit-
ably rounding off the corners of B outside A(p, q). We define now the outward
ǫ-tube Aǫ of A as the set of all x /∈ A which are a distance less or equal than ǫ
apart from A, i.e.,
Aǫ =
{
x /∈ A|∃a ∈ A : D˜(x, a) ≤ ǫ
}
.
It is well known that for ǫ sufficiently small ∂Aǫ\∂A is smooth if ∂A is. For ǫ suf-
ficiently small, let Ωǫ be a function which equals 100 on A, 1 in the complement
of Aǫ ∪A and undergoes a transition in Aǫ which is only dependent on, and de-
creasing in, the radial outward coordinate. As usual gǫ = Ω
2
ǫ (t, x)(−dt
2 + dθ2),
ψǫδ and ζ
δ
ǫ equal the identity, and d = limǫ→0 dǫ. Define γ1 : [0, 1] → M
str
as γ1(t) = (π −
3t
16 ,
4+3t
16 ). Define γ2 : [0, 1] → M
str as the line running from
(π − 316 ,
7
16 ) to (π,
3
4 ) with uniform speed. I claim that γ = γ2 ◦ γ1 is (upon
reparametrization) the unique distance maximizing causal curve from p to q
with length equal to d(p, q). With t˜ = t− 14 , θ˜ = θ− π we have that the square
of the length of any continuous causal curve which is linear from p to a point
s ∈
{
(θ, t)|t− θ = 58 − π
}
and from s to q, equals
1002
[(
t˜−
1
2
)2
−
(
t˜−
3
8
)2]
+
[
t˜2 − (t˜−
3
8
)2
]
=
3− 1002
4
t˜+
7 · 1002 − 9
64
for 316 ≤ t˜ ≤
7
16 , which proves the first part of the claim. It is up to the reader
to prove that the maximal length, d(p, q), equals 25. 
Intuitively, one would say in the last example that Mstr \ T CON = ∂Mstr.
Hence, it is time to give an intrinsic definition of the past and future boundary.
Definition 5 A sequence (pi)i∈N ∈M
str represents a point of the past bound-
ary, ∂PMstr, iff ∀ǫ > 0, ∃i0 ∈ N : ∀i ≥ i0
pi ∈ (∂PMi)
ǫ
where, now,
Aǫi = {qi ∈Mi|∃ai ∈ Ai : DMi(ai, qi) < ǫ}
for all Ai ⊂Mi. The future boundary ∂FMstr is defined dually. 
We have the following theorem.
Theorem 5 The past and future boundaries of Mstr are achronal sets.
Proof :
Suppose we can find p, q ∈ ∂PM
str such that d(p, q) > 0. Let ǫ = d(p,q)2 and
choose i sufficiently large such that
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• pi, qi ∈ (∂PMi)
ǫ
• |dgi(pi, qi)− d(p, q)| <
ǫ
2 .
Then, by definition, there exist points ri, si ∈ ∂PMi such that
DMi(ri, pi), DMi(si, qi) < ǫ
and, moreover, dgi(pi, qi) >
3ǫ
2 . Hence, since ∂PMi is spacelike, we have that
max
ti∈∂PMi
dgi(ti, pi), max
ti∈∂PMi
dgi(ti, qi) < ǫ
But, on the other hand, for ti ∈ I−(pi) ∩ ∂PMi, we have that dgi(ti, qi) >
3ǫ
2
which gives the necessary contradiction. The proof for the future boundary is
similar. 
Using similar arguments, it is easy to see that there exists no point to the past
of ∂PMstr, nor does there exist a point to the future of ∂FMstr.
As theorems 2, 3 and 4 show, the strong metric is an important object. One
might wonder if the strong metric could be a path metric for some spacetime
(M, g), since such property is stable in the Gromov-Hausdorff limit. Moreover,
a path metric reveals some interesting topological properties of the underlying
space. Unfortunately, we have the following result.
Theorem 6 The strong metric DM is never a path metric for any spacetime
(M, g).
Proof :
Suppose such a spacetime (M, g) exists, and choose p ∈ ∂PM, q ∈ ∂FM such
that dg(p, q) = tdiam(M) = DM(p, q). I show that there exists no point x such
that DM(p, x) = DM(x, q) =
DM(p,q)
2 , which is a contradiction. Let r be a
point such that dg(p, r) = dg(r, q) =
dg(p,q)
2 , then
DM(p, r), DM(r, q) >
dg(p, q)
2
The first part is easily seen by noticing that for s ∈ E+(r) \ {r}
|dg(p, s)− dg(r, s)| = dg(p, s) > dg(p, r).
The second part is proven similary. Let x 6= r; then we have to distinguish two
cases:
• maxt∈∂PM dg(t, x) ≤
dg(p,q)
2
• maxt∈∂PM dg(t, x) >
dg(p,q)
2
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Suppose the former is true, then there exists a point s ∈ I−(r) which is not in
the causal past of x.13 Hence |dg(s, q)− dg(s, x)| >
dg(p,q)
2 , which implies that
DM(x, q) >
dg(p,q)
2 .
Suppose the latter is satisfied; then maxt∈∂FM dg(x, t) <
dg(p,q)
2 and this case is
similar to the previous one. 
It would be interesting to give a criterion which guarantees thatMstr\∂Mstr =
T CON and every point of the boundary is the limit point of a timelike Cauchy
sequence. Particularly from the physical point of view, it is not entirely clear
what degenerate regions would mean. Moreover, it is far from easy to define a
suitable causal relation between two points belonging to them.
Intermezzo:
I suggest three, at first sight different, control mechanisms which prohibit the
limit space from containing “degenerate regions”. Let α : R+ → R+ be a strictly
increasing, continuous function such that α(x) ≤ x for all x ∈ R+. We say that
(M, g) has the C+α , C
−
α or Cα property iff for any tdiam(M) ≥ ǫ > 0 we have
that respectively:
• α(ǫ) ≤ minp∈M↓ǫ
[
maxr∈BDM (p,ǫ)
dg(p, r)
]
≤ ǫ
• α(ǫ) ≤ minp∈M↑ǫ
[
maxr∈BDM (p,ǫ)
dg(r, p)
]
≤ ǫ
• α(ǫ) ≤ minp∈M
[
max
r∈BDM (p,ǫ)
(dg(r, p) + dg(p, r))
]
≤ ǫ
where M↓ǫ = {p ∈ M|p /∈ (∂FM)
ǫ} and M↑ǫ = {p ∈ M|p /∈ (∂PM)
ǫ}.
Clearly, not all functions α are meaningful and should satisfy α(x) + α(y) ≤
α(x + y) for all 0 ≤ x, y ≤ x + y ≤ tdiam(M). This condition follows easily
from the reverse triangle inequality satisfied by dg and the triangle inequality
satisfied by DM. Basic functions α
K
n , n > 1 and K > 0, could be constructed
by declaring that
αKn (x) = K
( x
K
)n
for x ≤ K and x otherwise.
Obviously, α1 ≤ α2, implies that C
±
α2 ⊆ C
±
α1 . Logically, C
+
α and C
−
α imply
Cα, but Cα implies neither of them. The above expressions tell us there is a
balance between local and global causal relations, in the sense that the local
relations cannot become “arbitrarily small” while the global relations remain
almost unaltered. This perhaps needs a bit of explanation. As an example,
consider again the cylinder universe CYL and let p = (π, 23 ). Consider the ball
B(p, 1100 ) of radius
1
100 determined by the usual (observer dependent) Rieman-
nian metric tensor dt2 + dθ2. Construct a conformal factor Ω such that Ω(θ, t)
13If this were not true then r ≤ x which would imply that dg(p, x) >
dg(p,q)
2
which is a
contradiction.
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equals 10−2003 for (θ, t) ∈ B(p, 1101 ), undergoes a smooth transition on the shell
B(p, 1100 ) \ B(p,
1
101 ), and equals 1 everywhere else. It is easy to see that the
strong metric determined by (S1 × [0, 1] ,Ω(θ, t)2(−dt2 + dθ2)) remains almost
unchanged while the local Lorentzian distance changes drastically! So the idea
behind the concept is, losely speaking, to control the conformal factor with
respect to some “reference metric”. The following result is of main interest.
Theorem 7 For any α satisfying the above conditions, the C+α , C
−
α and Cα prop-
erties are stable under generalized, Gromov-Hausdorff convergence. This means
that if, say, ((Mi, gi))i∈N is a generalized, Gromov-Hausdorff Cauchy sequence
such that (Mi, gi) ∈ C+α for all i ∈ N, then (M
str, d) ∈ C+α .
The proof is left as an exercise to the reader (see Appendix B). It is not difficult
to see that M\ ∂Mstr = T CON for a (limit) spacetime satisfying the C+α and
C−α properties. Moreover, every point of the boundary of such space, which does
not equal ∂FM∩ ∂PM, is equivalent to a timelike Cauchy sequence. There are
a few serious questions which can be posed with respect to the above categories
of objects.
Questions
• Can you find spacetimes such that only one of the properties C+α , C
−
α or
Cα is satisfied? If not, are some of them equivalent depending on α?
• Does the limit space of a C+α sequence satisfy M
str \ ∂Mstr = T CON ?
• Same question for the limit space of a C−α or Cα sequence.

Clearly, in order to answer these questions, we need a deeper understanding of
the strong metric. I leave this for future investigation. 
4 Conclusions
In this paper, I have introduced a new viewpoint on the Alexandrov topol-
ogy on a compact spacetime, which distinguishes itself in the limit in case the
limit space contains degenerate regions. Theorems 2, 3 and 4 show that this
metric topology is intimate involved in the Lorentzian Gromov-Hausdorff con-
vergence mechanism, which is one of the most surprising results of this paper.
Meanwhile, concepts as the timelike continuum and timelike capacity were intro-
duced. While the timelike capacity is stable in the limit, the timelike continuum
is not since it is a qualitative, and not quantitative notion. Hence, a new, quan-
titative control device had to be invented as to guarantee that in the limit the
timelike continuum would remain “large”. These are the C±α properties intro-
duced in the intermezzo concluding section 3.
So far, the causal relationship and questions concerning timelike (causal) curves
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were not treated. In section 3, many examples made clear that answers to these
questions are not obvious, and the topic is mainly left for future investigation
[6]. In order to give the reader an idea what lies further ahead, I now present
some open questions regarding the properties of (Mstr, d), which I shall treat
in the third paper.
Questions
• Is it true that two chronologically related points can be connected by a
timelike curve ?
• Can one suitably define ≤ such that Lorentzian causal path connectivity
is stable?
• Is Mstr path connected when all (Mi, gi) are?

To whet the appetite, I invite the reader to convince himself that in order to
define ≤, it is necessary to appeal to the notion of K-causality, which was first
defined by Sorkin and Woolgar [7].
The notion of the strong metric gives an observer independent scale. Using this
idea, it is possible to define a sound notion of dimension for a Lorentz space,
(M, d), which is not a spacetime. Given (M, d) and a spacetime (N , g) and
ǫ > 0. A mapping f : (M, d)→ (N , g) is an ǫ-embedding iff
|dg(f(p), f(q))− d(p, q)| < ǫ
We define Widimǫ(M, d) as the minimal number k such that there exists a
spacetime (N , g) of dimension k and a continuous ǫ-embedding f : (M, d) →
(N , g). Clearly Widimǫ(M, d) is monotonically decreasing in ǫ. Define the
injectivity radius inj(f) of f as the minimal number δ such that DM(p, q) > δ
implies that f(p) 6= f(q). Clearly, if f is an ǫ-embedding, inj(f) ≤ 2ǫ. This is a
consequence of the inequality
DN (f(p), f(q)) ≥ DM(p, q)− 2ǫ
Let me comment on the philosophy behind this definition. There are strong
hints that spacetime is not a manifold, but a “structure which looks like a
manifold on a scale larger than the Planck length ℓp”. So typically ǫ will be of
order of the Planck length. The definition says that, by eventually identifying
points which are at most 2ℓp apart, and by perturbing the metric relations by
a quantity of value smaller than the Planck length, the Lorentz space at hand
is embeddable in a smooth spacetime.
5 Appendix A
I prove here that the relation introduced on page 7 is truly an equivalence
relation ∼. Suppose (pi)i∈N, (qi)i∈N and (ri)i∈N are future timelike Cauchy
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sequences such that (pi)i∈N ∼ (qi)i∈N and (qi)i∈N ∼ (ri)i∈N. I show that
(pi)i∈N ∼ (ri)i∈N. Choose k ∈ N0, then there exists an i0 such that i ≥ i0
implies that pk ≪ qi. Also there exists an i1 such that i ≥ i1 implies that
qi0 ≪ ri, hence pk ≪ ri for all i ≥ i1. Similary, one can find an iˆ1 such that
i ≥ iˆ1 implies that r
k ≪ pi. Taking the maximum of i1 and iˆ1 proves the claim.
The case in which all sequences are past timelike Cauchy is identical. We are
left to prove the case where one of them is from a different type than the other
two. I only prove the case where (pi)i∈N and (q
i)i∈N are future timelike Cauchy
and (ri)i∈N is past timelike Cauchy, the other case being analogous. I show first
that pi ≪ rj for all i, j > 0. Suppose there exist k, l > 0 such that pk /∈ I−(rl)
and let i0 be such that i ≥ i0 implies that pk ≪ qi. But then qi /∈ I−(rl), which
is a contradiction. Remark that for all z ∈ M, pk ≪ z for all k iff ql ≪ z for all
l. This implies that it is impossible for z1, z2 to exist such that pk ≪ z1 ≪ z2
for all k and z2 /∈
⋃
j∈N I
+(rj). Moreover,
⋃
j∈N I
−(pj) =
⋃
j∈N I
−(qj), which
implies it is impossible for z1, z2 to exist such that rk ≫ z1 ≫ z2 for all k and
z2 /∈
⋃
j∈N I
−(pj). 
6 Appendix B
I show that the C+α property is stable. Let ǫ > 0, I show that
α(ǫ) ≤ min
p∈Mstr↓ǫ
max
r∈BD(p,ǫ)
d(p, r).
Choose (pi)i∈N ∈ Mstr↓ǫ, α(ǫ) > δ > 0 and δ > 4γ > 0 such that |x− ǫ| < γ
implies that |α(x) − α(ǫ)| < δ2 . Let i be sufficiently large such that
1
2i−3 < γ,
|DMi(pi, ∂FMi)− ǫ| <
γ
2 and D((pj)j∈N, pi) <
3
2i+1 , where D denotes also the
metric on the disjoint union
⋃
i∈NMi, constructed in the proof of theorem 6.
Then, there exists an ri ∈ BDMi (pi, ǫ−
γ
2 ) such that dgi(pi, ri) > α(ǫ)−
δ
2 . The
final remarks of the same proof show that there exists a point r ∈ Mstr such
that D(r, ri) <
5
2i+1 . Hence,
D((pi)i∈N, r) < ǫ−
γ
2
+
3
2i+1
+
5
2i+1
< ǫ.
Moreover, (8) on page 18 implies that
|d((pj)j∈N, r)− dgi(pi, ri)| <
3
2i−2
+
3
2i+1
+
5
2i+1
=
1
2i−4
<
δ
2
.
Hence, d((pj)j∈N, r) > α(ǫ)− δ. This shows that for any such δ > 0, we can find
an r(δ) ∈ BD((pi)i∈N, ǫ) such that d((pj)j∈N, r) > α(ǫ)− δ. The compactness of
the closed ǫ-balls and the continuity of d in the strong topology finish the proof.
7 Appendix C
I prove the claim made at the end of theorem 4. Choose C to be a countable
dense subset of M1, then by the usual diagonalization argument we can find
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a subsequence (nk)k∈N such that ψnk(p)
k→∞
→ ψ(p) for all p ∈ C. Clearly, ψ
preserves the strong as well as the Lorentz metric. Suppose ψ(C) is not dense
in M2. Then, choose a countable, dense subset D ⊂M2 which contains ψ(C).
Taking a subsequence of (nk)k∈N (which we denote in the same way) if necessary,
we obtain that ζnk(q)
k→∞
→ ζ(q) for all q ∈ D. Obviously, ζ◦ψ equals the identity
on C. Since ψ(C) was supposed not to be dense inM2, we can find an ǫ > 0 and
a point q ∈ D such that DM2(q, ψ(p)) ≥ ǫ for all p ∈ C, but this is impossible
since that would imply that DM1(ζ(q), r) ≥ ǫ for all r ∈ C. Hence, we choose
D = ψ(C) and ψ ◦ ζ equals the identity on ψ(C). I show now that ψ has a
unique continuous extension. Let r ∈ M1 \ C and choose a Cauchy sequence
(rn)n∈N converging to r, then (ψ(rn))n∈N is a Cauchy sequence converging to,
say, ψ(r). It is left as an easy exercise to the reader to show that ψ(r) is defined
independently of the Cauchy sequence. I show now that ψnk(r)
k→∞
→ ψ(r).
Choose ǫ > 0 and let p ∈ C such that DM1(p, r) <
ǫ
3 . Choose k large enough
that nk >
12
ǫ and ψnk(p) ∈ BDM2 (ψ(r)),
ǫ
3 ). Then, DM2(ψnk(p), ψnk(r)) <
2ǫ
3
and the triangle inequality implies that DM2(ψ(r), ψnk (r)) < ǫ which finishes
the proof.
8 Appendix D
Let (X, d) be a topological space where d is a (pseudo) distance and denote by
τ the corresponding locally compact topology. It is an elementary fact that the
open balls B1/n(p) with radius 1/n : n ∈ N0 around p define a countable basis
for τ in p. In this appendix I, J will denote index sets. A (X, τ) cover C is
defined as follows:
C = {Ai|Ai ∈ τ, i ∈ I}
such that ⋃
i∈I
Ai = X.
If C = {Ai|Ai ∈ τ, i ∈ I}, D = {Bj|Bj ∈ τ, j ∈ J} are (X, τ) covers then we say
that C is finer than or is a refinement of D, C < D if and only if
∀i ∈ I ∃j ∈ J : Ai ⊂ Bj .
Next we define a few operations on the set of covers C(X, τ):
Operations on covers
• Let C,D be as before,
C ∧D = {Ai ∩Bj |Ai, Bj ∈ τ i ∈ I, j ∈ J}
C ∧D is obviously a cover, moreover the doublet C(X, τ),∧ is a commu-
tative semigroup.
• For A ⊂ X the star of A with respect to C is defined as follows:
St(A,C) = ∪Ai∈C:A∩Ai 6=∅Ai
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• The star of C,C∗ is then defined as:
C∗ = {St(Ai, C)|Ai ∈ C}
Remark that C < C∗ < C∗∗ . . . and that if I is finite then there exists a
n ∈ N such that after n star operations C has become the trivial cover.
Using the topological basis of open balls, we can define elementary covers
Cn n ∈ N0 as follows:
Cn = {B1/n(p)|p ∈ X}
These elementary covers now define a subset U of C(X, τ) :
U = {C ∈ C(X, τ)|∃Cn : Cn < C}
The set U satisfies the following obvious properties:
1. If C ∈ U and C < D then D ∈ U
2. If C,D ∈ U then C ∧D ∈ U
3. If C ∈ U then ∃D ∈ U : D∗ < C
From now on we take the above properties as a definition for a uniformity:
Definition 6 Let X be a set, a cover C is defined as:
C = {Ai|Ai ⊂ X, i ∈ I}
such that ⋃
i∈I
Ai = X
A collection of covers U is called a uniformity for X if and only if
1. If C ∈ U and C < D then D ∈ U
2. If C,D ∈ U then C ∧D ∈ U
3. If C ∈ U then ∃D ∈ U : D∗ < C
where all definitions of <,∧ and ∗ are independent of τ .
It has been proven that any uniformity can be generated by a family of pseu-
dodistances [11]. This indicates a uniformity defines a topology. For our appli-
cations we need a different ingredient.
Definition 7 Let I be a directed net, and suppose Bi(x) ⊂ X satisfy the fol-
lowing properties:
1. x ∈ Bi(x) ∀x ∈ X, i ∈ I
2. If i ≤ j then Bi(x) ⊂ Bj(x) ∀x ∈ X
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3. ∀i ∈ I, ∃j ∈ I such that ∀y ∈ Bj(x) : x ∈ Bi(y)
4. ∀i ∈ I, ∃j ∈ I such that if z ∈ Bj(y), y ∈ Bj(x) then z ∈ Bi(x).
then we call the family of all Bi(x) a uniform neighborhood system.
Now it has been proven that if {Bi(x)|x ∈ X, i ∈ I} is a uniform neighborhood
system then the family of covers:
Ci = {Bi(x)|x ∈ X}
i ∈ I is a basis for a uniformity on X . On the other hand every uniformity can
be constructed from a uniform neighborhood system.
The topology τU defined by a uniformity U , the uniform topology, is con-
structed as follows:
O(x) ∈ τU ⇐⇒ ∃C ∈ U : St(x,C) ⊂ O(x)
so {St(x,C)|x ∈ X,C ∈ U} defines a basis for the topology. The topology is
Hausdorff if and only if
⋂
O(x)∈τU
O(x) = {x} but it is not difficult to see that
this is equivalent with: ⋂
i∈I
Bi(x) = {x}
where {Bi(x)|i ∈ I, x ∈ X} is the uniform neighborhood system which generates
U . We state a few facts about quotient uniformities. Terminology
• Let (X,U) and (Y, V ) be uniform spaces, a map f : X → Y is uniformly
continuous if and only if
∀C ∈ V : f−1(C) ∈ U
where for C = {Ai|i ∈ I} , f−1(C) = {f−1(Ai)|i ∈ I}.
• A uniformity U˜ on X is finer than U if and only if every cover in U belongs
to U˜ .
• Let π : X → X˜ be a surjective map and (X,U) a uniform space, the
quotient uniformity U˜ on X˜ is the finest uniformity which makes π
uniformly continuous.
Notice that the existence of a quotient uniformity is guaranteed by the lemma
of Zorn, the uniqueness is immediate. The obvious question now is if τU˜ is equal
to the quotient topology of τU . The answer is in general no, but under some
special circumstances it works.
Definition 8 A uniform neighborhood system {Bi(x)|x ∈ X, i ∈ I} is compat-
ible with an equivalence relation on X if and only if
∀i ∈ I, x′ ∼ x and y ∈ Bi(x) ∃y
′ ∼ y : y′ ∈ Bi(x
′)
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As envisaged, compatibility implies that τU˜ is equal to the quotient topology of
τU .
Theorem 8 If U is generated by {Bi(x)|i ∈ I, x ∈ X} which is compatible with
∼ which is for example defined by a surjective map, then the quotient uniformity
U˜ on X˜ = X/ ∼ is generated by the uniform neighborhood system defined by:
B˜i(x˜) = {y˜|∃x ∈ x˜ and y ∈ y˜ : y ∈ Bi(x)}
∀x˜ ∈ X˜, i ∈ I. Moreover τU˜ is equal to the quotient topology of τU and a basis
of neighborhoods of x˜ ∈ X˜ is {B˜i(x˜)|i ∈ I}
As mentioned, every uniformity can be generated by a family of pseudodis-
tances. In the case that the uniformity is generated by a countable uniform
neighborhood system, the topology is defined by one pseudodistance, which is
a distance when the uniformity is Hausdorff. Suppose Cn = {Bn(x)|x ∈ X},
n ∈ N , is a countable basis for a uniformity U , then we can find a subsequence
(nk)k such that:
∀k, w ∈ Bnk(z), z ∈ Bnk(y), y ∈ Bnk(x)⇒ w ∈ Bnk−1(x)
Assume Cn is such a basis.
Theorem 9 Let Cn be a countable basis of U , then with
ρ(x, y) = inf
{n≥0,y∈Bn(x)}
2−n
the function
d(x, y) = inf
K∈N,xk
K∑
k=1
1
2
(ρ(xk−1, xk) + ρ(xk, xk−1))
is a pseudodistance which generates U . {x0, . . . , xK} with x0 = x, xK = y is a
path in X. If U is Hausdorff then d is a distance.
Note that the function d depends on the choice of basis Cn and is therefore not
canonical.
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