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STOCHASTIC FLOWS AND ROUGH DIFFERENTIAL EQUATIONS
ON FOLIATED SPACES
YUZURU INAHAMA AND KIYOTAKA SUZAKI
Abstract. Stochastic differential equations (SDEs) on compact foliated spaces were
introduced a few years ago. As a corollary, a leafwise Brownian motion on a compact
foliated space was obtained as a solution to an SDE. In this paper we construct stochastic
flows associated with the SDEs by using rough path theory, which is something like a
“deterministic version” of Itoˆ’s SDE theory.
1. Introduction
Let M be a manifold or an Euclidean space and let Vi (0 ≤ i ≤ d) be smooth vector
fields on M. Consider the following stochastic differential equation (SDE for short) on
M of Stratonovich type:
(1) dxt =
d∑
i=1
Vi(xt) ◦ dw
i
t + V0(xt)dt, x0 = m ∈M,
where (wt)t≥0 = (w
1
t , . . . , w
d
t )t≥0 is d-dimensional Brownian motion. We assume for sim-
plicity that Vi (0 ≤ i ≤ d) are sufficiently nice so that a unique solution exists for every
m and the explosion of solution never occurs.
AnM-valued random field (x(t,m))t≥0,m∈M is called the stochastic flow associated with
SDE (1) if the process t 7→ x(t,m) solves SDE (1) for every m. It is well-known that, under
mild assumptions, such a stochastic flow exists and m 7→ x(t,m) is a diffeomorphism for
every t ≥ 0, a.s. (See Kunita [10] for example.) Stochastic flows play an indispensable
role in SDE theory.
In a sense, the most difficult part of the theory of stochastic flow is the existence of the
flow. The reason is as follows. Since SDE (1) is solved for each fixed m, the exceptional
subset on which the SDE does not hold depends on m. However, there are uncountably
many m’s. So, it is not obvious a priori if there exists a common exceptional subset
independent of m.
A standard (and probably the only) method in Itoˆ calculus to overcome this difficulty
is Kolmogorov’s continuity criterion (see [10, Section 1.4] for example). Loosely, this
criterion can be viewed as an “averaged” Ho¨lder continuity of (t,m) 7→ x(t,m).
In this paper we are concerned with SDEs on compact foliated spaces. First, let us
quickly recall foliated spaces. A foliated manifold is a n-dimensional manifold with a
decomposition into connected, injectively immersed submanifolds of the same dimension
p. It is also required that the decomposition is locally of the form ⊔{B1×{z} : z ∈ B2},
where B1 is a connected open subset of R
p and B2 is an open subset of R
n−p. The com-
ponents are called the leaves. A foliated space is a topological space defined by allowing
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the transversal B2 to be an open subset of a more general locally compact, second count-
able, metrizable space instead of one of Euclidean space Rn−p. In particular, a foliated
space embedded in a manifold is called a lamination. Foliated manifolds, laminations,
and consequently foliated spaces are regarded as generalization of dynamical systems.
For example, it is known that a locally free action of a connected Lie group on a locally
compact, separable, metric space induces a foliated space with the the orbits as the leaves
([3, Theorem 11.3.9]).
In [8], Garnett introduced Brownian motion along the leaves on a compact foliated Rie-
mannian manifold to extend the ergodic theory of dynamical systems to that of foliated
manifolds. Nowadays such a stochastic process and the invariant measures are called a
leafwise Brownian motion and harmonic measures. Candel [2] improved Garnett’s ap-
proach by using a method for solving evolution equations and the Hille-Yosida theorem
to construct a Markov semigroup generated by a leafwise elliptic differential operator on
a compact foliated space. We call such a process a leafwise diffusion process. For a recent
development of the ergodic theory of foliated spaces with harmonic measures, see [11] for
example.
It was [16] that first introduced and studied SDEs on a compact foliated space. It
should be noted that [9] discusses about some SDEs on a special foliated manifold. It was
shown in [16] that if Vi (0 ≤ i ≤ d) are leafwise smooth vector fields on a compact foliated
spaceM, then SDE (1) has a unique solution without explosion for every m. The solution
gives a leafwise diffusion process. In particular, a leafwise Brownian motion on M was
obtained from a solution to an SDE. In the case of foliated spaces, however, the existence
of a stochastic flow associated with SDE (1) is not known, mainly because Kolmogorov’s
criterion is not available for the following reasons. The criterion can be used only if
M looks locally like a Euclidean space, but a foliated space is in general just a locally
compact, separable metric space. Even whenM happens to have a manifold structure, it
looks very hard to prove an averaged Ho¨lder continuity since many objects are assumed
to be only continuous in the transversal direction. Therefore, proving the existence seems
highly non-trivial (and almost impossible in the framework of Itoˆ calculus).
To overcome this difficulty, we use rough path theory instead of standard SDE theory
in Itoˆ calculus. Rough path theory can be viewed as a deterministic version of SDE
theory. In particular, rough differential equations (RDEs, differential equations in the
rough path sense) are generalized controlled ordinary differential equations and involve
no probability measures. It is also known that flows associated RDEs exist and have nice
properties. Therefore, RDE theory is basically a kind of real analysis and, in particular,
the solution map for an RDE is continuous in all input data including the initial value
(Lyons’ continuity theorem). It is of course possible to reprove the existence of stochastic
flow associated SDE (1) on a Euclidean space under mild assumptions.
The main objective of this paper is to prove the existence of the stochastic flow asso-
ciated SDE (1) on a compact foliated space by using rough path theory. Once RDEs are
introduced on a compact foliated space, it turns out that almost nothing is very difficult
from the viewpoint of rough path theory. We believe that this shows the power of rough
path theory.
The following is our main theorem. Let µ be the d-dimensional Wiener measure on
C0([0, T ],R
d), the space of continuous paths in Rd which start at the origin. We denote
by (wt)0≤t≤T = (w
1
t , . . . , w
d
t )0≤t≤T the canonical realization of d-dimensional Brownian
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motion. Here, T ∈ (0,∞) is an arbitrary time horizon. The terminologies in the statement
will be explained in details in later sections.
Theorem 1.1. Let M be a compact foliated spaces and assume that Vi (0 ≤ i ≤ d)
are leafwise Ck+3-vector fields on M (k ≥ 0). Then, a stochastic flow associated with
SDE (1) exists. Moreover, the flow is almost surely a leaf preserving leafwise smooth
diffeomorphism of M for each fixed t ∈ [0, T ].
A more precise statement is as follows. There exist a µ-null set N and an M-valued
random field {x(t,m, w)} indexed by (t,m) ∈ [0, T ]×M defined on the probability space
(C0([0, T ],R
d), µ) such that the following hold:
• For every m ∈ M and w /∈ N , the mapping t 7→ x(t,m, w) is continuous and
solves SDE (1) with initial condition m.
• For every t ∈ [0, T ] and w /∈ N , the mapping m 7→ x(t,m, w) is a leaf preserving
leafwise Ck-diffeomorphism of M.
• For every w /∈ N , the mapping t 7→ x(t, •, w) is continuous from [0, T ] to the space
of leafwise Ck-diffeomorphisms of M.
Proof. This follows immediately from Propositions 4.8, 4.9, 4.10 and 5.1. (In fact, a
slightly stronger result than this one follows from these propositions.) An explicit form
of N will be given in (12). 
Although leafwise diffusion processes on foliated spaces were already studied (see [2, 4, 8]
for example) before [16], it is done from the viewpoint of Markov semigroups and processes,
not of stochastic analysis. (Here, the term “stochastic analysis” is used in a narrower sense
than usual. It means Itoˆ’s SDE theory and related topics such as rough path theory,
Malliavin calculus and path space analysis.) Generally speaking, stochastic analysis is
very powerful and one could obtain many deep results when it is available. Indeed,
stochastic analysis over Riemannian manifolds is a very rich research topic. We hope
our present work, together with [16], would pave the way for full stochastic analysis over
foliated spaces.
The paper is organized as follows. In Section 2 and 3, we review some fundamental facts
for foliated spaces and rough path theory, respectively. Section 4 is devoted to solve RDEs
on a compact foliated space (Proposition 4.6) and prove that the solutions define flows of
leaf preserving homeomorphisms (Proposition 4.9) or diffeomorphisms (Proposition 4.10).
Finally, we show the existence of stochastic flow of leafwise homeomorphisms associated
with SDE (1) (Proposition 5.1) in Section 5. Moreover, our rough path approach enables
us to improve the measurability of the strong solution constructed in [16] of the SDE (1)
(Proposition 5.1). As other applications, we prove a support theorem (Proposition 5.4)
and a large deviation principle (Proposition 5.5).
2. Preliminaries from foliated spaces
First of all we introduce some notation and basic facts of foliated spaces. Let W1, W2
be topological spaces and U an open subset of Rp×W1. Let k be a non-negative integer.
A function f : U → R is said to be of class CkL on U if f(·, z) is of C
k for any z and
U ∋ (y, z) 7→ ∂αy f(y, z) =
∂i1+i2+···+ip
∂i1y1 · · ·∂ipyp
f(y, z) ∈ R
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is continuous for any multi-index α = (i1, i2, . . . , ip) with |α| = i1 + i2 + · · ·+ ip ≤ k. A
map f : U → Rd is said to be of class CkL if each of the component functions is of class
CkL on U . Let V be an open subset of R
d × W2. A map f : U → V is said to be of
class CkL if it is locally of the form f(y, z) = (f1(y, z), f2(z)), where f1 is of class C
k
L and
f2 is continuous. In this paper we sometimes use the term “leafwise C
k’’ meaning the
smoothness defined above. In particular, we call a map f : U → V a leafwise smooth map
if it is of class CkL for any non-negative integer k.
LetM, Z be locally compact, separable, metrizable spaces. M is called a p-dimensional
foliated space (modeled transversely on Z) if there exist an open cover {Uα} of M and
homeomorphisms {ϕα : Uα → Bα,1 × Bα,2} such that if Uα∩Uβ 6= ∅, then ϕβ◦ϕ−1α : ϕα(Uα∩
Uβ)→ ϕβ(Uα ∩Uβ) is leafwise smooth, where Bα,1 is a connected open set in Rp and Bα,2
is an open set in Z. Such a pair (Uα, ϕα) is called a foliated chart and {Uα} ofM is called
a foliated atlas. For convenience we sometimes write (yα, zα) instead of ϕα and regard Uα
as Bα,1 × Bα,2 endowed with the product metric
dist((yα, zα), (y˜α, z˜α)) = |yα − y˜α|+ dZ(zα, z˜α),
where | · | is the standard Euclidean norm and dZ is any metric inducing the topology of
Z. A plaque is a set of the form ϕ−1α (Bα,1 × {z}). We may assume that {Uα} is regular,
that is:
(1) For each α, Uα is a compact subset of a foliated chart (Wα, ψα) and ϕα = ψα|Uα.
Hence we can consider the plaques of Uα.
(2) U is locally finite.
(3) Given foliated charts (Uα, ϕα), (Uβ , ϕβ), and a plaque P ⊂ Uα, then P meets at
most one plaque of Uβ .
For any m ∈M, we set
Lm = {x ∈M : there exist plaques P1, P2, . . . , Pn
such that m ∈ P1, x ∈ Pn and Pi ∩ Pi+1 6= ∅ for 1 ≤ i ≤ n− 1} .
The subset Lm of M is called the leaf passing through m ∈ M. M is decomposed into
the leaves {Lλ}λ∈Λ. One can easily see that each of the leaves is a p-dimensional smooth
manifold. A foliated chart (U, (y, z)) containing m ∈ M naturally induces a basis
(2)
{(
∂
∂y1
)
m
,
(
∂
∂y2
)
m
, . . . ,
(
∂
∂yp
)
m
}
of Tm(Lm), where Tm(Lm) is the tangent space of Lm at m. A leafwise Ck vector field
V on M is a map V : M ∋ m 7→ V (m) ∈ Tm(Lm) whose components
{
V˜ i(y, z)
}p
i=1
with respect to the basis (2) are leafwise Ck in every foliated chart. References for these
fundamentals are found in [3, Chapter 11] and [13, Chapter II].
Next we introduce mapping spaces and jets between foliated spaces in the same way as
in the case of manifolds (See [12, Chapter 2-4] for example). Let X be a locally compact,
separable, metrizable space and Y a Polish space, i.e., a separable, completely metrizable
space. We denote by C(X ,Y) the totality of continuous maps from X into Y . The
compact-open topology on C(X ,Y) is generated by the sets of the form
{f ∈ C(X ,Y) : f(K) ⊂ V }
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where K ⊂ X is compact and V ⊂ Y is open. For any metric that induces the topology
of Y , the compact-open topology is the same as that of uniform convergence on every
compact set of X and hence C(X ,Y) is a Polish space. In particular, if X is compact
and dY is any (complete) metric that induces the topology of Y , then C(X ,Y) can be
metrized by the (resp. complete) metric
dC(X ,Y)(f, g) = sup
x∈X
dY(f(x), g(x)).
Hence, for any two metrics dY , d˜Y that induce the topology of Y , supx∈X dY(f(x), fn(x))→
0 as n → ∞ if and only if supx∈X d˜Y(f(x), fn(x)) → 0 as n → ∞. (The most typical
example of X is a compact interval. In later sections, Y will often be Uα, whose topology
is also induced by the product metric.)
Let M and N be foliated spaces modeled transversely on Z1, Z2 of dimension p1, p2
respectively. It is well-known that locally compact, separable, metrizable spaces are Polish
spaces. A map f : M → N is called foliation preserving if the image of each leaf in M
is contained in a leaf in N . In particular, a map f : M→M is called leaf preserving if
f(m) ∈ Lm for any m ∈M. We denote CL(M,N ) by the totality of foliation preserving
continuous maps from M into N . It is easy to see that CL(M,N ) is a closed subset of
C(M,N ). Hence CL(M,N ) is also a Polish space. A pair of foliated charts (U, ϕ) for
M and (V, ψ) for N is adapted to f if f(U) ⊂ V . Then the map
ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ(V )
is called the local representation of f in the given charts, at the point m if m ∈ U . The
local representation is of the form ψ◦f ◦ϕ−1(y, z) = (f1(y, z), f2(z)). Given a non-negative
integer k, we call the map f a CkL-map if it has local representation of class C
k
L at all points
inM. One can easily see that if f is a CkL-map then every local representation is of class
CkL. We denote by C
k
L(M,N ) the totality of C
k
L-maps fromM intoN . A homeomorphism
f : M→N is called a CkL-diffeomorphism if f ∈ C
k
L(M,N ) and f
−1 ∈ CkL(N ,M). Note
that C0L(M,N ) = CL(M,N ) and if f is a C
k
L-diffeomorphism then the restriction f |Lm
to the leaf Lm in M is a Ck-diffeomorphism onto the leaf L˜f(m) in N for any m ∈ M.
We denote by DiffkL(M,N ) the totality of C
k
L-diffeomorphisms from M onto N . We
put CkL(M) = C
k
L(M,R), Diff
k
L(M) = Diff
k
L(M,M), and HomeoL(M) = Diff
0
L(M) for
simplicity.
For k ≥ 1, a k-jet fromM into N is an equivalence class [m, f, U ]k, where U ⊂M is an
open set, m ∈ U , and f : U → N is a CkL-map. The equivalence relation is defined so that
[m, f, U ]k = [m
′, f ′, U ′]k if m = m
′ and local representations f = (f1, f2) and f
′ = (f ′1, f
′
2)
in some (and hence any) pair of foliated charts adapted to f and f ′ satisfy ∂αy f1 = ∂
α
y f
′
1
and f2 = f
′
2 at m for any multi-index α with |α| ≤ k. We denote the k-jet of f at m by
jkLf(m) = [m, f, U ]k
and the set of all k-jets from M into N by JkL(M,N ).
Consider the case when M = Rp1 × Z1, N = Rp2 × Z2. Let U be an open subset
of Rp1 × Z1 and f ∈ CkL(U,R
p2 × Z2). f is expressed as f(y, z) = (f1(y, z), f2(z)) for
(y, z) ∈ U . Hence the k-jet of f at (y, z) ∈ U has a canonical representative
jkLf(y, z) ≃ (f1(y, z), f2(z), {∂
α
y f1(y, z)}1≤|α|≤k) ∈ R
p2 ×Z2 ×
k∏
ℓ=1
Lℓsym((R
p1)ℓ,Rp2),
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where Lksym((R
p1)k,Rp2) is the linear space of symmetric k-linear maps from (Rp1)k to Rp2.
Conversely, we see that any element of Rp2 × Z2 ×
∏k
ℓ=1 L
ℓ
sym((R
p1)ℓ,Rp2) comes from a
unique k-jet at (y, z). Thus we can identify
JkL(R
p1 ×Z1,R
p2 × Z2) ≃ R
p1 ×Z1 × R
p2 × Z2 ×
k∏
ℓ=1
Lℓsym((R
p1)ℓ,Rp2)
≃ Rp1 × Rp2 ×
k∏
ℓ=1
Lℓsym((R
p1)ℓ,Rp2)×Z1 × Z2.
If U ⊂ Rp1 × Z1 and V ⊂ Rp2 × Z2 are open sets then JkL(U, V ) is an open subset of
JkL(R
p1 × Z1,R
p2 ×Z2).
Let (U, ϕ), (V, ψ) be foliated charts for M, N . The map defined by
θU,V : J
k
L(U, V ) ∋ j
k
Lf(m) 7→ j
k
L(ψ ◦ f ◦ ϕ
−1)(ϕ(m)) ∈ JkL(ϕ(U), ψ(V ))
is a bijection. Therefore, if we regard (JkL(U, V ), θU,V ) as a foliated chart and introduce the
topology on JkL(M,N ) by these foliated charts, then we see that J
k
L(M,N ) is a foliated
space. For each f ∈ CkL(M,N ), f induces a map j
k
Lf : M ∋ m 7→ j
k
Lf(m) ∈ J
k
L(M,N ).
One can easily see that this map is a C0L-map. The next proposition is proved in the same
way as in the case of manifolds. Refer to the original proof of [12, Theorem 4.3].
Proposition 2.1. The map
jkL : C
k
L(M,N )→ CL(M, J
k
L(M,N ))
is injective and the image is closed.
By Proposition 2.1, if we give CkL(M,N ) the topology induced by the map j
k
L, then we
see that CkL(M,N ) is a Polish space. The following proposition is useful in our arguments.
Proposition 2.2. Suppose that M, N are foliated spaces and suppose further that M
is compact. Let {fn} be a sequence in C
k
L(M,N ). Then, for a map f ∈ C
k
L(M,N ), the
following conditions are equivalent.
(i) fn converges to f as n→∞ in CkL(M,N ).
(ii) For any m ∈ M, there exist a positive integer N and a pair of foliated charts
(U, ϕ), (V, ψ) adapted to f such that m ∈ U and for n ≥ N ,
– the pair of foliated charts (U, ϕ), (V, ψ) is adapted to fn and
– local representations f = (f1, f2) and fn = (fn,1, fn,2) satisfy that
(3) ∂αy fn,1 → ∂
α
y f1 and fn,2 → f2
uniformly as n → ∞ on a neighborhood of m in U for every multi-index α
with |α| ≤ k.
We omit the proof since it is shown in a similar way as the previous proposition.
In what follows, we assume that M is compact. We set metrics on HomeoL(M) and
DiffkL(M), k ≥ 1, by
dist(f, g) = dC(M,M)(f, g) + dC(M,M)(f
−1, g−1),
and dist(f, g) = dC(M,Jk
L
(M,M))(j
k
Lf, j
k
Lg) + dC(M,JkL(M,M))(j
k
L(f
−1), jkL(g
−1)),
respectively. Therefore fn → f as n→∞ in HomeoL(M) (resp. Diff
k
L(M)) if and only if
fn → f and f−1n → f
−1 as n→∞ in CL(M,M) (resp. CkL(M,M)).
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3. Preliminaries from rough path theory
Now we recall basics of rough path theory very briefly. Assume α ∈ (1/3, 1/2) through-
out this paper unless otherwise stated. Set △[a,b] = {(s, t) : a ≤ s ≤ t ≤ b} for 0 ≤ a < b
and △T = △[0,T ] for T > 0.
First, we introduce α-Ho¨lder geometric rough paths. A continuous mapw = (1,w1,w2)
from △T to the truncated tensor algebra T (2)(Rd) = R⊕ Rd ⊕ (Rd ⊗ Rd) is called an α-
Ho¨lder rough path if the following (4)–(5) are satisfied:
w1s,t = w
1
s,u +w
1
u,t, w
2
s,t = w
2
s,u +w
2
u,t +w
1
s,u ⊗w
1
u,t (0 ≤ s ≤ u ≤ t ≤ T ),(4)
‖wi‖iα := sup
0≤s<t≤T
|wis,t|
(t− s)iα
<∞ (i = 1, 2).(5)
The set of α-Ho¨lder rough paths is denoted by Ωα([0, T ],R
d), which is equipped with a
natural distance dα(w, wˆ) := maxi=1,2 ‖wi − wˆi‖iα. We will usually write w = (w1,w2)
by omitting the trivial component “1”.
For a Lipschitz continuous path w = (wt)0≤t≤T in R
d with w0 = 0, we set w
1
s,t = wt−ws
and w2s,t =
∫ t
s
(wu − ws) ⊗ dwu by using Riemann-Stieltjes integral. Then, it is easy to
see that w ∈ Ωα([0, T ],Rd). We denote the natural lift map by L : C
1−Hld
0 ([0, T ],R
d) →
Ωα([0, T ],R
d), i.e., w = L(w). The α-Ho¨lder geometric rough path space GΩα([0, T ],R
d)
is defined to be the dα-closure of L(C
1−Hld
0 ([0, T ],R
d)) in Ωα([0, T ],R
d). By the way it is
defined, GΩα([0, T ],R
d) is a complete and separable metric space. It is well-known that
every w ∈ GΩα([0, T ],Rd) satisfies the following shuffle relation:
(6) w1,js,tw
1,k
s,t = w
2,jk
s,t +w
2,kj
s,t ((s, t) ∈ △T , 1 ≤ j, k ≤ d).
We consider the following rough differential equation (with drift) driven by an α-Ho¨lder
geometric rough path w = (w1,w2) ∈ GΩα([0, T ],Rd):
(7) dxt =
d∑
i=1
Vi(xt)dw
i
t + V0(xt)dt.
Here, Vi (0 ≤ i ≤ d) is a vector field on Rp. When it is regarded as a Rp-valued function,
it is written as V˜i or ViId. As usual, we set ‖Vi‖Ck
b
:= ‖V˜i‖Ck
b
=
∑k
l=0 ‖∇
lV˜i‖∞, where
‖ · ‖∞ stands for the sup-norm (0 ≤ k < ∞). If the vector fields are C3, then for any
given initial condition ξ ∈ Rp there exists a unique solution up to an explosion time. If
w = L(w) for some w ∈ C1−Hld0 ([0, T ],R
d), then the unique solution (xt) coincides with
the one in the Riemann-Stieltjes sense. When there is a unique global solution (xt) with
x0 = ξ for given w, ξ, V := [V˜1, . . . , V˜d; V˜0], we write xt = Ψ(ξ,w,V)t. If the vector fields
are C3b , then no explosion occurs (i.e., a unique global solution exists).
In this paper we only consider the first level path of a solution to an RDE and simply
call it a solution. (The first level path is the component that plays the role of a path in
the usual sense.) Therefore, a solution (xt) to RDE (7) is an α-Ho¨lder path that starts at
a certain initial point.
Remark 3.1. There are in fact several formulations of an RDE. In any of them, the
first level path of a solution coincide. The three major formulations are as follows:
• Lyons’ original formulation: A solution of an RDE is also a rough path. (See
[15, 14] for example.)
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• Gubinelli’s controlled path theory: A solution of an RDE driven by a rough path
is not a rough path, but a controlled path with respect to the given rough path.
(See [6] for example.)
• Davie’s formulation: A solution of an RDE is a usual path that satisfies a Euler-
type short time approximation. (See [7] for example.) This formulation has vari-
ants e.g. [1], which will be used in the present paper.
We now recall Lyons’ continuity theorem, which states that Lyons-Itoˆ map is (locally
Lipschitz) continuous in all of its arguments. This is the most important theorem in rough
path theory. In this paper it is quite important that the solution depends continuously
on the coefficient of the RDE.
Proposition 3.2. We have the following results for RDE (7).
(1) For every ξ ∈ Rp, w ∈ GΩα([0, T ],Rd), and V ∈ C3b (R
p,Rp ⊗ Rd+1), then there
exists a unique solution x = (xt)0≤t≤T to RDE (7) with x0 = ξ.
(2) The Lyons-Itoˆ map (ξ,w,V) 7→ x = Ψ(ξ,w,V) is a locally Lipschitz continuous
map from Rd × GΩα([0, T ],Rd) × C3b (R
p,Rp ⊗ Rd+1) to Cα−Hld([0, T ],Rp). More
precisely, we have the following estimate: If
max
i=1,2
‖wi‖1/iiα ≤ K, max
i=1,2
‖wˆi‖1/iiα ≤ K, ‖V‖C3b ≤ K, ‖Vˆ‖C3b ≤ K
for K > 0, then there exists a positive constant CK which depends only on K such
that
‖Ψ(ξ,w,V)−Ψ(ξˆ, wˆ, Vˆ)‖α ≤ CK(|ξ − ξˆ|+ dα(w, wˆ) + ‖V − Vˆ‖C3
b
).
Here, the norm on the left hand side stands for the α-Ho¨lder seminorm.
Proof. This is a special case of [7, Theorem 10.26]. 
Remark 3.3. If we consider RDE (7) on a subinterval [a, b] ⊂ [0, T ], then a unique
global solution x with xa = ξ is denoted by x = Ψ[a,b](ξ,w,V) (if it exists). Of course,
Proposition 3.2 above applies to Ψ[a,b] with trivial modifications and the local Lipschitz
constant CK can be chosen independent of [a, b].
Proposition 3.4. Let w ∈ GΩα([0, T ],Rd) and [a, b] be a subinterval of [0, T ]. Assume
that Vi (0 ≤ i ≤ d) is C3. Then, for x ∈ C([a, b],Rp), the following conditions are
equivalent.
(A) x is the first level path of a unique solution to RDE (7) on [a, b].
(B) x satisfies
f(xt)− f(xs) =
d∑
i=1
Vif(xs)w
1,i
s,t +
d∑
j,k=1
VjVkf(xs)w
2,jk
s,t
+ V0f(xs)(t− s) +O(|t− s|
3α)(8)
for every f ∈ C3(Rp,R) and (s, t) ∈ △[a,b].
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Remark 3.5. The precise meaning of (8) is as follows: There exists a positive constant
C such that∣∣∣f(xt)− f(xs)− { d∑
i=1
Vif(xs)w
1,i
s,t +
d∑
j,k=1
VjVkf(xs)w
2,jk
s,t
+ V0f(xs)(t− s)
}∣∣∣ ≤ C|t− s|3α, (s, t) ∈ △[a,b].
Here, C may depend on f, [a, b],w, x and Vi’s, but not on (s, t). It should be noted that
when we write O(|t− s|3α) we do not assume that t− s is small enough. Throughout this
paper, we will use Landau’s “O-symbol” in this way.
Proof of Proposition 3.4. As usual we set σ = [V˜1, . . . , V˜d] and b = V˜0, which take values
in Rp ⊗ Rd and Rp, respectively. Then, the matrix notation for RDE (7) reads
dxt = σ(xt)dwt + b(xt)dt.
In this proof this is understood in the sense of controlled rough path theory.
First, we show (A) implies (B). Let (x, x†) be a unique solution of the above RDE, that
is, it is a controlled path with respect to w and satisfies
(9) xt − x0 =
∫ t
0
σ(xu)dwu +
∫ t
0
b(xu)du, x
†
t = σ(xt).
Precisely, the integrand in the integration above is (σ(x), σ(x)†) = (σ(x),∇σ(x) · x†). By
a basic estimate for rough path integrals (Theorem 4.10 [6]), we see that for a ≤ s ≤ t ≤ b
xt − xs = σ(xs)w
1
s,t + σ(x)
†
sw
2
s,t + b(xs)(t− s) +O(|t− s|
3α)
= σ(xs)w
1
s,t +∇σ(xs) · σ(xs)〈w
2
s,t〉+ b(xs)(t− s) +O(|t− s|
3α)
=
∑
i
ViId(xs)w
1,i
s,t +
∑
j,k
VjVkId(xs)w
2,jk
s,t + V0Id(xs)(t− s) +O(|t− s|
3α).(10)
Here, we set ∇σ(x) · σ(x)〈ξ ⊗ η〉 = ∇σ(x)〈σ(x)ξ, η〉 for ξ, η ∈ Rd and Id stands for the
identity map of Rp.
Plugging this into the Taylor expansion of f ∈ C3, we obtain
f(xt)− f(xs) = ∇f(xs)〈xt − xs〉+
1
2
∇2f(xs)〈xt − xs, xt − xs〉+O(|xt − xs|
3)
= ∇f(xs)
〈∑
i
ViId(xs)w
1,i
s,t +
∑
j,k
VjVkId(xs)w
2,jk
s,t + V0Id(xs)(t− s)
〉
+
1
2
∇2f(xs)
〈∑
i
ViId(xs)w
1,i
s,t,
∑
i′
Vi′Id(xs)w
1,i′
s,t
〉
+O(|t− s|3α)
=
∑
i
Vif(xs)w
1,i
s,t +
∑
j,k
VjVkf(xs)w
2,jk
s,t + V0f(xs)(t− s) +O(|t− s|
3α).(11)
Here, we used the shuffle relation (6) and the symmetry of ∇2f . Thus, we have obtained
(B) from (A).
Next, we show (B) implies (A). Since the image of t 7→ xt is compact, there exists
an Rp-valued C3b -function f which coincides with Id on a ball that contains the image.
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Applying (B) to each component of f , we get
xt − xs =
∑
i
ViId(xs)w
1,i
s,t +
∑
j,k
VjVkId(xs)w
2,jk
s,t + V0Id(xs)(t− s) +O(|t− s|
3α)
= σ(xs)w
1
s,t +∇σ(xs) · σ(xs)〈w
2
s,t〉+ b(xs)(t− s) +O(|t− s|
3α).
This implies that, if we set x† = σ(x), then (x, x†) is a controlled path with respect to w.
By a composition formula for controlled path (Lemma 7.3 [6]), so is (σ(x), σ(x)†) if we
set σ(x)† = ∇σ(x) · x† = ∇σ(x) · σ(x). Hence, for a ≤ s ≤ t ≤ b, we have
xt − xs = σ(xs)w
1
s,t + σ(x)
†
sw
2
s,t + b(xs)(t− s) +O(|t− s|
3α).
Fix s < t and let P = {s = t0 < t1 < · · · < tN = t} be a partition of [s, t] ⊂ [a, b]. It
is obvious that
∑N
i=1O(|ti− ti−1|
3α)→ 0 as the mesh |P| tends to zero. By the Riemann
sum approximation of rough path integral (Theorem 4.10 [6]), we see that
xt − xs =
N∑
i=1
(xti − xti−1)
=
N∑
i=1
(
σ(xti−1)w
1
ti−1,ti
+ σ(x)†ti−1w
2
ti−1,ti
+ b(xti−1)(ti − ti−1)
)
+
N∑
i=1
O(|ti − ti−1|
3α)
→
∫ t
s
σ(xu)dwu +
∫ t
s
b(xu)du
as |P| tends to zero. Note that we have used 3α > 1. Thus, we have shown (A). 
Due to this proposition, Condition (B) can alternatively be adopted as a definition
of RDE (7). In that case, the uniqueness of solution may not be obvious at first sight.
However, if Vi (0 ≤ i ≤ d) is C3, the uniqueness holds for the following reason. If both x
and x˜ satisfy Condition (B) and xa = x˜a, then (x, σ(x)) and (x˜, σ(x˜)) solves the RDE in
the sense of controlled path theory. Using the uniqueness of solution in controlled path
theory, we have (x, σ(x)) = (x˜, σ(x˜)) and therefore x = x˜.
Remark 3.6. By Proposition 3.4, Condition (B) can be used as an alternative definition
of RDEs. This type of formulation is a variant of Davie’s formulation and was first given
in Bailleul [1]. This definition naturally carries over to the case of manifold-valued RDEs
and has the following clear advantages (compared to other definitions of manifold-valued
RDEs):
• A solution is a usual path. It is clear what a manifold-valued path is. In contrast, in
Lyons’ and Gubinelli’s definitions, a solution has “higher objects.” On a manifold,
however, these higher objects do not look very nice although they can be defined.
• Clearly, it does not depend on the choice of local coordinate. The differential
structure of the manifold is reflected in the class of the test function f .
In the next section we will define RDEs on a foliated space in a parallel way.
Definition 3.7. Let x ∈ C([0, T ], B1), where B1 is an open subset of Rp, and let Vi be
a vector fields on B1 (0 ≤ i ≤ d). Choose χ ∈ C∞(Rp,R) with compact support such that
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supp χ ⊂ B1 and χ ≡ 1 on a neighborhood of Image x := {xt : t ∈ [0, T ]}. Set V ∗i = χVi
and regard it as a vector field on Rp (0 ≤ i ≤ d). We say that x is a solution to RDE (7)
if it solves
dxt =
d∑
i=1
V ∗i (xt)dw
i
t + V
∗
0 (xt)dt.
It is easy to see that this definition is independent of the choice of χ.
Define the time-reversal map RT of an Rd-valued w path with w0 = 0 by (RTw)(t) =
wT−t − wT . Then, RT is an involution (i.e., R2T is the identity map) and preserves the
Ho¨lder norm of w. By slightly abusing the notation, we also define RT : GΩα([0, T ],Rd)→
GΩα([0, T ],R
d) by
(RTw)
1,i
s,t = −w
1,i
T−t,T−s, (RTw)
2,ij
s,t = w
2,ji
T−t,T−s.
Then, RT is an involution and preserves the α-Ho¨lder rough path norm of w. It is easy
to see that RTL(w) = L(RTw) for a Lipschitz path w with w0 = 0. Hence, {L(wn)}∞n=1
converges to w in GΩα([0, T ],R
d) if and only if {L(RTwn)}∞n=1 converges to RTw in
GΩα([0, T ],R
d).
Consider RDE (7) and assume that Vi’s are C
3
b . If w = L(w) for w ∈ C
1−Hld
0 ([0, T ],R
d),
then it is well-known that ξ 7→ Ψ(ξ,w,V)T and ξ 7→ Ψ(ξ,RTw, Vˇ)T are the inverses of
each other. Here, we set Vˇ = [V˜1, . . . , V˜d;−V˜0] (the sign of the drift was changed).
Hence, ξ 7→ Ψ(ξ,w,V)T is a homeomorphism of Rp. We can show that this property
also holds for a general geometric rough path w by approximating it by (the natural lift
of) a Lipschitz path.
Now we introduce a probability measure. Let µ be the d-dimensional Wiener measure,
that is, the law of the standard d-dimensional Brownian motion starting at 0. It sits on
C0([0, T ],R
d). Set
(12) N = {w ∈ C0([0, T ],R
d) : {W(m)}∞m=1 is not Cauchy in GΩα([0, T ],R
d)}
where w(m) is the piecewise linear approximation of w associated with the dyadic partition
{jT/2m}0≤j≤2m and W(m) = L(w(m)). It is known that with respect to the Wiener
measure µ, µ(N ) = 0. Hence, under µ, W := limm→∞W(m) defines a random variable
that takes values in GΩα([0, T ],R
d). We call it Brownian rough path.
The Stratonovich-type SDE corresponding to RDE (7) reads
(13) dXt =
d∑
i=1
Vi(Xt) ◦ dw
i
t + V0(xt)dt,
where (wt) stands for the canonical realization of the d-dimensional Brownian motion.
When we specify the initial condition we write Xt = X(t, ξ, w) (the dependence on Vi’s
is suppressed).
If Vi’s are C
3
b , then Lyons’ continuity theorem (Proposition 3.2) and Wong-Zakai’s
approximation theorem imply that
(14) Ψ(ξ,W,V) = lim
m→∞
Ψ(ξ,W(m),V) = X(•, ξ, w) in Cα−Hld([0, T ],Rp), µ-a.s.
Thus, the solution of SDE is obtained as a continuous image of W.
Next, consider the case that Vi’s are only C
3. Under this condition RDE (7) may not
have a global solution for some w. If we assume that a unique solution to SDE (13) does
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not explode, then we can prove that (14) still holds by standard cut-off technique. (In
particular, µ({w ∈ N c : Ψ(ξ,W,V) does not explode}) = 1.)
For the rest of this section, we discuss the differentiability of the flow ξ 7→ xt =
Ψ(ξ,w,V)t associated with RDE (7). We get back to the deterministic setting, again.
It is already known that if Vi’s are of C
k+3
b , then ξ 7→ Ψ(ξ,w,V)t is a C
k-diffeomorphism
(k ≥ 1) and the derivatives satisfy certain linear RDEs. See [7, Section 11.2] for example.
Now we quickly recall this fact.
First, we fix the notation. The standard gradient on Rp is denoted by ∇. Hence, if
F : Rp → Rq is sufficiently nice, then ∇kF : Rp → Lk(Rp × · · · × Rp,Rq), where Lk(Rp ×
· · · × Rp,Rq) stands for the set of k-linear maps from Rp × · · · × Rp to Rq.
We set J
(1)
t (ξ) = ∇Ψ(ξ,w,V)t, J
(−1)
t (ξ) = [J
(1)
t (ξ)]
−1, where the inverse is taken as a
p × p-matrix. We also set J (l)t (ξ) = ∇
lΨ(ξ,w,V)t for l ≥ 2. (When necessary, we write
J
(l)
t (ξ) = J
(l)(ξ,w,V)t, etc.)
The derivative and its inverse satisfy the following system of RDEs:
dJ
(1)
t (ξ) =
d∑
i=1
∇V˜i(xt)J
(1)
t (ξ)dw
i
t +∇V˜0(xt)J
(1)
t (ξ)dt, J
(1)
0 = Id,(15)
dJ
(−1)
t (ξ) = −
d∑
i=1
J
(−1)
t (ξ)∇V˜i(xt)dw
i
t − J
(−1)
t (ξ)∇V˜0(xt)dt, J
(−1)
0 = Id.(16)
Here, ∇V˜i, J
(±1)
t are considerded to be p × p matrix-valued. Given the solution of (7),
RDEs (15)–(16) are linear RDEs. So, the system of RDEs (7), (15), (16) has a unique
global solution.
For l ≥ 2, J (l)t (ξ) are known to satisfy simple (inhomogeneous) linear RDEs with some
kind of triangular structure.
dJ
(l)
t (ξ) =
d∑
i=1
∇V˜i(xt)J
(l)
t (ξ)dw
i
t +∇V˜0(xt)J
(l)
t (ξ)dt(17)
+ [terms involving dwit, dt, xt, J
(1)
t (ξ), . . . , J
(l−1)
t (ξ)], J
(l)
0 = 0.
The precise form of (17) is obtained by formal differentiation of RDE (7). When l = 2,
for instance, RDE (17) reads:
dJ
(2)
t (ξ) =
d∑
i=1
∇V˜i(xt)J
(2)
t (ξ)dw
i
t +∇V˜0(xt)J
(2)
t (ξ)dt(18)
+
d∑
i=1
∇2V˜i(xt)〈J
(1)
t (ξ), J
(1)
t (ξ)〉dw
i
t
+∇2V˜0(xt)〈J
(1)
t (ξ), J
(1)
t (ξ)〉dt, J
(2)
0 = 0.
Here, ∇2V˜i(xt)〈J
(1)
t (ξ), J
(1)
t (ξ)〉 denotes the bilinear map ∇
2V˜i(xt)〈J
(1)
t (ξ)•, J
(1)
t (ξ)⋆〉 ∈
L2(Rp ×Rp,Rp). Due to the triangular structure, RDE (17) has a unique global solution
and it admits a Duhamel-type expression in the sense of rough path integral:
J
(l)
t (ξ) = J
(1)
t (ξ)
∫ t
0
J (−1)s (ξ)[terms involving dw
i
s, ds, xs, J
(1)
s (ξ), . . . , J
(l−1)
s (ξ)].
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Therefore, the system of RDEs (7), (15), (16), (17) with 2 ≤ l ≤ k has a unique global
solution. Once we know a unique global solution exists, we can prove Lyons’ continuity
theorem for this system of RDEs by a standard cut-off argument. This is summarized as
follows:
Proposition 3.8. Let the notation be as above and k ≥ 1. Assume that the vector
fields Vi (0 ≤ i ≤ d) are of C
k+3
b . Then, the unique global solution of the system of RDEs
(7), (15), (16), (17) with 2 ≤ l ≤ k satisfies the following estimate: If
max
i=1,2
‖wi‖1/iiα ≤ K, max
i=1,2
‖wˆi‖1/iiα ≤ K, ‖V‖Ck+3
b
≤ K, ‖Vˆ‖Ck+3
b
≤ K
for K > 0, then there exists a positive constant C ′K which depends only on K such that
‖J (l)(ξ,w,V)t − J
(l)(ξˆ, wˆ, Vˆ)t‖α ≤ C
′
K(|ξ − ξˆ|+ dα(w, wˆ) + ‖V − Vˆ‖Ck+3
b
)
for l = −1, 1, 2, . . . , k. Here, the norm on the left hand side stands for the α-Ho¨lder
seminorm.
Remark 3.9. Let F : Rp → Rp be of Ck and assume that ∇F (ξ) =: JF (ξ) is invertible
at every ξ (recall that JF (ξ)
−1 = JF−1(F (ξ))). Let k ≥ 2. Then, by standard argument
∇kF−1 can be written in terms of F, F−1, JF and ∇lF for 1 ≤ l ≤ k. For example, if we
denote G(ξ) = F−1(ξ),
(∇2G)(F (ξ)) = −JF (ξ)
−1 ◦ (∇2F )(ξ)〈JF (ξ)
−1⋆, JF (ξ)
−1•〉.
For this reason, we need not compute RDEs concretely for ∇k[Ψ(•,w,V)−1t ] for k ≥ 2.
4. RDE on foliated space
Now we define RDE on a compact foliated space M. For leafwise C3-vector fields
Vi (0 ≤ i ≤ d) on M and w ∈ GΩα([0, T ],Rd), we consider the following RDE (with
drift) on the time interval [a, b] ⊂ [0, T ]:
(19) dxt =
d∑
i=1
Vi(xt)dw
i
t + V0(xt)dt.
Definition 4.1. A continuous path x ∈ C([a, b],M) is said to be a solution to RDE
(19) with initial condition m ∈M if the following conditions are satisfied:
(1) xa = m.
(2) For every leafwise C3-function f on M, it holds that
f(xt)− f(xs) =
d∑
i=1
Vif(xs)w
1,i
s,t +
d∑
j,k=1
VjVkf(xs)w
2,jk
s,t
+ V0f(xs)(t− s) +O(|t− s|
3α)(20)
for (s, t) ∈ △[a,b]. (Here, the estimate of O(|t− s|3α) may depend on f , [a, b], w,
x and Vi’s, but not on (s,t). See Remark 3.5.)
If x solves RDE (19) for a certain initial condition m, x is simply said to be a solution to
RDE (19).
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It is obvious that if x ∈ C([a, b],M) is a solution to RDE (19) as in Definition 4.1 above
and [σ, τ ] ⊂ [a, b], then its restriction x↾[σ,τ ] to [σ, τ ] is again a solution to RDE (19).
As one can easily expect, a solution to RDE (19) never gets out of the leaf that contains
the initial point.
Lemma 4.2. Let x ∈ C([a, b],M) be a solution to RDE (19) with initial condition
m ∈ M as in Definition 4.1. Then, x stays in one leaf, that is, xs ∈ Lm for every
s ∈ [a, b]. More precisely, if x ∈ C([a, b],M) is a solution that stays in a local chart, then
it stays in one plaque.
Proof. Let x ∈ C([a, b],M) be a solution that stays in a local chart φ : U ≃ B1 × B2
and write φ(xt) = (yt, zt). Here, B1 and B2 are open sets of R
p and Z, respectively.
Assume that (xt) gets out of the plaque indexed by za and set σ = inf{t ∈ [a, b] : zt 6=
za} ∈ [a, b). We will prove by contradiction. Without loss of generality, we may and do
assume σ = a.
Set Mt = maxa≤s≤t dZ(za, zs). Then, M is continuous and non-decreasing. For suffi-
ciently large j ∈ N, set aj = inf{t ∈ (a, b] : Mt = 2−j}. Then, {aj} is strictly decreasing
to a and Maj = 2
−j = dZ(za, zaj ). Define a continuous and strictly increasing function
N by linearly interpolating (aj+1, 2
−(j+1)) and (aj , 2
−j) and setting Na = 0. Then, N
−1
is also continuous and strictly increasing. If we set h(z) = |N−1(dZ(za, z)) − a|α/2, it
defines a bounded continuous function near za. Choose a smooth, compactly supported
function g on B1 such that g(y) ≡ 1 near ya. Take a leafwise smooth function f such
that f ◦ φ agrees with g(y)h(z) near xa = φ−1(ya, za). Then, for sufficiently large j,
|f(xaj ) − f(xa)|/(aj − a)
α = (aj − a)
−α/2 ր ∞. This implies that f(x·) cannot be
α-Ho¨lder continous, which contradicts the assumption that x solves the RDE. 
Lemma 4.3. Assume that x ∈ C([a, b],M) stay in a coordinate chart U with chart
map φ : U ≃ B1 × B2, where B1 and B2 are open sets of R
p and Z, respectively. Write
φ(xt) = (yt, zt). Then, x solves RDE (19) on M if and only if zt is constant on [a, b] and
(yt)t∈[a,b] solves the following RDE on B1 in the sense of Definition 3.7:
dyt =
d∑
i=1
Vi(yt, za)dw
i
t + V0(yt, za)dt.
Here, Vi is regarded as a vector filed on B1 ⊂ R
p in the natural way (0 ≤ i ≤ d).
Proof. By Lemma 4.2 and the way the RDEs are defined, this lemma is almost obvi-
ous. So, the proof is omitted. 
Notation 4.4. For x ∈ C([a, b],M) and a partition a = t0 < t1 < · · · < tn = b such
that (xt)t∈[tj−1,tj ] is contained in a coordinate chart Uj for each j (1 ≤ j ≤ n), we use the
following notation.
• The chart map is denoted by φj : Uj ≃ Bj,1 × Bj,2 for each j.
• We write φj(xt) = (y
[j]
t , z
[j]
t ) for t ∈ [tj−1, tj] for each j.
• χj : Rp → [0,∞) is a smooth, compactly supported function such that supp χj ⊂
Bj,1 and χj ≡ 1 on a certain neighborhood Oj of Image y[j] = {y
[j]
t : t ∈ [tj−1, tj ]}.
• Set Ui( · ; zj) = χj( · )Vi( · , zj) for zj ∈ Bj,2 and 0 ≤ i ≤ d. If Vi is leafwise Ck, then
Ui( · ; zj) is a Ck-vector field on Rp with compact support (0 ≤ k ≤ ∞). (Recall
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that every continuous function on a compact metric space is uniformly continuous.
Hence, if Vj is leafwise C
k then
(21) ‖U˜i( · ; z
′
j)− U˜i( · ; zj)‖Ckb → 0 as z
′
j → zj in Bj,2
for all 0 ≤ k <∞.)
Lemma 4.5. Let 0 ≤ a < c < b ≤ T . Suppose that (xt)t∈[a,b] is a continuous path in M
such that (xt)t∈[a,c] and (xt)t∈[c,b] solve RDE (19) on [a, c] and [c, b], respectively. Then,
(xt)t∈[a,b] solves RDE (19) on [a, b].
Proof. We will show the following three inequalities on every subinterval of [a, b]:
Inequality (20) for f ∈ C3L(M) and
f(xt)− f(xs) =
d∑
i=1
Vif(xs)w
1,i
s,t +O(|t− s|
2α) for f ∈ C2L(M),(22)
f(xt)− f(xs) = O(|t− s|
α) for f ∈ C1L(M).(23)
Take a partition a = t0 < t1 < · · · < tn = b as in Notation 4.4. We use the notation
defined there. Moreover, we may assume that tj = c for some j (1 ≤ j ≤ n− 1).
On each [tj−1, tj ], showing (20), (22) and (23) reduces to the same problem for the
corresponding RDE on Rp due to Lemma 4.3, but it was already done in (the proof of)
Proposition 3.4. (See (10) and (11).)
Now, we prove by mathematical induction that Inequalities (20)–(23) hold on [a, tj ] for
every 1 ≤ j ≤ n. The case j = 1 has just been verified. We assume the case j − 1 and
will verify the case j by using Chen’s identity for w. It is obvious that if (23) holds on
both [a, tj−1] and [tj−1, tj], then it holds on [a, tj], too. Using (23) and w
1
s,t = w
1
s,u +w
1
u,t
with u = tj−1, we can show a similar property for Inequality (22).
Let a ≤ s ≤ tj−1 ≤ t ≤ tj and set u := tj−1. Since (20) holds on both [a, tj−1] and
[tj−1, tj], we have
f(xt)− f(xs) =
∑
i
{Vif(xu)− Vif(xs)}w
1,i
u,t +
∑
i
Vif(xs)(w
1,i
u,t +w
1,i
s,u)
+
∑
j,k
{VjVkf(xu)− VjVkf(xs)}w
2,jk
u,t
+
∑
j,k
VjVkf(xs)(w
2,jk
u,t +w
2,jk
s,u )
+ V0f(xs)(t− s) + {V0f(xu)− V0f(xs)}(t− u) +O(|t− s|
3α).
The third and the sixth terms are O(|t−s|3α) due to (23). By Chen’s identity, the second
term equals
∑
i Vif(xs)w
1,i
s,t and the fourth term equals
∑
j,k VjVkf(xs)(w
2,jk
s,t −w
1,j
s,uw
1,k
u,t ).
Due to (22), the first term equals
∑
j,i VjVif(xs)w
1,j
s,uw
1,i
u,t + O(|t − s|
3α). Thus, we have
verified (20) on [a, tj ]. This completes the proof. 
Proposition 4.6. Let w ∈ GΩα([0, T ],Rd) and [a, b] ⊂ [0, T ]. Assume that Vi (0 ≤
i ≤ d) are leafwise C3. Then, for every m ∈ M , there exists a unique solution (xt)t∈[a,b]
to RDE (19) with xa = m. Moreover, if w is the natural lift of w ∈ C
1−Hld
0 ([0, T ],R
d),
then the unique solution to RDE (19) coincides with that of ODE in the Riemann-Stieltjes
sense.
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Proof. For simplicity, we prove the case [a, b] = [0, T ] only. For every S ∈ [0, T ) and
m ∈ M, there exists a unique local solution (xt) such that xS = m. We can verify this
by taking a local chart around m and reducing the problem to the corresponding one on
R
p. The uniqueness is easy to see since it is a time-local issue.
Let us prove the global existence. We claim that, if (xt) solves the RDE on [0, S) (i.e.,
it solves on [0, S − ǫ] for every small ǫ > 0), then limtրS xt exists and (xt)t∈[0,S] solves
the RDE on [0, S]. (Recall that for an RDE on Rp with C3b -coefficients, this property is
known.)
Now we give a proof of the above claim. Since M is compact, there exist s1 < s2 <
· · · ր S such that {xsn}
∞
n=1 converges to some mˆ ∈ M. Take a local chart φ : U ≃ B1×B2
around mˆ, where B1 and B2 are open sets of R
p and Z, respectively. We write φ(mˆ) =
(yˆ, zˆ). We also write φ(xt) = (yt, zt) when xt ∈ U and, in particular, φ(xsn) = (ysn, zsn).
Let O and O′ be bounded open subsets of Rp such that yˆ ∈ O ⊂ O′ ⊂ B1. Take
a smooth, compactly supported function χ : Rp → [0,∞) such that supp χ ⊂ B1 and
χ ≡ 1 on O′. Set U [n]i ( · ) = χ( · )Vi( · , zsn) so that U
[n]
i is a C
3
b -vector field on R
p whose
C3b -norms are bounded in n. Consider the RDE on R
p associated with U
[n]
i (0 ≤ i ≤ d).
Then, its solution has a finite α-Ho¨lder seminorm which is bounded in n by Proposition
3.2. Combining this with ysn ∈ O for sufficiently large n, we see that (yt)t∈[sn,sn+1] ⊂ O
′
for sufficiently large n. So, (yt)t∈[sn,S) ⊂ O
′ for some n. Lemma 4.2 then implies zsn = zˆ
for sufficiently large n. In other words, xt stays in U if t is close enough to S and belongs
to one plaque. By basic results for RDEs on Rp, limtրS yt = yˆ and (yt)t∈[sn,S] solves the
RDE associated with U
[n]
i , which is in fact independent of n. This in turn implies that
(xt)t∈[sn,S] solves the original RDE on M. By Lemma 4.5, (xt)t∈[0,S] solves the original
RDE, which proves the global existence.
Now we prove the latter half. Let w be the natural lift of w ∈ C1−Hld0 ([0, T ],R
d).
For an equation on Rp, the solution in the rough path sense and the Riemann-Stieltjes
sense coincide. Hence, by localization and Lemma 4.5, solutions in these two senses also
coincide for an RDE on M. 
Definition 4.7. The unique solution x of RDE (19) in Proposition 4.6 above will be
denoted by xt = Φ[a,b](m,w)t. When [a, b] = [0, T ], it is simply denoted by Φ(m,w)t.
We call Φ[a,b] and Φ the Lyons-Itoˆ map associated with RDE (19). (When the coefficient
vector fields in RDE (19) are replaced by [V1, . . . , Vd;−V0], the corresponding Lyons-Itoˆ
map is denoted by Φˇ[a,b] and Φˇ.)
Proposition 4.8. Keep the same assumptions as in Proposition 4.6. The Lyons-Itoˆ
map
M×GΩα([0, T ],R
d) ∋ (m,w) 7→ Φ[a,b](m,w) ∈ C([a, b],M)
is continuous.
Proof. Take w and m arbitrarily and fix them. For x = Φ(m,w), let a = t0 < t1 <
· · · < tn = b be a partition as in Notation 4.4.
For z[j] ∈ Bj,2, the Lyons-Itoˆ map associated with the coefficient Ui( · ; z
[j]) on [tj−1, tj]
is denoted by Ψ[tj−1,tj ](y
[j],w; z[j])t, where w is the driving rough path and y
[j] ∈ Rp is the
starting point at time tj−1. By (21) and Lyons’ continuity theorem (Proposition 3.2),
(y[j],w; z[j]) 7→ Ψ[tj−1,tj ](y
[j],w; z[j]) ∈ C([tj−1, tj],R
p)
is continuous.
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If w˜ and m˜ are close enough to w and m, respectively, then
sup
t0≤t≤t1
∣∣Ψ[t0,t1](y[1]t0 ,w; z[1]t0 )t −Ψ[t0,t1](y˜[1]t0 , w˜; z˜[1]t0 )t∣∣
is small enough. In particular, (y˜t)t∈[t0,t1] also stays in O1. This implies that
φ1(xt) =
(
Ψ[t0,t1](y
[1]
t0 ,w; z
[1]
t0 )t, z
[1]
t0
)
, φ1(x˜t) =
(
Ψ[t0,t1](y˜
[1]
t0 , w˜; z˜
[1]
t0 )t, z˜
[1]
t0
)
, t ∈ [t0, t1]
and
sup
t0≤t≤t1
dM(xt, x˜t)
is small enough, too. In particular, y
[2]
t1 and y˜
[2]
t1 are close enough and so are z
[2]
t1 and z˜
[2]
t1 .
Next, we work on the second interval [t1, t2]. Since xt1 and x˜t1 are already given, we
consider Ψ[t1,t2](y
[2]
t1 ,w; z
[2]
t1 )t, where φ2(xt1) = (y
[2]
t1 , z
[2]
t1 ), and its corresponding object with
“tilde.” By the same argument as above, if w˜ and m˜ are close enough to w and m,
respectively, then all arguments of Ψ[t1,t2] are close enough, which in turn implies that
sup
t1≤t≤t2
∣∣Ψ[t1,t2](y[2]t1 ,w; z[2]t1 )t −Ψ[t1,t2](y˜[2]t1 , w˜; z˜[2]t1 )t∣∣
is small enough. Hence, by the same argument we see that (y˜t)t∈[t1,t2] stays in O2 and that
supt0≤t≤t2 dM
(
xt, x˜t
)
is small enough.
Repeating this argument n-times, we complete the proof. 
Now we prove that the solution of RDE defines a flow of leaf preserving homeomor-
phisms on M.
Proposition 4.9. Assume that Vi (0 ≤ i ≤ d) are leafwise C3. For every S ∈ [0, T ]
and w ∈ GΩα([0, T ],Rd), the map m 7→ Φ(m,w)S is a leaf preserving homeomorphism
on M and its inverse is m 7→ Φˇ(m,RSw)S. Moreover, the following map is continuous:
GΩα([0, T ],R
d) ∋ w 7→
[
t ∈ [0, T ] 7→ Φ(•,w)t
]
∈ C([0, T ],HomeoL(M)).
Proof. First, we show that Φ(•,w)S ∈ HomeoL(M) and Φ(•,w)
−1
S = Φˇ(•,RSw)S for
any w ∈ GΩα([0, T ],Rd) and S ∈ (0, T ]. Take w ∈ GΩα([0, T ],Rd), S ∈ (0, T ]. By virtue
of Lemma 4.2 and Proposition 4.8, we have Φ(•,w)S ∈ CL(M,M) and Φˇ(•,RSw)S ∈
CL(M,M). Hence it remains to show that Φ(•,w)
−1
S = Φˇ(•,RSw)S. Let m ∈ M
and 0 = t0 < t1 < · · · < tn = T a partition as in Notation 4.4 for x = Φ(m,w).
Moreover we may assume that tℓ = S for some 1 ≤ ℓ ≤ n. From Proposition 4.8, we see
that there exists a neighborhood Om of m such that for any m˜ ∈ Om and 1 ≤ j ≤ ℓ,
(x˜t = Φ(m˜,w)t)t∈[tj−1,tj ] ⊂ Uj and (y˜
[j]
t )t∈[tj−1,tj ] ⊂ Oj, where
φj(x˜t) = (Ψ[tj−1,tj ](y˜
[j]
tj−1 ,w; z˜
[j]
tj−1)t, z˜
[j]
tj−1), t ∈ [tj−1, tj].
Then, the map Om ∋ m˜ 7→ Φ(m˜,w)S can be represented as
Φ(•,w)S = Φ[tℓ−1,tℓ](•,w)tℓ ◦ Φ[tℓ−2,tℓ−1](•,w)tk−1 ◦ · · · ◦ Φ[t0,t1](•,w)t1
and each Φ[tj−1,tj ](•,w)tj has a local representation of the form
(y[j], z[j]) 7→ (Ψ[tj−1,tj ](y
[j],w; z[j])tj , z
[j])
at Φ(m,w)tj−1 ∈ Uj . The local representation above has the inverse
(24) (y[j], z[j]) 7→ (Ψˇ[S−tj ,S−tj−1](y
[j],RSw; z
[j])S−tj−1 , z
[j]),
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where Ψˇ[a,b] is the Lyons-Itoˆ map on [a, b] associated with the coefficients
[U1( · ; z
[j]), . . . , Ud( · ; z
[j]);−U0( · ; z
[j])].
On the other hand, from Lemma 4.3, the map (24) coincides with a local representation
of Φˇ[S−tj ,S−tj−1](•,RSw)S−tj−1 at Φ(m,w)tj ∈ Uj . Combining this and the representation
Φˇ(•,RSw)S = Φˇ[S−t1,S−t0](•,RSw)S ◦ Φˇ[S−t2,S−t1](•,RSw)S−t1 ◦ · · ·
· · · ◦ Φˇ[S−tℓ,S−tℓ−1](•,RSw)S−tℓ−1
on a neighborhood of Φ(m,w)S, we conclude that Φˇ(Φ(m,w)S,RSw)S = m. In a sim-
ilar way, we can show that Φ(Φˇ(m,RSw)S,w)S = m holds and consequently we have
Φ(•,w)−1S = Φˇ(•,RSw)S.
Now, we show that for each w,
[
t 7→ Φ(•,w)t
]
∈ C([0, T ],HomeoL(M)). We use the
same notation above. By Lyons’ continuity theorem for an RDE with C3b coefficients
(Proposition 3.2), we actually have
sup
tj−1≤s<t≤tj
|t− s|−α
∣∣Ψ[tj−1,tj ](y˜[j]tj−1 , w˜; z˜[j]tj−1)t −Ψ[tj−1,tj ](y˜[j]tj−1 , w˜, ; z˜[j]tj−1)s∣∣ ≤ C
for some positive constant C independent of w˜, y˜
[j]
tj−1 , z˜
[j]
tj−1 if they are sufficiently close to
w, y
[j]
tj−1, z
[j]
tj−1 , respectively. (Here, w, y
[j]
tj−1, z
[j]
tj−1 are fixed.) For every s, we will let t→ s.
In a similar way as in the proof of Proposition 4.8, we can see from this the following:
Around every m ∈ M, we can find a neighborhood O′m (which may depend only on m
and w) such that
sup
m˜∈O′m
dM(Φ(m˜,w)t,Φ(m˜,w))s → 0 as t→ s.
Since M is compact, we see the above convergence is actually uniform over m˜ ∈ M.
Hence, t 7→ Φ(•,w)t ∈ C(M,M) is continuous.
We calculate the inverse flow. The inverse of m 7→ Φ(m,w)t is denoted by Φ(•,w)
−1
t .
Fix any s. It is easy to see that
(25) Φ(•,w)−1t =
{
Φˇ(•,Rsw)s ◦ Φˇ(•,Rtw)t−s if s < t,
Φˇ(•,Rsw)s ◦ Φ(•,Σtw)s−t if s > t.
Here, we set (Σtw)u,v = wu−t,v−t for t ≤ u ≤ v. (A similar property to (25) holds for
Ψ[tj−1,tj ], too.) Therefore,
dM(Φ(µ,w)
−1
t ,Φ(µ,w)
−1
s ) = dM(Φˇ(µ,Rsw)s, Φˇ(µ
′,Rsw)s),
where µ′ = Φˇ(µ,Rtw)t−s or Φ(µ,Σtw)s−t. (µ is an arbitrary element of M, but in spirit
we think µ = Φ(m,w)s.) By Proposition 3.2 again, for every µ and s, there exists a
neighborhood Oµ such that supµ˜∈Oµ dM(µ˜, µ˜
′) → 0 as t → s. Combining this with the
following inequality
sup
tj−1≤s≤tj
∣∣Ψˇ[tj−1,tj ](y[j]tj−1 ,w; z[j]tj−1)s − Ψˇ[tj−1,tj ](y˜[j]tj−1 ,w; z[j]tj−1)s∣∣ ≤ C|y[j]tj−1 − y˜[j]tj−1 |
for some constant C > 0 independent of z
[j]
tj−1 (C depends on w only via maxi=1,2 ‖w
i‖1/iiα ),
we can show that
sup
µ˜∈Oµ
dM(Φ(µ˜,w)
−1
t ,Φ(µ˜,w)
−1
s )→ 0 as t→ s.
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This implies the continuity of t 7→ Φ(•,w)−1t ∈ C(M,M). Hence, [t 7→ Φ(•,w)t] ∈
C([0, T ],HomeoL(M)).
The proof of the continuity of w 7→
[
t 7→ Φ(•,w)t
]
is quite similar. So, we only give a
sketch of proof. Let w(l)→ w as l →∞. We need to show that
sup
0≤s≤T
sup
m∈M
dM(Φ(m,w(l))s,Φ(m,w)s)(26)
+ sup0≤s≤T supµ∈M dM(Φ(µ,w(l))
−1
s ,Φ(µ,w)
−1
s )→ 0 as l→∞.
To prove the convergence of the first term in (26), it is enough to find, for each m and s,
there exist a neighborhood Us,m ⊂ [0, T ]×M such that
sup
(s˜,m˜)∈Us,m
dM(Φ(m˜,w(l))s˜,Φ(m˜,w)s˜)→ 0 as l →∞.
In the same way as before, we can prove this by using Proposition 3.2. In a similar way,
using (25), we can prove the convergence of the second term in (26). 
Next we prove that the solution of RDE (19) defines a flow leaf preserving diffeomor-
phisms on M if the vector fields Vi’s have higher regularity.
Proposition 4.10. Assume that Vi (0 ≤ i ≤ d) are leafwise Ck+3-vector field (k ≥ 1).
Then, for every S ∈ [0, T ] and w ∈ GΩα([0, T ],Rd), the map m 7→ Φ(m,w)S is a leaf
preserving CkL-diffeomorphism on M. Moreover, the following map is continuous.
GΩα([0, T ],R
d) ∋ w 7→
[
t ∈ [0, T ] 7→ Φ(•,w)t
]
∈ C([0, T ],DiffkL(M)).
Proof. First, we show that Φ(•,w)S ∈ CkL(M,M) for any w ∈ GΩα([0, T ],R
d) and
S ∈ (0, T ]. Take w ∈ GΩα([0, T ],Rd), S ∈ (0, T ], and m ∈ M. Let 0 = t0 < t1 < · · · <
tn = T and Om be a partition and a neighborhood of m as in the proof of Proposition
4.9. The Lyons’ continuity theorem for an RDE with Ck+3b coefficients (Proposition 3.8)
yields that
(y[j], z[j]) 7→ Ψ[tj−1,tj ](y
[j],w; z[j])tj
is of class CkL. Since the map Om ∋ m 7→ Φ(m,w)S can be represented as
(27) Φ(•,w)S = Φ[tℓ−1,tℓ](•,w)tℓ ◦ Φ[tℓ−2,tℓ−1](•,w)tℓ−1 ◦ · · · ◦ Φ[t0,t1](•,w)t1,
and each Φ[tj−1,tj ](•,w)tj has a local representation of the form
(y[j], z[j]) 7→ (Ψ[tj−1,tj ](y
[j],w; z[j])tj , z
[j])
at Φ(m,w)tj−1 ∈ Uj , we see that Φ(•,w) ∈ C
k
L(M,M). It is similarly verified that
Φ(•,w)−1S = Φˇ(•,RSw)S ∈ C
k
L(M,M). Hence Φ(•,w)S ∈ Diff
k
L(M).
Next we show that for each w, [t 7→ Φ(•,w)t] ∈ C([0, T ],Diff
k
L(M)). We use the same
notation as above. By Proposition 3.8, if w˜, y˜
[j]
tj−1 , z˜
[j]
tj−1 are sufficiently close to w, y
[j]
tj−1 ,
z
[j]
tj−1 , we can find a positive constant C independent of w˜, y˜
[j]
tj−1 , z˜
[j]
tj−1 such that
sup
|β|≤k,tj−1≤s<t≤tj
|t− s|−α
∣∣∂βyΨ[tj−1,tj ](y˜[j]tj−1 , w˜; z˜[j]tj−1)t − ∂βyΨ[tj−1,tj ](y˜[j]tj−1 , w˜, ; z˜[j]tj−1)s∣∣ ≤ C.
Combining this with the representation (27), we see that there exists a neighborhood
O′m ⊂ Om of m such that the local representation of Φ(•,w)t from O
′
m into Uℓ converges
to that of Φ(•,w)S as t → S in the sense of (3) in Proposition 2.2. Hence Φ(•,w)t →
Φ(•,w)S in CkL(M,M) as t→ S. Using the same argument for Φˇ and the equation (25),
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we can also show that Φ(•,w)−1t → Φ(•,w)
−1
S in C
k
L(M,M) as t→ S. The proof of the
continuity of t ∈ [0, T ] 7→ Φ(•,w)t ∈ Diff
k
L(M) is now complete.
It remains to prove the continuity ofw 7→ [t ∈ [0, T ] 7→ Φ(•,w)t] ∈ C([0, T ],Diff
k
L(M)).
Let w ∈ GΩα([0, T ],Rd), m ∈ M, and w(l) → w as l → ∞. By virtue of Proposition
4.8, we can take a positive integer L, a neighborhood Om of m, and a partition 0 =
t0 < t1 < · · · < tn = T as in Notation 4.4 such that for any l ≥ L and m˜ ∈ Om,
(x˜lt = Φ(m˜,w(l))t)t∈[tj−1,tj ] ⊂ Uj and (y˜
[j],l
t )t∈[tj−1,tj ] ⊂ Oj, where
φ(x˜lt) = (Ψ[tj−1,tj ](y˜
[j],l
tj−1 ,w(l); z˜
[j],l
tj−1), z˜
[j],l
tj−1), t ∈ [tj−1, tj ].
From Proposition 3.8 again, we have
sup
|β|≤k,tj−1≤t≤tj
∣∣∂βyΨ[tj−1,tj ](y˜[j],w(l); z[j])t − ∂βyΨ[tj−1,tj ](y[j],w; z[j])t∣∣
≤ C(|y˜[j] − y[j]|+ dα(w(l),w))
for some positive constant C independent of l, j, and z[j]. Combining this with the
equation (27), we can show that there exists a neighborhood O′m ⊂ Om of m such that
for any 1 ≤ j ≤ n, the local representation of Φ(•,w(l))t from O′m into Uj converges to
that of Φ(•,w)t uniformly in t ∈ [tj−1, tj ] as l → ∞ in the sense of (3) in Proposition
2.2. This implies that w 7→ [t ∈ [0, T ] 7→ Φ(•,w)t] ∈ C([0, T ], CkL(M,M)) is continuous.
In a similar way, we can also prove the continuity of w 7→ [t ∈ [0, T ] 7→ Φ(•,w)−1t ] ∈
C([0, T ], CkL(M,M)). This completes the proof of the proposition. 
5. Applications of rough path approach
We finish with four applications of our rough path approach. As the first one, we prove
the existence of stochastic flow associated with the following Stratonovich SDE on M:
(28) dxt =
d∑
i=1
Vi(xt) ◦ dw
i
t + V0(xt)dt.
Proposition 5.1. Assume that Vi (0 ≤ i ≤ d) are leafwise C3-vector fields on M.
Then, Φ(m,W) is the stochastic flow of leafwise homeomorphisms on M associated with
SDE (28).
Proof. What remains to prove is that, for each fixed m ∈ M, t 7→ Φ(m,W)t almost
surely coincides with the unique solution of SDE (28) with x0 = m. In Suzaki [16], it
is shown that this SDE has a non-exploding solution. (Precisely, the vector fields are
assumed to be of C∞L in [16]. But, a careful reading of his proof reveals that assuming
C3L is enough for this part.) Since m is fixed, (28) is now an SDE on the leaf Lm,
which is a smooth manifold and hence admits an embedding into a Euclidean space by
Whitney’s theorem. By extending Vi’s to vector fields on the Euclidean space, (xt)0≤t≤T
can be viewed as a non-exploding solution of an SDE on the Euclidean space with C3
coefficients. Therefore, x = Φ(m,W) holds for almost all w. 
The second application is on the measurability of the strong solution of SDE (28).
Thanks to rough path theory we can improve Suzaki [16, Theorem 2.1] as follows. Let
CL([0, T ],M) be the totality of continuous maps x : [0, T ] → M such that the image is
contained in a single leaf. Endowed with the compact-open topology (the topology of
RDES ON FOLIATED SPACES 21
uniform convergence), CL([0, T ],M) is a complete, separable, metrizable space. For a
topological space S, we denote by B(S) the Borel σ-field of S.
Proposition 5.2. Assume that Vi (0 ≤ i ≤ d) are leafwise C3-vector fields on M.
Then the map
M× C0([0, T ],R
d) ∋ (m,w) 7→ Φ(m,W) ∈ CL([0, T ],M)
is B(M) ⊗ B(C0([0, T ],Rd))
µ
/B(CL([0, T ],M))-measurable, where B(C0([0, T ],Rd))
µ
is
the completion of B(C0([0, T ],Rd)) by the d-dimensional Wiener measure µ.
Proof. Since Brownian rough path
C0([0, T ],R
d) ∋ w 7→W = W(w) ∈ GΩα([0, T ],R
d)
is B(C0([0, T ],Rd))
µ
/B(GΩα([0, T ],Rd)-measurable, the map
M× C0([0, T ],R
d) ∋ (m,w) 7→ (m,W) ∈M×GΩα([0, T ],R
d)
is B(M)⊗B(C0([0, T ],Rd))
µ
/B(M)⊗B(GΩα([0, T ],Rd))-measurable. By virtue of Propo-
sition 4.8, the Lyons- Itoˆ map
(m,w) ∋M×GΩα([0, T ],R
d) 7→ Φ(m,w) ∈ CL([0, T ],M)
is B(M) ⊗ B(GΩα([0, T ],Rd))/B(CL([0, T ],M))-measurable. Therefore the composition
of them is B(M) ⊗ B(C0([0, T ],Rd))
µ
/B(CL([0, T ],M))-measureble. Now the proof is
complete. 
Remark 5.3. In Suzaki [16, Theorem 2.1], the map in Proposition 5.2 was shown to be
merely ∩νB(M)⊗ B(C0([0, T ],Rd))
ν⊗µ
/B(CL([0, T ],M))-measurable, where ν runs over
all Borel probability measure on M.
The third and fourth application are a support theorem and a large deviation principle.
The proofs use the continuity of Lyons-Itoˆ map and are standard.
As usual, let
H = {h =
∫ ·
0
h′sds ∈ C0([0, T ],R
d) : ‖h‖2H :=
∫ T
0
|h′s|
2ds <∞}
be Cameron-Martin Hilbert space. For l ≥ 1 and h ∈ H, h(l) ∈ H stands for the
lth dyadic piecewise linear approximation, i.e., h(l)Tj/2k = hTj/2l and h(l) is linear on
[T (j− 1)/2l, T j/2l] for every j (1 ≤ j ≤ 2l). Then, it is easy to see that h(l)→ h in H as
l →∞. It is also known that h(l) := L(h(l))→ h as l →∞ in GΩα([0, T ],R
d), where h
is the natural lift of h (namely, its second level path is given by h2s,t =
∫ t
s
(hu−hs)⊗h
′
udu).
We write h = L(h).
Denote by xh the solution of ODE (19) in the Riemann-Stieltjes sense with w being
replaced by h (the starting point is m as before). Then, H ∋ h 7→ xh ∈ CL([0, T ],M) is
continuous. Then, by taking the limit of xh(l) = Φ(k,h(l)), we have xh = Φ(m,h).
Now we present a support theorem of Stroock-Varadhan type. In what follows, we
denote by Φ˜ the continuous map w 7→
[
t ∈ [0, T ] 7→ Φ(•,w)t
]
given in Proposition 4.10.
When W is Brownian rough path, denote by ν the law of the C([0, T ],DiffkL(M))-valued
random variable Φ˜(W).
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Proposition 5.4. Keep the same notation and assumptions as in Proposition 4.10.
Then, the (topological) support of ν is given by the closure of {Φ˜(h) : h ∈ H}, where the
closure is taken with respect to the topology of C([0, T ],DiffkL(M)).
Proof. First, recall that {h : h ∈ H} is dense in GΩα([0, T ],R
d) and the support of
the law of Brownian rough path is GΩα([0, T ],R
d). (See [7, Section 13.7] for example.)
Since Φ˜ is continuous and L(H) is dense, the image of Φ˜ equals the closure of {Φ˜(h) : h ∈
H}. Hence, the support of ν is included in the closure. We prove the reverse inclusion.
Take any ξ from the closure. Then, since any open neighborhood of ξ contains at least
one Φ˜(h), its inverse image by Φ˜ is a non-empty open subset in GΩα([0, T ],R
d) and is
therefore of positive measure. Hence, ξ belongs to the support of ν. 
Next we present a large deviation principle of Freidlin-Wentzell type. For more infor-
mation on large deviations, see Dembo-Zeitouni [5] for example.
For ǫ > 0, we consider the ǫ-scaled version of RDE (19):
(29) dxt = ǫ
d∑
i=1
Vi(xt)dw
i
t + V0(xt)dt.
Its solution with initial value m actually coincides with Φ(m, ǫw), where we set ǫw =
(ǫw1, ǫ2w2). When W is Brownian rough path, denote by νǫ the law of Φ˜(ǫW).
Proposition 5.5. Keep the same notation and assumptions as in Proposition 4.10.
Then, {νǫ}ǫ>0 satisfies a large deviation principle as ǫ ց 0 with a good rate function
J : C([0, T ],DiffkL(M)) → [0,∞], where J(ξ) := inf{‖h‖
2
H/2: h ∈ H with ξ = Φ˜(h)} (it
is understood that inf ∅ =∞).
Proof. Recall that the law of ǫW satisfies a large deviation principle as ǫ ց 0 with
a good rate function I : GΩα([0, T ],R
d) → [0,∞], where I(w) := ‖h‖2H/2 if w = L(h)
for some h ∈ H and I(w) := ∞ if no such h ∈ H exists. (See [7, Section 13.6] for
example.) From this fact, the continuity of Φ˜, and the contraction principle, the claim of
this proposition immediately follows. (For the contraction principle, see Dembo-Zeitouni
[5, Theorem 4.2.1], in which the target set of a continuous map is only required to be a
Hausdorff topological space.) 
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