ABSTRACT In a complex environment, the learning efficiency of reinforcement learning methods always decreases due to large-scale or continuous spaces problems, which can cause the well-known curse of dimensionality. To deal with this problem and enhance learning efficiency, this paper introduces an aggregation method by using framework of sample aggregation based on Chinese restaurant process (CRP), named FSA-CRP, to cluster experiential samples, which is represented by quadruples of the current state, action, next state, and the obtained reward. In addition, the proposed algorithm applies a similarity estimation method, the MinHash method, to calculate the similarity between samples. Moreover, to improve the learning efficiency, the experience sharing Dyna learning algorithm based on samples/clusters prediction method is proposed. While an agent learns the value function of the current state, it acquires clustering results, the value functions of the sample merge with the original as the updated value function of the cluster. In indirect learning (planning) for the Dyna-Q, a learning agent looks for the most likely branches of the constructed FSA-CRP model to raise up learning efficiency. The most likely branches will be selected by an improved action/sample selection algorithm. The algorithm applies the probability that the sample appears in the cluster to select simulated experiences for indirect learning. To verify the validity and applicability of the proposed method, experiments are conducted on a simulated maze and a cart-pole system. The results demonstrate that the proposed method can effectively accelerate the learning process.
the accurate model are used to update the value function in planning. After that, an efficient policy can be learned in very few actions.
Model-based methods for dealing with complex problems use a limited number of experiences to learn a better policy with fewer environmental interactions [9] . Such approaches can make use of virtual samples generated by the model to balance exploration and exploitation. Whereas, randomly selecting state-action pairs for updating the value function in indirect learning is a less efficient method. To alleviate this problem, a pheromone-depth-first search method [11] that applies the concept of pheromones and evaporation in ant colony optimization (ACO) [12] can be incorporated into the planning process. The learning agent evaluates the pheromone intensity in the current state and then updates the action-value from the goal state to the starting state. In addition, rather than generating all possible solution branches, a heuristic method, Dyna-H [10] , based on the Euclidian distance selects branches more likely to occur. In the heuristic planning module, the agent picks the most likely branch according to the action selection algorithm, which uses the Euclidian distance between states and the goal state as the basis for selection. In this way, the learning accuracy can be effectively improved, but the computational complexity will be increased accordingly.
State aggregation methods have been widely used in RL methods to improve their learning efficiency and reduce the computational complexity [13] [14] [15] . Especially when the agent is in a complex large-scale continuous state space, high computational complexity is difficult to avoid. In order to solve this problem, a model-based RL method based on the Dyna architecture and knowledge sharing [16] has been introduced. In this method, an environmental model is established by a tree structure for generating virtual experiences. Then experiences are used to increase extra value iterations in planning such that the physical elapsed time in learning could be reduced. Furthermore, multiple agents sharing their own models with other agents in sub-spaces can accelerate learning in a very large working space. A probably approximately correct (PAC) algorithm is introduced [17] for deterministic systems in a continuous state space regardless of system dynamics [31] . The state aggregation technique is used to partition the continuous state space into different cells, and a value iteration operator is defined to calculate the corresponding value functions according to the efficient exploration principle. Merging similar samples into a class may cause errors that cannot satisfy the characteristics of MDP.
In this paper, a sample aggregation method by using framework of sample aggregation based on CRP, named FSA-CRP [18] , for modeling is presented to reduce computation complexity and accelerate the learning process in continuous state spaces. The method classifies similar samples with the concept of CRP and simultaneously constructs an environmental model based on FSA. Then an experiencesharing Dyna learning algorithm based on probability prediction method is proposed. When a learning agent has used a sample to acquire experience, it can share its experiences with all samples in the same class. The proposed method uses previous experience to select optimal or suboptimal samples according to the probability prediction method for learning. Hence, the agent can be trained to reach the goal position within an acceptable time limit.
The organization of this paper is as follows. Section II briefly introduces the technical background and concepts used in the proposed method. The establishment of sample aggregation model based on FSA-CRP is illustrated in Section III. Section IV introduces a prediction method based on experience-sharing in Dyna architecture. Simulation results obtained by the different algorithms and a discussion of the relevant experimental facts are shown in Section V. The final section presents a conclusion about the algorithm.
II. BACKGROUND A. MARKOV DECISION PROCESSES
Markov Decision Processes (MDPs) combine Markov decision theory with dynamic programming. In addition, MDPs consider that a transition to the subsequent state is a stochastic process in the state space. MDPs are useful for studying a wide range of optimization problems that can be solved via dynamic programming and reinforcement learning [19] , [20] . It is used in a wide variety of disciplines, including robotics, automated control, economics, and manufacturing.
More precisely, MDP is a discrete time stochastic control process. At each time step, the learning agent can perceive the next state, d , according to the current state, d, and its corresponding actions, a. Since states are normally characterized by multi-dimensional features and each state corresponds to a set of action, the next state d is a set of distinct states. At discrete time step t, the agent observes the current state d t and perform a possible action, a t , which follows the next state, d t+1 . The agent interacts with the environment and gets a reward, r t . These rewards include positive, negative or middle. When an agent receives an immediate high reward, it may be in one of two situations, either a high cumulative reward or a low cumulative reward. Similarly, when an agent receives immediate low reward that be also two cases. Therefore, the agent needs to learn a policy, π : π (d t ) = a t , and it receives the maximum cumulative reward according to the policy, π .
The cumulative reward obtained in any state d t is found as:
where γ (0 ≤ γ < 1) is a retardation factor. The agent learns an optimal policy π , which makes V π (d t ) the maximum value for all states, d. The optimal policy is as follows.
B. CHINESE RESTAURANT PROCESS
A Dirichlet process (DP) [21] is a special stochastic process that describes the distribution of a function space. In other words, DP is a probability distribution whose range is itself a set of probability distributions. There are several equivalent representations for the DP, such as the Stick-Breaking construction, the Chinese Restaurant Process (CRP) and others. Of these, the CRP has attracted significant research interest in recent years. Inspired by the phenomenon that a Chinese restaurant can theoretically accommodate an unlimited number of people, the CRP is a discrete-time stochastic process. When the sampling sequence (d 1 , · · · , d N ) of probability measure G according to DP distribution is observed, the next sample d N +1 is predicted as
where α is the positive real number; p(d N +1 |G) is the conditional probability on the distribution of d N +1 under the probability distribution G.
The set of all possible values of (
In addition, δ θ denotes the probability measure of θ , the variable z represents clustering categories, d i = θ k can be presented by z i = k and the number of
where k new represents a new class. According to the above mathematical definition, the CRP can then be simplified to better understand its process. If there are infinite number of tables in a restaurant:
1) The first customer enters the restaurant and sits at the first table; 2) When the ith customer enters the restaurant, he is seated either at a table without another customer according to the probability η/(i − 1 + η), or seated at a table with another customer according to the probability η/(i − 1 + η). Here, c and η, respectively, represent the number of customers at the table and the probability of controlling empty tables. The CRP model is shown in Fig. 1 . CRP not only has the characteristics of clustering, but also the number of clusters can be changed without the need for increased observation, and this feature applies to unknown categories of data. In this paper, the data under an uncertain environment are accord with this characteristic.
C. THE DYNA ARCHITECTURE
In a traditional RL, the agent incurs a very high cost for acquiring experience and knowledge through interaction with the environment. Model-based reinforcement learning can effectively reduce this problem by policy learning and model learning [8] , [9] . Dyna architecture adopts the idea of model identification to establish a virtual environmental model by using obtained experiences. This process is called model learning. In addition, we can use the model to replace the real environment and generate simulated empirical samples. The virtual experience can be used to update the policy, which is called indirect reinforcement learning or planning [23] . A Dyna architecture coordinates a Q-learning algorithm to form a Dyna-Q framework, including planning, acting, model learning, and direct RL. The relationship between experience, model and value function (or policy) in Dyna is shown in Fig. 2 . Acting, model-learning and planning represent different behavior relations respectively. The standard Dyna-Q learning algorithm is one of the most effective ways to find the optimal path for the reinforcement learning algorithm. It interacts with the environment and simultaneously builds an environment model, Model (d, a) . This model records the experiences and uses state-action pairs to predict the next state and the reward. Then the simulated experiences generated by the model will be used to update the value function in planning. This process significantly reduces the learning problem in a dynamic environment. 
III. ESTABLISHMENT OF SAMPLE AGGREGATION MODEL
The surrounding environmental information around agents can be represented as the state. When a learning agent equipped with a variety of sensors interacts with its actual environment, the state vector is represented by the output data of the sensor, and the dimensionality of the state space increases along with the number of sensors. This may increase the number of states exponentially. Since the computational complexity is proportional to the number of states, reducing the number of states is very important to improve the learning efficiency.
An agent perceives environmental information as a state through its sensors. Then the corresponding action is selected to be executed according to the current state information. But the action selection process may not depend on output data from all the sensors. An example is shown in Fig. 3 , where the selection of action a is irrelevant to the sensor1 output data. VOLUME 6, 2018 If the action selection only considers relevant information and ignores irrelevant information, this can effectively reduce the computational complexity of the learning process. Since states are made up of environmental information, the output data of different sensors can represent different state components. State d i is represented as
with n state components. According to the characteristics of states, this paper proposes a sample aggregation method by using framework of sample aggregation based on CRP, named FSA-CRP. In direct learning, the agent perceives the environmental information through its sensors and then maps itself into the current state d i . Moreover, the agent selects action a i to perform according to the policy. Then the agent transits to the next continuous states d i and receives a reinforcement signal r i . The sample (d i , a i , d i , r i ) forms the real experience, which is used to build a FSA-CRP. With the FSA-CRP, the computational complexity can be reduced and the clustering problem in large-scale spaces also can be solved.
A. SIMILARITY CALCULATION BETWEEN SAMPLES
Initially, the sample aggregation model has no node. After completing an iteration, the learning agent obtains a sample that forms the root node in the entire sample space. After iterative learning, the FSA-CRP is developed from a single node to many nodes.
In direct learning, the agent perceives the current state d j from the environment and selects an action a j according to the policy. After taking the action, the agent observes the next states d j and receives a reward r j .When the first sample
is generated, it forms the root node R a j of the FSA -CRP, which stores the information of the related samples. Sample S j is treated as the node sample of root node. The number of the nodes, N j = 1, is recorded in the root node. When the next sample S i (d i , a i , d i , r i ) arrives, the model calculates the similarity between the sample and the existing node samples to decide how to classify this sample. The similarity calculation between samples consists of four parts: state similarity, action similarity, subsequent state similarity and reward similarity. The similarity between samples is estimated by a Jaccard similarity coefficient, as follows:
where A and B are two different sets. Sim J (A, B) is represented by the ratio of intersection elements and union elements in A and B. However, if the number of elements in this set is large, the computational complexity will increase in this way. Thus, we use the minimum hash method to measure the similarity of two sets. The hash function is defined as
where x and y represent random numbers; t is the number of elements in the set, z is a prime number not greater than the number of set N j . The hash function is used to construct new permutations. The state is composed of environmental information, so it is considered as a fuzzy set with n state components. The Jaccard similarity coefficient is changed to be the formula (7).
where h (k) (d i ) represents k elements with minimum hash value in the state set d i . The calculation of the two sets is simplified as calculating the ratio of the number of the same elements in the elements to the total number of elements. When a sample arrives, it is necessary to obtain the hash value for each state set and then get the smallest k elements.
between the sample and all node samples of existing clusters is calculated. If the state Jaccard index is less than the threshold, then this model will create a new cluster and update the number of sub-state clusters N jd . On the contrary, the similarity between two actions must be measured as follows:
where h (k) (a i ) represents the k elements with minimum hash value in the action set a i . If the actions similarity index, Sim J (a i , a j ), is less than the threshold, then this model will create a new sub-cluster and record the number of sub-action clusters in N ja .Otherwise, the similarity between two next states needs to be estimated. where β is a positive real number of a fuzzy membership function; Similarly, if the constraint is not satisfied, the number of sub-cluster N jr will be updated and a new sub-cluster also will be created. When all the above results satisfy the constraint condition, then the unclassified sample S i is considered to be similar to cluster j. 
B. SAMPLE AGGREGATION ALGORITHM BASED ON CRP
The learning agent obtains the sample information in direct learning. Then the unclassified samples are classified into different clusters. Since the clustering number varies with the increase of observed samples, the concept of a CRP is used to cluster. In this way, an infinite number of samples can be classified into different clusters according to the results obtained by similarity calculation. The FSA-CRP can be built as Fig. 4 . According to needs of the FSA-CRP, the CRP was modified to as follows:
1) The first sample enters the FSA-CRP model and is used as the node sample of the root node;
2) When the unclassified sample enters the FSA-CRP model, the similarity is calculated between the sample and all node samples. The unclassified sample will be stored in an existing node with the probability of n/(n + 1), or it will be stored in a new node with the probability of 1/(n + 1) and the unclassified sample is treated as the node sample of this new node, if the similarity criterion between the unclassified sample and the node sample is satisfied. Otherwise, the unclassified sample will be stored in a new node, and the unclassified sample is treated as the node sample of this new node.
where n denotes the number of existing categories. In FSA-CRP, if the cluster has multiple samples, it needs to merge multiple samples as a node sample that contains similar characteristics of all samples. When the unclassified sample enters the FSA-CRP model, the similarity between the sample and the all node sample of existing cluster will be calculated. If the result does not satisfy the similarity criterion, a new cluster that contains the unclassified sample will be created and initialized. Then the sample will be treated as the node sample of the new cluster. In addition, the Q-value learned from unclassified samples will be treated as the Q-value of the new cluster. In contrast, if the result satisfies the similarity criterion, the unclassified sample needs to be put in the corresponding cluster. After that, the cluster needs to update the cluster information, which includes node samples and Q-value. On one hand, the node sample denotes similar characteristics of all samples in cluster j. When the similarity criterion between unclassified sample and node sample is satisfied, the node sample needs to be updated as follows:
where S j represents the node sample of cluster j, and S i is the unclassified sample. The function combine(S j , S i ) retains similar parts and discards different parts between unclassified sample S i and node sample S j . On the other hand, the Q-value of cluster j represents the learning efficiency of the cluster sample. After updating the node sample of cluster j, then the Q-value of the cluster j, Q j , needs to be updated as follows:
where Q(S i ) is the value function, which is learned by using the unclassified sample, and M j indicates the number of times that Q j is updated in cluster j. Then M j will be updated as follow.
The sample aggregation algorithm based on the FSA-CRP is shown in Algorithm 1.
IV. PREDICTION METHOD BASED ON EXPERIENCE SHARING
The Dyna framework records interactive experience in a model and randomly selects previously experiential samples to update the policy. A method that randomly selects a previous experience is not effective because different state-action pairs differ in their importance. The proposed method uses a greedy policy based on probability to select more likely outcomes in order to make learning more effective. The action prediction method is incorporated into the learning process of the Dyna structure to find the optimal path. The virtual model is established by the state aggregation method in Section III. Then the agent selects an action, a, in the current state, s, according to the improved action selection function.When the state-action pair, (s, a), is obtained, it is evaluated to determine whether it belongs to the FSA-CRP model. If the state-action pair belongs to the FSA-CRP model, the sample that contains this state-action pair will be selected to update related information according the sample selection policy. First, the sample selection policy adopts the greedy policy to select clusters. Then, a sample will be selected by using the probability where the sample appears in the cluster. And vice versa.
A. ACTION PREDICTION
In direct learning, the simple ε-greedy method is a popular action selection method in RL. But for an environment with VOLUME 6, 2018 Add − Sample − Cluster(S i , j)//The sample joins cluster j.
34:
Update − the − Cluster(j)//Updates the cluster information. 35: end for large-scale spaces, it is difficult to make relatively effective exploration and it is possible to fall into a locally optimal solution. To deal with this problem, the proposed method, ε − improved greedy(s, Q), adopts the probability of action occurring in state to select action. The action selection function is defined as C(s, a) is the number of visited times action a has been selected in state s, and C(s) is the number of visited times in state s. rad{} is the Roulette-wheel selection [26] that actions are selected according to their probability.
In indirect learning, the value iteration is performed by the agent according to the FSA-CRP model to learn the policy. In the Dyna framework, the agent interacts with the environment and retains learning experience in the virtual model. When planning is performed, the agent usually selects a state-action pair, which is previous experiences stored in the virtual environment model, to update the value function according to the random selection policy. The random selection policy causes the planning to have low efficiency which may slow down the convergence rate. To resolve this problem, an improved action selection function based on a softmax function [27] is used to select an action. The improved action selection function is as follows.
where A is the action space; and χ (χ > 0) is the exploration parameter, which is used to control the probability that the action is selected. It is defined as follows.
where E 0 is the predefined constant; t is the current iteration number of the algorithm. When the χ is reduced, the action with the maximum Q-value in the state will be selected. When the χ is approaching zero and becomes stable, the improved action selection function will select action a according to the maximum Q-value in state s.
B. SAMPLE PREDICTION
In planning, the simulated experience stored in FSA-CRP model is used to update value function. First, when the selected state-action pair, (s, a), is not in the FSA-CRP model, the optimal cluster needs to be chosen according to the greedy policy in the FSA-CRP model. Then a sample is selected to learn planning according to the degree of contribution for the sample in the cluster. To the contrary, when the selected state-action pair, (s, a), is in the FSA-CRP model, this method needs to select the optimal cluster which contains the stateaction pair in the FSA-CRP model on the basis of the greedy policy. After that, a sample containing the state-action pair is selected for updating value function according to the contribution degree of the sample in the cluster. The method uses the Q-value of the cluster and node sample as the marker for the cluster. The degree of contribution degree for the sample in the cluster can be described as the probability where sample appears in the cluster. After an agent interacts with the environment, samples are recorded in the corresponding cluster. Then this model needs to update the information of the cluster. In planning, to overcome the possibility of meaningless updates caused by random sampling, this method adopts a greedy policy to select a cluster according to the Q-value of the cluster. The highest priority cluster should be selected. The highest priority is expressed as the maximum Q-value. That is, when planning is performed, the cluster with the maximum Q-value will be chosen. When the cluster is obtained, the contribution degree of sample in cluster needs to be estimated. In a cluster, the sample selection function (SSF) is defined as follows.
P(S) ← (N
where N S j is the number of times that each sample appears in cluster j. When the state-action pair is in the cluster j, the SSF is modified as
where S(s, a) denotes the sample contains the state-action pair (s, a). Initially, the agent selects the cluster according to greedy policy based on the Q-value of the cluster. Then the proposed method selects a sample in the cluster by using SSF. Then the sample is selected to update the Q-value of the stateaction pair and Q-value of the cluster until the next round of planning. The detailed procedure for the proposed method is depicted in Algorithm 2. 
Algorithm 2 Algorithm of the Proposed Method
← discrete(d), s ← discrete(d ) 16: Q(s, a) ← Q(s, a) + β[r + γ max a Q(s , a ) − Q(s, a)] 17: Q j ← (Q(s, a) + Q j × M a j )/(1 + M a j ) 18: d ← d 19: end for 20: until d is terminated
V. SIMULATIONS
The agent explores the uncertain environment and learns an optimal or near optimal policy without bumping into any obstacle. Therefore, two simulative scenarios, a search for the optimal path in a maze and a balance control in a cart-pole system, demonstrate the proposed algorithm, Dyna_℘. The proposed method is compared with standard Dyna-Q methods [8] and the Focused-Dyna (Queue-Dyna) method [24] , [25] , which adopts a look-up table model and the priority queue to improve the learning performance, to verify the performance. In the Focused-Dyna, not all stateaction pairs are considered to be useful, so there is no need to be updated since the method is focused on experiences that may be useful for updating through the planning process. The idea behind is that eventually the values of the states are prioritized by a criterion and only those with the highest priority are updated at each time step. Therefore, a critical procedure of that algorithm is the identification of the update candidates, i.e. replayed experience where the value function may require more updates [28] . 
A. PATH FINDING IN MAZE
Finding the optimal path in a maze is considered as a Markov decision process, where the scenario is a map of square tiles that is represented as a two-dimensional matrix of m × n. Fig. 5 shows the environment space of the maze, with square tiles as a grid. The state is represented by the environment information around the agent. Squares represent state components and the gray squares represent obstacles. The action space includes four actions, moving up, down, left and right. In this simulation, the maze is set to 30 * 30 square tiles and includes 100 square tiles of obstacles. In learning process, the learning agent needs to collect the real experience sample from the environment for learning a policy that can find the goal. The Euclidian distance is used to determine immediate rewards. When the agent perceives the environmental information, and receives the current state d, it then executes action a and observes the next state d . If the Euclidian distance between the current state d and the goal position is less than the Euclidian distance between the next state d and the goal position, the agent will receive a punishment of −1. Otherwise, the agent will receive +1. If the agent bumps into an obstacle, it will receive a large punishment of −100 and remain in its current position. When the agent arrives at the goal, it will receive a large reward of +100. When the agent touches the goal or the number of learning steps reaches 2000, an episode is terminated. A total of 200 episodes are run and this simulation runs for 30 trials. All algorithms are VOLUME 6, 2018 based on the one-step Q-learning algorithm with a set of basic parameters, which are set as follows: learning rate α = 0.6, discount parameter γ = 0.95, exploration parameter of the ε-greedy policy ε = 0.1, E 0 = 200, and the planning number K = 10. Each episode of simulations needs to have the basic parameters reset to their initial values whenever the goal position has been visited by the agent. In addition, the similarity threshold is set to θ s = 1.0.
FIGURE 6.
Comparing different environment models with Dyna-Q method on a maze simulation. Fig. 6 shows the average numbers of steps for an agent to arrive at the goal, where each episode has 30 rounds of training. The two curves represent the results from the Dyna-Q method under sample aggregation model and the Dyna-Q method under table lookup model respectively. Based on the Dyna-Q method, this paper establishes the FSA-CRP model instead of the traditional lookup table model. The advantage of the FSA-CRP model is that it can effectively classify experience information and the experience sample can be quickly found for updating the value function in the planning process. Thus, the purpose of improving learning efficiency is achieved. Fig. 7 compares the average learning curves for all three algorithms, with the x-axis being the average number of steps and the y-axis being the number of episodes. It is visible from the graph obviously, the proposed Dyna_℘ method can converge to 60 steps in 15 episodes; in addition, the convergence rate of the proposed Dyna_℘ method is faster than that of the other two methods. In Figure 8 , the three charts denote the optimal path trajectories after convergence respectively. Therefore, the proposed Dyna_℘ algorithm has better learning efficiency and results, compared with the other two methods.
In Fig. 9 , the x-axis is the number of episodes and the y-axis is the gradual variance, which is the change rate of variance and which represents stability of the method. In the 200th episode, the gradual variance of Dyna_℘ is decreased to 0.8. However, the gradual variance of the Dyna-Q and the Focused Dyna algorithm are 4.6 and 1.8 respectively. This demonstrates that the Dyna_℘ method is more stable than the other two algorithms. The convergence speed and learning effect will be improved with the increase of K . However, the computational resources will be wasted due to the increased number of planning steps, so a good compromise will be needed between optimality and computation time. We can adjust the K value to control the balance between the optimality and computation time.
B. INVERTED PENDULUM BALANCE
An inverted pendulum system is inherently unstable, so the system needs to maintain its balance as much as possible [29] . The Cart-Pole system used in this paper, shown in Fig. 11 , is often implemented with the pivot point mounted on a cart that can move horizontally. One end of the swing rod is fixed at the top of the cart, and the other end can freely rotate in the vertical plane of the cart track. The length of the cart track and the swing rod here are 0.08m and 0.09m, respectively. The model of the system can be described by using formulas numbered (22) and (23). The configuration parameters of system are listed in Table 1 , and the model is introduced to carry out a simulation experiment. In the learning process, the state has a four-dimensional state component and consists of the displacement of the trolley, x, the speed of the trolley, v, the angle of the swing rod, θ , and the angular velocity of 
noise following a Gaussian distribution is added to the actions. When the Cart-Pole system has maintained its balance for 3000 time steps, it has achieved its goal, and the agent will get a reinforcement signal of 100 from the environment. In every time step, when the angle of the swing rod becomes larger, the agent will get a reward of −1.0. Otherwise, the agent will receive a reward of 1.0. The simulation will run for 30 trials, including 300 episodes, with 3000 steps in every episode. An episode is terminated if the pendulum rod falls down or when the agent has executed 3000 time steps. The parameters used in the learning process include the learning rate, α = 0.6, the discount parameter, γ = 0.95, the exploration parameter of the ε-greedy strategy ε = 0.1, E 0 = 200, and the planning number K = 10.
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As a learning goal, the inverted pendulum balance problem needs to improve its learning efficiency. The motion characteristics of cart-pole system are symmetrical along y = 0. In the state space, the vector component of every state is symmetrical about the longitudinal axis. Analogously, the actions are also symmetrical about the longitudinal axis in the action space. Therefore, the sample similarity is calculated according to the symmetry principle. The agent can collect samples from the environment and merge the samples according to the symmetry between samples. The sample similarity threshold θ s is set to 1.0.
FIGURE 12.
Comparing different environment model with Dyna-Q method on a cart-pole simulation. Fig. 12 shows the average numbers of steps for an agent to achieve equilibrium, where each episode contains 30 rounds of training. The sample aggregation model with the Dyna-Q method increases the average number of steps to 2500 in the 125th episode. But the table lookup model with the Dyna-Q method only increases the average number of steps to 800 in the 125th episode. This shows that the sample aggregation model can effectively improve the learning efficiency. Fig. 13 shows the average of learning steps for an agent to achieve the goal. In this figure, the three curves represent Dyna-Q, Focused-Dyna and Dyna_℘, respectively. The Dyna_℘ algorithm can probably increase the average number of steps to 2700 in the 125th episode. In the same episode, the Dyna-Q algorithm and the Focused-Dyna algorithm approximately increase the average of steps to 700 and 1650 respectively. The curves of Dyna_℘ can converge faster than those of the other algorithm. In the long run, the curve of proposed method will converge to between the 2800 and the 3000 steps. However, the other two curves will probably be stable after 1600 and the 2550 steps, respectively. Therefore, the results demonstrate that the Dyna_℘ algorithm can improve the learning performance.
An analysis of the convergence results for different values of the number of planning steps is shown in Fig. 14 . The Dyna_℘ algorithm is tested according to different values of planning steps, which are set to, K = 1, 5, 10 and 20, respectively. For the value of planning step K = 1, the algorithm converges around the 120th episode. But it converges to around 1900 steps per episode. When the value of planning steps is K = 5, the curve is similar to the one where K = 1 will converge around the 120th episode. However, it converges and is stable in around 2500 steps per episode, which is significantly better than the K = 1. The K = 10 and K = 20 have the same convergence pattern as the K = 5 but they reach better optimal policies. The optimal policy is better with increased value of the planning steps. Fig. 15 shows the changing trajectory of the swing rod angle in stable equilibrium. The pole in top of the cart can successfully swing up and be stable in around 500 time steps. In addition, the cart will be stable in the range of −0.1 to 0.1. That is, the Dyna_℘ algorithm has good effectiveness.
VI. CONCLUSION
The combination of planning strategies with learned world models and RL method with the Dyna framework represents a promising approach for accelerating learning speed. This paper proposes a learning algorithm, Dyna_℘, to improve the learning performance. The algorithm is mainly based on a sample-aggregation model and prediction method for solving the problems which are commonly encountered in continuous spaces. The paradigmatic RL method, Q-learning, has difficulty in achieving sample efficiency, such as completing the task within limited time step. Therefore, the Dyna-Q method is proposed to build environments model for improving the efficiency of learning. However, the Dyna framework doesn't explicitly depict how to build an effective world model which is strongly tied to improve the efficiency of learning in planning. The Focused-Dyna method adopts a priority queue to improve its efficiency, but the efficiency of modeling for planning is not fundamentally improved. One of the contributions of the proposed learning algorithm is to build up a sample aggregation model with FSA-CRP to enhance the efficiency of sampling data. In the process of building up a sample aggregation model, the agent perceives environmental information and gains real experience samples. Then samples are classified according to a similarity estimation method combined with the improved CRP architecture, which can be theoretically used to cluster infinite samples. The prediction method, which is based on a softmax function, selects the most likely action in the current state. Then the state-action pair is used to look for an optimal sample/cluster according to the sample prediction method. Value functions will be updated by the sample selected by probability in the cluster. The proposed method has been compared the performance with the Dyna-Q and FocusedDyna respectively by two simulations, and the results demonstrate that the proposed method provides better performance. The focus of this paper is to study the performance of the proposed method, and verify the effectiveness of the proposed method under different simulation environments. As the realworld experiment needs to further calibrate and adjust the hardware. In the future work, real-world experiments will be demonstrated.
