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Ce mémoire a pour but d'étudier une utilisation non-
conventionnelle del' informatique : celle relative~ l'inférence 
d'arbres phylogénétiques dans l'école cladiste , 
Il commence par décrire le problème d'optimisation tel 
qu'il se pose concrètement en analyse cladistique (revue de la 
littérature), Sur la base de cette description, il dégage ensuite 
la structure abstraite du problème en utilisant une 
comparaison avec les langages formels, 
Puis, il envisage des moyens concrets mis en oeuvre pour 
manipuler ce modèle formel : il se concentre sur des solutions 
heuristiques proposées et donne ,notamment, les spécifications de 
1.,.,.1 méthod(·,! du 11 br;;.,n,;.:h s1o1app i ng 11 , 
n.b.s.t_r'_;_:.i_,:.:.t. 
The main goal of this dissertation is the study of a non 
conventional application of informatics the inference of 
phylogenetic trees following the cladistic school, 
The first part describes the nature of an optimisation 
problem, as concretly presented in cladistic analysis (survey of 
the bibliography), Based on this description, the abstract 
structure of the prcblem is highlighted as well as the relation 
with fcrmal languages, 
In the second part, 
mcdel are presented : 
prcposed are described 
method 11 1:.1re 1:iti.Jd ied, 
ccncrete tocls te deal with this formal 
r.) l:l r t i ,~ u l ;;.1 r l y , th e h (·? 1..1 l'' :i. s t i ,.:: i,; o l 1..1 t i o n i,; 
~Jnd the df:~t ai 1 s c> f thf~ 11 br;;.1nch s1-1.;.lp i nt.;J 
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1....,.,.1 l :i. ttér.::.1t1.J r•f:•! r~:-i l ;_,lt :i. v (·:! .=.!.1 l' .,,_,n;,.11 ys ~,i c 1 -'.'ld :i. ':,; t :i. q1 . .101 0)fü t v.o.1.u.m.i:···. 
l"\~:-1_1 .. 1.s_(•\. C (•:•) t r .,,.1 v .,,., :i. l n ' ;,.l p ;_,_, s 1 ;_,_, pré t (:·!nt :i. Cl n d' l-:-1 t r (•:-i 01 :< h ;,_, u ·;;; t :i. -F . P ;_:.1 r· 
souci de concision, j'ai volontairement laissé dans l'ombre 
certains sujets (pondération des caractères , indice de 
cor,,,,; i s t~:-incr:.❖, •':.1rbr•i:;.i····cons i!.-)n':;;, . .1,,,; , , , ) (,❖ t p(❖!U dét ;,_, :i. 11 é ,:.:(-:-irt ;_:.1 in':,; ;_,_,utr~:-i':,; 
(théori~:!fü d(-:-i 1' évolution , . , ) . 
C (0 t t (,-) 1 :i. t t (·'.-~ r .',l tu r· 01 r:.-i m t t r i~i ~,; 1.,.:.1 r ~.:J (•:•i m ~,in t !!,1.D.91 o .... fü ;.:.1.1.-.;s.!.D.x:t!:~~-, 
Ceci m'a incitée ½ conmerver dans mon mémoire dem termefü 
anglais (tout en en donnant la traduction -Françaifüe), D'autre 
part, par souci de -Fidélité, j'ai laissé beaucoup de citations 
dans leur langue originale (pour autant, toute-Foifü, que le 
contexte en -Français soit suffisamment explicite), 
C (❖1 t t ~:-i 1 :i. t té r ;_:_,tu r ~:-i {o.r_m_,:,•i. 1 •.1.n. t.e>.u_t:. ,::1 c, nt: l ~:-i ':,; d :i. -f f é r (❖:•nt s é 1 é m (❖!nt s 
sont étrc,itement liés, Ceci m'a obligée, dans la première partie 
de ce mémoire, ½ -Faire de nombreuses ré-Férencefü en avant et m'a 
incitée½ -Fournir au lecteur un index de vocabulaire, 
[ t r:.-i n ·I· 1 n .• c i!.·! t t (,•i 1 :i. t té r ;,.l t u r ~:-i p r <',i n d t o u J ou r i,; !;..9.!).l.!)H!:t r.:.ft:.f:..fI.r.:.@.Y.:!.!;,:.~;t 
.:.1, ... '. .. iI!,,!YI'..!~1.9.fl. :::!5t. !::!.~::tm:t.:,î,. .. H ( :1. 9 ô /) ) , Mo :i. d r::-i rn rn m (❖! , d ;_:,1 n s d :i. f f é r (•:-in t ;;; p ;,,.1 r .,.,.19 r .:.:.1 .... 
phes relatifs½ la revue de la littérature, j'ai commencé par 
citer cet auteur. Ce faifüant,je poursuim :I.e double but de fournir 
au lecteur une connaisfüance des idées originelles de l'école 
cladiste et de lui permettre de Ju9er, le cas échéant, de 
l'évolution accomplie dans la füuite par lefü disciples de Henni9 . 
A-fin de rendre ce travail accessible aussi bien au 
biolo9imte qu'½ 1' informaticien, j'ai généralement défini le 
vocabulaire utilimé de manière exhaustive. D'autre part, les 
termefü variant souvent selon lem auteurs, je me suis efforcée de 
donner la correspondance entre ceux-ci, Ce mémoire se réfère 
presque constamment½ la théorie des graphes j'ai donc consigné 
dans un appendice CI) les éléments nécessaires au lecteur non 
familiarisé avec cette théorie, Un autre appendice (Il) fournit 
des notions de vocabulaire emprunté½ l'algorithmique, 
Pour permettre un lecture non-chronologique de cette étude, 
j'ai pris l'c,ption d'établir de nombreux renvois connectant entre 
eux différents paragraphes. Ceci a comme conséquence certaines 
redites dont je prie le lecteur de m'excuser, 
Celui qui possède un bagage en informatique et ne veut pas 
s'embarrasser de considérations biologiquefü peut commencer½ 1ire 
ce travail au para9raphe 2,3 (codage des caractères) et ne pas 
s'appesantir sur le paragraphe suivant (source). 11 peut 
également passer le chapitre 4 ,½ moins qu'il ne sc,it ½ la 
r ri,:,: h (·:•! r ch (•:-i d (•:•! 1,; 1 .. 1 j ra -1:: s d (·:•i ré f 1 f::! :< :i. on , , , D ' -'.'.l U -1:: r· (•:-i p ;_:,1 r t , ;_:,1 u n i v (,·1 ;_:,1 u d ,a 1 ;.:.1 
bibliographie il pourr~ repérer 1es références relatives ½ 
l' inform~tique, aux mathématiques ou½ 1~ théorie des langagefü 
-formels parce qu'elles s!int mises en évidence par une astérisque. 
:1. 
INTRODUCTION 
1...' :i. n f orm.:.:.1t :i. qufl tend actuellement ½ envahir tOU'::i 
dom;.:.1 i n~:•lfü, 
Beaucoup de problèmes concrets et réels sont maintenant 
largement reconnus comme étant du ressort de cette disci-
pline, Ainsi en est-il, par exemple de la publication asfüistée 
par ordinateur, de la comptabilité, de différentes gestions 
( fü toc k 1,; , c .,.,.1 b i n (·:•l t 1,; Ill éd :i. ,·:.: .:.,.11 .. 1 :< , , , ) l':) t ,;,: , , , 
Ce mémoire analyse les possibilités d'informatisation dans 
un domaine biologique très particulier ,peu familier½ la plupart 
d1:•:•)'::i :i. n for lll-\'.lt i ('. :i. (•:-!n1:i (.'.(·:! 1 u :i. d~:•) J ... '. .... tn.:ùi.\.r.J:::tr,.i;,:tt d.' ... ;.:,1.r.b,r,0:-:),'::i. 
P.hY.l,o.::J.c•:•),î'1.é.t.:i .. t.:t1..1.,:,~_1,;_ d;.:.in1,; 1' é_,:,:_o.l.~,l. c.l.;.:.1.d_:i._1:;_t.<-:l:X· f.·!n,:.:e>r~:•! ;,:.1pp!-:! 1 é(•:•! < F .,,.1rr :i. s; 
:1. 906 b: :1. ~:)) é_,:.:,o). ~:-!. d<\·!. ·::;y1,;_t,ém.:.:.1t.:i. qu,,:-!. phy 10_9én.é:l::_:i._q1 .. 1c:,!., 
Cette dernière se démarque nettement des autre1;; écoles de 
systématique, ~ savoir celles des évolutionistes et celle des 
phénéticiens. Elle a pour fondateur Willy Hennig, La référence de 
base des cladistes est en effet l'ouvrage que cet auteur 
écrivit en allemand dès 1950 mai1;; qui ne connut un réel 
rayonnement que depuis :1.966, date de sa traduction en anglais 
•::iC)U'::\ ]. E• t :i. tï'€·! li Phy 1 OQ(\·!n(,,)t :i. (.'. \:iy1,; t(•':!m,:.,1t :i. C'::i Il ' 
Dans un arbre phylogénétique selon l'école cladiste, le1;; 
taxe>ns e>bservés sont des feuilles et les noeuds sont des ancêtres 
hypothétiques, Un tel arbre est construit sur base des 
synapomorphies (partage d'états dérivés de caractères) et répond 
½ un critère d'optimisation, 
Un cladogramme ( arbre phylogénétique enraciné) permet 
d'étudier le processus de l'évolution (Farris,:1.906 b & Platnick, 
:1. 98 6) (\·!-I:: ,:.:on1:; t i t 1..11,,) 1 . .1n "1:;y·,;; ti!:! Ill<':! dc:,! réf ér1:,!n,:.:~,! 9é né r .'.'.l 1 11 ( T .,,.11,;1;; y 
,:1.988) dont de1;; classification1:; peuvent être déduites ,sur ba1:;e 
de groupes monophylétique1:;, 
L'informatisation de l'analyse cladi1:;tique connait 
actuellement des développements très j_mportants, Mai1:;, dan1:; le 
même tempfü, le1:; algorithmes utiliséfü par les programmefü ne 1:;ont 
que très partiellement décrit1:;, 
·X· C O Hl m (•:·) ]. (•:·! '::i :i. 9 n ;_:,1 1 (•:~ T ;_:,1 s '::i '/ ( :1. 9 D 6 ·' p . n '/ ) ' 1 ' 1 .. 1 '::i ·'.'.l ,;_:,1 (;,) d (·:·! fü t: !':) r Ill~:-) '::i 
" ,:.'.1 .,.,.1 d :i. ·;;; t (❖! " c,,: t " ,:.: 1.,.,.1 d :i. ·::; t :i. q u C·! li (,·l 1,; -1:: p o ·,;;té r :i. 1:-:-! 1 ..1 r .,1.1 H ~:-in n :i. ,;,:J , C !-:-! s m C) t '::i 
-::;ont 11 dér:î.v,:-:,',-::; du mot t ,:,:l.'.'.1di:❖1 } qu:i. dé1,;:i.t,_:,in(❖! ':,;c-:-!lon ,.J, H1 .. 1:-,:l«·iv 
(:1.957) une unité monophylétique, quoique Cuénot (1840) ait 
,:,'.on ç u 1 ,:-:•i m o -1:: .,.,.1 nt é r :i. (•:-i 1 .. 1 i'' f! m o:-:•l nt .,.,_1 •,1 o:-:-:• ,:.: 1..1 n •::; o:-:-l n ·;;; op p o •;;; (, , , , 11 , 
La démarche suivie dans ce travail 
informatique et comprendra deux étapes: 
t v p :i. q 1 . .11:,i m (·'.·ln t 
,:.: ci n ,:.: (·:l r n (,·l r ;,,.1 
0:,·;;;<,;(-:-:•nti(•:•l:l.l(•:•lm(·:•lnt l;_,_, déf:i.n:i.-1:::i.c)n d1 . .1 P.r.o.b.l_i-\m_(·,l. (·:lt 
·;;;_o_l.u.t_:i.,o,n.fü., 
füElr,:.,.l 
l ' 1..1 îH'.·) 
.1..:.,1 !:i El ,:.:on d (•:•1 , 1 f.❖ ·;;; 
En effet, la première partie commencera par décrire le 
problèm<-:l t<-:ll qu'il ·;;;1::-l po·::,(·:•l ,:.'..o.r1_,:.\r/l:l::.o:•:•l.m.(,·l.n.t. <·,ln ;_,_,n;;.1lv1;;(-:-l cl;.:.1d:i.·;;;t:i.q1 .. 1<•:❖ : 
elle fera une revue de la littérature concernant tout d'abord lefü 
groupes biologiquefü ½ analvser (chapitre 1), ensuite les carac-
tères½ attribuer½ ceux-ci (chapitre 2) et enfin les différentes 
infütanciations du problème (début du chapitre 3), 
Sur la base de cette description, la structure 
modèle formel du problème pourra être dégagée (fin 
3 ) , C 1::-l t t <-:l p r ':'.❖ m :i. i·'.·l ri:~, p ·'·'·' r t i 1:,l ;;; ·' ·'·'·'ch ii·l v <•:•l r' ;.,.l p ·'·'·' r 1 .,.:.1 m :i. s (,·l f:l n 
l'intérêt des cladogrammes (chapitre 4), 
;.:.1.b.s.t.r_;.,.1_ :i. :t:.<"'· ou 
du ch;.,_ip :i. tr,,,l 
é v :i. d <•:❖ n ,:,: (❖l d <,·l 
La seconde partie envisagera des moyens concrets 
oeuvre pour manipuler la strucure abstraite 
·'-'·'nt é r :i. (•:-i 1 .. 1 r ,:-:-:• m (,•1 nt , 
m:i.s Eln 
déf:i.n:i.i::-l 
Elle füe concentrera sur des solutions heuristiques apportées au 
problème particulier de la confütruction d'arbres de Wagner Cau 
sens large), Après avoir justifié son étude et brièvement 
pré·;;; i:,l nt é 1 1,,l p r·· o ~-~ r .',.lm m i:,l MI)( d •::! F (•,il 1,; (·,! n ·;;; t ,,,! :i. n < ,:.:h ;_,_\ 1::. :i. t r ,,,1 !:i) , i:,l 11 i:,i 
analyfüera de man:i.ère de plus en plus détaillée l'algorithme de 
recherche des topologies les plus parcimonieuses utilisée par 
ce programme (chapitre 6), Ensuite elle le situera parmi les 
autres programmes d'analyse cladistique et les comparera, 
autant que faire füe peut, au logiciel PAUP de Swofford (chapitre 
'?) 1 
Et ce mémoire s'achèvera par quelques conclusions r (❖l 1 ;,,.\ t :i. V (❖l ·,;; 
½ l'informatisation de l'analyse cladistique et 
propositions d'études futures dans ce domaine, 
"1. 
... , 
CHAPITRE 1. LES TAXONS A ANALYSER, 
Ainsi donc, la première partie de ce mémoires' intéresse ½ 
la définition du problème posé en analyse cladistique, 
Elle commence par une revue de la littérature relative ~ ce 
sujet, Et en tout premier lieu, elle prend en compte les données 
du problème Elle s'interroge d'abord sur les groupes 
biologiques pouvant être l'objet de l'analyse, 
1,1 DEFINITIONS PRELIMINAIRES, 
T.;,.1.:<.o.n. ••~;imp'::ion f:•)n donn(,·) 1.=.:.i défin:i.tion ':;.u:i.v.=,.1nt(-:-): ''un t;.=.1:,<on €·)':,;t 
un groupe d'organismes reconnus en tant qu'unité formelle 
.:.:.1 <:.: h .=,.1,:.: 1..1 n d •::! s r, :i. v •::! ;,:, 1..1 :-:: d ' 1..1 r, E·) r:.: l .=.=.11,; 1,; :i. + :i. ,:.: .=.=.1 t :i. on h :i. é r' ;_,_1 r <:.: h :i. q 1 ..1 (,·) " 
( ,J ;.,.1 n v :i. ,:-:•) r ,:.,) -1:: .=.=.1 1 , , :1. 9 D Cl ) , 
OJ>o:•:•:•.r':'·'\"i::.:i..o.n.;.=.1.J. ·l::_;.=.1.:-::.0.n_o.m_:i._,:.:_ 1 . .1.n_:i. t_,,,;_ o.u. O_T_Uy;. t:(,·)rm(•:•) :i. ntrodu :i. t p;.=.1r \:;o k-'.'.l 1 
et Sneath (:1.963) et utilisé dans la méthode de parcimonie 
(c-F,§ 3,2,:1.,1,1) 
1 ·' ;.,.1 n ;_,.1 l y s f! , C (·,) ':,; 
phv l o~;ié nét :i. qu(•:•! 
-1:: ;_:,)>(,:,:,)Il) 1 
po1 . .1r' dé1;; :i. ~.:Jn1:,)r 
taxons seront les 
construit comme 
les taxons soumis½ 
-Feuilles de l'arbre 
ré'::iU]. t;.:.1-J:: ( Il t: (•:•) )'' Il) :i. n ;,:.) ]. 
HV.P.o.t:h.e.t:.:i .. c_.=.=.1.l. t:.=.=.1:-(ono.m_:i ... <.::. u.n.:i ... t:::;_ o.u. H.T.1..J_,,,;_ : t,::)r'ffi(•:•! :i. ntrod1..1:i. t p.=:.1r 1::· ;_=.1rr :i. ·::; 
(1970, p.05) et utilisé dans la méthode de parcimonie 
pour désigner, dans un arbre phylogénétique, les ancêtres 
hypothétiques communs j des groupes d'OTUs, 
Ey.o.J.1 .. 1_t:_:i.cl.n_;.=.1r''y' , .. l)ï).t.s. ou E.U::'i. to:,-)rlnf! ut :i.1 :i.füé i:;!ï"I ;,.ir,.=:.) l 'jfüf::! di:;) 
compatibilité pour désigner ''les variétés d'organismes 
p r (·'.•:• ·:;; o:,•) n t -;;; d ;.,.ln s 1 .,.,.1 ,:.: o 11 f) i:.: t :i. o n 3!.1 1 ' ,:-:-1 t u d <•:•) " ( M 1::•) ;_,_, c h ;.:.i m , :1. 9 D 1.,. , 
i:> , :;;: 6) , I 1 cor' l"' (,·!'::;pond don,:.: -'.!.l ()TU 1:; (,·) n ;_:.1 n ;.:.1 l y '::i (·,) d (❖) 
p;.:.ir,:.: :i. mon i ,:-:•), 
1,2 QUELS TAXONS INTRODUIRE DANS UNE ANALYSE CLADISTIQUE? 
Dans une analyse cladistique peuvent figurer aussi 
bien des taxons fossiles que des taxons actuels, Dans la mesure 
des possibilités, il est chaleureusement recommandé d'utiliser 
simultanément ces 2 variétés de taxons, Gauthier, Kluge et Rcwe 
( :1. 9 B (:l , p , :1. Cl !:i ) , p l'' 01 u v 1:,1 )),\ l ' ;,,\pp u :i. , don n (,•i n t l 1::-i c ci n s <',i i l ':,; u :i. •,1 ;,.1 nt: : 11 \1! <-:i 
urge systematists to evaluate fairly all of the available 
1::i•,1id(-:-lnt.'.'.E·!," Et 10.ug(',l (:l.9(E> : :I.D) 1:,i:-q)liqu1::-1 : "Tl·H:-i pr:i.nc:i.plc-:-i of tcit;,.11 
evidence is an important maxim in phylogenetic systematics,,, 11 
En ce qui concerne les fossiles, il faut toutefois garder ½ 
l'esprit qu'il existe une réelle difficulté ½ préciser les 
critères d' identificaticn de l'espèce, Car comme le soulignent 
Turn1:-:❖ r (,❖ t Ch;,.1mb<,-ir1.,.:.1:i.n <:1.909: 127) "Th<•:~r(.;i :t.':5 no cons:i.':,;t<-:int 
,:.'.or r' (•:•i 1.,,., t i D n b <-:i t 1,1 (•:-i (·:-in '::i p 1:,1 c :i. ;,,, t :i. Cl n ;,,., n d m ci r ph ci l c> g :i. ,:.'. ;_::i 1 ,:.: h ;_,_, n g Gl , 11 
D'autre part, cC>mme le soulignent de Que:i.roz et DC>nDghue 
(:l.9B8, p,325 ½ 327), les méthodes de systématique phylDgénétique 
sC>nt ba'::iées sur la prémi'::ise qu'il existe une structure 
hiérarchique de relations ( 11 ,,, nested hierarchical pattern of 
r (•:•i l ;_::, t i on ':,i h :i. p ,,; " ) !,-in t r' <•:-i l f:":! fü '!:)nt :i. té ':5 .,.!.\ <~i tu d :i. <',! r , I 1 1:,1 s t don,:.: (❖!)<cl u 
d'appliquer ces méthodefü peur analyser defü organismes se croisant 
réellement (car les relat:i.C>ns entre ces derniers forment un 
réseau) (cf, Hennig, :1.966, p,:1.8 et :1.9), Par centre ,des taxC>ns 
spécifiques eu supraspéc:i.f:i.ques peuvent toujours être soumis à 
l'analyse cladistique, Une question pertinente est la suivante 
quelle; sC>nt les entités les plus fines groupant des individus 
sexués et étant susceptibles de fC>rmer les feuilles d'un arbre 
phylogénétique ? La réponse½ cette question est fcnctiotl de la 
définition adaptée pour le concept d'espèce, 
:1.,3 ENl"ITE ULl'IME POUVANT ETRE INTRODUITE DANS UNE ANALYSE 
CLADISTIQUE ET PROBLEME DE L'ESPECE EN PHYLOGENETIQUE 
~:iV'.:iTEMATIG)UE:, 
:1.,3,:1. Sources, 
'.:i 1::1 1 on H !•,in n :i. g ( :1. 9 6 ô , r, , :? 9 ) , 1 e ':;; E-i 1;; p i!:i ,:.'. ,,:-i ·;;; ·;;;ont d (•:-i i,; 
groupes d'individus qui sC>nt interconnectés par des relations 
:i. mp l :i. qu;.,_,nt d1:'•)S phénom1'.:-in 1:,-:••,:,. d(,•:• 11 r'fiprod1 .. 1r:.:t :i. on 11 , Tciu Jourfü i,;(;-11 cin 11..1 :i. , 
les relations phylogénétiquefü (c-b-d celles mises en évidence 
dmns un mrbre phylogénétique orienté) sent celles existant entre 
(:,~ ~:; p (~-~ (~ (❖~ fü 1 
* Le cas defü organismes afüexués ne sera pas évoqué ici ma:t.fü il 
est pris en compte par de Queirciz et Ocncghe (:l.98B), 
Un 9.r.'..11!::!.Ptt !ll.9.I!.9P.!::!.Y .. L{:.t .. :.i, .. :J.i,,u:::::. •:.·:• ·;;; t un ~J r o 1 .. 1 p ,,:-i d ' ,::,1 ·;;; p ~:-1 ,:.: !❖) s d <-:-) 1,; ,:.: ,::,.) n d ·'·'·'nt d ' 1 .. 1 n 
;,,., n ,:,: fi 'i:: r ,,:•i c o mm 1 .. 1 n !,,!.rL:J, .. q!,,!5:t (•:•l t q 1 .. 1 :i. ,:,: o m p r !-:l n d :\;,{:>..!,,!.:Lf:tfü. 1 <-:-l s 1::•l ·;;; p ?.·l c <-:-l s :i. 1,; s 1.1 ,,:•l fü 
d(,·) cfü1 t .=.,·1n,.::{/~tr<i,, l.'.'.Clmm1 .. 1n ( tr.,:idu :i. t d<•:-! H!-:-lnn :i. g ., :l. 966, 1::., 7;·~) , Un!'~ 
remarque de Hennig (:1.966, p,'7:1.) ind:i.que qu' :i.1 ccns:i.dère que 
l'ancêtre commun fa:i.t part:i.e intégrante du groupe monophylétique, 
Et Henn:i.g d'ajouter (:1.966, p,:1.46) qu'un tel groupe a donc une 
h :i. s t c> :i. r <-:-) p r o 1) r· <':) f:) t !;,;g.r.:.r.:.~i.t'.:!.U;\!JD.::;!. :'!:l. !,,!.IHi:t rfl.!:',Ll .. :L.tft , 
:1.,3,2 Une synthèse du problème de l'espèce en systématique 
phylogénétiq•..1e, 
La définition de l'espèce citée ci-dessus ne fait 
pas l'unanimité : le concept d'espèce a déjt fait couler beaucoup 
d'encre et encore actuellement la controverse½ ce sujet est 
particulièrement vive, Comme ce mémoire ne peut être trop 
volumineux, Je ne citerai pas ici de référence bibliographique et 
je me contentera:i. de résumer les conclusions d'une :i.ntéressante 
synthèse réalisée par de Queiroz et Donoghue (:1.988) ½ propos du 
" pro b l ii,l m (,·l d f.·l l ' <•:•l 1,; p ~,l ,:,: 1:,l " ,;.,rn ·;;; y 1,; té 111 ;,., t :i. q 1 .. 1 (❖l ph v 1 o {:J é né t :i. q 1.H❖l , 
Ces auteurs considèrent que, dans une analyse cladistique, 
'i::ro :i. •::i ,::1.:i .. f:F.é,r·_,:::.n.t.s. ,:,'._o,n.c<.;tpt5,;_ d.'.fl_s,i::1,i::•l.,:.:_1,:•lfü. b;.=.11,;éfü ·;;;ur· d<-:-ls prc>,:,'.1::•lssus 
n,.=.,:1.t.1 .. 1.r.1:(l .. 1,;, di 1,d: :i. nct1,;, p<:-)1 .. 1',/!,·)l'1'i:: tH.T<•:,, ut i 1 :i.1,;és v_;;,1_]._;,,,1,b)._<-:·l.m.1::•i.n.t. llH'.l :1.1;; .!i.lV!•:•ic 
d <•:-! !;; :i .. mp,1_:i._,:.'._;_,,,.t.:i..o.n.s. d :i. f f é_r'(·,l.n.t.1:,)_1:,., 
d<,·l 1. ' ... :i .. n.t.1:,i.r. {é_,:,:_o n.d. i :t:.é. 
( ":i. nt(•,irbr•1:,i<,·ld :i. n~;i") , 
Ce concept biologique, qui ne peut malheureusement 
s'appliquer aux organismes asexués, peut avoir 2 acceptions, 
Au sens str:i.ct, le terme espèce sera réservé ½ chaque 
population* constituant effectivement une communauté de 
reproduction (qu'elle soit ou non monophylétique), 
Cette première utilisation du mot espèce se heurte ½ des 
difficultés pratiques, En effet, d'une part il est souvent 
extrêmement d:i.ff:i.c:i.le de f:i.xer les limites d'une communauté de 
reproduction effective car, comme l'explique de Queiroz et 
Dono(:;,ihuGi < :1. 900, p , 3?9) '' , , , th,:,•l d<•:•l~Jr(❖)(❖l o + Q(•:~n,;:-i f 101,1 v;.:.,r :i. <·,!~,; :i. n 
·X· d ,,,i Glu <-:-i :i. r c> ;.-~ (·,l t Don o g h 1 .. 1 <':l ( :1. 9 BU , p , :.-5? ô ) dé -F :i. n :i. ·::; s ,:",nt 1 C-l s; 
pop1 .. 11.,,.,t :i. on·;;; ,:.:01nm 1::! 1,;1 . .1 :i. t : " , , , uni ts 1,,, :i. th :i. n 1,,1h :i. ,:.:h :i. nt,:-:-irbr,:-:-l,!.-!d i ng 
between organisms of dif-Ferent subun:i.ts is suff:i.cient such 
that the relat:i.cnsh:i.ps 8mong these subunits are reticulate 
wh:i.le relat:i.onships among the units themselves are 
pr,:,:.)dom :i. n;,,int 1 'i d :i. ',/(•:•)l"'g :i. nr1", 
fig, 1,1 Concept d'espèce basé sur l' interfécondité au sens 
s-1::ri,.:.t, 
Un cladogramme de 8 populations (A-H) 
(extraite de de Queiroz et Donoghue, 1988, p.328), 
space and time and there need be no correspondence between 
i nt01 rbr'C·?f?d :i. ng ;,=lnr.:I morpho 1 og :i. c;:.l l or f,i.-:.:o 1 c:>,] :i. C-'·" 1 di vr;,irg(•:~nc(i·: , 11 
D'autre part, le nombre d'espèces ainsi obtenu serait beaucoup 
plus important que celui des espèces couramment reconnues, 
~.;,::-11,:)n 1;,l vf:~ri,;icn él;,.irgie 01 .. 1 st.=:.1nd;;lrd, le nom d' 11 0:❖1'.:;p~:-1,·:::o:·:·:· '' i'!::fü-1:: 
donné t un groupe d'organismes constituant potentiellement 
une communauté de reproduction, Une telle espèce peut se composer 
de plusieurs communautés de reproduction effectives ou 
populations (par exemple A-E et F-H dans la figure 1,2), 
de Queiroz et Donoghue (1988, p.330) soulignent que ce concept 
d' <•:•1~.;pf'.~c01 pr'éJsf:~ntf:•1 l(·?S intérg!ti5 su:i.•v.::lnts '',,, il t(-:-intr~ 
d'incorporer l'idée que les espèces existent pendant une certaine 
d 1 .. 1 r é ç.,1 ;,=.1 u c o 1 .. 1 r ·;;; d (•:-i l ' é v ci 1 u t :L o n , . , D ~~ p l us , 1 ;_" p c;-1 r' t i-'.'! di:-::· 1 ;.=:i 
potentialité de se croiser garantit que les entités fcinctionnent 
comme des unités évolutives distinctes'', Mais il y a auss:i. des 
inconvénients t emplciyer le mot espèce avec cette sémantique 
élargie, Tout d'abord, une telle espèce peut n'être qu'une 
collection artificielle sans fondement biologique : elle peut ne 
pas être monophylétique (cf, groupe A-E dans 18 figure 1,2) et ne 
pas correspondre réellement tune commun8uté de reproduction, 
Ensuite, il est difficile de déterminer, sur bases de 
comparaisons de la morphologie, du comportement ou de l'écologie, 
quf?ls cirfJ;.=.1ni1;;m~?1;; "pourr.::.1:L~?nt" 1,;c;-1 ,:;rois€-ir, 
7 
t1g, 1,2 Concept d'espèce basé sur l'interfécondité au sens 
1;:.\ï'gi:•)' 
Un cladogramme de 8 populations séparées, 
Les organismes des groupes de populations encerclés (A-
E et F-H) ont la potentialité de se croiser, Des 
croisement sont impossibles entre individus de cercles 
d :i. + f é ri::-:· nt-,,; , 
( il:! :< t r .',.\ :i. t E'' d e d (❖1 (~ 1 • .1 fi :i. r Cl ;2: (ë! t D o n o g h 1 •.1 ~:-i ., l 9 El 8 , p , 3? 9 ) , 
b , Co nc,:-:-1 p t:·::; d~:-i l' ,:-:❖ ·::;p~;!,:.~,:-:-:• b-'.'.l~:;é ~; 1 . .1r ]. .,,., m.o.n_op_h'{l i_r:.-1_ 1 r'<:::pos-',:1nt ,:-:-111 ,:-:-1····mt'.·m 1:•:•:• 
-::;1..1r 1(,·! r,rDc.e·,;;i,;1..1·;;; n.:.,.1turel df,: ",::ommun.:.:.11.1té d' or:i.g:i.n<-:-1 11 ( 11 c.om1ï1Dr1 
da:-:-~·::> i.".~ r:, r, -J:: 11 ) , 
Ce concept s'est développé récemment en réponse ½ la 
remarque suivante (cf, Rosen, 1978-1979 et Bremer et Wanntorp, 
l 9 "? ~;.:, ) : :i. 1 ·::; ~,: p o 1..1 r·· r .',l :i. t ,::1 1 •.1 <:,' l ;;:i ,~ o m p .,,., t :i. b i 1 :i. t é d <--.-1 r· (·,! r· r o d 1..1 ,:.'. t :i. o n \,; i:.': 
distribue comme une mosaïque parmi les populations descendant 
d'un ancêtre commun de telle +~con que, comme un caractère 
primitif conservé, elle soit sans information ½ propos du 
caractère récent de l'~ncêtre commun, Et dès lors si un ensemble 
recoit le statut d'espèce sur base de la capacité de croj_sement 
fécond, il se pourrait que cert~ines espèces ne soient pas 
m o n op h V l é t :i. q 1 •.1 ,:-,1 s ( d (•:) (~ u (•:-1 :i. r• o ~-:: (•:•: -1:: D o no g h u <a ., 1 9 B C , p , ::;,;; :1. 8 ) , ~i ~:-' 1 o n c e 
nouveau concept, le terme espèce est réservé t un certain 
ensemble de groupes monophylétique, qu'il corresponde ou non b 
une communauté de reproduction : il désigne donc un rang donné 
dans la hiérarchie de relations phylogénétiques, On peut par 
e :-: i-:-1 m p 1 ,:-~ r::-, ho :i. ·::; :i. r d ' .:,.1 pp (-:-1 1 (•:-il'' 11 (•:•: fü pi-~,:.:(·?.• 11 l c· gr o 1 • .1 p fi mono ph V l é t i q 1 .. 1 i-:-1 J ,. ... , 
p 1 1..1 s :i. n ,:.: l 1 .. 1 i:; < F ···· H d ·'·'·' n !,; 1 ;,:1 -f :i. ~J 1..1 l" (·:•:· :1. , ? ) , 
t1g, 1,3 Concept d'espèce basé sur la monophylie. 
Un cladogramme de 8 populations montrant 3 groupes 
monophvlétiqu(-;)J;; (I····III), 
(extraite de de Queiroz et Donoghue 1988, p.331,) 
Mais quel que soit le groupe monophylétique choisi comme espèce, 
il ne sera pas possible d'assigner, t toutes les entités 
terminales, un taxon monophylétique dont le rang est l'espèce (ce 
qui viole une ancienne convention), D'autre part, lorsqu'on 
considère l'utilité des rangs, une objection plus générale t la 
définition de l'espèce comme un niveau dans la hiérarchie de 
groupes monophylétique surgit , Comme le soulignent de Queiroz et 
Done>'.;JhU€) (:1.988, p.333) <-:-)n effi::~t : 11 ,, .,~.:"'1ter,.~c>r:i.c.s1l r.::lnks ;.:ldd no 
information about monophyly that is not already contained in a 
,::l;_,_\r.:IDt,Jr-'.,lm, , , 11 , Et li:-:~·;;; ,:.11 . .1ti:0ur'a:; d(-~ pouri;;u:i.vr€~ le ra:i.sonne:-1m(,-1nt: : ·r:,:i. 
les rangs ne sont pas utiles, ils pourraient être abandonnés et 
par conséquent le terme espèce ne serait plus employé pe>ur 
désigner un ensemble monophylétique donné et il pourrait alors 
être réservé pour définir une communauté basée sur l' interfécon-
d:i.ti:-:-i, 
D'après ce concept, les espèces pourraient être soit des 
populations (basées sur l'inter-fécondité), soit des groupes 
monophylétiques de populations, Ce concept allie donc 2 processus 
naturels distincts, Selon l'analyse de de Queiroz et Donoghue 
(:1.988), cette acception peut créer davantage de problèmes qu'elle 
n'en résoud car elle résulte en taxons spécifiques qui ne sont 
p;_,_,i;; comp.:::lr'.:::.lb l f,)i,; , 
1.3,3 Conclusion, 
Cette synthèse de de Queiroz et Donoghue (1988) met en 
évidence que selon la définition choisie pour le concept 
d'espèce, les entités les plus fines susceptibles d'être les 
-f €)1..1 :i. 11 (-:~ i;; d' un .::lr' br'f:•) phy l ogénét :i. qu(-:-, pour rc>n-1:: fl -1::r'f:) df,ii,; ~:-1.füp_i-:-1,:.'._(0:r:;_ 
et/ o 1 •.1 d.i•:~.s. pop u 1 ;,.1 t :i. or, s d. ·· ... o.r-.9.;_:_1_n_:i._s_m_f.:'.S. :;_<0.:<.1..1 é.fü .. , .. 
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CHAPITRE 2,LES CARACTERES. 
Peur continuer cette revue de la littérature cladistique 
relative, tout d'abord, aux données du p~oblème de l'inférence 
d'arbres phylogénétiquos, on va s'intéresser maintenant aux 
caractères utilisés pour décrire les taxons½ introdiure dans 
l ·' .=,.i n .:.=-i 1 '/ -;;; ,;;1 , 
2.1.DEFINITIONS RELATIVES AUX CARACTERES. 
Il existe, dans la littérature cladistique, un très grand 
nombre de définitions différentes relatives aux caractères, Ceci 
est notamment dO aux progrès de l'analyse phylogénétique elle-
même cette dernière allant en s'enrichissant, les définitions 
doivent elles-mêmes évoluer vers davantage de généralités, d'une 
part et davantage de précisions, d'autre part, Une synthèse peut 
être trouvé au tableau 2,1, 
Le cadre général des définitions retenu 1c1 est celui de 
Goldman (1988, p.70 et 71), Cet auteur fait très pertinemment la 
distinction explicite entre observation et représentation dans la 
m ·'.'.\ -1:: r i ,:.: ,,~ d 1% don n (·'.·\ f·) i,; , I 1 ,'.l pp ,,,i 11,:-:-i !:.'..f.'.).).:'..!,'t:.J:.f\).:'.J:.'. , un t r ;.:.d t ( " f E' ;,,.l'i.:· u r (,,, " ) 
observable du taxon, choisi pour être utilisé dans l'analyse, 
l...(·,1·:1; é,t_;,.l,t:::,. d.1..1. ,:.:_;.,.\_r_;.,.\_,:.:ti!,ir'f:! !5on-l:: 1,:-:-is ',/.',.\l,:-:-11 . .1r'1,; qu(•,i pf!!uv,:.:.int pr,:-:-indrc:,i c~,, 
trait, Ils sont évidemment définis par l'observateur, Ainsi par 
exemple, le caractère nommé couleur du pelage pourra avoir les 
états suivants : brun, gris, noir, roux, Chaque caractère est 
,:.:_o,d.é. ri ·::, f ;_,.\ ,., r·> r ;!i i.:.1 +· r P r ""1·\ r ,.,; ,,. ,,., r •I" (-'·' 1·\ ;:i r 1 1 n ,,., n 1 1 I'', l I t "' ·i f·' 1 1 r •::: •, • ;:i r ·j ;:· h l P.,,. 
. . .. ~.. ·X·-~ .. l .. ... .• :.. ... .. ..••• > ... 1 .. .. .. •. . .. . •.. • .• .. • • .. .,> • • •• .. • ··~ •• -: ••• :: ....... :.: ... ::! .. :: .. :.: .. ::: .. ::.t 
nu m ,:-,i r :i. q u ,::-i ·;;; , L ,:,.:• i,; v ;,.1 .1. ,:-:-i 1 • .1 ri,; d' un (-:-i v ;,,.\ r :i. .=:.\ b .1. ,;,.i s t;,i r ont .,,.1 pp ~:-i .1. ~:❖ c-:-i ':,i é.t.-'.'.\,'l::.s. d.c-,i . 
. J .. J. '.'.-'.'..i,':1I'. .. :.i: .. !i:l.t:J, .. f1. , F· ou r 1 ,:,., s pro b l 01 m ,;,.i '::i d ' :i. n f é r ,:-,i r, ,:.: ~:•i d ' ;,,.1 r br ~:-i ·;;; 
., 1·· ·1 · r '' · ··, ·I·· .. r I i .. ,.. ·, ., .. .... ··, ·· ., · ., ·l··,·, ··I .. · <.. ·, ·, .,, · .... , ·, < ., ·f: ·1•• •• 1·, ·1 ·, .. , .. ;: ·1 1 .. , 1 y .. o ::J (·,., T 1 ,,,. . .. 1. •. 1 .. 1 ,,., ::, , ... l .1. ::, ,.,·. 11 , ... o m 1 .• • . ,,. , .. ,,.1 Y, ·" , ... !·,. m ,,,. m c.> .1. ·¼ % :>1. • ,... , 1 •. •,.l .. • .• t,. ,,.1 ..1 ... , , •. 
1 !,,, s v ;.:.1 l'' :i. <'.lb l ~:•i '::i fü o nt C> b 1 :i. g <'.\ t c> i r (·:•: m <,·: n t d :i. '::i cr i!:i t ,,:•! ·::; ' ·' , D ;,,.\ n s l ,;,,) s c ;_,.\ fü d ,;,,i 
ba-;;;e (cf, par exemple la description du programme MIX aux 
chapitres 5 & 6), le domaine d'une variable est l'ensemble de-;;; 
entiers positifs, Le passage d'un état de la variable (par 
exemple 0) ½ un autre (par exemple 1) peut alors s'interpréter 
,:::ommf!,: 1..1.n. r:.:_h_;.=:1.n_9~:•:.m_(,·l.n.t. é_v,o.1.u.t.i.f. o.u. p_;:.\.s. (~:;t(,•ip) , (C,:-:-i d(•:•lrn:i.(·:-ir ,:.:on,:::r;,lpt .::.\ 
été introduit par Camin et Sokal (1965) et par Farris p~ a.l., 
·X· 
·X··X· 
Typiquement en analyse cladistique, un trait observable pourra 
être morphologique, ou comportemental, ou génétique, ou encore 
moléculaire (cf.paragraphe 2.1.1), 
Il existe une exception 
phe 3,2,1,1.1,2 : dans 
seront nominales, 
.\1.\ ,::: ,:.:.i t t: ri r ,:,:-, g 1 ,:,.: , 
1 (•:•) p r o b 1 ~:: m (•:•i d !❖: 
m ,,:·:nt :i. on né(❖: .,.,.1 u 
~:i t 1:,1 :i. n ~:•) r , 1 ,:.,: ·;;; 
P·'.'Jr.:.,:,~:Jr.,=.i···· 
v .:.:1 r :i .. ,.,.\ b 1 ,,:•i s 
~.,~··X··X· 
Certaines méthodes cependant sont relatives½ des variables 
continues, notamment des fréquences de gènes, C cf.par 
exemple Swofford et Berlocher, 1987), 
:1.0 
(1970) ½ propos du changement d'état pour un caractère discret), 
11 faut encore noter que les variables de l'analyse cladistique 
peuvent être l'objet de pondération mais cet aspect ne sera pas 
développé dans la présente étude, 
La définition que donne Goldman d'un caractère est tout ½ 
fait générale puisqu'elle s'applique ½ toutes les données, 
qu'elles soient discrètes ou continues, Ces dernières posent 
cependant un gros problème en analyse phylogénétique, Par rapport 
aux données continues, on rencontre deux tendances actuellement 
parmi les cladistes, Certains en effet considèrent que les 
données quantitatives sent impropres½ être traitées par analyse 
cladistique, C'est ainsi que Pimentel et Riggins (1987, p.201) 
écr' :i. Vf!nt '' Cont :i. n1..101 .. 11,; 1 '/ v.:.:.1ry :i. ng q1 .. 1;.,,1nt :i. t.,;.it :i. vc-:-i d;.:.it ;,;1 ;,,lr!-:) nc>t 
su:i.table for cladistic analysis because there is no justifiable 
b;.:.1s i s for r e,:,:c)qn :i. ~-~ :i. ng d :i. 1,;cr(,❖ t o::❖ i,; 1,; t .,.,.1t(,❖ 1,; ;,.imont,.:J t h<-:-!m , " Et cr!fü 
;_:,iuto:•:)1 .. lrS PDl .. l l''SI .. I :i. V~:)nt ( :1. 907, p ' :;;'.OB) Il n m(❖);,,,lfüUl''(❖)lllif.·)nt t,;u,:.:h ;,,lS l (❖ln',.~th 
of a bene pertains only to a linear dimension of the bene net the 
total bene, In this sense, dimensions are indirect measures of a 
feature and sufficiently vague to question what is appropriate 
f Cll'' tr!1,; t:15 of homo 1 or,_:Jy, '' '.:io:-,i 1 on 1 (•:•! ,:.:ompt,:.;i .... r!-:indu d~:-! Codd :i. nt,Jton 
(1907, p.181), Mitter partage le scepticisme de Pimente]. et 
Riggins (1907) ½ propos de la conversion de données quantitatives 
en variables discrètes, Mais certains tentent de relever ce défi, 
Ainsi Archie (1985) a développé une technique appelée 
" r,;J (!❖ n ~,! r ;,:,1 l :i. ~-~ o:-:•! d t,J .,.,.1 p .... c o d :i. n •] " pour t r :,.1 nt,; for m (,·! r l <,·! s ,:.: •'.'.i r •'.'.l c t il❖ r (,·: 1;; con t :i. nus 
en variables discrètes, Cette méthode a été récemment améliorée 
(❖! t I.'.: o m p 1 {,té(•:•! p .,.,1 r Go 1 dm ;,,.1 n < 1 9 D D ) , 1.. .. ,,.1 t ,:-:~ ,:,: h n :i. q 1 .. 1 ~:-i d ·' Arc h :i. (·:,, ( :1. 9 n ~i ) 
modifiée par Goldman vient d'être utilisée par Cranston et 
Humphries (190B), D'autre part, Chamberlain fit, au 7ème Congrès 
de la Société Willi Hennig (19B8), une communication intitulée 
'' Mr::!thodi~ for ,:.:cd :i. nq ,::ont :i. nuc)us morphc> 1 ot,;J :i. c.',.i 1 ch:,.1r:.,1,:.:t(-,!rs f e>r 
c l ;_,.id :i. i;; t: :i. ,:.: ;,,.1 n ;ri 1 y '::i :i. s " , 
Cette digression étant faite½ propos de de>nnées continues, le 
t ,,,! r m ,,,! '' c ;.:.1 r ;.:.1 c t il•! r f.·! " i;; !·,! r •'.'.l pp or 'I:: c,•! r .,.,.1 d ;,,.in fü l :.,.1 1,; 1 .. 1 :i. t ,:,:.) d ,:-:•! ,:.: (❖! m ,:-'.•! m o :i. r !❖! ;_:_, 1 .. 1 n 
caractère discret, 
Les définitie>ns donnée-;;; ci-dessus peuvent être raffinées en 
y adaptant les catégor:i.efü distinguées par Day et Sanke>ff (1906) 
et Day ,Johnson et Sankoff (1986), On qualifiera alor-;;; une 
variable de l'analyse cladistique ou un caractère (discret) soit 
t.fr•! b_:i .. n_;.,:1.:i .. r.<-:-1. ( i,; :i. <-:-111 fi!/ :i. l nri p!-:-iut prf!ndr(❖! qu<-:•! df!!U:•: ét .,.,.its) , i,;o :i. t ,:h:•) 
1,;.,.'.i.n.1,;_ :;;g_n,:trj;!.LU.tf:t. ( "m1 .. 1lt:i.t~t;,.1t<•,!") , l);.:,1·1 .• .Johni,;on (,•it ~:i;.,_inl,;,off font: 
aussi la difütincticn entre qualitatif et cladistique, Le terme 
q_u_;.'.i. 1. :i. _t,.,.,.1.t:. :i .. +. s <•:-1 r ;,,.l ré·;;; ~:-1 r v é 1..1 n c ;,,.1 l'' ;,::1 ,:.: t ?,! r (•,i ( d :i. s ,:.: r ,:,:.) t ) d c> nt: 1,,:-i 1:; é t .,.,.1 t 1,; 
forment un ensemble non ordonné, auquel aucune structure n'est 
imposée, A la su:i.te des trois auteurs cités ci-dessus, on pourra 
.,.,.ipp<-:-i 1 <•:•! r ,:.:.l_;_,.1.d.:i..s.t.:i._q_, .. 1_!,~. 1 . .1n c.',.l l'' •'.'.iC t ,:-'.•! r <•:•! d :i. 11;,:,: r !❖! t i!.1 J .,.,.i f o :i. ·;;; or don né f! t 
d:i.rigé [c'est-~-dire enraciné], Tout comme Meacham (1984), e>n 
c:o n11; :i. di·'.·) r (::• r• :.,.1 .,.:.ius·;;; :i. 1.,,.1 c.,,.it:é9or :i. ,:-:-i di::•!:;; ,:.:.'.,l r'.'.'.11.'.:ti-;!r •::!1,; d :i.15 ,:~r'(,•!ti,; DF.d.e>.T\l"lé5,;_ 
!)1:',',L:,i,. .. iL n,.::1:,1. :) .. :.i, .. :c.;LgfL:!.\. , C C ,:,:.) t t ,:-:•) d ~,i r n :i. ,\;1 r ,:-,! v .,,., r :i. été n ' !❖! 11; t p ;.:.i :,; p r :i. 1,; ,:-:·) (,:.1 n 
compte par Day et al,) 
Un caractère cladi1:;t:i.que de Day, Johnson et Sankoff (1986) 
cc>rrr,,ifüpond (•:•!n r•é;_,.11 :i. té .=.:.11 .. 1 '' c;.,_ir•;.:Jcti•,!r(-:-! '' t~,! 1 qu~:-1 d•:•'.·l f :i. n :i. f orm,:•,! 11 ,;;im,:,,)nt: 
jadis par Farris, Kluge et Eckardt (1970, p.172) en référence ½ 
H<•,!nn :i. ~.:J < :1. 966) "n ch.:.::ir;.,_1cto:•:·!r ( ' t:1"•.'.'.1n:,; f nrm;,.it :i.on fütir :i.,ai,;' o+ H,:,.inn :i. ~.:J) 
:1.1 
:i. i,; r..l ,::: c> 1 1 e~ ,:.: t i c> n o f m 1J t u .,,., 1 1 v e :< ,::. l ,_, s :i. v (0 s t a t e ~; < , , , ' ,::: h ;,., r a ,::: t f:! , ... ~; ' 
',:.:h;:.ll''a,.;t~,ir 1:;t.':lt<-:i~;;', or '~;t;,l(Jes of f?Hpr~?ss:i.on' of Henn:L'.,1) 1,1hi 1~h 
a) have a f:i.xed order of evolut:i.on such that 
b) each state is der:i.ved d:i.rectly from Just one other state and 
c) there :i.s a un:i.que state from which every other state is 
riv(•rnb.J;,.111 '/ dc-::,r :L v~:-id, 11 
Il est év:i.dent que l'ordre et la d:i.rection (ou polarité) 
d'évolution des états d'un caractère cladistique peut être 
rep, .. ·éi,;,,,inté p.:,.ir un .':.1l''brf.~ enr.,n,.~ :i. né (,::: f , ",.~h;:.iracter st .:_:.ite tr 1~if,!" dra 
Camin et Sokal, 1965) dans lequel chaque sommet représente un 
état observé et chaque arête une transformation orientée 






FiJ,2,1 arbre enrac:i.né d'états du caractère C, 
Les états d0 ce caractère sont a,b,c,d,e. 
A série de transformations branchée, 
8 · série de transformations linéaire. 
A partir de cette représentation, la classification des états en 
stri ,:,: est r ;,:,\.~::!.1:~ < o 1..1 "p 1 ,2 s :i .. Q.!l.1.9.r.:Pt.u~. 11 d ,,,i H r::i n ni g i:: 196 6 , p , n 9 ::t C> u en,.:: ore 
pr_j. m.i.t i:f s) et dér i vé~5 ( cn.1 "r.lE~omorP.ti.§.E.~ 11 de Henni 9) s' Sl·(P 1 :i. q1.101 
aisément, Ainsi par exemple dans la figure 2.1.A, l'état c est 
ancestral par rapport½ l'état e mais il est dérivé par rapport 
~ l'état a , Il est clair que ces dernières définitions sont 
relatives ½ un point de référence. Toutefois, au niveau de la 
racine cladistique, tous les états de tous les caractères sont 
,par définition, primitifs, 
A noter encore que pour une série de transformations, la 
d :i. s t i n c t i on 01 nt r ~:~ " 1 i né r..l i ,~ ~,! " f.·! t II br;,., n ,.~hé f,i " <·? 15 t i,; o 1..1 v c-::1 nt f ;,., :i. t (·,! d ;:., ni~ 
la littérature cladistique, Cette distinction est relativement 
r..lrbitraire puisqu'elle correspond ½ de1..1H cas particuliers 
d' arbr01,,;. 
D'autre part, c'est un arbre non enraciné qui correspondra½ 1Jn 
caractère ordonné, mais non dirigé, 
= 
············· .... · ................. -.... - ... -.......... ---...................................... - .......................................................... -............................................ -....................................................................................................... . 
TABLEAU 2,1,Synthèse de définitions relatives aux caractères, 
en référence à différents auteurs, 
1. Cadre général (Goldman 1988), 
OB~iEF~VnT ION 
caractère (continu ou discret) 
états de caractères 




numér :i. q•.Jf.·! ( ~;) 
ét■t■ id■ ! ■ variable 
2. Catégories applicables à un caractère discret (de l'analyse 
c 1 ·'.'l d :i. ·:;; t :i. q 1..1 (•:~ > 
·>:· .... b i n ·'·'·' :i. r (❖! ( i,; :i. :::~ é t ·'·'·' t i,; ) 
- sans contrainte (s:i. plus de 2 états) 
* - qualitatif (c-à-d non ordonné) 
- cladistique (c-~-d ordonné et dirigé 
- ordonné et non diri9é 
[ D;.:.iy (;it ;,l l, 





N . e , : q u ;.,.11 :i. t .=.=.1 t :i. f ,,: non .... ;ri d d :i. t :i. f p cl u r F' l ·'.'.l t n :i. ,:.: k ( 1. 9 8 8 ) , 
3, Quelques :i.dentités et correspondances :i.mportantes 






t ,~a ni;; f orm.':lt :i. ons 
t:: (Hf,inn:i.~:J, :1.966) &. 
(Goldm;.=.1n , 19El9)] 
.... ,:.~ ;,:l r ;,:., ,:.: t: (-'.-~ r (•:-~ 
<Farris et 81,1970) 
arbre (enraciné) d'états de caractère (Camin et Sokal, 
:1. 9 (; !:i ) (0 t C F ·'.'.l r r :i. i;; r;~ t ;~1 1 , :1. 9 '? D ) , 
•>:· ,:,;,li~ ,::.i,:~ tèr~,i cirdonné <Dt non d :i. r· :i. t,.~é ( M~;i;,:l,~:h;;.im, :L 9Dl,.) 
arbre non enraciné d'états le caractère <Farris et a1,:L970) 
ai~bre ( Ge> 1 dm.::..in, 1909) , 
---................................. ___ ................................................. ___________ _ 
., .. X 
J, •.• , 
-2,2, ANALYSE DES CARACTERES DISCRETS. 
2,2,0, Introduction. 
L'analyse des caractères discrets constitue un peint crucial 
puisqu'il s'agit d'un préalable obligataire ~ l'analyse 
cladistique proprement dite et qu'elle conditionne la valeur de 
cette dernière. Tassy et Darlu (1988 :295) affirment d'ailleurs : 
''N' nubl :i.c>nfü p;_,_is , , , qu' !❖in morpholog:i.~,i l!❖l st;_,_,d(-:-i l(❖l plui,; import.,.,_int 
de l'analyse réside dans la construction de la matrice de 
(,': ;,:.) Ï-. ;_:,) ,·:.~ t (.:.~ r (-:~ fü I Il 
Comme le souligne Meacham (1984, p.27), cette analy!:ie, 
chaque caractère, peut présenter un nombre variable d'étapes 
la méthode d'analyse utilisée ultérieurement , 
pour 
s01lon 
i , I 1 f ;_:_11 . .1t -!::out d' ;,.1bord c>b 1 :i. r,_~;.,_ito :i. r(-:-im(,~nt i nv(i-int~,ir 1 <-:-i ,:.\;.,.1_r_;.:.1_c_t_0i_r_(·:-l. (❖lt 
(❖ln r (❖l p é r '!.·l r 1 ('~ i,; é_t_;_,_,_t_s_ , 
ii, Il faut ensuite, pour beaucoup de méthodefü, déterminer 
1 1 rH.'..~;!.r.'.gt i).l é t ;_,_) b 1 i 1"' ~:-)nt r ,:-:-) 1 (❖! fü é t ;_:_1 t s d (·:) ,:.: if:) C ;_:_1 r· ;_,_) C t i;) l"' (•:•) ' 
iii.Enfin, on peut encore faire l'hypothèse supplémentaire de la 
d_:i._r_(-:-i_,:.:_t_:i._o_n_ (pc>l-'.'.1ris;_:_1t:i.on) d(-,! l'évolution d!-:-ls ét.,.,.1ti,; pc>ur' c~,1 
(~ .:.:.) )'"· .:.:.l t.'.~ -f:: (,'.-~ r (•:•~ , 
2.2.1. Polarisation des états. 
Cette dernière étape de l'analyse des caractères peut re-
poser sur différents critères, de valeurs diverses, et dont 
certains sont actuellement très controversés, Dans Stevens (1980) 
et Arnold (1981) peut être trouvé un aperçu de la littérature 
déj½ ancienne au sujet de ces critères, Parmi ceux-ci, les plus 
fréquemment cités~ l'heure actuelle sont les suivants : 
1, Critère de l'outgroup 
2, Critère ontogénique 
3, Critère del' ingroup 
4, Critère paléontologique 
5, Critère fonctionnel, 
Les deux premiers élémentfü de cette liste sont incontestablement 
les plus utilisés actuellement. Les deux suivants, s'ils sont 
employés dans des études relativement anciennefü, ont tendance~ 
tomber en désuétude complète. Quant au dernier, il est cité pro 
fOï'ln-'.'.1, 
2,2,1,1. Critère de l'cutgroup, 
Définition préliminaire 
Remarque préliminaire 
9.!,,!.tHr.:.9.!,,!.E~. o , .. , f:U:.i.:t:.r.:.!:',l.H:C.9.!,,!.Ptt 
groupe apparenté½ l'ensem-
ble des OTUs devant être 
analysé c-½-d, l' ingroup et 
pouvant lui-même comporter 
un ou plusieurs OTUs, 
L'outgroup doit être clairement 
distingué de la racine 
cladistique ! Mais il se trouve 
que dans la littérature cladis-
tique, les états de l'cutgroup 
Clorsqu' il ne comporte qu'un 
seul OTU) sont couramment 
assimilés½ ceux de la racine 
cladistique, Ceci peut prêter b 
confusion, Il me paraît utile 
de souligner qu'en toute géné-
ralité, l'OTU désigné comme 
outgroup et la racine cladisti-
que peuvent évidemment avoir 
des états différents, L'exemple 
de Felsenstein (1983, p.315) 
illustre d'ailleurs bien ce 
f;.:1:i.t, 
Le critère de l'outgroup est considéré comme le meilleur par 
la plupart des cladistes, Malheureusement, il en existe plusieurs 
Comme le fait remarquer Farris (1982a,p,333), celui qui veut 
bien lire entre les lignes en trouve une formulation dans Hennig 
( :1. 9 /> ô , p , 9 9 ) .• r' ,:,~ p r' ,,:•i n .,,.1 n t M .,.:.1 ;,; l :i. n ( :1. 9 ~:i 2 ) 11 I f o n f) (❖! :-,: t r (·'.·) m !•:•) e> f .,.:.1 
morphocline resembles un conditie>n found in the less modified 
members of related groups cf the same rank, this extreme 1s 
pr i mit :i. ',/î::·) 11 , l .. k!nn i 9 lu :i ..... mflnH,! nt::-! m,,:-rnt i DYHH'.·! p.:.:.1s 1 ~:-! mot: 11 C>l .. l'l::'.;ir,::i1 .. 1p 11 , 
fait remarquer que Naef appelait le principe cité ci-dessus 
11 
·;;; y!,; t !-:-! m ;_:,1 'I:: i t.'.'. ch .:.:.1 r .:.:1 c t ,,:•! r· p r <-:! c !❖! d (•:·! n ,:.'. (·,! 11 (·'.·! t .,,.1 j o u t (•:•! ,:.,in,:.'. o r· ~,! q u ~,! ,:.~ !❖! t t !❖! 
formulation est peut-être équivoque , , , 
En 198:1., Watrous et Wheeler disent avoir constaté dans la 
littérature beaucoup d'interprétations erronnées du critère de 
l' 01 .. 1 tg r'oup, (•,!t (❖!Y'I propo::,(·:·)n -1:: l ;;,1 11 r·~,!'.:.:J 1 (,·! op1jr;.:.1t i onn(,·) 11 (❖) 11 su :i. v;.:.1nt ~,! : 
11 
~:; :i. u n (·'.-~ t .:.:., t d } 1..1 r, c .=.:., r .:.:.l ,:.~ 'l': (-'.·! r (·'.❖ ·::; i:-:•! 1\ f! r1 i.'.~ o n -1:: r (•:•! .:.:., 1 .:.:.l f e> :i. ·::; d .:.:., r1 ~:; 1 ·' :i. n ~.:J r C> 1 .. 1 p 
et dans l'outgroup et que d'autres états n'existent que dans 
l' ingroup, alors l'état commun b l' ingroup et b l'outgroup doit 
être considéré comme primitif 11 , Cet énoncé est très voisin de 
,:.: (:·! l u :i. d <-:,• H i:,•! n n i ;,;J , c o m m (·'.·) 1 ,:-:•) n e> t ,:.,! F .:.,1 l'' r :i. i,; ( 1 9 D 2 ;,.1 ) , 
C'est d'ailleurs, cette règle qu'utilisent, de manière très 
explicite, mais sans citer de source, Andrews et Martin (1987, 
p,107 et 108) dans leur exemple didactique, Dans ce dernier, se 
présente aussi le cas non prévu par la règle où l'état dans 
l'outgroup est différent de l'état dans l'ingroup, Mais 
curieusement, les auteurs restent muets sur la facon dont il faut 
régler ce cas de figure que cependant ils évoquent, 
Le critère de l'outgroup, tel que défini dans Stevens (1980, 
p,337) est une variante de la règle opérationnelle de Watrous et 
Wheeler (1981), qui nécessite 2 outgroups, 
L'article de Watrous et Wheeler est critiqué avec beaucoup 
d'acrimonie par Farris (1982a), Ce dernier fait remarquer que 
l ~:11 . .1 r II ri·'.·) ~;J l c-i op é r ;_:_i t :i. on n <':) 11 r) 11 , m (.:./ m 1:-:-1 i,; :i. (•:-1 11 ~~ p 1,:-11 • .1 t s ' ;,_, v é r 1:::• r' ,.:: D i"' r' ,:-:-1 c t 1::1 
pour des cas simples, est erronée en tDute généralité 
(Il,,, th,:-:-i:i.r prO('.i!:)dUl"'(❖) 11:i :i.t•::-(•:-ilf E•r\"'On(·:)C>US 11 ), 01 .. 1trri le-) ,:.:;_:_)fü d(i:' 
figure mentionné ci-dessus, elle est inapplicable par exemple si 
au sein de l'outgroup le caractère varie (cf, Maddifüon et al, 
:1. 9 B l1. ) , En ré ;,.11 :i. té , i::i i< p l :i. q u ,;.-i F .,,., r r :i. i,; ( :1. 9 B :;:: ;_:_i ) , 1 ;_,_\ r 1\,i ~.:J 1 ,:-:-i d ,:-,i 
l'outgroup ne peut se comprendre que dans le cadre de l'analyse 
de parcimonie (cf.paragraphe 3,2,1,1,1) dont elle constitue une 
·'·'·'pp 1 :i. ,::: ·'.'.l t i ci n , 
De plus, comme l'ont montré Clark et Curran (1986) ~ propos de la 
parcimonie de type Wagner (sensu stricto), une analyse simultanée 
de l'outgroup et del' ingroup est supérieure~ celle réalisée en 
2 étapes (cf, la procédure de Maddifüon et al, 1984 obtenant un 
arbre le plufü parcimonieux globalement mais présumant la 
monophylie del' ingroup), En effet, une analyse simultanée fait 
moins d'hypothèse a priori que toute autre technique elle 
suppose uniquement que la racine cladistique est basale par 
rapport ~ l' ingroup, Et dès lors s:i. l' ingroup n'est pas 
monophylétique, l'analyse con,Jointe del' ingroup et de l'outgroup 
donnera une solution plus parcimonieuse que la méthode en 2 
(-~~ -1:: ;.:., p f·) fü 1 
En outre, Farris (1970, p,89-90) et Meacham (1984) recommandent 
de commencer l'analyse par un arbre non-enraciné puis de 
l'enraciner ensuite, 
Précisément, dans les programmes analysés dans lj présente étude 
( M ·1· ',{ ··.~ ·1 , ..... ,. ·l·.· 1::, f'.'.1 I .. J 1::, ·,· .. ·•.'. ' li- ) ·1 ,:., ,., ,., .. , +· ;i., )"' , ... , ;·I , ... , ·1 , (") 1 1 +· f"I )"' (") 1 11·•, •• < ,:., •::· ·I·· I"\ ,., .. , s:· (:., 1·· 
.1 I •• , • :1.:/.:y,,. .. •. ... •.• •• .. ... ... .. ... •• • .... ::. • •• .. -.; .... ) .• .. •.. ,) ... 1 
compten · de la façon suiv8nte : dans un premier temps, l'arbre 
non-enrmciné le plus parcimonieux comportant~ la fois l' ingroup 
·X· 
L'enracinement pmr outgroup ne doit pas être confondu avec 
l'enracinement de Lundberg (1972), Comme l'explique Swofford 
(19B5, p. 3-B) qui offre cette option dans PAUP : dmns cette 
méthode, un arbre non enraciné le plus parc1mon1eux, ne 
comportant que les OTUs devant être analysés, est d'abord 
construit, Ensuite cet mrbre est enraciné b l'endroit où un 
ancêtre présumé (c'est-~-dire un OTU dont les états de tous les 
caractères sont primitifs) ou un outgroup (,, ,) s'ajouterait b 
1' .:.:.ir·br(•':•, 
!...(•:-:• cr·:i.tèr(i•i pr':i.i,; (-~n ,.::omptfi qu,:-:-i 
construit non-enraciné, c'est-b-dire 
sont de type Wagner (sensu stricto) 
et d'état primitif inconnu, 
l'arbre peut être 
s1 tous les carmct~res 
Cc,f,paragraphe 3,1,1,1,2,) 
et l'outgroup est construit½ partir de la matrice de variables, 
et, dans un second temps, cet arbre est enraciné par outgroup: il 
est donc réorienté de telle f8con que l'outgroup devienne le 
groupe-frère des autres OTUs, étant entendu que la r8cine 
cladistique, surajoutée~ l'arbre non enraciné, vaut½ la fois 
pour l' ingroup et l'outgrcup, Si l'outgroup est constitué de 
p 1 us :i. (-:~1..1rs OTUs (cf , F'f.~UF') , i 1 ·;;;,::;! pour'r;.,.1 :i. t qu(-:l ,:.:(•:,•ttf:•l réor i (,•int .,,.1t :i. on 
soit impossible : il pourrait en effet ne pas être possible de 
trouver une racine telle quel' ingroup désigné par l'utilisateur 
soit monophylétique, Cette méthode offre donc de surcroît un test 
de la monophylie de l' ingroup ! Ceci est illustré par la fig, V,1 
qu :i. 1:ë)·;;; t un f r;,.19m1:;)î1I:: d' "01 .. rl::put" r.:k• Pf.H.ff' obt~,inu J;.1 p;,.1rt :i. l'' d(';l donné1:•,l':,i 
contenues dans le tableau 7,1, en ayant désigné les taxons alpha 
et beta comme outgroup, 
A1ns1 donc, ce critère qui Jadis n'était pas formulé de 
manière assez générale et était utilisé pour polariser les 
,:.: ;_,.1 r ;,,.1 c t i-;i l'' (-:l fü ·'.'.l.v_;.,.i.n.t. 1.,.,.1 ,:.: e> n fü t ru,:.: t :i. on 11 .,.!.1 l ;,,.1 m ;,,.1 :i. n " d' un ;~1 r br <,·l d' (-:lm b 1 é (';l 
enraciné clad:i.fütiquement, est devenu actuellement, gr8ce ½ des 
programmefü d'ordi1lateur, tout t fait général et n'est prifü en 
,:.: o m p -1:: r; .. i q 1 .. 1 ' !i,1.PI.'.J'.:tfü. q 1 .. 1 i:-:-i 1 ' ;_:.i r br f:-i non .... (❖ln r· .,.,.1,:.: :i. né 1 (-:l p l 1 .. 1 s p ;,,.1 r c :i. mon i ,:-,i 1..1 i:: 
soit déj~ construit, Ceci présente l'énorme avantage d'éviter ~ 
l'utilisateur de décider lu:i.-même de la polarité des caractères, 
" D '/ :i. n ,·:.: 1 1..1 d i n ,J ·'.'.l ,:.; o m b i n ;,,.1 t i on o f out ,;;i r ou p ;_;1 n d :i. n ,;_:_i r ou p t ;,,.1 :<-'.'.l :i. n th ~:-i 
analys:i.s, outgroup structure :i.s left to 'float' so that the 
overal tree is most pars:i.mon:i.ous; the results are ne>t ta:i.nted by 
arbitrary or erroneous polarity dec:i.sions, 11 <Swofford 1985,p,38) 
Cet avantage est particulièrement manifefüte lorfüque l'outgroup 
comporte plufüieurfü OTUs, ce qui est recommandé par Maddison et 
.,.,.1 1 , ( :1. 9 ü 4· , p , 9 9 ) " , , , t h ,:-:~ ;_:i n c ,:,,, i,; t r ;_:1 1 s t .m t (:·l ;,:i-;;; s <,·l ':,; ':,; m (•:•l n -1:: i ;;; m o r· ,:-:•l 
r·ob1 .. 1·;;;t -1::h<-:,• clo':,;~:•lï' ;,.1nd mor,:,-i ,:.:ompr1,:-ih1;;in':,;:i.v1:::- th~:-l i::i1 .. 1t:gPoups , , , 11 
F t F ;_,.\ r r :i. ':,; ( :1. 9 B l'.i , p , ? 9 :::~ ) d (,·l con,::: l 1 . .1 r ,::.i " Th ,:.;i v ;,.1 l 1 .. 1 (';l o f th(-:! o 1 .. 1 t t,_:J r Cl 1..1 p 
criterion, like the parsimony criterion on which it is based, is 
simply that :i.t Pelatefü preference 8mong hypothesis of 
plefüiomorphy to their Pelative ability to explain observed 
<;; :i. m :i. 1 .:.:.1 r :i. ·I:: :i. (i·l 1;; ;,,.1 m o n t,J t .,.,.1 l< ;,:.1 , , , 11 ( .-:.: f , p .,.,.1 ï' .,,., '.:.:J r .'.'.l p h (-:! l1, , 3 , 2 , ) , 
Toutefois , comme le souligne Kr8us (19Bü 106), 
l'util:i.setian de ce critère peut être problématique , notamment 
p8r -;;;uite de le difficulté possible~ désigner l'outgroup, 
2,2,:1..2, CPitère ontogénique. 
Défin:i.t:i.on prélimineil"e < i::! :-( -1:: r ;,,.\ :i. t f:l d 1..1 P.1::-i.t_:i .. t:. l\a.b_(•:•i.r.t_) 
0.n.-1::.D Ü(·:·!.ï'l_(·'.•:•.S.i!.•!. ,::1 é v (·'.·! 1 c> pi:;,(,•:• m <::•!nt: d (•:•l 1 ' i n d :i. v :i. d 1 .. 1 , dt·!p1..1:i.':,; 1.,.,.1 
fér:.:ond;,.1-l:::i.on di:,! 1' □ (•:-!uf ju·;;;qu' J.?.1 1 ' é -1:: .,,., -1:: ;,:.1 d 1..1 1 t: ,:-:•i , 
F· ou r dé f :i. n :i. r J (,~ cr :i. t i;~ r i:,1 ont o q é n :i. q 1..1 f·! , .1. ;,,·1 for m 1 .. 11 .,,:, t :i. on 
-;;;uiv8nte, due t Nelson (:1.978, p,327) et reprise par Nelson et 
l'? 
Platnick (1981, p.332) semble actuellement unanimement reconnue : 
11 G :i. ~! r:,i n ;.:., n ont c> {J (•,in<':! t :i. ,:.'. ('. h ;_,.1 r ;_,_, c t (•:-i r t r ;,_, n ~,; +or m ;_,_1 t :i. on , fr o m .,.,.1 ,:.'. h ;_,_, r .,,., ,:.'. t <':! r' 
observed to be more general to a character observed te be less 
general, the more general character is primitive and the less 
,;;i,ani-:-i r;_,_, l , .;,_1d•,1;;_1n,:.:,"::id , '' P ;,.,r' contr· r::-i, 1' or :i. t,.:J :i. nr;,i ï:,i-1:: 1 (05 · p;_,_,r(~nté·;:;, d;.=.1ni,; 
l'histoire de la biologie, de l'idée véhiculée par cette 
formulation sont largement controversées, Pour s'en persuader, il 
suffit de comparer par exemple LMvtrup (1986) ,de Queiroz (1985) 
et Wiley (1981), A propos de la direction d'une série de 
transformation, Hennig (1966, p.95-96) cite déj½ un critère 
;_,_, n ;.:., 1 o g u i::l II Cr :i. t i-:-i r :i. on C> f ont c> r,_:J ':? n r:,i t :i. c ,:.: h ;,_, r ;,_, ,:.'. t (·,) r' p r ,;;i ,:.: (•,id (·,in c ,,:-i II r:,i -1:: y 
associe notamment les noms de Naef, Haeckel ainsi que les 
,:::on,:.'.(':ip·l::s df:! 1 o :i. dr::-i réc;.,_,p :i. t1 . .1 l;,.1t :i. on (,-it d(-:•i 1 o :i. b :i. or,_:iénét i q1..1(-:), 
~:; r::-i 1 o n I< r ;,.11 . .1 s ( :1. 9 B 9 : 7 ) , 1 (•:•i t (,•i r m <',! 11 (;J 1.-:-i n ,,,i r ;_,_1 l II ut :i. l :i. s; é p ;_,;, ,... N 1.-:-1 l s on 
( 1 9 7 (:l ) r:,i i,; t ;.,.1 m b :i. {J 1 .. 1 : 11 l ' é t ;_:.1 t d ,,,i ,:.: .:,.1 r ;_,_\ ,:.: t ~,! r (-:! p l u ·::; ' '.:;J ,;;in(·,! r' .=.:.1 l ' p f,! 1 .. 1 t 
être celui qui émerge le premier au cours de l'ontogenèse ou 
celui qui, parmi les états ontogéniques, est plus largement 
distribué au sein des membres du groupe étudié, indépendamment du 
séquencement ontogénique, Rosen (1982) et Patterson (1982) 
choisirent la première interprétation, Nelson (1978) et de 
G)u, .. ,i :i. ro;:-~, 1 ;_:.1 1,;r:,icondr:,i, '' 
D'autre part, c'est notamment ~ propos de ce critère 
ontogénique qu'une dichotomie s'est produite au sein des 
cladistes (cf, Kluge, 1985) entre ce que Beatty (1982) a appelé 
l <-:! s II p ·'·'·' t t r:,n' n ,:.'. 1 ;,_, d :i. 1,; t i,; " r:,i t 1 (❖! i,; 11 p 1··1 ·,; 1 o g r:,i n <!.·! t :i. ,:.: ,:.'. 1 ;_,_, d :i. ~,,1::1,; 11 , l...1,:-i fü 
premiers (Nelson, Platnick, Patterson et Rosen) affirment 1:;elon 
I{ 1 1 • .1,;;i 1::1 < :1. 9 B ~i , p , :1. :::~ ) q u (·,! 1 (•:•! ,:.: r i t ~,i r ,a on t c> r,_:J é n i q 1 .. 1 ,,,i ,:-:-i i,; t J,.1 1 ;.:.1 f o :i. s 
nécessaire et suffisant ~ la découverte d'un ordre dans la 
nature, l...es secondfü utili1:;ent pour la polarisation des caractères 
~ la fois le critère ontogénique et la méthode de l'outgroup, 
avec toutefois une prédilection de plus en plu1:; marquée pour 
cette dernière, Ainsi par exemple, Brooks et Wiley (1985, p,10) 
,:.:cini,; :i. dérr,,)nt l' ;;,1ppro,:.'.h1,,i d1,,i':,i "p;.:.1tt(.;1rn ,:.: l ;;,id :i. st':,i" ('.(:>mm,,,i ",:::on1;;r:,)rv.:,.1· ... 
trice'', Ils vo:i.ent le critère cntogén:i.que en rapport½ la méthode 
de l'outgroup comme une partie en regard d'un tout, "Direct 
observ~tion of ontogeny does net resolve any cases that outgroup 
comparison failfü to resolve, and outgroup comparison doe1:; resolve 
some c0ses where direct observat:i.on fails'', Quant½ Kluge (1985, 
p , :1. 3 ) :i. 1 ,:.'. ci n ,,,; :i. d i-:-i r' (·:•! 1 ' ;,,.1 pp I'' o ,:.: h (❖! d ,:.;i s " p ·'·'·' -1:: t (·:•:• r r1 ,:.: 1 ;_::1 d :i. ·::; -1:: ·::, 11 c (:)mm ,:-,i 
" :i. n n ;,.1,:.: ,:.: ri p -1:: ;_,,1 b l (•:-i 11 (•,i t :i. 1 ré-;;:. 1 • .1 m ,:-:-1 ·'.:1 :i. n 1,; :i. 1.1 n l on '.:J p l ;;,1 :i. do''/ ,,,i r ,:.:ont r (,·! l ·'·" 
prédominance accordée au critère ontogénique 
'' D ,:-:•! d :i. f f ,:-:•:• r' ;;,i ne :i. ;_:_1 t :i. on , P •'.\l(•:-i r.:lc>mo r F•ho s :i. '::i ( .... th(•:•! F•h y 1 o t,;_1(❖! n (-:-it :i. ,:.: l o ·::; ·::; of 
8dult characters), and the insertion and deletion of 
developmental stages make it impo1:;sible to deduce the 
genealogical hierarchy from only ontogenetic tran1:;formation 
1,;(.,:•r:i.,:.;i·::; '', D1.-:-1 p].1 . .11;;, ':'i(•,ilon 11 .. 1:i., 1,:-:-i ,:.:r:i.tbr•,;:-i c>nto,Jén:i.q1..1(❖! n' ,,:•ifüt p;_:,1•::; 
'.Jénér;_:_1]., Il ;_,_1ff:i.rm,;;i ,:-:-in r:,iff(·,i-1:: (:l.9C~i, p,:;:~l1,) 11 ,:.:,;;)rt.,,.1:i.n m.:.,_1,ior ,;_:_1ro1..1pfü 
of living thing1:; (prokaryotes, single-cell eukaryotes may have 
no cn..-l::Q91.0n·,;" , 
Cette dernière aff:i.rmation de Kluge (1985) a été Gattue 
en brèche par Blackmore (1986) et Koc:i.olek et Williams (1987), 
Prenant comme exemple les diatomées, ces derniers ont démontré 
que des transformations ontoqéniques peuvent être identifiées au 
••• ··> 1 11·, -::: ··1 ·:., ·1 ,,, 111 (') 1·, , . ., I·· ··> 1·1 , ... , 1"1 (-... , •::· ,,., ,., , ... , ·L :·1· 1 1 ·1 ·''I ·1· 1·, ,. ... , · 11 .. ,.. 1··11 , .,,. 1,, ,.,., (' ;:11"1 ·i ;·! ,,., n ·I·· ·i f •., 1·> n ., .. n .... r, .. 1 .. , • .,: I., 1 ... ••'•• , ., (1., :: ••• ,. .,),., .,,,.,. ,, ... , .. ,, •• , , , • .,) 1 ,., .,, ,. ,. .. ... .. •• 'I ., ,. ·• 
genetic transformations at two levels; at the level of 
subcellular development at a particular stage in the life history 
(mitosis, morphogenesis, gametogenesis, etc,) and at a higher 
l ,:.,! v ,;;i 1 b 1::-1 t 1,,1 <-:-i <•:•! n d :i. f f !-:! r' 1,:-1 nt i,; t •'.'.l g ,:-:-i i,; :i. n th 0! 1 :i. f 1::-) ,:.:y,·:.: 1 (,·! 11 ( I{ o ,:.: i o 1 <·:) k 1!.❖ t 
William 1987, p,276) ,- Il conviendrait donc que la définition du 
dictionnaire citée ci-dessus soit étendue,- Et ces auteurs 
( p , :;:'. n :l. ) c o n <:.: l 1 .. 1 ,,,i nt 11 • , , :i. n un :i. c <-:-i l l u 1 .=,.1 r , , , 1 :i. fi!:) ,:.: 'J c l <'l.' i,; , 
c>ntCJg<,,in0)t :i. ,:.: tr-.=.=.1ni,; f c>rm;.,.1t :i. c>ns r:.:;_,_,n bf:), , , US!·:)d :i. n d 1::)t<•:-irm :i. n :i. n~.~ 
p o 1.,.=.1 r i t ':I e> f ,:.: h ;,_, r ;;_1 c t (•:•) r i;; t ;,.l t !❖! i;; , 11 
De plus Kraus (1988) a montré, ½ partir d'une étude 
empirique, que l' ince>nvénient de la pédCJme>rphose n'ét8it pas 
aussi sérieux que le prévoyaient les considérations théoriques de 
I{ l 1 . .19 t) ( :l. 9 B !:i ) , En 1::-1 f f <':) t ., sur b .:.::i i;; (❖) d ' 1 . .1 n i:,) :< i::) m p 1 i::! , :i. 1 ;,_, m :i. s <·:) n 
év:i.df.•)ni:.:<,:) ].;_:.1 c.oni,;t.=.=.1t;~1t:i.on 1,;u:i.•-.1.=,.,nt(•:•) : 11 , , , no €·)ff1:,!c.t on tr0)0) 
topology is had by paedomorphic characters until they comprise 
.:.=.1ppro:<im;;_,t(•?.'ly ~>Cl % or m<)r0) o-f th<:,) d;.::it.=,.1 i,;f.•)t.,, 11 (!(r;_,_,ufü .• 1900 
:l. :;>~·1·) , Il i:.:onr:.: lut dcrnc : 11 , , • th<·,) r1::!q1J i r1,?nH,)îït f c>r' s 1..1<:.:c01-;;; 1,; f u 1 
application of the ontogeny criterion may be widely met in 
n.=,.,·l::i..1r<-:-), , . " 
Quant½ Nelson (:l.905), 
critiques de Brooks et Wiley 
il répond point par point aux 
(:1.9\:l~i) pu:i.i,; d(:,! 1{1u'.:.:J<·,) (:l.9B!:i) !-:)t :i.1 
repousse, d'un revers de main, les arguments de ses détracteurs, 
" n n .::., 1 v i,; :i. s c> -r p ·'·'·' r t :i. ,:.: 1 .. 1 l ;,1 r' 1:,) :< ·'·'·' m p 1 ,,,i s th;,.\ t: h ;,_, v (:,) b f) <,•in c> f f <i,, r' 0') d ;_" s p r c> ci f 
of thf,i th<-:-)1\lE❖ i,; :,;ho1-1;:; te bl❖) fl.=.=.,1,1<-:•)d ;,.ind 1,1:i.thout i,;:i.,;;Jn:i.fic;,.incE~. 11 E:t 
enfin, il souligne la composante philosophique 
d,,:-)i,; 2 ;,.irt:i.cl<:-ii,; ;,.1u:-:q1..1el1,; :i. l répcind : "I .=.;1rt,;JU<•:•) 
substance of the papers is not analysis but 
sociology - that the substance is the cause, not 
th ~,i ;,_, n ;_,_, 1 '/ 1:; :i. ·:r; , 11 ( N (❖) 1 s o n :l. 9 D '.:i , p . 3 9 ) , 
et sCJciologique 
th;,.,t thr;,) r<❖i.;=., 1 
!)hi 1 ClSClph 1/ ;_:;ind 
t h f:•) r (❖) i;; 1 •• 1 l t , Cl f 
La controverse~ propos du critère ontDgénique demeure donc 
Cll..lV<-:-irt(,·), 
2,2,:l.,3, Critère del' ingroup . 
Défin:i.tiDn préliminaire 
:i .. n1J.r.0_1 . .1_p_ 01 . .1 :i .. n.t.r_;;.,_sr_o_1 .. 1p_e_ : <•:•)ns<-:-)mb 1 (❖) d(•:•)S OTUi,; d(,-iv.=.=.,nt 1,:-lt r' <-:-i .,.,.1n;;_, 1 v:,;és , 
Selon le critère del' ingroup, l'état du caractère le plus 
fr éq1 .. 1<-:-)nt .:.=.11..1 i,;,::-i :i. n du '.]re>1 .. 1p(❖! (·'.•:•t1 .. 1d :i. é ( 11 th~:-) ,:::omme>n s; t ;,.it <-:-) 11 ) !•:•)!,; t 
considéré comme primitif, 
Ce critère, inexistant dans le traité de Henni,;;, (:1.966), 
semble avoir eu une vogue plus 9rande parmi les botanistes que 
parmi les zoologistes (cf, synthèse de Stevens,:1.980, p.335), Une 
revue de la littérature½ ce sujet, textes t l'appui, peut être 
-1:: r ci u v é (,:.:, d •'"ln i;; \,/;_,_,trou·,,; !·:-) t \,/ h !·:-i ,,,! 1 ,::·! r ( :1. 9 D :L ) , (.:) no t ~:-) r q 1..1 (❖) 1 ,:-:-i ,:.: r :i. t •1-·) r' ,:,-) dt) 
l' ingroup a été utilisé par Kluge et Farris (:l.969, p,5) eux-mêmes 
et préconisé par des paléontologues comme Delson et al, (:1.977, 
p.265) et Eldredge et Tattersall (:l.975, p.229), 
Mais les années passant, il fut peu t peu mis aux 
ou b l :i. i:-:-i 'I:: t ,:-:-i i,; , ~:i t ,:,! v 1:•,) n ::i ( :1. 9 O Cl ) con d ;;1 m n 1,:-) 1 ' 1 .. 1 ·::; .,,1 g ,:-,! d ,,,i ,:.'. e ,:.'. r i t ù) r ,:-:-i , I 1 
souligne en effet que la fréquence d'un état d'un caractère dans 
un groupe dépend de l'histoire évolutive de la lignée et est 
indépendante de la polarité du caractère, De la même facon, 
Watrous et Wheeler (:1.90:1.), après une analyse détaillée et la 
construction de contre-exemples concluent que doit être abandonné 
ce principe selon lequel, commun dans l' ingroup signifie primitif, 
PlllS récemment, Meacham (:1.904, p,35) émet cette même opinion, 
2,2,:1.,4, Critère paléontologique, 
le critère paléontologique (ou géologique) est cité dans 
Hi::)nn :i. r;_:J ( :1. 966, p, 9 ~i) "If in ·'·'·' monc>phy 1 (·:-)t :i. c grC>up, ;,\\ r,;_,,rt :i. 1.'.'.Ul ,:\lr 
character condition occurs only in older fossils and ancther only 
in ycunger fcssils, then obviously the fermer is the 
pl1:::•·::;iomor·pho1 .. 11,; ;_,_,nd -1::h,,:-i l;.,.,-1::t(❖lr th~-i .,\lpomorphous ,:.~C>ndit:i.on , , , " Ci!:) 
critère Jadis préconisé par Kluge et Farris (:1.969) fut encore 
utilisé récemment par Skelton et al, (1986) dans leur analyse des 
hominidés fossiles, Mais ceci paraît être une exception chez les 
,::: ]. .,.,_,di·::;-!::,:-:-)·::;, ,:'..,,.,r', comm!·,! 1 !':! f ;,_, :i. t ri:-:-!m.,.,,rq1 .. 1(-:-1r \1,1 i 1 '!.·!V ( :1. 9B :1., p, :1.1.,.(:)) : " Thi!:! 
general application of this rule leads to the circular argument 
that what is older must be primitive and what is primitive must 
be older, However, Just because a taxon is older and occupies a 
more primitive phylogenetic position we cannot then assume, ~ 
PY'.:i._o.r·.:i .. , th;;_,t :i. ti,; ch;,.1r•;,.1,:.~t1:,ir i ·::;t i ,:.'.s ;_,_,ri,:•! ;_,_, 11 p 11::•!S i omorph i ('." , 
Cette attitude générale des cladistes par rapport au critère 
paléontologique est en parfaite opposition avec celle des 
évolutionnistes (cf. paragraphe 4,2), Pour ces derniers en effet, 
11 1.,.,.1 p os :i. t :i. on ,:.~ h r on o l o ~.:.1 :i. q 1 .. 11:-:-! d' 1..1 n foi,; i,; :i. l •:•:•! hum;,_, :i. n ::; 1::•1 r t (❖! n '] r ;,_, n d !·,! 
partie ½ définir la nature plus ou moins primitive d'un 
,::: ;,,.\ r ;,:1 ,:.'. t 1'.,i r 1::1 " < ,.J ;_,_, n v :i. ,:,,i Y' I::·! t ;_,_, l • , :1. 9 B Cl ) , 
2,2,:1..5, Critère fonctionnel, 
Pour les cladistes purs 
fonctionnelles ne doivent pas 
(•!t d1 .. 1ri,;, 
:i. nt!!·! r •,1 !•:•in :i. r' pe>ur 
r:.~oni;; i dér;_,.,t i oni,; 
dét!•:·irm :i. n(-:-ir 1 ;_,., 
polarité des caractères, Hennig (:1.966) n'envisage pas ce critère, 
D'autre part, Stevens (:l.9B □, p.352) après avoir fait une revue 
d (·) 1 •'·'·' 1 i t t ,:"\ r ;,_, t 1..1 r 1::•1 J.!., ,:.'. (•:•! 1,; u J (·,) t , ,:.: on,:.: l 1 .. 1 t : " Gien ,:-,l r· ;,_, 1 :i. d (·:•i ;,:.11,; ·'·'·'bout th ,:,:.i 
nature of the evolut:i.onary process, including functional 
ce>nsiderations are af course inadmissible , , , net le8st because 
o f th ,:-:-i d-'.'·' n ,;J 1::1 r' ·::; o f ,:.: :i. r ,:.: 1..1 1 ;,., r i:•:•l •'·'·' r 9 u m !❖!nt :i. n h ,:-:•i r ,:-:•)nt :i. n th 1;;1 :i. r 1 .. 1-;;; ,:,:.i , " 
Quant b Cracraft (:1.98:1., p.28-29), après 8Voir exposé les 
arguments de quelques auteurs en f8veur de l'utilisation du 
critère fonctionnel, il déclare ceux-ci non convainquants car 
r•::1po·;;;.:.::1nt i,;ur 1.,J subjf1ct::i.v:i.té, 11 ThE•1ir c:r:i.t<❖1r':i.;.,., ;,.ind m(,•)thodi,; 
little more that statements of belief - c:onsist of a request for 
us to 8<:::cept their judgments about ch8racter transformation, but 
we are note provided with a specif:i.c, logical basis 8n wh:i.ch to 
(•:•i v .:.:.1 l 1 •.1.,.,.1 t (·:) th f!:1 fü ,:;;, j u d t,;J m ,:-:-) nt·::; , 11 
Il faut encore noter que cette 8ttitude des clad:i.stes par rapport 
au critère fonctionnel peut paraître aberrante à des non-
,:.: l •',\l d i s t (!·) s ' n i n fü :i. ~:i ;:•: ;,.l l •'.'.l V ( :1. 9 B :1. } p . 3 8 ) ~'.• ;.:., r 0) )·( (·) m p l 1,:•) ·'.'.) C ,:.: u ·::; (,'.,) l i::) 1,; 
clad:i.stes à ce propos de négliger la sign:i.fication biologique des 
caractères,",,, character analvsis commonly practiced in 
cladistics is really a semantically enumeration of characters 
1,1 :i. th out ·'·'·' t t ,:,.) m pt i,; te> ;.,., n .,,., l ·/ ;:.~ ,:-:•) ;.\ln d 1,1 ,:,,i :i. t,J h t th<,➔ m . 11 
2,2,2, Ordination des états, 
Ainsi de>nc, l'analyse des caractères 1;;e termine par la dé-
termination de leur polarité, nctuellement, cette dernière se ba-
'.,; ,:.:•) (❖) s 1;; (•:•) n t :i. (❖) l l (•:•) m 1: .. ) nt i,; 1 ..1 r l (•:•) ,:.: r :i. t i!.➔ r (!·) o nt o g é n :i. q 1 ..1 i:,) < " m ;.,., n 1 ..1 r) l " ) ,:-:•) t 
surtout sur la méthode de l'outgroup (généralement programmée par 
o r d i n .:,.1 t (,❖ 1..1 r , .~.l p r /;:) i,; ,:.: o d ;.::, t,J ,:-:•) d (•:•) !,; ,:.: .',.l l"· ·'.'.l t.'.'. t i!.-) r (!·) '.,; ) , Don ,:.: , :i. l 1: .. ) fü t b :i. ,:.:,) r1 
clair, dès à préfüent, que l'1..1tilisateur de programmes pe1..1t 
fo1..1rnir à l'ordinateur des données dirigées e>1..1 non. 
nvant de déterminer la direction de l'évol1..1tion des cara-
ctères, il convient de spécifier l'ordre de le1..1r évcl1..1tion. 
Lorsq1..1e les caractères sont binaires, cette étape est triviale. 
Dans le cas contraire, ce n'est pas to1..1jcurs évident, Uanfü 
,:::<·~ l"t .=,.1 i n1,,)fü .-:.: i r',:.:on~,; t .=.=.in,:~('i!fü, :i.1 pi::·)l..lt ,:-:-)J< :i. i,; t<,•)r un ordr'(•:•). l o.9 :i..t.:i.u.1::1. ,:-:-)ntr'(•:) 
l (❖) 1:i é t ·'.'.) t ·;:; ( C f . c .,.'.l Ill :i. n (•:❖ t '.:i O k ;,.l l , :1. 9 6 '.:i (·:) t M (❖) ;.:.l ,:.: h .:.:.1 Il) } :1. 9 0 l.1. ) • A i n i:i :i. , p ;.:.1 r 
(•:•) l< !-:) m p 1 (·) , on p (•:•) 1..1 t: ,:.: o n s i dé r· ,:.;.i r• , p o u r l ,:-:) ,:.: ;.:1 r ;,.1,:.: t 1\,) r f:•) " c o u 1 i:J 1 •• 1 r· 11 , q 1..1 ,:-:•) 
l ' é t ;·" t 11 gr i 1;; " 0)-::; t :i. nt,:.~ r m éd :i. .,,., :i. r '!.·) (,·)nt r ,:,-) J '!.·) " no :i. r " f,) t 1 f:•) 11 b 1 .,,.1 n ,:.: 11 , 
Po1..1r le-::; cas sans ordre logique, habituellement les séries de 
transformation sont obtenues, selon l'analyse de Mickevich (:1.982, 
p , l.1. 6 :1. ) , 3.1., p ;.,.1 r· t :i. r· d ,,,) -1:: hé c> r i ,,:) i,; p l us q é né r ;,.1 1 12 !,; c 1 • .1 " !:~.i:'.:i.HJJ:itt=.\. ~;!.!-i:t 
.:.1, .. :. .. f;yg) .... !,,!.t.:.Ï: .. PJ!. 11 • M ;,,l :i. s .• f .:,.1 :i. t ···· ~:·) l l (·,) r ,::,) Ill •'·'·' r q 1 . .1 (❖) r , ,:.: (•:•) s r ,:'.➔ ,;;i l 1:,•) ·::; , q u ,:-:•) ,:: (•:•) s o :i. t 
dans le domaine morpholoqique ou moléculaire, sent actuellement 
très contestées, Cec:i. explique la remarque de M:i.ckev:i.ch (:1.982, 
p . 1.1-ô:?) " ••• th(·,) c 1.,.,_,d i ·::; t i ,:.: or·d,,:-)r i n,;;i of c:h;,.ir;.,_1,:,:t,::•)r;;; th;.,_,t h;.,.,v,:•:•) mor(-:-) 
than two states remains a significant and seeminqly intr~ctable 
prob 11::rn1, " 
Pour palier t ce problème, cet auteur (:1.902), propose une 
méthode nouvelle et très intéressante (cf. Coddinqton 1907), 
qu' c-) l l 1::-) ;.::,p P'~·! 11 (,·) : l)•,.:~1.n:::;_f.o.r.m,-'.,l.t.:i .. o.n. ~::,_0)_r_:i._(~:::ï. n.n.-'.'.l.1 y~,;.:i .. s. ( T , ~:> , A , ) , I 1 
·::;' ;.'.l'.Jit d' , .. ,n(❖) mét:hodr) :i.-l::ér;,:1t:i.·v'(•:•) qu:i. •':.l po1 .. 1r but d' obt,,,)n:i.r :'!:1. 1.;·'·'· f.o.:i..s. 
le cladogramme (voir paragraphe 3.:1..2 ) le meilleur et les 
séries de transformation de caractères~ plus de 2 états, dans le 
cadre d'une analvse de parc:i.mon:i.e de type Wagner (sensu stricto), 
Une de ses oriqinalités consiste à tenir compte du cladoqramme 
pour décider,b postériori, de l'ordre entre les état-::; des 
1 
1-
caractères, Mais dès lors une distinction supplémentaire 
·;;; ' :i. m p o i,; •::! :i. 1 f ·'.'.\ut cc> n 1,; :i. dé r <,:1 r non 1,; r:,i u 1 1:-:-1 m 1,:-1 nt 1 f! !;,\!i,lI.'..!i,l.!;,\\tn:.'.5? . 
. ".o.r·.:i .. 9.:i..n.-'.'.l.1 .. ". cn.1 :i. n :i. t i ;_,_, l, ;,.ll..lt.:jl .. 1€·! 1 t.'.:orr(❖!1,;pcrnd un ;,.1rbrr::-1 non or :i. (-:-m-1::é 
dont le code est fourni b titre d'hypothèse b priori b la T,S,A,, 
mais aussi le caractère obtenu comme résultat de la T,S,A, et 
nommé ,:.'._;.,.,_r_;_::,.c_-1::/i.r.i:-:-!. ~;!.!,,!. !;,'. .. l.!i:1.!J.El.9I.'..!,',l.!).l.!).l.@. ( "c 1 ;_,_,do r,.~ r ;,.1 m ch;,_, r ;,,.1,:.: -1:: (-'.·! r· " ) p ;;.1 r 
Mickevich (1982), Une dichotomie analogue existe déj½ chez Farris 
et al, (1970, p,184-185), Ces auteurs distinguent, en effet, 
d ' 1 .. 1 n "'i p .:,.1 r' t , 1 '"~ 1;; .,.,.1 r b r (·,! '::i d ' è t .,,., t ·::; d (-:~ ,:.'. ·'.'.l r ;_,., c t ~,! r !❖! p l'' :i. m .::.1 :i. r _r,:~. ( ou i!., 
priori) qui sont l'input de l'analyse et d'autre part le'::i arbres 
d' ét .,,.,t·;;; d(•:-1 ,:.:.::.1r.::.1,:.:t ~~ l"(-'.-! ·;;;_i:-:-1_,:.:.o.n.d_;_:.1_:i . .r'.•:-:-!. ( e>1 . .1 i.!.1 poi,; tér :i. or i) q1 .. 1 i i,;ont 
fe>nction des résultats obtenus, Mais par rapport aux arbres ½ 
i::,o':,i t ér :i. or' i di!:! F ;:.1r'r :i.1;; (-:-it ;_:.1 l , ( :1. 9'?D) , 1 f!'::i ,:,;;:.1r ;,:.i,:.'.ttir<-:-is d• . .1 c 1 ;,.idot,;Jr;,.immr::i 
de Mickevich (1982) constituent une généralisation, En effet, ces 
d<-:-:•rn :i. i!,:•r~; p€·!UV!·,int f!tr(❖! 11 ;,.,.d_,::l.:i..t.:i . .f.1,;_" < ,:.:• .. ·J.!.1 .... d ,:.:orr,,:,ispcrn,::lrr::-i 
,,:if f (❖! ,:.: t :i. v <,,i m (·,!nt )!.1 1..1 n ·'·'·' r br(❖!) , o 1 . .1 "Y\o.n. .::.,.d.d.:i. t i f 1,; 11 ( 1 tl r ·;;; q u (•:•! 1 (❖! 
clade>gramme ne pré'::iente pa'::i d' :i.ndication de transformatie>ns entre 
p.::.1irr::•i d' èt.:,.1t1;;), ou ",:.:.o.n:vf:.•i.r.Qf,i.n.t5;;_" (i,;:i. un •:•'.•~t;,.it p1,,1ut g!tr(•:i obt:r::inu J.!.i 
p;.,_1t i r d(•:·i pl u1,; :i. r::-iur1,; ét .::.its d :i. f f ér(-:-!nt ·;;;) 01 . .1 (-:-in,:.:or<,:! "d_:i .. s,i o.:i .. n.t.1,;_ 11 ( qu.:.:.ind 
il n'existe pas de transformation possible entre certain'::i sous-
ensembles d'états de caractère), 
Mickevich (1982) a testé sa méthode sur différentes données de la 
littérature et a montré de fréquentes différences entre 
caractères originaux et caractères du cladcgramme, Elle en 
,:.'.oncl1 . .1t ·: 11 ,,,' th,::•:·or:i.,a·;;;' for ,:.:h;;_,r;:.,,:.:tr::!r (•:-ivolu-1:::i.on ;ar(,·! not: ':5C> 1,1<•:-ill 
v (❖i ï' :i. f :i. i:-:-i d .:.':1 ·;;; h .:,.1 ·;:; b <:.·1 f~ n p ri'~ 1,; 1 .. 1 m r:,! d 11 , 
Il existe une autre po'::ïsibilité de traitement des caractères 
b plus de 2 états : celle de faire l'hypothèse que, pe>ur un 
caractère, un état peut se transformer directement en tout autre 
état, C'est sur cette base que repose l'optim:i.sation de Fitch 
(1971) dont une variante est utilisée par Swofford (1985, p,3-7) 
,::l;_:.1n1;; 1' e>pt: :i. on "1 .. 1nord(·,!\"(·,!d II di:-:-i 1;;c>n pror,,:ir.:;.imtnf! i::-1:~up, Cr:,it:tr::-! ;,:.ippr·c>ch€·! 
est vivement recommandée, d'une manière générale par Swoffcrd 
(1985, p,3-7) parce qu'elle évite toute hypothèse½ priori de 
tr.::.1 n :,; f OY'llîi.'.l t :i. Cll"IS , 
Les caractères devant être codés pour correspondre½ cette option 
i,;on -1:: ,:.:(·,!U)< ;,:lpp(,·1 lé-;;; "q 1,.1;_,_, 1 :i. t ;_:i-1:: :i. f ':,i II p;.\lr D.,'.l'/ (,,,t: '.:;.,,.1 n ke> f f ( :1. 9B6) <-:it 
" non .... ;:., d d :i. t :i. f '.,; " 1) .,.,.1 r' F' 1 ·'·" t n :i. ,·:.: 1-·; < :1. 9 DB ) •~! t F ;_,_, r Y' :i. i,; d ;,:.in ':,i 1,; on p r CJ (:.:J r ;:.i mm <,,i 
Hfinnig D6, 
Selon Mickevich (1982) toutefois, cette méthode n'est 
pour les séquences d'ADN, parce qu'effectivement une 
être remplacée par toute autre base, 
~,, ;_,_, 1 ;_\\ b 1 ~,! q 1 .. 1 (•:•i 
b ;:., '::i <,,i 1::. i:.·i 1 .. 1 t 
Comme en témoignent de violentes discussions entre Swoffe>rd 
et Mickevich au 7ème Congrès de la Société W, Hennig (1988), la 
controverse est actuellement très vive au sujet de la pertinence 
de l'utilisation en analyse de parcimonie des caractères ''non 
ordo n n <!:\ ·;;; 11 •'·'·' v •::! c c> pt :i. m :i. ·;;; ;;,1 t :i. D n d ~:-i F :i. t ch o 1..1 d <•:•:• ,:.: ;,_, r ;,:.1,:.: t ,:-'.•!ri:.·! i,; 11 or :i. 9 :i. n ;,.11 .. 1 :< 11 
.:,1•,1,:.•!(.: T, <:;,A, 
2,2,3, Identification du caractère et détermination de ses états, 
Ainsi donc, l'utilisateur de programmes d'analyse cladisti-
que peut actuellement éviter de fournir des données polarisées en 
laissant le soin t l'ordinateur d'enraciner l'arbre et il peut 
même se décharger, aux dépens de l'ordinateur, de l'ordinatiot1 
des états de caractères. Mais il y a une étape de l'analyse des 
caractères t laquelle il ne peut échapper : celle de l' identi-
fication d'un caractère et de ses états. Cette phase est parti-
culièrement importante comme le souligne Meacham (1984, p,36) 
" .,_:.1 ,:.: .,.,.1 r (,-i f u 1 (,•i v .,,., l u ;_,_1 t :i. on o f th (,•i 1,1 ;,.1 y':,; :i. n 1,,1 h :i. ,:.: h i,; i m :i. 1 .,_:.1 r' :i. t :i. fi':,; ;,.1 n d 
differences among organisms are translated into characters for 
,:.: l ;_,_1 d :i. i,; -1:: :i. ,:.: ;,,.1 n ;;,1 .1. v ;;; :,. s 1,1 :i. 11 p r o v (,~ 1,,1 o r t h 1,,, h :i. 1 (,•i , " 
Mais elle apparaît largement laissée ~ l'expertise du 
biologiste. Comme le remarque d'ailleurs Coddington (1987, p.181) 
"Th<-:-i 1501t of p~:-ir•,:.:<•:~ :i. V(❖!d ' fü t ;_,_1t,1.-ii;;' S(❖!~,ims ta r~,ii,;u l -1:: +rom tr.'.'.ld :i. t i c>n;.,_1 l 
perception of the comparative anatomy of the group being studied 
and that varies widely aven between relativly closed groups, '' Il 
n ' '/ ;;,1 (-~ n (❖) f f ri t d .:;.1 n i,; 1 ;,,.1 1 :i. t té r· ;_,_, t u r· (❖! ,.:: l ;_,,1 d :i. fü t :i. q u (❖! q u (,~ t r· ~-i ':,; p (•:,, u 
d'information au sujet du choix des caractères et de la 
déterm:i.nation de leurs états. 
Les caractères doivent-ils être indépendants? Kluge (1989), 
fournit une réponse nuancée b cette question, 
Il (1989 11) fait tout d'abord remarquer que l'hvpothèse 
d'indépendance des observations existe dans toutes les sciences 
,:,•! Ill p :i. \'' i q U (·'.·! S , 
Il souligne ensuite que ,dans le contexte de la systématique 
phylogénétique, l'indépendance des caractères ne signifie pas la 
non-corrélation de ceux-ci, (Des caractères indépendants peuvent 
en effet être correlés en raison du partage d'un ancêtre commun,) 
En revanche, cette indépendance ''semble impliquer que deux 
nouveautés ne peuvent être le résultat d'un même processus 
b :i. o 1 og :i. qu(-:-i, '' ( I< l 1 .. 1~:J<0, 19fl9 :1. :1.) , Cf~t .,.,.1ut(-:-iur dc>nn01 ;;_1 lors d1:-:-is; 
exemples de mécanismes pouvant provoquer des changements 
évolutifs il cite notamment des facteurs génétiques (tel 
l'association de gènes ou linkage) et des facteurs ontogéniques 
( ,·:.: o m m t::•:• 1 ;,,.i p é do m o r· ph o ;;; (•:•! ) , Et :i. 1 ;_:.i ,j o 1 • .1 t l!:1 ( :1. 9 8 9 : :1. :1. ) q 1..1 ' :i. 1 (·'.·! r:; t 
extrèmement difficile de tester rigoureusement la covariance des 
caractères et que dès lors , dans l'école clmdiste, on a tendance 
t ignorer l'hypothèse d'indépendance de ceux-ci, Kluge (:1.989 
9), cependant, considère comme raisonnable de supposer qu' un 
ensemble de données morphologiques évolue séparément d'une 
collection d'observations b:i.och:i.miques, Lt il remarque que 
l'indépendance des données peut intervenir comme critère de 
F•Ondéï'•'.'.1-l:::i.on · 11 , , , thf:! phylog,:.:.in1Y.•1t:i.,:.: hvpoth,,,is:i.·,5 ,::onf:i.rmt:-id 1,,1:i.th th<❖! 
largest number of synapomorphies w:i.th the greatest likelihood of 
:i. ndt::·!P(❖ind.:,.1nc(-:-1 :i. '::i pr··(-:-1 f(-,!r'r'(,·!d, 11 ( 1( l 1 .. 11:_:J(·:-i , :l. 909 :1. :1.) 
Faut-il , pour l'analyse cladistique, sélectionner certains 
c01 actères de préférence½ d'autres? En particulier, faut-il 
suivre la ''tendance croissante½ attribuer une importance plus 
grande aux données biochimiques'' (Kluge,1989 : 12) qu'aux données 
morpho l oq i qu,,:-ii,;? 
Selon Kluqe (1989), il n'est absolument pas Justifié d'agir 
a1ns1, Ainsi donc , de la même facon que Gauthier et al, (1988) 
recommandent d'introduire ,dans l'inférence de cladogrammes, 
aussi bien les taxons fossiles qu'actuels (cf, parag, 1.2 de ce 
mémoire), Kluge conseille d'utiliser tous les caractères 
disponibles, Ceci est conforme au principe de l'emploi de la 
"tot;.:.ll:i.té d,:-:-i l' é•,1:i.d(-:-!n<:.:~,1 11 ("tot.,.:.,l (❖lvid~,!nc~,! 11 ) dont l' import.:.:.ln<:.:(❖l !❖ln 
systematique phylogénétique a récemment été mise en exerque par 
1{ l 1 •.1 g •::) ( 1 9 B 9 ) , 
2,3, CODAGE DES CARACTERES, 
Cc>mm(·,l 
pc>ur but: 
m ;;.i -1:: r :i. ,;.: i:,•l d f·) 
signalé ci-dessus, le codage des caractères observés a 
d'obtenir des variables numériques utilisées dans la 
données d'une analyse cladistique informatisée, 
Le codage d'un caractère binaire est trivial il utilisera 
une seule variable pouvant prendre des valeurs a et 1. Si ce 
c.:.,.,r.:.,.,,:.:ti::lr'1::l (❖l1,;t d~:•l pl1 . .11,; d_:i._r',:i .. ::Jé., .:.=.)lori,; l'ét;;,1-I:: p1~:i.m:i.tif d!·,l ]..:.,.) 
variable recevra conventionnellement la valeur O. 
(;) 1 .. 1.=,:1 n d l i!,! <:.: ;;_) r' ;.:., ,:.: t i,•l r <-:l ~:•) i:; t !.=.U',1.D.fü. :;,'.Il.Pt r' ;_,_, :i. nt: .ft i:•:❖ 'I:: :;;J, .. :',',1.:J.:.i .... J!.\.:t.J .. ::l!,,!.!1., :i. 1 
doit être codé de telle façon que l'information relative ½ 
l'orientation et½ la direction de ses états soit conservée, Le 
codage additif binaire répond½ cette exigence, Il rend, de plus, 
les algorithmes plus aisés, Et enfin, malgré l'utilisation de 
beaucoup de variables, il permet des temps d'exécution très 
br,:-:-) f s ( Go l dm;.=.,n, :1. 909 : B:3) , En ,:-:-) f f f,lt , commi:•:•l l' •::l:•:p l :i. q1 .. 1,:,,, '.:;1,10 f f ord 
( 1 9 ü ~i : l,. •·•· 3 ;, 11 t r' (❖! ,:-,: l ,;;) n 9 th·::; c ;;,) n b (·,: ,:.: .=.=.1 l ,:.: 1 •• 11.,.\1 t (•:•! d 1 .. 1 s :i. n q b :i. t ···· 
i:.:01 .. 1n'l::inq op,:-:-)r.:.::1tioni,; ;,.1nd int<:•!~:Jf·lï' .,,.,r:i.thmf!t:i.c , , , 11 C' 1:~1:;t pQ1 .. 1rq1 .. 10:i. <:.:(,·! 
codage est fréquemment cité dans la littérature <Sokal et Sne~th, 
:1.9(:,3, c.,.,.im:i.n ,::,1'1:: ~:;ok.:.,.,1, :l.96~i; F.:.:.1rr:i.1,; ,::,)t .:.:.,1, :L9/Ci, O·' Cir;.::,dv f!t 
D(•,ii:-:-it·::;, :1. 91:l/ , . , ) , ·::>\•ID -F -f ord ( 19U !:\, p, r., ..... 3) ut :i.1 :i. i,;(-:•! 1 ,,:•! <:.:od;.:.1~;.ii:-:-1 
~dditif binaire chaque fois que cel~ est possible dans PAUP et 
Felsenstein l'Qffre dans 19 programme FACTOR de PHYLIP réalisé 
~-jf· .. •\ I" .. · < .. ,. • •\ '\ •• · • (\ •• '\ ·:-. ·.,· .. 1 1 ,· 1· • 'L ·1 ,· . . ')' .. 1 l p ;,_, r r ,,.• .. ,., ,... 1 d 111 , .:) .. > Y 1 1 .. • l .1. , 1 •••• 1. 1··' <:-. i,; !❖! r ;;_1 (: c> n <:.: t.: (·:! ·c ;_,:, 1 . . . ,:,,i 1 <:.: 1 , \. r,i r .,.,., ,:: '/ (•:•l • ·: 
Deets (19ü/, p,269-27:1.) en donne un exemple dét~illé ½ partir 
duquel a été dérivée la rèale plus formelle suivante 
.;v,. 
1... ,:-:•! -1:: r- ;,:, :i. -1:: ,:,) m (❖! n t 
connaissance, décrit dans 




littérature et ne 
n ·' f:) 1:i t p.:,,.\ fü , ,:_!.\ m;.,.1 




1, A chaque état de l'arbre, faire correspondre une variable 
b i n;;,1 i r'f:-), 
Ainsi dans la figure 2,2,b, la variable binaire identifiée par 
le chiffre 1 correspond t l'état A, la variable 2 ~ l'état B 
et ainsi de suite, 
2, Dans une matrice carrée où les colonnes sont les variables 
binaires et les lignes, les états, 
donner à l'élément ij -la valeur 1 ssi l'état correspondant t 
la variable j se trouve sur 
le plus court chemin entre 
l'état i et la racine de 
a) 
l' .::.1rbre 
.. 1 ;,'l v ;.:.1 l (-:-i 1 •.1 r O s :i. n o n , 
bl 
-
1 2 3 4 5 6 7 8 9 









ii O O O 1 0 0 0 0 1 
Fig, 2,2,[extraite de O'Grady et Deets 1987, p,270] 
Cod_;_:_1g_E❖ • .::.1_d_d_i t_:i._f. b_i_n;.:.1 :i._r_<-:-:•. 
a) L'arbre initial t 9 états de caractères à représenter 
dans une matrice numérique, 
b) La matrice du codage avec 9 variables binaires, 
(légende adaptée de O'Grady et Deets 1987 p,270) 
Dans la figure 2,2,b, la ligne A contiendra la valeur 1 
un i q 1 • .1 ,,,i m (-:! n t f~ n c o 1 o n n c-:-i :t < A ) , n < :i. ) , 9 C i :i. ) f;) t: 1.~ < D ) p 1 • .1 i s q 1..1 (-:! l c-:1 <:.'. h 01 m :i. n 
le plus court entre A et la racine D passe pari et ii, 
Comme vient de le faire remarquer Goldman (1989 : 80), la méthode 
proposée par O'Grady & Deets pour le codage binaire peut être 
simplifiée : cet auteur souligne en effet que la variable D de la 
fig, 2,2 est superflue car elle n'apporte aucune information, En 
conclusion, le nombre de variables binaires additives doit être 
égal ,au minimum, au nombre d'arêtes de l'arbre, 
O'Grady et Deets 
d'autres méthodes 
plus de 2 états 
( 11 F~€-)dund.:.:.1nt l :i ne,::ir 
( 1. 9ff7) Ed: 0' Gr;:Jdy et .:;.il , ( 1989) amll ys~,mt 
de codage pour des caractères cladistiques ~ 
i 1 fü ' ;:.19 :i. t d 1..1 ,:.'. o r.:I ;_,_1 Q ~:-1_ l :i. né ;_:.1 :i. r 0) r:g_d c> n d ;_:_1 Ytt:. 
,.:'.nd:i. nçi") , d1..1 ,.:'.c>.d_;_,_1~J<-:❖_ l_i_n_é_a:i_r_€-i_ non··r€-1dc>.n_d_;_,rn_t_ 
''.' \:' 
"· .. ) 
( "Nc>n r(i·.'dund.,,.,nt l :i. n,;;.';.,_,r ,:.:Qd :i. ng") , 01t dE·l l' (!·-'.n.r_;_,_,_,:,:_:i .. n.<•:•.'.m.fi.n.t. :i .. n:l::_f.·.'.r.n_f:•.'. 
( ":i. ntf,.'rn;,.1 l root :i. nr,_:J ") , C<•,11;; t,;;1,:.:hn :i. qu(•:.'S l"!(•:•.' i;;r;,.'rc>nt p;_,_,s (,,,:-:p 1 :i. q1 .. 1é!❖.'1,; 
ici, Par centre, les conclusions essentielles d'O'Grady et Deets 
(1987) ~ leur sujet seront mentionnées ces deux auteurs 
montrent en effet que le codage linéaire redondant peut produire 
une pondération injustifiée de parties de l'arbre et doit donc 
être évité, Mais les deux dernières techniques sont pertinentes : 
le codage linéaire non-redondant est plus économique que 
l'additif binaire, en ce qui CQncerne le nombre de variables 
utilisées, et l'enracinement interne est approprié pour les 
arbres présentant une racine de degré 2, Tout récemment ,Gcldman 
(1989) a proposé une 1néthode encore plus éconQme en variables que 
l (,·! i:.: o d ·'·'·' g <•:·! 1 i né;,_, :i. r E·.' ne> n .... r r;,.' don ,::1.,.,.1 nt E·! t ;.:.1 pp<,·.' l é <·;) 11 :f.f:t!:J..~::iti.t Y..!,',l.L.:.i, .. !f.Ü~J .... sl.fü. 
J. ... :),.J:tii:l.:i,l.L !;,: o d i n 9." , 
(;) 1 .. 1 ;,:1 nt .,.,.1 1 • .1 !;,;g_(;;!.:\\l.~J.li:. t: .. :.i....X:U,L:1.).~.9. n.9.n::::.!,',l.~;!.~1.:,i.,.t.:.i....J. < F ;,., r r :i. s r:.~ t ;,,., l , , 1 9 7 0 ) , :i. 1 n <-:-' 
convient pas pour un caractère auquel correspond un arbre 
d' ét .,,.,ts , En !•:•.' f f <,~t, ,:::ommE,' l ·' r;,.':-::p l :i. qur;,)nt Pi mm~?nt<-:~ l r;,it F'. :i. r,;Jt,.~ :i. ni,; 
( :1. 9 D 7 , p . ? Cl f.1. ) ;,., v <·,.' ,:.: ,:.: C-:-.' ,:.: c> d ;.:.1 r,;_1 ~,.' : " th(❖! f o r m ;,., n d o r d ~:-.' r o f th~:-.' 
branched character are net conveyed, Moree>ver, this coding treats 
each state as an independent character Redundancy is 
introdu,::.<i·ld :i.ntn th<•;) d;!.lt.,,l ;,.,nd :i.nform;,.it:i.on contr:.-int :i.-r:; s;;.1,:.:r:i.f:i.cr;,.'d," 
Il est clair que les codages valables pour les caractères 
ordonnés et non-dirigés le sont également pour ceux ordonnés mais 
non .... dir·i,;,:iés. 
I"""' 
CHAPITRE 3. INFERENCE D'ARBRES PHYLOGENETIQUES EN SYSTEMATIQUE 
PHYLOGENETIQUE. 
Ayant déJ~ pris en compte les OTUs et les caractères de 
ceux-ci, il convient maintenant d'entrer dans le vif du sujet 
l ' ;Ln:U~.r.'..!i:U::t:;,~5i:. d. ' .. .-':.1_r_l:~•.r.E❖ 5:;_ P.h y_ l _o,9 é_n_é_t_ i _r.:p . .1_{,)y;_ t_(,❖_ l _ l _<!.·). qu_ ' ... <-:)_ 1.1.{"!!_ f.·)_s.t. r.é.;.,_1_ 1. i _'::;_é_{:•). 
r.:1_.,,.l_î\'::;_ 1. ' ... é.c.o. 1 _r,,). !;,: .. :.1, .. !:':l.~;!..:i:..füt .. :.i, .. :'.1!,,!.!,,r Q_u_ P.!::!.Y.J .. 9.9.ftnt\.:!~ . .:.i: .. :::l.1::!ft..... C ~,) t t ~,, ;_,_, n ;_,.11 y '::i <a 
commencera par un retour aux sources. 
3, :1. , '.:iOUF,:CE'.:i. 
3,1,1, Définitions préliminaires. 
Sauf spécification du contraire, les définitions qui vont 
suivre ont en effet été recherchées dans le texte oriainal de 
Hennig (1966) lui-même, Toutefois la distinction entre caractère 
et état de caractère sera faite ici alors qu'elle est parfois 
omise chez Hennig. 
'.iY.rnPJ..f-:~.fü .. :.Ï.-. .9.!l.l.9.f.P.!::t:.i...Jt : p .,.,.1 r t ;;_1 r,_:J (•:•) d ' é t ;;_1 t '::i 
(traduit de Hennig 1966, p.89) 
ancêtre commun récent). 
plésiomcrphes d'un caractère. 
(NB. Ceci est imputable t un 
~Ï.'{n_;.:.ip_o_m_o_r_p_h_:i .. •:~. 
( tr.:.,_idu i t 
r(-:11 iqu.::.it 
: partage d'états apomorphes 
de Hennig 1966, p.146-147) 
d'un ancêtre commun éloigné). 
d ' 1.1 n ,:.: ;_\l r .=,:i ,.:: t i·'.·) r (•,i , 
( NB . C ~,) ,:.: :i. ~,) i:; -1:: l . .ln 
f!.!..1 t ;;,1 p o m or· phi f.-)_ P.o.u_r_ !::!D. 9.l:.'..9.!::!P.~~- m.c>.n.op_h Y.l.é_t :i. q1 .. 1 ~:-! p O'::i S(·:)fü •::; :i. Cl n 
,:.'. (·'.·) q r ou p (•:•) exclusive d'un état dérivé de caractère par 
(adapté de Hennig 1966, p,90). 
Si ce groupe contient 
l'autapomorphie pour le 
symplésiomorphie pour les 
plus d'un élément, 
groupe est aussi la 
éléments de ce groupe 
< H(-,)nn :i. r,_:i :t. 9(~>6, p, 90) . 
C_o_r1_v_<::•)_r_:)_(0_n_,:.00. : o b t: ,,,)nt i D n d' é t .=:.1 t '::; i:; :i. m :i. l -=.=.1 :i. r f:) i:; d' 1 • .1 n ,:.: ;_,_, r .,.,.1 c t ~:-) r f'.·! 
dans les espèces différentes sans que cela soit imputable t 
un ancêtre commun (adapté de Hennig 1966, p,117). 
NB . [);;_1n1:; ,:.:(•,i mémo :L r(•'.·), "i:.:onv(-:)r',;.:J(·,)nci!.•)" ~:-)t "p;:.,r• ;.,_111 é 1 :i. smi::-)" '::;~;)ront 
;_:.\i:;fü :i. Ill :i. lé!:i' 
F:_é_v_,,:❖_r-_i;;_:i..o.n. ("F~~:-!V(·:-ir·::;:i.b:i.l:i.t•1") p;_,_1i:;i:;.:,.1r,;_1f:•) d'1 .. 1n ét.,.\lt dér:i.vé .:.,1 un 
état primitif pour un caractère (Hennig 1966, p.93). 
H.o.m_np_ J. .-'.'.1.1:;_ :i. _(•:❖_ inexistant chez Hf1nn :i. t,;J, r f:-i ~J r o 1..1 p ,,:•) 
,:.: o n ',/ (-:) r r,_:i (❖! n ,:.: (❖! (·'.·) t: r i:-:-~ v t.·:-~ r ·::; :i. on , 
F ·'.:\ r r :i. i:; ( :1. 9 D ~:i ,,.l 
"HomDp 1 ;,_1·::; :i. ,:,)·::; 
for as resulting 
(·'.·) >: p l '·" :i. n (',' d I::·, '/ ,.'.l 
133) en dDnne la définition suivante 
are similarities that cannot be accounted 
from inheritance; such similarities are not 
postulated genealogy, but are instead 
;:":~? 
CHAPITRE 3. INFERENCE D'ARBRES PHYLOGENETIQUES EN SYSTEMATIQUE 
PHYLOGENETIQUE. 
Ayant déjt pris en compte les OTUs et les caractères de 
ceux-ci, il ~envient maintenant d'entrer dans le vif du sujet 
1' i.n.{é.r_E)_n_,:~_t-:)_ 1.:l.' .. .-::.1.r_b,r'.<0.-::;, Ph Y l.o.9.é.n.é.t_i q_u.e.s. t_e_]._l_G)_ qu.' ... !:.~.l.1 El, E)_s_t_ ré_;~1 l_i_s_é_f:)_ 
d_l.'.l n_s 1.'. .. J:\.i,;.9), .. §). ,.-.~lad i s t :i. r.:u,J.sl. o.u. l~.!::,.Y.J.J,l.9.f~.n~i:tj. __ q!,,!&l .. •.. CE) tt f:) ;;.in;,l 1 Y'?.i e 
commencera par un retour aux sources, 
3,1,1, Définitions préliminaires. 
Sauf spécification du contraire, les définitions qui vont 
suivre ont en effet été recherchées dans le texte original de 
Hennig (1966) lui-même, Toutefois la distinction entre caractère 
et état de caractère sera faite ici alors qu'elle est parfois 
omise chez Hennig, 
f.â.!).1P1.~*-~.i .. :i, .. Q.n.1.9.tP.t:,,;.i, ... §t : p ;~1 r t ;;.1 g f,) d ' é t ;~, t i,; p 1 é s i o m or ph E) s d ' un c. ara,.~ t: è r €·) • 
(tr;;1duit d~:-i H<-mnir,.~ 1966, p.El9) <NB. Ceci est un reliquat JI 
d'un anc@tre commun éloigné ), ~ 
;.\.Y..I:!3:1P.f.rn.l.9J.'.P.tü,.J?.. : part ;~igr;,i d' ét ;.'lts ;:.ip<:>morphe!:i d' un •~ai"'.::l,~tèr&l , 
(traduit de Hennig 1966, p.146-147) <NB. Ceci est imputable t, 
à un anc@tre commun récent>. 
A_1.1_t_.:ripo_m_c>_rp h.i.€•). P.o.u_r_ u,n. g_r,_o_uP.e. m_r.>_n_c>.P.h.Y 1.é.t.i_qu_e_ 
exclusive d'un état dérivé de caractère par 
(adapté de Hennig 1966, p.90), 
possession 
•~f,l grc>ur.~e 
1:.:em,!lrque Si ce groupe contient 
l'autapomorph:i.e pour le 
symplésiomorphie pour les 
(Hennir,_:J :l966, p,90), 
plus d'un élément, 
groupe est aussi la 
éléments de ce groupe 
Conv€H'9f:)_n_c_0)_ : obtention d' ét;:.1ts similaires d' un ,~;,:.n'a,~tèr€~ 
dans les espèces différentes sans que cela soit imputable~ 
un ancêtre commun (adapté de Hennig 1966, p,117), 
NB, Dr.lns ,1!:.') mémo i r~:i, 11 ,:.:onvf,.'rgf:m,.~e II et "p;,l\"';.'l 11 é 1 i sm<:•.' 11 sf:ircmt 
;.::isi,;im:i. lé1,;, 
Béversion ( 11 1:~E.'Versibil:i.ty") p;.'l1,;sa9f:) d'un ét;.::it 




~omoplasie ce terme, inexistant chez Hennig, regroupe 
convergence et réversion, 
Farris (1985a 133) en donne la définition suivante 
11 Homopl.::.ii,lies , , , ar~:i s im:i. :t. ari t:i.~:,rn; th;,.1t ,1;;lnnot b<-:-' l.'lc,1<:>1 .. mtC❖ld 
for as resulting from inheritance; such similarities are net 
.-.::o :i. ne :i. d(,~nt.m 1 
h'y'poth(❖)fü :i. s, " 
from the standpc:i.nt of the g ~,) ni::-:• ;,.i l o 9 :i. i:.: .'.'.i l 
1 ..1.o.m.o.1.og_:i .. (,·). 'h-:)rm0) .,,.mt :i. nom :i. q1..1(-:-) d ·' "hrnnop l .,_,:1'.:; :i. C·) 11 • 
l' homo 10'.:.:J :i. ,:,-), H(-:)nn i '.] ( :1. 966, p. 91.1.) r<-:-!pr(-:-)nd 1.,.,.1 
n prOpCl'.:i 
déf:i.n:i.t:i.on 
Dovd(':)n < :1. 9l1-'?) · " 
!,; :i. mil ;,.ir' :i. té du~,i 
"l\!;_:_1t1..1r;;:1llv in 
, , . nc>u'.;; dé f :i. n :i. ss Dn·;;; l' homo l oq i ~,) 
-~., un ;_,rn,:~fltrci-) comm1 .. rn, . , " (,-1t 
determining homolog:i.es we are 
(,·)\''i!.(•,·:.:t :i. n'.:.:J h'y'pe>thr::)·;:;(-:)fü' ' . Il ' 
comm(•:) tout~,) 
:i. 1 ;.'.) J 01 .. 1 t ~:) 
l im:i.t(,-)d t<:> 
Ces définitie>ns seront complétées au paragraphe suivant½ partir 
de la figure 3,1, 
3.1.2, Préceptes de Hennig, 
Les fondements del' inférence d'arbres ph'y'logénétiques (e>u 
11 phvlog,,:-)n'!.•)t :i. ,:.: k i n1;;hip ri!.•) 1;.,_it :i.on·;;;h :i.p" s<-:-) :ton H(•:-)nn :i.g .• :1. 966, p. 1 ~iO) 
peuvent être trouvés dans ].'oeuvre de Hennig C:1.966), 
En effet, trois principes de base y sont très explicitement 
for-muléi:;, 
Le premier concerne la définition des séries de transformations 
( Henn :i. '.] :1. 966, p, 09) ( ,:.: f , p;;_1r-'.'.19r;,.1ph(,·) ? . :1.) , Hc-:-)nn :i. 9 fü :i. '.:_:_in;;_, 1 ~:-) .:.:., (:(•:•) 
propos qu'il se démarque de beaucoup de ses contemporains qui se 
basent sur le degré de correspondance morphologique ou encore füUr 
la distinction entre caractères essentiels et non essentiels 
(H<-:-)nn:i.~.:J :1.966, p, :t,'.j.6) . 
Le deuxième principe, absolument fondamental, stipule que ce sont 
uniquement les svnapomorphies (et non les symplésie>morphies) qui 
Justifient la présomptie>n de monophylie pour un groupe (Hennig 
:1. 9 6 ô , 1::. . 9 :?i i:-: 1 -1:: 9 Cl ) . n ,:.: ~:-) ·;;; u ...i ,,:-) t , :i. l ,:.: o n v :i. (,·) n -1:: d c-:-i m f) nt :i. c> n n '!.·) r 
q 1 •.1 ' 1--1 ,:-:-:• n ri i '.:.:.I ( :1. 9 6 6 , p , 9 3 ;, ;,,1 . .i out<,·) m o d (,~ 1:; te m (•:•)nt : " M ;_,_, n v ;_,_,ut h t> r s c ;,J 11 
the reco9nition that e>nly svnapomorphy, not symplesiomorphy, can 
b;;2 th<,·) b;:.1·;;;:i.'.,; fe>r mone>ph'y'l~,itii:.: ~Jre>up':,; ',:.:ommonp].;;_,c~,i' , 11 Crici (,·)':,;t 
très rarement mentionné dans la littérature ! n noter encore 
qu'une fe>rmulation plus précise de ce deuxième principe peut être 
t r C) 1 .. 1 v é (·:) ch~,);,:: F .,,., r' r :i. s f·I t ·'·'·' 1 , ( :1. 9 '? Cl , p , :1. '? 3 c-:-i t :1. '? l1. ) , 
Le troisième principe peut se traduire de la face>n suivante 
plus un groupe présente de synapome>rphies, mieux est fondée 
l'hypothèse de mone>ph'y'lie ½ son égard (Hennig :1.966, p,9:1.), 
Enfin, ceux qui, ½ la suite de Farrifü et al, :1.9'?0, analvsent dans 
le détail le livre de Hennig :1.966, décauvrire>nt, isolé des 
p r ,:-:,:. ,::: éd 0) nt s , un d ,:-:-) r n :i. 1::i r p ï·· :i. ni:.: :i. p ,,:•) q 1..1 ;_,_1 l :i. -f :i. é d ' " ;,_11 . .1 :-( :i. 1 :i. ;,_\ :i. r c-:-i II p ;_,_, r 
H '!.·J n n :i. t,J l 1 .. 1 :i ..... m ;J m c, ( :1. 9 é é , p , :1. :? :1. ) , Un ~:-i ;_,_\ d ;_,_,pt -'.'.l t :i. on d ~:-i 1 ;:.1 f o ï' mu 1.,.\'l t :i. on 
de ce principe par Farr:i.s et al, (19'?0, p,1'?5) pourrait être : en 
l'absence d'évidence du contraire, tout état dérivé partagé par 
les membres d'un groupe de>it être considéré ce>mme ayant émergé 
une seule fois dans ce groupe, 
Si Hennig formule des principes de bases, il omet par ce>ntre 
d'expliquer formellement la démarche½ suivre pour construire un 
''.\(:) 
,: .. , .. , 
arbre phylogénétique. Il se contente d'annoncer laconiquement 
"All th~,is,,,1 ,~C>n~;:i.d01r;.'ltic>n ,riri:-1 summur:.,ri:•:i!.~r.:I in ;_::1 •~;,.~h<',ltn1::1 of 
arqumf~ntatior·1 c>f phylor,Jc:!!n<-:-lti,~ sy~;tem;.'ltir::~»' 11 (Hf!!nn:i.ç1 :1. 91.;6, p, 90) 









F i (J , 3 , :L , ( if.~:-( t r ;,,.l :i. t (•;) d ë!! HE·) n n :i. ~~ :L 9 6 6 , p , 9 :L ) " \:i ,:: hé m ;_:.i r.:I ' ;;_1 r gum (·:ln t ;,:,1 t :i. on 
dt,) 1 ;_,_, svs tém;;,1t :i. qu(•,l phy 1 D',;Jénét :i. q•.J<-:·i" , 
Légende :adaptée du texte (p,90 et 91) de Hennig, 
* pour les 6 caractères binaires numérotés de :L ~ 6 
un carré noir - un état apDmorphe 
un rectangle noir - une synapomorphie 
un carré blanc - un état plés:i.omorphe 
un rectangle noir - une symplésiomorphie 
* Les taxons sont symbolisés par des disques et éventuel-
lement identifiés par une lettre, 
* Les flèches indiquent le sens des transformations des 
états de caractères (Hennig 1966, p,91) 
et aussi une relation de filiation entre 
t ;,l )·(0 î'lfü , 
Et il fait le commentaire suivant : Pour des raisons de simpli-
cité, une seule autapomorphie est supposée pour chaque groupe 
monophylétique (A, B, C, D et les groupes reliés par des 
r e ,~tan g 1 (':) '::; P.+ C + D if.~ t C + D ) < H El n n :i. ~:J 1 9 6 6 , p , 9 Cl ) , 
Li!l -f:i.g1 .. 1r(•:-1 ,~:i. .. ·dc0ssus rE·lpr'é!5entE.1 un arbr'€-.' e.t,.i'.J...9 .. 9.~~:.nétiguf~. !iielon 
Hennig qui sera, postérieurement ~ cet auteur , qualifié de 
enracind (au sens cladistique) (cf.paragraphe 3,2,0,) et encore 
appelé clad~gramme. 
Dans u,i tel arbre s'expriment des relations de p~rentés sous 
:~:9 
f orm,::) d<::) Ill :i. i,;(•:➔ (❖)n év :i. d(,,)n,:.:r::•) dr) 9.r.cl.UJ)<':)_S_ ·f'_rJ\r'.0),S .. <.0.1 .. 1 .. ".s.:i..s.t_f.·)_r, ar.o.u.P.s. Il 
s c❖) 1 o n H rl n n :i. ~.:J ) 1.:.1 v ;.:.1 nt 1 ' r::-l l< ,:.: 1 u i,; :i. v :i. té d ' 1..1 n :i,lI!.!;,jttr.:.f:t !;,: o m m 1 •• 1 n , D r::-l u :•( t 1.:.1 :-: on-:;; 
appara:i.ssent comme ''sister group" s' :i.ls sont plus étro:i.tement 
liés entre eux qu'½ tout autre taxon <Engelmann et Wilev 
(1977,p,6)), Comme le formule joliment Tassv (1986) pour traduire 
1' C❖ll<pr<,•l1,;1;; :i. on II rr::-lcr::-)n,:.:y of cc1mmon 1.:.1n,:.:c-,lstry 11 1 .. 1t :i.1 :i. sé p1,.1r H<:,lnn i 9 
(1966, p.72), un cladogramme s'explique donc "en termes de degrés 
d'ascendance commune'', Il faut bien noter que dans un tel arbre, 
1 (•:•) s t 1;.1 l·( D n s 9.t:.J.,.igr.:.Y..!i:U!.\. i,; e> n t c:1 b 1 :i. q ;;1 t o :i. r t~ m C❖l nt d <·? fü f (,·) u i l 1 El 1,; C❖l t 1 01 '::; 
1.::1 n c t! t r' r::-i m !::!YP.Ett:.t:!5:'.·! t i q u C❖l.).i.\., d <::) s no 1::1 u d s , Un c,•l d :i. ·:;; t :i. n r:.'. t :i. e> n 1.,.1 n 1,.1 l c1 g u f:l 
n'existe pas dans un arbre d'états de caractères (cf.paragraphe 
2' :1. ) ! 
Hennig lui-même fa:i.t remarquer un peu plufü le>in (1966 : 93) 
que se>n exemple est essentiellement s:i.mplifié dans la mesure o~ 
:i.l n'y a pas de ce>nflits de caractères : l'arbre e>btenu est 
abse>lument dépourvu de réversion et de cDnvergence, Dès lors, en 
utilisant les principes de Hennig, un seul clade>gramme s'impose, 
Mais Henni9 n'exprime pas explicitement l'attitude½ adopter en 
cas d'homoplasie, lormque sefü 4 principes sont insuffisants et 
qu' :i.l faut cho:i.sir entre plusieurs clade>grammes pofüsibles, C'est 
pourque>i différentes méthodes utilisant un critère d'optim:i.sation 
suffisamment précifü se sont développées : un premier groupe très 
di V(•:-lrs if i é r (❖) 1 ~:➔ v<::-l d(•:-i 11.,.1 p_;~1.r_,·.::.:i .. m.o.n.:i._(•:•1. f.•lt 1 ..1r1 fü f.·)C(:lnd, d' :i. mpc1rt 1.:.1nr:.:(•:-l 
mo:i.ndr1:,:•, dia 11,.1 <.'.\e>.m_p_1.:.1:1:.).b.:i._]._:i .. t.é. (voir l(❖lS déf:i.n:i.ti(:>r1s 1:.11..1 3,:;:~.:1..:1.,), 
3,1,3, Hennig a-t-il préconisé la parcimonie? 
La réponse½ cette questie>n varie füelon les auteurs, 
\1! :i. l<•:•iv < :1. 90 :1., p, :1. '7 6) l' 1.,.1 f f :i. r'mrl ( 11 , , , 1 :i.11,r:,i H1:.➔ nn :i. ~;J' s m,,:-lthc:1d, 
thr::➔ y ;,:.1rb :i. t r;.:,1 t<::-) b(❖)t \o/(:·)(❖)n (.'.C>n f 1 :i. ,:.'.t :i. n~.:i hvpoth(•:-l':ii(❖)S l.lfü :i. n9 p.:;.1r1,; :i. monv ' Il) 
mais :i.l n'en fe>urnit aucune preuve, 
Selon Farris, il existe un lien trèfü étroit entre la métho-
de précDnisée par Hennig (1966) et l'analvse de parcimonie, 
Une trèfü belle démonstration formelle peut en être trouvée dans 
un 1.,.1 r t :i. c l (,·l dé ,i )J.1 .:;.1 n ,:.: i <:,! n ( F 1.:1 r· r i s r;,! t ;;_11 , :1. 9 '7 Cl ) , D ;;_1 n s ,:.: (❖! d ,,,l r n :i. i.❖l r' , 1 <•:•) fü 
principes dégagés ci-defüfüUfü de l'ouvrage de Hennig füont 
clairement énDncéfü, voire même préciséfü SDU'::i fDrme d'axiomefü, 
Enfüuite, Farris et al, (19'70) utilifüent ces axiomefü pe>ur 
démontrer des théorèmes relatifs~ la constructie>n d'un arbre 
phvlogénétique, aufüfüi bien dans les cas e>ù les réverfüionfü sont 
interdites (c~s C8rnin-Sok8l) que si elles füDnt permisefü (cafü 
Wagner sensu stricto avec arbre non-enraciné), 
De plus, les germes d'un critère d'optimifüation pour choisir 
entre différents arbrefü pe>füfüibles sont déJ½ füoul:i.gnés par Farris 
f,lt ;;,1 l , ( :1. 9'?0) d1.,lns 1 f! tro :i. i,; :i. ~'.·li\\(•:) pr :i. ne i i)(•:•l di::i Hi::inn i g, l...1::)1,; 1.:.11..1t,,:l1..1r'fü 
f Ont -1:: Cl 1..1 t (❖) f Cl i ·;;; r 1:•:•) Ill ·'.'.1 r q 1 • .1 (-:•) r q U (•:-: C (-:•! c.r. i :t:}\r_f.-l. n. ' .. .'!.·)_1,;_t, p_;.,,1_!:i. )!J..!,!.:.Lf: :i. ;;; li.11\1 m.f~.I:!.t. 
d_,:\t.1:.1.:i.)._]._é_ ,:.:;_:.1r• :i. l n,:-:-l pfH'mtd·: p1.'.l1:i d' év;.,.111..1rlr un 1,.1rbr'!❖! compoi,;é dr::❖ 
plufüieurs groupes monoph'y'létiquefü, Danfü ce cafü l½, le critère de 
parcimonie doit être utilisé, selon Farrifü et al., maifü il n'est 
pas en contradiction avec le troifüième principe de Henni9 car 
11 
, , , o n ;,,.i m o m t p 1::1 r ·;;; :i. mon :i. o 1..11,; t r· f! <::) , 0 TU m t h 1.:.1 t fü h ;,,.1 ,, ,:-:l m ;.:.1 n v 1,; t ,:-:-i p m ( , , , ) 
8re generallv placed together, We might argue that the p8rsimony 
3D 
critericn selects a tree . , , by 'evereging' in scme sense the 
preferebility cf ell the mcncphyletic grcups of the tree'' (Ferris 
~:-it ;,:1 l , :1. 9·70, p, :1. '76) , 
~:; , 0 p p O i,; ;_:,1 n t .\\) ,::,, (':) ·::; ;,,.) 1 .. 1 t (•:•) u r '::i / F (,::1 1 ;,; (•:•) n s t ~:-) :i. n ( :1. 9 e :3 , p . 3 :1. (:. ) 
professe que le parcimonie ne s'enracine pas davantage dans 
l'oeuvre de Hennig qu'une autre méthode de résolution de conflits 
parmi les caractères. Et il Juge tendancieuse l'argumentation de 
F ;_:1 r r :i. ·;;; C-:·l t •'.'.l 1 . .-:.: :i. t é (•:❖ .-:.: :i ..... d ri 1,; s 1 ..1 i,; : '' t h (❖l :i. r ;,., r ~;J u m 1;.-l n t ,:,: o n t ;,.1 :i. n 1:; on (,·l ·;;; t !-:-1 p 
that leads to the arbitrary selection of parsimony, .. '', ( 
Frils;;.:1n·;;;t(,❖ :i.n , :l.9B3). 
Quant ½ Duncan (:1.984), il professe que c'est ''l'analyse de 
compatibilité qui est équivalente à la méthode de Hennig'',Selon 
lui, en effet, Hennig restreint la signification du terme 
synapomorphie ''au partage d'apomcrphies qui sent supposées être 
;,.1 pp ;_:.1 r 1 ..1 fl ~; 1 •.1 n <-:-i 1,; (0 1 ..1 1 <•:-1 f c> :i. i;; 11 , 
A deux reprises récemment, Farris (:1.985 et Farris et Kluge 
:1.986) fait l'apologie de la parcimonie en tant que méthode 
préconisée par Hennig et s'en prend~ la position de Duncan 
(:1.904) .Selon lui, Duncan néglige de prendre en considération de 
nombreux exemples donnés par Hennig ultérieurement (:1.983) et à 
partir desquels l'acception réservée par cet auteur au mot 
11 1,; '/ n ;,:1 p o m cr ph i ri 11 p €·lut €-1 t r ~:-i ,:.'. l ;_::i :i. r fl m (i·l nt dé d 1 .. 1 :i. -1:: fl , D ·' ;_:1 p r t:, ·::; F .::.1 r r :i. 1,; , 
cette acception ne coïncide absolument pas avec celle défendue 
P •'.'.l l"• D 1..1 n c ;,.1 n , 
.. :< ..... , 
.. :, 1 ,::. 1 UTILISATION D'UN CRITERE D'OPTIMISATION 
RESOUDRE LES CONFLITS DE CARACTERE. 
~::,UFF I !:iANT 
3.2.0.Définitions préliminaires. 
(au sens cladistique): ancêtre commun à tous les OTUs 
analysés, Selon le définition de 
F;.,_lrr':i.5 (:l.9BO,p.U3): '' , , .t:h,:-:-1 root 
is presumed to represent a point 
chronologically prier te any 
Î'·l, P,. 
d (•:-i ·;;; c: (❖ln ,::1 (•:❖ nt 1::. o :i. nt , 11 , 
La racine (au sens cladistique) 
doit être distinguée de la raci-
ne d'un arbre binaire au sen5 de 
1 ;,,.1 théor :i. ~:❖ dr.: .. 1·;;; gr.:.:.1ph(❖:•s , ( ,:.'. + , 
,:,'.h;.:1p :i. t:r,,:-i 6, ) , 
Au niveau de 
( C 1 ;,1 d :i. s -1:: :i. q 1 .. 1 (❖) ) .• 1 1 é t ·'.'.i t 
caractère est, par 
mf!m~,1, pr :i. m :i. t :i. f. 
].;;,1 l"-'.'.l(.::i. n1:,l 
d (•:•) C h-'.'.l q u C-:·) 
dé f :i. n:i. t :i. on 
n r br i:'~ p hv l ogéné t: :i. q 1..1;;:1 <•:·i.n.r.-'.'.1.,:,:_:i .. n.é.: pré·;;; <'·ln t .,.,.1 nt 1 .. 1 ni:-:-i r ·'.'.lf.'.: :i. n ,:-:-1 < ·'·"1 .. 1 1,; (,·l ni,; 
(.: l ·'.'.l d :i. 5 t: :i. q 1 .. 1,,:,) ) , 
N , P. , : ':::' n ':·.:,1,.,.,.1_,::I.'.:) 91::,.:.:.1.m.m.~::·:· .. _< ,:,: f . c .,,.un :i. n (-:-l -1:: 
~okal, :l.~6~ : J:I.~) est un arbre 
phylogénétique enraciné, 
3:1. 
Arbrf!,l ph·y l ciçJénét :i. qu<❖l D.Q_n .. ·· El nr ;,.l.!,~..:!: .. nft: s;,lns r .:;.1c. :i. nf:) ( ;,.1 1 . .1 f:i E)n-;,; ,:: 1 ad :i. ···· 
i,;t:i.qu0l), Comme l<:~ sciu1:i.gn(-:•l 
~::, 1,1 o f f or d < 1 9 El ~i , 1:-. , 3 7 ) , 1 •• 1 n t €,' l 
.:.:.irbre implique le même nombre 
de chengements évolutifs 
que1le que soit la position de 
1 ;_,:1 ,~ ,:l ,:~ :i. n El ( ,:.~ 1 .::.1 d :i. '::; t i q u El ) 
A partir d'un arbre non-enr8ciné cladistiquement, on peut 
obtenir beaucoup d'arbres cladistiquement enracinés diffé-
rents selon le localisation choisie pour situer 18 racine 
,:.: 1 ;,.l d :i. i,; t :i. q u 1::) , 
Cette dernière peut co~ncider avec un 
l'arbre non-enraciné cladistiquement 
dans le programme PAUP de Swofford ( 
c.f, F.:.;irr:i.s <:l97Ci, p,Bt.,.)::I, 
scimmet e)<.i.s.t . .::.1.n.t. di:-:-i 
[cf, ROOT=ANCESTOR 
V O :i. ,~ ,:: h ;,_\ p :i. t ,~ €·) 7 ) f::) t 
M.,,., :i. 1;; e 11 f:' pE-lut .::.iui;;s :i. con',;;t :i. tuer un scimm0)t s_uppl_ê_m_i:-:-i_n_t_.=:.1_:i._r·_0)_ 
venant s'inscrire sur une arête de l'arbre clad:i.st:i.que-
ment non-enraciné et la diviser en deux (voir figure 3,2), 
Cti,:~ :i. c:~·,;; t tvp i q1 . .11:,1 m<-~n t ,~, .. :-) qu :i. i;; c-:-i pr..11,;1,;c-:-l 1 or·s dfi 
l'enracinement par cutgroup (ou extra-groupe) tel qu' :i.l 
est réalisé par MIX (cf, chapitre 6) et aussi par PAUP 
(cf, chapitre 7) .C'est d'ailleurs ce que décrivent Colles 
( :1. 9 D ~i : :3 :1. !:i ) E-l t F e 1 ·,s (·2 n ·;;; t ,,,i :i. n ( :1. 9 D :3 : 3 :1. ~i ) " I f 1,1 ,~i 1,101 r· e 
to !5pi::-i,:::i. f'y th;::it :,;pf:)('.:Lf!:)~; 1) \,/;.'.l'à; •'!1'f'I 01.Jt(.;irnur, 1 so th;,_1t t_h_0)_ 









Enracinement par outgroup (cnnstitué d'un OTU unique) 
<Illustration du choix de placer 18 r8cine cl8dist:i.-
que sur l'arète Da de l'arbre cl8distiquement non-
enraciné c.~ d, de désigner l' OTU D comme cutgroup,) 
N . B , : L.. ' 8 r b r Ei 01 TW ;;.1 ,:: :i. né ( ,: 1 ;:.l d :i. s t i q u Ei m 01 nt· ) e s t i ,: i 
dessiné comme c'est généralement l'us8ge :sans flèches 
directionnelles mais avec 18 racine cladistique 
occupant une positioll basale par rapport½ l'~rbre, 
Si l'outgroup comprend plusieurs OTUs possibilité 
o f f ,:.:.i r' t f,i p.,,., r PAU F' ) , ;_,_, l or·;;; l ;_,_., r ;,:.1,:.: in ,,,i •,1 :i. ,,,in d r' ;;.i •::i é p ;;_1 r <',i r 2 
noeuds de l'arbre non-enraciné.Il est fond8mental de 
remarquer que la racine cladistique représente, dans ce 
cas auss1, l'ancêtre commun½ la fois de l'outgroup et 
du reste des OTUs analysés,[Ceci est conforme t la 
d ,:.:.; f :i. n i t :i. o n d i:-:-i l ·'·'·' r ;,,.l c :i. n ~:-i i,; i:"i 1 on F ;,,.l r r :i. :,; ( 1 9 ·7 Cl ) , ,:.: i t é ;,:•! <:.'. :i. .... 
d~:-)·::; !:il .. lS , ] 
3,2,1,Présentation non formelle. 
Avant de présenter formellement le problème général 
d'optimisation de l'inférence d'arbres phylogénétiques 
interven8nt en analyse cladistique numérique pour des variables 
discrètes (cf, paragraphe 3,2,2), il sera fait un exposé Y)on 
formel et plus facilement accessible de différentes 
instanciations de celui-ci (c-½-d de problèmes particuliers), 
Cette prem1ère présentation se veut très générale, Ma1s en 
relation avec celle-ci, des formulations mathématiques, et un 
complément de références bibliographiques peuvent être trouvés 
dans les articles suivants : Da~, 1983; Day et Sankcff, 1986; 
Day, Johnson et Sankoff, 1986 et Day et Sankoff, 1987), 
La classification des différents problèmes numériques 
retenus ici (cf, tableau 3,1) est celle qui peut précisément être 
déduite des textes dont les références viennent d'être citées, 
Cette classification peut aider celui qui aborde la littérature 
cladistique. Une analyse légèrement différente peut être trouvée 
chez Felsenstein (1982 et surtout 1983), 
3,2,1,1 Classification des différentes 
pr·oblii,,mE,', 
3,2,1,1,1 Parcimonie, 
i ns t ;,.in,:,: i .:,.it :i. ons du 
Selon Felsenstein (1983), les premiers ½ avoir utilisé 
le critère de parcimonie dans un contexte phylogénétique (-tout 
c•n 1' ;;,1ppc-:-!l.:.,.1nt ''thE• mi:"ithod of m:i.nimum l·,!Vol1 . .1t:i.on· .. ·) i,;ont li!,i1,; 
généticiens des popul8tions Edwards et C8valli-Sforz8 (1963), 
C'est sous leur expression numérique et inform8tisée 
que les méthodes de parcimonie connaissent leur plein 
épanouissement. Mais il en existe une version manuelle, qualifiée 
d (•:•: Il ,:.: 1 ;,,,) ~,; ·;;; i q 1 .. 1 (❖) Il p ;,,.) r' I,,/ i l (·:) 'y ( :1. 9 n 1 ) 0 1 .. 1 f) n (.'. 0 r (•:•) d ,:-:-) Il t ï' ;_,,) d :i. t :i. 0 n n (i·) 11,;;:, Il q 1..1 :i. 
sera brièvement évoquée 1c1 ½ la fois ½ propos du critère 
d'optim:i.s8tion retenu et des solutions proposées, 
"X "X 
... , .... , 
3,2,1.1,1,1 Parcimonie manuelle ou classique. 
Le principe de parcimonie Cou de simplicité ou d'économie) 
est défini de manière informelle par Wiley (1981, p,20) comme 
C(•:! 1 u :i. q1 .. 1 :i. (•:!~:; t 1..1'1:: :i. l :i. sé po1 .. 1r cho :i. s :i. r' l.' ... hYP.o:l::_I·\~~!.~:;.*:•!. ,:.:· .. ·J!., .... d, 1' .,.,.irbrf:•! 
phylogénétique qu:i. explique les données de manière la plus 
économ:i.que, En vertu de ce pr:i.nc:i.pe, :i.1 faut m:i.n:i.m:i.ser les 
"hy•poth,'·'.!1:; c-:• ·::; ;.:.id heï,:::" d' homop 1.,.,.15 :i. f.-!•X· , I 1 f:•!·:;; t :i. ntérf.-!1:;1,; ;_,.,nt d,::-! 
seïul:i.gner que le recours au pr:i.nc:i.pe de parc:i.mon:i.e tel que déf:i.n:i. 
ci-dessus, s' :inscrit dans le cadre d'une démarche effectuée, il y 
a quelques années, par certa:i.ns clad:i.stes CM:i.les, 1973; Gaffney, 
:1. 9 '? 9 ; \,/ :i. 1 (•:·! 'I , :1. 9 B :1. , , , ) d ,,:! s f:•! r (•:•! f ,:-:-\ r (,·! r' .=!.1 1 ;.:., p h i 1 o i,; op h :i. (,·! d r::-! i,; 
sciences de Popper (1968) pour souligner le caractère 
scientifique de leurs méthodes, 
Concri!,itf~m,:.:.int , \,J:i.1,::-iy (:1.98:1., p, :1.1.1,0 J,., :l.l.1,:I.) montrf.-i, ;_!_, P·'.'.irt:ir' 
d'un exemple, comment :i.1 constru:i.t manuellement en p r f:•i n ;.:.1 nt (•:•in 
,::: 0 m pt(•:•) fü.!::!.Ç;_,:.: (❖) ·::; s :i. 'Y.'..~J..!).1.9.nt. ,:.: h .:.::1 ,:.: 1..1 n d (•;) fü C .:,;1 \'' .:.:.1,:.: t (·~ r E~ i,; J 1 .. 1n •'.'1rbrE• 
phylogénétique d'emblée enrac:i.né, basé sur le pr :i. ne :i. pi::i d*:i 
parcimonie et le critère de l'outgro1..1p, 
Cette approche class:i.que connaît encore de nombreux 
adeptes actuellement (cf, par exemple Andrews et Mart:i.n, :l.9B'? 
ou encore s~ther,:1.986), Mais elle est contestée, En effet, comme 
le souligne Pimentel et Riggins (1987, p.202), une erreur, même 
minime, réal:i.sée au départ, peut aller en s'ampl:i.f:i.ant de telle 
façon que le cladogramme résultant ne so:i.t pas en accord avec les 
données, Les deux auteurs précon:i.sent en revanche une démarche où 
le cho:i.x du me:i.lleur arbre relève d'une seule déc:i.sion basée sur 
la total:i.té des relations entre les états de tous les caractères. 
Cette critique de P:i.mentel et R:i.ggins me paraît aggréger deux 
accusat:i.ons différentes, La prem:i.ère qu:i. serait de souligner que 
la démarche manuelle est non exhaustive et que l'heurist:i.que 
qu'elle contient peut être insuffisante, La seconde, qu:i. sera:i.t 
de lui préférer une méthode exacte constru:i.sant success:i.vement 
tous les arbres poss:i.bles avant de choisir le me:i.lleur. Mais :i.c:i. 
une objection majeure me paraît alors s':i.mposer : il est très 
diff:i.cile d'env:i.sager mentalement toutes les poss:i.b:i.lités même s:i. 
le nombre d'OTUs et d'états de caractères est petit. La preuve en 
est que, pour l'exemple pourtant très s:i.mple 
(:1.98:1.), Maddison et al, :1.984, p,94) proposent 
tout auss:i. parcimonieuse, 
propoi;;é 
un,:.:.) ;.:.,utrE·! 
p;i,ll'' \,! :i. l 1::)'y' 
1,; o 1 u t: :i. o n 
A noter encore que la méthode de Wilev est relativement 
" ·;;; 'I:: ·'.'.l n d .:.:.1 r d II m ;.:.1 :i. ·;;; :i. 1 ,:":• n i:,! x :i. ·::; t ,:-:•:• d (•:i -::; v .:.:.1 r :i. ;.:.1 nt ,:-:! s ( ,:.: f , p .,.,.\ \'' f.-) l< (•:! m p 1 ,:-:-1 
':::,ki:,-)lton (•:•it ;.:.11, :1.906), 
·X· Cette assim:i.lat:i.on des hypothèses ad hoc et des homoplasies 
est contestée par Forster C:l.9B6), 
Quoiqu'il en soit, une méthode manuelle ne peut être 
envisagée que si le volume des données est faible, C'est le cas 
par exemple de l'analyse cladistique de certaines araignées b 
partir de leur comportement (Coddington, 1986), 
3,2,1,1,1,2, Parcimonie numérique , 
1...-"l tr<:1,::luct :i. on numér :i. qu1::-i ciu qu;_:.1nt :i. t .:;.1t :i. VE·l d1 . .1 ,::r :i. ti·'.·lr'E·l d,:,-i 
p ;,,.1 r' ,:.: :i. mon i 1::i ,:-:~ s t d ,,,l s é l r;,i ,:~ t :i. o n n ,::,i r l ' .:.:.1 r' b r î:,l ph v l o '.:.:lé n ,:.:.\ t i q 1..1 ,,:•l !).\..:.i.-.. n .. :.i.-. .!).l.:'i:\.J .. 
(vair vocabulaire relatif~ la théorie des graphes), quelle que 
soit d'ailleurs la facon dont la longueur de ses arêtes est 
évaluée, C'est sur cette formulation du critère que sont basés 
les programmes d'informatiques, 
Fr é q 1 .. 1 ,:-:•lm m 1::i nt , l ,:-:-i s ,:,: 1 ;_:id :i. i,; t ,:,-l s dé i,; :i. '.:J n ,:-,! r ont l ' ;;,1 r br <,·l " m :i. n i m .,.,.1 1 11 p ;_,_, r 
1 1::1 ·::; t ,,:•l r m i:::l ·,;; " 1 1,:i p 1 1..1 s p ;;,1 r ,.:: i m Cl n :i. <·,l u :-; 11 , D 1•:-1 1 ;,,.1 m fl m 1::-i f .,.,.1 ç e> n , i 1 ':,i 1,; !,·l r é f i::l "" 
l'' ont .:.:.11 . .1 11 ,:.: r :i. t i-'.·! r 1;.,i d f:l p .,.,.1 r ,::: :i. mon :i. ,:,-l .=;,1 m ;,., :-,: :i. m :i. ':,; i::l r 11 , 
1... ,:-:-i pro b l ti m i::l d ,,,! '.:i.t.<-:l. :i .. n.(❖!_Y' ,,,l ':,; t ,:.: :i. té :1. ,:.: :1. pro for m ;,,.1 , I 1 
s'applique aux séquences d'acides aminés dans les protéines, 
Chaque OTU v est représenté par un t-tuple de svmboles nominaux 
identifiant les acides aminés (les variables sont donc 1c1 
discrètes mais non numériques), 
Tableau 3,1 Classification de différentes instantiat:i.cns du 
problème de l'inférence d'arbres phvlogénétiques 
b partir de variables discrètes en analyse 
cladistique numérique, 
:1., F·nF~CIMONIE 
[:1.,:1., Problème de Steiner] 
:1.,2, Construction d'arbres de Wagner 
1,2,:1., type Wagner sensu str:i.~tc 
:1.,2,2, type Carnin -Sokal 
:1.,2,3, type Dollo 
:1. , :? , •\ , t y p ,,:•l po l '/ m or··ph i ·;;; m ,;;i ci u :i. n • .. ;,,:-:, 1"· .,,,. :. r::) n d ,;;i 
,:.: !"1 r 01n o ·::; o mi:::1 
2 , C: 0 MF· n T I Ei, I 1... I TE 
......... , .................................................................................................................................................................................................................................................................................................................... . 
1... ~:-! 1::- !i,1XJ~.r.:.!::l.fü. r:;15:t \!.1.!:':1.::Jnit.i.r:. ( C f ' \,,I .,,.) ~.:J n (,,, r :1. 9 é :l ) s f! r O nt d ·'.'.) V ;_,_) Y-1 t ;_::1 q i':! 
détaillés car ils occupent une position fondamentale en analyse 
phylogénétique, l...a longueur de leurs arêtes est mesurée dans la 
m_é_-1::_ï'·. i:1.1..1_01_ d_r,,i_ M_;.,.i_n_h_;,.,_t:l::_;,.\n. ( i::m ,:.: or ~:-i ;,_, 1) 1:H,! 1 é ,a II C :i. t y b 1 oc k 11 ) (cf , D ;,_, y , 
:1. 9 B :3 : t,. J t.1. , ) C €·! t t !·:,• di::! r n :i. èi r ri f~ 1,; t dé f :i. n :i. ':~' d !•:-i 1 ·'·'·' f .,.,.1 i;: ci n 1,; 1 .. 1 :i. v .,,.1 nt<:,' : 
s D :i. t , ;,:: : 1 .. 1 n <-:! m ;,_, -1:: r :i. r:.: r:,! d ~:-i v .:;1 r :i. ;_,_, b 1 ~:-i s r.:.f:~ ~,! 1 1 ~:-i 1:\. , 
,A,B : 2 sommets, 
,XCA,i) l'état pour le sommet A de la variable i dans X 
d ((t, P.) .... I:l><rn,i)····XŒ,:i.) I 
• 1 
:t 
C i❖! t t (,~ f e> n r:.'. t :i. on d E·! ·:;; t ;,.1 u 1,; 1,; :i. .::.1 pp (❖! 1 é li:! ::tLJ.:f.~I.).~.f:l.!:!.!;,:Jl\. ( F ;,_, r· r :i. 1:; ., :L 9 "7 D ) c> 1 ..1 
1:,ince>r 1;;i ::;!.L:f.J::Jl.L.½:IX!.!;\f.t P.h.é_n_é_t_:i._q_up_ ( F 1.0.lr'r :i.1,;, :1. 9"72) !,-intrr! ? somm,:,its, 
L'utilisation conjointe de la métrique de Manhattan (de 
préférence à la métrique Euclidienne) et de variables discrètes 
qui caractérise les arbres de Wagner, permet d'interpréter la 
longueur de l'arbre comme la somme des changements évolutifs 
qu'il implique. 
Et dès lDrs, un arbre minimal est aussi un arbre pour lequel le 
nombre de réversions et de convergences est minimisé (cf, 
p ;,.\ r ,:.: :i. m o n :i. ri c l ;,_, s 1,; :i. q 1..1 (•:•i ) , 
Il existe différentes variantes possibles d'arbres de 
Wagner en phylogénétique systématique, 
Si le~ réversions et les convergences sont autorisées,cn parlera, 
dans ce mémoire,du type Wagner (sensu stricto), Pour ce dernier, 
la formalisation mathématique est due~ Kluge et Farris (:l9é9) et 
surtout à Farris (19"70), Un arbre phylogénétique de type Wagner 
sensu stricto présente la particularité remarquable de pouvoir 
être non-enraciné cladistiquement, 
Si les convergences sont permises t l'exclusion des réversions, 
< ,:~ f , f :i. ~J , 3 , :3 , !.'.\ > i 1 s ' ;_,_) r,J i t d 1..1 tY.P.st ('..!i,l.m .. :.i: . .I!.::::5g_b.!i,L:J... < c f , C •':.\ m :i. n ((·) t 
Sok0l, 19é5 et Estabrook, :L9é8), Ces 2 premiers types sont très 
utilisés pe>ur des données morphe>logiques, 
Si au contraire, seules les convergences sont interdites 
( c f , f :i. t,J , 3 , 3 , b ) .• on o b t :i. e n -1:: .:.\. .. 1:\1. J:.Y.P.~~~- P.EtJ..J .. P. ( c f , 1... (•:,, El 1..1 i:-:~ fü n 1:.,1 , :1. 9 7 !:i r;,i t 
:L9"77 et Farris :L97"7 a et b), Ce type est ainsi nommé p8rce qu'il 
;,; ' :i. n ·,~ p :i. r' r:,i d ~,i 1 ;,_, 1 c> :i. d :i. t •::! d 1:,1 De> l l o ( :1. D 9 3 ) , s r::-i 1 o n 1 .:_::1q1 . .11::-i 11 ,,,i 1..1 n ,a 
structure complexe est rarement 8cqu:i.1:;e mais f8cilement perdue 8U 
co1 . .1r·m d(-:-i 1' évol1 . .1t:i.on, C(❖! typ,::i d,,:-i p;_:_1r'c:i.mon:i.1:,! •::;1::-il\1bli,,' 
p8rticul:i.èrement 8ppropriée peur les sites de reconn8issance 
d'enzyme de restr:i.ct:i.e>n dans l'ADN (voir par exemple b ce sujet 
l'étude de l'(tl)N mitochondrial 8nim0l réalisé par Debry et Slade, 
:l.90~i), 
Un d 1::-1 r·· n :i. i:-:-:• r -1:: 'y' p (•:•:• d r:, p ;,.1 r· ,:.'. :i. mon :i. ï-:! ri 1,; t nommé .:i, .. I!.\:fn.::.JiLJ .. 9.D. ::J~t .-:.:_h_r··.o.m.o_-;;;_o_m_<:,1• 
p 1,.1r' F.,;.1r·r· :i. s ( :1. 9/D) (•:•)-!:: p_o_l_'/m.ci.r'.P.h.:i.y;_n\1::-i_ p.:.:.,r' F •::! l ·::;(❖!n·::; t,:,i :i. n ( :1. 979) 
(cf,f:i.g,3,3,c,), Ce modèle est tout j fait partic1..1lier puisqu'il 
permet la coexistence de l'état dérivé et de l'état primitif (c,-
b-d,le polymorphisme), Cette dernière ne peut surgir qu'une seule 
fois au cours de l'évDlutiDn, mais elle peut subir des réversions 
vers l'état primitif ou vers l'ét0t dér:i.vé (cf, Felsenstein 1903, 
··r <" 
.. :,,::., 
F· 1,:_:,i, 3, 3 
0 0 0 0 0 0 
Arbres de Wagner: type Camin-Sokal (a), type Dollo (b) 
i:-,· -1:: t 'l p ,,:·: p D 1 '/ m o r' p h i ;,; m ,:,: < ,:.: ) , 
Les changements 0->1 (ou 0-)01) sont symbolisés par 
des rectangles noirs, les réversions de 1->0 par des 
rectangles blancs et les pertes du polymorphisme par 
1..1 n f:' ,::: l'' o :i. i< , 
(fiqure extraite et légende adaptée de Felsenstein 
198:::';), 
p.319), Ce type de p8rcimonie peut être utilisé ~ propos 
d'inversions de chromosomes (cf, Farris 1978), En effet, comme le 
souligne Day et Sankoff (1987, p.214) ~ ce propos, on peut en 
effet être réticent t envisager le même type d'inversion se 
produisant plus d'une fois au cours de l'évolution au même site 
et an peut préférer expliquer l'apparente convergence dans une 
phylogénie par la persistance de la condition hétérozygote (c-~-d 
polymorphe dnns le vocabulaire de Felsenstein), 
Les types d'arbres de Wagner décrits ci-dessus sont 
"pur·;;;" , ,:.: .... .:,., .... d q1 .. 11 :i. 1 ·;;; con,:.:,0,: r nf!! nt df!! i,; mod~,: 1 i::::·;;; oi:.1 to1 .. 1·;,; 1 i!!!S ,::;;,\ r';,l.-:.:ti-,: l''':::·;;; 
(/ variables )subissent les mêmes contraintes, 
M ;:.1 :i. ·::; dei,, .::.1 r br i:-::· ·;;; " m :i. )·( t ,,:·: ·::; " 1 c , .... .:,., ... d , o i:.I l (": ·::; c ;,.1 r' ;_,_, ,:.: t: ,:'.•: r ,,:·: ·::; r2 u :-,: .... m ri m ~:-: ·,;; 
Cet donc aussi les variables correspondantes) relèvent de tvpes 
de parc:i.monie ( encore appelés ic:i. types évolut:i.fs) différents, 
peuvent aussi être env:i.sagés, C'est ainsi par exemple que le 
programme MIX, qui sera analvsé plus lo:i.n, permet de constru:i.re 
des arbres de Wagner oi:.1 certa:i.ns caractères (/ var:i.ables )sont de 
type Camin-Sokal et d'autres de type Wagner (sensu stricto), 
Se trouvent encore classés par Dav (1983) dans les 
problèmes de parc:i.mon:i.e, la construction d'arbres additifs 
évolutifs, Ces derniers se distinguent des arbres de Wagner par 
le fait qu'ils sont établis directement t partir de matrices de 
d :i. i:> t .,:.1n,:,:~:-1 •,:;_ E:·:.n.t.r.€-:. p.::.1 i.r.~~.-::;_ d.' ... O.TU.s., CE•ttt:-~ p;,.1rt i ,::u 1.::.1r' :i. té 1 eur '.:;uppr :i. mi:,·: 
la possibilité d'être considéré comme une :i.nstanciation du 
problème général tel qu'il sera défini au 3,2,2.2, Les arbres 
additifs sont fréquemment utilisés lorsque les valeurs des 
caractères des OTUs sont inconnues, et que dès lors l'analyse des 
caractères telle qu'elle est décrite ci-dessus n'est pas 
pertinente, C'est le cas par exemple pour les données relatives 
aux distances moléculaires (cf, distances immunologiques ou 
:.37 
i ik=a 
d'hybrid8tion de l'ADN) entre t8xons, 
Les 8rbres 8dditifs constituent un dom8ine import8nt en 8nalyse 
cl8distique, m8is ils font l'objet de controverses (F8rris, 1986~ 
(❖:•-1:: F ,:.,! 1 ·;;;f,!n·::; tf:•l in, :1. 986) , 
3,2,1,1,2 Comp8tibilité, 
L'8n81yse de comp8tibilité constitue une entité bien 
p~rt:i.cul:i.ère et utilise un voc8bul8ire propre, Une synthèse de 
l'évolution historique de celle-ci est donnée p8r Felsenstein 
(:1.982, p.389-393) et une bonne bibliogr8phie p8r Me8chem (:1.98:1.), 
Seules quelques définitions seront fournies ici, 
D<:~i,; c;;., r';.:.,,:.:tii,ir,::is m.1 . .1.t.1 .. 1s•:•i.l.ls•,i.m.f,l.n.t. c.o.mp_;,.1.t.:i..b.ls-:•1.s. i,;ont ,:.:1,;1u1-:: pDu v ;!.ln t 
s'inscrire s8ns réversion ni convergence sur un seul et même 
.,.,.1 \''br (·:·l ph 'J 1 o g é né t :i. q u ,,,1 ( F r;,1 1 i,; f:•l n ·;;; t (❖l :i. n , :1. 9 8 :1. , p , :3 9 Cl ) , Un ,;,.i '.;;J ... :.i: .. ::l!::!.f:\\. 1,,i i,; t 
1 .. 1 n r:,i ni,; !·,lm b l 1°:•i d f:•l i:.: ;,,.1 r ;.,1 c t ii~ r c,:,, s m u t u (,~ 11 (,,, m (,~ nt: ,:.: e> m p ;;.1 t i b 1 (❖l s ( M (·:l .,.,.1 i:.: h ;,., m , 
:1. 98 :1., p , ~i9?) , l...(-:-11,; t.t·!.,:.:.h.n.:i .. t.:i.u.t::•i.s. d.(-:•i. c.o.m.p_;.:l.t.i.b.:i) .. :i.:t::.é. sont ,;.:(❖i 11 (·:•l~,; d.:.:.ir1s 
lesquelles la plus grande clique est recherchée (Meachem, 1981), 
3.2,1,1,3 Relations le>giques entre ces différentes 
instanc:i.8tie>ns du pre>blème, 
Un l :i. (•:-n-1 con,:.:f.❖ pt:1 .. 11::-i l €H1trf.-1 ,:,:.o.m.P:'·'·1.t.:i..b.:i) .. :i .. t.é_ f:•it p_;.:.1.r.c.:i .. m.o.n.:i .. (·,l. !·;)!,; t 
souligné p8r Felsenstein (:1.983, p,3:1.9) : en m8ximisant le nombre 
de c8r8ctères non-homoplasiques (cf, compatib:i.lité), on 
m :i. n :i. m :i. i,; i::-i , d ,;;i f .,.:.1 c t o , 1 f,l n o m b r f:•l d (•:❖ '.,;:.:',',lT.!,',l.f,','..:Li:'.::X:JU.:.L !::i.Q.!:\!.(!.P .. :L!,\l.:fü .. :.L~:l.!::!J,1.I:.\. , Or <.: 1;,1 ,:.: :i. 
est nettement 8pparenté t la minimisation du nombre de 
,:.:.h_;.:.1.n 9.f,i.m.•::l.n.t:::;. é vol 1 . .1 t :i. f ·::; ( p ;,.1 r ,:.: i mon i !•:•l) , 1... f:•l G) 1 . .1 r,,i ~,; n 1a ( :1. 9 D ::':: , p , :;:: '7 t.j.) 
considère 18 compatibilité et 18 parcimonie comme complémentaires 
et préconise d'ailleurs l'us8ge de ces deux techniques pour 
inférer des phylogénies, 
Il faut encore noter que Felsenstein (1979), t partir d'un 
seul modèle probabiliste de l'évolution d'un car8ctère, 8 montré 
qu'il pouvait faire émerger comme méthodes de maximum de 
vraisemblance,4 méthodes différentes d'inférence phylogénétique : 
1 ;,.1 r, ;_,_1 r r:.: i m o n :i. (,;,) d f:•i t.YP.f:t 12.9.J.. .. J ..9. , d (-:~ tYP.ft. !;,'..!,',l.!l.l.J .. n '.;.i.9 . .1:::.:'!:',.J.. E• t d (·:•i t.Y.PJ:::. 
P.rU, .. Y.!).1.1:.:.1.r.:P.!::!J .. :,.?..!).l.f::. ·'·'·' :i. n fü i q u fi l ·'·'·' '.;,;J.!.!i.lP.:':',l.t..:.l .. t: .. :.i: .. J,.j .. J:J{ , C i:•:•i !.'.: :i. ·;;; c> u l :i. ~.:, n ~:,, i,; i:-:,, l o n c (·,l 'I:: 




3,2.1,2 Nature des problèmes et conséquences, 
3,2,1,2,1 Définition des problèmes NP-complets, 
"1...or-i,;qu' on f,:)<;.,_im :i. nf:•) un ;,.l 1 ~-~Dr :i. thm(·?! (.~, on tro1 .. 1v(,·: prE-)i;;qui:,) 
toujours un p8ramètre, soit p, c8r8ctéris8nt 18 t8ille des 
données 8uxquelles A s'applique dans chaque cas, Soit donc TCp), 
le temps d'exécution de l'algorithme A, exprimé en fonction de p, 
0 n d :i. t q u (-:-) J ... '. ... :\\L1~19X'...:.Ï.,.t:.l::i.!fü:::t 0. §tfü.t ~;.!.~i~. !;~5.:rn.1.P .. :), .. ~-:-~.1:.\.;.i, .. t~i:. t!::!.f-) o r :i. t.:l.!,Hi~. P. -~ .. f ... ~.P .. L.L , 
où f est une certaine fonction du p8ramètre p, si la croissance 
;,.i ·;;; 'y m p t o t :i. q 1..1 (·:•l d rl T ( p ) !'!! 1:i t d (-:-l 1 ' 9.L::;!.r.'.Jt ::;!.f.:l. :L.tE~)... !,':!.!::!. PJ.. .. !::!.1!.\. C> u , ;,,.l 1 . .1 t r 0) m <::) n t 
dit, si le rapport T(p)/f(p) efüt borné lorfüque p tend vers+ w, 
ou encore 1:i' il existe une con1:it8nte c telle que T(p) b cf(p) pour 
toute valeur po1:iitive de p, sauf peut-être pour un enfüemble fini 
de valeurfü po1:iitives de p. C'est le cas notamment lorsque 
T ( p ) / f ( p ) t (•:,, n d v (-:~ri,; un (,·l ,.::on s t .,,.ln t (•:•l ,.:: p o 1..1 r' p t: (,·) n d ;,.ln t v f,l ri;; + "' , 11 
( F :i. ,:.: h f:l f i::) t , I , 0 ~i ) 
11 L. ' :i. dé i:,•l f:•l s; t q 1..1 (•:❖ 1 ·' o n p ,,,l 1 .. 1 t m ~,) '.,i 1.1 r f) r 1 .:.::, c o m p 1 f!! :< :i. t é d ' un 
Pr.11!;~ .. :.1,.?~.!),H:~. p •'.'.l r- 1 ;.,., c o m p l (·:·: :-,: i t é d 1 .. 1 m •::: :i. 11 (•:•) u r JJ .. 9.9I.'. .. :.i.-.. :t.!::!J).itl. q 1 .. 1 :i. 1 (❖) r é '.,; ou -1:: , 
On dit qu'un algorithme efüt polyn8mial si son exécution demande 
un nombre minimum d'opérations, borné par une fonction 
pol'yn8miale de la taille des données d'entrée, l...e problème 
,:.:orr1,,)1,;pond;,.int (:,:•;;; t ;,,.l 1 o r''::i q1 .. 1;,.i li f :i. ,,:.\ dç.,) ·l::y'_;,.,.:i .. t_;.,.\b.1.f,l., En trç.,) 1 (·:li,; 
problèmes traitables et les autres (i.e, ceux pour lesquels on 
sait démontrer qu'aucun algorithme pDlyn8mial ne peut produire 
une solution), il 'y a une vaste classe de problèmes, Parmi ceux-
,:.: :i. , on d :i. i;; t i n 91 .. 1,;;:, 1 (•:•: i,; p r o b 1 1'.ll m (•:•: s !J.!::'..t:.::::.!;,~g_!).1.E: .. 1..!,it:!.:.:.i.,.\. , 0 n n i:-,l ,:.: C> n n ;,1 :i'. t ;,.lu ,:.: 1 .. 1 n 0) 
algorithme polyn8mial pour les résC>udre, mais on ne sait pas, non 
plus, démontrer qu'ils ne sont pas traitables, On sait seulement 
depuis Cook (1971) que si un seul d'entre eux était reconnu 
polyn8mial, tous les autres problèmes NP-complets le 
di!::V:i.i'!::ndr.'.'.lit::·lnt" (P.;.'.lr'thél(,·:m'y E•lt G1..1 1:-:-fnoch(-:.•, :l.90B, 1:>, 129), 
D' ;.'.lu tr'i!::• P·'.'.ll'' t:, ",·:.:e·;;; p r Ci b 1 /.·'.•)mi:-:-)·,;; ci nt: un,:,:.) pr'cipr :i été tri,,1 s :L ntér-,:,,1 51,;;,,int<:.❖ , 
Dès qu'une solution efüt trouvée pour un exemple particulier du 
pro b 1 ,:~ m(•,! ( , , , ) , i 1 (-:l i,,I:: pC>·,s i,; :i. b 1 ,..:•l 1.:1(.:-l v.é.r'.:i..{:i._(❖!,l''. t.:l'..lf: 1 ;,.i 11; o 1 ut :i. on (,·)·;;; t 
correcte, Plus précisément, pour chacun de ces problèmes il 
existe un algorithme qui, étant donné un exemple pmrticulier du 
problème et une soluticin propo1:;ée, peut vérifier en un temps 
polynom:i.;_:11 ·;;;:i. ].;.,:, solution i:-:-li,;t corr,;;),:.:t:f,l ciu -;;;:i. ,:•:•:11,:•:•! nri 1' f:•)St p;,.1-;;;, 11 
(Goldschl~ger et l...ister, 1986 : 115) 
Une définition fDrmelle de ces problèmes peut être trouvée dans 
Mandr:i.ol:i. et Ghezzi ( 1907 : 256) et une très belle apprDche de 
vulgarisation , dans l...ewis et Papadim:i.triou (1970), 
Comme le signalent Graham et Foulds (1902, p.137), quelques uns 
des meilleurs mmthématic:i.ens ,depuis une trentaine d'années ont 
vainement essmyé de trouver une sDlution polyn8m:i.ale ½ ces 
prob 1 i.-'.:mi:::·;;;, 
-~ M P.... r• o 1..1 r' " N n n d 1!.·: t ç.:-l r m :i. n :i. ·;;; t :i. ,:.: Po 1 v n Cl m i .,.,.1 1 " c , .... .:_!.\ .... d , " p o 1 y nom :i. ;,.1 l non 
d é t ,:-,: r m :i. n é " < ,·:.: f , 1... •::: 1,,1 :i. ·;;; i:-:•) t ;,.1 1 , :1. 9 7 U : p f.) ~;,- ) , 
"XD 
... }.·· 
Et p, •'.'.) r th,:.:.\ l (❖) m '/ •:'.·) t G 1 .. 1 é n O (.'.hi!.•) ( :1. 9 G n , p ' :1. 3 Cl ) d f) ,·::: 0 n C l 1 .. 1 )'' 1;;) ; Il L. t:) p O :i. nt 
important est que, compte-tenu des efforts qui ont été déployés 
dnas cette direct:i.on, il est très peu probable que quiconque 
arrive ~ exhiber un algorithme polyn8mial pour résoudre un 
pr'obl,:-:-imri NP .... compl(·'.•!t ! 11 , 
3,2,:1.,2.2 Application de cette définition aux problèmes 
d'inférence d'arbres phylogénétiques en analyse 
,:.: 1 .',.l d :i. s t :i. q u f:•i . 
Il est actuellement démontré que tous les problèmes 
d'optimisat:i.on intervenant dans l'analyse cladistique qui ont été 
mentionnés au paragraphe précédent, sont NP-complets. En effet, 
tombent dans cette catégorie de problèmes aussi bien celui de 
\:; t fi i n ,:,.i r ( ,:.'. f , Fou 1 d s !!:! t Gr ;,.l h -'.'.lm , :1. 9 D 2 f'.·1 t Gr .,.,.l h .:.,:1 m ,::.i t F' o 1 .. 1 l d ·;,; , :1. 9 D 2) 
que celui de construire un arbre de Wagner, quel que soit son 
typ!,~ (l).,_:iy, :1.903; [).,.nv, ,.Johnson f:!t !:;;_:.inkoff, :l.9Bé; f,it [);,.\'/ €•it 
'.::, ·'-"' n k o f f , :1. 9 G 6 ) o 1 .. 1 1 .. 1 n ;,,.l r b r' (,•i é v o l ut :i. f ;,,.l d d i t :i. f ( C f , D •'.'.l y , :1. 9 B ::3 ) o 1..1 
encore d'inférer une phylogenèse par compatibilité <Day et 
'.:i;.,_inkoff, :l9B6). 
Et ceci a été prouvé· pour tous les types possibles de caractères 
fournis comme données, c.-~-d. binaires ou sans contrainte, 
cladistiques ou qualitatifs aussi bien pour les arbres de Wagner 
de types Camin-Sokal et Dollo (Day, Johnson et Sankoff, :1.986) que 
pour les arbres obtenus par compatibilité (Cf, Day et Sankoff, 
:1.986), Et c'est encore vérifié, tant pour les caractères 
cladistiques que qualitatifs, dans les cas de la parcimonie de 
type polymorphisme (Day et Sankoff, :1.986), 
Rohlf (:1.984) illustre, ½ l'aide d'un exemple très 
didactique, une des raisons pour laquelle le problème de trouver 
l'arbre de Wagner le plus court est tellement difficile il 
montre très bien que la longueur de l'arbre n'est pas fonction 
1 .. 1 n :i. q u ,;..i m 1:-:-1 n t d i: .. i i,; ï' E~ l .,.,:1 t :i. o n i,; " 1 o ,:.: ;,.i l f:•i s 11 ,,?.• n t r €·! l (❖! s ü T U s , 11 T ci ;_,.\ ch :i. (❖) v !❖! 
the globaly minimum length, all distances must be taken into 
coni,; :i. d(·;))''.'.~ t :i. on 5 :i. mu 1 t •':.ln€,'C) 1..151 'y' ••• Il ( r~ho 1 f J :1. 9Dl1, J r·. 3l1,?) • 
3,2.:1.,2.3 Conséquences relatives aux algorithmes, 





ph'/ 1 o 'J ,:-:-\ né t :i. q 1..1 ,:-:•i 
d ,:.,! f c> u r' n :i. r 1 ;,.l 
J 
i:.o lut :i. Dn 
Les uns construisent exh8ustivement tous les ~rbres pour 
sélectionner le meilleur. M8is le nombre d'arbres différents 
possibles 8ugrnente très rapidement avec l'accroissement du nombre 
d'OTUs et/ou du nombre d'états de caractères~ prendre en compte. 
i 
1-
Cavalli-Sforza et Edwards (1967) ont calculé qu'b partir de n 
()TU s , on p ~,l 1 . .1 t c Cl n s t r u :i. r (•:•l ( :;:: n .... 3 ) ! C 2 ri .... :.i ( n .... :;:: ) ! J t: op o l o ~.:J :i. (·,l s 
d'arbres binaires dont ces OTUs sont les feuilles. Ainsi par 
exemple, ~ 9 espèces Clbservées correspondent 2027025 cladogrammes 
possibles (Mickevich et Platnick, 1989 : 43) ! 
D ' .,.,.\ 1xl:: r' i:,•l ·;;; ut :i. 1 :i. ':,;,,,)nt 1.::., ·b,,l ch n :i. r.:p.H,l du " br;,,., n ch ;,:1 n d .... b ()l .. lî'I d " ( ,:.: f , p ;.:., r 
exemple Hendy et Penny, 1982), Mais l'utilisation de ces 
stratégies doit toujours être limité t des dDnnées restreintes 
une dDuzaine d'OTUs au maximum dans la version 3,0 de PAUP de 
'.:iwo f f c;r•,::I , 
Pour les problèmes avec un volume de données important, 
:i. 1 (·;) !:i t d C) n ,:.'. j U '::i t i f :i. é d (❖) dé V i::) 1 0 pp (':) r di::) s ;,.\ 1 ~;JO l'' :i. th m t'!:) '::i !::tft!::U:.'...:!,}.\.:L.:.i: .. '.::l.!::!.ftfü. 
(c,-b-d, ne garantissant pas de fournir les arbres optimaux mais 
ne consommant qu'un temps d'ordinateur raisonnable) plut8t que 
d'essayer d'obtenir des algorithmes exacts, C'est ce que 
,:.: on c 11 . .1 r ,an t Cr·'·'·' h ;,., m (·,l t Fou l d.,;; d <!.·l l ,,:•l 1 .. 1 r é tu ,::l (.;.) ( :l. 9 D 2 , p , :l. 3 7 : " th ,:,.l 
fact that a problem is NP-complete is considered Justification 
for hi::,lur :i. ':,; t :i. ,:.: pr·o,:.:,:.;.)d1 .. 1r,:•:•:s to b,:.,1 ;,:.,pp 1 :i. ,,,id, , , Th(•:-l ch.'.'·' 11 (•,)n,;Ji:-:-l :i. !,; t:o 
find heuristics with good performance guarantees which [also have 
,:,.l f f :i. c :i. •::ln'I:: ·'·'·' 1 ~.:Jor i thm':,; J . " 
Day (:l.986, p.228) fait d'autre part remarquer que certains 
algorithmes, même s'ils requièrent un temps d'exécution 
exponentiel dans le pire des cas, peuvent cependant être 
relativement efficients pour des ensembles de données incluant 
ceux rencontrés dans la pratique. Il en déduit qu'il est 
intéressant aussi de chercher ~ caractériser des classes 
restreintes de problèmes pour lesquels les algorithmes exacts 
·;;;ont: •::lff:i.,:.:i!·,)nt1:; (c, .... J.!., .... d, d!,,' t,:,,,mps polynî:imi;.=.,1) (Cf,[);.=.,·..; t'!:l'i:: 
•::;_,_,inkoff, :l.9B7, 1::-, ~::1(:l) , 
•\:I. 
3,2,2. Présentation formelle du problème général de l'inférence 
d'arbres phylogénétiques en analyse cladistique numérique 
avec variables discrètes dans le cadre d'une comparaison 
avec les langages formels. 
Ce paragraphe aboutira ½ la formulation 
contenue dans le tableau 3,4, Cette formulation 
double particularité de regrouper en une seule 
générale les problèmes d'optimisation répertoriés au 
et d'utiliser une terminologie empruntée aux 
f orm1:,: 11 (·,:'::i, 
m ;_,_,thé m ;_,_, -1:: :i. q u (•:•) 
pré1,;1;,-)nt1::-) l ;,.1 
dé f :i. n :i. t :i. on 
t ·'·'·' b 1 I::•) ;_,,\ u 3 , :1. 
'.-.:.1ï';,.1mm;,.1ir1::-)·::; 
Au préalable cette terminologie sera préci'::>ée et ½ cette 
occasion, sera réalisée une comparai'::ion entre un 11 '::iy'::itème 
,·::: l -'.'.\ d i ·::; t :i. q u (•:-:• " (,·: t d :i. f f 1:-:-i r c-:-i n -1:: f! ·;;; s t r 1.1 ,:,; t 1 . .1 r (•:•) s f or m IJ.~ 11 i:-:-i '::i , 
3,2,2,1 Essai de mise en parallèle del' inférence d'un arbre 
phylogénétique et de la génération d'un langage formel, 
3.2,2,1,1, Introduction, 
C'est à Monsieur Barreto que revient le mérite d'avoir perçu 
une possibilité de rapprochement entre ces deux domaines et d'en 
avoir suggéré une étude, Brooks et Wiley (1985) comparent 
également les grammaires génératives et l'analyse cladistique, 
Mais leur approche est totalement différente, En effet, d'une 
part, elle se situe½ un autre niveau essentiellement ,elle 
souligne la dichotomie existant dans le1:; langages formels entre 
la structure profonde (ou sémantique) et la structure 
':,; 1 • .1 p (❖) r' f i c i ,:.:.) 11 (,-i ( ou p h D né t i q 1 • .1 (-:! ) , 
D'autre part, elle a pour but d'expliquer la différence entre 11 p ;_,_, t t 1:,1 r n ,·:.: 1 ;,.1 d :i. ·;;; t 11 1:,) t 11 ph y 1 o {J (•,in (•,i t :i. s t ,:.: 1 ;,_1,::l :i. ·;;; -1:: 11 ,:.: o mm l:'.·i r 1:,i 1 ;_,_, t :i. •,1 ri .,_:_, un(,·: 
dichDtomie analogue à celle rencontrée dans les grammaires 
{J é né r ;_,_) -1:: i •·.J i!:i '::i : 11 F o r o n (•:-i '.:.:.Ir o 1 . .1 p , th(•:•) 1;,-: m ph.,,., '::i :i. s :i. -;:; e> n ':,i 1 .. 1 r' f .,,., ,:: c-:) 
structure; fe>r the other emphasis e>n what surface structure can 
tf•) 11 u·::; ;_,_,bout d1:,)1,:ip ·==; t ru,:.:t.ur(❖)" , ( P.roo k s (·:)t \1! il 1::iy, 19D !:i, p , t1.) , 
Au préalable, il est éclairant de rappeler ici que la 
9é_n_,:;:,_r_;_,_1_l_:i._-::;_.:.,:1_t_:i._C>_n_ ,::l' un (:Dnc1;,-:pt ':,i1::i ï'é.:.,.11 :i. ·::;i:-:i ,:-:-in 1;;1 . .1ppr :i. m;,.1nt d,:-:i•::i 
parties de la définition de manière à pe>1.1voir inclure de nouveaux 
ob j 1::-it':'i, t:;;_1nd :i. ·::i q1 . .1(•'.·) ·==;;_,_, p_;_:,1_r_t_:i._,:.:_1..1_l_;.:.1_r_i_-::;_;_:_1_t_:i._o_n_ i mp l :i. q1 . .1(-:-1 .,.,_\1 . .1 mo :i. n·;;; uni::! 
.,_,,1jo1 . .1ti:-:-1, 
Par souci de concision, le texte ci-dessous suppose connues 
les notations ensemblistes et celles de la théorie des langages 
f D r' m (·! 1 ·;;; , ( ,:.: f , p .:,:1 Y' e )·( (·:-: m p 1 (,·) H o p ,:.: r o -f t i:-:-i t l.J l l m .',.ln , :1. 9 {:, B ) 
A titre exemplatif, il est illustré par un cas de -figure, 
',/ o :i. i;; :i. r1 d i:-:-i ,.:: €•:· 1 1..1 :i. du pro •J r .,,:1 mm t:•i MI X ( 3 , :1. ;, d (,~ F €,' 1 '.,;€~ni,; t ,:;,, :i. n q 1..1 :i. '.,; E' r ·'·" 
lDnguement an~lysé d~ns la deuxième partie de ce mémoire, MIX 
infère un arbre de Wagner à partir de variables pouvant valoir □ 
DU 1 et être de type W~gner sensu-strictD ou de type Camin-Sokal, 
D'autre part, ce prDgramme est cap~ble de manipuler la valeur 
inconnue (?) comme état de variable (voir paragraphe 6,5,2,), Ce 
11 ? 11 ·;;; :i. 1,.:,n if :i. (-:-i i:.~n ré;,1 l :i. té qu(-:-i l' ét ;_,_,t pr11 . .1t êtr'f:-i ;_,_11 .. 1·;;;;,; :i. b :i. ,.,,in D qu(,·1 :l. , 
(L'état polymorphe, vo:i.r paragraphe 6,5,3,, n'est pas pris en 
compte :i.c:i.), L'exemple ut:i.l:i.sé :i.c:i. restera½ un n:i.veau plus 
conceptuel que MIX : il sera concerné par les c8ractères eux-
mêmes (et non les variables), 
D'autre part, le cadre de l'analyse cladistique est, dans 
]'exemple choisi, plus général que celui de MIX : 1c1 l'arbre ½ 
,·:.: on i,; -1::r 1 .• 1 :i. r (•:•i n' !,-ii,; t p;.,11,; b :i. n.=,.1 i r E•i m.'.'.l i ·::; tp_r_Y'i_i:.1.:i .. r.ri., (.:i :i. ns :i. don,:.:, i.1.1 
supposer qu' :i.l y ait n OTUs ½ analyser plus la racine 
cladistique, l'arbre correspondant comportera 2(n+1)-2 sommets, 
De plus, on impose que la racine cladistique soit de degré égal½ 
un, [Il faut remarquer que ces deux dernières clauses sont 
exactement celles de l'option ROOT~r.:iNCESTOR du programme PnUP 
( :;:: , l.1. ) d !,-i !:i 1,1 o f for d ( c f . p.,,., r ;,,.l ',;J r •'.\\ph f,) '7 , :::: , 3 , ) , ::1 
3.2,2,1,2,Système Cladistique - Langage généré - Reconnaissa1lce de mots , 
·'·'·') npp!❖) 1 ons 
construction suivante 
"Système Cl.adistiq•.Je 11 
( l,)C ' p w ) oi.'.I 
!:iC 1.,.,.1 
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soit dans l'exemple ci-dessus {:1.,0}?} 1 
;,.1pp!·'.❖ lé t_;.:1.b) . .(-:-i. ,::lf:•i !;('., 
est une relation finie non-xvide telle que 
•),• •),• .. 
P Ç 'J c i< 1J ,:.: ( Di.:1 1,) c ,,,, E,1nfü !,~mb 1 i.i:' de-:~ t c>1..11;; 1 E·!!:i mc>t':'J 
•''('lllli'' (')<" l'>'" r1P , .. •11111·• ('l ·1 ,..,,.. "IP I J 'i 
'••• • .,1 • ,:) ::. !:) ,s-}. .','. ,:) ~ .,t ' • • .'.'. ,5i. ,., ,',', "1 (,~ I 
I'.',, ('.) 1 •• l l'' ., I" "l r·11 1 n / (:<' "l fX '> ri "l 1" ,.. 1J ·' " 1 l ' · ~ l ' :l ·1 '··· 11:, .. .. ::. "· ,)'· • I ..... I ,J I .. I,', 1 ::> (.~ ,r'•, .. , ,:~ ,•:. / (.~ I • • . (':)t / 
;:., '•! ·i "' +· ,:., 1 1 n v ri ;:i r1 ,,. l) ·: 
'" I • '• ,.} ., \,, •• 0 " .. ,.) (.,~ 
t(-:-11 quf,! < (x:, ;_,_,, f~, 0 > C P, ( Ch.:.,_,q1 .. 1f1 é 1 ém1::-int de,•) P 1::-1·;;; t .',.lPI)(•:•! lé 1 .. 1nc-:-1 P.r.o.d.u_,:.:.t.:i .. o.Y\ 01 . .1 
r.:tt~J .. \g_ :::!.f.t r.'.f\f\.'.;,:.:i::: .. :.i, .. t 1::1.c.f:t ou r::-i n ,:.: o r ~:-i 1 .. 1 n (•:-i :tI.'..!i,l.I:!.:=.:.\.:f.rJ..r.'..!).1.:i,i.:t), .. t:.tI!.) 
L'ensemble des règles de réécriture satisfait t 
une structure de semi-groupe, 
w r:,i ':,,I:: l ' •'.'.l.l<.:i..o.m_!,·1. , ,:.: : ... ill .... d. un mot t.:'. o m p o ~; é d ,,::: i,; \' m bol ,:,:.:, ·::; du 
i::'Cil..ll'' 
vocmbulmire Ve , Dmns tout système clmdistique, 
l'axiome peut être assimilé t la racine c1mdistique. 
i:::h;_:.1c1 .. 1n des éléments de cette déf:i.n:i.t:i.on, 
commentaires et des exp1:i.cmtionss s'imposent, 
Par rapport t Ve tout d'abord, il faut s:i.gnaler que 
l'existence d'un vocabu18ire unique singu1arise un SC par rapport 
½ une grammaire formelle standard telle qu'elle est déf:i.nie par 
exemple dmns Hopcraft et Ullman (1969, p,10), 
Dans cette dern:i.ère, en effet, il existe 2 voc8b1..1lm:i.res: 
VN (variables) et Vr (terminaux) tels que VN n Vr est un 
ensemble vide. Une généra1isation analDgue t celle d'un système 
c 1.,.=.1d :i. s -1:: :i. qu,a p(,!U-1:: f/t:r1;:i -1::r'ouvé,:-,i ,::i;;1n·::; ]. (❖15 "1... !:;yi,; t(-:-im·;,; 11 ( .-.:: f , p;_,_,r' 
exemple Rozenberg ,19'74,p,3) ces systèmes n'utilisent qu'un 
vocabula:i.re unique E, 
1... (•:-i:,; 1... .... fü'y' ·;;; t (-:-im:,; .-:.'.Dns t :i. t1..1<,•1 nt: un dC>m.,;.1 :i. n<•,i tr'i•:•)S :i. rnpor't ;,.1 nt d.mn s 1.m 
théorie des langages formels, Leur but initial (cf, Lindenmayer, 
1968 a et b) fut de trouver des modèles mathématiques de 
croissance d'organismes multicellulairs filamenteux prenant en 
compte l'interaction entre les cellules et des changements 
pofü ·::; :i. b 1 ris d;;Jn1:i 1' <•?nv i r'onn<.;im<-:)nt , [);.,_1ni,; 1 ;_:.) fü 1..1 :i. t<,~, :i. li,; f urï,•)nt 
utilisés par exemple pour modéliser la croissance et la flDraison 
de plantes supérieures telle l'aster (cf, FriJters et Lindemayer, 
:1. 9·71,.) , 
Dans un système cladistique, la distinction d'un vDcabulaire 
terminal et d'un vocabulaire non-terminal est non pertinente, En 
effet, le cDncept de FIN de l'évC>l1..1tiDn n'existe pas dans le 
mDdèle cladistique, Dans ce dernier, tC>I..IS les OTUs qu'ils soient 
actuels ou fossiles (avec ou sans descendance) sont d'ailleurs 
mis sur le même pied, Et les OTUs ½ analyser sont considérés 
comme terminaux, Les terminaux varient dC>nc en fonction du 
problème½ résoudre, 
D'autre part, il faut noter qu'en analy1;;e cladi1;;tique, le vocabu-
laire pourra ,en toute généralité, aussi bien être nominal (cf, 
le problème de Steiner, par exemple) que numérique. 
En ce qui concerne P,les remarques suivantes peuvent être 
f ;_:J :i. -1:: (·) fü 
1,1...a définition donnée ci-de1;;sus e1;;t adaptée de 
Rozenberg (1969,p,3) .Elle s'applique½ un cas particulier de 1... 
System puisqu'il 1;;uppC>1ae l'absence d'interactions et l'existence 
d'une seule table, Autrement dit, elle est celle qui intervient 
d.'.'.lî'lfü un "01... i,;v:,;t(-:-im"., ~;(❖ lc>n ].;.:,1 déf:in:i.t:i.on d(❖) i:,:o:-;:.<-:-)nbf:•irg C:1.969,p.~3), 
Oan1;; un tel système, une production s'écrit 1aelon les notations 
de Rozenberg (1969 p,5) a-> l o~ a est le membre de gauche et 
15' lr) lll(•,imbr'(-:) di·,) dr'o:i.t(•,i ( .,.,.1u l:i.!-:)U di,·) < /\ , ;.,1 , /\ , t > ou 
d<':1 < /\ ,•'.'.i , /\ .... ::, O > ) 
2.1...a définition ci-des1;;us pourrait encore être précisée 
davantage dans le cadre de l'analyse cladistique car ici lal ~ 
Ill c.-½-d. le nombre de svmboles qui composent le mot a ou 
:/.cingur11..1r di-:-i ·'.'.l) f,i:,;t :i.df:~nt:i.qU(❖) ;.:.iu nombr'i,~ d<,~ svmb!:>lf:·)J,; q1 .. 1:i. .-:.:Dmpo::>S(❖)nt 
le mot~ , Ceci constitue certainement une prDpriété remarquable 
de tou1;; les systèmes cladistiquefü et apparente ces derniers aux 
grammaires sensibles au ccintexte ( c.-½-d, de type 1, cf, 
Hopcr'o ft <-:,1 t U 11 m.:,.in, :l. 96(:l, ) 
3. Traduisant quels états de caractère peuvent être 
o::ibtenu1;; b partir d'un état donné, les rèqles de réécriture d'un 
SC incorporent des contraintes relatives b-la classificatiDn des 
:;,;.:;,)X.'..!i:l.!;,;,t!:\fg/.:fü. ,::,i 1..1 l·( .... m tl m ,,,i,;; ( b :i. n .,.:.1 :i. r ~:-) ·::; / ':,; ;,., n s ,:.: Cl r, t: r ;,.1 :i. nt !•:•i ; q u ·'-'.l 1 i t: ·'·'-' -1:: :i. + m / 
cladistiques/ ordDnnés non-dirigés) (cf.tableau 2.1.) mais ausfüi 
:':':!.'::!. J.:YP.P. :::! .. '. .. i,',lPPX'..P.'.:'J:15:t D.!::!.!1.l.f~.r.:.:Lq!,,!.!?. r:.!::1.9 . .:.Î: .. fü .. :.i: .. 9. pou r' ,:,: (·:·i c ;.:.1 r· .,.,.1 c t ~'.-i r f,i l ,:,'. + . 
tableau 3,1,). C'est ainsi qu'ellefü doivent prendre en charge le 
ca~ échéant l'!nterd~ction des révermiDns au sens cladistique 
(et, paragraphe J,1.1,) en tenant cDmpte de l'état b la racine 
l1.t1• 
( ,:,: f , t v p i:'.·) C: ·'·'-' m i n ···· '.:i n k .,,., 1 d .,,:in s l 1::) t ·'·'·' b 1 (❖) .,,:, u 3 , :;:: , ) , D ,,:•: 1 ·'·'·' m ê m (,•i f .,,., ç o n , 
elles dnivent être en mesure de prohiber toute convergence au 
sens cladistique (cf.paragraphe 3,1,1,) (par exemple en utilisant 
un CC)nlpt(•'.·)Uï') ' 
D t,i 1:;i..1r,·:.To:i>I:: .• i 1 f ;,.,ut t.:1'··' 1 (,·) 11 (·,:·::; d :i. r' i t,J'!:)nt 1_.,.:1. t.o.P.o).o,9 i.€·). d.~:-i. l:' ... ;.,.1.r.b_r~» .. : .. 
il leur revient de dicter le degré des sommets.Dans l'exemple 
donné ici, elles permettront d'nbtenir un arbre ternaire, 
TABLEAU 3,2 : Table P fournissant la règle de réécr:i.ture 
concernant l'exemple proposé dans le texte, 
s1 p est la rac:i.ne clad:i.stique 
s1 état au noeud p 
s1 type évolutif 
s1 état primitif 
.,,., J. ori,; 
état au noeud fils de p 
·;;;o:i.t 
soit état au f:i.ls gauche de p 
o n n n n n n n n 
1 0 ? 1 0 ? 
CS CS CS CS CS CS CS W 
0 0 0 1 1 1 ? 
) / \ 
)( / / 
)( )::: 





X 1 ? ? ? 0 ? ? ? 
et état au f:i.ls droit de p X 1 ? ? ? O ? ? ? 
NB, ? - peut être sait Osait 1 
W - Wagner (sensu str:i.cto) 
('. '.::, :::: ('. .:.:.1 Ill :i. l'i '.:i O k ;_,_) 1 
- quelle que soit la valeur 
I - pas de réécr:i.ture, 
X - ne s'applique pas, 
n :::: non 
a ,,,, Cl 1 •• 1 :i. 
............................. .... . . ......................................................................... , ................................ ,, ....................................................................................................... , ... , ........................................ . 
4, Les productions ne contiennent pes elles-mêmes de 
processus d'errêt, Une limite eu nombre de réécritures doit être 
8rbitreirement donnée per 8illeurs (voir ~ ce propos le 
définition de R dens le tebleeu 3,4), Ceci est vrei eussi bien 
dans les systèmes cladistiques (pour limiter le nombre de sommets 
dens l'erbre) que dens les L systems (par exemple pour arrêter le 
p r' o c (❖) ·;;; ;;; 1..1 s d r,,) ,·:.'. r o :i. ·;;; s ·'·'·' n c f) d (❖) 1 ·'·'·' p l ;.,.,nt (•:•) d ;,., n s un m o d i•:•1 1 i:-:i ;. , 
1 .. 
.:>' ·;;; (•:•:• m i ····gr ou p (•:•i i;; f·) 
,:.: ·'·'·' )"' ;.:.1,:.: té )"' :i. S (❖) 
Un,:•:) 
p;.:ir 
structure elgébrique de 
le f8it qu'elle est pourvue d !,·) i,; ci p é r .,.,.1 t :i. ci n s 
d'identité et d'essocietivité, 
Enfin, il feut enccire souligner que l'exicime W inter-
v i f,) nt é g ;,., 1 f,) m r,~ n t d ·'·'·' n ·;;; l .,,., dé -F :i. n :i. t :i. o n d ' un 11 1... i;; y s t <am II m ;,., :i. s p ;,., s d .:,.1 n s 
celle d'une gremmeire formelle standerd, 
A pertir des commenteires ci-dessus, le tableau synthétique 
suivent peut être dressé : 
················· .. ·•·•···········•·•·•··•····•··•· ...................... ---................................................................................................................................................................. ___ ................................................ . 
TABLEAU 3,3 Comperaiscn des gremmeires -Formelles standards(GFS), 
d'un système cladistique (SC) et 
d'un 01... syst1::1m 
GFS SC 01... svstem 
............................................. ······ ......................................................................... I ...................... I ..............................................................................  
............................................................... , .................................................................................................................................................................................................. , ............ · ...................................................... . 
l) ( v ;,., r :i. ·'·" b l f,) i;; ) 
N 
(,: 
l) ( t (•:•) r m :i. n ;,.11 .. 1 :-: ) 
T 
i::· (product:i.on) P (t.,,.,blf)) 
S (symbole de dépert) 
/ w 





.............. , ........ , .......... __ .......................... , .......................................................................................................................................................................................................... , ..................................................... . 
b) Soient ,SC un système cljdistique 
... 11•' ' :-: :::: ;.:.) * ' ' •':.) :1. ~:: V C ;.:.)V(•:•),:.: ;;., :1. , ' ' ' ' ;.,., î'I f 1,) ,:,: 
, ·y c::: 1 .. ) (": 1 
0 n d :i. r ·'·'·' q1..1 ·' l·( dii\t .. :.i, .. Y.½:t d.:i .. r.!,·).c.t.<-:).m.!,·).n.t. f.H1 V d;.'H1fü !:;c: fü :i. on :% 
'/ '"' o :1. • • o n ;.,.l v \':·) ,:.'. o :1. , , , , , ~ n d <'1 n fü 1,) ,:,: t f:,1 l q 1..1 (,~ , 
pour cheque i dens {:I.,,, ,n>, P de SC 
contient une production de la forme 8i -> ti 
4, Les productions ne contiennent pas elles-mêmes de 
processus d'arrêt, Une limite au nombre de réécritures doit être 
arbitrairement donnée par ailleurs <voir ~ ce propos la 
définition de R dans le tableau 3,4), Ceci est vrai aussi bien 
dans les systèmes cladistiques (pour limiter le nombre de sommets 
dans l'arbre) que dans les L systems (par exemple pour arrêter le 
processus de croissance de la plante dans un modèle), 
5. Une structure algébrique de sem:i.--grc>up<-:1 ,s;r~ 
caractérise par le fait qu'elle est pourvue 
d'identité et d'associativité. 
des r.>pératicns 
Enfin, il faut encore souligner que l'axiome W inter-
V :i ent é~.F' l<-:!m<-:rnt d.:nns 1 ;,.\ définition d' •Jn II L system II nP::i:i. ·m p;,l1,; r.:l;i.lî'1•,5 
celle d'une grammaire formelle standard, 
A partir des commentaires ci-dessus, le tableau synthétique 
suivant peut être dressé : 
._ .............. _ ....................................... ___ _ 
TABLEAU 3,3 Comparaison des grammaires formelles standards(GFS), 
d'un système cl.:ndistique (SC) et 
d' 1.Jn OL.. system 
_., ....... _ ...................... ,_,,,,, __ 
............................... '.:'.'..'~:.~.~ ............................................... _______ ......_ __ ~:_;<._·:: _______ .. .J () 1... fü vs t~:) m 
V (v;!irj.;;lbl€~s) 
N 







......... -.............................................. ____ ---------................................................... ----·---................ _ .......... .. 
b) 
S (symbole de départ) I I 
-----........................................................... _________ , _____________ _ 
I w w 
NB, pour les explications vc> i r l<-:) tewl:f,', 
Sc> i ent c·l ,., t J y·1 .,. y '" ·l: ~•., 1\\ '·" ,., ·l ;:.1 r·I :L <="l: 1· ri, J ''·' • •• -.... • .;,- • ··> .. ir.:.. • ... ·X; ... :.a -t. ir.: .. 
,X - ai,, an E Ve avec a1 , , , , ,an 
,y E: V,::• # 
On d:i.ra qu' :•( dé.r.i.v.e. d.i.r.~::-.,.::tenwrr.t. en y d;!.ln~:; SC si en & 
y :::: o :L , , 'an ;:.1vf:➔,:.: Yi , , , , ., y rr d;,rn1;; V,.:: tEil quEi, 
pour chaque :i. dans <1,,, ,n), P de SC 
,:~cmt i ent une prcd1..1,:.:t :i c:>n de l .':.1 forme ;;:i :i •• > 0 :i 
l.~6 
Un langage généré par un système cladistique 
LCSC) est par définition l'ensemble de tous les mots (axiome 
inclus) qui peuvent être dérivés~ partir de l'axiome~ dans SC. 
NB.1, Ces définitions sont tout½ fait analogues½ celles 
données par Rozenberg (1974 p,4 et 5). 
2, Il faut bien remarquer le fait que dans les systèmes 
cladistiques, les réécritures sont absolument parallèles 
(c,-½-d, que toute occurrence de lettre dans un mot est 
réécrite en une seule étape de dérivation). Comme le 
remarque Rczenberg (1974 , p.6), ceci est une propriété 
des langages générés par des OL Systems alors que les 
langages générés par les grammaires de type O eu 
",:.'.ont(•:•i:<t f r'(.;11,,i II pr'cci1id(.;int d1,,i réé,:.:r :i. t1..1r,::i'::i ;,.\bi,;o 1 umr:,int 
séquentielles, <c~½-d.qu'une seule occurrence d'un seul 
symbole est réécrite par étape de dérivation). 
CJ Etant donné un système cladistique SC tel que 
dé f :i. n :i. c :i. .... d (·,i ·;;;sui,; , 1::•1 t n mot i,; d ,,,i 1 on '.J u ,:.,i 1 .. 1 r I w I ut i 1 i '.,;;,.\nt l ,,,i 
vocabulaire Ve et décrivant chacun un OTU, reconnaître si les n 
mots donnés appartiennent au langage L(SC) (c~à-d) réaliser un 
"parser") équivaut à construire un arbre phylogénétique enraciné 
0 u ;,',': 1 ·'.'.\ d O •::.:J l'' ,:,:.1 m m (•:❖ • 
De plus, étant donné n+l OTUs, un arbre 
enraciné pourrait être décrit comme un arbre 
en choisissant successivement chacun des n+l 
phylogénétique non 
pouvant être obtenu 
OTUs comme axiome du 
Il faut noter qu'un système cladistique est utilisé en 
pr.:,.0:: :i. qu(•,i pour 1 ;,,.\ Y'.01_c_Cl,\'\î'0.'.l.i.s:s.;.,.\.n.,:.:,1::•:•. d1,,i mot·;;; ( ou P•':.\\''S :i. n~_:.1) , A 
l ' :i. n v •Y.❖ r '.,; (❖) , l 1;,.1 ·;;; L .... i,; '/ ·;;; t (❖) mi,; i,; o nt '.:.:.i (·'.·1 né r .',.\ l (❖! m (·,! n t i;,i m p l o y é s pou\"• 9J~.!:!.!:'.~.r.:.f:\J.'.. 
des mots. Dans les grammaires formelles standards, aucun des deux 
sens d'utilisation des règles de réécriture n'est privilégié 
reconnaissance et génération de mots sont également considérés. 
3,2.2,1.3. Commentaires. 
Ainsi donc, un système cladistique tel que défini ci-dessus 
présente de grandes analogies avec les OL-systems. Cependant, les 
règles de réécritures sont utilisées dans des sens opposés, selon 
ces deux systèmes. 
D'autre part, un système cladistique a aussi quelques points 
communs avec les grammaires dépendant du contexte. 
Cette approche nouvelle de l'analyse cladistique par le 
biais des langages formels pourrait peut-être être exploitée par 
l'utilisation d'automates pour la construction d'arbres 
ph'/ l o~:Jénét :i. qui:•,!1,;, 
3,2.2,2. Définition formelle du problème d'optimisation 
intervenant dans l'approche numérique de la systématique 
ph'/ 1 o~;iénét i quE!, 
Contrairement à une tendance couramment répandue, il 
convient de bien faire la distinction entre différentes solutions 
possibles d'un problème et le problème lui-même. 
En effet, avant de proposer une solution sous ferme 
informatisable, il faut avoir clairement posé et 
pr'obl~:HM,) :i).. ,:,:.)_s,t. d.c>.n.c. ·l::.r,i1:~.s. 1 .. 1.t.:i .. l_(,·). d,:-:-) dé9!.,.,~J,:.;.)_r, 
d' ;,:_, l gC>r i thmr~ 
f.-! ),( p l i C :i. t é l E) 
J.. .. !!,1, füJ' r U C t 1 .. !,).',:.~t 
;.:,1.b.s.t.r_;.:.1. :i .. t.(0. d.~,!. ,:,\i!:!. 1 .u. :i. :· ... c .. :i ... , .. 
Cec:i. est d'autant plus vra:i. pour l'inférence d'arbres phylogéné-
tiques qu'il s'agit d'un problème NP-complet (cf, paragraphe 
3.2,1,2,2.) et que différentes solutions exactes et heuristiques 
(cf.paragraphe 3,2,1.2,3,) peuvent lui être apportées. 
L'analyse clad:i.st:i.que doit, parmi une multitude d'arbres 
possibles, sélectionner le(s) meilleur Cs), Ceci constitue dC>nc un 
problème d'optimisation c'est-à-dire un cas particulier de 
prcb l ~:)ml!:)1,;, 
C'est à la définition formelle de ce dernier que le paragraphe 
ci-dessous va s'attacher, 
Une seule formulation mathématique au problème d'optimi-
s ;,:_1 t :i. o n r !❖) l ;,,.1 'I:: i f .,,., J .. :. .... t.X:1.:Lf:\_rg_n!;,;J;:t 9..:. ... !i,lJ.:.!;~.r,:gfü. l::~.!::,YJ.9.9..!:\\I!fl.t;J: .. ::l!,,!.~ltfü. f.-) n ;_:_, n ;,:.\ l V fü 1!:1 
cladistique (cf, tableau 3.1) va être donnée, Cette définition 
sera 1:iuffisamment générale peur pouvoir être instanciée au 
problème de Steiner, aux arbrefü de Wagner (enracinés ou non) et 
aux méthodes de compatibilité, 
La première partie de cette définition utilisera le 
vocabulaire des langages fcrmelfü tel que défini ci-desfüus et la 
méthode d'analyse préconifüée par Velosc (1982) à la suite de 
Polv;.,.1 (19~\'7), c, .... J.!.1 .... d, "th,:,:.i fc>rmu1.,,.,t:i.c>n c>f pr1Jbl,:-:-)m ;,.11,; .,.:., 
mathematical structure, solutions being certain functions'', Ainsi 
donc, on ,:.'.Dmmc-:-~ncc•:)r;.,.1 p;;,,r défi n :i. r f c>rm~,! 11 ,:,:.im(,·)n-1:: l ~,i d_c>.m_;,,,l,:i..n.i:-:-). r.:l_(•:~_1;;_ 
,::l.1::>.n.n.é.c-)y;_, D (,:.) t !:',;J:\Ll.!,,Lt !J.!i:U.:i. r.:fl.!!i.!,,!.J .. t:',',1J:.'.=I, F: , En 1;; 1 .. 1 :i. t (❖) , on for mu .i. ,:,-) r .:,.1 un,:,,) 
r_,:,.i,1_;,:_i_t_:i .. D.n. b_i,r,_.;:.\:i .. r'.(•:,,., q cki D vc,H'fü r~, ;.:1pp(·'.·! l \".-:.,:-:-:· l ;,,.1 c.C>.n.d.:i .. -1::,:i.,c>.n. d.u. 
P.r.o.b.l_i·'.:'.m.,:,:.~_. 1,),:.:.)loi;;o (:1.9!:l:':':':, 1::.,l1,) (❖1:<pliqu,:.;.) qu(,·1, ,:,'.~·)l;,,.l ét.,.,.,nt, un*'!! 
'.=,:L!:,:,L'.,l,.,,!,:!.:1.:-: .. :,i,. .. P,:O. d 1,.1 p r ('.) b ]. il-) m (·'.·) (,;,) s 'I:: 1 ..1 n (·'.·) f.9.I!.'.:'~.t .. tE!.n d (-;) D V (❖) r ;;; F: ;,,,\ fü fü :i. {J n ;,,,\nt .:.:., 
toute donnée d de Dun résultat pofüsible a(d) ER satisfaisant 
la cDndition du problème, c.-à-d, a : D -) R tel que pour tout d 
f: D, on ;_::1 < d, ;;,1(d)) <::: q 
Lorsque D, R et q füont définis, le problème de 
tous lefü arbres phylogénétiques pertinents, c-½-d 
et q possible et mathématiquement formulé, 
insuffisant puifüqu' il faut encore choifüir le(s) 
l' Dbt(❖)nt :i. Clî'I dr) 
r ,:.:,i ·;;; p (,•1 c t ;_,.,nt D , F: 
M ·'·'" :i. ;;; ,:,: *:•i ,:,: :i. (❖) s t 
m ,:-:•) :i. l 1 ~,) 1 .. 1 r ( 1,; ) dt'!:) 
La seconde partie de la définition particularisera le 
problème pour en faire un problème d'optimisation. 
Il faudra donc ajouter~ la structure générale du problème (c~~-d. 
<R, D, q)) une fonction f (critère d'optimisation) et un ensemble 
L dont les valeurs permettent d'ordonner (dans une certaine 
mesure) les solutions. 
Ainsi donc L doit ê·tre ttuni d'une relation d'ordre. Dans le cas 
le plus général, lorsqu'il est difficile de comparer les valeurs 
.......................................................................................................... -........................................................................ _., ........... _ ..-......... _ ... _ .. __________ _ 
Tableau 3,4·, L'inférence d'arbres phylogénétiques en analyse 
,::l;:.1d:i.stiqu€•!: 
Définition formelle du problème d'optimisation 
intervenant dans l'approche numérique, 
·······-········ .. ·-········ .. ····-· ......................................... _ .. , __ .,, ........... __ , ..... ___ ----- ------------·-··· ......................... . 
P.O ..... <D, F~, q, L, f>, 
D Ensemble de tous les ensembles d tels que : 





. 1 élément de d est un mot . utilisant des symb81es de V 
d' 1 .. 1n SC 
. identifiant un OTU 
Ensemble de tous les arbres : 
.... cc>mport ;:.1nt :;;'.r~-·? ( 01 .. 1 :;;'.N· .. :l ou ... ) sommets 
- et dont les feuilles sont les N éléments d'un 
ens0imb l €·! d d(·:•i D 
est telle que l'on puisse 1H~ pci1 . .1r d C 1) 
,.:-. 
~ l'aide des règles de réécritures 
de F" d1 . .1 SC, 
---.. , ................................................................ _ ............... ___ ········•· .... ··-······-.......................... _., ........ ___ _ 
L. ensemble des réels )0 (treillis particulier) 
f associe - ~ chaque élément der 
- un élément de L. 
----...................... ·---.............................. ______ ,, ............................ __ _ 
des solutions (par exemple si celles-ci sont des couleur~~J_il 
suffira que cette relation d'ordre puisse définir un tre1ll1s, 
<Une définition de cette structure algébrique peut être trouvée 
d;_,_,ni,; Cot,.~Uf,in !',lt ;_,_, 1 , .• :1. !i>"73, p , :·:~6) , [);,.ins d!-:•lfü ci,.is p.,;irt i t.:'.u 1 :i. !',iri,;, tri-,ls 
fréquents, la relation d'ordre sera totale, 
Enfin en toute généralité la fonction f asocie ~ chaque r élément 
de Run élément de L, 
La définition générale donnée au tableau 3,4 peut 
s'appliquer t différents cas de figures, 
Dans une analyse de compatibilité, les règles de réécriture 
:interdiront les réversions et la convergence des caractères et la 
valeur de f sera le nombre de caractères ainsi compatibles, ~ 
m.,.:.11<:i.m:t.sf,ll"', 
En revanche, pour les méthodes de parcimonie, la valeur de f sera 
la longueur de l'arbre~ minimiser. Il faut noter que la valeur 
de (-f) sera courramment (cf, seconde partie de ce mémoire ) 
;,.ipp!'i! 1 é(,·! "p;,.irc :i. mcin i i!:!" d(❖l 1' ;_,_1rbr(-:-1, 
Dans le cas des arbres de Wagner, les symb8les de Ve seront pris 
dans le domaine des réels et f sera mesuré dans la métrique de 
Manhattan définie ci-dessus (voir paragraphe 3,2,1.:1.,1,2,) 
!:iD 
CHAPITRE 4 . INTERET DES CLADOGRAMMES. 
11 0 , .. , r ,:,: 1 .,.,.l i,; i,; :i. f :i. ,:,: -'.'.l t :i. o n s 1,1 :i. 1 1 c o m ,,,i t o b (,•i , 
as far as they can be so made, 
~.:J (•:•in (,•i ·'·'·' l u q :i. <-:i !,; , 11 
Darwin , 1859 : 486, 
(cité dans Hull 1979,) 
Un arbre phylogénétique enraciné , résultat de l' analyse 
cladistique , présente un intéret fondamental il contribue 
simultanément½ l'étude de l'évolution et~ la systématique, 
4.1. ETUDE DEL' EVOLUTION 
4,1,1,Définition préliminaire, 
~\P.é.,.\:Î._;_:J_t,:i .. O.Y\: 11 pro,:.'.f::-is s1 . .1·;;; d(•,i f orm.:.:.it ion 01 .. 1 
(❖! !,; p i-:i ,:~ 1:-:•1 s p .:,.11·· :i. ~,; ,::1 1 (•,i m f:,i nt , 11 
de multiplication des 
(Chaline, 1983a : 30) 
4,1,2,Contribution ~ l'étude de l'évolution, 
Il 
prf:,ii:.: :i. i,;fi 1 y to 
.:J f fi r•m;,.i-1:: :i. on i,;<-:) 
purpose of methods of phylogenetic 
·::;t1 . .1d'';' r~:•vc11ut:i.on, 11 (F;,:_1rri·;;;, 1906 b 
Justifie½ différents titres, 
i n f (•:-i r r;,,) n ,:.: (❖! i s 
: :?6) , C(-,1ttra 
L' explication la plus évidente a déja été fournie t la fin 
du paragraphe 1,2, Un cladogramme traduit des relations 
~.:Jén,:-:-\.:.::,lo~.:J:i.qu,:-:•)·;;,. r,:intr•r,:-) -1::.:.:.1:<on·;;;: il m(,-it f:,in év:i.d(·:)n,:.:(-:-:• df!,:•·::; ,;Jr.o.up_(•:•)_s:···. 
:!::.i:.:.tu:::.f,'..!.:L, p .:.'1 r· t .:,.i ~;J (,-i .:.:in t (i·) n f!:) :-: ,:.: 1 u fü :i. v :i. té 1 . .1 n .:J n ,:.; fl t r <-:) ,:.; ci mm un h v pot h (,:.\ t i q u ,z.i 
•::i 'I:: i 1 ·::,- ' r::•i :< p r· :i. m ,:-:-i II f::i n -1:: f::i r· m f!:i i,; d (❖! ~;!.f:t~Jr::.:i'.t :J:. ... :::':l ·::; ,:,: r,,i n ,:J!:':lD.:;:;.ft ,:.:,,::)_m.m.u_n_ra, 11 ( T ;.:.i i,; i;; v , 
1986 - texte original non-souligné), 
M.,,., i fü q u ' ,::i n ,:-:-i ·::; t .... :i. 1 d (❖! 1,; r (•:! 1 •'.'.l t i o n ~,; " !:':l.Y.:!.:;J?.t.r.'.Jt:::.:;:I (•:i i,; c (•:•i 1"!.:J.!:',l.I:L:L " (•:! nt r •::) 
OTUs? Ce sujet est½ la fois relativement marginal dans l'école 
cladiste et complexe, Selon Engelmann et Wiley (1977), ces 
relations sont des hypothèses non-testables dans un svstème 
cladistique car pour pouvoir les réfuter , il faudrait pouvoir se 
baser sur le partage d'états primitifs de caractères, Si le 
statut d'ancêtre direct ne peut pas être directement démontré, il 
n'en est pas moins vrai qu'un OTU-ancêtre apparaitra dans un 
cladogramme comme un élément d'une polvtomie ou comme un élément 
sans apomorphie d'une dichotomie (de Queiroz & Donoghue, 1988 
332), Dès lors , ½ partir d'un cladogramme, il est possible de 
d ,:.:.; d 1..1 i r' (-:-i 1 •.1 n ,::-in·;,; (·:-i m b l ,:.:.i d ' ·'·'·' r br f·! :,; ( F' 1 .,.,.1 t n :i. ,:.: k ., 1 9 D !:i : 9 :1. ) o i:.1 d ,:-:-i fü 
r·· ,:.:.) 1.,.,.\ t :i. on·::; '';,_ln,:,: ê t r 1::1 
arbres sont nommés 
.... d ,:-:-i s ,·:.: (❖) n d ;.,.ln t 11 ·::;ont ,:.:.i ;< p , ... :i. m é ,:-:i ·;,; , 
"::,._,:.:_(-:,i_n_.:.:.1,r',:i._ci.s." p.:.:·,r 0(-:-!l:,;on (19"?6), 
C f!:) fü d (•:-i r n :i. (,•i r 1,; 
C ' (·! ·::; t ,:.: (,-! ·I:: t (❖1 
terminologie qui sera retenue ici, Elle n'est cependant pas 
universellement reconnue, [Platnick (1985) par exemple fait la 
distinction entre cladogramme et arbre et il réserve le terme 
d'arbres phylogénétiques pour désigner des scénarios,] 
Ce sont surtout les paléontologistes qui sont intéressés par les 
scénarios, Dans un but explicatif, ils pourront comme le suggère 
Delson (1976 :437) y incorporer des données supplémentaires 
le temps, l'écologie ,la distribution géographique etc.,, 
Un complément de bibliograpie concernant les scénarios et 
relations avec les cladogrammes est donné par Platnick 
: 9:1.) 1 
1,;;iur·;;; 
( :1. 9B~:i 
Après avoir abordé le sujet de la nature d?s relations de 
parenté dans les résultats de l'an~lyse cladistique, on peut 
s'interroger sur les rapports existant entre cette analyse et les 
·l::_h_(·'.•:•.o.1 .. ·.:i..0:-:-iy;_ d.o:•:•i. l.' ... é.v.o.l.u.t.i.o.n. , l....=.=.1 réponi,;(-:-i 1!.\ ,:.:o:•:-itt(•i qu,:-:-i-::; t ion import ;,=.,nt,:-:-i 
présente plusieurs facettes , dont certaines font l'objet de 
controverses, l...e point de vue adopté ici sera celui de Farris 
(19B6 b ) car c'est celui qui m'a paru le plus critique P~ le 
plus pertinent, Il ne concerne que la méthode de parcimonie : 
Farris ne reconnait pas comme justifiée la technique de 
compatibilité (cf, paragraphe 3,1,3) , Cet auteur souligne que 
l'analyse phylogénétique, contrairement aux méthodes des 
phénétic:i.ens (cf, paragraphe 4,2,2), ne postule pas la constance 
de la vitesse de l'évolution. Une illustration de cette 
différence entre les deux techniques peut être trouvée chez 
F ,:.:.1 1 i,; (•:•in i,;. -1:: ,:.:.) :i. n ( :1. 9 D :3 : 3 2 !:i ) (,,, t ch<-:-!;:-~ F ;,.1 r r :i. 1,; ( :1. 9 '? :1. :? B 3 .... 2 B 6 ) , C *:•! t t (❖1 
distinction méthodologique n'est ,½ ma connaissance, contestée 
par aucun cladiste, bien au contraire ! Et Farris (:l.9D5a : :1.34) 
,:-:-1n con,:,:11 .. 1-t:: : ''\,!h(-:-in ;,., mo,::1(-:-il of r.'.'.lt(-:! confüt.,.,.1ncv :i.fü uso:-:-id to jui,;t:i.f'/ 
phenetic clustering as an evolutionary method , and when that 
method vields an unparsimonious arrangement , consequently, the 
d ·'·'·' t .,,., ,:.: .:,:1 l l th ;;,1 m o d (•:-i l i -1:: i,; <-:-! l f :i. nt o q 1 .. 1 ,,:•! i;; t :i. on , " 
En revanche ,Farris (:1.986 b : 20 & 21) s'oppose notamment ½ 
s~ther (:l.9B6) qui s'appuie lui-même sur Felsenstein (19'?8 & 
1903) ,lorsqu'il montre que c'est un non-sens d'affirmer que le 
critère de parcimonie suppose la rareté de l'homoplasie, Cette 
pr:i.se de position de Farris peut être rapprochée de la 
distinction j faire (cf, Kluge dans Farris,:1.985 296 et 
Thompson,1986 :46) entre la parcimonie en tant que hypothèse au 
sujet de la nature et la parcimonie comme principe méthodologique, 
Elle s'inscrit également dans la ligne d'autres affirmations de 
F ·'.'.l l'' r :i. s ''Th F!! ·;;; 1 . .1 pp o i,; ,:-:-id d (•:•! p ,:,;0 n d ,:,:.in,:.: o:-::• of p .=:.1 r s :i. m Q n y ·'.'.\ n .=.=.1 l v i;; :i. ·,;; on 
parsimony of evolution has been among the most popular themes of 
;,=.1nt:i.ph•ylO,J(•:-1n,:,.!t:i.c 1,1r·it•:.•ir•~;, '' (F.=.=.1r·r:i.'!:i , :1.909 :1.0'?) 
ou : " , , , moi,; t p.=,., r ,:,: :i. mon :i. e> 1 .. 1 ·;;; c l ;;.1 do gr;_,_, mi,; ;_,_, r ,,,: -1:: ho i;; (•:•i 1,1 h i r:.: h ' b (•:•i ·;;; t f :i. t ' 
d ·'·'·' t .=.=:1 ;,_, t h .'.'.ln d , 11 ( ,:.: :i. té d ;_,_,ni,; M :i. ,:.: k !•:-i v :i. ,:.: h 8, F' l ;,,.1 t n :i. ,:.: k i:: :1. 9 B 9 : l1, !:i J .:.,1 
propos de Farris ,:1.983) 
01 .. 1 11 ,,, t:h(•:•i 1,1h(-:-i:i.'.Jht of c❖ v:i.dtiî'll.'.: 1,:-1 pr·:i.n,·.:::i.pl!i·! by :i.ti;;(,❖ lf <-:-int.,.=.1:i.lc-)d t:ho:❖i 
parsimony cr:i.terie>n 11 (Fmrris et Kluge , :l.9B6 : 303) 
()I.J (-;)î'1,·:,:())"(,;) Il nnv ;,\) 1 t(,:•))"n.:.:,\t :i. \li::'/ 
theorv precisely because :i.t 
d.,.=:,-l::.=,:1, "(f'.=.=.irr:i.:;; , :l.9C'.:> :1.3•-:i-,) 
ph 'l 1 e> '.'.J(,·! n V 1,,1 o 1 .. 1 l d 
1
,,1 o 1 .. 1 l d c o n + o ï·· m 
b(•:•i 1,,1 >:::•-'.'.'ik(•,:•r 
1 (·)·;;;·:;; \,/(;•) 11 
•':.\\:; •'.'.\ 
1,,1 :i.th 
De m0n1ère plus génér8le, F8rris ne r8tt8che l 1 0n0lyse 
clmdistique j 0ucun modèle évolutif p8rticulier (cf, 19850 
:1. :3 J ) , !:i (·:l l o n l 1 .. 1 i ( :1. 9 D 6 b : :? 6 ) , ,:.: (-:l t t (•:•l ;,.i n ;_:,1 l V i,; <::·l f ;_\\ :i. t l (,·l ·;;,. f ·'.'.l :i. b l <::•l ·;;; 
hypothèses suiv0ntes l'évolution est une succession de 
t,_:J é né l'' .:.:.1 ·I:: :i. on 1;; ;_:,i v (,•i i::: d ,,:•l 1;; m o d :i. f i .-:.: .,.:.1 t i on i,; ( " d (•:•l 1,; ,:.: 01 nt 1,1 :i. th m o d i f :i. i::: •'.'.l t :i. on " ) 
et des simil8rités observées entre t0xons sont héritées d'un 
.:;.inct-:-l tri-:-i comm1 .. 1n , F ·I.. il .:.:.i j 01 .. 1t01 : "B1 .. 1t :i. t r(•:-iq1 .. 1 :i. l''<::-li,; f (❖)1,1 oth<::-lr 
suppositions 0nd soit supplies 0 me0ns of studving phylogeny 
1,,•h i t ci1..1t 1)rf,l1,;uppo1,; :i. nt,.:J th<:,l d<:,lt ;,.li 11;; of th(❖l pr DC(•:,1 1,;1:; • I.t. ·;;;_1..1.P.P.l.i.fl:::;_ ;,:.i.s. 
\•l.(·:)_1,1. !:':l. lll,i::)_;.:\n:::i. o.{ t_(,•)5;;_t,:i .. n9_ lll,0_1",i::). d.(•:•l.-l::.;,:,1.:i..1.1.(·:).,::1. py··.o.,:.:.(•;),'::i,'::i, t_h_(•:•l.o.r.i.(·:)5;;_" ( l...r:;) 
texte origin0l n'est p8s souligné,) 
!...es conclusions de Taylor (:1.987) vont d0ns le même sens 
" P h v l o ~J (•:•i n (❖l t :i. ,:.: .=,.1 n •'ll l v s i ·;;; :i. s (•:•l s 1,; <::•ln t :i .. :.:.1 1 f or' h :i. 1,; t o r :i. ,:.: ;,,.l 1 b :i. o 1 o g ''/ . . . " 
De 10 même f0con, Pl0tnick (:1.986 : 84) explique que le f0it 
d'exclure de 10 justific0tion du cladisme toute théorie 
p0rtic1..1lière de l'évolution 11 0 pour but préc:i.sement de pouvoir 
tflS t (❖lr 1 .. 1n ·mp0),:.:tr,!.•l i:.:omp l (·:-it d<::-l mod~'.·l l •:•:•lS é~10 l 1 .. 1t :i. f fü , " 
Cette conviction est p0rt0gée p0r d 1 0utres cl0d:i.stes (cf. 
références données p8r Platnick, :1.986 : 84) et fü' infücrit d0ns 18 
tend8nce p8rfoifü qu0lifiée de cl0disme fütructur0l ou 11 p0ttern 
,:.: 1 .:.:.id :i. 1,; m 11 ( v o :i. r ;,,.1 u s; s :i. i!.1 .-:.: 1:,1 p r' o p os l •'!:l p ;_,1 r ;_,1,;;i r ;"1 ph f,l :;:~ , :;:~ , :1. , :;:~ ) , 
Elle est le résult8t d'une évolution p8r r8pport ~ 10 pensée 
origin0le de Hennig (:1.966 ::1.9 & 2:1.) celui -ci se référ8it en 
effet ~ un modèle de spéci0tion qu0lifié de dichotomique p8r 
Pl0tnick (:1.986) .Ce modéle est encore 8ctuellement considéré comme 
une hvpothèse sous-j0cente de l'0n0lvse cl0distique p0r Turner et 
Ch.:,.imb(•:•ll" l ;_:.1 :i. n ( :1. 909 :1. :1. 9) , D :i. f f ére::-in·l:<:,ls ;,:.11 .. 1tr(•:~1,; théor :i. '!.·lS on-1:: (·'.·:•té 
invoquées depuis lors p0r cert0:i.ns cl0distes Ainsi 1 p0r 
i:❖l)<•:.·lmp l (·:l •::i::r!.th<:,lr ( :1. '.,)E:6 : :1.) .,.,.1 f f :i. rm(❖l : "Th0l 1,;p<-:li:.: :i. ;.:.it :i. (:>n mod<-:l ti:-:lrmi:-:ld 
·' p1..1n 1:.:t1 .. 1;,.1t,:-,ld <:,lqu :i. li br' :i. um' by El dr<-:-ldi:.:J(-:l .:.:.ind Gou 1,::1 ( :1. 9'/2) 1 s ;.:.in 
implied consequence of the devi0tion rule of Hennig (:1.966 :56-
6 ~i) , , , Il 
Quant à Wilev & Brooks (:1.902 et Brooks et Wiley :l.9E:6), 1ls 
0ssimilent 'évolution' et 'entropie', considèrent les espèces 
comme des 'structures difüsip0tives' (Brooks et Wiley, :1.906 :40) 
et prétendent que leur théorie est j 10 b0se de l'0n8lyse de 
p •'.'.l ri:.: :i. mon :i. (,·! ( ,:.: f , i::· ;,:.1 l'' r :i. ·;;; , :1. 9 B 9 : :1. 0 6 ) , 1... 1::-1 ,i 1 .. 1 q 1::-1 m (❖!nt d fl F ;,:.i r r :i. i,; ( :1. 9 U 9 ) 
½ leur sujet est s0ns 0ppel il qu0lifie 10 théorie de ces 
·'.'.lu t ,,:•! 1..1 r ::; d (•:-i " 1 .. 1 t t (❖1 r l v b .,.,.) s (❖! l ,:-:•i i,; s .,.:.) n .:.:.i l o ~.:J '/ 11 ( : :1. Cl D ) (•:•i t: dé ('. 1 .,.,.1 r f,i 
: 11 ,, ,Brooks 0nd W:i.ley seem to h0ve had no other purpose to 
cre0te the f8lse impression th0t their theory 1s 
:i. n d :i. 1,; p ,,,i n s •'.'.l b l ,,:-i -1:: o p h y 1 Cl 91:,1 n (•,i t :i. ,:.: 1,; v ·;;; -1:: •::i m ;.:.1 t :i. ,:,: ·::; , '' 
Un<•:,, tri~,,s bE1 11 (-:~ i 111..11,; tr;.,it ion d(•:•i 1 ·' ut :i 1 :i. i,; .;;it :i. on 
r:.: 1 ;_:.id :i. s t i qu(-:l 
.,,.1 pp or· té c-i p .,.,1 r 
pour tester des 
M :i. n d (•:'i 11 1::-1 t .:;1 l , 
modèles évolutifs 
( :l. 9U9) , 1....,_:J méthod(•:•i dfi 
d("' 1' ,:\lî'l,::l1 '/'.:iE• 
v:i.f:•lnt d' êtr,::,i 
,:' P ,::; .:.,.) 1..1 '!': •:•'.·! 1 .. 1 l'' ·::; 
consiste½ 1'comp8rer le nombre de ch0ngements évolutifs encourus 
:1.) p~r des espèces-soeurs , p8r r8pport t un outgroup 
::':'.) p.:.::,r' d(·'.·lfü ,:.'.l;.:.1dri·;;; .... -;;;o,:-,11 .. 1r'·;;; , p;.:.ir r.:.:.1pport J,.1 un 01..1-t::,;,:irclup, 11 (M:i.nd,,,lll 
(•:•i t ;.::1 l . :1. 9 U 9 : ~i Cl ) . ( C 1:,1 t t (•:•:• m :i. i;; <::-l (•:•! n p ;,:.11 .. · .:.:1 l l .:-:-:, 1 ,:-:•l s 1..1 p p o ·::; (•:,• d 1::-1 1;; \..' :i. t c-i ·;;; ·;;; (,•i ·::; 
d' (•:•i :•( -1:: :i. n ,:.: t ion 1,; i m i 1 ;,.l :i. r ('·! ·;;; ,:.: h 1:-:-1 ;:-:: 1 01 ·;;; d i f f é r 1::-1 nt·;;; t .:.::,:,.,:on-::; . ) '::l.:t. 1_.,.'.l. 
sp_é_,:.'.. :i. _.:.::1.t. :i .. D.ï\ ;,,.l_(:_,:::.é. l J'.·)_ry•:•. ]. _;_,,)_ d. :i . .'v'.(•:•)_r,9 (·:·!.ï'l_(.:_i:'.·) , .:.:.l l or·::; 1..1 n p 1 1..1 s ~.:J r ·'.'.ln d nom b l'' <::•) d ((·) 
p0s évolutifs doient être observés chez de-;;; t8xons 8y8nt subi 
,:1 ;,:.) V ·'·'·'nt -':.) '] •:❖) ,:1 (!:! ,:1 :i. \J :Î. i,; :Ï. C) n l:i d (;:,) ). j_ '] Y'i è (•:•) S ( !:i p è ,.:: :i. ;,;) t :i. D n ):i ) • (J :i. Ï 1 ·::: i::·, ,:,:·1 ï'• 
exemple, dans la fig, 4.1 , si l'hypothèse formulée ~i-dessus est 
vraie , 11 la comp-':.lraison de l'espèce 1 et de l'espèce 7 
révèler8 une quantité plus importante de changements par rapport 
/1 l ' o 1 .. 1 t r,J r' o u p d ;;:i ni,; 1 .,,., f.> r €-) Il\ :i. i!zi r i!:) €·) s; p È) ,::-. f.❖ • , , D €,• 1 ;_:_1 m ~\! m t::·) f -':.l ç o n , 1 -'.':! 
confrontation des clades-soeurs ayant comme -':.lncêtre commun le 
noeud A , , montrera davantage de pas dans le clade comportant 5 
1::i i,; p •~::• ,:.: e i,; ( :1. .... 1:'i ) q 1..1 i::•i d ·'·'·' n ·::, ,::-. (❖l l 1 .. 1 :i. d 1:,! :? f,i i;; p i-~ ,:.: (,•i ·::; ( é .... 'ï' ) . . . 11 < M i n di::! 1 1 f:-) t 








F :i. t,J • l,. • :1. . 11 D i .,,, ·::.:J r' •'.'.l m m t::·) i;; ,:,: h é m .,.,.1 t :i. q 1 .. 1 (·,i :i. 11 1..1 s t r' ;n n t un t (·? i,; t p h V l o r,;_1 é r, é t i q 1 .. 1 <::i 
dr:,! l'évolut:i.on ;,.1füsocié1:? J.:.1 ].;_,_, ·;;;pé,:.::i.;.:it:i.on'' cf, 
''spec:i..',.lt:i.on.::il <,•i•,;olut:i.on'', r~0ilon M;_:.1vr , :l.9UD ) 
(extraite de M:i.ndell et al. 1989 :5:1.) 
M i n d (·:) 11 ; . €-) t ,:,,,) l . t •:~• ·;:; t fo' )''€·)Il t Il ]. , h V p C) th f.·) i;; (-'!! n 1.J 11 1? q u (,·) l 1,:-) ·,;; ,:.: h ,:;_1 n ,;,:J f.-) m (:·) n -1:: '5 
, , , ·::; o nt 1.J n :i. f o r' m é 1ï1 (-,i n t r é p .,.,.1 r t :i. i,; '!:.' nt ï' (·:-1 1 (':! i,; t ;,:1 :-,: e> n s .... f r' t• i"• 1::-1 i,; , , , 11 ,:-:-1 t :i. l ;;; 
calculèrent ''la probabilité d'obtenir la distribution 
observée par chance , étant donnée cette hvpothèse nulle, en 
util:i.i;;.:,:.1nt l .. lî'I tro~·,;;t binom:i..:.:.11. Il (Mindi::)11 et -':.)l, 19fl9 : ~>?) 
A partir d'arbres de Wagner (sensu stricto) orientés, basés sur 
d(':) :,; ;.:.11 l o:.,: '/!Hf) 1;; < c ..... t1 .... d . r.lf:-i·;;; .::.11 lé 1 oproté in<:,) 1;;) f,1t rE·i 1 ;,.1t i + 1,, i!.l 
~,i:::_(·'.·).l op,o,r-1..15s_ ( F:c•pt :i. l :i . .::l) , ,:.:f!J-;,; .::lutr!!urs mont 1~i;~r (•:•)nt ;,lin·,;; :i. q1 .. 1,:,1 
l'hvpc>thi!·)'.:;€❖ du 11 rêil<❖1 d<•:•1 ].;,\\ '.iipé(·:i;.:.1t:i.c>n d.::.1n5 J.;.:.1 f;_:_1c:i.lit.:.:.1tion d(❖)'ë; 
changements évolutifs'' ( cité d8ns M:i.ndell [ :l.9fl9 : 59] ~ propos 
de Mavr, :l.9fl8) ne peut être rejetée. Ces rés0ltats sont conformes 
~ l'idée centrale formulée dans la théorie des équilibres 
ponctu~i!;;; ([ldri:'!!dg(,-) & Gould, :L97:?),_ ,:tt s;.~voir' 11 s:içJn:if:i.,::-.;.:1nt 
evolut:i.onarv changes arises in coincidence with events of 
br;.:.1n,::-.h :i. nr,;J spe,::-. :i. ;_:,1t :i. on, .:;:,nd not pr :i. m.:.:.ir :i. l v thro1.1çJh th€·) LI!. t_o_t_o_ 
t r· ·'.'.l ï'I ·;,; f or m ;.,.l t :i. o n o f l :i. n ,:-:-i .:,.1 oJ ris " ( Ci o 1..1 l d , :l 9 B :? ) , 1... 1:.~ :,; ,:,: o n ,:.: l u ·;,; :i. o n :;; d ,::,i 
M :i. ndr:,! 11 ,:.,)·I:: ;,,.l 1 , ( :1. 909) pi::-!rm(,•ltt(':!nt d,:-:-i ï'(•:•! ,.i l!.•!t~,!r', pDur l 1::!fü donnét!:,; 
analysées, le mDdèle évDlut:i.f plus traditionnel, appelé 
'.,J r· .,,., d 1..1 .=,.i l :i. ·;;; m i::-l ph'/ ]. ,1,.\ t :i. q 1 . .1 r;;i (·,! t , ·;;; ,:,:.) l on l !!.·! q u •::! l '' l ,,,! ·;,; ,:.: h ;,:1 n g i::-! 1n ,::,) nt-;;; 
évolutifs s'accumulent plus graduellement au cours du temp-m 
!,;.=.=:in·;;; :i.nfl1..1!-:•)n,.::fl m.:.:1rq1 .. 1é!•:,, d(•:,,s spé,:.::i.;_:_1t:i.ons, '' (M:i.ndi::-!ll r::-!t ;:.11, :1.909 
t.,.9') 
4,2, CLASSIFICATION, 
4,2,1, Définitions préliminaires, 
C_l_;.=.1,1,;i;;_:i .. f.:i._c_;,.1.t.:i._o_n, Très curieusement, le mot class:i.f:i.cat:i.on semble 
ambigu dans la littérature, 
La s:i.gn:i.f:i.cat:i.on la plus fréquente de ce terme 
,,:·)St ,'(·'.·;•,:;,:.:.:•r•v·é~,) i,\) (.'.(-;) qu~,) Hi!:)nni,;;i (:l.96ô: 19,'.j.) 
;,.ippr:,! l l ,:-:-! '' ;_,_\ 1,1r· :i. tti:-:-!n f :i. ::<-'.'.1'1:: :i. on , , , in th,:-:-) f (:>r·m e> f ;_:.1 
c.:.:1-l::;.,ilo'.cJ or monngr.'.:.iph '' (,,,t ,:.:orr(·,!i,;pclnd i!.1 un~:-! 
11 h :i. ér;:.1rch i ,,,! 1... :i. né(-,!nni!:! d;_:.1n1,; l ;,.1q1..1•::! 11 i::-! l' :i. n,:.: lui,; ion 
dans un groupe est indiquée par les rangs et 
les indentations''( Mickevich et Platn:i.ck, 
:1.909:33) [,:.:f, fi'.,_:J, l.1.,:;:: (;;~) ,,:,)t (3)], 
Mais on rencontre aus-;;;i une sémantique élargie 
pour ce mot. C'est ainsi que Janvier et 
.,,.il , ( :1. 900) ,,,ln dDnn•::!n'I:: 1-=.=., dé f :i. n :i. -1:: :i. on 1:;u :i. v;.:.1nt1:.-! 
11 En ;:-~ o o 1 o {J :i. (•:•! , ;_:_1,:.: t :i. on d ' or d c n n ,:,:.) r 1 <':! :,; .::.in :i. m ;_,:11..1 :< ,:,-! n 
groupes c'est ½ dire de les d:i.str:i.buer par 
catégories en fonction de leurs relations 
d(·,! p;,::ir,,:-!nté, '' 
Cette form1..1lat:i.cn n'est pas très élc:i.gnée de 
celle de Mickevich et Platn:i.ck (:1.989 
11 C 1 .=.'.l :,; ·,;; :i. f :i. ç ;_:1 -1:: :i. on:;; ,·:.:on v <:.·! '/ :i. n for m .=,.1 t :i. on 
33) : 
;,.1bo1 .. 1t 
organisms only by specifying a set of terminal 
t.,.,_l)·(;,.1 ;_::1nd pl;.'.l,.:·::i.n,:J th!-:!lll :i.nto ,;ir·oup-;,;'', 
Selon la dernière acception , aussi bien une 
h:i.érarchie l...:i.néenne qu'un cladcgramme 
sont des class:i.ficat:i.ons, En effet comme , 
l'expliquent Mickevich et Platnick (1989 : 33): 
d ;_:.1 ni,; un ,:.: 1.,,.1 do !:.:l r ;_:,1 mm(·,! .• 11 '.:.:J r· D 1..1 p m ,:-,! m b ,,,! r' i;; h :i. p :i. i,; 
:i.ndicated by ncdes 1..1nit:i.ng subsets of taxa at 
P·'.'.1rt :i. ,::;1 .. 1 l ;Jr l (❖!'·-If! l ·;;;, 11 
Pour éviter toute çonfus:i.on des deux 
sign:i.fications définies ci-dessus , on parlera 
respectivement dans ce mémo:i.re, di:-:-! 
c l •'·'·' ·;,; ·;,,. :i. f :i. ,:.: ;,.\ t :i. on 11 .,,., 1..1 ,;; r;:-i n ·;,; l ·'.'.l r {J ,:.:.i 11 ,,:-:• t 11 ;,.11 .. 1 -;;; <':! n :,; 
'.:>tr:i.r:::t Il, 
:,;.-:.::i.,:-:-in,:::,:-:-:• 
( ,.J ;,.ln',/ :i. 1::))"• 
di:-:-)·;,; 
,:.:.it •':.l l 
r:.: l .:.::1 :,; :,; :i. f :i. ,::: .,.,:1 t :i. ,:::, n ·,::. 
:19UD) 
T_.:.~_:-,::i._n_o_m_:i .. e. " , ·::;,:.::i.(-:-in,::(-:•) du systt-imi::-: d(-:-ii,; vi•,/.::.rnts : d:i.s;i::.os;.:.:.int li::-i·::,-
individus en une hiérarchie de classes , elle cherche 
t décrire l'équ:i.l:i.bre des espèces leurs 
r1:,issr;,)mbl;;:,n,:::,a·::; 1::it .,_:_11J'::;i:;:i. l(-,11.Jr's p;:.ll~<::intés, '' 
(B1:~n;~ér:::r:i. e::-it coll, 190l,., l,3) 
N,B,Selon le d:i.ctionna:i.re Robert, systématique et 
t .,,.1:-; :i. nom :i. (•:-i p(::uv E·! nt êtrf:-i t 1?.·' n 1..1i,; !)Our s vnonvmf::i s , 
E.m.b r ·'·'·' n c_l .. ,_r,,i_m ,::i_n 'l:: __ 1 ,:.~ l -'.'li,; i,;_c•)_i .. c>.r·.d.r_i:•,) , .. f ;_,_1_m :i. _].. l _1:,1 .. , ty- :i. _b_u ,.9_,::i_r,.,·.0) .. Lfa) s P.~~i_r:~_1::-) .. , ... , ... , _ : ... 
"(:.::.1t ég,::i r-· if::·::, (? n u·;;; .:,.1,'.:1ri" 
( [!, f:) n ;,;: é ,:~ l'' :Î. ,::,) -1:: ,::: 0 11 , :1. 9 fl l,. t) 7 , ) 
" -':.l pp l :i. ,::: ·'.'.l t :i. on d~ d:i.fferents noms 
chacun des groupes reconnus de la 
cl ;_:_1s;i;; if i ,:::;_:_1t i cin zcio 1 c>g :i. quf:."!, " 
( ,J ;_,_, n v i (·? l'' <::i t .:.:.1 l , :1. 9 B D ) 
!::,_u_b,o_r d_:i .. n_.:.:.i_t_:i._o_n_ E·)_t_ ~:;_é_q, .. 1.,:-:-i_n_c_,ii•_m_1?.•'.n.t.: " d (·,i u :-: ;:.1 pp r c> ,::: h ti ·;;; ,:: l .'J d :i. ·:;;tes; d r;;,, 
( :1.) 
production formelle d'une classificatian'1(Delsan 1977 
1.~ 1.,. 3 ) ( '!:) n -1:: E·! n d i::•: ~-: " •':.l u s r; .. i n s s t r :i. c t " ) 
Comme l'explique Delsan (1977:443) ,dans la première 
approche, les taxons de rang supérieur sont subd:i.v:i.sés en 
deux au plusieurs fils de même rang, Dans la seconde: 
chaque taxon est le frère de tous les taxons de même rang 
qui le suivent dans la classification, L' illustrat:i.an 
suivante de ces deux pr:i.nc:i.pes est adaptée de Delson (1977 
1.,.1.,.3) 
C (2) Superfamille I 
F ;,.im :i. 11 i::-i (1 
~; 1 .. 1 p (-;) l'' f .:,:,\ Ill :i. 1 l (!,,) I I 
F.:.::imille B 
F.:.:.im:i. l lr;,i C 
(3) SupE-:rf.::.1m:i. l li::-i I 
F;,.imi 11(-:) r.:t 
Famillf:1 B 
F;.:.1m:i. l lr::-i C 
Cladogramme (:1.) où A ,B et C sont des fam:i.lles, et 
classifications (au sens strict) correspondantes 
basées sur la subardinat:i.on (2) et sur le séquencement 
( 3) 1 
4.2.2, Contribution du cladogramme à la systématique. 
Comme signalé ci-dessus, un arbre phylogénétique enrac:i.né 
peut déjt être considéré comme une classification ,au sens large, 
De plus, une classif:i.cation ,sensu stricto, peut se déduire 
d I u n ,:; 1 ;:J d D ~J l'' ;21 m m <•:•: • 11 C l ;_:_, d :i. ·;;,. t :i. ,:: ~; vs; -1:: 01 m ;_:,1 t :i. ci:; r.:I e s i r €·! t h .::.1 t a 
r.:.lassificatian essentialy be a direct transformation of a 
c 1 ;:J da ~.:J r· ;,;1 m i nt o a f D ,~ rn ;:.1 1 h i i::-i r .::.1 r ch v , 11 ( D e 1 s on , 1 9 7 6 : 4.1.1, :::~ ) 
Hennig (1966 :237) affirme : 11 a properlv drawn phvlogenet:i.c 
tree must be directly translatable into the languages of 




phylogénétique (enraciné) se traduit directement en une 
i:~ 1 ;,:1 ·::-. -,:. :i. f :i. ,::: .,.,.1 'i.: :: ::::, n h i é r .=.=.1 , ... ,:.: h :i. q 1 .. 1 (•:•) ( .=,.i 1 .. 1 ':5 <-? n ·:5 i:; t r i ,::: t ) fondé~~ " fü 1.J r' l <::) ':5 
·::J ï'.o.uf.:::•.s. m.o.n.o.P.h Yl.é.t,l. 91 .. 1.~:)_':5. s;_u_b,o r.r.:1.o.n.n.é.s." C 1:'. f . T ;.=.i s '::; y , :1. 9 B 6 : 9 :I. ) , 
Ainsi, par exemple, dans la figure 4,3 ,les taxons B et C, 
partageant des états dérivés de caractères, seront nommés le 
groupe Y dans la classification cladistique (au sens strict). 
Cette approche s'oppose radicalement à celle des 
é_vc>)ut.i.c>.n).s,t:E)':,;_ ,:~lr.l':5·;;;:i.qur:~':5 (cf. \5imp':,;on, :1.96:1. r:,it M.:,1•yr , 1.969), Selon 
cette dernière , ce sont les taxons A et B de la figure 4,3 qui 
doivent être rassemblés pour former le groupe ancestral ou 
" s ou i:'. h E! " ~.1 r.:I ;,=.i n s u ne ,::: 1 ;,,.l ':,; s i f i ,:: .:.\l t :i. o n a u s e n '::; s t r i ,::: t . " D .::.1 n '::; c <·» t t 1::i 
exemple, phylogénies cladistiques et évolutionistes sont les 
m t~ m f:) s-, • • • " C T .:,:li,; fü v , :1. 9 Dé> : El 9 ) . M ;,=.li '::; ~H, ré ;,.1 1 :i. té , 1 €·! '::i é v o 1 ut i on i s h:-i '::i 
groupent sur base de partage d'états primitifs de caractères , 
i n v o q u .:;,1 nt 1 <'s' f .::.1 :i. -1:: q 1..1 ' :i. 1 s s on t 1 ' " e :-: p r €·! s; s i on d ' a f f i n i t é s; 
profc>nd1:.-l·,,; 11 (l;,l•,,;1,;y , :1.906 : BO). Il'.,; ;,lbDut:i.':,;sr:?nt dCJn,·:.'. i:l "un s,:::hém;,.1 
ph·1• l ot,.~énét :i. que :i. nVf:!r'::,e du '.-:;chém;,.1 hE!nn i ÇJ :i. €-ln'' < T ;r11,;i,;v :1. 906 : BD) . 
L .=:1 m é th D d r:,) de ,:~ 1 -:'l s '.5 i f :i. ,.:: ;,l t i e> n ,:~ 1 ;,l d i s t :i. q u ,;;) ( ,'.\\ u s f~' n '.,; 1 ;~1 l'' g (·:·) ) <,,, s t 
.:.:.11 .. 1 si,; :i. c-:•1n ('.omp l c-:~ t dé·;,; ;,.1,:::,.~ or d ,::.1v~i ,::: ,:::e 11 f,) r.:lc,-l 1' é,::o 1 f:•! do:-::•·;;; p_hé.nét i_,::: :i._0!.Y'J.'.,;_ 
ou df:! t_;,.1)< :i. T\D.m.:i._,:,.,. n.u.mc-:-~,r- :i._q1 .. 1_1::i. ( ,:.'. f. ~:>O k;.=.1 l ,,,it Sn<:?.::lth , :1. 9ti:::.) . ~:><::) 1 on 
ce11e-ci, une classificat:i.Dn dDit être basée sur toutes les 
'.5 :i. m :i. 1 :i. t 1 .. 1 d f~ ,;,; o b '.5 r;,! r' ,..,, ;,;1 b 1 f"' s ( " o v ,,? r ;,.1 1 '.5 :i. m :î. 1 ;,,.i r' :i. t :i. c-:-i ·,5 " ,:,'. f . F ;,,.i r' r' :i. ':,; , :1. 9 ·7 9 
: 4,81.,.) . 
Il apparaît donc que les deux principes fondamentaux 
distinguent l'approche phy1ogénét:i.que des autres approches 
Ja mDnophyJie des taxons et le groupement sur base 




A B --c - -A B C 
2A 
Fig 4.3. (extraite de Tassy :l.9B6 90) 




I relations de parenté et divergence morphologique: 
le taxDn C est é1D:i.gné de Ben raison d'une forte 
r.:I :i. ver,;J,:~1 n,:::<::•). 
Les taxons B et C forment le groupe Y dans une 
class:i.ficat:i.on c1ad:i.stique. 
Les taxons A et B forment le groupe W dans une 
classification morphologique et évolution:i.ste. 
II :denr.:lrogramme phénétique ;les taxDns A et B sont 
étroitement apparentés sur base de la similitude 
~:Jénér.:.\111,:-i et foi~mfint un t;.=.1:-:on 1,,1 ,:::].;rii,;s:i. fié.'' 
!:i'? 
A1ns1 donc la méthode de classification préconisée par Hennig 
se distingue clairement de celle des autres grandes écales 
de sytématique, (Un complément d'information~ ce sujet peut être 
trouvé chez Tassy ,1986,) Le cladisme est d'ailleurs apparu 
comme révolutionnaire, voire même scandaleux ! (Th1..1illier ,1981) 
Toujours selon Hennig (1966) ,la classification (au sens 
strict) pouvant être déduite d'un arbre phylogénétique est unique 
et doit être le système de référence universel : il écrit en 
E)fff.•)t (: ?39) ' ' ' thi!:) r,hylO',;J(•:-)nl!:)t:i.r:.: 1;;v1,;t1..:-)m m.:.:.1y b(,·) rf.•)',;J·'·'·lrd(❖)d' for 
:i. nh,:.,)r1..:-)nt r,,:-i;.:.isons, .,.,.11,; th~,l (:.:_t(,·)n,:-:-)r;.:.1 l r<::l f 1..:-)ri:•:)n,:::i:❖1 i,;yi;; t(•:lm of b i o l 09'y', 11 
Récemment ,Tassv (1988) a bien montré que cec:i. éta:i.t une 
utopie : il va , expl:i.que-il C:52), beaucoup de classif:i.cations 
cladistiques (sensu stricto) possibles sur la base d'un seul et 
unique cladogramme parce que, pour subdiviser un cladagramme, il 
faut effectuer des cha:i.x logiques et décider de la 
nom(!:) n ,:.: 1.,.:.1 tu ï' •::) , ( [ n p.,,., ï' t i i::: u l i ,:.,1 r , T ;,.i 1,; i,; v 1 .. 1 -1:: :i. l i ·;;; ,:.,) .:_!.) 1.,.,:1 f o :i. i;; 1.,.:.1 
subordination et le séquencement comme base de sa classification 
des Proboscidiens,) L'auteur (:52) met en évidence le fait que 
'' 1.,.:.1 méthod(-:l d~:-1 ,::: 1.,,.11:;1;; :i. f :i. ,::;.:.1t :i. on f orm1,,111 ,:,~ 1:,in ·;;;vtém;.::1t :i. q1 .. 1i::•l 
phvlogénétique do:i.t rester pluraliste '', [n revanche, il souligne 
1 El c_;.,.1.r_;.:.1.,:.::1::.r.,•.r.E•l. u.n.:i._...,,_,,:,•.r.s.0l.l. d.u. ,·::_]._;.:.1_,::l.o:,;J r_.:.:.1.m.m_,:,·l., q1 .. 1 :i. c Cl nt :i. ,,:•l nt t o 1 . .1 t ,:❖li:; l ,:,.li:; 
in·Formations et qui peut servir de base de discussion unique aux 
1,;'/·::;-f::ém;.:.,t:i.,·:.:ii::~n·::;, Il .,.,.1ffirmi::,l •~•ln f,lfff.•lt (:l.9CB ~i?): '',., th:i.1:; 
challenge has led te the cladogram as the most important 
contr:i.bution in the field of svstematics.,, In other words, 
Hennig's 1 phylo9enetic svstem' should be svnonvmized w:i.th 
1 
,::: l ·'.'.l do gr' .'.'.lm ·' , no t 1,1 :i. th ' ,::: ]. .,,., s 1:; :i. f :i. ,:.: .,.,:1 t :i. Cl n ' , '' 
4,3,JUSTIFICATION 0[ L'ANALYSE CLADISTIQUE, 
4,3,:1., Définitions préliminaires, 
D.i.-'.'-i.~Jn.0_1;;_,:,-:•.: dét(❖lrm :i. n.,,.1t :i. on d<-:-!s ,.~;.,_1r'.'.'.1,:.'.tér i 1:i t i q1..1i!,l1:; d' un t .:.:.1:-:cin, 
(Oéf:i.nitian adaptée de Wiley, :1.98:1. : 377,) 
c.]. _;,,,l_d,Cl n~,l.T'l,È·).':!;_E·). : Ill 1 . .1 l t :i. p 1 :i. (: ;,::1 t :i. 0 n d (❖) s 1 :i. r,.:.i né(❖!-;;; p ;,.l r s; é P •'.'.l r ·'.'.l t :i. C) î'I ' 
(Oéfin:i.tion adaptée de Chaline ,:1.981 47,) 
11 p r' ci '.;J r !,•i 1,; i,; :i. or, é v ci 1 1 .. 1 t :i. v (•:•! o u é v o 1 ut :i. ci n p h '--/ 1 é t :i. q 1 . .1 f:•l 11 , 
(Chaline,198:1. : 47,) 
o u ~? n ,:.: ci r' '!.·l " ,:.: h ;,.1 n ,;;i f.·l 1,; :i. n m o ï' p ho 1 ci ':.:J '/ ;.:.1 1 o n ~:;.1 ;,,.1 l :i. n f:•l .,.,.1 ,::i (,·l 11 
( '.:i t i:.-l b b :i. Y-1 i;; 8: Ci'/ .',.l 1 ;_:.i , :1. 9 8 ~:i : (i 1 ) , 
4,3,2, Cap~cité de description et pouvoir explicatif 
Pour terminer cette première partie du mémoire ccimprenant 
un revue de la littérature cladifütique,il est opportun de 
1:i'y'nthétiser les Jufütificatians de l'analvse phylogénétiq1..1e,Il 
sera f~it référence es1:ientiellement aux articlefü de Farris (1979, 
:l. 9DCJ;_:.1 , l 9DDb , 
d,,,!s dé f r,!nl,ii::❖ urs 
,:.: .1 .. ,,.1 d :i. s m ,,:•i €·) t ï:,: n 
:1. 91:):?b , :1. 9B3, :1. 90 ~\.:,.1, :1. 909) <:.'.-'.'.lr ,:::(,·! d(•:•:r'n :i. (,·lr ï:,l'::i t 
les plus ardents 0~ les plus convainquants 
particulier de l'analyse de parcimonie 
paragraphe 3.:1..3 . 
1..1n 
r.:lu 
( ,:.: ·I· ' 
Sober (:1.905: 2Cl9 souligne avec raison que Farris ne situe pas 
son plaidoyer en faveur de la parcimonie~ un niveau statistique 
(contairement ½ lui-même qui Justifie cette méthode sur base du 
maximum de vraisemblance). 
G!1 .. 1;.,_1nt J,.1 P 1 ;,.1tn :i. ,:.'. 11- < :1. 9Bô : 03) , :i. l f ;,:.1 :i. t ]. 1 é]. D•::;Jfi 
l'argumentation de Farris en 
Justifications of cladistics 
classifications with maximal 
m;_:.1;-:: i m.=;:i 1 E•:•:-::p 1 ;,.in;,.1t ory pe>1,,1 <❖!r . " 
,:.: i•:•) :,; t ,,:•! r m ,,,: s " uni::!!;-:; ,:,: •::: 1 l ,,:•id 
, n .,,., m 1::-: 1 v th E·! E·! q u i v ;;,\ l 01 n c <::•i b (·:•i t 1,1 i:,) (•,in 
descriptive ability and those with 
Ceci mérite d'être détaillé ! Farris (:l.982b : 4:1.ô) fe>urnit 
lui-même les grandes lignes d'une synthèse de sa pensée. Il 
commence par y rappeler qu'en :1.979, il a déme>ntré formellement 
r.:11..1' " uni::,! h :i. ér;.=lr<.'.'.h :i. (❖! i:,:i;;-1:: ,:.'.;,.1p;,.1b 1 i:,! d(,·l f 01 .. 1rn i r 1..1n(•:•1 dï::·:S<:.'.r i t :i. on 
efficiente des caractères dans la mesure où chacun des états de 
ces caractères n'intervient dans la diagnose que de peu de 
t.,.,.1;-::oni,;'' (F.:,.1rr:î.i,; :l.9e:;~b 1.,.:1.<:;). ~:;' .'.'.lpp1 .. 1y.':.1nt i,;ur l;.,.1 théoriE•: d<~! 
l' :i.nfor'm;,.1t:i.on (:1.979 : ~:>Cl{:,), :i.l ;,,.1 ·;;;01..1li~;:,iné qui,❖ "de:,,,;;; cl.,;·,1,;sif:i.c;,.1ticins 
efficientes en ce sens facilitent la description et le stockage 
de l'information relative aux caractères vu qu'elles minimisent 
la redondance intervenant dans la di-mtributicn des états des 
caractères les glandes mammaires doivent être associées 
uniquement aux mammifères et ne doivent pas être reprises 
i;;ép;,,_1rémr,,!nt pour ch.:,.icun d(,·!·;;; m;,.1111111 if l'.!r(,•!i,; '' ( F ;,.1rr i s :l 90:;::b : l1, :1. 6) . 
Pour la même raison ,des hiérarchies efficientes permette1lt aussi 
'' d' :i. n ,;~or p or':'.·! r 1 ' :i. n f ci r m ;.'.l t :i. ci n d' un,,,! 111-'.'.l t r i <.'.'. 1::-1 d <!.·: ,:.'. ;,.1 r ;,.1 ,:~ t ,\'.i r (·'!! s ;,.l v ,,:•: <:.'. 1 .. 1 n 
nombre minimal de noms de groupe de telle sorte que le contenu 
informatif au sujet des caractères est maximal par grciupe''(Farris 
:1.90:;::b : l,.:1.6). ''Et F;,.1r'r:i.i,; (:1.9?9 : l,-83) (':l:<1:>l:i.q1 .. 11::-: '' c1.,.':1·::;·::,-:i.f:i.,:::.'.'·1tions 
the description of data in the fewest symbols . Most parsimonious 
trees have highest information content,, .. , allow the data to be 
completely summarized by the most succint diagnoses , minimize 
,,:•:•;-::,:::i:•,:pt:i.on1,; tci ·::;u,:,'.h ccimplfitE-! d:i..;:.iqnoi,iE❖·::; ••• '' 
Cet auteur a également démontré que les méthodes phylogénétiques 
de classification contiennent davantage d'information sur les 
distances <Farris ,:1.979) et donc sur les deqrés de divergence 
<Farris :l.98Cl b) entre taxons que celles des évolutionistes et 
d (·,! ·;;; p hé né t :i. ,:.'. :i. (·~ n s . I 1 ,:.;: n ,:: o n ,:.: l ut q u ' <':: l 1 <',! s i,; o nt " p l 1 .. 1 '.,i i•,i f f :i. c ·'.'.l <:.: <:,: s 
p o u r r ,:.;: p r é ·::; ,,:•: nt E·! r .:;.) u ·::; s :i. b :i. r: n 1 ' ·'.'.l n .:;.1 q E·l n i·'.·) i,; <::•i q 1 .. 1 ï::•! 1.,.,.1 <:'. 1 ;,,.l do g <::•: ni": l:i E❖ " 
CF .,.:.1rr :i. i,; :l. 98Clb : 30'?) . 
Ainsi donc , selon Farr:i.s, 
grande dans l'approche 
l ;,.1 :;;,!/,1.P.!~l.:;,; .. :L:Lf:\. ::;!tt ::J~J..\.:l.:;,:.r .. :t.P.:t:!:..9I!. (❖i ·::; t P l 1 .. 1 i,; 
cladiste que dans les autres 
classifications,aussi bien en ce qui concerne les caractères que 
les distances entre taxons, 
Ultérieurement, cet auteur (:1.903) montra aussi que cette 
-'.'.ippro,:,:h(-:·! ,:.'.o:t:1v:.'.:i.r.:k·: •':.lVfJC un P.0.1 .. 1.v.o,:i._r, ,:-,i)<.P).:i.,,:,'._;.'.1.t.:i .. { m;;.n-:::i.llH'.11, l::.n ,:.;iff•::i'I::, 
:i.]. i,;01 .. 1 l :i. f,Jl'l,'.'.l q1..1 ·' I.Jî'I(•:•) Il hvpothè!-::if) dE• )''(,·) 1.:.,,lt :i. 01"1 phv 1 o,;;iénét :i. (li.JO::·) i::•!l:i t 
capable d'expliquer des similarités observées entre organismes 
dans la mesure où elle les identif:i.e comme étant héritées d'un 
•'.'.l n ('. 1::-l 'I:: r' ,,,! ,:,: o m m 1..1 n . " ( F .:,:1 r r :i. '::i :1. 9 D? b : f.1. :1. 6 ) • D •::i ·::; ·::; :i. m :i. 1 ;,1 r :i. té i,; n •::: p ,:-:•: 1..1 v ,;;i n t: 
pas s'expliquer de cette facon dans la mesure ciù l'arbre présummé 
recquiert des hypothèses d'homopl0sie, A1ns1 donc Il l:: .. '.'.l1.::h 
0ddition0l requirement for a sep0rate origin of 0 feature reduces 
the expl0n0tory power of 0 theory of phylogenetic 
r,;-,il;.,_1t:i.on·::;h:i.p, (F;_,_-.r'r'i·::; ~~l<lu9,;.,i , :1.9!:lé : 300) , 
Et dès lors, 11 l'applic0tion du critère de parcimonie , choisissant 
l'arbre qui minimise le recours 0ux hypothèses d'homoplasie , 
fournit donc les schémas dont le pouvoir explic0tif est 
m.:,.l)<im.:,ll, 11 (F;_:.1rr':i.·;;; :1.98? b : l1-:l.6), D' ;_:.1utri:-:-1 p;,.1rt, F;,.1r-r:i.·::; (:1.903 ,;,-it 
1980a) a mis en évidence que 11 10 présence d'un tr0it donné dans 
les diagnoses de plusieurs 9roupes correspond~ l'interprétation 
d 1,:-1 1 ' C) r :i. ~;J :i. n ,;-,i m u 1 t :i. p 1 ~,i d 01 ,.;: E·J l u :i. ···· c :i. • " ( F ;_,1 r r :i. i,; :l 9 El;? b : t.1. :l ô ) , E n 
revanche , lorsqu'une caractéristique partagée par plusieurs 
taxons n'apparaît que dans la diagnose d'un seul cela revient 
~ expliquer les similitudes observées comme ét0nt héritée d'un 
.,,., n ,:.: fi -1:: r ri ,:.: o mm 1 •.1 n , 
Et F ;_:_1 r r :i. i,; < :1. 9 B:? b : l1. :1. 6 ) d e❖i ,:.:on,:.: l 1..1 r ,;-:-i : " I l y ;;_1 donc 1 . .1 n (•:-i ,:.: or r ~:-i i,; p on···· 
dance directe entre 10 c0p0cité descriptive d'une cl0ssific0tion 
,,:-1t 1,;on po1..1vo :i. r' 1a:-,:p l :i. C-'l·1t :i. f ,:.:ommi:-:-i hvpoth~:-:•·::;01 phv l oqén{! !:: :i. que , " 
(:)() 
(.~pr'1\,is 
1 :i. ttér';.,_,tur~:-i 
avoir passé en revue des éléments essentiels de la 
cladistique et défini formellement le problème 
général del' inférence d'arbres phylogénétiques en systématique 
phylogénétique, il convient maintenant de se tourner vers les 
solutions apportées½ ce problème, c'est-½-dire les algorithmes* 
contenus dans les logiciels disponibles, L'analyse qui va suivre 
se focalisera essentiellement sur l'algorithme de recherche 
heuristique des topologies les plus parcimonieuses utilisées par 
le programme MIX (3,1) écrit par Felsenstein pour micro-
o r d :i. n .,.,.1 t (•:•11 . .1 r s 
CHAPITRE 5 : INTRODUCTION. 
5,1, JUSTIFICATION DE CETTE ETUDE 
F'rf:iî'l-'.'.lnt ]. .:,,.l r(·:) 1 (,;)\'((·) d(❖)S p rot,Jl"•,:.:.1mm~:)S pour ',]\''OS ord in•'.'.';-!:: 1::-:• U '( ·::; < vo :i. r 
étude comparative de Luckow et F'imentel 1985), les logiciels 
d ' ;,,.1 n .,.,.1 l '-/ i:; (•:-) ph y 1 o g é né t :i. q u ,:-:-:• p cul'' !!.1.J .. ~;;;.r.:.Q.::::.9.r.:.::t.i,.J:L!J:Li?.!::!.r'.j.\_ p r f:-i n n ~:-in t: 1 . .1 n (·:1 
importance croissante et constituent un domaine hautement 
compétitif, Déj½ dans un rapport sur le Congrès de la Société 
\1! :i. 11 :i. H(•,inn :i. t,J, Codd :i. n,Jte>n ( :1. 90'7, p, :1. ?9) r(':im;,.1rqu.,.,.1 :i. t: "Obv :i. c>ui,; l y, 
mainframe Computers are still desirable for large or complex data 
sets, but mainframe programs will probably lag behind micro 
V(,•)r'.,;ioni,; :i.n t(-:-)rm1,; Df :i.nnov.,.\lt:i.on'.,i, 11 Au d~:-)rnif,ir Cont,;Jri:..11,; d~:-i ,:.:(,-itt(-:-1 
même société qui s'est tenu en :1.900, seuls des programmes pour 
micro-ordinateurs furent présentés et discutés, Et Tassy 
1::-it [);_,_1r lu ( :l. 9DD, p. :;::9 !:i) .,,.1 f f :i. rm1:-,int: 11 Nous n' (❖)n somm1;;11,; ;,,.1ct1 .. 1011101m(•,int 
qu'au début de l'utilisation de la micro-informatique½ des fins 
d'analyse phylogénétique,,, Au vu de l'essor actuel de la micro-
informatique il y a fort j parier que l'ordinateur personnel 
deviendra l'outil habituel sinon privilégié du 
<F'hylogénéticien), ''.C'est donc vers les lDgiciels d'analyse 
phylogénétique pour micro-ordinateurs que je me suis tournée. 
F'armi ceux-ci, je me suis particulièrement intéressée½ ceux 
(•:•i m p l o y é s ~:-i n p ;,.l l é o n t o l o ',J i 1:-:-1 .-:.: ' 1:•,! 1:; 'I:: .... ti .... d :i. r 1,:-1 q u :i. t r •':.I :i. t (•:•i nt d !•:•i '.:i :,;!.P.D.D.i\~itfü. 
m.o.r.P.h.o.l.og:i._q_u_e❖iy;_, ,.J' .'.,l :i. pr'é féré C(•:,,1 .. 1:< qu:i. pr;.,_1t :i.quo:-,int 1 . .1nE1 ;,.1n;:.1 l yi,;E-i df,) 
parcimonie (car cette méthode est très largement utilisée 
actuellement et est très éloquemment défendue par Farris et, 
l.'.:h;,1p :i. tr(-:-i t.1.) 1,:1t Qn p;,1r't :i. ,:.:u l :i. 1:,ir qu :i. con·;;; tr1 . .1 :i. ·;;;,:.;int d(,·)fü ;,.1rbr1::•1.1;;_ d_i,:❖• 
\ 1,l_;_,,1_9n_,,❖)_r_ ( .,.,.11..1 fü 1:,1 n 1:; l ;,,.1 l'' t,;J (,•i) ( .-:.: ;_,_, r ,:,: (•:-i ·::; d (,·! r n :i. !',) r '.,; cons t :i. t 1 . .1 (•:❖ nt 1 .. 1 n (•:i p :i. 1:,1 r r f:•i 
·X· .',.l l q o r :i. t h Ill fi ri 1·!., f n r m .::i ·I .. ·i n n ri 1 , nom d (•:-i " 1 ·' ;.'.1 l r,;J é br :i. i,; t 1::-1 A l .... I< h 1,,1 ·'·'·' i'' :i. ;:-:: m :i. 
.. :·: 1:,:-~ ·: :· .. :· . .. .. . . . 
(.1.)( ·;;;:1.(-:-1,:.:.I.(❖)) Il (l.)1(,·)I.Jdnnno:-:-1' :1.90? : é':,;';::)' 
11 D •'.'.'1 n ·;;; 1..1 n ,:.:.i + o i'' m 1 .. 1 1 ;_,_\ t :i. o n m o d (·:! i'' n (❖1 , o n p 1,:-i 1 ..1 -1:: d !•:-\ f :i. n :i. r 1 (•:-i 
t o:-:i r m (,• 11 ;_,:1 l •J or :i. th m E• 11 ,::: o mm 1;;:, -1:: o 1 .. 1 t ,:-:-i I.'.'. ho i,; ,,:-i q 1 .. 1 :i. p (,~ 1..1 t 
n -1:: r ,,:-:· o:-:-i :,.,: é ,:.: 1..1 té 1,:-1 p ;_,_, r 1..1 n or d :i. n ;;,1 -1:: (•:•i 1 .. 1 r , 11 ( Co 1 d-;;; ch l ;,,.l '.J i:-:-i r' 
1:-,it .,.,:1 l , , :1. 906 : 09) 
6:1. 
9ngul8ire de 1'8nalyse cladistique), Vu que les problèmes de 
parcimonie ont été démontrés NP-complets (cf.paragraphe 3,2,1,2), 
Je me suis orientée vers les algorithmes heuristiques, 
Mais Je me suis alors trouvée confrontée j des problèmes 
pr•.:.:.1tiq1 . .10:-:-11,;, 
En (❖! f f ,:.:,it :i. l n' y ;,,.1 d_;.:.l.Y\S. 1_.,.,1. l_:i._t_t_é_r_.::.1.t.1 .. 1.r.1~•). q1 . .1,:-:-1 tr1~)fü p~:-11.1 
d' informationfü concernant CP~ algorithmes alors que ceux-ci 
deviennent de plus en plus sophistiqués, 
La publication de base concernant des algorithmes 
heuristiques d'inférence d'arbre de Wagner est déjt ancienne 
(1970) et est due t Farris, Ces algorithmes de 1970 sont très 
souvent cités et il en existe des explications (complètes eu 
p ;,:.i r t i ~:-i l l e ·,~ ) du f o n c t :i. on n 1:,1 m ,:,:.i n t II i.!.1 l ;,_, m .,.,.1 i n 11 1~ u r d ,:-,i s ,:-:•i l< (❖! m p 1 ~:-i s ( \1,1 :i. l ,:,:.i y 
:1.901, p,:I.B:;:'.· .. ·:l.!:lü 1,;it Brook1,; 1 :l.9fll.1,), M.:.:.1:i.1,; sc-:-ilon ~:i1,1offord (:l.9D~i,p,:I.· ... 
2), ils ne fonctionnent pas b:i.en et Farris lui-même les a 
apparemment abandonné dès son programme intitulé Wagner 70, 
Et Swofford ajoute ''Unfortunately, Farris never bothered te tell 
this to the users of his programs, many of whom pers:i.st :i.n cit:i.ng 
the :1.970 as the method employed, 11 ! On peut quand même trouver 
sous la plume de Farris (:1.985,p,294) cette pet:i.te note relat:i.ve j 
son programme d'optim:i.sation (Farris :1.970) et j la méthode 
1 •.1t:il:i.sé1,:•! p;,:,1r l<lug~:-! ~:-it F.:,.1rr:i.1,; (:1.9!.>9): 11 ,, ,both tho1,;0! t~;i,:::hniq1 . .1,:-:-is ;,:.ir(-:-i 
bv DO\,/ r,.:.itho:-»r d;,:_1·b:.·)d, , , 11 
(~ 1 .. 1 ,.,:1 nt .:.:.11 .. 1 :-,: 1,; t r ,.:.1 t é g i ,:,:.i 1,; h ,:,.i 1 .. 1 r· :i. s t :i. q u ,:,:.i 1,; ;,.1 p p ~:-) l é ,:,:.) s 11 b r· .:.:.1 n ('. h 1,; 1,1 ;,.1 pp :i. n J '1 ( o u 
11 1,; 1,1 ;_,.,pp :i. n g II ou (·,! n cor 1;;1 ré ;,,.l r r· ;,_, n g ,:.;i m 1,:-1 nt ·m ) q 1 .. 1 :i. 1,; ont ,:.:ou r .:_::i mm ,:,:.in t 1 .. 1 t i l i .... 
sées d8ns les programmes récents, elles ne sont actuellement 
l'objet d'aucunes publications détaillées, Felsen1:;tein en parle 
d ,:-:-:· m ·'·'·' n :i. 11.-1 r ,:,i II v ;,:,1 t,,:J 1 .. 1 ,:,•! 11 ( 1,; ~:-! 1 on s 1:,! s 1::- r op r ,:,:.i fü 'I:: ,:.;) r mi!:! r:; ) d ;,:.in s 1 ,:,:.i 1,; c o m m (❖! n t: ·'-'·' :i ..... 
res de PHYLIP, Les ren1:;eignements fournis t ce sujet par Swofford 
dans PAUP user's manuel (:1.905) sont également très succincts, 
A défaut d'être publiées, les inforrnations concernant les 
heuristiques actuellement employées pourraient être cherchées 
d .,.:.1 n 1,; 1 ,:,-i-;:; P.l"·.o.~J r_.:.,:1.m.m_,:,-1_1:;_. ... _r:;_0_1 .. 1.r_,:.:_,:•:·):::>. 1:,1 u :< .... m ~-~lm ,,:•i s , 
Malheureusement, les concepteurs de programmes d'analyse 
cladistique ne paraissent vraiment pas disposés j communiquer 
leurs codes-sources, Une des raisons pouvant expliquer· c9tte 
attitude est la suivantes : ces programmes sant, pour la 
p l u p .:.::i r· t , no n p .:.::, s d o n né s ., m .:::i :i. ·· •' 'v' c• n d 1 .. 1 ·m ·'.,i 1 .. 1 l·( ,:.: h (•:•! r ,::: h ~:-! 1 .. 1 r 1,; , 
Felsenstein fait toutefois exception j cette règle générale, Il a 
eu la grande amabilité de me communiquer la dernière version 
(3,1) de son vaste programme PHYLIP, Ce dernier contient des 
notices explicatives très volumineuses sous forme de 
documentation (MAIN-DOC, MIX-DOC et DISCRETE-DOC notamment) et 
sous forme de commentaires ~u sein des programmes eux-mêmes, 
Celles-ci ne paraissent pas toujours mises½ Jour, De plus PHYI_IP 
est dépourvu de spécific~tionfü informatiques, 
.:.i.: ... :.i.... ru.,.i.t:. :J.O:.:i.:u.:::,. :':':"!PP.:',',l.t.!,,!. '.:1!,,!Jt J.:i:l. !i.l.'./,l.I!..:.i..,.i:::t:c,o:;:::. .J .. i!:'!. 1::-.1.u.s. :i .. n.t:.é_r·,.,:,i:;;;_1,;_;.,.1.n.t.(•,). 
:t'. ... i?.:u.J.:.:c:.i::::::.t:. (;;i.:',',U:!.'..:.\. .:J.st Y .. :.i.. .. t. :J!,,!. ::.=}.!,,!.,..i.Jtt.,... (it:':':l .. :_i,.,_t d (•:-i c.h.o.:i.,-;;;_:i..r. 1_.,.'.i. 1::,_.,.'.i.r.t.i.e. 
F!:::> _.;;;_('·)_n,-1::. :i. _(-:-)_ 1.1 _(•:-:•. d. ' ... u.n, d.€·) fü_ P.r.o 9 r_.:.'.l,m,m.1::):,:;, h_(,·!_U_ï', :i. ,fü,t, :i. _qu.,,:,i.-;;;_ ::;!5:~. !:::.!::!.Y.L.J.r:. (·;) t d 1 (❖) n 
f.:.::,_:i .. r.e. u.n.o:,-i. ;,'.i,î'i,!.'.l_l'/y;_(•:•i. dét.:.:.i:i.llé(,! ~:-it ,:.:rit::i.q1 . .1<-:-1 (,:.:f, ,:,:h-'.'.lp:i.tr,:,.i 6), F';.:.irm:i. 
ces programmes de PHYLIP,conformément au conseil de PLATNICK 
(19B7) ,MIX a été préféré t METRO (utilisant les méthodes ~ppelées 
11 M ,:.:.i t r· o p o 1 :i. ·::; ·;;,. :i. m 1..1 l ·'·'·' t (•:•: d •'.'.l n n (•:•: ·'.'.\ 1 :i. n '.:.:.t 11 ) , 
L'analyse ~lgorithm:i.que sera précédée d'une mise ~u point de 
voc~bul0:i.re et d'une brève présentation de MIX, 
5,2, DEFINITIONS ET VOCABULAIRE, 
5,2,1.Définitions préliminaires, 
I9J~gJ.s.:.i.9..:!-.5:t d'un .,.,:ir'bï·i:·:'· ph·/logénét:i.,:~1 . .11:,! '':,;tru,:.'.tur-e ;;irboré1::! '' 
( ('. f P. .,.,_., r t h ,:(, 1 ,:.:.) m '-/ r! t G 1.1 é n o ,.:: h e 8 B , p , 1 éi 9 ) , 
NP. : 1, La topologie reflète donc ''un ensemble déterm:i.né 
d <•:•! i~ f:11 ;;.i t :i. o ri!,; c 1 ;;.id :i. s t :i. ,::p . .11:.,· i,; " ( s, E•i 1 ci n le·::; te i~ m ri•! s, d(0 
F ;,:, r' r' :i. ·::; :1. 9 "? Cl , p , 9 Cl ) , 
2, Pour comparer les topolog:i.es, il faut bien garder 
½ l'esprit les 2 faits suivants : 
··· 1 ' i dt~ nt i f i ;,.ln t d ' 1.1 n H TU e ~,; t ;,.i r b :i. t r .:,.1 :i. r e m E•i nt ch o :i. '.,, :i. 
- fils gauche et fils droit peuvent être 
i nt1::•ir''·./f::)l"·t i s, 
Une topologie donnée peut donc se présenter graphi-
quement sous différentes formes, 
OP.t.:i..m.:i. i,;.(•!.r. !::!.I!.f{ t9.P.PJ.. . .P.9..:Lq. ~!.9.DJ!.!it!?,:t 
topologie, minimiser la longueur de 
pour elle l'ensemble optimal d'HTUs, 
F ·'·'·' r r· :i. ·,;; :1. 9 ? D , p , 9 D , ) 
C A 1 
Bo o D 
étant donné cette 
l'arbre en recherchant 
(définition adaptée de 
00 
Fig,5,1,Illustrat:i.on de la poss:i.bilité d'existence de plusieurs 
ensembles optimaux d'HTUs pour une topologie donnée, 
Etant donné une topolog:i.e d'un arbre terna:i.re, 
d :i. f f é r· i::) n t r.-,1 ·::; .:;.1 f f r.-,! ('. t ;,l t :i. o n ·::; p e> 15 :,; i b l (,~ ·,5 d ' é t ;,i t d ' 1 . .1 n ,:~ ;.:.i r' ;,., ,.-~ t ~:i r ,;;i 
donné aux HTUs ( et corrélativement différentes 
localisations des changements évolut:i.fs symbol:i.sés par 
les astér:i.sques ) , 
[adapté de Felsenste:i.n 1983,p,315] 
r::i::-im ;_,_)r' q1 .. 1i:-:-i·,;; :1. , 11 l...;_:.1 l)r ci,:,'.éd1 .. 1ri:,❖ d ·· clpt :i. mis .,,.,t :i. on d' un(·:-:• topo l Cl•'.J :i. r::-) 
peut être utilisée pour accroître la 
parcimonie de l'arbre , , , (traduit de Farris 
:l.9/DJ1::-r, ·;?;':'::1) 
2, Il arrive très fréquemment qu'il y ait 
plusieurs ensembles optimaux d'HTUs 
pour une topcilcigie donnée (voir figure 5.:1.) 
5,2,2, Remarques d'ordre terminologique. 
M I >( , 1 (·:-i p r o ,;;i r .,,.,mm 1:,1 ,:,i '.,; t .:!.l distinguer de sa documentation, 
MI><.DOC (non-reprise ici), Dans la description MI><, le 
vocabulaire utilisé, relatif b l'analyse cladistique, sera celui 
défini dans la première partie de ce mémoire. 
A ce propos, le lecteur est invité b bien noter la signification 
r' é ·,;; ri r '·./ é (•:•! i ,:.: :i. .',.11 .. 1 t (·:l r m 1:,-) 11 v .,,., r :i. ·'.'.\ b l ri 11 ( ,:.: -F , p ;,_, r ;,,.l ::.:.1 r ;,.1 ph f.·l 2 , :1. ) , 
Il doit aussi savoir que ce vocabulaire ne coincide pas 
parfaitement avec celui utilisé par Felsenstein dans la 
documenta-tian de PHYI...IP, Ainsi ce qui a été défini au paragraphe 
:1. , :1. ,:.: o mm 1:,-:• un Q.IP. ,:;;, ·,;; t -'.'.l pp 1°:•i 1 é ',yl.::.:.\.P/;:.:;;,g_ p ;,,.1 l'' 1 1::-i ,:.:on,·::: (•:-i pt 1:,-) u l'' d r::-i M I X , 
D'autre part ce dernier ne -Fait pas la distinction entre 
:;,'..:',',U.'.'..!J:;,:.J.:.(:.r.:ti. 1:,-) t v_;.:.1_r'. :i. ,-'.'.l.b. 1 _(•:•i. -1:: 1,:-1 11 i:-:-:• q u ·' ,:.;1 11 1::-1 (,•i ·;;; t d 1:-:-i ,:.: l'' :i. t ,:,-1 ;.'.l 1 .. 1 p .,.,.1 r ·'.'.l ~;,t r ·'·'·'ph(•:•) 
2.:1., Lnt1n, Felsenstein évoquera plus généralement la 
maximisation de la parcimonie (ou de la vraisemblance de 
l'arbre plut8t que la minimisation de sa longueur, 
5,3, LE PROGRAMME MIX. 
1... ,:-:•) 1::·, r o '.J ï' •'.'.lm me 
topologies les plus 
i::· ;_,_, :,; ,:.: ·'·'·' 1 < " M :i: >z • i::· n ~:i " > . 
mémo i r1,:-1, 
MIX, dont l'algorithme de recherche des 
parcimonieuses va être analysé, est rédigé en 
Il se trouve repris dans l'annexe III de ce 
MIX a été implémenté sur VAX/VMS aux Facultés Notre-Dame de 
la Paix, puis compilé et exécuté avec différents jeux de données 
!) 0 u l'' t (·:) '.':• t (·:•) l'' 1 (•:•) ·,;; d i 'v' (•:•) r ·;:; (•:•) 5 0 p t :i. 0 n fü .,,.l n ;,,l ]. '/ ·,;; é (·:•) '.'i d .:.,,) n fü ('. (❖) t r ;_::1 \.I ;,,,) i l ( C -F ' 
paragraphe 5,4,1), Ces exécutions ont également eu pour but de 
mettre en évidence certaines subtilités non-explicitées par 
Felfüenfütein : pofüfüibilité de différence entre racine cladistique 
et racine de construction de l'arbre (cf, paragraphe 6,5,3 et 
fig, 5,3), traitement du polymorphisme (cf, paragraphe 6,5,1 et 
-F:i.,::i, 11),:1.) r::i p;.,_,, .. ·t:i.r d<-:,, nombri::-)1 . .1)< 11 r'1 .. 1ni,; 11 d,:-:-i MIX q1 .. 1i ont été 
ré.:,:, 1 i sé·,;;, qu1:,-11 q1 . .1,:-:-i·;;; 11 DU tput: 11 :i. nté l''f:!sfü;,.1nt·;;; ,:-:-it: P•'.'.l'.,; t:r'op .1. on'.:Jfü Dn-1:: 
{, t ,j :,; ,:.:.\ 1 ,:,-! ,·::: -1:: :i. on né'.,; p o 1 .. 1 r f i (J 1..1 r i:-:-i ï' d •'.'.ln·;;; c <,•:• -1:: r .:.,1 •,,1 ;_,_, i l ( c f , f i '.c.:.1 , ~i , ;? , ~i , ?, 
E· -1:: ~\ , ·'.'i- .:,.1 :i. n fü i q u ,:-,i 1 ' .:.::i n n ,:-:-i l< ,:-:-i I 1) ) , 
Selon la terminologie utilisée ici, MIX apparaît comme un 
programme réalisant l'inférence d'arbrefü de Wagner (au senfü 
large) ½ partir de variables de type Wagner (sensu stricto) ou 
F: (,~ m .,.:., r q 1..1 l,•i i,; :1. , " 1... ·'·'·' p r o ,·:.~ é d 1 •.1 r' <:,! d •' o p t :i. m :i. s ;_,_, t i o n d ' un r;,i t o p o l o t,;J :i. i!:! 
peut être utilisée pour accroître la 
parcimonie de l'arbre , , , (traduit de Farris 
:l.9"/0,p, \;:,:;~.) 
2, Il arrive très fréquemment qu'il y ait 
plusieurs ensembles optimaux d'HTUs 
pour une topologie donnée (voir fiqure 5,:1.) 
5,2,2, Remarques d'ordre terminologique. 
MIX, le programme est½ distinguer de sa documentation, 
MIX,DOC (non-reprise ici), Dans la description MIX, le 
vocabulaire utilisé, relatif½ l'analyse cladistique, sera celui 
défini dans la première partie de ce mémoire, 
A ce propos, le lecteur est invité~ bien noter la signification 
r éi;; ,,,!r v é (',! i t:! :i. .,.:.1u t~?rm<::! "v;.:1r :i .. ,_,_,b 1 <:,!" ( ,.-.~ f , p;.:1 r' ;.::iqr ;.::iph\~ ;;~ , :L) , 
Il doit aussi savoir que ce vocabulaire ne coincide pas 
parfaitement avec celu:i. ut:i.1:i.sé par Felsenstein dans la 
documenta-tion de PHYI...IP, Ains:i. ce qu:i. a été défini au paragraphe 
:1. , :1. c o mm,,:•) 1.1 n 9.IU. (·? s t ;,.1 p p i::i l é f:U.~.P.~.!;~.\~!. 1::. ;_,_, r 1 e c t1 n c ~:-i pt f:! u r' d f.~ M I >:: , 
D'autre part ce dernier ne fait pas la distinction entre 
!;";.:',\1.t:.!i,1.!;,JJ~.r.:.fl. (·? t Y..!:':!J.: .. :J, .. !i:"!t: .. :.1 .... ~it t ~? 11 (·? q u ' <!:! 1 1 0! e s t d é ,.:~ r i ·I:: ~:-i -'i.l u p ,::i r a gr ;_;-i p hl,~ 
2,1, Enfin, Felsenstein évoquera plus généralement la 
maximisation de la parcimonie (ou de la vraisemblance ) de 
l'arbre plut8t que la minimisation de sa lonqueur, 
~- .. X 
..) 1 -..J l 1...E PROGRAMME MIX, 
l...e programme MIX, dont l'algorithme de recherche des 
topologies les plus parcimonieuses va être analysé, est rédigé en 
P a 15 <:'. .::.1 l ( 11 M I X , F' t1 '.3 " ) , I l s fl! t r' o u v ,,:~ ,~ f,i p r i 15 d ;_;-in s; l 1 -':ln n f.·! :< (,·! I I I d f,! r:.'. <-:! 
mémo :i. r11.-! , ~ 
MIX a été impTonté sur VAX/VMS aux Facultés Notre-Dame de 
la Paix, puis compilé et exécuté avec différents jeux de données 
pour tester les diverses options analysées dans ce travail (cf, 
paragraphe 5,4,1), Ces exécutions ont également eu pour but de 
mettre en évidence certaines subtilités non-explicitées par 
Felsenstein : possibilité de différence entre racine cladistique 
et racine de construction de l'arbre (cf, paragraphe 6,5,3 et 
t1g, 5,3), traitement du polymorphisme (cf, paragraphe 6,5,:1. et 
f :i. '.:.:J , I 1,,J , :1. ) n p .:;.1 r -1:: :i. ,~ d (:·! n ci m br 1:,! u :-: 11 ru n s II d ❖:~ M I >( q u :i. ont é t 1:.·\ 
ré.,,1 J. :i.1,;é s, q1 . .1f:.' 1 q1 . .1(;1s; 11 output II i ntér(,·!::is;_,_,nts f,!t p;;.11,; trc>p l on,]i5 c>nt 
été sélectionnés pour figurer dans ce travail (cf, f:i.g, 5.2, 5,3 
et 5.4 ainsi que l'annexe IV), 
Selon la terminologie utilisée ici, MIX apparaît comme un 
programme réalisant l'inférence d'arbres de Wagner Cau sens 





de type Camin-Sokal, Par souci de concision, il sera omis de 
préciser dans la suite que ce premier type doit se comprendre au 
sens strict, Les variables de Mix peuvent prendre les états 
suivants: {O ,1 ,? (c,-à-d, inconnu), P (ou B c,-à-d, polymorphe 
c.-à-d, O et 1) },Ce dernier état peut prêter à confusion 
(cf.paragraphes 6,5,1,5 et 6,5,1.6), D'autre part,il n'est pas 
numérique et par conséquent son intervention dans le calcul de la 
1 on '.-.:J 1 . .1 ,:-:,, u r d f:•) 1 ' .:,.i r br E·) n' E~ ':,; t p ;,., s d :i. r 1,:-:• ,:.'. -1:: , i::• ;_,_, r' i:.'. ont Y' f:•! l ' é t ;_:_, t 11 ? 11 p (•:•!ut 
être considéré comme numérique car il pourra être remplacé soit 
par O soit par 1 (c,f,paragraphe 6,5,2,3) ,Sans comptabiliser la 
v ;_,_, 1 ,:.:,, u r' 11 ? '' ( q u :i. ;_:_, p p .:.:., r .:.:., :i: t (':! n + ;_:_, :i. t ,:~ Cl mm f! un ;,_, r' t :i. f :i. ,:.'. •::) ) n i 1 ;_::1 •..; ·'·'·' l 1;;1 u r 
P (qui est une singularité de MIX), les caractères eux-mêmes 
peuvent être qualifiés de binaires (cf.documentation de MIX 
fournie par Felsentstein) ou encore sans cDntraintes et ordonnés 
C cf, paragraphe 2.1) ,Dans ce dernier cas, ils dDivent subir un 
CCldage additif binaire (cf, programme FACTOR intrDduit dans 
PHYLIP à cet usage) avant d'être introduits comme variables dans 
MIX et ils ne peuvent prendre la valeur P. Les caractères nDn-
ordonnés Cll..l qualitatifs ne SDnt pas autDrisés, 
5,4, LES ENTREES ET LES SORTIES DU PROGRAMME MIX, 
5,4,1, Input de MIX 
,r.: :L i-:,, r f! 1 :i. q n ,:-:•! e> b 1 :i. '.J ·'-'·' t o :i. r ,:-:•:• : Y\o.m.b.r_,:.,i. d. ' .. .O.T.U:;;;_ ( "i,; pp " ) (:·! t Y\o.m.b.r'.01. d.E·!. 
'.Y.'..!i,l.L.;.L;;!L: .. :J,.5'..fü. t:JI!.Jj. X'.tl.fü. ( ('. h ;_,_, r ·,;; ) ( + i,; ''/ m b (:i l (·,! s é v •::! n tu i!,! 1 ':,; d ,;;i s op t :i. o n ;,; 
cDmm.:.:., ndé f:•! •,:,) , 
·:r.: 1 i g n ,:,•! ( i,; ) i,; 1 •.1 :i. •,1 ;_:_,nt i!.-! ( i,; ) f .,.:., ,::: u 1 t .:.'1 t :i. v ,:-:•! ( ·;;; ) 
par l'utilisateur, 
Remarque : Les options les plus importantes pour la compré-
hension du programme MIX sont : 
1,l'option J : permet t l'utilisateur d'utiliser 
un générateur de nombres aléatoires pClur 
choisir l'ordre de prise en compte des OTUs 
par l'algDrithme de construction de l'arbre 
b :i. n;;_, :i. r 1,:•!, (Un "output" obt<,:-in1 . .1 ~:-in :i. nvoq1 . .1.'.'.lnt 
cette option est donné dans la fig, 5,2 ,) 
2.l'option A : permet d'imposer la valeur de 
l'état primitif (1,0 ou?) de chaque variable, 
( Un " output " rés 1 .. 11 t .,.:.1 nt d (·:•! 1 .:.::1 ·;;; ,:.:.; 1 ,:,-! .-:.'. t :i. on d ,:,i 
cette option se trouve repris d8ns la fig, 
(NB : Si lm vmleur de l'état primitif d'une 
seule variable est connue au dép8rt, l'arbre 
sera automatiquement construit enr~ciné 
,:.: l .=.=1 d :i. ·;;; t :i. q 1..1 ,:-:•i m ,:-:•! n t ! ;, , 
(, ~j 
3,l'option O : permet j l'utilisateur d'imposer 
l'OTU-outgroup, Cette option ne sera prise en 
compte que si l'arbre binaire construit dans 
la première étape de l'algorithme est non 
enraciné cladistiquement (c,-j-d, uniquement 
si toutes les variables sont de type Wagner et 
que l'état primitif de chacune d'elles est 
:i. n,:.:onnu) , C,;;)tt(-:-l opt :i. on D préi,;(-:•)nti:•:•l 1' énorm(•:•) 
avantage de permettre j l'utilisateur de ne 
taire aucune hypothèse concernant les états 
primitifs : c'est le programme qui déduira lui 
même la solution la plus parcimonieuse compte 
tenu de la position imposée j la racine 
C 1.:,.1d :i. s t :i. q1 .. 1(❖) ' 
(Un exemple de résultat obtenu en ayant choisi 
l'option O peut être trouvé dans la fig, 5,4), 
4,l'option M : permet j l'utilisateur d'imposer 
le type Camin-Sokal (Sou C) ou Wagner <W ou 
?) pour chacun des variables, (cf, l'output de 
l;,.1 -f-i,;;,i, Il),:;:~,) 
~> , 1 ' o p t :i. o n !:i ( <:> 1 .. 1 C ) p ,:-:•! r' m ,:-:•! t ;;,1 1 ' u t i 1 :i. ·::; .,.,.-1 t ,:-:•:· u )"• d ' i m .... 
poser le type Camin-Sokal b toutes les vari-
•':.lblf·)!,;, 
1... fl !;; o p '!:: :i. on ,,; T ( t h r fl ·::; h o 1 d ) , U ( 1 .. 11,; ~:-) r t r ,:,:.1 f) ) , \,,1 
(weights)et Y ne sont pas fondamentales : elles 
ne seront pas explicitées dans la présente 
;,.1n;_:_1lyi,;1::-:•. 
·X· M,.=.=.1.t.r_:i .. ,:\e. d_i:i•). d.o.n.n.é_,:.:-)_i;;_ pro p r ,:,,) m ,:,:.) nt di -1:: !❖) fü : 
( c>b 1 :i. g;_,_,to :i. l''f!) 
nom de chaque ◊TU\ état de chaque variable 
Cette matrice efüt reproduite en début de chaque 11 01 .. ltpl,Jt Il 
( C f , f :i. t,,:J , ~j , ;'? ;/,) 5 , l.1, 
l...efü renfüeignements ci-desfüufü peuvent être retrouvés (füOUfü 
une forme différente) dans la documentation (MAIN-DOC, MIX-DOC et 
DISCRETE-DOC) fournie par Felfüenfütein, Maifü il convient d'y 
ajouter lefü commentaires füynthétiques ci-dessoufü, 
Remarque 1, 1...efü optionfü par défaut du programme MIX sont lefü 
·::;1 .. 1:i.v;,.1ntE•·::; : 
1 .toutes lefü variablefü sont .. 
d (!·l t'y' p ,:-:-! \,! ;_::1 ,;,:,in,:-:•) r 
2.l'état primitif de chacune 
d'elle efüt inconnu 
3 , ( p ·'.'l l'' .-:.: D n v f) n t :i. Cl n ., l (•:•) p r' c,•) m :i. ,:.:,, r' 
éé 
arbre non enraciné 
cladifüt:i.quement ! 
tils gauche :i.füsu de 1.:,:.1 
racine binaire est le premier OTU dans l'ordre 
d'input) . 
i::: (,•i m ;_:_, r q 1 • .1 ~,) ;;:~ • En r' i:-:-i i,; u m é . l ·' é -1:: .,:i t p r' :i. m :i. t :i. f d ' un(-:•) v ·'·'·' r i ·'·'·' b l (•:-i p ~,i 1 ..1 t il.-) -1:: r (•:-i , 
;_,_, u dép·'·'-' r t 
O : soit donnée fournie par l'utilisateur 
(opt:i.on A) 
soit option par défaut si la variable a été 
déclarée Camin-Sokal (par option Mou 
opt:i.on !:;) . 
1 seulement si imposé comme tel par l'ut:i.l:i.sateur 
(optinn (.'.1) 
? seulement si inconnu 
(soit déclaré comme tel par l'utilisateur 
soit conformément t l'option par défaut de 
MI>O. 
L'état primitif ne peut être P. De plus, comme le fait 
remarquer Felsenste:i.n en utilisant simultanément 
l'option A et l'option C , l'utilisateur peut imposer un 
é t ;_,_, -1:: p r :i. m :i. t :i. f " ? " t, un •,,, ;.:.1 r :i. ·'·'·' b 1 (,,, d (•:,, t v p !•:,, C ;_,_, m in····\:; o k ;,_, l . 
Ma:i.s ce que l'auteur ne dit pas c'est que cela est 
impossible avec la conJonct:i.on des options A et M. (Un 
listing prouvant cela se trouve repris½ la fig, IV.2 
en effet , ce résultat a été obtenu alors que l'état 
;,1 n c ~:,, i,; t r .,,., l d i:-,1 1.,,.1 v ;.:1 r :i. ;_,, b 1 (,~ d fi t 'l p ~:-) C ;_,_, m i n ···· !:; o k ;_,_, l ;_,_, v ·'·'-' :i. t r' !•:-, ç u 
l .,,., v ·'·'·' l r:.-i u r· " ? " .'.:., 1 ' 11 :i. n p 1..1 t 11 • 1... ~,i p r o ~.:.i r ;,_,mm(·,) ;_,_, f or ,:.'. é ,:.; (❖! t é t .,,., t 
j_!,) Il C) Il 
1 
) 
Remarque 3. Dès l'input, la procédure inputdata (cf. p.III.7) du 
pr·o9r• ;,.1m1l1i!:.• MI)( 
···· ,.:'.r·éi:-:-) ::::,~- fi pp···· 1 ( :::: "nonod,:,-i 11 ) i,;e>mm,:,~ti,; dî',i d!-:-)qré Cl 
- leur attribue un numéro :i.dentifiant (qu:i. est 
le numéro d'e>rdre d'input pour les OTUs) 
et asse>c:i.e aux spp sommets-OTUs un ~tat 
CD, 1, ?, ou P) pour ~hacune des variables. 
1... ·'·'·' m .:.::1 n ::. (· :· ,:::, dont 
i:>0.:1•::: ,:.c,, :-::p 1 :i. ,:.: :i. tér1 
·:;; 1..1 :i. V P (•:•:1 V(·:-~ 1..1 t: 
CO n ,:.'.(•:•)pt 1 • .1 (•:•/ 1 , 
les sommets sont implémentés ne sera 
ici. En effet, la description qui va 
atteindre un niveau relativement 
~ixeo oarsimonv dluoritrm, version 3.t 
5 s..;..-cies. 6 C'haracters 
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5.4.2. Output de MIX. 
L'output de MIX comprend une liste d'arbres également 
parcimonieux, (Voir t1g, IV,2 le cas où la liste comprend plus 
d'un élément ,) MIX. DOC souligne que ceux-ci seront imprimés 
·;:; o i t <:,i n r' ·'·'·' ,:.: :i. né s ( ,:.: o m p r· (•:-i n 1,:-1 ;,~ '' ,:.: 1 ·'·'·' d :i. ·::; -1:: :i. q 1 .. 1 i::-i tn ,:-:-i n -1:: '' ,:-:-i n r ·'·'·' ,:.: :i. né i,; ) i,; o :i. t no n ···· 
(·:.• n r .,.,·1,::: i né 1,; ( ,:.: o m p r' 1,:•1 n ,:-,! ;:-:: '' ,:.: l ·'·'·' d i ·::; t i q u ,:-:•1 m 1:-:-1 nt '' non····,,:,• n r ·'·'·' ,::: :i. n ,,:.; ·,:ï ) ·;;,. ,:,.i l on l (,-) 
cas échéant. Si l'on regarde les différents outputs possibles, on 
s'apercoit qu'en réalité un arbre non-enraciné cladistiquement 
est imprimé sous la forme d'un arbre binaire, avec, il est vrai, 
unf:• '::>(•:-)nti:-:-in,:::,:-:-i "thi1,; :i.1,; ;_:.1n unroot,:-:-id tr1::-1 1:.•i", ( cf, fi'.cJ, '.:i,? ) 
Mais un arbre enraciné par "outgroup'' se présente exactement sous 
la même forme qu'un arbre non-enraciné cladistiquement, En 
revanche, la phrase explicative est différente mais elle est 
.,.,_1mb i '.cJu~:-1 ! " ( ;_,:11 thou'.:.:Jh r·oot,,:-id bv Dut r,_:Jr D1 . .1p) th :i. ·;;; :i. ;,; ;;)n unr oot,,:-id 
t ri::•:• (•:•) ! 11 , ( ,·:.: -f , f '.Î. '.:.:J , !:) , l1. 
Quant enfin j l'arbre enraciné par ancêtre, il est imprimé de 
façon légèrement différente du précédent une arête est 
curieusement rajoutée j l'ancienne racine binaire, augmentant 
;,.i :t. n s :t. ,::I ' 1 . .1 n (•:•i 1 .. 1 n :i. té l ,:-:-i d ,:-,i ~J ré d ,,:-i ,:.: 1::1 no'!.·! u d , ( ,·:.: f , f :i. g , '.:i , :3 ) ( En .-:.: ,,,i 
qui concerne l'enracinement : des spécifications peuvent être 
trouvées au paragraphe 6,3,2,1 et une discussion critique au 
1::..,,.1r;,.lgï'•'·'·'Ph€•1 6, ~i, 3,) , 
D'autre part, l'Dutput de MIX comprend aussi , pour chaque arbre, 
un tableau donnant le nombre de changements d'états requis pour 
chaque variable et un autre tableau indiquant pour chaque branche 
" ·;:; ' :i. l v ;,_, d ,:-,i i;; ,:.: h ·'·'·' n '.:.:.1,:-:-1 m ,:.,i n t i;; é •,1 o l 1 • .1 t :i. f fü q u :i. 'I 1,; o nt ;_,_, fü ;,; o ,·:.: :i. é s ,a -1:: q u ,:-:-i l i::-
i,; o n t: l ,:-:•) i;; é t .,,., t ;,; d , .. i i,; v .:.:1 r :i. •'.:i b l •:.❖ s ·'·'·' u n i v ,a·'·'·' 1 ..1 d ,:,-i 1,; o n :,; o mm ,:,-i t d i 1,; ·I:: ·'·" l " , 
(Pour une topologie et une parcimonie données, il pourra 
éventuellement y avoir plusieurfü affectatiDns différentefü 
pofüsibles aux états de variables de certains HTUs cf, t:t.g, 
5,1). De plus si l'arbre est enraciné cladistiquement et si au 
moins un état primitif était inconnu au départ, alors un vecteur 
donnant l'état primitif le plus parcimoneux pour chaque variable 
est également imprimé, ( cf. par exemple la fig, 5,4) 
Il faut bien remarquer (cf, MAIN-DOC) que dans les arbres 
i mpr :i. méfü p;_,_,r MI>::, l:'·'·'· J.J:l.I:!.H!::!g.!,,!.L. :J:'. ... !,,!.ni;;t !i,lT.P.t:.it n.' ... ,:.,i_.;;;_t_ p_.=.=.,.fü. 
p_r··.o.i::-.o., .. ·.t.i.o.n.n_,:.:-)_l_l_i::·). ;.:1.u. n_,::>.m.b.r.<::•i. d_,!.·). ,:.:_h_;,.1.n_,;J 1::)_m_,:,-)_n_t:::;_ é.v.o) .. u.t_:i .. fy._ q u :i. '/ ·::;ont 
,:,:.) ~:; ~:; :i. ~:.~1 î'I (,:,) ~~ 1 
Ceci a pour confüéquence, comme le fait remarquer Platnick 
(1987,p.123), que l'utilisateur devra lui même füupprimer 
manuellement lefü arêtefü de longueurfü nulles, 11 devra ensuite 
,::: o m p ·'·'·' r ,:-:-) r ,:.: ,:-,i s t o p o 1 o g i ,,,) s " ,:.: e> r r· :i. '.,] é ,:-:-) ·;:; " ( v o i r· r ,:-:-i m .=.=.i r q 1 . .1 ,:.:.i :;:: r· <::❖ 1 ;_,_, t: :i. v ,:-:-i .,,., 
la topologie au paragraphe 5,?,1) et il est pe>ssible qu'il 
constate alors de la redondance danfü l'output, plusieurs arbres 
étant devenus identiques. Ce désagrément potentiel est vivement 
critiqué par Platnick (1987:143), dans füa comparaison des 
pre>grammes de parcimonie pour micro-ordinateurs, 
'/1 
CHAPITRE 6.ANALVSE DE L'ALGORITHME DE RECHERCHE HEURISTIQUE DES 
TOPOLOGIES LES PLUS PARCIMONIEUSES UTILISE PAR LE PROGRAMME MIX 
DE FELSENSTEIN. 
6,1, AVANT-PROPOS, 
Pour aborder la description qui va suivre il est impératif 
d'avoir clairement à l'esprit la distinction déj½ signalée entre 
racine cladistique et racine au sens de la théorie des graphes 
( qu :i. pourr;.,_, flt \''(-:! ncim1né(-:! :i. t:.: :i. 1s i mp 1 <:~m<:,!nt II r•;,.1c :i. n~,1 11 ) , 
C~,ittl,·! d(':!scr :i. pt :i. on i;'.on,.~(-:!rT\!?.\. fü.tr :i. i:.:t~:!111.~~.n.:t.:. l_;,.1_ r_(i~_,:.:.h.*:!r ,:.:he d_({,'_i;;_ 
d. i. { {é r (·'.·! n t_(·,!.s. t.o.P.o. 1 .Cl9 i _(•:~ s. l~;z.fü. P.J .. !,,!.fü. F.~!i,H.:.i;,j, .. m c> n :i. ~,! !::!.1!i5~.fü. , E 11 (·'.·! n 0.1 
s'intéresse donc pas aux différentes affectations possibles 
d'états des variables aux ancêtres hypothétiques pour une 
topologie donnée, de longueur déterminée, Elle ne prend pas non 
plus en compte les modalités de mémorisation nid' impression des 
différentes topologies sélectionnées, En clair, elle se concentre 
donc sur l'essentiel de la première partie de la procédure 
maketree de MIX (cf, page lll,8), 
D'autre part, ainsi que cela a déJ½ été précisé à propos de 
l'input , elle se focalise sur les cas de base, En particulier, 
elle passe l'option T sous silence, Ceci a pour conséquence que 
la valeur du critère à optimiser est non pas réelle (cf, 
implémentation de Felsenstein) mais entière, 
La description est subdivisée en 3 parties qui reflètent 
des niveaux de détails croissants description synthétique, 
analyse globale et analyse détaillée, 
6,2, DESCRIPTION SYNTHETIQUE, 
A l';,.1:i.d(,·! du vocabulm:i.ri!,! ~~t dl!·! l'1:,!nv:i.ronn~,)l\\€•!nt déf:i.n:i.s ci .... 
d<':!i,;s 1 .. 1s, :i. l ~:-ifü t m;:.1 :i. nt~;in;,.int pc>Sfü i b l ~,! d<',! donn~,!r 1..1nri r.:1,,,isc1~ :i. pt :i. on 
synthétique, en langmge courant, de l'algorithme qui va être 
analysé de faconde plus en plus détaillée dans la suite : 
E:t ;,.rnt t.:lc>nn éi,; 11 1;;pp 11 ()Tl.11;; 
, 1::1 t 1 €~ s <~' t ;,.1 ·b;; r.:k~ fü 11 ,.~ h i.H' 11; 11 v ;,.\\'' :i. ;,., b 1 €! 1:. r <,~ l .:;.1 t :i. -f i,; ).!., 
C<·~S OTUs 
, et les états primitifs de ces variables 
, et les types évolutifs de ce1:. mêmes vmriables 
, < t•it év<',)nt1 .. 1f,! 11 f,imc'!!n'i:: un,,,) opt i cin ém.,,in;.,,int df·! 
l'utilismteur et imposant un ordre aléatoire 
de pri1:.e en compte des üTUs) 
utiliser une stratégie HE:URISTIQUE 
};·;:~ 
pour construire une liste d 1 arbres phylogénétiques 
dont les spp OTUs sent les feuilles 
(,,d:: qu:i. !,;oic•H1t t.:kli,; ;,,.\r.b.r_c-:•l~i. l::,_:i .. n_;,.1) .. r_c-:-)5;;_ ,:.:c>mpc>rt;~mt 21,;pp· .. ·l. 
sommr;:lt·m 
et qui scient minima ou correspondant ~ des arbres 
ternaires minima [avec 2(spp+1)-2 sommets]. 
1.Dans l 1 algorithme de MIX 1 il faut 
d :i. i;; t :i. nguc.;)1~ l (❖l pro,.:.l:'?!i,iSU'::; de❖) ,:.:c>.nfü t.r.1 .. 1,:.:t :i. on 
concerne uniquement des arbres ~i~aire~ 
comme d'ailleurfü la mémorifüation) et 
pro,:.:f,lSfüUS d 1 é_v_;.,.1_l_1 .. 1_;,.1_t_:i .. o_n d_<',l. ]._;;_,_ l.o.ng_, .. 1.c-:-lu_r_ 
b:i.0ln 
q1 .. 1:i. 
(tout 
J..: .... :iE.'.L:I.'.J1. < ,;,: f , 1) r o ,:~éd u r fl (❖l v .,.::i 1 u .,,., t r;,l ) q 1 .. 1 :i. 
l"(-:ll;;rt::i.v1::~ i!.i 1' ;,,1rbr'r;,l b) .. n_;.,.1.:i .. r.c-:~. ,:.:orn,,l::ru:i. t ou i!.1 
.,.,.,rbr(·:•l t1:,lrn_;;.1_:i.y'f,,l. qu:i. pc,-)ut c.;in 1❖ltrr;,l déduit <c•:ln 
ajoutant une racine cladistique d:i.stincte de 








2,L 1 enracinement cladistique éventuel par 
outgroup n'intervient qu'aux stades de 
mémorisation et d' impremsion et ll'est donc pas 
prim en compte ici, 
6,3, ANALYSE GLOBALE, 
C (-:~ t t 1:,1 ;_,_, n ;_,., 1 '/ s ,:,,) r' I'.':) 1,; t c:,1 i.\1 1..1 n n :i. v <',l ;_,_, u t r i-'.~ fü con,;: 1::-l p t 1 .. 1 c❖l 1 <::~ t <'.I p c> 1 ..1 r but 
de permettre une compréhenfüion globale du processus, 
6.3.1. Description de l'algorithme en pseudolangage. 
6.3.1.1, Etape I choix d 'un ordre de prise en compte des 
OTU1;; 1::it con':,;tru,:.:t:iC>n d'un ;,.,rbrl!,l b:i.n;.'lir(❖l 
le plus parcimonieux possible (eu correspondant 
i.?.1 u n ;_,,, l'' br (:~ t <,~ r n <:I :i. r (:·) 1 1::,, p 11 .. 1 fü p ;_,_, r ,:.: :i. m c> n :i. l!:1 u :< 
pofü!,;:i.blc•,1). 
tt,1. Donn,,~,r i.!.1 ,:.:h.,,.,qul,~ i,;ommr:::,t--··OTU un numérc> d' c>rdr<,·1 J .. df,l prii,;€~ 
1::-in ,:~ompti:-:-1 p;.:1r l' .,,.,1~;ior:i.thm<-:~ de•,) cc>ni,;tr-uct:i.on (J ... ~::;!,.,.:':::f:ŒP.>; 
(cf, p. III :;~1----::"::2) 
NB, 1,Cet ordre de prise en compte peut être celui de 
l'input (option par défmut) ou un mélange 
aléatoire de l'ordre d'input (option J), 
2.Pmr convention, un sommet efüt désigné par son 
numéro (d'ordre d'input ou de prise en 
cC>mpte> ,Par convention également le numéro 
d'ordre de prifüe en compte est souligné tandis 
que le numéro d'ordre d'input ,ncn, 
·7:3 
M2, Amorcer la construction de l'arbre binaire (cf, 




Fig,6,1, :Amorce de construction de l'arbre binaire, 
et désigner par root la racine de l'arbre binaire; 
(,:_:f, p. IJI,2:~) 
i:~ é .:,::, 1 :i. i,; ~:~ r 1 ;_:_i 
ré <'.l r· r ;_,lrtQF!!m ,:-:-! n ts 
s our:;····ét .:::.ipE! 
lo,:~;,.iu:< (c.f, 
d'addition séquentielle-
p. III,22) c,-½-d, 
e_o_ur. :i. : :::: ~?.. ;:_i spp_ 
-ajouter le sommet-OTU i et son 
localisation qui minimise 
j::•è!rE! (spp+i····1) J!.l l.!:.l 
·X··~ 
· la longueur de 
l'arbre (binaire ou ternaire) (cf, description des 
procédures addpreorder et add), en continuant t 
désigner par root la racine de l'arbre binaire; 
···· ,~_ép_é_t_e_i~. 
n' .:::.ipportEi 
l' .:,::,rbr'f:) : 
1 <i~ t r ·"' :i. te m t::' nt ~; u i V-'J n tj_u s_c1u. ' .. .-tt. •~ €:' 
plus de diminution de la longueur 
qu'il 
df·! 
* Effectuer un parcours préordre de l'arbre binaire 
en essayant un réarrangement local ( voir fig, 
6,5) de l'arbre t partir de chaque sommet, 
A chacun de ces essais 
[
·'::l.i_ :t' arbrE) .:::.d.nsi obtenu ei;;t stri,:::tement plur:; 
court que l'arbre construit jur:;qu'alors : 
lf? ,~onserv1:.➔ r 
~inon : restaurer l'arbre original; 
(cf, description de :ta procédure rearrange), 
S'il y a plusieurs sommets ~ partir duquel 
l'ajout fournit un arbre de parcimonie maximale, 
alors l'ajout effectif est~ faire~ partir du 
premier des sommets rencontré dans un 
parcours préordre de l'arbre), 
i 
1 .::; 
6,3,1,2. Etape II: Réarrangements globaux. (cf. p, III.22) 
- Ré p é t e.r. 1 e -1:: ra :i. t fi! ment !li u i v .::., nt: .,UJ5!l.q!,,!.:_J:1. ,:~ €•:• ~1!l.'. .. )J.... n ' ;,.,pp or t: <--.-1 
plus de diminution de la longueur de l'arbre 
, P.9.!::!I~ j : "'' :1. !b1. nonode 
(tout en veillant~ continuer~ désigner par root la 
racine de l'arbre binaire,) 
fil.L le:~ somm01t J f~1 s.;t t. dt::) roc>t : 
* enlever le sommet J (restant l:i.é ½tousses éven-
t1 . .1el'..; dei;;,:~(0nd;,.int~;;) et son pèr'f? de l' arbrf.·) b:i.n;~lirr:.-1; 
(cf, description de la procédure remove) 
* aJouter temporairement ce sommet j (restant lié 
~tousses éventuels descendants) et son père 
successivement~ chacun des sommets de l'arbre 
(selon un parcours préordre), Ce faisant, mémo-
riser chaque arbre binaire complété ainsi obtenu 
dont la parcimonie est au moins égale~ celle de 
l'arbre complété le plus parcimonieux Jusqu'alors. 
(cf, description de la procédure addprçc.rder) 
* ajouter finalement ~e même sommet j (restant 
lié j tous ses éventuels descendants) et son 
· ·,, ., , " .L - .l , ., .. 1 : ,.. .. -1'· .. • ·X ·X· • . • . ·1 p e , 0. .-:.1 • ,:.1 • .:> ,_ , ... , ... t. ·" , ... , .. .1. CH I q u :,. m l. n :t. m l. f.i c:~ .. ;:J 
longueur de l'arbre. <cf. description de la 
pr'océdur'E·) .':.Jdd). 
1.L8 processus de réarrangements globaux se 
rapproche davantage de celui de l'addition 
séquentielle que de celui des réarrangements 
1 Cl('. .:.:.\U:< 
2.Pour plus de clarté et d'élégance 
informatiques, l'étape de réarrangements 
globaux qui se réalise lorsqu'un arbre binaire 
complétés été obtenu, devrait être retirée 
de la boucle de construction de l'arbre 
(fo.r. ;L : :::: 3 t9 .. spp , , ,) (voir p. III.~~2. 
Cette étape forme une entité et pourrait donc 
former une procédure appelée par maketree. 
---·····-············--· .. ·---................... , ___ _ 
·X··X· NB: Voir note en fin de page précédente 
1 
1-
Spécifications sous forme d'assertions des deux grandes 
étapes de l'algorithme de recherche. 
6,3,2.1, Etape I: 
·X· 
(.\r.9 u_m.,:•:•!.n.t,-::;_ : fü pp : !•:•! î'1 t :î. !•:! r 
nonod1;,): ,:!nt:i.~:!r 
r1 D no d (•:•! i,; o mm ,::-1 t ·;;; 
p r é ,:,: o r1 d :i. t :î. o l'i :,; 
F(é,-::;_u,l:l::.-'.'.1.ty;_ 
1:;pp : e1;;t le î'IOmbre d'OTUs fournis pour l'aî'lalyse 
par l'ut:î.l:î.sateur, 
noî'lod<-:-) est le nombre de sommets 
b:î.Y'la:î.re correspe>î'ldaî'lt ½ spp 
( none>df1 :,:: 2:,;pp .... :I.) 




les sommets-OTUs sont :î.deî'ltif:î.és par un eî'ltier de 1 
½ spp (correspondant½ l'ordre d'input), 
les sommets-ancêtres soî'lt identifiés par un entier 
de spp+1 ½ î'lonode, 
AB : arbre binaire 
l"•Oot : somm,:,;,)t 
b ,:-:1 s t y(❖) t : ,:-:in t :i. ,:,:.) r 
poi,; t.-:.:ond :i. t :i. cini,; 
1:11:!, 1:,1 s t , ,:.\o.m_p,1/)_t,é. 
1) ;:11·, ,., .. , Ill I') 1·1 .. , ,::, 1 1 '-' X (' (') 1 1 t'' i') l'' l'' 1:., <:· I'' (') 1"1 ;·j '!1 1 1 1·1 ;,'.l l'' !·.'., l'' ''.·'. 1 ..... •• ........ ···.' .................. -~" ...... , ... • '' ... •• • ••• ,; .. , • .. ,.. •• .. 
ternaire parcimonieux) 
[En effet, il maximise localement le critère de parcimcinie 
c,-½-d, qu' il est au mciins aussi parcimonieux que tout autre 
arbre différant de lui par de simples réarrangements locaux , 
Cependant, il ne répond pas nécessairement au critère de 
p ;;_1 r ,:.: :i. m o n :i. ,:-;i '.:J l o b .:;,1 l ,:-:·i (·~ -1:: , .,.!.\ f Cl l'' t :i. o l'' :i. , n ' <•:•) s t p ,::.1 m n é ,.:: ,:.;) s s ;,1 :i. r f:) m (•:•) n t: l !❖) 
plus parcimonieux des arbres (cf, commentaires de Felsensteiî'I 
dans MAIN.DOC) J 
, ,:-:•:.n,l"_;.'.1.i:.:.i.n.é. ou non .... ,:,,) n r .,.,.1 r:.: :i. né ·X· 
................................. , ................... , .... .. 
,:,: l ;,:.1 d :i. s t: :i. q u ,:-:•) m ,:,-:nt , 
root : désigne la racine de AB 
b 0: ':,; t '/ (-:•) t (le nombre de changements évolutifs 
impliqués par AB ou par l'arbre 
ternaire correspondant), 
·>} I" ·1· ·1 .,, .. + ·· · ··, · ·, · ., ,. · ·•, ., ·1 .. ri,. .... +·,. .. 1 ·, ·, · ·l" 
.... ,. (,,, ::> .. l 1C)î1 ~:. îll r.'.11 .. , .1. YI•::. 1 ..... ,:.\ .. .1. ::, .. .1. t..! ..I(·:. Ill(·:. ÎI . fü l 
,:,:.)-1:: 
0)-i:.' '::i(❖)l .. 110)11\(':)î'lt S]. 
':,;ont d' ét;.:.1t 
t,o,u,t,f.•),S, 
pr-:i.mit::i.f les variables sont de type Wagner 
"inconnu", 
I~'. ,:,:.) m .,.,.1 r r.:1 1 •.1 (-:•) s : 
1,Ceci correspond~ l'option par défaut de MIX. 
2.Ce cas de figure est également obtenu lorsque l'utilisateur 
ut i 1 :i. ·;;; ,:-:•) 1 ' e> p t :i. o n 1~) ·;;; (?. 1 • .1 l ,:,:.) ,:-,) t d c> n n ,:,.) 1 u :i ..... m ti m ,::,) l ;,:,\ v .,,., l ,:-:•) u r " :i. n ,:.: o n n 1 .. 1 11 
~ l'état primitif de chaque variable , tout en conservant 
toutes les autres options par défaut. 
~:~ , P c> 1 • .1 r r ;,:.1 pp !•:•) 1 
l'option O d'enracinement sur base d'un outgroup désigné par 
l'utilisateur n'intervient qu'au moment de la mémorisation 
(cf, procédure savetree, p. III.12) et de l'impression de 
l'arbre, Ce mode d'enracinement cladistique sera donc 
q,.,i;.,.i l :i. fié d<-:~ ':,i.!,\,:.:,o.n.d_;,:1_:i .. r_,:,~., ::1 
[Il est enraciné cladi-;;;tiquement par construction dans tous les 
autres cas, c.-~-d. si au moins une var:i.able de tvpe 
Wagner a son état primitif (0 ou 1) 
désigné par l'utilisateur (option A) 
01 .. 1 
'::i :i. ;.:.11 . .1 m Cl :i. n m un<-:•) v ;,,.1 r :i. ;,:1 b l <-,) 





1...' f)n\'';.'.I('. :Î. n(•:•)l\ll!.·)Y'lt 
P.r.:i..n1.;.,1.:i..r.<',:. pour 
d(-:)5su·;;;, 
est déclaré :i.ncDnnu) 
clad:i.5t:i.que par construction sera 
l'opposer~ l'enrac:i.nement seconda:i.re 
:i. ,:,: :i. nommé 
d i:-:-~ i.'.~ r :i. -1:: ,:,~ :i ..... 
Fi!·,) m ;,:_1 r q u f) Cette dernière condition muff:i.sante t l'enracinement 
clad:i.st:i.que que l'on trouve dans le code PASCAi... du 
pr'or,;ir;.:,1mm,;,) MIX f.·)'::ït i,;:i.~;Jn;,:,1].é,:,-) d;.,1ns MIX .... DOC: "Nc>t!❖) th;,:.1nt 
whe1l any of the characters has Camin-Sokal pars:i.mony 
.,,., fü s 1 .. 1 m (,·: d f ci r :i. t , t h !,·) t r <':) ,:,:.) :i. s r c> o -1:: ,:-:~ d , , , " m ;,:_, :i. i;; (-:•: 1 l <-:-) 
paraît en contrad:i.ct:i.on avec l'aff:i.rmat:i.on de 
Fel1,;enstein dans sa svnthè1:;e de 1983 (p. 317): 
11 I t: :i. s ;_,,1 n i nt:(-,) r ,,:•) i,; t :i. n g f ;,:,1 ,:.: t -1:: h ;;,1 t: th :i. s ' 1 • .1 no I'' d ,:.:,) I'' ,;;) d ' 
variant of Camin-Sokal parsimony doefü not necessarily 
I'' ,:,:.: 1:; u 1 t :i. n .,.,.1 n 1..1 n I'' e> o t ,:,:.: d ph y l o r,J ,:-:•) n ''/ , " J 
6,3,2,2. Etape II, 
(.~_r·.~iu.m.~,l.n.t.s. AB : arbre binaire 
roc>t : Se>mm(•:lt 
bestyet : entier 
précc>nd i t :i. c>n11; voir les postce>nd:i.t:i.ons de l'étape I 
b <·:·) s t r ,,:•) (❖l fü V(•:•) (.'.tf:)1 .. tr df) [ :1. ' ' ' :1. C)C) ::i d(-:) Vl!:)1:.'.ti!:)Urs d(-:) 
[:I.,,, :1.CiD::I d' (-::nt::i.f,lr's 
b(,•li,; -1:: 1 :i. krl 
po<;; ti:.'.ond :i. t :i. on1;; : 
, la te>polcgie d'un arbre binaire sélectionné pour 
l'output est mémorisée dans bestrees, 
i:: NB : les modalités de cette mémorisation sont 
volontairement passées sous silence ici,] 
, :1. arbre binaire sélectionné 
- est le fruit de réarrangements gle>baux dont 
le pe>int de départ est AB 
- a (ou ce>rrespond ~ un arbre ternaire ayant) 
une parcimonie ~ besyet 
,:.;)t r:,, b,:-~st1 :i. k<-:l, 
Remarque : le(s) meilleur(s) arbre(s) trouvé(s) 
par l'algorithme de maketree est celui 
(sont ceux) de>nt la parcimonie= bestlike, 
?D 
6,4, ANALYSE DETAILLEE 
6,4,1, Arbre des appels de la procédure umaketree" (telle qu'elle 
est délimitée au paragraphe 6,1), 
Cet arbre est consigné dans le tableau ci-dessous, Il faut 
noter que les procédures ne sont mentionnées qu'une fois par 
niveau même si elles y sont appelées plusieurs fois, 
Tab,6,1, Arbre des appels de la procédure maketree 1 
................................................... ,. ·························-········-.. ·········-................................................... , ...................... -.................................................................................................. , .......................................... . 
N :i. •,1c•:•i.::.,1 .. 1 :1. N:i. veau 3 N :i. V~:)•'ill .. l !:i 
........................................................................................................................................................................................................................... ----.................................................................... . 
::.idd 
.:,.idd .... ~ 
pr~:ior-d~) -1::ï''y';.,_,dd ·:;; .',.l v et r ~:-:, (·:•i 
f :i. ndtrf,!(•:•i 
.',l d d t r ,,,:• ~:-i 
' 
l~(·:)lllOV~:•) 




f:~ V ;,.l l 1 .. 1 ;,.l t ~,) 
fillin 
c.e>unt 
po'::i tord,,:.ir ·· :t. .1. .1. :t. n 
L,../ ('.Dl .. tî'lt 
,:.'.OI.Jî'lt 
6.4.2. Description de différentes procédures appelées par maketree, 
p;.,_irti(-:-i l'analyse décrit 
systématiquement et successivement chacune de ces procédures 
appelées par maketree, pour la recherche des différentes 
topologies les plus parcimonieuses, Toutefois elle n'entre 
pas dans les détails de l'implémentation.C'est ainsi qu'ont 
été passés sous silence le recours ½ l'utilisation de 
pointeurs et les conséquences des restrictions imposées par 
le langage Pascal concernant la taille du type de base des 
types ensembles, De même, la manière dont les données de 
l'input (cf.paragraphe 5.4.1,) sont implémentées en Pascal 
n' i::-i s t p .:.:11:; pré I.'.: :i. 1,; é (·,i :i . .-:.: :i. , M .'.'.l :i. 1,; c 01 s d.o.n.n.é_0•1.s. 1,;_o,n,t. 1;;_1 .. 1pp,0_1,;_.:.:-ir15,;_ 
.,.,.1_,:::_(.:f,::•.1::-:::;_:i._b_l_,:•:•15,;_ P·'.'.lr 1.,.,.1 procédur·ri m;.,_1kr:,itr01r::-1 r:,it n' on-1:: p;.,_,·::; été 
obligatoirement reprises dans les arguments des différentes 
procédures, D'autre part, d'une manière générale, la facon 
dont un arbre est représenté reste caché dans cette 
driscr i pt ion, 
Selon les cas, les procédures appelées par maketree sont ici 
plus ou moins détaillées, Seule une définition est donnée si 
la procédure effectue un traitement simple, immédiatement 
compréhensible½ partir du code-source, Pour les procédures 
plus complexes, des spécifications sont données par 
assertions avec éventuellement des règles de traitement ou 
un algorithme en pseudolangage ou encore des schémas expli-
,:.:;,.1tif1,;, 
En bref, cette troisième partie ne s'intéresse pas fu la 
facon dont Felsenstein a formulé en Pascal son algorithme 
elle dégage, pas fu pas, la façon dont cet auteur applique le 
critère de parcimonie, selon les différents cas de figure, 
dans le cadre de l'analyse cladistique, 
DD 
Procédure ~dd (below, newtip, newfork) 
O.bJ(-:!.c.t. :i.. { 
[ ,:.: f . f :i. q . 6 . 2 , et p . I I I . 9 ::1 , 
,:~ j 01..1t,:.•!r 1 .. 1n 
év~;intu(•:•! 1 fü) 
AB. 
füommet (avec toufü 
et un füommet-ancêtre ~ 
bi!:!lOl•I 
n(·:!\.lt:i.p 





.=.:.\ r br·•::! b :i. n ;.:.1 :i. r ,;;i 
·;;; (,·! i,; d (❖! s ,:.: <a n d .:.:.1 nt m 
1 ' ;.:., r· br o:,·! b :i. n ;.:., :i. r f:! 
l)ré,:.:ond :i. t ion·;;; AB E•1,; t non • .. .., i di::-:-
poi,; t co nd :i. t :i. on'.,; 
be l ow : sommet lié½ nB 
newtip : sommet non lié~ AB, racine d'un 
arbre binaire ab 
newfork: sommet isolé, ancêtre 
;_:_, r· br o:-:-i b :i. n ;_:,1 :i. r f::! • 
newtip et newfork sont liéfü ½ AB' de la tacon 
su :i. v;.:.,nt,:-:! : 
, n ,:-:•! 1,1 for 11.. ;_:.1 r ~~' c u , p o 1..1 r f :i. .1. '.,; q.,.:.1_1 . .1_,:.:.h_o:•:•!, nt:.•! 1,,1 t :i. p 
(lui-même éventuellement 1:i.é ½ des descen -
d ;.:.,nt'.,; ) f.-! t , p o 1 .. 1 r f i 11,; f.!.r.:s.U, .. t, b f.-! 1 o 1,1 • 
, l'ancien père de below (s' :i.1 ex:i.stait) emt 
devenu l'actuel père de newfork, 
1.A l'appel, below peut être de degré O (c'est 
le cas lors du 1er appel de add par maketree) 
(Dans ce cas-1~, AB ne comporte que below). 
2.Lors de la construction de l'arbre binaire 
( 1 c> r ~:; q 1..1 (-:-~ ;.:., ,::l d ( , , , ) (•:-~ ~:; t: ;,:., 1:> I'.> (-~ 1 ï:'.-) p .:.:., r ;_:_, (l ,·::l p r (,:.~ c> r (l •::~ r ( , , , ) ) 
newtip sera un OTU Cet deviendra par l'action de 
add une feuille de l'arbre b:i.na:i.re). 
3 . n p r i:'.•! ·;;; l 1 ;,.1 p p ,;:-:, l d (•:•) .,.) d d ( b (:·! 1 Cl\,,, 1 n (·! \,,, t :i. p , n (❖) \,,, f Cl )'' k ) : 
newtip sera toujours t:i..l.s gauche de newfork. 
n 1 .. 1 t r O:❖! m o:,·! nt d i t , o:,•! n ;,:1 p F· i!:! l .=,.1 n -1:: .,,., d d ( 6 , :i. t (❖! m , for k ) pour 
la f:i.g, 6,3,C, on ne pourra avoir que le schéma de 
l ·'·'·' f :i. '.J , 6 , 3 . A C ,:-:·i t j .,,., m .:.:.1 :i. ;;; 1 .:.:.1 f :i. ~.:J , 6 , :3 , D ) • ( E!, :i. !·:·! n 
sOr,cem 2 derniers schémas correspondent ~ une 
-1:: op c> l o ,;;i :i. o:-:-! 1..1 n :i. q u o:❖! ) , 
D :1. 
A 4v·s 
•,,,_/6 BE LOW 





























6 BE LOW 
,' 
Fig, 6,2 Explication schématique des effets de l'application de 
la procédure add (below ,newtip ,newfork) sur 1 cas 
g <•:-l r1 é r ;:.i 1 : 
au départ: below est de degré 3 
newtip est de degré 2 
newfork est nécessairement isolé, 
N.B, en A below est fils droit, 
en C : below est fils gauche, 
1 ==li 
Procédure remove (var item, fork) 
1.. ,·.::+, -f-:1.,;_:_i, (.,,:3, î::it p. III.9::1 
O_b J(•:•)_,:.J:. :i.. f. 
n.r.~J1..1.m.~:)_n_t_-::;_ 
Retirer de l'arbre binaire AB le sommet item (restant 
1:i.é b tous ses éventuels descendants) et son 
sommet-père fork, 
;,_, r br 01 b :i. n ;,_, :i. r ,,:•) 
:i, t(❖!m i,; Cl mm ~:-) t 
fork 
pré,:.:ond :i. t :i. e>ni,; item est l:i.é b nB 
fork est le père d'item 
F:.é.:,;_1..1,l_t_.,,.1.t_::;_ .,,., r br(❖! b :i. n .'.'·' :i. r r) 
:i.t(-:•)l\i füOmm(•:•)t 
f c>r' k 1:iOmlH(❖)t 
p o s t .-:.: on d :i. -1:: :i. o n ·::; item Cet tous ses descendants éventuels 
auxq1..1elfü :i.l reste l:i.é) efüt détaché de nB' 
F:_; .. ::.m_;,1,r•.c1.1 .. 1_,::•)_S, 
f D r' k i:,❖ -::; t :i. i,; o l ,:.:.f 
AD ' (,•i :,; t 11 ,:.: :i. c .,,., t r :i. fü é " , c , .... J!.1 ···· d , q u <:.·) 1 ' ;,J n c :i. 0) n 
père de fork est b présent l:i.é b l'ancien 
f:i.ls (autre qu' item) de fork, 
1. Lorsque remove est appelé en cours de construct:i.on 
de l'arbre, item est un OTU (et est donc de degré 
1) ' 
Le cas général où item est de degré )1 ne se 
présente qu'au cours des réarrangements (locaux et 
·:J l C) b ·'.'.l 1 ..1 )·( ) 
:? , I 1 f.:.:,11..1t 
,::1u' :i.t(•:im 
dr-·o:i.t, 
no-1::i:-,i, .. · 
•,:; Ci :i. -1:: 
qu'on obtient le même 
au départ, t1ls gauche 
ré i,; , .. , l t .,.:.1 t 
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Fig, 6.3 Explication schématique des effets de l'application de 
la procédure remove (var item, fork) sur un cas général 
au départ : item est de degré 3, fork aussi, 
N.B, en A :item est fils gauche et fork est fils droit, 
en B :item est fils droit et fork est fils droit, 
en D :fork est fils gauche, 
84 
Procédure fillin (p) 
[,:.:f, p. III.9::1 
Remarque : Afin de ne pas entrer dans des détails d' implé-
mentations, un des arguments de cette procédure, 
ainsi que de la suivante, a été simplifié, 
O_bj!,·!:·:.:.t.:i..f.s.: 1, [t;.,_in·I:: dcinn!·'.·\ un no(-:)1 . .1d p : id!·:•!ntif:i.~:-!r l,::,1•::; v;:.ir:i .. '.'.lbl,:-:-1·::; 
étant dans l'état 1 chez un fils, et dans l'état 0 
chez l'autre fils de p. 
A.r 91 . .1.m_1,:-:•.n:t:::::;_ 
2. Tenant compte de cette identification : déduire 
pour chaque variable, l'état au sommet p, 
conformément½ son type évolutif et½ l'hypothèse 
courante (imposée arbitrairement par le programme) 










valeur de l'état 
variables telle 
arbitrairement par 
p r :i. m :i. t i f d c-:-1 ·l::.0.1..1.t_,:-:-!.1,;_ 1 ,:,-! i,; 
qu'elle est imposée 
li:,·! progr';:.1mm,:.;1. 
11 h 'J p " ~:! 1,; t 1 . .1 n ,:-:-1 s :i. m p 1 :i. f :i. c ;;_1 t :i. on 
zeroanc[i] pour tout ide 1 ½ words 




procédure evaluate ( voir ci-dessous) 
pré,:.:ond :i. t: :i. on·:1, fg,fd et p appartiennent t AP. 
p '"•:• ·::; t u n no,:,-! u d 
f q '"i~,; t f :i. 1 ;;; ~J;:l1..1.-:.:h,,,i d,,,i r· 
fd est fils droit de p 
h'JP :::: D ou :::: :1. 
les états des variables sont déj½ établis 
dans l'hypothèse courante, imposée 
arbitrairement concernant tous les 
états primitifs, pour fd et fg 
Ill ;_::i :i. ·;:; p .:.,.l 1:i p O 1 ..1 l'' p , 
steps : ensemble des variables dont ].'état est 1 
chez un fils de pet D chez l'autre fils de p. 
p : ·::iOllllll•:::•t:, 
r,01,; t.-:.:ond :i. t :i. on·::; steps est évalué et 
l'état de chaque variable est établi pour p 
selon la règle de traitement 




Règles de traitement pour l'établissement de 
( p) 
pour chaque variable . . 
si état au fg de p 1 0 1 0 1 
si état au fd de p 1 0 0 1 0 
Sl type évolutif= - - w w CS 
Sl état primitif= - - - - 1 
(selon hypothèse arbi-
traire) 
alors état du noeud p = 1 0 ? ? 1 
Légende . ? = inconnue au non sens . 
p = polymorphe c-à-d. simultanément 
w = Wagner 
es = Carnin Sokal 
- = quel le que soit la valeur 
D 
l'état de chaque variable du noeud p dans la procédure fil lin 
0 1 0 ? ? ? 0 1 p 1 p 0 p ? p 
1 0 1 ? 1 0 ? ? 1 p 0 p ? p p 
/es jcs es - - - - - - - - - - - - 1 
1 
j 0 0 - - - - - - - - - - - -
1 
1 0 0 ? 1 0 0 1 1 1 0 0 ? ? ? 
0 et 1 
F: ,::-i m .'.'.l r q u ,:-:•: ·;;; : 
:1., ~:it(•:•:p1;; 
( ',/Oil'' 
1;;,,:,)l''-'!.l 1 .. 1t:i. l i·;;;é 
,:.: :i ..... dtii;;·;;;ou\,; ) 
p ·'·'·' r ;_,:1 m i-:•) t r' E• ;_,:1 ,:,: t 1 . .1 (•:•:• l ('.OUnt 
2, L'utilisateur doit être bien conscient de la règle de 
traitement par MIX de l'état inconnu d'un variable 
(cf.tableau 6,2,), de sa signification et de ses 
implications ! En effet cette règle consiste j faire 
l'hypothèse parc:i.monieuse qu'il n'y a pas de 
changement évolutif pour cette variable entre le père 
et ses 2 fils, Elle cons:i.dère donc implicitement 
l ' é t .',.l t: 11 ? 11 ;,.11 . .1 n i v !❖: •'i.l 1..1 ci ' un f i l s d on t l ,:-:•: f r ,:-:-: r·· ,:-:•:• ,:.,i ·::,. t D 
(/1) pour cette var:i.able comme étant en réalité aussi 
Cl(/:1.) ! 
L'attitude de Felsenstein par rapport aux valeurs 
inconnues apparaît ici tout j fait analogue ½ celle 
que Swofford (:1.985,p,3,:l.1) a adoptée dans PAUP 
11 m :L ·::; s i n '.c.:J i i;; ,;;i q 1..1 :i. '..J ;,.1 l i!~ nt t Cl ' ·'.'.\ l l p Di;;·;;; :i. b 1 ,:-,i s t .',.l t 1::-i s ' 
Although the algorithm does not work exactly in this 
way, the effect is that all missing states are' filled 
in' accDrding te what would be the most parsimonious 
character state had it not been missing, and the tree 
l i:,-!n'.c;ith thr:!n i:.:omp1 . .1t,:-:,id, 11 
3, Un complément d'information concernant le traitement 
par MIX de polymorphisme et de l'état inconnu peut 
être trouvé dans la synthèse du paragraphe 6,5, 
4, Les commentaires relatifs ½ cette procédure fillin 
ç· 
.. ) 
d ,:.:.) ._,, ,~ ;,.1 :i. ,:,-! nt 11-1 t r 1::: m :i. '.,; #.1 ,i o 1 •.1 r , 11 '.:i ,:", t ·;;; 1..1 p f o r ,:,-: .,.,.1 ch n o r.:I ~:-i 11 
di:•:•1'v'ï';.'.1 :i. t fltr,a r, ..,imp 1.,,:1,·:.:é p.:_::iy-· 11 ·::;,;;it-:;; 1 .. 1p for .,.,.1 nod~,!, , , 11 
G) 1 . .1 ;,,.1 nt .,1.1 l .,,., ph r .,.,_1 ·;;; ,:.:.) 11 i f ;,.1 ,:.: h ;.:.1 r ·'·'·' (.: t ~:-i r i '.:> :i. n bot h ·::; ,:.:,, t ·;;; i t 
i ·::; i n ·::; -1:: •'!.) t (·'.·) 11 i::· Il ' (!.·) 11 (•:•) 1::) ·;;; -1:: p (,) 1..1 -1:: .... ri -1:: r ,,:·) un r (!·) l :i. q u •'!.\ t d , un 1:,) 
version antérieure, Dans la version actuelle de MIX, 
elle est erronnée, 
, 1... .:.::1 r i-1! g l ,:-:•! d ,:.:.i 
f :i. 11 :i. n ,:-:-i ·;;; t 
traitement utilisée 
plus contraignante 
réécr:i.ture mentionnée½ propos de 
(:]..:;:1r.:li·;;;tiqu,:.,i (cf, t:;,,_1b, 3, 2) , El 1,:-:-i 
compte le critère d'optimisation, 
De plus ,elle est plus simple 
par la procédure 
que la règle de 
l'exemple de Système 
prend, en effet en 
puisque l'arbre j 
construire ici est binaire (et non ternaire comme dans 
l ' ,,:·i :< ,:-:·! m p l ,:-:-:, ) , 
F" r o.-::: éd 1 •• 1 r (•:•i eount 
1.. ,:.: ·I· , p , I I I , :1. U J 
(• . .,1.:.::1r·· ,,; tp·::;) 
O.bJ•':•i.,:::.t.:i .. f. Pour chacune des variables, séparément, mise½ Jour 
éventuelle de la somme cumulée du nombre de change-
ments évolutifs déj½ encourus, 
stps : ensemble de vari8bles 
. nurn·::;:;.~c::iro L :1. , , ,:.:h;.:.1rfü J : t ;.,.lb l (,•i.=.;1u d' f,int i f·!l'' 
(chars= le nombre de variables fournies 
p .,.,.1 r l ·' 1 .. 1 t i l i i,; ;.,:1 t (❖: 1 .. 1 r ) , 
n1 .. 1mi,;on(❖) [ :1. , , ,:.:h;.:.1r1,; J :t. d, 
hyp cf, arguments de la procédure fillin (p), 
préconditions : , pour tout ide :1. ½ chars : 
l{é,1:;.1..1.l.t,.,.=:i.t:,:;. 
numszeroLiJ représente la somme cumulée des 
changements évolutiffü déj½ subis par la 
v8riable i dans l'hypothèse arbitraire 
où l'état primitif de la variable est U, 
numi,;on(,•iL:i.J , , , f:•:st :1., 
Remarque : l'initialisation½ zéro de 
numszeroLiJ et de numsoneLiJ 
et ré8lisée par la procédure 
<':) v .:,.1 l u .,.,.1 t (❖) , 
, hyp - U ou = :1., 
n 1 . .1 m •::i ;:,'. ~:•i r o ·' [ :1. , , ,:,: h .;:.1 r s J : t .,.,.1 b l fl .,.,.11 .. 1 d ·' ~:•i nt :i. (·:•: r 
n 1..1 m •::ion (•,i ' i:: :1. , , .-:.: h .:;.1 r ·::; ::i t .,.,.1 b l (•,i ;.,.11 .. 1 d ' fin t i ;,,: , ... 
poi,;t,:.:ondition: pour tout ide :1. ½ chars, 
éventuelle de numszero[iJ 
l .,.,.1 rn :i. ·::; <-:i .:.\1 j D 1 .. 1 r 
01 .. 1 d(❖: numi,;on,:-:-i [ i J 
TnDL.Ef'.'.'IU ô, 3, : 
est effectuée füelon la règle décrite ci -
d (•,i •::i s o 1..1 •::i : 
règle de mise½ Jour éventuelle pour toute variable ide :1. ½ 
chars par la procédure count : 
variable i in stps 
, hvp 
n 1 •.1 m ·::; ;:.~ ,:.,: r o L :i. J 
n1 .. 1m•::i on(·:·: [ :i.] 
Cl 1 .. 1 :i. 
C) 
i n ,:.: r ,:.:.\ m ,:.:.1 nt,;.:.\ 
de :1. 





........................................ 1. ......................................... .. 
Procédure postorder (p) procédure récursive effectuant un 
parcours et un traitement postordres 
d' un .=.=.1r··br'i:•,l b :i. n;.::i :i. r'>:•:•l, [cf, p , III , :1. Cl] 
Le traitement est le suivant : 
1 
.. ·::;i p 1::1·,;;·I:: 1 .. 1n,:,:i 
si nc)n ·':.lPPE• l (!.-:•l"• 
feuille : ne rien faire 
la procédure fillin(p) 
puis le procédure count(steps), 
i:,:i:-:-)m.=,.1rq1 .. 1,:-:-l eu premier appel de postorder le paramètre 
actuel sera toujours le racine (au sens de 
le théorie des graphes) de l'arbre binaire, 
Procédure evaluate Cr) 
[ ,:.:-f, p, JIJ,:1.0 ::1 
I, ()_b_.,)_i:•:•i.c:.t.:i .. f. : E•·.J.::.111 .. 1~:-ir ]..,,., ].,::in'.:;)' .. l(•:•l' .. lr d(!.,) l' .=.=.1r-br,:.:.:• i:.:, .... ).1.1 .... d, ].,:.:-:, n.o.m.b.r_i:·:•l. ,::10) 
,:.:_h_.=.=.1_n_9 ~:•l.m_,:.,)_n_t::,;;_ f\.Y.PJ.-.. !::!.t: .. :.i,. . :.f:..'.:.:.\. ( .... l :i. k ,:,-l) ï' ~,l q u :i. ·::; p ;_:.1 r t:.!:.:.t!::!.t!::::~_::.:.\. l 1::l-::; v .=.=.1 r' :i. ;_:.1 b l t::·) ~:; 
dans un arbre binaire AD donné ou dans l'arbre ternaire 
,:.:Dr' ï' ,:-,i ·,;;pond ;_,_1 nt )!.1 (~ D , ( " + 1 i k ,;.,) '' ,:-,i ·::; t ;,.1 pp f!.• 11 é l ;_,_., p_.=,.1,r'_,:.:. i .m.o.n. :i. _,:•:•i. ou l .=.=.1 
• ..,1_r_.=.=.i.:i .. s.c•)_m_l::·,.l.;.:,1_n_i:.:,~:·). d,:-:-1 l' .=:.11"•br'~:-l p.=.::ir F,:-:-il·::;\:')n·::;tfiin ) , 
ND :Si l'état primitif Cl Cou :1.) d'une variable i 
n'est pas imposé eu départ (soit par l'uti-
lisateur, soit par défaut) et si le CDntribu-
tion t like de cette variable varie selDn 
].'état primitif : alors il faut choisir le 
contribution qui maximise like et mémoriser 
l'état primitif correspondant, 
II , ~:i_p_é_,:,:_:i.,{:i.,,:::_.=.=:,.t.i.o.n:s.: 
Ar9umi::-1nt·::; AD : arbre b:i.naire. 
r·· : ·::; D m ln C·) -1:: , 
préconditions : AD est nDn vide, 
·,· ,;;, ·::; t 1 .=,:, r' ;,_, ,:~ :i. n ,,:l d ,;;) n P, , 
F: ,:-:-/ -,;; u l t -=.=:, -1:: l:i.ki:-:-:• : ,:-:-int:i.t::-lr C<D), 
guess tableau [:1., ,chers] de caractères 
avec chers - le nombre de variables 
décrivent les OTUs 
po·::;t,:::ond :i. -1:: :i. nn·=,; 
(·- like) : totalise les changements évolutifs de 
toutes les variables dans le cadre d'une 
analyse de parcimonie 
soit pour l'arbre ternaire obtenu en 
ajoutant la racine cladistique en 
dessous de la racine binaire (voir 
fig,6,4, et fig, 5,3) pour le cas 
où il y a un enracinement primaire 
de l'arbre et où la racine 
cladistique et la racine binaire 
sont dist:i.nctE~s; 
sait pour l'arbre binaire AB dans tous 




F: -'-~ c :i. n ,:-:•:• r:.: 1 ·'.'.l d :i. ·;:; t :i. ,·:~ u ,,:•i ( 1:~ C ) e t r ;,,.i ,.~ :i. n c-:-i ( r ) d f.·! 1 ' a r br' ~i b i n ;.,.1 :i. l'' f:❖ , 
, pou.r-. tout :i. dc-:•i 
ÇJUE•:•15-S'i ( :Î.) :c: 
90 
:1. 1,t ch;,.1r~,;: 
0 si et seulement si l'état 
primitif de la variable i vaut 0 
-soit selon l'indication de 
l'utilisateur; 
-soit par déduction du 
programme dans le cadre de 
l'analyse de parcimonie; 
-soit conformément~ l'option 
par défaut relative aux 
variables de type Camin-Sokal, 
1 s:i. et seulement si l'état 
primitif de la variable i vaut 1 
-soit selon l'indication de 
1' ut i 1 i sate1.1r 
-soit par déduction du 
programme dans le cadre de 
l'analyse de parcimonie, 
? si et seulement si 
Situation initiale 
·::;um : ,,,, 0 _; 
primitif de la variable i 
-n'est pas forcé b la valeur 0 
au t la valeur 1 par 
l'utilisateur au par une opti-
on par défaut du programme 
-et est indifférent, 
guess[iJ sera imprimé uniquement dans 
le cas où l'arbre est enraciné cladis-
-1:: :i.q1 .. 1(•:•)ll\(•:•:n-l::, 
P.o,u,r, i : :::: 1 !\ ('. h ;,,l r 1,; .f.:':':L) .... r.:ti. 
numszero[iJ :=O ; 
CNB: numszera[iJ=somme cumulée des pas 
évolutifs pour la variable i dans 
l'hypothèse arbitraire que l'état 
primitif de cette variable est zéro) 
n1 . .1msonE• [ :i. J : ::::C) i 
(NB: numsone[iJ -
(,:,:,·:::. t· :1. ' ) 
Sèquencement des traitements 
H:I., h'/P : :::: 0 ; 
(NB, hyp est la valeur de l'état 
primitif pour toutes les varia-
bles, telle qu'elle est imposée 
par hypothèse arbitraire (cf, 
arguments des procédures fillin et 
,:.'.OUi"lt,) 
, •','.i.P.F'.1:•::l,1:::,l"•. p O '.:i -1:: D ï' d (·:: i"' ( ï'• ) 
( NB , p o u r t o 1,.1 t i , 1 .=.=.1 'v' .=.=.1 1 ,:.:❖ 1 .. 1 i"• d (•:,, 
numszero[iJ est maintenant 
relative t la totalité de AB,) 
, ·''.i.P.P.(·:·:. l _(-,1.r. i:.: o 1 ..1 nt: ( •::: n -;,; 1::1 m b l i:-:-:• d ,,:•:• ·::; v ·'·'·' r :i .. =,.1 b l ,:.:.1,;;; v .=.=:1 l ;,,.in 'I:: 1 .=,11..1 
'.:i O ln lil E• t )'' ) _; 
(NB, Pour toute variable i valant 1 
9:1. 
;,:.11 .. 1 ·::; D m m ,:.:.:, -1:: r' ., 
l::·,:i.n.=.=.1ir(•:·: d(,·: 
num·;;;:.:-::,:,.:•r'o [ :i. J 




1.,.,.i r;,,,1,:.: in•::: 
v.:.:11,:.-:1 .. 11"• d,:.:.:, 
m.:.,.1 i nt(❖:n;,1nt 
t E• r n .=.=.1 :i. r r:• 
propos le paragraphe 6.5,3, et lm 
·f :i. ~:.:.! , Ô , l1, ) 
, ·'.'.l.PP.(•:•i.l.(•:•).r. poi,; t or d(-:-ir Cr) ; 
(NP,, F'our tout: i, 1-'.'.l ',/.',.ll(•:·)Ur d,:.:.i 
numsone[iJ est maintenant 
relative~ lm totalité de AB,) 
, ;·'·l.F'.P.ri.1.(•:•i.r'. ,:::ount ( (❖ini,;,:.:.:mb l •::1 d(-:-is ,,,, ;,.ir i ;.:1b l •::1s • ..;;.,.11 ;.,.1nt: Cl ;,.11..1 
SOllllll(•:•)t r) ; 
(NB, Pour toute variable i valant O mu 
sommet r, c,-j-d, ~ lm racine 
binmire de AB, lm valeur de 
numsone[iJ est maintenant 
relative ~ l'arbre ternaire 
correspondant ½ A8,) 
: :::: :1. N:1. ('.h.':.lrs f;.:.1:i.rr,:-1 
........ , ....... , ...... .. 
·lv •· ·;;;.:i.. l' ét;,:1t 1::-rim:i.t:i.f d(•,i 
~:-)-!:: v.,.,.11..1t :1., .,.:.1.J.o.r.i,;. 
lm variable i est connu 
sum := sum + numsone[iJ; 
•::;)1 • .1(•:•:•·::,1::• [ :i.] : :::: :1. 
.. s1 l'état pr:i.m:i.tif de 18 V8ri8ble :i. est connu 
f·i t \.1 .'.'.l 1..1 t: D , :',',1.J, .. PI.'..'.L s 1..1 Ill : :::: i,; 1 . .1 m + n 1 . .1 m ·::; ;:,·: ~,1 r' o [ :i. J .: 
, guess[iJ := D ; 
·· 1,;_:i._r1.o.n. •· ·::;.:i .. num·::;on,:.:.i[ :i. J < num1,;;:,'.~:,1 r'o[ :i.], .:.:.1.l_o.r'.i,;. 
•· :;;.:i .. n.o.n. 
, sum := sum + n1..1msone[i::I; 
, f,Jl..l(·:)!:iS [ i] : :::: :1. ; 
, sum := sum + numszero[iJ; 
1 
.. ~i. n1..1mszero[iJ(n1..11nsone[iJ 
i:.1).D.r:::i. (Jl .. f•::•)SS [ :i.] : :::: C) 
!:i.:Î..ï\D.n. (IU•::)55 [ i] : :::: ? .: 
(NB.cas où numszero[i]= 
numson 1:•:•1[ :i. ::1 ) 
·X· •::il . .llïi : :::: 1:il..llÏI + (nombre de fo:i.s que la V8r:i.able i i.'.) 
]. .::.1 é t: é dé ,:.: 1 .,.,.1 r é (❖) F' ( o u P. ) 
m8trice de description des 
(NB, Contr:i.bution des 
po 1 vmoi-·ph :i. ·::;mi:-,i, ) 
t~ ,\ , 1 :i. k (':• ···· ···· ·::; 1 • .1 rn , 
d.:.:.in·::; 
OTUfü) ; 
(NB, Like définit selon Felsenstein 
l ;_,_, 11 v r· ;,_, :i. i,; (::•i m b l ;,., n ,:.: (::•) 11 
Selon les C8s, 
relmtif b l'mrbre 
01 .. 1 1' ;,:.1rbr0) 
d 1,:-1 l ' ·'·'-' r br· c::i , 
l :i. k(:,i (-:-ii,;t 
b:i.n;,.1:i.rl!,) (.~E!, 
·I:: (❖1 r n ;.:.1 i r (•:·) 
correspondmnt voir post -
conditions ci-dessus,) 
1. C'est 1'8ppel t count (ensemble des V8ri8bles V8l8nt 1 
[/OJ mu sommet r) qui permet de ten:i.r compte, le cms 
éché8nt, dmns l'évmlumtion de lm longueur, d'un sommet 
non :i.mplémenté et surnuméraire par rmpport 8U 2spp-1 
·::; o m m '!.·! t s d (::•) n B ( ,:,: f , f i g , ô , 1.,. ) , 
2, L'ét8pe H 3 dmns le séquencement des trmitements décrit 
,:'. :i. .... d (-:~ 1,; s 1 .. 1 i,; <:-) 1,; t '!.·! n f ;;,1 :i. t " (❖! :< p 1 os é " d .,,.,ni,; l ' .:;.1 l -'..'.J o r :i. th m (::❖ d (❖1 
Felsenstein, ce qu:i. m pour conséquence une mult:i.pl:i.c8-
tion des tests et un mllongement du code, 
3 , i:;: ·'·'·'pp 1::1 1 l •:•:) ·::; ,:~ ;,., ·::; " 1..1 ·;,; (·:! r -1:: r· (:,! ,:-:-i " ,,:•1 t " th r· (❖! s ho 1 d " d 1::-1 
Felsenstein ne sont pms pr:i.s en compte :i.c:i., 
4, Dmns l'un de ses mrt:i.cles, Felsenste:i.n (1983,p.317) fait 
une mllusion implicite au séquencement des traitements 
exécuté p8r évm1uate ! 
Procédure tryadd (p) 
1.. ,:.:·!·, 1::., III,:1.2 ::1 
F:J-:•.m_;.:.i_r_q,1..1_(::•1. P.r.é,m,:i.,m.:i._:-1.-'!.'!_:Î._ï'.':: !..,;_:_, pï··oc:{•dl . .l\"(•:•) t,•v;,:,,dd (p) (::)'.:it ·'.:1pp(•:•)lé(,·) 
O_bj .•::'_,:.:.t. i. -F_·,,;_: 
p;_,.ir' ;_,_,ddpr·,,,)or•d,:-,ir· ( p, :i. trim, nu for k) ;,.11..1 co1 .. 1r•·,,; d,,:-is :,:: 
gr8ndes étmpes (cf, p8r8g, 6,3) intervenant dmns 
la procédure maketree, Dans 18 dernière 
ét8pe,l'appel t 8ddpreorder est précédé de 
1'8ppel de remove (item, n1..1fork), 
.... n_.,Î.C)_l..1.'1.'.f·:•.r. t_(❖!_rn_p_or•_;,.1_:i.r_(•:•1.lll_(•:•:•.n:I::. 1.Jî\ 1:;_o,m,m_i::)_t_ ( :i. t(::-1m) (.:.:.,vec to1 .. 1·::; !:iE•'.:i 
éventuels descendants) et son sommet-père (nufork) t 
l ' •'.'.i r b , ... C·) b :i. n .:.,:1 :i. r ('·! n P. < n o n ,:.: cÎin p 1 é t é ) .,,:, p ;_:,1 r t :i. r d 1 • .1 s o m m ,:-:-i -1:: 1) 
l:i.(, /1 (ip,, 
- ~1 l'ajout de ce sommet (item) est fait pour la 
première fois dans l'étape en question, ou si la loca-
lisation (p) de cet ajout donne un arbre binaire AB * 
strictement plus parcimonieux (ou correspondant b un 
arbre ternaire strictement plus parcimonieux) que les 
autres localisations de ce même ajout testées jusqu' 
alors (dans cette étape) 
;,.il i::)rs m.é.m.o.r.i.~,if:,i.r .. "P .. ". d_;,.1,n:::i .. ":l::.h.~,i.r.(,•1 .. ". 
- De plus, si en cours d'un réarrangement global, l'ajout 
b partir de p a pour résultat un arbre binaire AB* au 
mo:i.n~,; parcimonieux que b:i. n.:.,_,i r·~:-i 
(:Cimp l i,-itfim!•:-int 
j 1 .. 1 1,; r::1 u ·' .,.,.1 l o r ·;;; : 
construit AB** le plus p.,,., r c :i. mon i ,;;i u :.,: 
.:.,.1 l or1:; m.é.m.D.r :i.y;_i:•:•i.r. é.0:'il.l_,,:,•.ni.,:::•.n.t. 1_.,.,.1. ·l::.o.i::-.o.l.Cl9.:i.p_ d.(•:❖• n_E',:X·. 
(! pour autant que cela ne soit pas déjb fait), 
(NB, Au cas où l'évaluation de la parcimonie est 
relative t un arbre ternaire correspondant b 
l'arbre binaire construit, l'énoncé de cet 
o b j f:1 ,:: t :i. f (·:•i i,; t : d ~,) p l us , ·;;; :i. , , • ;,1 p o 1 • .1 r r· é s 1 .. 1 1 t ·'·'·' t 1 .. 1 n 
arbre binaire AB* correspondant ½ un arbre 
ternaire AT* au moins aussi parcimonieux que 
l'arbre ternaire AT** correspondant ½ l'arbre 
binaire AB** complété le plus parcimonieux 
j ui,;qu' .=,.1 lors f .,.,.1 i t) , 
n.ri:Ju.m.e.n:t.s;. : n B : ·'.'.l r br(·'.·) b :i. n .:,.1 :i. r ~:) ' 
F:!•:im;.=.1rq1 . .1i:,•i 
p : !:iOll'lm(•:❖ t, 
ri::>e>t : i:;omm,:-:i-1::. 
:i. t(•~m : •::iOllllll(,❖ t, 
nufor·k : i,;omm,;;it, 
th,;;)rf) : !:iommf)t. 
bestyet : entier, 
bestlike : entier (NB 
lastrearr : booléen, 
n'intervient qu'½ l'étape II) 
les arguments des prDcédures savetree, findtree et 
addtree sont volontairement omis ici. 
pré,:: on d :i. t i on·::; : 
AB est non-vide et non-complété, 
root est la racine de nB. 
pet there sont liés½ nB. 
item, racine de l'arbre binaire ab, est nDn lié½ AB. 
nufork ,,;i·::;-f:: 
b~:❖ ·::;tvrit <D 
b i:•:) i=; -1:: l :i. k ,:.;i < D 
un sommet-ancêtre isolé. 
(!initialisé½ -32DDD), 
( '' p;,:1 r' ,:.: :i. mon :i. ,,:•i '' ,:.: ..... 3.1_, .... d , ( .... 1 ongu\•:-iur) di:-:-i 
l'arbre binaire complété ou de l'arbre 
-ternaire correspondant actuellement le 
p 1 , .. 1 s p ;.:.1 r· c :i. m n n :i. <',! 1 .. 1 :-:. ) , 
lastrearr - soit false 
et l'étape en cours est celle de la 
construction de l'arbre binaire (et 
bestlike ~'intervient pas) 
1;; o :i. t 'I:: r u ~:-! 
(❖!t 1' ét;,;ip,:,~ 
ré ;.:.1 r r ;,., n '.:;J <':! 1n (❖!nt 1;; 
int;;,!rv:i.(•:•!nt), 
f:!Y'I t.'.'.01 .. ll''!:i 
~;J 1 0 b ·'.'.lu )·( 
f:!1:it 
((·:!t 
C(❖! l 1 (❖! d(❖! 
b<-:!S t l :i. kf? 
!lf-l ·;;; !·.1 1 t ;.:.1 t i,i. : AB ;.:.1 r br·~:•! b :i. n ;.:.1 :i. r· f.-:-! 
root : SC>llllll(,•!t 
th<,•!r~:-!' : i;;omm,!.•!t 
:i. 'l':(?.lll : !:iOllllll('.:!t 
nufork : sDmm•::!t 
b~:!füt'y(•:~t• : (,~nti(-:-!r 
b~:~s t li k(•:•!' : ~,!nt :i. <0r 
l :i. k<-:-! : (❖!nt :i. er 
F'.<-:!ln,'.'.ll''q1 .. 1,:-:-:, 
[ :1. , , 1 UD::I df,! V(,,•ct(0urr..; d,:-:-! 
[1, .100] d'entiers 
les résultats des procédures savetree, findtree 
et addtree füont volontairement non explicités 
]. ,:.~ :1. 1 
poi,; t cond :i. t :i. e>n1,; 
AB-résultat est identique~ AB-argument puisque 
l'ajout a été temporaire. 
De même, les préccnditions de re>ot, item et nufork 
sont aussi leurs postconditions); 
bestyet' et bestl:i.ke' et like<O; 
1 i k~:•! <-:-!i,; t l ;.:., p;;,1r,:.: :i. mc>n :i. (❖!" ,:.: , .... ).!.1 .... d , ( .... 1 on9u~:-!1..1r) d(,·! 
l'arbre AB* (ou de l'arbre ternaire correspondant) 
;,.l V(•:•! C ·'.'.l ,J D 1..1 t ; 
b (0 i;; t y(❖! t ' <•:•! 1,; t l ;,:.1 p ;,,.1 r· ,:.: :i. m c> n :i. (·? ,:.: , ..... =.\1 .... d , ( .... 1 c> n 9 u ,:,~ 1..1 r ) du 
meilleur arbre (binaire ou ternaire ce>rrespondant) 
e>btenu jusqu'alors dans cette étape (et au cours 
de cette itération de la boucle for) lors de 
l'ajout d'item et de nufork. 
r:::::: 
bestyet' = bestyet 
et bestvet'~ like 
et there' = there 
b(01,; ty(❖!t 1 ) b(,·!S ty(❖!t 
~,!t b,:-:-!sty<•:•!t' .... l:i.lt..(❖! 
et there' =pt there 
s1 lastrearr = true 
.. i,; o :i. t b f! s t 1 i k (❖! ' :::: l :i. k f.~ > b <-:-! 1:; t l :i. k e 
et alors l'arbre AB* (c.~-d. avec ajout) a 
été mémorisé dans bestrees 
.. 5 o :i. t b <•:•! fü 'I:: 1 :i. k (,·! ·• :::: b f:•! 1;; t l :i. k 0! 
alors s1 bestlike - like alors l'arbre AB* 
a été mémorisés' il ne 
1 ' était pas encore, 
voir remarque 2 de addpreorder, 
1, La procédure tryadd est complexe, Elle est criticable 
elle est très hétérogène, 
('.,':.lr 
Il est , d'autre part impossible de la comprendre 
devoir comprendre simultanément le mécanisme 
construction de l'arbre et des réarrangements globaux 




2, Le commentaire accompagnant cette procédure dans MIX,PAS 
mérite d'être précisé et complété , 
F°r'o,:::,1.-\d1 .. 1r'(•:-:• Addpreorder ( p, :i. tf::•)lll, n1 .. 1 for k) : pr'o,:,:éd1 .. 1rf:•) ( ré,:.:1 . .1r'·::; :i. Vf!!) 
effectuant un parcours et un traitement préordre 
de l'arbre binaire AB, [Cf, p. III,12 J 
L~ traitement est le suivant : tryadd (p), 
1, A l'appel, le paramètre actuel de p sera 
toujours root Cc,-t-d, la racine binaire), 
2, L'appel t addpreorder (p, item, 
logiquement suivi de l'appel t 
:i. t(•'.·)lll ., n1 .. 1 for k) , 
Procédure tryrearr (p), 
L ,:.: f , f :i. ,;,:i , 6 , ~:i (·'.·) -1:: p , I I I , 1 1.,. J 
nuforl~) (':)füt 
;,.1dd ( th(•:•)rf:•), 
Obj (❖)_1.'.:_t_:i .. f.: (·'.·)·;;;1:;.,.,.1v(•:•)r un r'é.=.'.ll''r';,,_1n'.J 1:,•)lll(•:-)n·I:: J ..9.~;,~_!,\1.J .. d(•:·) 1 ·' .,.,1rbr(,·) b :i. n.=.=.1 :i. r'E• 
AB½ partir du sommet plié½ AD, 
" !:i :i. (.'. f'.·) t ,,:,) ·::; i:; .=,:, :i. f'.·) ·;:; t f r 1.1 ,:.: t 1 .. 1 (·'.·) 1 .. 1 )·( ' C ' 1:;) ·;;; t .... -'.!.l .... d :i. l" (·'.·) i:; :i. 
l'arbre AB' ainsi obtenu est strictement plus 
parcimonieux qu' AB 
ou si l'ar'br'e ternaire AT' correspondant t AD' 
ainsi obtenu est strictement plus parcimonieux 
que l'arbr'e ternaire AT correspondant t AD 
·'.'.l 1 0 't'' i:; ,:.: 0 n fü (·:) l"' V (·'.·) r n B ·' ' 
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Fig,6,5 Explication schématique d'un réarrangement local 
résultant de la séquence d' intructions [ remove (p,forknode); 
add (whereto,p,forknode) ;J contenue dans la procédure tryrearr 
< p ) , d ;,., n fü I.J n ,:~ .:,.i fü '.] é ri é l'' ;.:11 o i:.1 1 <-:i d f,i 9 r é d ri p , d fi 1r. c> n p f,i r fi f,i t ·::; on 
qr.:.;ind .... pt,rri s:: 3, 
FK = forknode ,FB = frombelow ,W = whereto, 
9? 
A.r·.:;:J.• .. 1.m.~:-1.n:t:.1,;_ : AB : ;,.1 r br(:·! b :i. n -'i.l :i. r· ~,! . 
p : SOllllll(•:~-1::, 
r SOllllllf:!t, 
bestyet entier, 
success : booléen, 
pré,:.'.ond :i. t :i. ons : 
p est lié½ AB et est de rang n, 
bc-:isty~:-it <Cl (::::''····lonqu1,:-11 .. 1r'' di:-:-i r,B ciu d~:-:• l' .,,.1rbr01 
ternaire correspondant), 
r est la racine de AB, 
i:,:_é);;_u_l:l::_.,.:.1_t:::;_: (.H!,' : ;.:.irbrc:,i b :i. n;;.i :i. rc:,!, 
p : SOlnlllf!!-1:: , 
r' : füCllllln(❖)t, 
b1:.-)s-l::y,:-:i-l::' c❖!nti,:-:-ir, 
1:;.1.J(~C.(~~füi!;) : l'.:-.C)C)]. é(❖~î"t, 
pos t,:.'.ond :i. t :i. c>ns p est lié½ AB' et r' est racine de AB' 
' SC) :i. t AB, :::: AB 
et p est de rang n 
et bestyet' - bestyet 
et success' = success 
(-:-i-1:: r' ,,,, r', 
, so :i. t nB' ;0. AE!, 
et p est de rang n-1 et est fils gauche, 
Il a gardé le même père mais celui-ci est 
maintenant de rang n-2, 
Par contre , l'ancien grand-père de p est 
maintenant de rang n-1, 
Quant ½ l'ancien frère de p, 11 est resté de 
r•;;.in~;J n 1:.-it ,:.:.ii,;t dc1nc m;,.1:i.nt(•:•!n;;,int l(•?. f:i.ls d(,·! son 
ancien grand~père, 
<NB : voir explication schématique 
<-:-it bc-,is ty(,•!t' > b<-:-ii;; t"y(:~t ( b1::-1-m t"y(•:-i-1::' 
f:i.~;i.f.i.~)). 
(❖! fü t l ii.l 
parcimonie (c,-½-d, [ - longueur]) de AB' 
de l'arbre ternaire correspondant), 
et success' - true 
et soit p est de rang >l (cf, p.I,2) et r' 
soit p est de rang 1 et r' est le père 
d<-:-ip; r't-r. 
(01 . .1 
.... r' 
F(~,i.m_;;.i.r_q_,..1_<,~.s.: :1. , 1... ,:-:•! s ,:.'. c> n d :i. t :i. on m d' <•?.1,; s ;.:.1 :i. d' 1 .. 1 n ré ;;,1 r r· .,,., n g ,:-:-i m ~:-in -1:: l o I.'.'. ;,.1 l 
(½ savoir le fa:i.t que p a:i.t un père et un grand-
père) sont testées½ l'intérieur de la procédure 
·l::rvr,:.:.i;;,irr. Il ;!11 .. 1r;;.1:i.t été pl1 .. lfü "jol:i.'' ci(❖) f;;,1:i.r(-:•! ('.f! 
test en amont de l'appel de tryrearr 
2,1...e résultat d'un réarrangement local ne change 
pafü selon que p ,au départ , so:i.t f:i.ls droit (cf, 
fig, 6,5,A) ou fils gr.:11J,1he (,1f, fig, 6,5,e,), 
Il est également indépendant du fait que forknode 
,initialement, soit fils droit (cf, fig, 6,5,A & 
6,5,B) ou fils gauche (cf, fig 6,5,C), 
La figure 6,5,D, sera donc le résultat unique de 4 
schémas initiaux différents, ( Ces derniers cor-
respondent d'ailleurs I une topologie unique), 
(Voir~ ce propos la distinction entre sémantique 
procédurale et déclarative dans les annexes I et 
II.> 
La même remarque s'applique pour la figure 6,5,F, 
<De plus, ces deux figures CD & FJ sont des 
représentations graphiques différentes d'une même 
topologie), 
3,Un réarrangement local, tel qu'il est représenté 
dans l'explication schématique de la fig, 6,5 
correspond d'un point de vue toplogique • la 
description générale des réarrangements locaux 
telle qu'elle est faite dans la documentation 
générale (MAIN.DOC, paragraphe "The algorithm for 
constructing trees") par Felsenstein : "A local 
rearrangement involves an internal segment of the 
tree in the following manner, Each internal 
segment of the tree is of the form (where Ti, T2 
and T3 are subtrees,, ,) 
Fig, 6,6, a) 
(extraite de MAIN.DOC de Felsenstein,) 
the segment we are discussing being indicated by 
the asterisks, A local rearrangement consists of 
switching the subtrees Ti and T3 or T2 and T3 so 
as to obtain one of the following : 
99 
Fi~~· f.:,,ô, b) & c) 
(adaptée de MAIN.DOC de Felsenstein,) 
Illustration d'un réarrangement local 
fournie dans la documentation de 
Felsf?nstein, 
Pour comprendre la correspondance entre les 
graphiques de la figure 6,5 et ceux de Felsenstein 
(figure 6,6), il faut simplement réaliser que pour 
le premier réarrangement p vaut Ti tandis que pour 
le se,:.:ond, i 1 V-':.ll.lt T2 et q1..1e 1 e II interna 1 segment 11 
de Felsenstein est en fait l'arête joignant 
forknode ~ whereto. Il y a simplement un éclairage 
différent dans la documentation de Felsenstein où 
les réarrangements locaux sont décrits en 
,:.:omme référen,:.:e ,:.:et "i nternal segment 11 
qu'ils sont réalisés dans MIX • partir d'un 
p devant avoir un père et un grand-père, 
Le réarrangement local est aussi conforme 
définition relativement vague qu'en donnent 
et Pimentel (1985, p. 49) 11 ,,,10,:.:al 
swapping rearranges terminal tree 









Procédure repreorder (p) pro ,:.:·éd u r f:,1 ré c 1..1 r ·;;; :i. v (,·l (,~ f f (,·l c: t 1..1 .:,:.1 n -1:: 1 .. 1 n 
parcours et un traitement préordre 
d ' 1 .. 1 n ;;_1 r br f:l b :i. n ;;_1 :i. r fi , [ C f , p , I I I , :1. \:\ ::1 
Le traitement est le suivant : tryrearr (p), 
F,:(-:-im;;_1r•q1 .. 1(•:-i : A 1..1 p r c,•l m :i. c-:-i r ;;,1 pp C❖l 1 
serait toujours 
bi n.:;.1:i. r<:,i, 
le paramètre actuel de p 
la racine de l'arbre 
Procédure rearrange (var r) procédure répétant l'appel de 
"r(•,ipr<:,ior~:kir (r)" ju·;;;q1..1 1 il.1 i:.:,,,i q1..1' ;,,.1u 
cours d'un parcours (effectué par 
cette procédure) aucun 
réarrangement local ne réussisse 
plus (c,-t-d, qu'on achève le 
parcours avec success - false), 
(cf, p. III.:l.~:i) 
l?(•,im;;,1r·qu!-:-1 Le paramètre actuel der t l'appel est la 
racine de l'arbre binaire. 
l. c· 
'··'' .. ) ' REMARQUES SYNTHETIQUES. 
6.5.:1.. Le traitement du polymorphisme (P/B) par MIX. 
6, '.:i, :1., l, Comme signalé précédemment (cf.parag, 
polymorphisme n'est pas admis par MIX 
primitif de variable, (Si l'utilisateur 
comme état primitif, le programme le 
automatiquement en?), 
~'.) , l1, , :1. 1 ) J ]. (•:•! 
,:.: o mm c-:-i é t ;_,_1 -1:: 
:i.ntr·odu:i.-1:: P 
tr.,,.,ni,; f orm,,,i 
6.5.:1.,2, L'utilisateur peut introduire le polymorphisme comme 
état de variable des OTUs analysés, 
6,5,:1..3. Par hypothèse, la rétention du polymorphisme est un 
évènement beaucoup moins probabl.e que les changements 
0 / :1. ( ,:.: f , M I X .... D O C: ) , ( C ci-:• ,.:: :i. <::-i fü t :i. 111 . .1 s t r• !-'.-/ p .:.,:1 r l ·'-'.l r ,:-:-i q l c-:-i du 
t.:;1b l f·).'.'.lU ô' 2' ) 
:1.0:1. 
6,5,1,4, L'alqorithme de construction de l'arbre de maketree 
foncfionne de la manière suivante : 
a, il ajoute au total des changements évolutifs pour 
l'arbre (c.-à-d, à la longueur de l'arbre) autant 
d'unité qu'il y a d'états de variables déclarés 
polymorphes au niveau des OTUs (cf, procédure 
evaluate), Cet ajout est donc automatique et 
indépendant du critère de parcimonie~ maximiser ! 
b. il se contente alors de traiter les états polymorphes 
comme s'ils étaient inconnus (cf, procédures fillin 
(,-it co1 .. 1nt) , 
6.5.1,5, Ces règles de traitements ne sont pas formulées explici-
tement par Felsenstein , dans sa documentation, Ceci a 
pour conséquence que la compréhension du décompte des 
pas évolutifs imputables au polymorphisme et de leur 
localisation dans l'arbre peut ne pas être évidente pour 
1' ut :i. li !:i;.:.1t(•:•it..1r' d<•:-i MI X , , , C ,:.: f, f :i. ~.:J, I 1,), 1 ) 
6,5,1,6, Le traitement des états polymorphes par MIX n'a rien à 
voir avec la parcimonie de type polymorphisme 
< 11 Pol ymorph :i. 51\l p;.,1r1:. :i mc>ny") qu(,·! F f,i l S€•!ns t€•1 :i. n décr :i. t d.:.:.1n1,; 
ses articles (1983, p. 318 et 319,1979 & 1982) en les 
comparant~ d'autres types <Wagner sensu stricto, Camin-
~:iok;.,.11, , , , ) , 
6,5,2, L'état inconnu ("?") 
t.i, ~i, 2 , 1 , 1 ... ' ut :i. l :i. ~5;_,.,t~:~1..1r p<•,iut donn<•,ir 1 ;,,.1 v;,;1 l <0ur :i. nconn• . .ll❖! ( 11 '? 11 ) i.\1 un 
état d'une variable d'un OTU ou~ l'état primitif d'une 
variable dans 2 cas de figures : 
soit si la donnée n'est pas disponible (par exemple 
en raison du mauvais état de conservation pour 
1 • .1 n f o i,; -m :i. l ,:-:-i ) 
soit parce que le caractère 
(par exemple la couleur 
pour un OTU dépourvu de cet 
n'est pas d'application 
blanche d'un appendice 
;,,1 p 1::, €·! n d :i. c '!.·! ) , 
6,5,2,2, La fréquence de5 données manquante5 con-mtitue un 
problème crucial en paléontologie, Fort heureusement les 
programmes récents d'analyse de parcimonie sont capables 
de s'en accomoder, Mais curieu5ement, on ne trouve dans 
la littérature cladistique que très peu d'informations 
concernant le traitement de l'état inconnu, 
La documentation accompagnant le programme PHYLIP ne 
fait pas exception~ cette règle: absolument rien n'y 
f :i. l t r !•:•:• ,:.; o n ,:.: ,,,i r n •'·'·' n t l ~,i II m o d ~:-i d ' (,·! m p l o :i. 11 p 1.'.lr' l ' ;,.1 l ~.:J o r :i. th m f.-1 d <•:•i 
MIX di!.-!!:i "?Il' 
:1. 02 
6.5.2.3, L'utilisateur doit être bien conscient que s'il donne 
1 ;_:,1 .,,, ;_:,1 l ~,lu r 11 ? 11 J,.1 un é t ;.:.1 t d l!:l v .,.:.1 r :i. ;_,,\ b l 1,:-l ou J,.1 un é t ;.:.1 t 
primitif de variable , cela signifie qu'il passe tout ½ 
fait la main au programme t ce propos selon la 
solution la plus parcimonieuse, MIX pourra remplacer ce 
11 
·7 11 1) i.:., r C) c> 1..1 p ;:., r' :1. p e> 1 ..1 r 1 <•:-~ ,:,~ .:.:., l ,:.~ 1..1 l d <·:•:1 1 ;_:_, 1 o r1 ~:.:J 1..1 c-:-~ u r t'.:I ' 1..1 r1 
-'cl r· b r <·,l ( v o :i. r 1 -'.'.l p r ci c éd u r '!.·) f :i. 1 1 :i. n ) , D ·' ;_,.1 ut r ,:-:-i p -'.'.l r· -1:: , 1 . .1 n i:-:l 
méconnaissance de ce fait pourra rend~e l'output très 
-'.'.l m b :i. 91 .. 1 , < c f . -f :i. g , I 1) , 2 ) 
6 , ~> , :;:~ , l,. I 1 €,' :-: :i. s -1:: (•:•l 1 . .1 n t,.:J 1 :i. s ,,,; (❖l m ~:-l nt d fl ·::'• :i. q n :i. f :i. ,::: -'.'.l t :i. o n d u 11 ? " pou r· 1 . .1 n 
état de variable selon qu'il est relat:i.f, d'une part,t 
un HTU dans l'output ou,d'autre part,½ un HTU au n:i.veau 
de la procédure fillin ou½ un OTU , 
E:: n 1::l f f ,:-:-l t· , '.,i :i. 1 (·:l pro {:J r ;_:,1 mm,:-:~ :i. m p r :i. m (,·l 1 ·'·'·' v .,.,.1 l ~,lu r 11 ? " .,1, un <-:-i 
variable d'HTU, cela signifie cette fois non pas que 
l'état de la variable est inconnu au niveau de ce HTU 
ma:i.s qu'il est aussi parcimonieux de lui attr:i.buer la 
valeur □ que la valeur 1 pour une topolog:i.e donnée, 
Ceci est d'ailleurs clairement expliqué par MIX-DOC: 
11 I f th (•:•l :i. n f ,:-:-i r r ,:.;:, d ~,; t .'.'.l -1:: <-:•l :i. '.,; ·'·" " ? 11 , th l!,l r ~:-l 1,1 :i. 11 b !,·l mu 1 t :i. p l ,:-:-) 
equally-pars:i.monious assignements of states; the user 
mu i,; t 1,1 or· k th c-:-l r· '!.·) Cl 1 . .1 t for· th 1:,l ms rl 1 v <-:-li,; b v h ;_:_, n d , 11 
é , ~:i,?, ~i, C1:•,l mlJm1,:-l 9 l :i. ss1;,lm'!.•lnt d~:-l ·;;;~:-lns s~:-l r1atro1 . .1vi:-:-l ;_:1u n :i. v<-:-i;_,_,u du 11 ? 11 
c o mm (•:•l é t .,_:.1 -1:: p r :i. m :i. t :i. f : -~., 1 ' :i. n p 1 . .1 t , " ? " ·;;; :i. r,;,1 n i f :i. e❖l :i. n ,:.:on nu (•:•l t 
no n .... :i. m p o !,; é ;.:.1 u dép ;_,_1 r -1:: , ( 1... 1:-:-i p r· c> ~:.:J r ;,,., 1n m ,:-,) f <-:l r ;_,_, t o ut J.?.1 t ,::; u r· 
l'hvpothèse que l'état primitif est O et puisqu'il est 
1 pour rechercher la solution la plus parcimonieuse), A 
l'output (cf, valeur de guess calculée dans la 
p r o ,:.: éd u r ,:.;.) (•:·l ._,, .,_:.1 l 1 . .1.'.'·' t <:-l ~,i -1:: ,::1 .-;,) 11 t,J u .-;,) ·;;; i,; ,:-:-l 1,; 11 d .,.,.1 n ·;;; l ' 11 o 1 . .1 t p 1 .. 1 -1:: 11 ) , 1 (•:•i 
? si9nifie que la s,::;lution où l'état primitif vaut 1 
est aussi parcim,::;nieuse que celle ,::;ù il vaut O. (cf, par 
,:si :•( ,:-:•) m p l ~:-l l ;_,.1 +- :i. ·::J , I 1,) , '.,:~ ) , 
é,5,3. Types de racines et types d'arbres, 
l...e concept de racine est particulièrement ambigu et 
problémat:i.que en ce qui concerne le programme MIX. La racine ½ 
laquelle fait allusion la documentation destinée½ l'utilisateur 
( cf, MrtIN.DOC, DI'.:;c:i:,:[T[,[)()(: ~:d: MIX.DOC E•·::,t 1.,.,.1 l'':'·'·'·,:.),n.(•:-l, 
:;,:J .. fi,l.:) .. :.i, .. fü.:!.:-:J .. q_1::!.1/.:L , (: ' 1:-,:• ·;;; t 1:-:-l g ;_,:1 1 1:•:•l m ':'.-) n -1:: ,:.: (·,l t t (•:•) r ;_,,1 ,:.: i n 1:-:-) q 1 .. 1 :i. dés :i. ~J n ,:.:.) 1 1:,1 m o t: 11 l"•oo·I:: 11 1 Dr'::iq1..1' :i. 1 -'.:lPP·'.'.'1l"-'.'.l:i'. t d.,.,.,n·;;; 1' 01..1tp1 . .1t d(-:-l MI X , P ;,;ir cont r·1::•l, 1 i:,•l 
-1:: 1:-:-i r· m i::-i II r o o t II q u :i. '.,; (-:-i t r' o 1 . .1 v 1:-:-1 d .,_:_1 n ·::, 1 ,:-,i t: (•:i :•( t 1,:-i .... ·;;; e> u r' .-:.'. (❖l (·:•in P ;_,_1 ·;;; .-:.: ;.:.11 
(MIX.PrtS) n'est pas cette racine cladistique : il e'::it relatif ½ 
.1. ;_,_., Lii,l.::,; .. :_i, .. Y.:!J:\. (::\.!\:2. J.-... '. ... ii,l.!.'J~.f.P. !;~). __ :ü'.f:l .. :.Ï.. . L!\\\. ( l'' ,:.:.f fü 1..1 l t ;.:., n -1:: d 1..1 p r o ,:.: ,:-,l '.,, '.:i 1 . .1 ·;;; d (,·l 
construction) telle qu'elle est définie dans le v,::;cabulaire 
emprunté½ la théorie des graphes , Mais ceci n'est pas explicité 
par Felsenstein dans les commentaire'::i de ses pr,::;cédure'::i, 
103 
Cependant, la racine par rapport au sens de construction de 
l'arbre est j bien distinguer de la racine cladistique Cc,-½-d, 
racine par rapport au sens de l'évolution de la vie) dans 
1 ' .:.:., 1 ~J or :i. t: hm(•:,, d (,·! M I )( ( ,:.: f , f :i. g , !:i , :::~ ) , B :i. 01 n p l us ., 1 .,,., r ;_,_, ,:.: i n i::i 
cladistique, si elle existe, peut avoir différents degrés selon 
les différents cas de figures imposés par l'ut:i.lisateur j 
1 ·' inp1 . .1t, 
Il est éclairant d'élarg:i.r l'analyse et de souligner (cf, 
tableau 6,4,) non seulement les différents types de racines 
(cladist:i.ques ou de construction; de degré 1 ou 2) mais aussi les 
différents types d'arbres complétés (binaires ou ternaires) 
impliqués par certaines phases de MIX (construction, évaluation 
de la parcimonie, impression de l'ouput), Il est également 
significatif de faire b ce propos la différence entre le niveau 
du programme et la réalité sous-jacente, 
Pour aborder cette synthèse, il convient d'avoir bien 
présente à l'esprit la convention suivante imposée par MIX : 
l'ancêtre hypothétique commun éventuel (au racine cladistique) ne 
peut être compté parmi les spp OTUs analysés ! 
D'autre part, il faut accepter de faire l'hypothèse 
simplificatrice que tous les noeuds autres que la racine sont de 
degré 3 dans la réalité sous-jacente½ l'évaluation (une arête 
sera donc comptabilisée même si elle est de longueur nulle), 
Enfin, les conditions du non-enrac:i.nement clad:i.stique et celles 
d'enracinement cladistique primaire et secondaires ne sont pas 
reprises ici, Elles peuvent être trouvées au paragraphe 6,3.2.1), 
Le tableau synthétique (6,4) mérite de nombreux commentaires, 
En effet, il indique tout d'abord que l'algorithme de MIX 
:;,:.9.I:!.i.':.:1.:-:.:i:::.:,,! .. :,Î,. .. :L to1.1jo1.1rs 1 .. 1n ;,,.,rbrri t: .. :,Î,..I!.!i,l.J..r.:.~ii. compor't;.,_,nt 2i,;pp .. ·· :1. ·:;;omm(•,iti,; 
:i .. m.P.1.é.m.c-i.n:l::_,:\s. r,;,.n'm :i. l (•:-isqu(-:•i 1 i;; un YH:)i!.-iud di::-:• ,::ki~;.1ré ;? (]. .,,., r'.'.'.lC :i. ni::-:• b :i. n;.:i :i. l"t:-:-
de construction), 
En cc,:, q u i <:.'.on,:,: fl r n (•:-i .:!... .. '. .. {i.Y.:',\1.1!,,!.!,':L!-:-: .. :.i,.J.Œ!. :.~h:t l _;,l. P.!i,U'.:.:;,;,,:) .... !i.l.Q.D..:.Î..J:t ( •'.'.l v •'.'.\nt 
mémorisation éventuelle), la situation est plus diversifiée et 
complexe. En effet, comme cela a été décrit ci-dessus, la 
procédure evaluate opère systématiquement, dans l'hypothèse 
arbitraire où toutes les variables ont O comme état primitif, un 
appel b count (ensemble des variables valant 1 j la raciner de 
construction de l'arbre binaire construit), 
En i,; u :i. t 1;:) ' d ·'.'.) n ·;;; 1 / h y 1::. 0 th ti si::•) ·'.'.) \'' b :i. 'I:: r ;,,.) :i. r ,;.:,, 01:.1 t: 0 ut 1;:) ·;;; 1 (,;) ·;;; 'v' ;,,l r i ;,,.lb l (·;) ·;;; 0 nt 
1 comme état primitif, evaluate fait appel½ caunt (ensemble des 
variables valant O j la raciner de construction de l'arbre 
binaire constru:i.t). Tout se passe donc comme si sous cette racine 
binaire, pouvait exister un sommet supplémentaire et non 
implémenté correspondant b la racine cladistique et pouvant, en 
quelque sorte, être fictivement rattaché ~ l'arbre binaire 
construit pour obtenir, lors de l'évaluation de la longueur de 
l'arbre, un arbre ternaire avec 2(spp+1)-2 sommets, C'est ce 
qu'illustre la fiqure 6,4, 
[J 
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La procédure evaluate calcule aveuglément ,pour toutes les 
variables, les longueurs dans chacune des deux hypothèses 
décrites ci-dessus, avant de retenir les longueurs pertinentes, 
Il se pourra donc que, même si l'arbre n'est pas enraciné 
cladistiquement de facon primaire, la racine cladistique 
intervienne quand même comme sommet supplémentaire au cours de 
l'algorithme d'evaluate! Mais dans ces cas -lt (sans enracinement 
cladistique ou avec enracinement cladistique secondaire et donc 
non-pris en compte avant mémorisation), elle n'interviendra 
certainement pas dans la solution la plus parcimonieuse 
sélectionnée finalement par la procédure evaluate, Autrement dit, 
l'arbre évalué effectivement (cf, tableau 6,4) sera binaire et 
,·:::omport:.=Jn-1:: 2·::;pp···· :1. 1::-omm,:,-)tfü. M.=.=.1:i. 1,; , , , M;_::1 :i. ·;;; :i.1 f .,,.i1 . .1t b :i. ,:,-!n ,:::ompr,;;indri:-:-:· 
qu'alors le fait d'avoir une racine binaire est un ARTIFICE DE 
CONSTRUCTION! car l'arbre est en réalité ternaire et comporte 
:":::·::;pp····2 ·::;ommf,)-1::·::; ! 
n 1 .• 1 n :i. v 1::-) .,.,.11 . .1 d ,:,:! 1 ' :J.!,,!.:!:::.P.!,,!.t. < ('. f , p ;_\l r ;,_1 ~:.:J r ;,.1 ph f.·! ~i , l1. , 2 ) , M I >< f ou r n :i. t 1 . .1 n 
arbre binaire t 2spp-1 1:>ommets aussi bien lorsqu'il n'y a pas 
d'enracinement cladistique (cf, fig, 5,2) que lorsqu' intervient 
secondairement l'enracinement cladistique (cf, fig, 5,4), Mais 
l'utilisateur s'apercevra après suppression de l'arête de 
longueur nulle (cf, paragraphe 5,4,2) que l'arbre non-enraciné 
cladistiquement efüt ternaire avec 2spp-2 sommets, Quant t l'arbre 
enraciné secondairement par outgroup, il acquiert, par rapport ~ 
l'arbre ternaire dont il est issu, un sommet supplémentaire (la 
racine cladistique) sur l'arête dont l'outgroup constitue la 
f (,·) u i 11 (•:•) ( c f , p ·'.:l r ·'.'.l q r ·'.'.i r> h (•:•) ::~; , 2 , 0 ) , 
Il faut cependant remarquer quel' introduction de cette racine 
cladistique de deqré =2 pourra aller de paire avec l'obtention 
d'une arête de longueur nulle ! 
Ln ce qui concerne un arbre avec enracinement cladistique 
primaire, il faut signaler un cas particulier intéressant : 
celui où la racine cladistique imposée (soit par défaut, soit par 
option A) ne coïncide pas avec la racine binaire de construction, 
l).,_:.1n·::, C(❖) ,:.:.,,_1s, 1 ·' é_v_.=.=.1.l_u_;.,_i_t_i_o_n_ d_,:-:-!_ l_.=,.1. p_;,.1.r_c_:i._m_o_Y\:Ï..'::-1_ ~:,•·;;;t 1::-)ff,:-:-!i:.:t::i.•-.1i:-:-imi::-int 
relative t un arbre ternaire comportant 2 (spp+:1.)-2 sommets (cf, 
fig, 6,4) et la racine cladistique est de degré 1, 
Dans tous les autres cas (et en particulier lorsque toutes les 
variables sont d'état primitif inconnu au départ et qu'au moins 
l'une d'entre elles est de type Camin-Sokal), l'évaluation de la 
longueur se fera sur un arbre binaire où racine cladistique et 
racine de construction seront confondues, 
n 1 . .1 n :i. v ,:-:•) .=:.1 u d ,:,-i 1 ' 0_1 . .1_t_p_u_t , un ;_,_1 r br·· i::-! ;;.1 v ,:,-! ,:.: i::-:• n r' -'.'.i ,·::: i n ,:-:-i m i:-:-i nt ,:.~ l .::.1 d i ~,; t :i. q 1 • .1 ,:-:-i 
p r i m .=:.1 :i. r' (-,i ( ,:.: f , f :i. {.I , !:i , 3 ) C-) ·::; -1:: i m p r :i. m é ;,.1 'v' i:-:i i::: 1 .. 1 n ,:-:-:· ;_:_1 r' t:-1 t ,:-:•) 1,; u pp 1 (-:-:, m ,:-,in t .,,.1 :i. r ,:-,i 
issue de la racine de construction, Cet arbre peut donc être 
interprété comme un arbre ternaire muni d'une racine cladistique 
de degré :1. bien que ce dernier élément n'y fiqure pas, 
(t 1 -',.i l 1 . .1 m :i. ,i:· r ,:,.) d C-) ,:.'. ,:-:•) t t 1:-:-) .,_::1 n •'.'.i 1 'y'·;;; i:-:-i d i:-:-1 -1:: .=.=.i i 11 i:-:-:, i:-:•) , i 1 ;_:_1 p p ;,_1 r' .:.,:1 :i:" t 
c 1.,.,.1 :i. r' i::,i mi:-:-:• nt qui:-:-:• 1 i::-:· f_.=.::i_:i._·I::_ d_E·. c_o_n_1,;_-l::_r'_1 . .1_:i._r'_i::-)_ 1 . .1.n. .:::1.r_l::·,.r-·.i:,-:•. L:..:i: . .I!.!,':1..:.Ï:.J.:5:t ,:.::!_1,;_t, u.n. 
,:.)\o.i_:-,:. d.' ... :i..m_p_l_é_m_i:-:-i_n_-l::_;,.1,t_:i._o_n_ f .=.=.1 :i. t p;:.1r F ,,:❖ l ·::;i:-:-in·;;; t,::) in ( vo :i. r .,.:.1 l.'.:,::i pr'opos 1.=.=.1 
comparaison avec Swofford au paragraphe 7,2,3,), Il faut 
remarquer que le fait de construire un arbre binaire permet une 
:I.Dê'.°l 
simplification de l'alqorithme : les rèqles de traitement pour 
l'établissement de l'éÎat de chaque variable (cf, tableau 6,2) 
comportent un nombre restreint de clauses. En effet , tout sommet 
qui ne fait pas partie des spp OTUs a nécessairement deux fils, 
En revanche, des clauses plus nombreuse sont nécessaires pour 
construire un arbre ternaire, en utilisant un algorithme analogue 
~ celui de MIX il faut ,en effet tenir compte du cas 
particulier du sommet qui n'a qu'un fils (cf, tableau 3,2) 
Une dernière remarque doit être faite~ propos du statut de 
la racine cladistique car il présente lui aussi une certaine 
·'.\imbig1 . .1:i.ti:-:-f, 
S:i. les états des variables (c,-½-d. les états pr:i.mit:i.fs) de cette 
racine sont déduits par programme, ce qui est le cas lors de 
l'enracinement clad:i.st:i.que par outgroup, alors la situation est 
c l ;,_, :i. ï' •::! 1 ,,., r .,,., ,:.'. :i. n ,:.,i ,:.: l ·'·'·' d :i. s t :i. q 1 .. 1,;;1 1:,1 s t 1 .. 1 n H TU .=.!.1 p ·'·'·' r t (•:•in t i t, ï' (,,, ,:,,, t: 
n'appartient pas~ l'ensemble X pour lequel les sommets dans f(X) 
sont appelés sommets réels (cf, vocabulaire relatif½ la théorie 
d (•:-1 ·::; !:.:.1 r ·'·'·'ph fi·::; ) , 
En revanche, pour les états primitifs de caractères fixés½ 0 ou 
1 au départ (enracinement cladistique primaire), la racine 
cladistique se comporte comme un OTU. 
l. t:· l 
, •• }'..) 1 ·1· 1 Ordre de prise en compte pour l'algorithme et conséquence 
d'ordre stratégique. 
Comme signalé au paragraphe 6,3,1,1,l'output de MIX dépendra 
de l'ordre de prise en compte des OTUs par l'algorithme, Ainsi 
donc, en faisant tourner plusieurs fois le programme et en 
',/ .,.=:, ,' :i .. ,,., n -1:: ,:.: h ;,., q 1 .. 11:-:-1 f o :i. ·;;; i.'.: ,:-:-i -1:: o r d r ,:-,i ( ,:.: f , D p t :i. on ,J ,:-:-1 t: f :i. ·::.:.i , !:i , ;? ) .• o n 
multiplie les chances de trouver les arbres minimaux. Felsenstein 
(dans ses commentaires) et Platnick (1987) conseillent ½ 
l ' u -1:: :i. l :i. i,; •'·'·' t 1:,) u l" d (i·) f .:.::1 :i. r ,:.:.i .:.::i :i. n ,,; :i. .:.::1 u m o i n i,; :1. Cl 11 ,, uns II i,; u ï' 1 ,,:-1 s m fi m ,:-:-i fü 
données, Ce fait pourrait être considéré comme une faiblesse du 
proqramme MIX. Felsenste:i.n le présente cependant comme un 
avantage, Jugeant que c'est un moyen facile de recherche, 
:I.D/ 
CHAPITRE 7. COMPARAISONS. 
7.1, INTRODUCTION, 
Après avoir longuement analysé l'algorithme heuristique de 
MIX, il est intéressant de le situer parmi les autres programmes 
d'analyse phylogénétique (en particulier pour données discrètes) 
existants pour micro-ordinateur et d'effectuer des comparaisons 
concernant les possibilités offertes, tout d'abord ,et , ensuite, 
l' f,iff:i.c;!.1c:i.té, 
Il faut tout d'abord remarquer que MIX n'est qu'un des 30 
programmes de PHYLIP 3,1 <PHYLogeny Inference Package) et que ce 
package présente une grande variété d'analyses : parcimonie de 
type Della et de type polymorphisme, compatibilité , , , 
Outre PHYLIP, il faut mentionner CLINCH écrit par f1ala et 
réalisant une analyse de compatibilité et MacClade de Maddison 
basé sur le principe de parcimonie (cf, Fink, 1986) mais surtout 
axé sur la reconstruction des états ancestraux de caractère pour 
une topologie donnée, Cependant le plus utilisé de tous ces 
programmes est , maintenant, semble-t-il, le PAUP de Swofford. La 
version distribuée en 1988 est la 2.4 qui est restreinte½ la 
parcimonie de type Wagner (sensu stricto) mais étendue ½ des 
caractères non-ordonnés, Il existe une version ultérieure (2,99 J 
et K) déj½ testée par Platnick (non encore publié) et présentant 
diverses améliorations par rapport ½ la version 2,4 en 
p;!.lr't :i. ,:.:u l :i. t❖)r' C::i 11€·! comprf!nd, p1,.1r;;_1 i t, ... il, 1 .. 1nt'!:! opt :i.on ",:,:ci :t. l;;,1p1:ïf,1" 1,.1y;,.1nt 
pour effet d'éliminer les solutions redondantes, Un aperçu de la 
toute dernière verfüion (3,0) de PAUP a été préfüenté t Stockholm 
(•:,1 n ;,.10Cit :1. 9BB ;,:.11 .. 1 "\,/ i 11 :i. Ht;~nn :i. t,J So,:,: :i. ety M(❖!<-:~t :i. n~;J VII" p,;;:ir !:i1,10 f f e>rd, 
Elle enrichit PAUP notamment en lui adjoignant deux type1:i de 
parcimonie : Camin-Sokal et Delle, 
A ce même congrèfü de Stockholm, Farrifü a fait une démonstration 
de son programme Hennig86 à présent disponible, Ce programme 
très performant au point de vue defü tempfü d'exécution efüt 
également capable d'éliminer les cladogrammes redondantfü ½ cause 
des branches de longueur nulle (cf, Platnick 88) et de manipuler 
des caractères non-ordonnés , Mais il ne peut traiter que la 
parcimonie de type Wagner (sensu stricto), Il faut encore 
signaler l'existence du très récent programme de compatibilité, 
CAFCA, écrit (en APL) par Zandee et qui a fait l'objet d'une 
comm1 .. 1n :i. c.=.,.1t :i. on ;.:.11 .. 1 "W :i.11 i H(~1 nn :i.1J Soc :i. E1tv M1:,11,,it :i. n1;i VII 11 , 
Il existe déjà dans la littérature quelques étudem compa-
ratives des programmes d'analyse phylogénétique pour micro-
ordinateur, La plufü ancienne date de :1.986 (cf, Fink) et prend en 
compte PAUP (version 4.2:1.), PHYLIP (version 2,8), CLINCH (version 
6,2) et MacClade <version :1..0), Cette étude donne des 
renseignements techniques (spécifications des softwares et 
exigences concernant le hardware) concernant ces programmes et 
cite de manière non-exhaustive certaines options offertes par 
:1. C)fl 
chacun d'eux (possibilité de 
part,elle donne le résultat de 
données avec certaines options 
de vue du temps d'exécution, 
]_ (;•)1 • .1\" l on,;_:JU€·)U\", 
pondér'.'.'.1t :i. on, <,,,te, , , ) , D' ;_,J1 . .1tr~,i 
tests effectués sur 3 ensembles de 
de PAUP, PHYLIP et CLINCH au point 
du nombre d'arbres trouvés et de 
D'autre part, Carpenter (1987) a réalisé un rapport succint mais 
particuli~rement virulant à l'égard de Felsenstein d'un séminaire 
or'':.:J·'·'·ln :i. 1,;é !,~n :l. 9Bb 1:>;.:1r ,:.:(❖) d<,•irn :i. i!,)r i,;ur l <:-) thi;im(,·! "Computf:-ir pro9r;.:.1m1:; 
f e> r i n f ,,,) r' r' :i. n ~:J ph y l o ':J f!:) n :i. c,:,, s " • 
Les conclusions de Coddin9te>n C:1.987 : 179) concernant PAUP (2.4,1 
td·: 1.,., t.1 .. Cl) f,)t PHYI...IP c;:~, €l <:-)t :;:~. 9) sont pl1..11:; n1,.1;_:_m,:.:é(-:)S: 11 i,/:i.th :i."b,; :;:~1.,. 
distinct pro9rams, PHYI...IP is certainly a more diverse package and 
it sometimes workfü starlingly well, but on the whole it is 
tr :i.e k :i. <-:-)r to t,_:J<·:-)t qu;_:_1 l :i. ty rc-:~sul ti,; ;_::,nd mûrEi t :i m~, ,:.:c>summ:i. nt,;J tD ui,;f~. 11 
Les deux comparaisons les plus documentéefü sont dues à Platnick 
(19B7 et tableaux synthétiques distribué au ''Will:i Hennig Society 
Meeting VII''). La première étude concerne les versions 2.8 et 2.9 
de PHYI...IP, 2.4.0 et 2,4,1 de PAUP et le prototype SHEN qui a été 
:i. ncorporé d;.,_1nm l;.:.1 i,;1 .. 1 :i. t~,) J,.\ H~;)nn :i. t,;iB6 . E 11 f) tf,)1:i-l::<·,) l <':)S ;_:_1 l 9or :i. thm,,011,; 
exactes et ceux avec heuristiques sur pas moins de 35 ensembles 
d f) donné,,,) i,; , 1... ;_,_1 i,; <:•1 1:::,:::, n d ,:.:.i ·'·"pp l :i. q 1 ..1 ,::,i PH ',11... I P / M I X C v ,;;i r s :i. <:> n :3 . 1 ,:.: , t1 d , 
celle analysée dans le présent travail) et différents Jeux 
d'options de Hennig86 <version 1,41) et de PAUP (versions 2,99 j 
(•:•i t 11, ) -~.1 ~i D 01 n fü ~? m b 1 (·,) 5 d <·,) don n é ,, .. ) i;; , ,.:: (,~ t t (.;) f o :i. ':,i . T o 1..1 t <") ':,i ,:.: G·) ':,i 
comparaisons 1:;'accordent pour souligner la mupériorité de PAUP 
sur PHYI...IP tant du point de vue des temps d'exécution 
< si.:J:..:f ... :J, .. !,;,;_i, .. @.D.!;,;_§t) q u ~,) p ;,l r r ;,_\pp c> r t J.?.1 l ;;.1 ,:.: ;,1 p ;_,.1 c :i. té J.?.1 t r c> u v <-:) r' l (-:i < ':,; > 
arbre(s) le(s) plus court(s) et~ détecter tûus les arbres les 
p .1. 1..1 s p ;_:.1 r ,::: i mon :i. ,,,i 1 .. 1 :-: < f?..:!:.J :i. ,:.: ;_:,1,.:. J .. :UJ..) , D ' ;,.1 ut r ~:-i p ;,.1 r t , l ~,i s t ;_ê\ b 1 (•:•) ,::.1 u H 
synthétiques de Platnick indiquent une tendance~ une efficacité 
accrue de Henni986 par rapport à PAUP ! 
A 1,oter enfin une rapide comparaison que vient de faire Platnick 
(:l.9BB) d<:-i Pr,uP (~~.[)) (-:)t d~:) H0inn:i.~J86 (éd:i.t:i.on :l..~i)' l...';_:,1u-l::i!:)1Jr y 
fait l'éloge de ces deux programmes 9rfflce auxquels il a obtenu 
des résultats meilleurs que tDus ceux obtenus précédemment (aussi 
bien sur micro-ordinateur que sur gros ordinateur), 
Felsenstein répond aux critiques de Fink (1986) et de 
Platnick (1987) dans la documentation (cf, MAIN.DOC au paragraphe 
"ri::,i l ;,,.1t i vr,:,) ·;;;p<-:1(•:-id C> f th(.;i d :i. f f f?r<-:-int pr'O{Jr;;_,m1,; 11 ) ;,\\,:.:,:.:c>mp;.,.l{:Jn;_:,1nt: PH\'L I P , 
Il y fait remarquer que Fink et Pla-1::nick font partie '' d'une 
même école de systématiciens qui n'accorde de valeur qu'au 
cr' :i. t ?-: r <-:: d l•:-i p ;_:,\ r' ,:.: :i. m c> n :i. <,~ 11 €·! t q 1..1 :i. n <-:) f ;_:,i :i. t ;,., u ,:.: 1..1 n ,:.: r' éd :i. t ;,,.\ u x 
pDints forts de son programme à lui à savoir : la diversité 
d(•:-is méthodl•:-ii;; of-f<•:-1rt(;.1s, J;_:,1 pc>rt;,.1b:i.l:i.t:é, ll·,i pr:i.:< (PHVI...IF' €·!':lit 
gratuit) et la disponibilité du code-source, Ces qualités sont 
réelles et méritent effectivement d'être souli9née'::i 1 De plus, 
(❖! 11 ,,,:i,; fü(:int 1 .. 1nM ~,):<c 1 u1:; :i. v :i. té d~,i PH'II... I P , M;.:.1 i s F ~,il 1;;f:-in':,i t(.;) :i. n ;_:,1 f f :i. rm~,) 
d ' •'i.l ut r ,,:-i p ;,'Ir' t 11 , , , M I X :i i,; , .. , n d () u b t ;_:.1 b l y no t ;,,1 s f ;_:,1 i;; t or ;.:.1 '::i 
1:ïoph :i. i,; -1:: :i. ,:.:;.:.,t,ad ;;_11:; Pnl..lP , , . Th(,·) qu;_,,11 :i. ty of r,,:,)füU 1 ts f rom th<·,) 
present version cf MIX may give them compet:it:ion in terms of 
q1 .. 1;.:,11 :i. tv C) f r("''::;1..1 l t: ' ' ' Il • C<·::'l::'l::,,,i d,,,irn :i. ,\)))''~:-) ;.:,1-F f :i. rm;_:,1t :i. on PC-:·)l..lt mtr(•:•) 
sérieusement mise en doute au vu des tableaux distribués par 
Platnick en aoOt 88, 
:1. Cl9 
7.2, COMPARAISON DES ALGORITHMES HEURISTIQUES DE MIX (3,1) ET DE 
PAUP (2, 1.,.) , 
7,2,1. Introduction. 
Ces différences d'efficacité établies, il est intéressant 
d'essayer de comparer les algorithmes de base utilisés dans les 
logiciels récents pour en dégager les points communs et les 
divergences, Mais malheureusement les possibilités de comparaison 
dans ce domaine sont particulièrement restreintes, Les 
algorithmes utilisés par Farris dans Hennig86 sont gardés 
secrets et le manuel d'utilisation de ce programme ne contient 
que des renseignements techniques, Par contre, même si Swofford 
ne communique pas ses codes-sources , il est possible de trouver 
de précieux renseignements d'ordre algorithmique dans le PAUP 
< :;:~ , 1.,.) 1.11;;1;? r' i,; m;.,_,nu!❖) l d1;:-) ,:::(,,)t ;.:iut(01Jr' < 1 90 ~i) • C' 0)1;; t donc i!.1 P(.~l.JP qu1;;) 
MIX sera confronté ci-dessous. La première chose½ remarquer 
une différence fondamentale entre ces deux programmes 
pr(,·)m :i. ,,:•)\'' con'..;;tr•..1 i t 1..1n1;,) l :i. st(❖) d' ;,.,rbr1;,)s t1;;)rn;,.,.:i .. r.0!.1:i. t;,.,nr.:I :i. fü qu1;,) 
s (·,!,:.:on d , un I!:) l :i. 1,; t (❖) d ' ;_;, r' br(•:-) m b. :î .. rv.:.i_ :î .. r.(•:•).i.:;_ ( ;,., , .. , :•: i,; (,·) n 1:; dé f :î. n :i. ·;;,. d .'.'-' n ·;;; 
v o ,:.: ;.,.\ b u l ;.,.\ :î. r' (-,) d f) l ;.,.1 t hé o r :i. 1;;) d 1;,i s ~;J r ;.,., p h (-,) ·;;; ) , D ' .,,.,ut: r' c:,i p ;.,., r t , M I >( 
écrit en Pamcal tandis que PAUP efüt rédigé en Fortran 





( ('. f. 
Contrairement ½ ce qui est affirmé p. 1-3 de user's manuel 
Swofford (1985), l'expérience a montré que cet auteur ne 
communique aucune information supplémentaire, La comparaison ci-
dessous suivra donc pas½ pas les indications de Swofford tellefü 
qu'il veut bien les révéler au paragraphe 3,1 de son manuel. Par 
conventicn,les options par défautfü defü programmes seront 
soulignées et les paramètres et valeurs de paramètres seront 
écrits en majuscules. Chaque critère est présenté d'abord de 
manière synthétique, puis explicité et éventuellement commenté 
(en mettant en parallèle les pofüsibilités offertes respectivement 
p;.:.1r PAUP <:?, t.,.) f)t MI>( (:3, :1.) • 
7,2,2. Comparaison des algorithmes heuristiques de base, 
·7 , :;:~ , :;:~ , 1 . N.o.m.b_r'f!.,•. d. ' ... i.'.1.r b.r.(•:•i .. (y;_).. c.e>.n.s.1;;).r_v.é .. ( ~,;_).. ·'.\ ,:.~_l'Vil.o'.:1.1..t.0). 1;:H:: 1,., p 1;,). d. ' ... 1,.1.d.r.:I :î .. t :i .. o.n. 
s.é.qu.!•:•).n.t.:i .. (::).l.l.1::·) .. , .. 
...................... P.n·u·i::-.......................................................... 1 .......................................... M. I _>( ...................... . 
< HOLD =) 1 - 1 
n / 
Explicatie>ns : si HOLD =net nDDSEQ ~ CLOSEST (c-i-".7,2,2.2) 
ale>rs les n meilleurs arbres se>nt retenus (peu importe leur 
l c>nqu~:•iur) 
,,,; :i. H 01... D .... n (·:•it (.1DD ~:i E Gl ''" C 1. .. 0 \::, E ~:i T .,.,.11 or-;;; 1 (,~ fü 
arbres les plus parcime>nieu:: uniquement (½ ce>ncurrence den) se>nt 
l :1.0 
7,2.2.2 Séquences d'addition 
f'AUP 
<ADDSEQ =) .SIMPLE (cf.Farris 1970) 
,ROOTLESS (cf,Farris 1970) 
,ASIS < ordre d'input) 
/ 
. CLOSEST (sélection dyna-
miq1Je) 










Les procédures de Farris < SIMPLE et ROOTLESS) fixent 1 
l'avance la séquence d'addition I l'aide de critères 
("advancement index") basés sur les différences (phénétiques) 
(cf, 3,2.1,1,1,2) entre paires de taxons, Dans le cas SIMPLE, ces 
différences sont calculées I partir d'un point de départ fourni 
par l'utilisateur. Selon Farris (1970 p. 89), ce point de départ 
doit être l'ancêtre hypothétique commun I tous les OTUs analysés, 
Mais Swofford (1985 p. 3-2) suggère la possibilité de ne pas 
obligatoirement lier la notion d'ancêtre Icelle de point de 
départ il est alors possible en faisant varier ce point de 
modifier la séquence d'addition, 
Quant I la sélection dynamique, elle choisit I chaque étape 
d'ajouter l'OTU qui maximise la parcimonie de l'arbre courant. 
7.~~.2.3 Rearr.::.rn9ement (OIJ SWlilPPi n~n. 
f'AUF' 











étape 1 : addition 
séquentielle-rér.lr-
rr.lngements locaux. 
étr.lpe 2 : réarrange-
ments globaux (sur 
arbre complété), 
Dans le locr.11 swapping de Swofford des réarrangements 
111 
~ 
( " n €·! ;El r· fi s t ne i g h b or i nt C= r c h .:_:_i n g <-~ ':5 " ( N N I 1;; ) ) s on t r é ;.:.i 1 i s é s a ut o u r d 0") 
,::h.::.iqu1::i ;_;irêt€-i j c> i ~~n;_:.int d~,is nci!•:~ud':,; ( "i ntc:~r i or br ;,1n,::h") sEi l on 1 1::1 
schém;;i s1 . .1 :i. V-'!.lnt: 




" 1 9 
1 9 6 3 
b 
B C 
Fig, 7.1 Schéma d'un réarrangement local selon PAUP. 
(adapté de user's manual 1985 p. 3.3 : des identifiants 
sont ici ajoutés pour les noeuds,) 
Selon les termes de Swofford (1985 p. 3,3 
swapping , each possible subtree is removed from 
r€dnsert r.it r.111 other po1,;it:i.ons; on the treE.•", 
"In glob.:.:.il 
;,_, t l" <,~ ~:-i and 
Quant t l'option SWAP= ALT (c,-½-d. alternating) 
elle fait alterner LOCAL swapp:i.ng et GLOBAL swappping de 
complété jusqu'½ ce qu'il n'y ait plus d'amélioration 




D'après les renseignements fournis par Swofford dans son 
manuel (1985), en peut comprendre que les réarrangements dans 
PAUP ne commencent que lorsque l' (/les) arbre(s) est (/sont) 
complété(s), (L'auteur n'est malheureusement pas très explicite½ 
ce sujet.) Cette interprétation est confirmée par Platnick 
(1988), En effet cet auteur signale que dans les programmes 
heuristiques de Hennig86 (1.5) et PAUP (3,0) ,les réarrangements 
des branches ne commencent qu'après l'obtention d'une estimation 
initiale du meilleur arbre, 
En ce qui concerne le LOCAL swapping, il faut remarquer 
tout d'abord que la description donnée par Swofford tout comme 
celle de Felsenstein dans MAIN.DOC se réfère fu chaque ''interior 
branch'' comme point de départ. Dans MIX, le point de départ d'un 
réarrangement local est un sommet pour autant que celui-ci 
possède un père et un grand-père. Cette dernière clause se réfère 
implicitement aussi½ une arête Joignant deux noeuds ! On peut 
donc penser qu'il s'agit d'un éclairage différent d'un même 
processus. D'autre part,la topologie de la figure 7,1,B peut être 
obtenue½ partir de la fig, 7,1,A si on appelle remove (3,b) puis 
.:,:.1 d d < ,:.: .• 3 , b ) ( c f , p 1,.l r .\-'.l ~;J r ;,.i ph <-:~ 6 , t,. , :;:: i":! t f :i. g , 6 , ~> ) : ,:: c:,i c :i. (❖) i,; t ,:: ci n f ci r m <':) 
½ la réalisation d'un réarrangement local dans MIX ½ partir du 
sommet 3 puisque b est le père de 3 etc le grand-père de 3, De 
la même façon, la f:i.g, 7,1,A donne la topologie de la figure 
7,1,C si on appelle remove (a,b) pu:i.s add <c,a,b): ainsi donc on 
ne peut exclure que toutes autres choses égales, c,-½-d, 
abstraction faite de la différence entre arbre binaire et arbre 
ternaire, le processus de réarrangement local dans PAUP soit 
identique ~ celui de MIX, En revanche, comme déj~ signalé 
précédemment,le local swapp:i.ng chez Felsenstein est associé ~ 
l'addition séquentielle tandis que chez Swofford, il s'applique½ 
un arbre complété, 
Quant ~ la définition que Swofford donne de son GLOBAL 
swapp:i.ng, elle n'est pas incompatible avec le processus de 
réarrangements globaux de Felsenstein tel que décrit ci-dessus, 
Elle correspond d'ailleurs presque mot pour mot½ la définition 
de Felsenstein dans MAIN.DOC, ½ savoir : "Each possible subtree 
is removed from the tree and added back in all possible places", 
De plus, dans PAUP comme dans MIX, les réarrangements globaux 
sont réalisés sur un arbre complété, 
Il faut encore ajouter que dans PAUP comme dans MIX , un 
processus de réarra,1gement sera répété Jusqu'~ ce qu'il n'apporte 
plus d'mmélioration de la parcimonie, 
7, :? , :,~, l,. D.é.,:.:ci.u.v.~,).r.t0). d.(❖)~,;. ;.:.i.r.b.r·~,).s. l.~~.s. P.1.u.s. i:.:our't!:i .. <.s.' ... :i) .. 
~,) Y\ (,•i.)< :i..i,;.tp. P.1!::!.fü .. :i. (·:? u r 1,; .L , 
......................................................... P.Al.J·P··· ...................................................... .I. ......................................... M.I X ......... __ _ 
< MUI...Pf.'.11:i:~:;) , N.O. 
. YE~:i 
El·(p 1 :i. c;.,.it: :i. onfü , 
L'option MULPARS 
chaque arbre ayant 
pmrcimonieux courant 
MULPARS travaille en 




de PAUP a pour conséquence qu'est mémorisé 
la même longueur que l'arbre le plus 
mais qui en est topologiquement distinct, 
synergie avec un processus de réarrangement, 
pms invoqué un swapping, l'option pmr défaut 
:1. :1.3 
Comm(-:-int ;.:.1 :i. ri:,is. 
~:i1,1offord (:l.9D~i p. 3 .... 5) i;;oul:i.9n01 qu(•:) ,:.:~:)tt(7) optiDn MUL..Pni:~~:i 
présente l'avantage supplémentaire de réduire le risque de tomber 
dans le piège des optima locaux. "Sometimes no single 
rearrangement can find a shorter tree, but a particular swap 
results in a tree Df the same length which, if further 
l''(,•i;.:.,rr;.:.,ng(•,id, c;.,_,n thf:)n 1 (-,1;.:.1d te ;.:.1 short~;ir· tr'<~'<,~" , 
P(.)l.JP offre 4 poss:i.bilités différentes d'optimisation des 
HTUs lors de l'add:i.tion séquent:i.elle. (Parm:i. celles-c:i. 3 ne seront 
pas mentionnées ici,) L'opt:i.on par défaut est OPT= F~R~I~ c,-½-d, 
la méthode proposée par cet auteur en :1.970, 
La première étape de cette optimisation (telle qu'elle est 
décrite par exemple dans Brooks ,1984 ,p. 123-:1.28) est tout ½ 
fait analogue j un parcours postordre de l'arbre avec appel de la 
proc é d1.1 ï'(•:•i f :i.11 :i. n ( r:.: f . p;.:.1r ;,,.1~:_:Jr;l1ph€•) 6 , li . • ;;~) • L.;n 1;;<-:icond(,:.1 ét .,.:.1p(,:.1 n' ;.:., 
pas de correspondant dans la part:i.e de MIX analysée :i.ci, 
A titre indicat:i.f, les données de l'exemple de MIX-DOC 
fournies par Felsenstein pour illustrer son programme (cf. 
matrice de données repr:i.se au tableau 7,:1.) ont été util:i.sées avec 
différentes combinaisons intéressantes d'options de PAUP décrites 
ci-dessus. En effet, ce programme a été implémenté sur un 
01:i.vetti M24 avec coprocesseur numérique (80 87) ,aux Facultés 
Notre-Dame de la Paix, et différentes exécutions interact:i.ves en 
ont été réalisées, 
TABLEAU 7,:1. Matrice de donYlées fournies dans la documentation de 
MIX (MIX, DOC:) f'!!t ut:i. l :i.1:iéi!:1 c(:>mm01 ":i. nput" d~,i PAUP, 
.................................................................................................................................................................................................................................... ___ .................................. -........................................................ . 
. :.:.1.1.ph;.'1 :1. :l Cl :1. :1. Cl 
bi!!!'ti.'l :1. :l D () o () 
r,;_l;.'.llllm;.:,1 :1. D Cl :1. :1. Cl 
d(❖)lt.:.,.l () C) :1. () Cl :1. 
,,:-ipi;;:i. l () C) :1. :1. :1. 0 
............................................................................................ , ............... ,_ ............................................. , ..... , .................................................................................................................................................................. , .............. .. 
les résultats obtenus sont consignés dans le tableau 7.2 et deux 
listings correspondants sont repris½ titre exemplatif dans les 
fig, 7.2 et 7,3 . Ils permettent de confirmer la supériorité 
de l'efficacité de PAUP par rapport~ MIX. 
:1. :1. li, 
C o m m (,•i n t .,.,.1 :i. r· (·? i,; , 
Swofford (1985 p, 3-5) souligne que cette option MULPARS 
présente l'avantage supplémentaire de réduire le risque de tomber 
d.:,.1 nfü 1 (❖l F· i i!:l ,;.1 ,:.,) d <·":! s op t :i. m .'.'l 1 o,:.: ;,.1 u:·( , 11 \;c>m<':it i mE-i ·::; n Cl s; i nq 101 
rearrangement can find a shorter tree, but a particular swap 
results in a tree of the same length which, if further 
l"<':1.::.1r r·.::.in:,J<':ld., ,:.:.:.')n thi:•,ln 1 <,~.,,.id to .,,., fü hor t ❖:•lr tr·<,~(-:-l 11 , 
PAUP offre 4 posfüibilités différentes d'optimisation des 
HTUs lors de 1-'addition séquentielle, (Parmi celles-ci 3 ne seront 
pas mentionnées ici,) L'option par défaut est OPT= FARRI~ c,-½-d, 
la méthode proposée par cet auteur en 1970, 
l...;,l prc•llll :i. il.·lY''!,i ét ;,.lp<',l d,:,.i ,:.:i::,ltt,:.,) opt :i. m :i. 1,,;.,.1t :i. on ( tr.:~ 11 ,::,) qu' (·'.·l 11 e ,:.:1st 
décrite par exemple dans Brooks ,1984 ,p, 123-128) est tout ½ 
fait analogue½ un parcourfü postordre de l'arbre avec appel de la 
p r o ,:.: é d 1 ..1 r ,:.:,, f i 1 1 i n ( .-:: f , 1::- ;.,.1 r' ;,.1,;J r· ;,.1 p h (•:•l 6 , l,. , :::! ) , L. ,:.1 ~; f,l .-:: on d ~,i é t .,,.1 p €·) n ' ;.,l 
pas de correspondant dans la partie de MIX analysée ici, 
A titre indicatif, les données de l'exemple de MIX-DOC 
f 01..1r·n :i. f,l~,; p.::11· F ,,Y! 1 s1,,in~,; t,;,.i in pour :i.111 . .1·::; t r(,·l r ~;;ci r, p r e>:,.:Jr amm0l ( c + , 
matrice de données reprise au tableau 7,1) ont été utilisées avec 
r!J··1:·r=~1•~r··l·p~ ~<~1111~:1r·1~J·~ri1·~ :,r·,·t~,·~~~•1r·,~p~ rl'<·>1~·t··t·<·>r1c ,j~ l~(.)l;~ rl~~,.:1·l·<~~ •• • 1_ 1 ... t ...... > _ ., •• •• ;.1 •• :> .. 1 •• > •• ... • •• ,:} .. >.... " ..... > .. • _ • • • ..> .. i.:.. ·1. .. ·- .- •••••.• > 
ci-dessus, En effet, ce programme a été implanté sur un 
Olivetti M24 avec coprocesseur numérique (80 87) ,aux Facultés 
Notre-Dame de la Pa:i.x, et différentes exécutions interactives en 
ont été réalisées, 
························-··········································----···········································-······························-···················-------·----------, 
TABLEAU 7,1 Matrice de données fournies dans la documentation de 
M IX < M IX , DOC) et ut :i. 1 ù;é1,? ,:.:omnH,! 11 i np1..1t" d,,? P(tUP, 
•••••••••••••••••••••UU••••••••••-------------------------
~1lph.::.1 :1. 1 D 1 1 0 
bet;,.1 1 1 () () () fJ 
ÇJ;.')mlll;.:.1 :1. 0 D 1 1 D 
d(•:~l t.,,.1 0 Cl :L () C) 1 
f:~ p1:; :i. ]. C) Cl 1 :L :1. 0 
................................................... ---· .......... _, ............................................. ,. ... __ _ .................................... _ __ ., .. ,, ........................ . 
Les résultats obtenus sont consignés dans le tableau 7,2 et deux 
listings correspondants sont repris½ titre exemplatif dans les 
fig, 7,2 et 7,3 , Ils permettent de confirmer la supériorité 
de l'efficacité de PAUP par rapport½ MIX, 
...................................... ----························································· .......................................................................... ---··· ................................................................................................... . 
TABLEAU 7,2 Résultats obtenus avec différentes combinaisons 
d'options de PAUP pour les données de l'exemple 
f D 1 •.1 r n i i:•:•i .,;:. p;,.1r F ,:.:•! 1 i,; ,:.,;, n ·;;; t ~,! i n d;,.1ns MIX,DOC 
···--·--.. ·· ............................ ---......... -·············· ............................ ___ , .......---· .. ····· .. ··················· ...................................................... ,,, ............................ . 
J.... l l L ~;:: J. . t J .. J... . :;:~ , HOL..D 
~:~ ' '.:i \,) (.) F' 
li.' MUI...···· 
NO. NO. NO. N.O. NO. AI...T GLOBAi... LOCAi... LOCAi ... 
PAl:~'.:i N.O. N.O. N.O N.O. N.O. N.O. N.O 
·---............................................................................................ 1----------- ·....----,,-..---........................................ --




....................................................................... ,_. ._ ..................................... , __ .........., ...................................................................................................................................... ,---··· .. 
Légende : Les options par défaut sont soulignées, 
l...'optimisation est toujous celle de Farris, 
.......................................................... ·---·············································----·····························································-----·········· .. ······························ .................... . 
En effet, alors que ce dernier programme obtient un arbre min:i.m~l 
dont la longueur est 9, presque toutes les combinaisons testées 
de F'AUF' font mieux ! Pour ces données, les séquences d'additions 
CI...O'.:iE'.:iT, \:; I hi:>1. .. E:: ~:•it ROOTI...E'.:i off (.;irt~;is p.:.:.1r P(.)l.JP sont: p 1 u1,; 
performantes même sans aucun swapping (mais avec une optimisation 
!) que l'algorithme avec double swapping de Felsenstein 1 
D'autre part, si on sélectionne les options nDDSEQ=ASIS et HOI...D=l 
(ce qui rejoint l'algorithme de Felsenstein dans l'exemple de 
MIX-DOC ) ,on peut constater que les réarrangements globaux 
(GI...OBAL..) ou alternés ((.)l..T) seuls sont plus efficacefü que ceux de 
MIX en ce qui concerne les données en question.Et enfin, on a ici 
la confirmation du commentaire de Swofford ~ propos de l'option 
MUI...PARS elle peut permettre d'améliorer la parcimonie de 
1' ;,.1rbr<::-i, 
Il est regrettable que, sur les données choisies par 
Felsenstein comme exemple (cf, tableau 7,1), les options par 
défaut de MIX ne fournissent pas l'arbre de Wagner (au sens 
strict) dont la parcimonie est maximale (cf, MIX.DOC),,, mais il 
faut remarquer qu'avec l'option J de MIX, j'ai pu obtenir un 
arbre de longueur 8 (voir fig, 5,2) , 
:l. :I. ~i 
ÜF-t-7ot·; settin·::i:::.: 
i\ .. j !J T l_i I C 1 1 ■ 1 1 1 1 1 ■ 1 1 1 1 1 1 1 1 1 
t·~i::HAF\ .... Il • Il •••• C •• &; ••••• 
U :::.et· -t t· ee ( :::. ) 
H \r' F' A~~1:. • ••••••••••••••••• 
..- A[1ï:1:;E1) .................. . 
JIii- Hl)L[:i •••••••••••••••••••• 
...,.. :'::\WAI::, •••••••••••••••••••• 
J11-MI_ILF·AR:=~ • C •••••••••••• ■ •• 
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Tree no. 1 rooted using des1gnated ancestor 
:t: ~. l F' 1 
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Fig, 7,2 "Output" de PAUP obtenant un arbre plus court que dans 
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Fig, 7.3 "Output" de PAUP obtenant un arbre de m@me Jongueur 
que dans l'exemple de MIX,DOC , 
1. 17 
4 
7,2,3, Notes relatives à l'enracinement cladistique et aux types 
d'arbres. 
Alors que Felsenstein a cho1s1 d' implémenter un arbre 
binai~~ (avec 2spp-1 sommets) dans MIX, Swofford, lui ,construit 
un ou plu•,:;i(•:•:• . .ir'·::; ;_:,1rl::,rc-:~s tp_r_n_;;.i_:i .. r.E-i.~;_ (.:.:.1•,,i,:,i,:.: i:: 2 :-( nombr,::,11;; d' OTl.Jfü .... :;:'. ::1 
sommf:its) , 
D'autre part dans PAUP, les arbres ne sont jamais 
construits d'emblée enracinés cladistiquement. La situation est 
donc plus complexe dans MIX puisque, selon les cas de figure, 
l'évaluation de la parcimonie se fera sur un arbre enraciné 
cladistiquemnet ou non, On peut se demander, ½ ce propos, si les 
résultats pouvant être obtenus avec un enracinement cladistique 
primaire d'un arbre ternaire sont strictement équivalents½ ceux 
pouvant être obtenus½ partir d'un arbre ternaire construit non-
enraciné cladistiquement et postérieurement enraciné, Cette 
question s'inscrit dans le prolongement de la remarque suivante 
faite par Farris (1970, p.89) lorsqu'il compare son algorithme 
coni;;tru:i.s;;.in-1:: un .:,.1rbr1a d' i!,imblé~:-i ,:-:-inr;,,.,,:.::i.né < 11 '.~IMPL.E \,!nGNEI:~ METHOD") 
et celui produisant un arbre d'abord non-enraciné < ''ROOTLESS 
\~(IGNE1:;: METHOD'.:i ") "Th,:,:: fü :i. m1) l ,,:•i \,/;;.1~.:in<❖ir ;,., l ~;Jc>r :i. thm dc>G:s net i mpo!5(❖! 
irreversibility on the trees it produces, and from this 
standpoint, the choice of an ancestor may net be crucial, It has 
been found, however, that the form of the tree produced by a 
simple Wagner algorithm can be changed by altering the 
,.'.\nCf:!15tDl'' , , 11 
Enfin, ½ partir d'un arbre ternaire non-enraciné 
cladistiquement, Swofford offre 4 modes possibles d'enracinement, 
i::· ;.:.1r mi (:(!~ u )-("" (~ :i. l (·'.·!15 pl us i nté r Il:! !:l s ,:;,) nti;; son -1:: 1:~_0,0,T,::::ANCE ~;Tor~. ( op t i C) n 
par défaut) et ROOT~OUTGROUP. Cette dernière option est tout ½ 
fait analogue ½ l'option ü (c,-½-d, enracinement cladistique 
secondaire) de MIX, Par contre, la première n'a pas son 
correspondant exact dans le programme de Felsenstein, puisque 
comme cela vient d'être souligné, l'enracinement par ancêtre se 
fait d'emblée (enracinement cladistique primaire) dans MIX. De 
plus, selon la grille d'analyse définie au paragraphe 6,5.3,, la 
racine obtenue lorsque ROOT=ANCESTOR dans PAUP sera toujours de 
degré 1 (et l'arbre reste donc ternaire). En revanche, elle peut 
être de degré 1 (arbre ternaire) ou 2 (arbre binaire) lors d'un 
enracinement cladistique primaire dans MIX. Enfin, les 
conventions imposées par les 2 auteurs sont légèrement 
différentes chez Swofford, l'ancêtre commun est ~ déclarer 
parmi les OTUs tandis que chez Felsenstein,il ne peut pas être 
inclus dans le spp OTUs ~ analyser et est défini½ part. 
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CONCLUSIONS, 
Ce mémoire a permis d'amorcer la description d'une 
utilisation non-conventionnelle de l'informatique celle 
relative½ l'inférence de cladogrammes, 
Il a réalisé tout d'abord une revue synthétique de la 
littérature cladistique, soulignant ~ plusieurs reprises la 
participation croissante prise par les programmes dans l'analyse 
des caractères (pour éviter le recours~ des hypothèses½ prie -
ri) , s'intéressant au codage de ces derniers ,privilégiant les 
approches algorithmiques et se focalisant sur les études de 
logiciels disponibles. 
Cette étude a proposé une comparaison de l'analyse 
phylogénétique avec les langages formels dans le but de cerner 
avec davantage de rigueur et de profondeur le problème posé, Car 
une bonne définition de celui-ci est bien évidemment une 
condition nécessaire ½ la réalisation d' un algorithme 
programmable pour le résoudre. 
De plus cette nouvelle approche pourrait peut-être ,dans 
l'avenir , permettre un enrichissement de l'analyse cladistique 
elle-même, En effet, la théorie des grammaires formelles est 
actuellement très développée et il n'est pas impossible que 
certains de ses théorèmes soient adaptables ½ l'inférence 
d'arbres phylogénétiques, 
Enfin, l'explicitation formelle du concept d'optimisation 
(impliqué par cette inférence) qui a été réalisée dans ce travail 
pourrait ouvrir la voie½ la possibilité de découverte d'autres 
concepts de parcimonie, 
L'informatisation de l'analyse cladistique est actuellement 
en plein essor. Mais , paradoxalement, très peu de publications 
décrivent les algorithmes utilisés, En réponse~ cette carence, 
ce mémoire a fourni des spécifications (au sens informatique) ½ 
une solution proposée par Felsenstein , Il décrit en détail deux 
sujets qui ne sont que vaguement évoqués dans la littérature ½ 
!,;;,,_ivo :i. r' unf,:• hi::!1 .. 1r i 15t :i. q1 .. 1r;,) app(•:•) l éc,~ "br;.,_1nch s1,1;,.1pp :i. nr,;J" ou ré.,.irr;.,,ing(,:.)mc-:-!nt 
et l'utilisation par le programme de la valeur inconnue, 
La solution offerte par MIX ½ la recherche des topologies les 
plus parcimonieuses a été étudiée en détail ~n revanche, 
l'optimisation des valeurs des variaDles au niveau des HTUs ,pour 
1 .. 1 ni!:! te> p o l o ~J i (•:•! d c n n é ~,! n ' ;,,.1 été q u ' (❖) f f :I. ,::) 1 .. 1 r é f:) (❖! 'I:: ,:.~ 1::) s 1 .. 1 .,i i::) t m é r :i. t 1,,! r ;,,.1 :i. 'i:: 
d'être appraffandi, 
IJn seul des nombreux logiciels de PHYLIP a été pris en compte 
ici. Les codes-sources d'autres programmes d'analyse cladistique 
réalisés par Felsenstein , avec heuristique (METRO par exemple) 
ou sans <PENNY , DOLLOP , , ,) , pourraient utilement être scrutés 
et comparés½ ceux de MIX. 
D'autre part, une description et une mise en parallèle des 
algorithmes de PAUP (3.0) et de Hennig86 serait extrèmement 
:i. n té r c-:-! fü ,;;; .,.,.1 n t i:,•! , 
:l. :l. 9 
F :i.~_:J, :1. , :1. 
F :i. g :1., :~: 
F:i.g, :1., :.-3 
F i(;J, 3. :1. 
F :i. g. :::s. ~~ 
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ANNEXE I : Vocabulaire emprunté à la théorie des graphes. 
(adapté de Barthélemy et Guénoche 1988). 
I.1.La notion de graphe. 
"F orm!❖) 11 f!!m1::-)nt, I . .1n 0I.'.3,l.P.!::tf:t (·:-ii,; t I .. In cc>I .. Ip 1 !❖) G :::: < !:i .• (.~) formé d' un 
ensemble fini S = {s,t,u,v,,,,} et d'un ensemble A de parties ½ 
deux éléments de 5, 
1... (,·! ·::; é 1 é m 0) nt s d 0) ~:i !:i c> nt ;,.1 p 1) 1::•) 1 é fü 1 !·:) m 1,i.o.m,m.!,·).t.'::i. d f:) G 1::•) t 1 f.❖ 1,; é lé m €·)nt·::; 




u ,,,)t v sont: 
l'arête {u,v} sera 
;,.1.d,,i ;.:.1.c.1::)n.t:::i ..... ( , , , ) 
simplement notée uv et on dira 
L'en1:;emble des sommetfü adjacents½ un sommet u est appelé le 
•.1.0.:i .. s.i.n:'.'.1.~J<:.•). d!❖) u , 
Le nombre d(u) des éléments 'du voisinage de u' est appelé 
d_i:,)~Jr.é. r.:1, .. I somm(•:•)t u , , , " ( B;.:,1rthé l (':)m'/ 1::it Guénc>ch1:,) 19!:!B, p, 1 .... ;;:~, ) 




Un ,:.:.h.1::•).m,:i .. n. d1::-i G entre les sommets u et u' est une suite c: 
i . .1 :::: u Du 1 • ..1 :;:~ , , , u p .... :1. i . .1 p :::: , .. 1 ·'
De plus, on suppose 
+oii,; d;.:.1n1,; ,:.: , . , 
telle que, pour □~ i ~ p-1, u:i.ui+l E A, 
que chaque arête uiui+l n'intervient qu'une 
Un ,:.:.'(,:.:.1.<,·)_ (•:❖ <,;t l..l'ï! .-:·f"1c:·min dont 1(-:·)~,; 1::-!)<tr·émités ,:,:0:1:n,:,::i.d(,•int , 
1... ,,,i ,;.:i r ;,:.i ph,,:•! G r) s t d i -1:: '.;,:.9.I!.I!.fn..::.ft 1 o ri,; q 1 •.1 ' :i. 1 ,,:•! :-: :i. 5 t (❖) ;,.i u m o :i. n-::; un 
chemin entre chaque paire de sommet5 de G , , , 
Si A' est un sous ensemble des arêtes du graphe G -
1 (·:•i q r· ;.::1 ph 1::•) G ' .... ( ~:; , n ' ) f,! s t •'·"pp,~-) 1 é 1 1::•! 9 r':'.'.lJ)_h_(,,'. P:'.:.1.r·.t. :i. ,(0. l. d (•:•! G 
p;.:.ir· n• 
(~:i, A) , 
ind1 .. 1it 
Un Hr.'..:'JP.!::tf:1. Y.:':',l..J .. 1::!.!:\ (·,) 1,; t 1 . .1 n ,:.: ou p 1 <-:-) ( G , 1... ) formé d ' 1..1 n ~.:.1 r ·'-'·'ph(':) G .... 
pos i t :i. '•l<•:•)S, 
1' ;,.1r(-:-lt!-:•) 1 .. 1•,1 
d'une fonction 1..., ½ valeurs réelles strictement 
dé + :i. n :i. (:·) ·;:; 1 .. 1 r A ' 1... ( 1 . .1 V ) (:❖ ~,; 'I:: ·'.'.)pp(':! 1 é f:! 1 -'.'.l ]. .o.n au.1,:•)_I . .1.r, ' d f;) 
11 (B;.:.1rthél(•:)lll'/ ,,,it G1..11:-:-lnoch(•:•! :1.900 .• p, :;:'. (•:•it 3,) 
J,:I. 
I.2. Les .arbres. 
"DEFINITION :1. Un ;,:,1.r.:J;~J.'.Si.t i!:ii,; t un t,_:ir•;_:.iph<•:❖ ccinneH<,·! <,❖ t s.:.,:1nfü 
cycle, Dans un arbre tciut scimmet de degré :1. e1,;t appelé une 
-F <-:-! 1 .. 1 :i. l l <::-i , 1... 011;; ;,,.11 .. 1 -1:: r e:-i s :,; o mm <-:-! t fü 1,; ont ;,.l pp i!:i 1 (•:-i i,; , , • I:!.9.ft~::!.::h}. . No u •::i 
;,.i pp<:,! l 1 (·,! 1··0 n·;;; .,,.1.r.:J::,.r.:.i·,!. :l::_(-:!J.'.I!i•'·\.:i . .r,:.<•:•i. un ;_\l rb ri:,! dci nt tc>us l i:.;is nci<:,i 1..1ds sont: d,:-:-i 
degré 3 , , , Un arbre ternaire avec r -Feuillefü possède 2r-2 
s o m m 1::-1 t ·;;; , , , 11 ( P. ;:.i r thé l i!:! m '-/ ,,:-i t Gué no ,:.'. h <:,! , :1. 9 B B p , l,. ).1.1 !'.\ , ) 
"DEFINITION?: Un ;_,_,r•br(•:•! P.l.-'.'.1.n,-1::.é. (c>u <-:-l.n.r.-':.1_,:.:.i.n.é_) 11 (,·lfü-l:: un co1 .. 1pli!,l 
(H, , ... :, for·mé d' 1 .. 1n .,.,_,rbr<:,i H 1::-it d' 1 .. 1n noi!:!Ud r· d(-:! H .:.:.ipp1;.~lé r.-'.'.l,(\:i._î\0!_, 
'.:; o :i. -1:: ( H , r ) 1 .. 1 n ;,:.i r b r (,·! 1:> l ;_,_, n té c-~ t fü o :i. (·~ n -1:: 
on pose : s b s' fül et seulement sis' 
(•:-)t ,~' 
Il est clair que la relation b est : 
• réflexive : pour touts, s b s ; 
fü , fü J cl c-:-~ 1..1 }< 
((·)1:it 1:il .. l\'' li!.•) 
somm~0its dei·! H; 
,:.: h <:,i m :i. n 1~1 nt r ,,,! , .. :a 
" ;_,_) î'I t :i. fü '/ Ill ,,;; t l'' :i. q 1 .. 1 (·:) : p Cl 1 .. 1 l" t Cl u t i;; (·:.' t fü .. 1 m !:, s , (i,' t 5 , !::: 15 i m p ]. :i. q 1..1 !:,' nt l:i :::: :;; , 
• transitive : pour te>ut s,u,v s b 1..1 et u b v impl:i.quent s b v. 
1....,,.1 re:t.,.,.it::i.on :'.,, 0ist don,:.: 1 ..1n1:,l r_(•:•l.l:'·".t.:i..o.n. d.' ... o.r.d.r_(•:•i. 1;;1 .. 1r 1' 1::-)n1,;(,·!lllbl!❖l d<-:-!1,; 
sommets de l'arbre H. Cet ordre admet r pour plus grand 
,:.:.f l é m (?.• n t : p Cl 1 .. 1 r t o 1 .. 1 t 1,; o m m (•:•! t s , s ,t r· , , , 
D ;,.1 n 1,; 1 .. 1 n ;_\l r br(,·! p 1.,.,.1 nt é ( H , r ) , on d :i. t q 1 .. 1 !❖! l ' ;,.1 r f! t (❖! u v '~l ·,;; t :i. _1,;.-;;;_u.1:,1. 
du sDmmet u lorsque v bu, dans ce cas, par analogie avec les 
;_,_1 r· br· •::i s ,;,:i é né;,_, 1 o q :i. q u i:,l ;:; , on d i t q u ,:-:·! 1 .. 1 ,:-:-i :,; t 1 <:,! P.i:-:U:.'..!~l. ( , , • ) d 1:,1 v 1,:•l t q u 1:,l v 
f!1,;t f.:i._].y;_ d<-:-l u, [h:-11..1:< f:i. 11,; d' 1 .. rn mf!m1::-1 pi!-ir·1:,l sont •'llpp(·?léi,; f_r/i.r.1::-1.1,;_, , , " 
(P.~rthélemy et Guénoche, :l.9B8 p. 6,) 
Par convention, on dir~ (lors de l'exposé de l'~lgorithme de MIX) 
q 1..1 ,:,:., ]. ;,,.l r •':) 1,','. :i. 'ïl (❖) d 1 1 .. 1 n ;,,.) r b r (•:•) 1::-) 1:i t d I::•) r.:.J.Y.:!.:J Cl I l (❖) 1:i -f :i. l fü d (·:·) r· d ,:.;) r ;,:.1 n ':.:J :1. 
(•:•i t ;_:,1 :i. n :,; :i. d ,:,-i 1,; 1..1 :i. t 1::-i , , , 
Il[) E:: r:· IN I TI() N 3 : '::i O :i. -1:: :< un (-::• n 1:i (•:•) Ill b]. (-;) -F :i. î'I :i. ' u,n, x_. ..... ,,.,.r.b_r,(•:•). i::•) ';;i t 1 .. 1 n 
couple (H,-F), formé d'un ~rbre H = (5,A) et d'une fonction -F de X 
dans S telle que pour tout v C 5--F(X), d(v) ~ 3, 
1....,.,:1 fonc-1:::i.on f ,:,-)1:>t 1' é.t.:i._q_1 .. 1_1::•i:1::.-':.19,:,-i. du x ..... ,.'.1rbr1::•l, l...!':!S 1,;omnH:•)·I::·,;; .-::J::.1n·::> f 00 
'::i crn t •'·'·' p 1::- (•:•i 1 é :,; 1,;_o_m_m_,:.:-i_ti,;_ r.é.<::-i). _:,;_, 1 <·,! s •,::. o mm 0,I:: s; (i;,:.rn fü s .... -f (X) ·;;;ont ;,.1 pp e:-i lé i,; 
:,.:.f.9.!).l.!!.'!.P.t.:,r. .:.1 .... :,;1.:!-::ti.n:!.:-:.::.:.1." c P, •'·'·' r thé 1 (•,i m v ,:-:-i t C 1..1 é no,:.: h <•,i :1. 9 o D , p . :1. 6 , > 
'' 1 ... ' :i. dé(❖! C:-! :,; t q 1 .. 1 (•:-i , ,:.: o m pt ,:-:-i t (•:•in 1 .. 1 d e:-i ,::1 Cl n né(,·! 1,; port .,,.1 nt :,; 1 .. 1 r l 1::)fü 
d' sommets réels, les sommets l~tentfü jouent le 
':i.ntermédia:i.res' nécesfüaire'::i pDur obtenir une 
d' .,,.1rbri:,), '' (P,.,_,.irthélf!lll\' (❖!t G1 .. 1ér10,:,:h,:-,1 :1.9\:lD, p, :1.3,) 
I.3. Arbre minimum dans un graphe v.alué. 
'' '.:i o :i. t G 1 .. 1 r1 9 r .,,.,ph 1:,i , l (·:•i-;;; d (•:•i 1..1 :< ;:.1 fü :,; <·,) r• 'I:: :i. D n fü ( :i. ) ,:,:.i t 
defüsous sont équiv~lentes 
( :i.) G (,;)·::;t COl"ll"II::•)>::(-:•) 
(:i.:i.) G ;_:idmi:~t un qr;.:iph<,·l F•;.:irt:i.(-:-11 qu:i. ,:-:~·,;;t un .,,.1rbr,:,~ , , , 
r·dl(-:•i 
S -1:: l" 1 .. 1,:.: t Ur ((·) 
( . . ) 
':1. :1., ('.:Î."•' 
Lorsque le graphe partiel H de Gest un arbre, on dit que H est 
un arbre de G , , , 
Considérons maintenant un graphe valué connexe (G,L), On définit 
1.,.,.1 lp_n_9u5,·!_u.r·. 1. .... <.H.> .. d.' ... Uï\ !,',tr.J~.I:-9. H dr,:• G ,:.:omm(•:•) l;_:,1 sc>mm(-:•! d(❖!S lon9ur::)1 . .1rs 
d i:-:i '.,; .:.:.1 r t::-l t (❖! s q u :i. 1 f·! ,::: o m p c> 1,; r::i n t , 0 n ;;,1 pp r::-! 11 r::-! ;,tCt:I'.It !).L:!:..nJ .. !n.!:,!.!n. d (,~ ( C , L ) , 
1 .. 1n .,.,_1rbï'i::·) H di,:-:• G -1::,,::• 1 qu,,:-) 1... ( H) 1,;o :i. t m :i. n :i. mum 11 ( B.:.:.1r·thé 1 r::•!lll\' (•:•!t 
Guénoche, 1988 p,10) 
1, Au sens de la théorie des graphes (selon les définitions 
données par Barthélemy et Cuénoche 1988), un arbre 
enraciné dont tous les noeuds sont de de9ré =3 sauf la 
racine qui est de degré =2, correspond½ l'arbre binaire 
AB au sens algorithmique tel que défini dans l'annexe II, 
(voir aussi remarque 3 ci-dessous), 
Dans la description de MIX, seront utilisés les termes 
!!:U:.:t:J.'..!❖t t: .. :.i,.I!.!/t:),..l.'.'.J'.t p OU\"' dé 1,; i ~.:J n f::) \'' C (•:•) t y p (•:❖ d 1 ;,,l l' br 1::) ( p ,:;1 \'' 
opposition aux arbres ternaires tels que définis par 
Barthélemy et Cuénoche 1988) et de racin~ pour qualifier 
un noeud de degré 2, 
Comme définit ci-dessus, un arbre binaire AB avec spp 
feuilles possède donc 2spp-1 sommets, 
Cette définition est implicitement acceptée par 
Felsenstein lui-même dans les commentaires de certaines 
p r-· o c é d u r· (•:-i s d r::-i M I X ( : 11 ,:.: o n ·s t r u c t s ;,:.1 b :i. n .,.:.1 r y t r (-:~ E! , , , 11 ) , 
Dans la description de l'algorithme de MIX, un arbre 
binaire ayant, t la suite d'un processus de construction 
pas~ pas, incorporé ces 2spp-1 sommets sera qualifié de 
11 
,:.:_o_mp_l,é_t,é. 11 , D' .:;11 . .1tr,~! p.:nrt un s;ommi::-it :i. n,:.:or·pciré il1 1' ;.:.irbrr,) 
b:i.n;;:i:i.r1::) r,e S(❖)\'';i,l dit "l,i,é." i!.l (.:18' 
2, Il existe de nombreuses divergences au niveau du 
vocabulaire utilisé par les biolo9istes systématiciens et 
les mathématiciens, C'est ainsi que Swofford et Berlocher 
(1987 p, 294) nomment arbre binaire non-enraciné 
( 11 1 . .1 n d :i. r· ,:,-i ,·:.: t (•:•) d or 1 . .1 n r o ci t (❖! d b :i. n .,,.1 r· v t r 1:,•! (❖! 11 ) ,:.: 1,:•! q 1..1 i (•:•! ·;;; t :1. ,:,: 1 
;_,.1 pp 1::! 1 é " ;_,_, r br i:-:·! t 1::-1 r· n ;_:,1 i r (•:•! n D n .... (•:•) n r ;;,1,:.: i né , 11 Cr:::• d (•:•! r n i (·,! r (·:) s t 
;_::1 p p ,,:~ 1 é " r é 1,; f,: ;_:,11 . .1 11 ( n 1::-! -1:: 1,1 or k ) p ;_,,1 r F ·'.'.l r r i 1; ( 1 9 ·7 0 ) ri 'I:: b (,·) .,.,.11 .. 1,·::: ou p 
d'autres (Wagner 1981) qui réservent le terme d'arbre 
( 11 trriri 11 ) .'!.-1 1' ·'.'.lr br 1::1 !-:inr· .,.,.1,:.: :i. n1:-:-i , Un .,.,.1r br··,:-:-) dont t oui,; l (•:-is 
noeuds se>nt de degré trois est parfois qualifié dans la 
1 :i. -1:: t é r •'·" t u r·· ,,:-:, .:.:.1 n •::J 1 o ·;;; ·'.'.l :,.,: o n (·:-:• d !-:! 11 b :i. fur ,·:.: .:.:1 t i n g t r r::❖ (❖! 11 ( Gr .:.:.i h .,.,.1 m ,:x 
r:· o u 1 d ·::; :1. 9 U ? , p , l :::~ tj. ) o u ,,,! n r:.: o r• i:-:-i II f 1..1 l l y b :i. f 1..1 r r:.: .,.,.1 t i n q t r (•:•! (•:•! 11 
(Berlocher and Swofford, 19U7 p,298), Il est souvent 
ne>mmé bina:i.re <Dav, 1983, p,432). 
3, Il est éclairant de noter que le vocabulaire emprunté b 
la théorie des qraphes s'inscrit dans une sémantique 
d é .-:.: 1 .,.,.1 r .::.1 t :i. v (•:•! , 
I,3 
i::· :i. q 1..1 r (·') I , :1. 
F :i. '] 1..1 r ,:-:•) I . :;:: 
f 
n 
Un arbre ternaire, 
n ,,,, no~:❖ 1 .. 1d 
-f :::: f (·! 1,.1 :i. ]. ]. C·) , 
r 
Un erbre bineire. 
n :::: no<-,iud 
f .... f <-:-.1 1 .. 1 :i. l 1 c·) 
r "'' r ;.:1 ,:.~ :i. n e❖1 




ANNEXE II Vocabulaire emprunté à l'algorithmique ( ,:.: f , ,·:.: o , .. , r ':,; :i. nt :i. t 1..1 l é " Mét h o do l o g i ;,:•: d 1::-1 1 ;_,., p r o gr ;_,_,mm ;,_, .... 
t :i. D n du F' r of (•:•i ·,::-5 (❖11 . .1 r H , l...01 r ov) , 
(.\r.b_r_,:,•i. !} :i. n;,.1 i r0t O.!} :;;!g_ :tt'.P.!:t I : ~,in':,;(-,:mb 1 (•:-i di:-,i v.,,.,r :i. ;_,_,b l ~:-i':,; d~,i tvp~:-i T 
str1..1ct1..1ré selon 18 déf:i.nition s1..1:i.vante 
F'. f! m ;_,_, r q 1 .• 1 (❖: 
- formé de 3 p8rt:i.es .racine (v8ri8ble de tvpe T) 
,sous-8rbre de g8uche <Arbre 
Bin8ire de type T) 
,so1..1s-8rbre de droite (Arbre 
Bin8ire de tvpe T) 
- si AB est vide : ne rien faire 
- sinon 1,vis:i.ter la racine 
2,p8rcourir le so1..1s-8rbre de Q8Uche en ordre 
J) r (-;~ f :i. H (·~\ 
3,p8rcourir le sous-arbre de droite en ordre 
pl'' é f :i. :-: é ' 
- si AB est vide : ne rien f8:i.re 
- sinon 1,p8rcourir le sous-arbre de gauche en ordre 
p C) ':,; t f :i. :-:: é 
2.parcour:i.r le sous-arbre de droite en ordre 
PD':,; t f :i. )·(é 
3.v:i.s:i.ter la racine, 
Ce vocabulaire, cDntrairement ~ celu:i. emprunté ~ la 
théorie des graphes, relève d'une sémantique prDcédu-
r-.,,.l]. ~:), 
II,:I. 
ANNEXE - III 
PROGRAMME MIX.PAS 
(Extrait de Phylip 3.1 de Felsenstein) 
PROGRAM Mix (infile, treefile, OUTPUT); 
(* version 3.1. (c) Copyright 1986, 1987, 1988 by the University of 
Washington and Joseph Felsenstein. Written by Joseph Felsenstein. 
Permission is granted to copy and use this program provided no 
fee is charged for it and provided that this copyright 
notice is not removed. *) 
CONST maxsp = 50; (* maximum number of species *) 
maxsz = 100; (* size of pointer array. >= 2*maxsp - 1 *) 
maxchr = 200; (* max. number characterstates per species *) 
bits = 30; (* max. number of elements in a Pascal set *) 
wrds = 7; (* wrds *bits>= maxchr *) 
nmlngth = 10; (* number of characters in species name *) 
maxtrees = 100; (* maximum number of tied trees stored *) 
maxuser = 10; (* maximum number of user-defined trees *) 
TYPE steparray = ARRA Y[l .. maxchr] OF INTEGER; 
bitrange = 1..bits; 
bitset = SET OF bitrange; 
bitarray = ARRA Y[l..wrds] OF bitset; 
nodeptr = "node; (* nodes will form a binary tree *) 
node = RECORD (* describes a tip species or an ancestor *) 
ancestor, leftdesc, rtdesc : nodeptr; (* pointers to nodes *) 
index : INTEGER; (* number of the node *) 
tip : BOOLEAN; (* present species are tips of tree *) 
stateone, statezero : bitarray; (* see in PROCEDURE fillin *) 
xcoord, ycoord : INTEGER (* used by printree *) 
END; 
pointarray = ARRA Y[l..maxsz] OF nodeptr; 
longer = ARRA Y[0 .. 5] OF INTEGER; 
V AR root : nodeptr; 
infile, treefile : TEXT; 
spp, nonodes, chars, words, inseed, outgrno : INTEGER; 
(* spp = number of species 
nonodes = number of nodes in tree 
chars= number ofbinary characters 
words = number of words needed 
to represent characters of one organism 
outgrno indicates outgroup *) 
jumble, usertree, weights, thresh, ancvar, questions, allsokal, 
allwagner, mixture, trout, noroot, outgropt, didreroot: BOOLEAN; 
extras, weight: steparray; 
ancone, anczero: ARRAY[l..maxchr] OF BOOLEAN; 
treenode : pointarray; (* pointers to ail nodes in tree *) 
name: ARRAY[l..maxsp, 1..nmlngth] OF CHAR;(* names of species *) 
threshold : REAL; 
threshwt: ARRAY[l..maxchr] OF REAL; 
wagner : bitarray; 
seed : longer: 
enterorder : ARRA Y[l..maxsp] OF INTEGER; 
FONCTION randum (V AR seed : longer) : REAL; 
(* random number gencrator -- slow but machine indcpendent *) 
V AR i, j, k, sum : INTEGER; 




BEGIN (* randum *) 
mult[0] := 13; 
mult[l] := 24; 
mult[2] := 22; 
mult[3] := 6; 
FOR i := 0 TO 5 DO 
newseed[i] := 0; 
FOR i := 0 TO 5 DO BEGIN 
sum := newseed[i]; 
k := i; 
IF i > 3 TREN k := 3; 
FOR j := 0 TO k DO 
sum := sum + multüJ * seed[i-j]; 
newseed[i] := sum; 
FOR j := i TO 4 DO BEGIN 
newseedü+ 1] := newseedü+ 1] + newseedü] DIV 64; 
newseedü] := newseedü] MOD 64; 
END; 
END; 
seed := newseed; 
seed[5] := seed[5] MOD 4; 
X:= 0,0; 
FOR i := 0 TO 5 DO 
x := x / 64.0 + seed[i]; 
X:= X/ 4.0; 
randum := x; 
END; (* randum *) 
FUNCTION digit (ch : CHAR) : BOOLEAN; 
BEGIN (* digit *) 
digit:= (ch>= '0') AND (ch<= '9'); 
END; (* digit *) 
FUNCTION letter (ch : CHAR) : BOOLEAN; 
(* tests whether ch is a letter 
-- works for both ASCII and EBCDIC codes *) 
BEGIN (* letter *) 
letter := ((ch >= 'A') AND (ch <= 'I')) 
OR ((ch >= 'J') AND (ch <= 'R')) 
OR ((ch >= 'S') AND (ch <= 'Z')) 
OR ((ch >= 'a') AND (ch <= 'i')) 
OR ((ch>= 'j') AND (ch <= 'r')) 
OR ((ch>= 's') AND (ch <= 'z')); 
END; (* letter *) 
PROCEDURE uppercase (V AR ch : CHAR); 
(* convert a character to upper case -- either ASCII or EBCDIC *) 
BEGIN (* uppercase *) 
IF letter(ch) AND (('a'> 'A') AND (ch>= 'a') 
OR ('a' < 'A') AND (ch < 'A')) 
TREN ch := CHR(ORD(ch) + ORD('A') - ORD('a')); 
END;(* uppercase *) 
PROCEDURE newline (i, j, k : INTEGER); 
(* go to new line if i is a multiple of j, indent k spaces *) 
V AR m : INTEGER; 
BEGIN(* newline *) 
IF (((i-1) MOD j) = 0) AND (i> 1) 
THENBEGIN 
WRITELN(OUTPUT); 
FOR m := 1 TO k DO WRITE(OUTPUT,' '); 
END; 
END; (* newline *) 
III.2 
PROCEDURE doinput; 
(* reads the input data *) 
PROCEDURE inputnumbers; 
(* input the numbers of species and of characters *) 
BEGIN (* inputnumbers *) 
WRITELN(OUTPUT); 
WRITELN(OUTPUT, 'Mixed parsimony algorithm, version 3.1'); 
WRITELN(OUTPUT); 
READ(infile, spp, chars); 
WRITELN(OUTPUT,' ',spp:2,' species, ',chars:3,' characters'); 
IF spp > maxsp 
THEN WRITELN(OUTPUT, ' TOO MANY SPECIES: adjust CONSTants'); 
IF chars > maxchr 
THEN WRITELN(OUTPUT, 'TOO MANY CHARACTERS: adjust CONSTants'); 
WRITELN(OUTPUT); 
words := (chars DIV bits) + 1; 
nonodes := 2 * spp - 1; 
END; (* inputnumbers *) 
PROCEDURE inputoptions; 
(* input the information on the options *) 
V AR ch : CHAR; 
extranum, i : INTEGER; 
PROCEDURE inputmixture; 
(* input mixture of methods *) 
V AR i, j, k : INTEGER; 
ch: CHAR; 
wag: BOOLEAN; 
BEGIN (* inputmixture *) 
FOR i := 1 TO nmlngth-1 DO READ(infile, ch); 
FOR i := 1 TO words DO wagner[i] := []; 
j := O; 
k := 1; 
FOR i := 1 TO chars DO BEGIN 
REPEAT 
IF EOLN(infile) THEN READLN(infile); 
READ(infile, ch); 
UNTIL ch <> ' '; 
uppercase (ch); 
wag := FALSE; 
IF (ch='W') OR (ch='?') 
THEN wag := TRUE 
ELSE IF (ch='S') OR (ch='C') 
THEN wag := FALSE 
ELSE WRITELN(OUTPUT,' error: ', ch); 
j := j + 1; 
IF j > bits 
THENBEGIN 
j := 1; 
k := k + 1; 
END; 
IF wag 
THEN wagner[k] := wagner[k) + [j]; 
IF NOT ancvar 
THEN ancone[i] := wag; 
END; 
READLN(infile ); 
allwagner := FALSE; 
allsokal := FALSE; 
mixture := TRUE; 
END; (* inputmixture *) 
PROCEDURE printmixture; 
III.3 
(* print out list of parsimony methods *) 
V AR i, k, 1 : INTEGER; 
BEGIN (* printmixture *) 
allwagner := TRUE; 
WRITELN(OUTPUT, 'Parsimony methods:'); 
l := O; 
k := 1; 
FOR i := 1 TO nmlngth+4 DO WRITE(OUTPUT, ' '); 
FOR i := 1 TO chars DO BEGIN 
newline (i, 50, nmlngth+4); 
l := l + 1; 
IF l > bits 
THENBEGIN 
l := 1; 
k := k + 1; 
END; 
IF l IN wagner[k] 
TREN WRITE(OUTPUT, 'W') 
ELSE BEGIN 
WRITE(OUTPUT, 'S'); 
allwagner := allwagner AND (weight[i] = 0); 
END; 




END; (* printmixture *) 
PROCEDURE inputhresh; 
(* input the threshold *) 
BEGIN (* inputhresh *) 
READLN(infile, threshold); 
thresh := TRUE; 
END; (* inputhresh *) 
PROCEDURE printhresh; 
(* print out the threshold value *) 
BEGIN(* printhresh *) 
WRITELN(OUTPUT,' Threshold value=', threshold:10:3); 
WRITELN(OUTPUT); 
END; (* printhresh *) 
PROCEDURE inputweights; 
(* input the character weights, 0-9 and A-Z for weights 
0 - 35 *) 
V AR ch : CHAR; 
i: INTEGER; 
BEGIN (* inputweights *) 
FOR i := 1 TO nmlngth-1 DO READ(infile, ch); 
FOR i := 1 TO chars DO BEGIN 
REPEAT 
IF EOLN(infile) THEN READLN(infile); 
READ(infile, ch); 
UNTIL ch<>''; 
weight[i] := 1; 
IF digit(ch) 
THEN weight[i] := ORD(ch) - ORD('0') 
ELSE IF letter(ch) 
THENBEGIN 
uppercase (ch); 
IF (ch>= 'A') AND (ch<= 'I') 
TREN weight[i] := ORD(ch) - ORD('A') + 10 
ELSE IF (ch>= 'J') AND (ch<= 'R') 
THEN weight[i] := ORD(ch) - ORD('J') + 19 
ELSE wcight[i] := ORD(ch) - ORD('S') + 28; 
III.4 
END 
ELSE WRITELN(OUTPUT,' Bad weight character: ',ch); 
END; 
READLN(infile); 
weights := TRUE; 
END; (* inputweights *) 
PROCEDURE printweights; 
(* print out the weights of characters *) 
V AR i, j, k : INTEGER; 
BEGIN (* printweights *) 
WRITELN(OUTPUT,' Characters are weighted as follows:'); 
WRITE(OUTPUT,' '); 
FOR i := 0 TO 9 DO WRITE(OUTPUT, i:3); 
WRITELN(OUTPUT); 
WRITELN(OUTPUT,' *---------------------------------'); 
FOR j := 0 TO (chars DIV 10) DO BEGIN 
WRITE(OUTPUT, lO*j:5, '! '); 
FOR i := 0 TO 9 DO BEGIN 
k := lO*j + i; 
IF (k>O) AND (k<=chars) 
THEN WRITE(OUTPUT, weight[k]:3) 





END; (* printweights *) 
PROCEDURE inputancestors; 
(* reads the ancestral states for each character *) 
V AR i : INTEGER; 
ch: CHAR; 
BEGIN (* inputancestors *) 
FOR i := 1 TO nmlngth-1 DO READ(infile, ch); 
ancvar := TRUE; 
FOR i := 1 TO chars DO BEGIN 
REPEAT 
IF EOLN(infile) TREN READLN(infile); 
READ(infile, ch); 
UNTIL ch <> ' '; 
IF ch= 'p' TREN ch:= 'P'; 
IF ch = 'b' TREN ch := 'B'; 
CASE ch OF 
'l' : anczero[i] := FALSE; 
'O' : ancone[i] := FALSE; 
'P' : BEGIN END; 
'B' : BEGIN END; 




END; (* inputancestors *) 
PROCEDURE printancestors; 
(* print out list of ancestral states *) 
V AR i : INTEGER; 
BEGIN (* printancestors *) 
WRITELN(OUTPUT, ' Ancestral states:'); 
FOR i := 1 TO nmlngth+4 DO WRITE(OUTPUT,' '); 
FOR i := 1 TO chars DO BEGIN 
newline (i, 50, nmlngth+4); 
IF ancone[i] AND anczero[i] 
TREN WRITE(OUTPUT, '?') 
ELSE IF ancone[i] 
III.5 
1~ 
TREN WRITE(OUTPUT, 'l') 
ELSE WRITE(OUTPUT, '0'); 




END; (* printancestor *) 
BEGIN (* inputoptions *) 
ancvar := FALSE; 
FOR i := 1 TO chars DO BEGIN 
anczero[i] := TRUE; 
ancone[i] := TRUE; 
END; 
allwagner := TRUE; 
allsokal := FALSE; 
jumble := FALSE; 
mixture:= FALSE; 
outgrno := 1; 
outgropt := FALSE; 
thresh := F ALSE; 
trout := FALSE; 
usertree := FALSE; 
weights := FALSE; 
extranum := O; 
WHILE NOT EOLN(infile) DO BEGIN 
READ(infile, ch); 
uppercase (ch); 
IF (ch= 'A') OR (ch= 'C') OR (ch= 'J') 
OR (ch= 'M') OR (ch= '0') OR (ch= 'S') 
OR (ch= 'T') OR (ch= 'U') OR (ch= W') OR (ch= 'Y') 
TREN CASE ch OF 
'A': extranum := extranum + 1; 
'C' : allsokal := TRUE; 
'J': BEGIN 
jumble := TRUE; 
extranum := extranum + 1; 
END; 
'M' : extranum := extranum + 1; 
'O': BEGIN 
outgropt := TRUE; 
extranum := extranum + 1; 
END; 
'S' : allsokal := TRUE; 
'T' : extranum := extranum + 1; 
'U' : usertree := TRUE; 
'W' : extranum := extranum + 1; 
'Y' : trout := TRUE 
END 
ELSE IF ch <> ' ' 
TREN WRITELN(OUTPUT, 'Bad Option Character: ', ch); 
END; 
READLN (infile ); 
IF allsokal TREN allwagner := FALSE; 
FOR i := 1 TO words DO 
IF allsokal 
TREN wagner[i] := [] 
ELSE wagner[i] := [1..bits]; 
threshold := spp; 
FOR i := 1 TO chars DO wcight[i] := l; 
FOR i := 1 TO extranum DO BEGIN 
READ(infile, ch); 
uppercase (ch); 
IF ch= 'A' 
TREN inputancestors; 
III.6 
IF ch= 'J' 
THEN READLN(infile, inseed); 
IF ch= 'M' 
THEN inputmixture; 
IF ch= 'O' 
THEN READLN(infile, outgrno); 
IF ch= 'T' 
THEN inputhresh; 





IF NOT ancvar 
THEN FOR i := 1 TO chars DO ancone[i] := FALSE; 
WRITELN(OUTPUT, ' Camin-Sokal parsimony method'); 
END; 
IF allwagner 






WRITELN(OUTPUT, 'Random number seed = ', inseed:8); 
WRITELN(OUTPUT); 
FOR i := 0 TO 5 DO seed[i] := O; 
i := O; 
REPEAT 
seed[i] := inseed MOD 64; 
inseed := inseed DIV 64; 
i := i + 1; 








noroot := allwagner OR (threshold <= 2.0); 
questions:= FALSE; 
FOR i := 1 TO chars DO BEGIN 
noroot := noroot AND ancone[i] AND anczero[i]; 
questions := questions OR (ancone[i] AND anczero[i]); 
threshwt[i] := threshold * weight[i]; 
END; 
END; (* inputoptions *) 
PROCEDURE inputdata; 
(* input the names and character state data for species *) 
V AR i, j, 1 : INTEGER; 
k : bitrange; 
charstate : CHAR; (* possible states are 
'O', 'l', 'P', 'B', and'?'*) 
BEGIN (* inputdata *) 
WRITELN(OUTPUT); 
j := nmlngth - 5 + chars DIV 2; 
IF j < nmlngth - 1 THEN j := nmlngth - 1; 
IF j > 39 THEN j := 39; 
WRITE(OUTPUT, 'Name'); 
FOR i := 1 TO j DO WRITE(OUTPUT, ' '); 
WRITELN(OUTPUT, 'Characters'); 
WRITE(OUTPUT, ' ----'); 




FOR i := 1 TO chars DO extras[i] := O; 
FOR i := 1 TO nonodes DO BEGIN 
NEW (treenode[i]); 
treenode[i]".leftdesc := NIL; 
treenode[i]".rtdesc := NIL; 
treenode[i]".ancestor := NIL; 
treenode[i]".index := i; 
IF i <= spp 
THENBEGIN 
treenode[i]".tip := TRUE; 
FOR j := 1 TO nmlngth DO READ(infile, name[ij]); 
WRITE(OUTPUT, ' '); 
FOR j := 1 TO nmlngth DO WRITE(OUTPUT, name[i,j]); 
WRITE(OUTPUT, ' '); 
FOR j := 1 TO words DO BEGIN 
treenode[i]".stateoneü] := []; 
treenode[i]".statezero[i] := []; 
END; 
FOR j := 1 TO chars DO BEGIN 
k := ((j-1) MOD bits)+ 1; 
1 := ((i-1) DIV bits)+ 1; 
REPEAT 
IF EOLN(infile) THEN READLN(infile); 
READ(infile, charstate); 
UNTIL charstate <> ' '; 
IF charstate = 'b' THEN charstate := 'B'; 
IF charstate = 'p' THEN charstate := 'P'; 
IF NOT ((charstate = 'O') 
OR (charstate = 'l') 
OR (charstate = '?') 
OR (charstate = 'P') 
OR (charstate = 'B')) 
THEN WRITELN(OUTPUT,' Warning -- ', 
'bad character state: ', charstate, 
' at character ', j:5,' of species ', i:3); 
newline (i, 60, nmlngth+4); 
WRITE(OUTPUT, charstate); 
IF (j MOD 5) = 0 THEN WRITE(OUTPUT,' '); 
IF (charstate = '1 ') 
THEN treenode[i]".stateone[l] 
:= treenode[i]".stateone[l] + [k]; 
IF (charstate = 'O') 
THEN treenode[i]".statezero[l] 
:= treenode[i)A.statezero[l] + [k]; 
IF (charstate = 'P') OR (charstate = 'B') 









END; (* inputdata *) 




END; (* doinput *) 
PROCEDURE maketree; 
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(* constructs a binary tree from the pointers in treenode. 
adds each node at location which yields highest "likelihood" 
then rearranges the tree for greatest "likelihood" *) 
TYPE placearray = ARRAY[l .. maxsz] OF INTEGER; 
V AR i, j, k, nextree, numtrees, which, minwhich : INTEGER; 
like, bestyet, bestlike, gotlike, 
minsteps, sum, sum2, sd : REAL; 
lastrearr : BOO LEAN; 
nsteps : ARRA Y [1..maxuser] OF REAL; 
fsteps : ARRA Y [1..maxuser] OF ARRAY [1..maxchr] OF REAL; 
guess: ARRAY[l .. maxchr] OF CHAR; 
there, item, nufork, dummy : nodeptr; 
numsteps : steparray; 
fullset : bitset; 
steps, zeroanc, oneanc : bitarray; 
place: placearray; 
bestrees : ARRAY[l..maxtrees] OF placearray; 
PROCEDURE add (below, newtip, newfork: nodeptr); 
(* inserts the nodes newfork and its left descendant, newtip, 
to the tree. below becomes newfork's right descendant *) 
BEGIN (* add *) 
newfork" .ancestor := below" .ancestor; 
newfork".rtdesc := below; 
newfork".leftdesc := newtip; 
below".ancestor := newfork; 
newtip".ancestor := newfork; 
IF newfork".ancestor <> NIL 
TREN IF newfork".ancestor".leftdesc = below 
TREN newfork".ancestor".leftdesc := newfork 
ELSE newfork".ancestor".rtdesc := newfork; 
END; (* add *) 
PROCEDURE remove (V AR item, fork : nodeptr); 
(* removes nodes item and its ancestor, fork, from the tree. 
the new descendant of fork's ancestor is made to be 
fork's second descendant (other than item). Also 
retums pointers to the deleted nodes, item and fork *) 
V AR other, below: nodeptr; 
BEGIN (* remove *) 
IF item" .ancestor = NIL 
TREN fork := NIL 
ELSE BEGIN 
fork := item".ancestor; 
IF item= fork".leftdesc 
TREN other := fork".rtdesc 
ELSE other := fork" .leftdesc; 
below := fork".ancestor; 
other".ancestor := below; 
IF below <> NIL 
TREN BEGIN 
IF below".leftdesc = fork 
TREN below" .leftdesc := other 
ELSE below".rtdesc := other; 
fork".ancestor := NIL; 
END; 
fork".leftdesc := NIL; 
fork".rtdesc := NIL; 
item".ancestor := NIL; 
END; 
END;(* remove *) 
PROCEDURE fillin (p: nodeptr); 
(* Sets up for each node in the tree two statesets. 
stateone and statezero are the sets of character 
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states that must be 1 or must be 0, respectively, 
in a most parsimonious reconstruction, based on the 
information al or above this node. Note that this 
state assignment may change based on information further 
down the tree. If a character is in both sets it is in 
state "P". If in neither, it is "?". *) 
V AR i : INTEGER; 
10, 11, rO, rl, st, wa, za : bitset; 
BEGIN (* fillin *) 
FOR i := 1 TO words DO BEGIN 
10 := pA.JeftdescA.statezero[i]; 
11 := pAJeftdescA.stateone[i]; 
rO := pA.rtdescA.statezero[i]; 
rl := pA.rtdescA.stateone(i]; 
wa := wagner[i]; 
za := zeroanc[i]; 
St:= Il * rO + 10 * rl; 
steps[i] := st; 
pA.stateone[i] := Il + rl - (st * (wa + za)); 
pA.statezero[i] := 10 + rO - (st * (wa + (fullset - za))); 
END; 
END; (* fillin *) 
PROCEDURE evaluate (r: nodeptr); 
(* Determines the number of steps needed for a tree. 
This is the minimum number needed to evolve chars on 
this tree *) 
V AR i, stepnum, smaller : INTEGER; 
sum, term : REAL; 
numsone, numszero : steparray; 
PROCEDURE count (V AR stps : bitarray); 
(* counts the number of steps in a fork of the tree. 
The program spends much of its time in this PROCEDURE *) 
V AR i, j, 1 : INTEGER; 
BEGIN (* count *) 
j := 1; 
1 := O; 
FOR i := 1 TO chars DO BEGIN 
1 := l + l; 
IF l > bits 
THENBEGIN 
1 := I; 
j := j + 1; 
END; 
IF 1 IN stpsU] 
TREN BEGIN 
IF I IN zeroancU] 
TREN numszero[i] := numszero[i] + weight[i] 
ELSE numsone[i] := numsone[i] + weight[i]; 
END; 
END; 
END; (* count *) 
PROCEDURE postorder (p : nodeptr); 
(* traverses a binary tree, calling PROCEDURE fillin at a 
node's descendants before calling fillin at the node *) 
BEGIN (* postorder *) 








END; (* postorder *) 
BEGIN (* evaluate *) 
sum := O; 
FOR i := 1 TO chars DO BEGIN 
numszero[i] := O; 
numsone[i] := O; 
END; 
FOR i := 1 TO words DO 
zeroanc[i] := fullset; 
postorder (r); 
count (r" .stateone ); 
FOR i := 1 TO words DO 
zeroanc[i] := []; 
postorder (r); 
count (r".statezero); 
FOR i := 1 TO chars DO BEGIN 
smaller := spp * weight[i]; 
IF anczero[i] 
THENBEGIN 
numsteps[i] := numszero[i]; 
smaller := numszero[i]; 
END; 
IF ancone[i] AND (numsone[i] < smaller) 
THEN numsteps[i] := numsone[i); 
stepnum := numsteps[i] + extras[i]; 
IF stepnum <= threshwt[i] 
THEN term := stepnum 
ELSE term := threshwt[i]; 
sum := sum + term; 
IF usertree 
THEN fsteps[which][i] := term; 
guess[i] := '?'; 
IF (NOT ancone[i]) OR 
(anczero[i] AND (numszero[i] < numsone[i])) 
THEN guess[i] := 'O' 
ELSE IF (NOT anczero[i]) OR 
(ancone[i) AND (numsone[i] < numszero[i])) 




nsteps[which] := sum; 
IF which = 1 
THEN BEGIN 
minwhich := 1; 
minsteps := sum; 
END 
ELSE IF sum < minsteps 
THEN BEGIN 
minwhich := which; 
minsteps := sum; 
END; 
END; 
like := -sum; 
END; (* evaluate *) 
PROCEDURE reroot (outgroup : nodeptr); 
(* reorients tree, putting outgroup in desircd position. 
Written by Kent Fiala *) 
V AR vertex, oldvertex, ante, othcrbranch : nodcptr; 
left: BOOLEAN; 
BEGIN (* reroot *) 
IF NOT (outgroup".anccstor = root) 
THEN BEGIN 
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oldverlex := outgroup; 
vertex := oulgroupA.anceslor; 
anle := vertexA.ancestor; 
IF verlexA.rldesc = oulgroup 
THEN BEGIN 
vertexA.rtdesc := vertexAJeftdesc; 
vertexAJeftdesc := outgroup; 
END; 
REPEAT 
IF oldvertex = vertexAJeftdesc 
THENBEGIN 
vertexA.Jeftdesc := ante; 
left := TRUE; 
END 
ELSE BEGIN 
vertex A .rtdesc := ante; 
left := FALSE; 
END; 
vertexA.ancestor := oldvertex; 
oldvertex := vertex; 
vertex := ante; 
ante:= vertexA.ancestor 
UNTIL vertex = root; 
IF rootAJeftdesc = oldvertex 
THEN otherbranch := roolA .rtdesc 
ELSE otherbranch := rootA.Jeftdesc; 
IF left 
THEN oldvenexA.Jeftdesc := otherbranch 
ELSE oldvertexA.rtdesc := olherbranch; 
otherbranchA.ancestor := oldvertex; 
rootA.rtdesc := outgroupA.ancestor; 
rootAJeftdesc := outgroup; 
outgroupA .ancestorA .ancestor := root; 
outgroupA.ancestor := root; 
END; 
END; (* reroot *) 
PROCEDURE addpreorder (p, item, nufork: nodeptr); 
(* traverses a binary tree, calling PROCEDURE tryadd 
at a node before calling tryadd at its descendants *) 
TYPE knowed = RECORD (* temporary storage for tree shape *) 
ancestor, leftdesc, rtdesc : nodeptr; 
END; 
V AR treeknowed : ARRA Y [1..maxsz] OF knowed; 
PROCEDURE tryadd (p: nodeptr); 
(* temporarily adds one fork and one tip to the tree. 
if the location where they are added yields greater 
"likelihood" than other locations tested up to that 
time, then keeps that location as there *) 
V AR i, pos : INTEGER; 
found: BOOLEAN; 
rute : nodeptr; 
PROCEDURE savetree; 
(* record in place where each species has to be 
added to reconstruct this tree *) 
V AR i, j : INTEGER; 
p: nodeptr; 
done: BOOLEAN; 
BEGIN(* savetree *) 
IF noroot 
THEN reroot (treenodc[outgrno]); 
FOR i := l TO nonodes DO place[i] := O; 
place[rootA .index] := I; 
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FOR i := 1 TO spp DO BEGIN 
p := treenode[i]; 
WHILE (place[p".index] = 0) DO BEGIN 
place[p".index] := i; 
p := p".ancestor; 
END; 
IF i > 1 
THENBEGIN 
place[i] := place[p".index]; 
j := place[p".index]; 
done := FALSE; 
WHILE NOT done DO BEGIN 
place[p".index] := spp + i - 1; 
p := p".ancestor; 
done := (p = NIL); 
IF NOT done 




END; (* savetree *) 
PROCEDURE findtree; 
(* finds tree given by ARRA Y place in ARRA Y 
bestrees by binary search *) 
V AR i, lower, upper : INTEGER; 
below : BOOLEAN; 
BEGIN (* findtree *) 
below := F ALSE; 
lower := 1; 
upper := nextree - 1; 
found := F ALSE; 
WHILE (NOT found) AND (lower <= upper) DO BEGIN 
pos := (lower + upper) DIV 2; 
i := 3; 
WHILE (place[i] = bestrees[pos][i]) AND (i <= spp) DO 
i := i + 1; 
found := (i > spp); 
below := place[i] < bestrees[pos][i]; 
IF NOT found 
THENBEGIN 
IF below 
THEN upper := pos - 1 
ELSE lower := pos + 1; 
END; 
END; 
IF (NOT found) AND (NOT below) 
THEN pos := pos + 1; 
END; (* findtree *) 
PROCEDURE addtree; 
(* puts tree from ARRA Y place in its proper position 
in ARRA Y bestrees *) 
VAR i: INTEGER; 
BEGIN (* addtree *) 
FOR i := (ncxtree - 1) DOWNTO pos DO 
bestrees[i+ 1] := bcstrees[i]; 
bestrees[pos] := place; 
nextree := nextree + l; 
END; (* addtree *) 
BEGIN (* tryadd *) 
add (p, item, nufork); 





IF like >= bestlike 
THEN BEGIN 
FOR i := 1 TO nonodes DO BEGIN 
treeknowed[i].ancestor := treenode[i]".ancestor; 
treeknowed[i].leftdesc := treenode[i]".leftdesc;; 
treeknowed[i].rtdesc := treenode[i]".rtdesc; 
END; 
rute := root; 
savetree; 
FOR i := 1 TO nonodes DO BEGIN 
treenode[i]" .ancestor := treeknowed[i].ancestor; 
treenode[i]".leftdesc := treeknowed[i].leftdesc;; 
treenode[i]" .rtdesc := treeknowed [i] .rtdesc; 
END; 
root := rute; 
IF like > bestlike 
THEN BEGIN 
bestlike := like; 
pos := 1; 




pos := 0; 
findtree; 
IF NOT found 





IF like > bestyet 
THENBEGIN 
bestyet := like; 
there := p; 
END; 
remove (item, nufork); 
IF nufork = root THEN root := p; 
END; (* tryadd *) 
BEGIN (* addpreorder *) 
IF p <> NIL 
THENBEGIN 
tryadd (p); 
addpreorder (p".leftdesc, item, nufork); 
addpreorder (pA.rtdesc, item, nufork); 
END; 
END; (* addpreorder *) 
PROCEDURE rearrange (V AR r: nodeptr); 
(* traverses the tree (preorder), fïnding any local 
rearrangement which decreases the number of steps. 
if traversai succeeds in increasing the tree's 
"likelihood", PROCEDURE rearrange runs traversai again *) 
V AR success : BOOLEAN; 
PROCEDURE tryrearr (p : nodeptr); 
(* evaluates one rearrangement of the tree. 
if the new trce has greatcr "likclihood" than the old 
one sets succcss := TRUE and kceps the new tree. 
othcrwise, rcstorcs the old tree *) 
V AR frombelow, whereto, forknodc: nodeptr; 
oldlike : REAL; 
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BEGIN (* tryrearr *) 
IF p" .ancestor <> NIL 
THENBEGIN 
IF p".ancestor".ancestor <> NIL 
THENBEGIN 
oldlike := bestyet; 
IF p".ancestor".leftdesc = p 
TREN frombelow := p".ancestor".rtdesc 
ELSE frombelow := p".ancestor".leftdesc; 
whereto := p".ancestor".ancestor; 
forknode := p".ancestor; 
remove (p, forknode); 
add (whereto, p, forknode); 
IF r".ancestor <> NIL TREN r := r".ancestor; 
evaluate (r); 
IF like <= oldlike 
THEN BEGIN 
remove (p, forknode); 
add (frombelow, p, forknode); 
IF r".ancestor <> NIL TREN r := r".ancestor; 
END 
ELSE BEGIN 
success := TRUE; 




END; (* tryrearr *) 
PROCEDURE repreorder (p : nodeptr); 
(* traverses a binary tree, calling PROCEDURE tryrearr 
at a node before calling tryrearr at its descendants *) 
BEGIN (* repreorder *) 




repreorder (p" .rtdesc); 
END; 
END;(* repreorder *) 
BEGIN (* rearrange *) 
success := TRUE; 
WHILE success DO BEGIN 
success := F ALSE; 
repreorder (r); 
END; 
END; (* rearrange *) 
PROCEDURE treeread; 
(* read in user-defined tree and set it up *) 
VAR ch: CHAR; 
nextnode : INTEGER; 
PROCEDURE findch (c : CHAR); 
(* scan forward until fine! character c *) 
BEGIN (* findch *) 
IF ch<> c 
THEN REPEAT 
IF EOLN(infile) THEN READLN(infile); 
READ(infile, ch); 
UNTIL ch= c; 
END; (* findch *) 
PROCEDURE addclcmcnt (V AR p : nodcptr); 
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,_ 
(* recursive procedure adds nodes to user-defined tree *) 
V AR q : nodeptr; 
i, n : INTEGER; 
found: BOOLEAN; 
str : ARRA Y[l..nmlngth] OF CHAR; 
BEGIN (* addelement *) 
REPEAT 
IF EOLN(infile) THEN READLN(infile); 
READ(infile, ch); 
UNTIL ch <> ' '; 
IF ch='(' 
THENBEGIN 
nextnode := nextnode + 1; 
q := treenode[nextnode]; 
addelement (qA.Jeftdesc); 
qA .leftdesc" .ancestor := q; 
findch (','); 
addelement (qA.rtdesc); 
q".rtdescA.ancestor := q; 
findch (')'); 
p := q; 
END 
ELSE BEGIN 
FOR i := 1 TO nmlngth DO str[i] := ' '; 
n := l; 
REPEAT 
IF (ch = '_') THEN ch := ' '; 
str[n] := ch; 
IF EOLN(infile) THEN READLN(infile); 
READ(infile, ch); 
n := n + 1; 
UNTIL ((ch = ',') OR (ch= ')') OR (n > nmlngth)); 
n := 1; 
REPEAT 
found := TRUE; 
FOR i := 1 TO nmlngth DO 
found := found AND (str[i] = name[n, i]); 
IF found 
THEN p := treenode[n] 
ELSE n := n + 1; 
UNTIL (n > spp) OR found; 
IF n > spp 
THEN BEGIN 
WRITE(OUTPUT, ' Cannot find species: '); 





END; (* addelement *) 
BEGIN (* treeread *) 
root := treenode[spp + l]; 
nextnode := spp; 
rootA.ancestor := NIL; 
addelement (root); 
READLN(infile); 
END; (* treeread *) 
PROCEDURE printree; 
(* prints out diagram of the trec *) 
CONST down = 2; 
over = 3; 
V AR tipx, tipy, i, rover: INTEGER; 
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PROCEDURE coordinates (p : nodeptr); 
(* establishes coordinates of nodes *) 
BEGIN(* coordinates *) 
IF p".tip 
THENBEGIN 
p".xcoord := tipx; 
p".ycoord := tipy; 
tipx := tipx + rover; 
tipy := tipy + down; 
END 
ELSEBEGIN 
coordinates (p".leftdesc ); 
p".xcoord := p".leftdesc".xcoord; 
coordinates (p" .rtdesc); 
p".ycoord := p".rtdesc".ycoord; 
END; 
END; (* coordinates *) 
PROCEDURE drawline (i : INTEGER); 
(* draws one row of the tree diagram by moving up tree *) 
V AR p, q : nodeptr; 
n, j : INTEGER; 
BEGIN (* drawline *) 
p := root; 
WRITE(OUTPUT, ' '); 
REPEAT 
IF p".leftdesc".ycoord >= i 
THEN p := p".leftdesc 
ELSE BEGIN 
q := p".rtdesc; 
n := q".xcoord - p".xcoord; 
IF p".ycoord = i 
THEN BEGIN 
IF rover < over 
THEN BEGIN 
IF noroot AND 
(i = (tipy-down)) AND (p".xcoord = 0) 
THEN WRITE(OUTPUT, 'L') 




IF p".index - spp >= 10 
THEN WRITE(OUTPUT, (p".index - spp):2) 
ELSE WRITE(OUTPUT, (p".index - spp):1, '-'); 
END; 








UNTIL p" .tip; 
IF p".ycoord = i 
THEN FOR j := 1 TO nmlngth DO 
WRITE(OUTPUT, name[p".index, j]); 
WRITELN(OUTPUT); 
END; (* drawline *) 
BEGIN(* printree *) 
tipx := O; 
tipy := l; 
rover := 100 DIV spp; 
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WRITE(OUTPUT, ' remember:'); 
IF didreroot 
TREN WRITE(OUTPUT, '(although rooted by outgroup)'); 
WRITELN(OUTPUT, ' this is an unrooted tree!'); 
END 
ELSE BEGIN 
WRITELN(OUTPUT, ' /'); 
WRITELN(OUTPUT, ' /'); 
END; 
WRITELN(OUTPUT); 
END; (* printree *) 
PROCEDURE describe; 
(* prints ancestors, steps and table of numbers of steps in 
each character *) 
V AR i, j, k : INTEGER; 
PROCEDURE hypstates; 
(* fill in and describe states at interior nodes *) 
V AR i, j, k : INTEGER; 
unknown: BOOLEAN; 
dohyp : bitarray; 
PROCEDURE filltrav (r : nodeptr); 
(* traverse to fill in interior node states *) 
BEGIN (* filltrav *) 
IF NOT r" .tip 
THEN BEGIN 
filltrav (r".leftdesc ); 
filltrav (r".rtdesc ); 
fillin (r); 
END; 
END; (* filltrav *) 
PROCEDURE hyptrav (r : nodeptr); 
(* compute, print out states at one interior node *) 
V AR i : INTEGER; 
bottom, maybe, nonzero : BOOLEAN; 
10, Il, rO, rl, s0, sl, a0, al, temp, dh, wa: bitset; 
zerobelow, onebelow : bitarray; 
PROCEDURE hyprint; 
(* print out states at node *) 
V AR i, j, k : INTEGER; 
I : bitrange; 
dot, a0, al, s0, sl : BOOLEAN; 
BEGIN (* hyprint *) 
IF bottom 
THEN BEGIN 
IF (noroot AND (NOT didreroot)) 
THEN WRITE(OUTPUT, ' ') 
ELSE WRITE(OUTPUT, ' root '); 
END 
ELSE WRITE(OUTPUT, 
(r".ancestor".index - spp):4,' '); 
IF r".tip 
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THEN FOR i := 1 TO nmlnglh DO 
WRITE(OUTPUT, name[rA.index, i]) 
ELSE WRITE(OUTPUT, (rA.index - spp):4,' '); 
IF bollom AND (noroot AND (NOT didrerool)) 
THEN WRITE(OUTPUT, ' ') 
ELSE IF nonzero 
THEN WRITE(OUTPUT, ' yes ') 
ELSE If unknown 
THEN WRITE(OUTPUT,' ? ') 
ELSE IF maybe 
THEN WRITE(OUTPUT,' maybe ') 
ELSE WRITE(OUTPUT,' no '); 
FOR j := 1 TO chars DO BEGIN 
newline(i, 40, nmlnglh+ 18); 
k := (i-1) DIV bits+ 1; 
1 := (i-1) MOD bits+ 1; 
dot := (NOT (1 IN wagner[k])) AND (guess[j] = '?'); 
s0 := l IN rA.statezero[k]; 
s1 := l IN rA.stateone[k]; 
a0 := 1 IN zerobelow[k]; 
al := l IN onebelow[k]; 
dot:= dot OR (((NOT boltom) OR (NOT noroot) 
OR didreroot) AND ((al= s1) AND (a0 = s0) 
AND (NOT (s0 = s1)))); 
IF dot 
THEN WRITE(OUTPUT, '.') 
ELSE BEGIN 
IF s0 
THEN WRITE(OUTPUT, 'O') 
ELSE IF sl 
THEN WRITE(OUTPUT, 'l') 
ELSE WRITE(OUTPUT, '?'); 
END; 
IF (i MOD 5) = 0 
THEN WRITE(OUTPUT, ' '); 
END; 
WRITELN(OUTPUT); 
END; (* hyprint *) 
BEGIN (* hyptrav *) 
bottom := (rA.ancestor = NIL); 
maybe := FALSE; 
nonzero := FALSE; 
IF bottom 
THENBEGIN 
zerobelow := zeroanc; 
onebelow := oneanc; 
END 
ELSE BEGIN 
zerobelow := rA.ancestorA.statezero; 
onebelow := rA.ancestorA.stateone; 
END; 
FOR i := 1 TO words DO BEGIN 
dh := dohyp[i]; 
s0 := rA.statezero[i]; 
s1 := rA.stateone[i]; 
a0 := zerobelow[i]; 
al := onebclow[i]; 
IF NOT rA.tip 
THEN BEGIN 
wa := wagner[i]; 
10 := rA.lcfldescA.slalczcro[i]; 
Il := rA.lcfldcscA.statcone[i]; 
rO := rA.rtdcscA.slatczcro[i]; 
rl := rA.rtdescA.statconc[i]; 
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s0 := wa * (a0 * 10 + a0 * rO + 10 * rO) 
+ dh * (fullset-wa) * s0; 
sl := wa * (al * Il + al * r1 + Il * rl) 
+ dh * (fullset-wa) * s1; 
temp := fullset - (s0 + s1 + Il + 10 + rl + rO); 
s0 := s0 + temp * a0; 
s1 := sl + temp * al; 
r".statezero[i] := s0; 
r".stateone[i] := sl; 
END; 
maybe := maybe OR ((dh * (s0 + sl)) <> (a0 + al)); 
nonzero := nonzero OR ((sl * a0 + s0 * al)<> []); 
END; 
hyprint; 





END; (* hyptrav *) 
BEGIN (* hypstates *) 
FOR i := 1 TO words DO BEGIN 
zeroanc[i] := []; 
oneanc[i] := []; 
END; 
unknown := FALSE; 
FOR i := 1 TO chars DO BEGIN 
j := (i-1) DIV bits+ l; 
k := (i-1) MOD bits+ 1; 
IF (guess[i] = '0') 
THEN zeroancü] := zeroancü] + [k]; 
IF (guess[i] = 'l ') 
THEN oneancU] := oneancU] + [k]; 
unknown := unknown OR ((NOT (k IN wagnerü])) 
AND (guess[i] = '?')); 
END; 
FOR i := 1 TO words DO 
dohyp[i] := wagner[i] + zeroanc[i] + oneanc[i]; 
filltrav (root); 
WRITE(OUTPUT, ' From To Any Steps? '); 
WRITELN(OUTPUT, 'State at upper node'); 
WRITE(OUTPUT, ' '); 
WRITELN(OUTPUT,' (. means same as in the node', 
'below it on tree)'); 
WRITELN(OUTPUT); 
hyptrav (root); 
END; (* hypstates *) 
PROCEDURE treeout (p : nodeptr); 
(* write out file with rcpresentation of final tree *) 
V AR i, n : INTEGER; 
c: CHAR; 
BEGIN (* treeout *) 
IF p".tip 
THEN BEGIN 
n := O; 
FOR i := 1 TO nmlngth DO 
IF name[p".indcx, i] <> ' ' 
THEN n := i; 
FOR i := 1 TO n DO BEGIN 
c := name[p".indcx, i]; 
IF C ='' 












IF p = root 
THEN WRITELN(treefile, ';'); 
END; (* treeout *) 
BEGIN (* describe *) 
WRITELN(OUTPUT); 
WRITELN(OUTPUT,' requires a total of',-like:10:3); 
WRITELN(OUTPUT); 
IF weights THEN WRITE(OUTPUT,' weighted'); 
WRITELN(OUTPUT, 'steps in each character:'); 
WRITE(OUTPUT, ' '); 
FOR i := 0 TO 9 DO WRITE(OUTPUT, i:4); 
WRITELN(OUTPUT); 
WRITE(OUTPUT, ' *------------------------------------'); 
WRITELN(OUTPUT, '-----'); 
FOR i := 0 TO (chars DIV 10) DO BEGIN 
WRITE(OUTPUT, lO*i:6); 
WRITE(OUTPUT, '!'); 
FOR j := 0 TO 9 DO BEGIN 
k := lO*i + j; 
IF (k = 0) OR (k > chars) 
THEN WRITE(OUTPUT, ' ') 





IF questions AND ((NOT noroot) OR didrcroot) 
THENBEGIN 
WRITELN(OUTPUT, 'best guesses of ancestral states:'); 
WRITE(OUTPUT, ' '); 
FOR i := 0 TO 9 DO WRITE(OUTPUT, i:2); 
WRITELN(OUTPUT); 
WRITELN(OUTPUT, ' *--------------------'); 
FOR i := 0 TO (chars DIV 10) DO BEGIN 
WRITE(OUTPUT,' '); 
WRITE(OUTPUT, lO*i:5, '!'); 
FOR j := 0 TO 9 DO 
IF (l0*i+j = 0) OR (l0*i+j > chars) 
THEN WRITE(OUTPUT, ' ') 








THEN treeout (root); 
END; (* describe *) 
BEGIN (* maketree *) 
fullsct := [1 .. bits]; 
IF NOT usertree 
THENBEGIN 
FOR i := 1 TO spp DO entcrordcr[i] := i; 
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IF jumble 
THEN FOR i := 1 TO spp DO BEGIN 
j := TRUNC(randum(seed)*spp) + 1; 
k := enterorderU]; 
enterorderU] := enterorder[i]; 
enterorder[i] := k; 
END; 
add (treenode[ enterorder[2]], 
treenode[enterorder[l]], treenode[spp+ 1]); 
root := treenode[spp+l]; 
WRITELN(OUTPUT,' Adding species:'); 
WRITE(OUTPUT, ' '); 
FOR i := 1 TO nmlngth DO 
WRITE(OUTPUT, name[ enterorder[l] ,i]); 
WRITELN(OUTPUT); 
WRITE(OUTPUT, ' '); 
FOR i := 1 TO nmlngth DO 
WRITE(OUTPUT, name[ enterorder[2] ,i]); 
WRITELN(OUTPUT); 
lastrearr := FALSE; 
FOR i := 3 TO spp DO BEGIN 
bestyet := -32000; 
there := root; 
item := treenode[enterorder[i]]; 
nufork := treenode[spp + i - 1]; 
addpreorder (root, item, nufork); 
add (there, item, nufork); 
IF root".ancestor <> NIL THEN root := root".ancestor; 
like := bestyet; 
rearrange (root); 
WRITE(OUTPUT, ' '); 
FOR j := 1 TO nmlngth DO 
WRITE(OUTPUT, name[ enterorder[i] ,j]); 
WRITELN(OUTPUT); 
lastrearr := (i = spp); 
IF lastrearr 
THENBEGIN 
WRITELN(OUTPUT, ' Doing global rearrangements'); 
nextree := 1; 
bestlike := bestyet; 
REPEAT 
WRITE(OUTPUT, ' '); 
gotlike := bestlike; 
FOR j := 1 TO nonodes DO BEGIN 
bestyet := -32000; 
there := root; 
item := treenodeU]; 
IF item <> root 
THEN BEGIN 
nufork := treenodeU]".ancestor; 
IF root = nufork 
THEN BEGIN 
IF nufork".leftdesc = item 
THEN root := nufork".rtdesc 
ELSE root := nufork".leftdesc; 
END; 
remove (item, nufork); 
addpreorder (root, item, nufork); 
add (there, item, nufork); 
IF root".anccstor <> NIL 






UNTIL bestlike <= gotlike; 
END; 
END; 
FOR i := spp DOWNTO 2 DO 
remove (treenode[i), dummy); 
WRITELN(OUTPUT); 
IF (nextree = 2) 
THEN WRITELN(OUTPUT, ' One most parsimonious tree found:') 
ELSE WRITELN(OUTPUT, nextree-1:6,' trees in ail found'); 
IF nextree > maxtrees + 1 
THENBEGIN 
WRITELN(OUTPUT,' here are the first', maxtrees:4, 
'of them'); 
nextree := maxtrees + 1; 
END; 
WRITELN(OUTPUT); 
FOR i := 1 TO nextree-1 DO BEGIN 
add (treenode[2], treenode[l], treenode[spp+ 1]); 
root := treenode[spp+l]; 
FOR j := 3 TO spp DO BEGIN 
add(treenode[bestrees[i] [i]), treenode[i], 
treenode[spp+j-1)); 
IF root".ancestor <> NIL TREN root := root".ancestor; 
END; 
IF noroot 
TREN reroot (treenode[outgrno]); 




FORj := 2 TO spp DO 










IF numtrees > maxuser 
THENBEGIN 
WRITE(OUTPUT, ' TOO MANY USER-DEFINED TREES'); 
WRITELN(OUTPUT, ' only the first', maxuser:4, ' used'); 
numtrees := maxuser; 
END; 
WRITE(OUTPUT, 'User-defined tree'); 
IF numtrees > 1 
TREN WRITE(OUTPUT, 's'); 
WRITELN(OUTPUT, ':'); 
FOR which := 1 TO numtrees DO BEGIN 
treeread; 
didreroot := outgropt AND noroot; 
IF noroot 







IF (numtrees > 1) AND (chars> 1) 
TREN BEGIN 
WRITE(OUTPUT, 'Tree Steps Diff Steps Ils S.D.'); 
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WRITELN(OU1PUT,' Significantly worse?'); 
WRITELN(OU1PUT); 
FOR which := 1 TO numtrees DO BEGIN 
WRITE(OUTPUT, which:4, nsteps[ which]: 10:3); 
IF which = minwhich 
THEN WRITELN(OUTPUT, ' <------- best') 
ELSE BEGIN 
sum := 0.0; 
sum2 := 0.0; 
FOR j := 1 TO chars DO BEGIN 
sum := sum + fsteps[which]ü]-fsteps[minwhich]ü]; 
sum2 := sum2 
+ SQR(fsteps[ which] Li]-fsteps[minwhich] [j]); 
END; 
sd := SQRT((chars/(chars-l))*(sum2-SQR(sum/chars))); 
WRITE(OUTPUT, (nsteps[which]-minsteps):13:5, sd:13:5); 
IF sum > 1.95996*sd 
THEN WRITELN(OU1PUT, ' 







END; (* maketree *) 
BEGIN (* Mixed parsimony by uphill search *) 
Yes') 
No'); 
(* reads in spp, chars, and the data. Then calls maketree to 
construct the tree *) 









(* CLOSE(infile); -- may need this here *) 
IF trout 
THENBEGIN 
(* CLOSE(treefile); -- may need this here *) 
END; 
END. (* Mixed parsimony by uphill search *) 
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ANNEXE IV: Exemples supplémentaires d'"output" de MIX. 
Mixed parsimony ~lgorithm, versjcn 3.1 
3 species, 7 chairac'ters 




un 000CO CO 
de ..,._Pllll 10 





Doing global rearringements 
••••• 






' 1 l""-2- .. de 
requires a total of 
steps ir eacn character: 
s.ooo 
0 l 2 3 4 5 6 7 8 9 
*---------N-------------------------------
0 1 2 l l l l l l 
From To Any Ste0s.? St ate at ui::pe r node 
( • means s~me as in 
root l no ••••• • • 
l un ~es • • • • 0 o. 
l 2 ~es .111. •• 
2 'tr ~es ? •••• • 1 
2 ce mëybe , .... . . 
tt-e ncde belouv 
Fig. IV.1 Utilisation par MIX de l'état "P" (polymorphe). 
IV .1 
it on 'tree) 
MtxPd pArstmony ~lgorithrn, version 3.1 
5 specfes. 6 c~~racters 
l?arsimonv r11Ptnod"': 
.,_ s~www w 
.,_Ancestral states: 




















Dn1ng global rearran9ements 
I 
. . . . . . . . . 
3 trees iri alJ found 
! 9a r,, 
1 1 
. 
l a 1 p 




~teps in ea~h character: 
0 1 2 3 4 5 6 7 8 9 
•---------•--------~•-•••---•-------M••aem Q ! 2 
bPst guesses of ~nc~str~l st~tes; 
012.3456789 
·-----------·--------
0 ! 0 0 ? 1 1 () 
from To Any Stf'pS? Scate at u~P~r node 



















•• ? • • • 
•• 1 • • • 
:::oo i 
1 • 0. • • 
. . . . . . 
• 1 • • • • 
. . . . . . 
••• 00 • 
Fig,IV,2 Illustration du choix des options A 
l'utilis8tion p~r MIX de l 1 ét;,.1t 11 ? 11 (voir 
l 1J, 2 
& M, et r.foi 
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r~auires A total of B.000 
6 7 q 
*·----------------------------------------0! 1 1 2 2 1 
best gues~es ~t ~n~estral states: 
01 ';23456789 
*•-------M·----------0! 0 0 1 ? '? ? 












l bt: t 
~p5 
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! ! ~ l p 
1 i 1 ;_.-i .. j •• ;-.bet. 
requires e tcral of 
110 • • • ? ? 
/11-=JYbP ••• oo 
rl\c:iYbe ••• 1 , 
no . . . . . 
yes 1 • 0 •• 
l'îO . . . . . 
yes • 1 ••• 
n<> . . . . . 
yes ••• 00 
e.ooo 
~t~ps in P~ch e~aracter: 












sarre as 1 n 
8 9 
*·---------------~-------------~-~-~-~~---O! 1 1 2 2 1 
*·-------------------0 ! 0 0 1 1 1 () 
fTù"' To Any Stt'p~? State .::tt urper noCle ( 
• "'eans Sdr,,e ë:tS in 
rout 4 rio ..... . 
4, eps no . . . . . • 
.. 3 no ..... . 
" dèl YPS ••• 0 0 1 ., 
.3 2 yes 1 • 0 •• . 
'- gam no . . . . . • i 1 yPr, • 1 ••• • 1 .::ilp no ..... • 1 bet yes ••• oo • 
Fi~.;i, I 1,), :,~ (suite) , 
the node t-elow it 01"'1 tr@el 
tt'le nt-de below it 01" tree) 
ANNEXE V Exemple supplémentaire d'•output• de PAUP. 
-. Opti,:,n set.tin•;,s: 
NOTU ••••• , ••••• , ••• , •••• 
NCHAR ••••••••.••..••..•. 
Usar-tree(s) .••..•.••••. 
Hl'FA~K- •••••••••••••••• , , 
ADC:,:3EO •••••••••••••••••• 
HOLI-' •••••••••• , • , ••••• , , 
.3WAF' •••••••••••••••••••• 
MULFAF;:: .•••••• , •••••••••• 
OPT ••••••••••••••••••••• 
F:,:1C1T ••••••• , •• , • , ••••••• 
Weights applied •..•••••. 
OUT~IL1TH ••••••••••••• ; •• 
M1ss1ng data code ..•.... 
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Stat,st,cs for tree no. 
Length = 9.000 
Cons1stency ,ndex = 0.667 
..,_ Warn1n•,H Root,ng such t.hat specified ingrotlP is monc:,phylet.ie 
Fig. 
not pos~ible. Tree w,11 be rooted using midpoint method. 
V.1 Un fragment d' 11 01.Jtp•.Jt" de PAUF' i 11•.Jstrr.lnt 
l'impossibilité d'enrr.lcinement secondaire pour 
un outgroup donné (composé de plusieurs taxons). 
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