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ABSTRACT 
Let the points 
(x,,y,) (i=l,..., k; ka2), adx,<x,<... <r,qb, 
I= [a,b] (-w<aib<oo) 
(1) 
be prescribed. Furthermore, let m and n be integers such that 
l<n<k<m, 
and define the polynomial class 
II,={P(x):P(x)~q,,,P(x,)=y,(i=l,..., k)}. 
Within II,, we determine P,(r) as the solution of the extremum problem 
JI[P(“)(r)]2dr=minimum for P(x)EM,. 
Finally, let S(x) = S,,_ 1(x) be the natural spline interpolant of degree 2n - 1 of the k 
points (1). Our main result is: (1) there is a unique polynomial P,(x) which is the 
solution of the minimum problem (2); (2) we have 
lim P,(x)=S(r) uniformlyin rEI. 
nI’o3 
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1. INTRODUCTION 
I. J. SCHOENBERG 
Let the points 
(x,,y,) (i=l,...,k; k>2), a<x,<x,<*** <xk<b, 
I= [a,b] (-oo-ca<b<ao) 
(1.1) 
be prescribed. The basic interpolant is the Lagrange interpolating polynomial. 
If additional consecutive derivatives at the points (1.1) are available, we can 
construct the Hermite interpolation polynomial. In the absence of such 
additional data, we propose here the following construction: 
Let m and rr be integers such that 
l<n<k<m, (1.2) 
and let us consider the polynomial class 
II,={P(x):P(x)E7r~,P(xi)=yi(i=1 ,...) k)}. (1.3) 
Within this class we determine the polynomial Z’,(x) which is “most nearly a 
polynomial of degree at most n - 1 in the interval 1.” We interpret this 
requirement to mean that P,(r) is the solution of the extremum problem 
~[P(“)(x)]~~x = minimum for P(x) E II,. (I.4 
Equivalently: Writing 
M n,m = ,lli p'"'(~)l"~~~ 
m 
(1.5) 
the polynomial Z’,(r) is uniquely defined by 
&“)(d]2~~ = M,,,, P,(x) E II,. (1.6) 
Of course, the existence and uniqueness of P,(x) have yet to be established. 
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Our main subject is the behavior of P,(x) as m + 00. The statement of our 
result (Theorem 1 below) requires some known properties of natural spline 
interpolation. We describe its definition and the three properties that we 
need. 
I. Let n be an integer such that 
l<n<k, (1.7) 
and let S(x) = S,,_ l(z) denote a function satisfying the following four 
conditions: 
(1) S(r) E c2yR), 
(2) S(x) E 4,- 1 in each intemal (xi, xj+l), (j= 1,. . . ,k - l), 
(3) S(x)E T~-~ in ( -co, x1), and S(x)E 7rn-, in (x,, + CO), 
(4) S(xi) = yi, (i = 1,. . . ,k). 
Then S(x) is uniquely defined by the conditions (1) to (4). 
The function S(x) is called the natural spline interpolant of the points 
(1.1) of degree 2n - 1. 
II. Zf f(x)E C-l(Z) is such that 
fCxi)=Yi3 (i = l,...,k), (1.8) 
f(“-l’( x) is absolutely continuous, f@)(x) E L,(Z), (1.9) 
then 
j-[ f(n)(x)]2dx 2 j-[S’“‘(x)]2dx, 
I I 
(1.10) 
with the equulity sign only if f(x) = S(x) in 1. 
ZZZ. Zf f(x)E Cn-1(Z) satisfies (1.8) and (1.9), then 
1’ f’“‘)2dx - jr(S@“)2dx = /,( f’“‘- S’“‘)2dx. (1.11) 
(See for instance [l, pp. llO-1161). 
araqM 
*a$ou sjqj 30 suo!pas aa.up %ugmuar aw saidnmo T waroau 30 
3oold .mo pm ‘acmanbasuo3 alvaurq ou ST J! ‘OS ua~3 *%y@.ms was IOU 
ku (ZT*T) uogqal I!LII~ aq ‘(x)S 30 IT &adord umurawa aq 30 Ma5 UT 
CO+tU 
(x)s = (qua WI 
a*;tni aM (Z) 
‘(S-T) fiq PW&J 
ppwuti~od anbym v sj a.wy~ (1) 
‘1 PI3303HJ1 
SF Jpsar upxu .mO 
OZQ 
SPLINES AS LIMITS OF POLYNOMIALS 621 
Because n < k, we have that P(xi) = yi for i = 1,. . . ,n. Solving this system for 
the unknowns a ,,, . . . ,a,_ 1 in terms of the coefficients (2.4), we conclude that 
for an appropriate constant H we have 
Ja,J<H (i=O,...,m). 
Now familiar compactness arguments will insure the existence of P,(x) 
satisfying (1.6) and<l.S). - 





P,(“)=(I-t)p,(x)+tp,(x)E~I, (0 < t < 1) 
is a quadratic polynomial in t, which is seen to satisfy the equations 
T(O) = 0, cp(1) = 0. 
Moreover, by (2.7) 
‘p(t) = t”l;( pl”) - ~r’)~ dx + At + B. 






is impossible. Indeed, it would imply, by (2.8) and (2.9), that cp(t,) < 0 for 
some to with 0 < to (: 1. But then, by (2.7) we would have jl( ~1,“‘)~ dx < M,, m, 
contradicting the definition of M, m as the minimum. We must therefore have 
/( 1 
p’;’ - p6”‘)sdx = 0; hence p’;‘(x)= pr)(x). 
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But then pi(x) = pa(x)+ R(x), where R(x)E ~~_i. Since R(x& = 0 for i = 
1 ,...,k,andkexceedsthedegreen-lofR(x), weconcludethatR(x)=O 
and therefore p,,(x) = pi(x). 
3. PROOF THAT P$‘(x) + S(“)(x), AS m + co, IN THE L, NORM 
Let us show that 
lim /p(r) - s(nyx)~2dr = 0. (3.1) *-+c0 r 
From property III, in particular (1.11) applied to f(x) = Pm(x), we obtain 
2dx = j;[P$‘(x) - S’“‘(X)]~&. (3.2) 
The definition (1.5) of 
as a minimum, and (3.2), we show that 
~[~~‘(r)-S’^ ‘(x)J2dx=~~~.~[~(n)(r)-S(”)(~)]2dr. (3.4) 
Clearly, the class II, expands on increasing m; this shows that M,,, is 
nonincreasing for increasing m, and by (3.2) also the right side of (3.2) forms 
a nonincreasing sequence. This insures the existence of the nonnegative limit 
lim J (PC)- S(“))2dx = L. (3.5) m-co 1 
A proof of (3.1) is now equivalent to showing that 
L=O. (3.6) 
This requires two lemmas from approximation theory, the first of which is 
well known as an easy consequence of Weierstrass’s theorem. 
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LEMMA 1. Given E > 0, we can find a polyrwmiul P*(x) such that 
[S(X) - P,(x)1 < E and IS”)(r) - fiZ)(r)l< E in I. (3.7) 
Indeed, if in the relation 
n-1 
S(x) = C S’)(a) (‘,,‘)’ + (n t l)! [‘(X - t)“-‘S(“)(t)& 
0 
we approximate to S(“)(t) closely by a polynomial p(t), then the polynomial 
P(x)=n~lS(‘)(a)(XT,a)r +&[(r-t)n-lp(t)dt 
0 n 
will also approximate closely to S(x). Since PCn)( t ) = p( t ), the lemma follows. 
LEMMA 2. Given 6 > 0, we can find an m > k, and a P(x) E II,, such 
that 
IS(“)(x) - P’“)(x)l < s fi x E 1. (3.3) 
Notice that P(x)E II, requires that P(xi)= yi. This we derive from 
Lemma 1 by Lagrange interpolation as follows. Let P*(x) be the polynomial 
of Lemma 1 satisfying (3.7), and let 
m = max( k , degree of P*) ; No 
hence P*(r) 6 n;n and m 2 k. From S(xi) = yi and the first inequality (3.7) we 
have 
Ip*txi) - Yil < ’ (i=l ,...,k). (3.10) 
Let Q(x) E TV_. r be such that 
Q(xi)=P*(xi)-Y, (i = l,...,k). 
Finally, we define 
P(r) = P*(r) - Q(X)- 
(3.11) 
(3.12) 
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Notice that S(“)(x) - P(“)(x) = S(“)(x) - P’$)( x)+ Q(“)(x) and therefore 
IS”‘(x) - P(“)(x)J d /W(r) - @)(x)l+JQ@)(x)( (r E I). (3.13) 
At this point observe that by (3.11) we have by Lagrange’s formula 
Q(~)=~l,(~)[P.(~i)-k1 
and therefore also the inequality 
IIQ’“‘(r)ll~9 G K,m~lP,(xi) - Yil where K, = m,ax ~lZj”‘(x)l. i 
(3.14) 
By (3.7), (3.13), and (3.14), we conclude that 
IS”‘(x) - p(“)(x)( < (1+ K,)&. (3.15) 
Clearly, P(x) satisfies (3.8) if we choose E = S/(1 + K,). 
The P(x) defined by (3.12) satisfies ail conditions required by Lemma 2: 
P(x) E p,,, by (3.12). Also P(x)E ll,, because by (3.11) P(xi) = P*(x,)- 
Q(xi) = P*(xi) - P*(xi)+ yi = yi. This completes a proof of Lemma 2. 
A proof of (3.6) follows at once, because by (3.4) we have 
0 < L < /(PC’ - SC”) 
I 
)2dr~~(P(")-s(~))2dr~S2(b-o), 
where 6 is arbitrarily small. 
4. A PROOF OF THE LIMIT RELATION (1.12) 




SPLlNES AS LIMITS OF POLYNOMIALS 625 
shows the following: If Q,,(x) E T,, _ i denotes the Lagrange interpolation of 
S(x) at the points xl,...,xn, then 
S(r)=Q,(x)+(x-x,)~~~(x-x,)S(x,,...,x,,r). (4.1) 
This is possible because of (1.2); hence n < k. 
Now we use the expression of divided differences in terms of B-splines: If 
M(t)=M(t;x1,xz,...,x,,x) (X4 (4.2) 
istheEsplineofdegreen-lbasedonthen+lknotsx,,...,x,,x,then 
s(x 1,...,x,,x)= f Jqt)W(t) lit. (4.3) 
(See e.g. [l, p. 1121. In that paper B-sphnes are still called fundamental 
splines.) Applying (4.1), (4.2), and (4.3) to S(X), as well as Pm(x), and 
subtracting one equation from the other, we obtain that 
P,(r)-S(*)=~~(x-rj)‘~~(t)[~~‘(t)-S’”’(t)l dt. (4.4) 
Applying the Schwarz inequality, we obtain 
x JI[PAyt, - S’“‘(t)]2dt. (4.5) 
Since 
is certainly a continuous function of the variable x E I, it is also bounded. 
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Therefore there is a constant H2 such that (4.5) gives the estimate 
IP,(x)-S(x)12aH2/;[P~)(t)-Sc”)(t)12dt for rEZ. 
Now the relation (3.1) completes our proof of (1.12). 
5. NUMERICAL EXAMPLES 
The explicit evaluation of the polynomial P,(x) is an elementary problem 
of linear algebra in m + 1 unknowns. This is the reason why Theorem 1 is so 
welcome: It replaces, for large m, the construction of P,(X) by the much 
simpler construction of S(x). We may say that Theorem 1 adds to the interest 
that we attribute to the natural spline interpolant S(x) = S,,_ i(x). 
The uniqueness of P’(x) in Theorem 1 clearly implies that if the data (1.1) 
are symmetric about the origin (i.e. b = - a, xi = - x~_~+~) then P,(x) must 
be an euen polynomial, and hence P2,+ i(x) = Pa,(x). 
For our examples we choose the simplest such symmetric case, namely 
k = 3, (a, b) = ( - 1, l), xi = - 1, x2 = 0, xa = 1, y, = 1, y, = 0, y, = 1. Select- 
ing n = 1, and m = 3,4,5,6, and 7, we find by elementary calculations that 
P3( x) = x2, 
P4( x) = P,(x) = fix” - $x4, 
P,(x) = P,(x) = :x2 - 6x4 + x6, 
while the natural spline interpolant is the linear spline S(x) = 1x1, - 1 Q x Q 1. 
The sequence of values 
P3( +> = 0.25, P4( 8) = P,(b) = 0.37, P,(i) = P,(i) = 0.44, 
which converge to S(b) = 0.5, illustrates Theorem 1. 
APPENDIX’ 
Essentially the same method as above can be used to obtain a trigonomet- 
ric analogue of Theorem 1. More precisely, let 
(rj* Yi), i=l,..., 2k+l, O<x,<x,<~~- <x~~+~<~v, 
‘Contributed by Professor A. Sharma and Dr. T. N. T. Coodman, on the occasion of a visit to 
Edmonton, Alberta, in July 1981. 
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be prescribed, and let m, n be integers 1~ n < k < m. If rm denotes the class 
of trigonometric polynomials of order m, we define the class 
Set A,, = D(D2 + 12) - . * (D2 + n2), D = d/dx. We want to determine T,(x) 
as the solution of the extremum problem 
~2r[A,Z’(r)]2dx = minimum for T(x) E Tm. (*) 
In 1964, I. J, Schoenberg had considered a class of trigonometric spline 
functions S(A2,) defined as follows. S(X)E S(A2,) with knots xi, x2,...,rZk+r 
if it satisfies: 
(1) S(x) E cz”?, i.e., it is periodic and 4n times continuously differentia- 
ble. 
(2) In each of the intervals [xa xj+i], j= 1,2,...,2k +l, where x2k+2 = 
xl +2a, the function S(x) is a solution of the differential equation A\y = 0. 
By Theorem 1 of [2], we know that there exists a unique S(x) E S(AZ,) 
such that S(x,)= y, (v= l,..., 2k + l), and by Theorem 3, we have 
for all functions f E Cz”,“’ ’ which satisfy the interpolatory conditions f(xi) = yi 
(i=1,2 ,..., 2k+l). 
The following theorem can be proved mutatis mutandis: 
THEOREM. 
(1) There is a unique trigonome tric polynomial T,(r) E Trn which is a 
solution of (*). 
(2) We have 
unifmly in [0,2a), where S(x) is as defined abooe. 
I. J. SCHOENBERG 
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