Rough set theory has been successfully applied to vague and uncertain data due to its approximation ability. Matroid is a sophisticated mathematical structure to provide a unifying abstract treatment for graph theory, linear algebra, and combinatorial optimization. In this paper, we redefine rough approximation operators through matroidal approaches and build a matroidal structure of rough set theory. First, each block of a partition is converted to a uniform matroid. In this way, a partition is transformed into a family of uniform matroids. Second, these matroids are combined through the direct sum operation to form a new matroid. Therefore the scattered uniform matroids are treated as a whole one. Third, each concept in a universe is transformed to a restriction matroid. The lower and the upper approximations of each concept are established with the matroidal approach. Fourth, for any two concepts in a universe, the relationships between the approximations of them are discussed and some new properties are revealed. These properties can be hardly found without the help of matroid theory. Fifth, the boundary region and the negative region of a concept in the universe are established directly with the matroidal approach. The lower and the upper approximations of each concept are then obtained through its boundary region. This work indicates a new approach for studying rough set theory.
Introduction
Rough set theory was proposed by Pawlak for attribute reduction and rule extraction [24, 25] . There are two types of extensions in rough set theory. The first one is to extend rough set theory directly from different directions. For example, the equivalence relation is extended to a tolerance relation [30] or similarity relation [27] , the partition of the universe is extended to a covering [3, 26, 38, [40] [41] [42] 44] , and the degree of approximation is determined by probability [36] or specified by the user [45] . The second one is to combine rough set theory with other theories such as fuzzy sets [7, 5, 12, 22, 23, 28] , lattice theory [16, 20, 39] , algebra [2, 6, 8, 17, 35] , topology [10, 15] and matroid theory [31, 32, 43] .
Matroid theory was proposed by Whitney [33] to provide a unifying abstract treatment of dependence in linear algebra and graph theory [4, 14, 21, 34] . It is employed to tackle combinatorial optimization problems due to its structure for greedy algorithms [1, 13] . Graph theory, transversal theory and combinatorial lattice theory are often more clearly understood through matroid theory. It is worth noting that matroid theory establishes a sophisticated mathematical structure, which has not been well constructed in rough set theory.
Recently, matroidal approaches to rough set theory is becoming popular. Zhu et al. [43] established a matroid through the upper approximation number, and studied generalized rough sets with matroids. Their research resulted in the obtaining of some new characteristics of rough sets. Wang et al. [31] studied covering-based rough sets with matroid theory, and established two types of matroidal structures of covering-based rough sets. Wang et al. [32] also investigated the matroidal structure of covering-based rough sets by defining the upper approximation number, and established the matroidal approximation operators and found some new properties.
In this paper, matroid theory is used to study rough set theory from a new perspective. It is well known that the equivalence class plays an important role in Pawlak's rough set model. In order to make a better study to rough set theory with the matroidal approach, each equivalence class of a partition over the universe is converted to a uniform matroid whose rank is equal to 1. In this way, the partition is converted to a set of uniform matroids. Because a uniform matroid is a special matroid characterized by simple structures and is more tractable than other types of matroids, the elements of the set can be combined conveniently with the direct sum operation. Thus, a new matroid is obtained to represent the partition as a whole. Furthermore, each concept in the universe is transformed into a restriction matroid of the new matroid mentioned above. Three pairs of the lower and the upper approximations of a concept are established with the matroidal approach. The relationships between the lower (upper) approximations of any two different concepts in the universe are discussed in the context of matroid theory. Some new properties are found. For example, the necessary and sufficient condition of two different concepts which have the same upper approximations is given. Finally, we discuss the boundary region and the negative region of a concept in the universe with the matroidal approach and establish the lower and the upper approximations of the concept through the boundary region.
In explaining physical laws, Feynman [9] stressed the importance of equivalent characterizations derived from different viewpoints for the development of a scientific theory. He argued that mathematically equivalent formulations may be psychologically inequivalent. Different possible formulations give distinctive clues when one guesses new laws in a wider situation. Yao and Yao [38] applied this argument for a study of covering-based rough sets. The same argument is also applicable to study various formulations of rough sets in general. In this paper, we apply the matroid theory to characterize rough set theory equivalently. The main contributions of this work are 3-fold. First, a bridge between rough set theory and matroid theory is built and an equivalent characterization to rough set theory is given by using the matroidal approach. In this way, the axioms of matroid theory will be used to solve some problems in rough set theory such as the axiomatization. Second, many applications of rough set theory in data mining can be performed with the matroidal approach as well. For example, because a partition of the universe can be transformed into a matroid, a single-valued decision system can be converted into a family of matroids directly. That is, each attribute of the decision system can divide the objects of the decision system into several disjointed sets, i.e., a partition. Therefore, the decision system is expressed as several matroids by using different attributes. It will be interesting to study the reduction of attributes of the decision system with these matroids. Third, matroid theory has been successfully applied to construct the greedy algorithm and solve the issues of combinatorial optimization. In fact, the ideas of many heuristic algorithms based on rough set theory in data mining are just the ideas of greedy algorithms. For instance, to obtain a reduct of a decision system is actually how to get the local optimal solution, and to find all reducts of the decision system is then the issue of combinatorial optimization. So this work is of great significance to addressing these issues with the matroidal approach.
The rest of this paper is organized as follows. In Section 2, we review some basic knowledge of rough sets and matroids. In Section 3, it deals with the transformation from a partition of the universe to a set of uniform matroids. Some matroidal features of uniform matroids in the set are studied. In Section 4, through the direct sum operation, a new matroid is formed by combining all elements of the set and the matroidal characteristics of the new matroid are discussed. In Section 5, any concept in the universe is converted to a restriction matroid. The approximations of the concept are then obtained with the matroidal approach. The relationships between the lower (upper) approximations of any two different concepts in the universe are studied with the matroidal approach. The boundary region and the negative region of a concept in the universe are both discussed here with matroidal approaches. The lower and the upper approximations of the concept are established through the boundary region. In Section 6, a conclusion is drawn and potential researches are presented.
Background
In this section, we review some basic knowledge about rough sets and matroids.
Throughout this paper, for a non-empty set U, the family of all subsets of U is denoted by P (U), i.e., P (U) = {X : X ⊆ U}. For any X ∈ P (U), the complement of X is denoted by ∼X, i.e., ∼X = U − X .
Rough sets
Let U be a finite and non-empty set called the universe, R an equivalence relation on U. Then the pair apr = (U, R) is called an approximation space. U/R = {T 1 , T 2 , . . . , T n } is the partition of U induced by R, where T i (1 ≤ i ≤ n) represents an equivalence class and ∀T i , T j (i ̸ = j) ∈ U/R such that T i ∩ T j = ∅. For a concept, i.e., a subset X ⊆ U, X can be approximated by a pair of subsets of U. The lower and the upper approximations, denoted as R(X ) and R(X ) respectively, are two unions of some equivalence classes of U/R. They are defined as follows:
If R(X ) = R(X ), then X is a definable or precise set; otherwise, X is an undefinable or rough set. It is obvious that R(X ) and R(X ) are definable sets. The lower approximation is the largest definable set contained in X and the upper approximation is the smallest definable set which contains X .
Based on the lower and the upper approximations of X with respect to R, one can divide the universe into three disjointed regions, namely, the positive region POS R (X), the negative region NEG R (X), and the boundary region BN R (X) [24] :
When there is no confusion, the subscript R can be omitted. From Eqs. (3)- (5), it can be derived that any element of the positive region of X certainly belongs to X , and any element of the negative region of X does not belong to X . For an element of the boundary region, we are not sure whether it certainly belongs to X or not. Some properties of the approximations in rough sets used in this paper are given as follows:
Matroids
Matroid theory was established as a generalization of graph theory and linear algebra [14] . The essence of independence and dependence can be captured abstractly with the matroidal approach. In this section, matroid and some important features of it such as circuit, base, rank function and closure are introduced. Two specific matroids, the restriction matroid and the uniform matroid, are reviewed and analyzed.
Definition 1 (Matroid [14]).
A matroid M is a pair (E, I) where E is a finite set called the ground set, and I is a family of subsets of E called the independent sets satisfying the following conditions: is not an independent set, then it is called a dependent set. I1 ensures that I is non-empty, i.e., there is at least one subset of E contained in I. And this cannot be deduced by I2. I3 means that every two maximal independent sets in a matroid have the same cardinal number.
T are four column vectors, E = {a, b, c, d} the label set with respect to A and I ⊆ P (E) in which each I ∈ I iff the vector group with respect to I is linearly independent.
It is easy to find that there are three maximal linearly independent groups in A, i.e., (a, b, c), (a, c, d) and (b, c, d). So, {a, b, c}, {a, c, d} and {b, c, d} belong to I. According to (I2), it can be got that I = {{a, b, c}, {a, c, d}, {b, c, d}, {a, b}, {a, c}, {b, c}, {a, d}, {c, d}, {b, d}, {a}, {b}, {c}, {d}, ∅}. That is I is the collection of label sets of all linearly independent groups in A. For instance, {b, c} ∈ I means that vectors b and c are linearly independent. Suppose that I 1 = {d} and
There are elements a and b in I 2 − I 1 such that {a} ∪ {d} = {a, d} ∈ I and {b} ∪ {d} = {b, d} ∈ I. It is the same to other independent sets in I. So I satisfies the axiom (I3). And (E, I) is a matroid.
In Example 1, it can be found that the axiom (I3) ensures that all maximal independent sets of a matroid have the same cardinal number. In other words, for any two sets I 1 , I 2 ∈ I, if |I 1 | ≤ |I 2 |, then I 1 must not be a maximal independent set. For instance, suppose that I 1 = {a, b} and I 2 = {b, c, d} (obviously, I 2 is a maximal independent set), then there exists c ∈ I 2 − I 1 such that I 1 ∪ {c} = {a, b, c} ∈ I. So I 1 is not a maximal independent set. Because |{a, b, c}| = |I 2 |, {a, b, c} is a maximal independent set.
Besides the linear algebra, the matroid theory also has close relations with some other mathematical theories [11, 14, 19, 29, 31, 34] such as lattice, graph theory, transversal theory, and so on. So, we can also understand the matroid from these different aspects. In the following example, a matroid is obtained from the viewpoint of the geometric lattice.
Example 2. Let L be a geometric lattice defined as Fig. 1 From the figure, we can get that h(L) = 3. Therefore,
Then we can obtain that
According to Definition 1, it is easy to find that I satisfies (I1)-(I3). So (E, I) is a matroid.
Actually, S1-S2 in Example 2 represents the family of all bases of (E, I). The concept of the base of a matroid can be found in Definition 4. Next, a review of the features of the matroid is given. For a better understanding to the concepts of circuit and base of a matroid, some operations are introduced in the following definition.
Definition 2 ([14])
. Let E be a set, A ⊆ P (E). Then the following operations are defined as:
From Definition 1, it can be found that each element in P (E)−I, i.e., Opp(I), is the set of all dependent sets. For a matroid, a circuit of it is a minimal dependent set belonging to Opp(I) and is defined as follows. The base is another important feature of a matroid. Simply speaking, a base is a maximal independent set of the matroid. [14] ). Let M(E, I) be a matroid. The rank function r M of M is defined as:
Definition 4 (Base [14]). Let M(E,
I
Definition 5 (Rank Function
The rank of X reflects the number of elements which are in a maximal independent set contained in X . Each base is a maximal independent set of a matroid, as an example, the rank of E is the number of elements of a base of M. In Example 1,
Definition 6 (Closure [14] ). Let M(E, I) be a matroid. ∀X ⊆ E, the closure operator cl M of M is defined as follows:
The closure of X is the maximal subset whose rank is equal to the rank of X . In Example 1, cl M ({a, b, c}) = {a, b, c, d}
Definition 7 (Spanning Subset [14] ). Let M(E, I) be a matroid, S ⊆ E. S is called a spanning subset of M if ∃B ∈ B(M) such that B ⊆ S. The family of all spanning subsets of M is denoted as S(M).
The spanning subset derives from the notion of spanning tree in graph theory. In Example 1, [14] ). Let n ≥ r ≥ 0 be two integers, E a non-empty set including n elements, I = {X ⊆ E : |X| ≤ r}. Then (E, I) is called the uniform matroid and denoted as U r,n .
Definition 8 (Uniform Matroid
Uniform matroid is a special matroid in which any subset of the ground set is an independent set if and only if the cardinality of the subset is not greater than the given rank r. In other words, for a uniform matroid U r,n = (E, I), each subset X ⊆ E whose cardinality is equal to r is a base of U r,n . In Example 1, {a, b, c},{a, b, d}, {a, c, d} and {b, c, d} are bases of U 3,4 and {a}, {b}, {c} and {d} are bases of U 1,4 , respectively.
Because the structure of the uniform matroid is simple, it is not only easy to construct a uniform matroid when the rank r of it is given, but also easy to carry out calculations through matroidal operations such as direct sum. [14] ). Let M(E, I) be a matroid, X ⊆ E, I X = {I ⊆ X : I ∈ I}. Then (X, I X ) is called the restriction matroid of M on X and denoted as M|X .
Definition 9 (Restriction Matroid
Restriction matroid M|X is the matroid on X whose independent sets are precisely those independent sets of M contained in X . In Example 1, let X = {a, b}, then M|X = (X, I X ) where I X = {{a, b}, {a}, {b}, ∅}.
The definition of restriction matroid provides a way to obtain a new matroid from a given matroid. There is a close relationship between the new matroid and the given matroid. This is helpful in studying them together.
Definition 10 (Partition Matroid [18] ). Let E be a non-empty and finite set,
The set of uniform matroids induced by a partition
In this section, the relationships between an equivalence relation and a uniform matroid are discussed. Each equivalence class of a partition is converted to a uniform matroid. The matroidal features of the uniform matroid are formalized.
We know that any two different elements of an equivalence class are indiscernible. In this case, if the set which comprised of the two elements can be regarded as a dependent set and at the same time, each of the elements as an independent set, then an equivalence class can be converted to a uniform matroid whose rank is equal to 1. In this way, for any partition over the universe, it can be converted to a set of uniform matroids.
Definition 12 (Uniform Matroid Set Induced by a Partition).
Let P = {T 1 , T 2 , . . . , T n } be a partition over the universe U. Then U(P) = {U 1,|T i | : T i ∈ P} is called the uniform matroid set induced by P, P-UMS for short, where U 1,|T i | = (T i , I T i ) and For the equivalence class T 1 = {a, b}, according to Definition 12, U 1,|T 1 | = (T 1 , I T 1 ) where I T 1 = {{a}, {b}, ∅}. Similarly, it can be got that I T 2 = {{c}, {d}, {e}, {f }, ∅} and I T 3 = {{g}, ∅}. So, U(P) = {U 1,|T 1 
For a matroid, some features of it such as the circuit, base, rank function, closure and spanning set are very important to characterize the matroid. These features of uniform matroid have been studied by Wilson [34] . Here, we formalize these features of the uniform matroid in a P-UMS.
Let P be a partition over the universe U, T ∈ P and X ⊆ T , U 1,|T | the uniform matroid on T . Then we can represent the features of U 1,|T | as follows:
The family of all circuits of U 1,|T | is
The family of all bases of U 1,|T | is
The rank of X with respect to U 1,|T | is
The closure of X with respect to U 1,|T | is
The spanning set of U 1,|T | is
From Eqs. (6)- (10), for any two different elements in an equivalence class T , they form a circuit of the uniform matroid U 1,|T | . Specifically, if an equivalence class T includes just one element, i.e., |T | = 1, then there is not any circuit in the uniform matroid U 1,|T | , i.e., |C(U 1,|T | )| = 0. For any uniform matroid U 1,|T | in a P-UMS, each element of T forms not only an independent set but also a base of U 1,|T | . The rank and the closure of U 1,|T | show that if X is not an empty set, then the rank of it is equal to 1 and the closure is T . Otherwise, they are 0 and ∅, respectively. Eq. (10) shows that any non-empty subset of T is a spanning set of U 1,|T | . These simple formalizations of features of the uniform matroid with rank 1 not only makes difficult concepts in matroids easy to understand, but also provides convenience to the following research.
The combination of P-UMS
In Section 3, a partition is represented by a set of uniform matroids. It is convenient to study each equivalence class of the partition with the matroidal approach. In order to treat these scattered uniform matroids in the set as a whole, they are combined with direct sum operation to form a new matroid.
Definition 13 (The Combination of P-UMS).
Let P = {T 1 , T 2 , . . . , T n } be a partition over the universe U, U(P) the P-UMS.
called the combination of U(P).
According to Definition 11, the direct sum of two matroids is also a matroid [14] . So, the combination M U(P) is a matroid as well. Specifically, according to Definition 10, it is clear that M U(P) is a partition matroid in which each d i (1 ≤ i ≤ n) is equal to 1. That is to say that the combination of the P-UMS is a specifical partition matroid. This simplifies the structure of M U(P) and provides more convenience for solving problems in data mining with the matroidal approach. It can be inferred that the combination of a P-UMS is no longer a uniform matroid. But the rank of it is equal to the sum of the rank of all uniform matroids in the P-UMS, i.e.,
Example 4 (Continued from Example 3). Let
Features of the matroid combined by two matroids with direct sum operation have been studied by Liu et al. in [18] . On the basis, the features of the combination P-UMS are formulated as follows.
Let P = {T 1 , T 2 , . . . , T n } be a partition over the universe U, U(P) the P-UMS and M U(P) the combination of U(P), X ⊆ U.
The family of all circuits of
The family of all bases of M U(P) is
The rank function of X with respect to M U(P) is
The closure of X with respect to M U(P) is
The set of spanning sets of M U(P) is
From Eqs. (12)- (16), it can be found that the family of all circuits of M U(P) is just the union of the circuits of uniform matroids induced by P. So, according to Eq. (6), the cardinality of each circuit of M U(P) is equal to 2. The family of all bases of M U(P) is the combination of all bases of the uniform matroids induced by P. The cardinality of each base of M U(P) is equal to the number of equivalence classes in P. The rank of X with respect to M U(P) reflects the number of equivalence classes which have a non-empty intersection with X . The closure of X with respect to M U(P) is the union of equivalence classes which have a non-empty intersection with X , i.e., the upper approximation of X induced by P. The set of spanning sets of M U(P) can be interpreted as a family in which the closure of each element is equal to U.
According to Definition 5, the rank of a subset of E is the maximal cardinality of the independent set contained in the subset. Furthermore, because each independent set of a matroid is a subset of some base of the matroid, according to Definitions 5, 13 and Eqs. (13), (14), the following proposition can be obtained.
Proposition 1.
Let P be a partition over the universe U, U(P) the P-UMS and M U(P) the combination of U(P). ∀X ⊆ U,
Proposition 1 shows the relationship between the rank of X and the family of all bases of M U(P) . We can also consider this problem from the viewpoint of rough sets. According to Eqs. (8) and (14), the following proposition can be obtained.
Proposition 2. Let R be an equivalence relation on U, P = U/R the partition, U(P) the P-UMS and M U(P) the combination of
A spanning subset of M U(P) includes at least one element of each equivalence class of P. That is, any spanning subset of M U(P) has a non-empty intersection with each equivalence class of P. Therefore, we get the following proposition.
Proposition 3. Let R be an equivalence relation on U, P = U/R the partition, U(P) the P-UMS and M U(P) the combination of U(P). The spanning subset of M U(P) is
Proof. According to Eq. (2), if R(X ) = U, then ∀T i ∈ P such that T i ∩ X ̸ = ∅. Therefore, according to Eqs. (10) and (16), it is straightforward.
In terms of (P1) and (P2), the spanning sets of M U(P) can be equivalently represented as follows:
Propositions 2 and 3 show that some features of the combination of a P-UMS can be formulated with rough set approaches.
Matroidal structure of rough sets
In this section, some important concepts in rough sets are formulated with the matroidal approach. First, a concept in the universe U is converted to a restriction matroid and the approximations of the concept are established with the matroidal approach. Second, for any two concepts in the universe, the relationships between the lower (upper) approximations of them are discussed. Finally, the boundary region and the negative region of a concept are obtained with the matroidal approach directly. The lower and the upper approximations of the concept are then obtained through the boundary region of it.
Throughout this section, let R be an equivalence relation on U, P = U/R the partition over the universe U induced by R, U(P) the P-UMS and M U(P) the combination of U(P).
The approximation operators
For any concept in the universe, the lower and the upper approximations of it can be obtained by using the Pawlak's rough set model. In this section, the paper studies how to get the approximations of any concept in the universe with the matroidal approach.
According to Definition 9, we can get the restriction of M U(P) on X , i.e., M U(P) |X = (X, I X ) where I X = {I ⊆ X : I ∈ I U(P) }. The base of M U(P) |X is discussed firstly in the following proposition.
Proof. Let I U(P) be the independent sets of M U(P) , I X = {I ⊆ X : I ∈ I U(P) }. Then we need to prove only that B(M U(P) |X) = Max(I X ).
From Proposition 4, it is clear that the family of all bases of the restriction of M U(P) can be obtained through the family of all bases and the rank function of M U(P) . In Example 4, if X = {a, c, d, e}, then the bases B(M U(P) |X) = {{a, c}, {a, d}, {a, e}}.
. The following statements hold:
Proof.
(1) According to Definitions 9, 4, 12 and 13, ∀B ∈ B(M U(P) |X) and ∀T ∈ P, if B ∩ T ̸ = ∅ then X ∩ T ̸ = ∅. Furthermore, according to Eqs. (8) and (9), cl(B) = ∪{T ∈ P :
(2) According to (1) in this proof, ∀B ∈ B(M U(P) |∼X), cl(B) = R(∼X ) and ∼cl(B) = ∼R(∼X). Therefore, for R(X ) and R(X ) satisfy the duality, R(X ) = ∼cl(B). (5) and (6) can be got straightforward by using the Eqs. (9) and (15). 
The relationships between approximations of different concepts
In the rough set model, if X ⊆ Y ⊆ U, then the approximations of X is the subset of the approximations of Y , i.e., Proposition 6 provides a sufficient condition for that the lower (upper) approximation of X is the subset of the lower (upper) approximation of Y . Some necessary and sufficient conditions for it are investigated in the following propositions. 
Here, it can be found that, although (7) and (13),
(⇐=): According to Eqs. (7) and (13), it is straightforward.
Proposition 6-9 enrich the properties of rough sets with the matroidal approach. It is significant to capture some new properties of rough sets in this way.
Boundary region and approximations
In rough sets, for a subset X ⊆ U, the boundary region of X with respect to R reflects whether the knowledge determined by R is sufficient to define the set X . If the boundary region of X is empty, it means that X is a precise set, otherwise X is a rough set. Generally, the boundary region and the negative region are obtained through the lower and the upper approximations, i.e., BN R (X) = R(X ) − R(X ) and NEG R (X) = U − R(X ). But there is a direct way to compute them [37] . That is
In the following, we make a study on how to directly obtain the boundary region with the matroidal approach. Proposition 10. Let X ⊆ U be a subset of U, C(M U(P) ) the family of all circuits of M U(P) . The boundary region of X with respect to R is
∈ X . Therefore, according to Eqs. (6) and (12), ∃K ⊆ C(M U(P) ) such that ∀C ∈ K , |C ∩ X | = 1 and ∪K = T . Because BN R (X) = R(X ) − R(X ), that BN R (X) = ∪{C ∈ C(M U(P) ) : |C ∩ X | = 1}.
On the basis of the boundary region, the lower and the upper approximations can be expressed as follows:
R(X ) = X − BN R (X) (20) R(X ) = X ∪ BN R (X) (21) where BN R (X) = ∪{C ∈ C(M U(P) ) : |C ∩ X | = 1}.
So, for a subset X ⊆ U, there are at least two ways to compute the boundary region and the approximations of it. This can be illustrated by the following figure.
In Fig. 2, (a) reflects the traditional way in rough sets to get the boundary region and approximations of X . It shows that the boundary region of X can be computed on the basis of the lower and the upper approximations of X . While, in (b), the boundary region of X can be obtained firstly and then the lower and upper approximations of X are computed by using the boundary region.
Next, the relationship between X and BN R (X) is discussed. In terms of Proposition 11, if BN R (X) ⊆ X , then BN R (X) = ∅. In this case, X is a definable set with respect to R on U. That is R(X ) = R(X ).
In the following proposition, the negative region can be obtained directly with the matroidal approach.
Proposition 12. Let X be a subset of U, r = r M U(P)
. The negative region of X with respect to R is NEG R (X) = {x ∈ U : r(X ∪ {x}) ̸ = r(X )}.
Conclusions
Constructing a sophisticated structure is an important issue in rough sets. This paper addresses it through matroid theory. By analyzing the relationships between each equivalence class of a partition and the universe, the equivalence class is converted to a uniform matroid. Thus, a set of uniform matroids is induced by the partition. With direct sum operation, the elements in the set are combined to form a P-UMS. Furthermore, any concept in the universe is transformed to a restriction matroid. With these approaches, three pairs of approximation operations are established. The relationships between the lower and the upper approximations of any two concepts in the universe are discussed. A generalized sufficient condition for the monotonicity possessed by the lower and upper approximations is proposed. This condition is hard to be found through the rough set approach. This paper also presents a matroidal way to compute the boundary region and negative region of a concept in the universe directly.
This work provides a matroidal viewpoint on rough set theory. On one hand, it helps to study matroids with the rough set approach. On the other hand, it takes full advantage of matroids in constructing the greedy algorithm and solving combinatorial optimization problems in rough sets. In future works, more efforts might be made on these issues with the matroidal approach for applications.
