By using the method of weight function, the technique of real analysis, and the theory of special functions, a multi-parameter Hilbert-type integral inequality and its equivalent form are established, and their constant factors are proved to be the best possible. The expressions of operator with norm are given. As an application, relevant results in the references and some new inequalities are obtained by assigning some parameter values.
Introduction
If f , g : (0, ∞) → R are non-negative integrable functions, satisfying 0 < 
where the constant factor π is the best possible. Inequality (1) is very important in harmonic analysis and theory of partial differential equations (see [1, 2] ). During decades, inequality (1) has been extensively studied by numerous authors, evolved into a lot of meaningful results, which include the research of parametric quantization, mixed kernels, homogeneous kernels and non-homogeneous kernels, the extensions of fractal space, etc. (see [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ). In 2011, Yang gave an integral inequality of Hilbert type with exponential kernel as follows (see [16] ):
where the constant factor √ π is the best possible. In this paper, by using the method of weight function, the technique of real analysis, and the theory of special function, a Hilbert-type integral inequality and its equivalent form with the kernel as (min{1,xy}) α (max{1,xy}) β e γ xy are given, and their optimum constant factor in relation to Whittaker function and the application of the obtained results are briefly discussed.
We configured with power parameters for each factor of the integral kernel. Besides, we introduce a free parameter θ (it can take any real number) when using the weight function method based on "Hardy interpolation problem". In practical applications, the conditions 0 < 
Preliminaries
Some special functions are required in the following deduction (see [17] ).
(1) Suppose that Re(s) > 0, then gamma function Γ (s) and incomplete gamma function Γ (s, a) (a > 0) are defined by the expressions
(2) Beta function B(u, v) (u, v > 0) is defined by the expression
(3) Confluent hypergeometric function (also called Kummer function) 1 
here, the mark (
By (7) and (8), we have
When γ > 0, α > θ -1, by (5) and (9), we find
Furthermore, setting γ t = u, when γ > 0, β > θ -1, by (4), we find
Lemma 1 If p > 1, 
then we have
Proof Setting xy = t,
is a sufficiently small positive number, both real functionsf (x),g(y) are defined asf
then we havẽ
e γ xy dx dy
Proof With the defined functions above, we can easily get
Setting xy = t, when γ = 0, notice the condition as α > θ , β < θ -1. By Fubini's theorem of commutative integral order (see [18] ), we obtaiñ
In addition, when γ > 0, α, β > θ -1, notice the fact e -γ t < 1, t ∈ [x, ∞) (x ≥ 1). Making use of (10) and (11), we also obtaiñ
To sum up, we havẽ
Main results

Theorem 1
If p > 1,
, and parameters α, β, γ , θ meet the following requirements:
when γ = 0, α > θ , β < θ -1, and when γ > 0, α, β > θ -1. Then the following inequality holds:
The constant C(α, β, γ , θ ) appearing on its right-hand side is the best possible, where C(α, β, γ , θ ) has the same expression as (12) .
Proof By weighted Hölder's inequality (see [19] ) and Lemma 1, we have
Now, suppose that "≤" in (16) takes the form of equality, then by the conclusion of Hölder's inequality, there exist constants A and B, which are not all zero, such that
so there is a constant C = 0, the expression We will prove by counter-proof that the constant factor C(α, β, γ , θ ) in (15) is the best possible. If the constant factor C(α, β, γ , θ ) in (15) is not the best possible, then there exists a positive number K < C(α, β, γ , θ ) such that inequality (15) is still valid when replacing C(α, β, γ , θ ) by K . But employing expressions (13) and (14), we get C(α, β, γ , θ )(1 -o(1)) < K . Letting ε → 0 + , it follows that K ≥ C(α, β, γ , θ ), which contradicts the previous hypothesis that K < C(α, β, γ , θ ), so the constant factor C(α, β, γ , θ ) in (15) is the best possible.
Theorem 2 Under the same conditions as Theorem 1, the inequality
holds and the constant factor C p (α, β, γ , θ ) appearing on its right-hand side is the best possible. In addition, inequality (17) is equivalent to inequality (15) .
Proof First, we will derive (17) from (15) .
. Setting a real function as
when n ≥ n 0 , making use of (15), we find
Moreover, making use of (18), we find
For n → ∞, it follows that 0 <
By (15), we know that expressions (18) and (19) still keep the form of strict inequalities. Hence, inequality (17) holds. Next, we will derive (15) from (17) . If inequality (17) holds, by Hölder's inequality, we have
It is shown above that inequality (15) holds, so inequality (17) is equivalent to inequality (15) . In addition, suppose that the constant factor C p (α, β, γ , θ ) is not the best possible. Then by (17) , the constant factor C(α, β, γ , θ ) we acquired in (15) is not the best possible too, which contradicts the conclusion of Theorem 1. Thus the constant factor C p (α, β, γ , θ ) in (17) is the best possible.
Operator expression with norm
Suppose that p > 1,
ψ (0, ∞), the formal inner product of Tf and g is defined as
e γ xy dx dy.
With regard to (17), we have
According to the expression (20), the operator T is bounded, that is,
Because the constant factor C(α, β, γ , θ ) is optimal, therefore T = C(α, β, γ , θ ).
where the constant factors 8 3 , 64 9 are the best possible.
by calculating formula (12) 
e xy dx dy < e -1 e f 2,ϕ g 2,ϕ , e xy dx dy < e + 1 e f 2,ϕ g 2,ϕ , 
where the constant factors 
