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Ontology reasoning ﬁnds a relevant application in the so-called ontology-based data access,
where a classical extensional database (EDB) is enhanced by an ontology, in the form
of logical assertions, that generates new intensional knowledge which contributes to
answering queries. In this setting, queries are therefore answered against a logical theory
constituted by the EDB and the ontology; more speciﬁcally, query answering amounts to
computing the answers to the query that are entailed by the EDB and the ontology. In this
paper, we study novel relevant classes of ontological theories for which query answering
is both decidable and of tractable data complexity, that is, the complexity with respect to
the size of the data only. In particular, our new classes belong to the recently introduced
family of Datalog-based languages, called Datalog±. The basic Datalog± rules are (function-
free) Horn rules extended with existential quantiﬁcation in the head, known as tuple-
generating dependencies (TGDs). We propose the language of sticky sets of TGDs (or sticky
Datalog±), which are sets of TGDs with a restriction on multiple occurrences of variables in
the rule-bodies. We establish complexity results for answering conjunctive queries under
sticky sets of TGDs, showing, in particular, that queries can be compiled into domain
independent ﬁrst-order (and thus translatable into SQL) queries over the given EDB. We
also present several extensions of sticky sets of TGDs, and investigate the complexity
of query answering under such classes. In summary, we obtain highly expressive and
effective ontology languages that unify and generalize both classical database constraints,
and important features of the most widespread tractable description logics; in particular,
the DL-Lite family of description logics.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Ontological database management systems
We are currently witnessing the rise of a new type of database management systems equipped with advanced rea-
soning and query processing mechanisms. The necessity of combining ontological reasoning and description logics (DLs)
with database techniques has emerged in both the DL community and in the database world. The marriage of techniques
arising from both contexts is indeed seen as a great commercial opportunity. This is not surprising, given that the raw
data, on top of which ontological reasoning tasks are executed reside in the business world in enterprise databases. Making
✩ This paper is a signiﬁcantly extended and revised version of the papers by Calì et al. (2010) [1,2].
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such enterprise data available to ontological reasoning is thus a key step towards the commercial breakthrough of DL and
Semantic Web technology.
Both small and large database technology providers have recognized this need, and have recently started to build onto-
logical reasoning modules on top of their existing software. For instance, Oracle Inc. offers a database management system
enhanced by modules performing ontological reasoning tasks in order to provide semantic technologies for enterprises.1
Other companies dealing with ontological data access are Data-Grid Inc.,2 which develops a database management system
offering Semantic Web technology and ontological querying called OWL DBMS, and Ontoprise,3 which develops an infer-
ence machine for processing ontologies that support all of the W3C Semantic Web recommendations called Ontobroker.
Integrating DLs and databases is also at the heart of several research-based systems such as QuOnto [3] which is based on
the DL-Lite family of DLs [4], and has interfaces to Oracle, DB2 and SQL Server — it takes advantage of the optimization
capabilities of the underlying database management system.
In ontology-enhanced database systems, an extensional database D (or ABox, in DL parlance) is combined with an on-
tological theory Σ (or TBox) describing rules and constraints which derive new intensional knowledge from the extensional
database. A query is not just answered against the database D , as in the classical setting, but against the logical theory
D ∪ Σ . Thus, for a Boolean conjunctive query (CQ) q, one checks whether the logical theory D ∪ Σ entails q, written
D ∪Σ | q, rather than just checking whether D | q. Similarly, if q is a CQ p(X) ← ϕ(X,Y) with output variables X, then its
answer in the ontological database consists of all tuples t of constants such that, when we substitute the variables X with
t, ∃Yϕ(t,Y) evaluates to true in every model of D ∪ Σ .
Answering a CQ q against D∪Σ has been shown to be equivalent to evaluating the same query over the chase-expansion
of D according to Σ , which we denote by chase(D,Σ); this expansion can be obtained via the well-known chase algo-
rithm [5–8], which we will present in Section 2. Informally, the chase adds new atoms to D (possibly involving null values)
until the ﬁnal result satisﬁes Σ . A picture of ontological querying via the chase is given in Fig. 1(a), where the dashed arrow
denotes the evaluation of the query over the chase-expansion.
1.2. Research challenges
A particularly critical issue is that the chase-expansion of a database according to an ontological theory may be inﬁnite,
and thus not explicitly computable. Therefore, the fact that for query answering purposes we can employ the chase-
expansion does not give us a valid query answering algorithm; actually, query answering under arbitrary constraints is
undecidable (see, e.g., [9]). The chase-expansion may be inﬁnite even for a database D which contains a single atom, and
a very simple ontological theory Σ . The following example illustrates this, and also exhibits a Boolean CQ that evaluates to
true over chase(D,Σ), while it is false over D alone.
Example 1.1. Consider the database D = {person(john)} that contains a single fact stating that John is a person, and the
ontology Σ consisting of the rules
∀P person(P ) → ∃F father(F , P ) and ∀F∀P father(F , P ) → person(F )
asserting that every person has a father, and every father is a person. The chase-expansion of D according to Σ is then an
inﬁnite set of atoms
1 http://www.oracle.com/technetwork/database/options/semantic-tech/index.html.
2 http://dt123.com/DataGrid/DataGridWebsiteV1a/.
3 http://www.ontoprise.de/en/.
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person(john), father(z1, john)
}∪ ∞⋃
i=1
{
person(zi), father(zi+1, zi)
}
,
where z1, z2, . . . are (labeled) nulls representing unknown values. The Boolean conjunctive query q = p ← father(X, john),
person(X), which asks whether John’s father is a person, is positively answered on this inﬁnite expansion (and indeed
D ∪ Σ | q); however, D 
| q. Notice that the constraints of Σ are actually inclusion dependencies. 
Procedures for answering queries, even when the chase does not terminate, were ﬁrst developed in the database context
by Johnson and Klug for the special case where the ontological theory contains inclusion dependencies only [5]. However,
inclusion dependencies alone are not powerful enough to capture some popular ontological constraints. For this reason, a
recent research direction is to ﬁnd more expressive formalisms, for which query answering is still decidable. Moreover, to be
able to work with very large databases, it is desirable that query answering is not only decidable, but also tractable in data
complexity (i.e., when both the query and the ontological theory are ﬁxed), and possibly feasible by the use of relational
query processors.
A signiﬁcant step forward in this direction was the introduction of the DL-Lite family of DLs by Calvanese et al. [4,10].
CQ answering in DL-Lite has the advantage of being ﬁrst-order rewritable, i.e., a pair 〈q,Σ〉, where q is a CQ and Σ is a
DL-Lite TBox, can be rewritten as a domain independent ﬁrst-order query qΣ such that, for every ABox D , the answer to
q against the logical theory D ∪ Σ coincides with the answer to qΣ against D evaluated in the classical way. Since each
domain independent ﬁrst-order query can be written in SQL (see, e.g., [11]), in practical terms this means that such a pair
〈q,Σ〉 can be rewritten as an SQL query over the original ABox D . Fig. 1(b) depicts the notion of rewriting.
Recently, the Datalog± family [12] has been proposed, with the purpose of providing tractable query answering algo-
rithms for more general ontology languages. Datalog± languages are based on Datalog rules that allow for the existential
quantiﬁcation of variables in the head, in the same fashion as Datalog with value invention [13–15]. The absence of value
invention, thoroughly discussed by Patel-Schneider and Horrocks [16], is the main shortcoming of plain Datalog in model-
ing ontological reasoning, and even conceptual data formalisms such as the Entity-Relationship model [17], and UML class
diagrams [18]. The basic Datalog± rules are (function-free) Horn rules extended with existential quantiﬁcation in the head,
known as tuple-generating dependencies (TGDs) [9]. The addition of negative constraints of the form ∀Xϕ(X) → ⊥, where ⊥
denotes the truth constant false, and of restricted classes of equality-generating dependencies (EGDs) such as key dependen-
cies, makes Datalog±, as shown in [12], expressive enough to capture the most common tractable ontology languages; in
particular, the DL-Lite family of description logics.
Query answering under general TGDs is undecidable (see, e.g., [9] and [19] for very tight undecidable classes); therefore,
some restriction is needed to ensure decidability. Two fundamental restriction paradigms, which are speciﬁcally designed
for forward chaining algorithms, have been studied so far: weak acyclicity and guardedness.
Weak acyclicity. Weak acyclicity of TGDs, introduced in the context of data exchange, for which we refer the reader to
the landmark paper [7] (see also Section 5.1), guarantees the termination of the chase algorithm. Thus, one can
just evaluate the given query over the ﬁnite chase-expansion of the given database according to the given weakly-
acyclic set of TGDs. Extensions of weak acyclicity were studied, e.g., in [8,20].
Guardedness. Guarded TGDs have a guard atom in their body that contains all the universally quantiﬁed variables. Guarded
TGDs and generalizations thereof were studied in [12,19,21]. Notice that sets of guarded TGDs can be rewritten
as theories in the guarded fragment of ﬁrst-order logic [22]. In [19], the decidability of query answering was
shown via the ﬁnite treewidth property of the instance constructed by the chase. It is easy to verify that inclusion
dependencies are a very simple special case of guarded TGDs.
1.3. Aims and objectives
Unfortunately, none of the above formalisms is expressive enough to model real-life cases such as the example below.
Example 1.2. Consider the following relational schema, which shall be used as our running example:
dept(Dept_Id,Mgr_Id), in_area(Pro_Id,Area),
emp(Emp_Id,Dept_Id,Area,Pro_Id), project_mgr(Emp_Id,Pro_Id),
runs(Dept_Id,Pro_Id), external(Ext_Id,Area,Pro_Id).
The fact that every manager is an employee can be expressed by the TGD
∀V ∀W dept(V ,W ) → ∃X∃Y∃Z emp(W , X, Y , Z).
The fact that for each employee who works in a department D , is specialized on an area A, and works on a project P , there
exists a manager of D , P is run by D , and P falls into the area A, can be expressed by the TGD
∀V ∀W∀X∀Y emp(V ,W , X, Y ) → ∃Z dept(W , Z), runs(W , Y ), in_area(Y , X).
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Finally, the fact that for every project P run by a department and classiﬁed in a certain area A, there is an external controller
who is specialized in the area A and controls P , can be expressed by the TGD
∀W∀X∀Y runs(W , X), in_area(X, Y ) → ∃Z external(Z , Y , X).
Notice ﬁrst that the above TGDs do not guarantee the termination of the chase for all initial databases. For instance, an input
database as simple as {dept(d,m)} generates an inﬁnite chase-expansion. Moreover, the third TGD contains a join (over X )
in its rule-body which is precisely of the kind that cannot be expressed by guarded TGDs, let alone by DL-Lite. 
It is the precise aim of the present paper to introduce new expressive fragments of Datalog± that can cope with such
examples. In particular, the main research challenge underlying our work is to ﬁnd expressive classes of constraints that
allow for joins in rule-bodies (with some realistic restrictions to ensure decidability), and still keep the most beneﬁcial
property of ﬁrst-order rewritability, or at least of tractability of query answering when data complexity is considered.
Clearly, such new classes must be based on some new decidability paradigm, that signiﬁcantly differs from the paradigm of
weak acyclicity or guardedness. As a central new class, we introduce the class of sticky sets of TGDs. The chase-expansion
of a database according to a sticky set of TGDs enjoys the so-called sticky property, which is presented below by means of
an example.
Example 1.3. Consider a database D and a set Σ which contains (among others) the TGD σ = ∀W∀X∀Y runs(W , X),
in_area(X, Y ) → ∃Z external(Z , Y , X). Suppose that the atoms runs(z1, z3) and in_area(z3, z2), where z1, z2 and z3 are nulls,
occur in the chase-expansion of D according to Σ . Clearly, σ is triggered and the atom external(z4, z2, z3), where z4 is a
null, is generated. The sticky property requires the null z3, which is associated to the variable X that occurs more than
once in the body of σ , to appear in external(z4, z2, z3), and also in every atom obtained from some chase derivation which
involves external(z4, z2, z3). This condition is depicted in Fig. 2. 
Generally speaking, the sticky property imposes the following condition: the symbols which are associated (during the
application of a TGD σ ) with the body-variables of σ that occur more than once, appear in the generated atom a, and also
in every atom obtained from some chase derivation which involves a, thus “sticking” to all such atoms (hence the name
“sticky sets of TGDs”). We show that query answering under sticky sets of TGDs, and some relevant extensions, is decidable
and we derive precise complexity results. Given that sticky sets of TGDs, in general, neither enjoy the chase termination
property (let alone weak acyclicity), nor the ﬁnite treewidth property (let alone guardedness), we had to look for new
decision procedures beyond the state of the art. Our new methods substantially deviate from those adopted to deal with
the two aforementioned paradigmatic properties.
1.4. Summary of contributions
Our contributions can be summarized as follows. Notice that each one of the following paragraphs corresponds to a core
section of the paper (Sections 3–6).
Sticky sets of TGDs. The novel class of sticky sets of TGDs is introduced, and the complexity of query answering under the
proposed formalism is investigated. We ﬁrst deﬁne the so-called accepting resolution proof-scheme for a Boolean CQ q with
respect to a database D and a (not necessarily sticky) set of TGDs Σ , and we show that D∪Σ | q if and only if an accepting
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of the (ﬁnite) part of the chase-expansion of D according to Σ due to which the query q is entailed. We then pinpoint
the combined complexity of the problem under consideration, i.e., the complexity in the case where the input is constituted
by the query, the data, and the constraints. We show that the problem in this case is exptime-complete. Membership in
exptime is proved by exhibiting an alternating polynomial space algorithm which decides whether an accepting resolution
proof-scheme exists; the algorithm exploits a syntactic property that an accepting resolution proof-scheme under a sticky
set of TGDs fulﬁlls. The exptime-hardness is established by showing the exptime-hardness of query answering under (single-
head) TGDs which enjoy the following property: each variable in the body occurs also in the head-atom. It is not diﬃcult
to verify that such sets of TGDs are trivially sticky, and the desired lower bound follows. We then show that the problem
of answering CQs under sticky sets of TGDs is in the highly tractable complexity class ac0 in data complexity. By utilizing
the fact that the depth of an accepting resolution proof-scheme, under a sticky set of TGDs, depends only on the query
and the set of TGDs (but not on the given database), we establish that sticky sets of TGDs enjoy the so-called bounded
derivation-depth property [12]. This implies that, to answer a CQ, we only need to consider an initial ﬁnite part of the
chase-expansion, whose depth does not depend on the initial database. This property holds, for instance, for the class of
linear TGDs [12], that is, TGDs with a single body-atom. The bounded derivation-depth property, in turn, ensures ﬁrst-
order rewritability. Since evaluation of ﬁrst-order queries is feasible in ac0 in data complexity, we get the desired upper
bound.
Sticky-join sets of TGDs. Despite its high expressiveness, the class of sticky sets of TGDs is not powerful enough to
capture the ﬁrst-order rewritable class of linear TGDs; in fact, these two classes are incomparable. The question is whether
an expressive ﬁrst-order rewritable class of TGDs, that captures both sticky sets of TGDs and linear TGDs, can be deﬁned.
We give an aﬃrmative answer by introducing the class of sticky-join sets of TGDs. We show that query answering under
this language has the same complexity as query answering under sticky sets of TGDs. However, the problem of identifying
sticky-join sets of TGDs is harder than the problem of identifying sticky sets of TGDs. In particular, given a set of TGDs,
deciding whether it is sticky is feasible in polynomial time, while deciding whether it is sticky-join is pspace-complete. This
is exactly the reason why both classes (and not just the more general one) are relevant.
Weakly-sticky sets of TGDs. Another interesting issue investigated in this work is whether stickiness and weak acyclicity
can be combined, so to obtain a formalism that generalizes both without losing tractable data complexity of query answer-
ing. We do this by introducing the novel class of weakly-sticky sets of TGDs. It is shown that query answering under the
proposed formalism is 2exptime-complete and ptime-complete in combined and data complexity, respectively. The upper
bounds are obtained by exploiting the notion of the resolution proof-scheme. The 2exptime-hardness is shown by establish-
ing the 2exptime-hardness of query answering under weakly-acyclic sets of TGDs (which are trivially weakly-sticky). This
is achieved by simulating the behavior of a double-exponential time Turing machine by means of a weakly-acyclic set of
TGDs. Arguably, this is an interesting result in its own right, which has applications in data exchange. In particular, we show
that this result immediately implies, by means of a reduction, the 2exptime-hardness of the related problem of existence-of-
solution, i.e., given a database D and a set Σ , which is the union of a weakly-acyclic set of TGDs and a set of EGDs deﬁning
a data exchange setting, decide whether a solution exists. The ptime-hardness follows immediately from the ptime-hardness
of fact inference in Datalog [23]. Analogously to weakly-sticky sets of TGDs, the class of weakly-sticky-join sets of TGDs, that
generalizes both sticky-join and weakly-acyclic sets of TGDs, is discussed.
Additional features. Finally, we show how the Datalog± languages mentioned above can be combined with nega-
tive constraints and equality-generating dependencies — in particular, functional dependencies (FDs) — without altering
complexity of query answering. Checking whether a set of negative constraints is satisﬁed by a database and a set of
TGDs is tantamount to Boolean CQ answering under TGDs [12], and therefore the addition of negative constraints can be
done effortlessly. However, the addition of functional dependencies is tricky. We investigate the problem of the interac-
tion between TGDs and FDs, and we provide a suﬃcient syntactic condition, the so-called non-conﬂicting condition, which
ensures the separability between TGDs and FDs [6,12]. Separability guarantees that queries can be answered by consid-
ering only the TGDs, apart from an initial check whether the given database satisﬁes the set of FDs. Therefore, all our
results on TGDs extend to the case where FDs are present, providing that the non-conﬂicting condition is satisﬁed. These
additional features allow us to show that our work properly generalizes several prominent tractable formalisms for on-
tology reasoning. In fact, we are more expressive than the main DL-Lite languages, i.e., DL-LiteF , DL-LiteR and DL-LiteA
[4,10].
Our main results are summarized in Table 1. Notice that our results, derived for the Boolean CQ answering problem,
carry over to the (decision) query answering problem for (non-Boolean) CQs, as well as to the CQ containment problem
(see, e.g., [19]). Detailed proofs for all results are given in Appendices A–D.
2. Preliminaries
In this section, we present background material necessary for this paper. We recall some basics on relational databases,
(Boolean) conjunctive queries, tuple-generating dependencies, and the chase procedure relative to such dependencies. We
assume the reader is familiar with fundamental concepts of complexity theory. A detailed exposition of all complexity
notions employed in this work can be found in the standard textbooks (e.g., [27]).
92 A. Calì et al. / Artiﬁcial Intelligence 193 (2012) 87–128Table 1
Summary of complexity results. We have indicated, in each cell, where to ﬁnd the corresponding results (UB and LB stand for upper
and lower bound, respectively). STGDs, SJTGDs, WATGDs, WSTGDs and WSJTGDs are abbreviations for sticky, sticky-join, weakly-
acyclic, weakly-sticky and weakly-sticky-join sets of TGDs, respectively.
Data complexity Combined complexity
STGDs in ac0 exptime-complete
Boolean CQ answering Theorem 3.5 UB: Theorem 3.3, LB: Theorem 3.4
SJTGDs in ac0 exptime-complete
Boolean CQ answering Theorem 4.4 UB: Theorem 4.4, LB: Theorem 3.4
WATGDs ptime-complete 2exptime-complete
Boolean CQ answering UB: [7], LB: [23] UB: [7,24], LB: Theorem 5.1
WATGDs + EGDs ptime-complete 2exptime-complete
existence-of-solution UB: [25], LB: [25] UB: [7,24], LB: Theorem 5.2, [26]
WSTGDs ptime-complete 2exptime-complete
Boolean CQ answering UB: Theorem 5.4, LB: [23] UB: Theorem 5.4, LB: Theorem 5.1
WSJTGDs ptime-complete 2exptime-complete
Boolean CQ answering UB: Theorem 5.5, LB: [23] UB: Theorem 5.5, LB: Theorem 5.1
2.1. Alphabets
We deﬁne the following pairwise disjoint (countably inﬁnite) sets of symbols: a set Γ of constants (constitute the “nor-
mal” domain of a database), a set ΓN of labeled nulls (used as placeholders for unknown values, and thus can be also seen as
(globally) existentially quantiﬁed variables), and a set ΓV of (regular) variables (used in queries and dependencies). Different
constants represent different values (unique name assumption), while different nulls may represent the same value. A ﬁxed
lexicographic order is assumed on Γ ∪ ΓN such that every value in ΓN follows all those in Γ . We denote by X sequences
(or sets, with a slight abuse of notation) of variables or constants X1, . . . , Xk , with k  0. Throughout, let [n] = {1, . . . ,n},
for any integer n 1.
2.2. Relational model
A relational schema R (or simply schema) is a set of relational symbols (or predicates), each with its associated arity. We
write r/n to denote that the predicate r has arity n. A position r[i] (in a schema R) is identiﬁed by a predicate r ∈R and
its i-th argument (or attribute). A term t is a constant, null, or variable. An atomic formula (or simply atom) has the form
r(t1, . . . , tn), where r/n is a relation, and t1, . . . , tn are terms. For an atom a, we denote as dom(a) and var(a) the set of
its terms and the set of its variables, respectively. These notations naturally extend to sets and conjunctions of atoms. An
atom is called ground if all of its terms are constants of Γ . Conjunctions of atoms are often identiﬁed with the sets of their
atoms. An instance I for a schema R is a (possibly inﬁnite) set of atoms of the form r(t), where r/n ∈R and t ∈ (Γ ∪ΓN)n .
We denote as r(I) the set of tuples {t | r(t) ∈ I}. A database D is a ﬁnite instance such that dom(D) ⊂ Γ .
2.3. Substitutions, homomorphisms and isomorphisms
A substitution from a set of symbols S to a set of symbols S ′ is a function h : S → S ′ deﬁned as follows: ∅ is a substitution
(empty substitution), and if h is a substitution, then h∪ {s → s′} is a substitution, where s ∈ S and s′ ∈ S ′ . If s → s′ ∈ h, then
we write h(s) = s′ . The restriction of h to T ⊆ S , denoted h|T , is the substitution h′ = {t → h(t) | t ∈ T }. A homomorphism
from a set of atoms A to a set of atoms A′ is a substitution h : Γ ∪ ΓN ∪ ΓV → Γ ∪ ΓN ∪ ΓV such that: if t ∈ Γ , then
h(t) = t , and if r(t1, . . . , tn) ∈ A, then h(r(t1, . . . , tn)) = r(h(t1), . . . ,h(tn)) ∈ A′ . If there exist two homomorphisms h and
h′ such that h(A) = A′ and h′(A′) = A, then A and A′ are homomorphically equivalent. Given a set of symbols S , A and
A′ are S-isomorphic if there exists a bijection h : Γ ∪ ΓN ∪ ΓV → Γ ∪ ΓN ∪ ΓV such that h and h−1 are homomorphisms,
h(A) = A′ , h−1(A′) = A, and both h and h−1 are the identity on S . Two atoms a and a′ are S-isomorphic if {a} and {a′}
are S-isomorphic. The notion of S-isomorphism is naturally extended to more complex structures, such as pairs of labeled
trees, whose nodes are labeled by atoms.
2.4. (Boolean) conjunctive queries
A conjunctive query (CQ) q of arity n over a schema R, written as q/n, is an assertion the form p(X) ← ϕ(X,Y), where
X∪ Y⊂ Γ ∪ΓV , ϕ is a conjunction of atoms over R, and p is an n-ary predicate not occurring in R. Formula ϕ is the body
of q, denoted as body(q). A Boolean conjunctive query (BCQ) is a CQ of arity zero. The answer to a CQ q/n over an instance I ,
denoted as q(I), is the set of all n-tuples t ∈ Γ n for which there exists a homomorphism h such that h(ϕ(X,Y)) ⊆ I and
h(X) = t. A BCQ has only the empty tuple 〈〉 as possible answer, in which case it is said to have a positive answer. Formally,
a BCQ has a positive answer over I , denoted as I | q, if 〈〉 ∈ q(I).
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A tuple-generating dependency (TGD) σ over a schema R is a ﬁrst-order formula ∀X∀Yϕ(X,Y) → ∃Zψ(X,Z), where
X ∪ Y ∪ Z⊂ Γ ∪ ΓV , ϕ and ψ are conjunctions of atoms over R. Formula ϕ is the body of σ , denoted body(σ ), while ψ is
the head of σ , denoted head(σ ). Henceforth, for brevity, we will omit the universal quantiﬁers in front of TGDs. Such σ is
satisﬁed by an instance I for R, written I | σ , if the following holds: whenever there exists a homomorphism h such that
h(ϕ(X,Y)) ⊆ I , then there exists a homomorphism h′ ⊇ h|X , called extension of h|X , such that h′(ψ(X,Z)) ⊆ I . An instance I
satisﬁes a set Σ of TGDs, denoted I | Σ , if I | σ for each σ ∈ Σ .
2.6. Query answering under TGDs
Given a database D for a schema R and a set Σ of TGDs over R, the answers we consider are those that are true in
all models of D with respect to Σ . Formally, the models of D with respect to Σ , denoted as mods(D,Σ), is the set of all
instances I such that I ⊇ D and I | Σ . The answer to a CQ q/n with respect to D and Σ , denoted as ans(q, D,Σ), is the
set of n-tuples {t | t ∈ q(I), for each I ∈ mods(D,Σ)}. The answer to a BCQ q with respect to D and Σ is positive, denoted
as D ∪ Σ | q, if 〈〉 ∈ ans(q, D,Σ). The central decision problem tackled in this work, called conjunctive query answering
(CQ-Ans), is deﬁned as follows: given a CQ q/n over a schema R, a database D for R, a set Σ of TGDs over R, and an
n-tuple t ∈ Γ n , decide whether t ∈ ans(q, D,Σ). In case that q is a BCQ (and thus t is the empty tuple), the above problem
is called Boolean conjunctive query answering (BCQ-Ans). Notice that these two problems under general TGDs are undecidable
[9], even when the schema and the set of TGDs are ﬁxed [19], or even when the set of TGDs is restricted to a single
rule [28]. Following Vardi’s taxonomy [29], the data complexity of the above problems is the complexity calculated taking
only the database as input, while the query and the set of dependencies are considered ﬁxed. The combined complexity is
the complexity calculated considering as input, together with the database, also the query and the set of dependencies. It
is well-known that the above decision problems are logspace-equivalent; this result is implicit in [30], and stated explicitly
in [19]. Moreover, it is known that CQ-Ans and the problem of CQ containment under TGDs, that is, given a set Σ of TGDs
and two CQs q1 and q2, decide whether q1(I) ⊆ q2(I), for each instance I | Σ , are logspace-equivalent [5,7,8]. Henceforth,
we thus focus only on the BCQ-Ans problem, and all complexity results carry over to the other problems.
2.7. The TGD chase procedure
The chase procedure (or simply chase) is a fundamental algorithmic tool introduced for checking implication of depen-
dencies [31], and later for checking query containment [5]. Informally, the chase is a process of repairing a database with
respect to a set of dependencies so that the resulted instance satisﬁes the dependencies. By abuse of terminology, we shall
use the term “chase” interchangeably for both the procedure and its result. The chase works on an instance through the
so-called TGD chase rule which comes in two fashions: oblivious and restricted.
Oblivious TGD chase rule. Consider an instance I for a schema R, and a TGD σ = ϕ(X,Y) → ∃Zψ(X,Z) over R. We say
that σ is applicable to I if there exists a homomorphism h such that h(ϕ(X,Y)) ⊆ I . Let I ′ be the instance I ∪
h′(ψ(X,Z)), where h′ is an extension of h|X such that h′(Z) is a “fresh” labeled null of ΓN not occurring in I , and
following lexicographically all those in I , for each Z ∈ Z. We say that the result of applying σ to I with h is I ′ ,
and write I
σ ,h−→O I ′; in fact, I σ ,h−→O I ′ deﬁnes a single oblivious TGD chase step.
The above rule is called “oblivious” since it “forgets” to check whether the TGD is already satisﬁed. In other words, it
adds atoms to the given instance anyway. The restricted TGD chase rule adds atoms only if the TGD is not satisﬁed.
Restricted TGD chase rule. Consider an instance I for a schema R, and a TGD σ = ϕ(X,Y) → ∃Zψ(X,Z) over R. We say
that σ is applicable to I if there exists a homomorphism h such that h(ϕ(X,Y)) ⊆ I , but there is no extension
h′ of h|X such that h′(ψ(X,Z)) ⊆ I . Let I ′ be the instance I ∪ h′(ψ(X,Z)), where h′ is the extension of h|X such
that h′(Z) is a “fresh” labeled null of ΓN not occurring in I , and following lexicographically all those in I , for each
Z ∈ Z. We say that the result of applying σ to I with h is I ′ , and write I σ ,h−→R I ′; in fact, I σ ,h−→R I ′ deﬁnes a single
restricted TGD chase step.
Observe that the only difference between the oblivious and the restricted chase rules, is that the latter applies stricter
criteria to the applicability of TGDs. Let us now give the formal deﬁnition of the oblivious chase of a database with respect
to a set of TGDs; the restricted chase is deﬁned analogously. An oblivious chase sequence of a database D with respect to a set
Σ of TGDs is a sequence of chase steps Ii
σi ,hi−→O Ii+1, where i  0, I0 = D and σi ∈ Σ . The oblivious chase of D with respect
to Σ , denoted Ochase(D,Σ), is deﬁned as follows:
– A ﬁnite oblivious chase of D with respect to Σ is a ﬁnite oblivious chase sequence I i
σi ,hi−→O Ii+1, where 0  i < m, and
there is no σ ∈ Σ which is applicable to Im; let Ochase(D,Σ) = Im .
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σi ,hi−→O Ii+1, where i  0, is fair if whenever a TGD σ = ϕ(X,Y) → ∃Zψ(X,Z) of
Σ is applicable to Ii with homomorphism h, then there exists an extension h′ of h|X and k > i such that h′(head(σ ))
⊆ Ik . An inﬁnite oblivious chase of D with respect to Σ is a fair inﬁnite chase sequence Ii σi ,hi−→O Ii+1, where i  0; let
Ochase(D,Σ) =⋃∞i=0 Ii .
Let us now deﬁne the notion of the level of the chase. For an atom a ∈ D , let level(a) = 0, while for an atom a ∈ Ochase(D,Σ)
obtained during the chase step Ii
σ ,h−→O Ii+1, let level(a) = maxb∈h(body(σ )){level(b)} + 1. The oblivious chase of D with re-
spect to Σ up to level k  0, denoted Ochasek(D,Σ), is the instance {a | a ∈ Ochase(D,Σ) and level(a)  k}. We denote by
Ochase[k](D,Σ) the instance constructed after k 0 oblivious TGD chase steps.
A useful notion, that we are going to employ in our later technical deﬁnitions and proofs, is the so-called chase relation.
Intuitively speaking, the chase relation is a binary relation which mimics all the chase derivations.
Deﬁnition 2.1. Consider a database D for a schema R, and a set Σ of TGDs over R. Assuming that Ochase[k−1](D,Σ) σ ,h−→O
Ochase[k](D,Σ), where k  1, is applied during the construction of Ochase(D,Σ), let Pk = h(body(σ )) × (Ochase[k](D,Σ) \
Ochase[k−1](D,Σ)). The oblivious chase relation of D with respect to Σ , denoted D,Σ−→O , is deﬁned as the set ⋃∞i=1 Pi , while its
transitive closure is denoted
D,Σ⇒O . The restricted chase relation of D with respect to Σ , denoted D,Σ−→R , is deﬁned analogously,
while its transitive closure is denoted
D,Σ⇒R .
Example 2.1. Consider the set Σ constituted by the TGDs
σ1 = r(X, Y , Z) → s(Y , X), σ2 = s(X, Y ) → ∃Z∃W r(Y , Z ,W ),
and let D = {r(a,b, c)}. An inﬁnite oblivious chase of D with respect to Σ is:
D
σ1,h1={X→a,Y→b,Z→c}−→O D ∪
{
s(b,a)
}
σ2,h2={X→b,Y→a}−→O D ∪
{
s(b,a), r(a, z1, z2)
}
σ1,h3={X→a,Y→z1,Z→z2}−→O D ∪
{
s(b,a), r(a, z1, z2), s(z1,a)
}
...
σ2,h2i+2={X→z2i−1,Y→a}−→O D ∪
{
s(b,a), r(a, z1, z2)
}
∪ ⋃ij=1{s(z2 j−1,a), r(a, z2 j+1, z2 j+2)}
...
where z1, z2, . . . are nulls of ΓN . Thus, Ochase(D,Σ) is the inﬁnite instance
{
r(a,b, c), s(b,a), r(a, z1, z2)
}∪ ∞⋃
j=1
{
s(z2 j−1,a), r(a, z2 j+1, z2 j+2)
}
.
It is easy to verify that
D,Σ−→O =
{〈
r(a,b, c), s(b,a)
〉
,
〈
s(b,a), r(a, z1, z2)
〉
,
〈
r(a, z1, z2), s(z1,a)
〉
, . . .
}
.
Suppose now that we consider the restricted chase. It is not diﬃcult to verify that Rchase(D,Σ) = {r(a,b, c), s(b,a)} and
D,Σ−→R = {〈r(a,b, c), s(b,a)〉}. 
It is well-known that the restricted chase of D with respect to Σ is a universal model of D with respect to Σ , i.e., for
each I ∈mods(D,Σ), there exists a homomorphism that maps Rchase(D,Σ) to I [7,8]. Moreover, as explicitly stated in [19],
the oblivious chase of D with respect to Σ is also a universal model. This was established by showing that there exists
a homomorphism from Ochase(D,Σ) to Rchase(D,Σ), and thus a homomorphism from Ochase(D,Σ) to every instance of
mods(D,Σ). Using the above universality property it can be shown that both the oblivious and the restricted chase are
formal tools for query answering under TGDs. More precisely, the problem of deciding whether the answer to a BCQ q with
respect to a database D and a set of TGDs Σ is positive, is equivalent to the problem of deciding whether q is entailed by
the (oblivious or restricted) chase of D with respect to Σ .
A. Calì et al. / Artiﬁcial Intelligence 193 (2012) 87–128 95Fig. 3. Propagation step.
Theorem 2.1. Consider a BCQ q over a schema R, a database D for R, and a set Σ of TGDs over R. D ∪ Σ | q if and only if
Ochase(D,Σ) | q if and only if Rchase(D,Σ) | q.
As observed by Johnson and Klug [5], even in the simple case of inclusion dependencies, things become technically
more complicated if the restricted chase is employed, since the applicability of a TGD depends on the presence of other
atoms previously constructed by the chase. Henceforth, unless explicitly stated otherwise, by “chase” we will refer to the
oblivious chase, and chase(D,Σ) (resp., chasek(D,Σ), chase[k](D,Σ), σ ,h−→, D,Σ−→, D,Σ⇒) will stand for Ochase(D,Σ) (resp.,
Ochasek(D,Σ), Ochase[k](D,Σ), σ ,h−→O , D,Σ−→O , D,Σ⇒O ).
3. Sticky sets of TGDs
As already mentioned, two fundamental properties have been studied so far for guaranteeing decidability of query an-
swering: weak acyclicity and guardedness. In this section, we present a new decidability paradigm called stickiness. More
precisely, the class of sticky sets of TGDs (which forms the language called sticky Datalog±) is introduced.
3.1. Formal deﬁnition of sticky sets of TGDs
The deﬁnition of sticky sets of TGDs hinges on a variable-marking procedure called SMarking. This procedure accepts as
input a set of TGDs, and returns the same set after marking some of the variables that occur in the body of its TGDs. In
what follows, for notational convenience, given a TGD σ , an atom a ∈ head(σ ), and a universally quantiﬁed variable V of σ ,
we denote by positions(σ ,a, V ) the set of positions in a at which V occurs; recall that a position r[i] (in a schema R) is
identiﬁed by a predicate r ∈R and its i-th argument.
Deﬁnition 3.1. Consider a set Σ of TGDs over a schema R. SMarking(Σ) is constructed as follows. First, we apply on Σ the
initial marking step: for each σ ∈ Σ , and for each variable V ∈ var(body(σ )), if there exists an atom a ∈ head(σ ) such that
V /∈ var(a), then each occurrence of V in body(σ ) is marked. SMarking(Σ) is obtained by applying exhaustively (i.e., until
a ﬁxpoint is reached) on Σ the propagation step: for each pair 〈σ ,σ ′〉 ∈ Σ × Σ , for each atom a ∈ head(σ ), and for each
universally quantiﬁed variable V ∈ var(a), if there exists an atom b ∈ body(σ ′) in which a marked variable occurs at each
position of positions(σ ,a, V ), then each occurrence of V in body(σ ) is marked.
Example 3.1. Let Σ be the set of TGDs in Example 1.2. By applying the initial marking step, the body-variables of Σ are
marked (with a cap) as follows:
dept(Vˆ ,W ) → ∃X∃Y∃Z emp(W , X, Y , Z),
emp(Vˆ , Wˆ , Xˆ, Yˆ ) → ∃Z dept(W , Z), runs(W , Y ), in_area(Y , X),
runs(Wˆ , X), in_area(X, Y ) → ∃Z external(Z , Y , X).
Now, by applying the propagation step of SMarking, we mark also the variable W in the body of the ﬁrst TGD, and the ﬁnal
form of SMarking(Σ) is as follows:
dept(Vˆ , Wˆ ) → ∃X∃Y∃Z emp(W , X, Y , Z),
emp(Vˆ , Wˆ , Xˆ, Yˆ ) → ∃Z dept(W , Z), runs(W , Y ), in_area(Y , X),
runs(Wˆ , X), in_area(X, Y ) → ∃Z external(Z , Y , X).
Fig. 3 shows how the marking is propagated during the propagation step. 
Let us clarify that during the initial marking step, we mark a variable in the body of a TGD σ even if it occurs in some
head-atom of σ . This is crucial since without it we would instead deﬁne a class that captures lossless TGDs, i.e., TGDs where
all body-variables occur also in the head, under which query answering is undecidable; this can be easily established by
providing a reduction from the more general problem BCQ-Ans under (arbitrary) TGDs. We are now ready, by utilizing the
procedure SMarking, to give the formal deﬁnition of sticky sets of TGDs.
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such that a marked variable occurs in body(σ ) more than once.
Observe that the set Σ of TGDs in Example 1.2 is sticky since, for each σ ∈ SMarking(Σ), there is no marked variable
that occurs in body(σ ) more than once (see Example 3.1). It is not diﬃcult to verify that Σ is neither weakly-acyclic [7],
nor guarded [19]. In fact, the class of sticky sets of TGDs is incomparable to these two well-known classes of TGDs.
It is straightforward to see that the problem of identifying sticky sets of TGDs, that is, given a set of TGDs decide whether
is sticky, is feasible in polynomial time. This follows by observing that at each application of the propagation step, during
the execution of the SMarking procedure, at least one body-variable is marked. Thus, after polynomially many steps the
SMarking procedure terminates.
3.2. Sticky property
It is interesting to see that the chase constructed under a sticky set of TGDs enjoys a syntactic property called the sticky
property; recall that this property has been already discussed in Section 1 (see Example 1.3).
Deﬁnition 3.3. Consider a database D for a schema R, and a set Σ of TGDs over R. Suppose that the chase step
chase[k−1](D,Σ) σ ,h−→ chase[k](D,Σ), where k  1, is applied during the construction of chase(D,Σ). Then, chase(D,Σ) is
k-sticky if, for each variable V that occurs in body(σ ) more than once, and for each a ∈ (chase[k](D,Σ) \ chase[k−1](D,Σ)),
h(V ) occurs in a, and also in every atom b such that 〈a,b〉 belongs to D,Σ⇒. We say that the chase of D with respect to Σ
has the sticky property if chase(D,Σ) is k-sticky, for each k 1.
The following theorem implies that stickiness is a suﬃcient condition for the sticky property of the chase.
Theorem 3.1. Consider a set Σ of TGDs over a schemaR. If Σ is sticky, then chase(D,Σ) enjoys the sticky property, for every database
D forR.
3.3. Algorithms and complexity
In this subsection, we study the combined and data complexity of query answering under sticky sets of TGDs. We ﬁrst
introduce the notion of the resolution proof-scheme, and we establish that query answering under TGDs is equivalent to
the problem of deciding whether there exists an accepting resolution proof-scheme, that is, a resolution proof-scheme which
fulﬁlls certain syntactic properties.
3.3.1. Resolution proof-scheme
The deﬁnition of the resolution proof-scheme is heavily based on the notion of compatibility of a TGD with a set of
atoms. Roughly, the fact that a TGD σ is compatible with a set A implies that there exists an atom of A which has the
same equality type with an atom obtained by applying σ during the chase procedure.
Deﬁnition 3.4. A TGD σ is compatible with a set of atoms A if there exists a pair 〈a,b〉 ∈ head(σ )× A such that: (i) a and b
unify, (ii) if the term at position π in b is a constant, then a universally quantiﬁed variable occurs at position π in a, and
(iii) if at positions π1, . . . ,πm , for m  2, in b the same variable occurs, then at positions π1, . . . ,πm in a we have either
universally quantiﬁed variables (not necessarily the same), or the same existentially quantiﬁed variable.
Before proceeding to the long formal deﬁnition, let us ﬁrst give a simple example of a resolution proof-scheme for a
BCQ with respect to a database and a set of TGDs. For technical clarity, in the rest of this section we assume, without loss
of generality, BCQs to be atomic without repetition of variables, and TGDs to have only one head-atom with at most one
existentially quantiﬁed variable which occurs once — for the proof see Lemma A.1 in Appendix A.
Example 3.2. Consider the BCQ q deﬁned as q′ ← v(A, B,C, E), the database D = {r(a,b)}, and the (non-sticky) set Σ of
TGDs constituted by
σ1 = r(X, Y ) → ∃Z p(Y , Z),
σ2 = p(X, Y ) → t(Y , X),
σ3 = p(X, Y ), t(Y , X) → ∃Z s(X, Z),
σ4 = s(X, Y ) → ∃Z u(Y , Z),
σ5 = r(X, Y ), s(Y , Z),u(Z ,W ) → v(X, Y , Z ,W ).
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A resolution proof-scheme P for q with respect D and Σ is depicted in Fig. 4. P is a ternary tree since the maximum
number of atoms in the body of a TGD of Σ is three; recall that a k-ary tree is a rooted tree in which each node has no
more than k children. The nodes of P are labeled by atoms with predicates from the set of predicates occurring in Σ , and
terms from the set (dom(D) ∪ var(q) ∪ Δ1 ∪ Δ2), where Δ1 = {X1} are the “fresh” variables occurring in more than once
branch, while Δ2 = {X2, X3, X4, X5} are the “fresh” variables occurring in a single branch. The edges of P are labeled by
TGDs of Σ . It is an easy task to verify that P enjoys the following properties:
– There exists a homomorphism from body(q) to the label a of the root node. In fact, a = h(body(q)), where h = {A → a,
B → b,C → C, E → E}.
– For each internal node v the following hold: (i) its outgoing edges are labeled by the same TGD σ ∈ Σ , (ii) σ is
compatible with {a}, where a is the label of v , and (iii) the child nodes of v are labeled by the atoms obtained by
applying the most general uniﬁer (MGU) for head(σ ) and a to body(σ ).
– For each V ∈ (var(q)∪Δ1), the subtrees which have as a root node the last node on a certain path (from the root node
of P to a leaf node) such that V occurs in its label, called critical for V , are (var(q)∪Δ1)-isomorphic; the critical nodes
in P are shaded in Fig. 4.
Finally, there exists a homomorphism that maps the labels of the leaf nodes of P , i.e., the set {r(a,b), r(X2,b), r(X3,b),
r(X4,b), r(X5,b)}, to D . This implies that P is an accepting resolution proof-scheme for q with respect to D and Σ . 
The formal deﬁnition of the resolution proof-scheme follows. In the sequel, let Δ be a (countably inﬁnite) set of symbols
such that Δ ∩ (Γ ∪ ΓN ∪ ΓV ) =∅.
Deﬁnition 3.5. Consider a BCQ q over a schema R, a database D for R, and a set Σ of TGDs over R with b =
maxσ∈Σ {|body(σ )|}. Let P = 〈N, E, λ1, λ2〉 be a labeled b-ary tree, where N is the node set, E is the edge set, λ1 is a
node labeling function that maps N to the set of atoms that can be formed using predicates from R and terms from
(dom(D) ∪ var(q) ∪ Δ), and λ2 : E → Σ is an edge labeling function. Suppose that Δ1 ⊆ Δ (resp., Δ2 ⊆ Δ) is the set of
symbols that appear in more than one (resp., exactly one) branch of P . P is a resolution proof-scheme for q with respect to
D and Σ if the following conditions are satisﬁed:
1. There exist two disjoint sets S1 ⊆ var(q) and S2 ⊂ var(q), and a homomorphism h such that h(t) ∈ dom(D) ∪ S2, for
each t ∈ S1, and the following holds: h′(body(q)) = λ1(v), where h′ is an extension of h|S1 which is also the identity on
var(q) \ S1, and v ∈ N is the root node of P .
2. For each v ∈ N with child nodes u1, . . . ,un , there exists a TGD σ ∈ Σ such that: (i) for each i ∈ [n], the edge (v,ui) is
labeled by σ , (ii) σ is compatible with {λ1(v)}, where the MGU θ for head(σ ) and λ1(v) is the identity on (var(q) ∪
Δ1), and (iii) there exists a bijective function f : body(σ ) → {u1, . . . ,un} such that, for each a ∈ body(σ ), λ1( f (a)) is
(var(q) ∪ Δ1)-isomorphic to θ ′(a), where θ ′ ⊇ θ maps each variable that occurs in body(σ ), but not in head(σ ), to a
symbol of (dom(body(q)) ∪ Δ).
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not occur in λ1(u), for each child node u of v . For each V ∈ (var(q) ∪ Δ1), and for each pair of nodes v and u which
are critical for V , if Tv and Tu are the subtrees of P which have as root node the node v and u, respectively, then Tv
and Tu are (var(q) ∪ Δ1)-isomorphic.
Let L ⊆ N be the leaf nodes of P . We say that P is an accepting resolution proof-scheme for q with respect to D and Σ if
there exists a homomorphism μ such that μ({λ1(v)}v∈L) ⊆ D .
Intuitively, an accepting resolution proof-scheme for a BCQ q with respect to a database D and a set Σ of TGDs, is a
tree-like representation of the (ﬁnite) part of chase(D,Σ) due to which q is entailed. It is an easy task to verify that this
is true for Example 3.2. The main technical result of this section asserts that query answering under sets of TGDs (not
necessarily sticky) is equivalent to the problem of deciding whether an accepting resolution proof-scheme exists. On the
one hand, if there exists an accepting resolution proof-scheme P for q with respect to D and Σ , then it can be shown that
there exists a homomorphism that maps the node labels of P to chase(D,Σ), and thus chase(D,Σ) | q since, by deﬁnition
of P , there exists a homomorphism that maps body(q) to the root node of P (see Lemma A.2 in Appendix A). On the other
hand, if chase(D,Σ) | q, then it is always possible to construct an accepting resolution proof-scheme for q with respect to
D and Σ by exploiting the (ﬁnite) part of chase(D,Σ) due to which q is entailed (see Lemma A.3 in Appendix A).
Theorem 3.2. Consider a BCQ q over a schemaR, a database D forR, and a setΣ of TGDs overR. There exists an accepting resolution
proof-scheme for q with respect to D and Σ if and only if D ∪ Σ | q.
Since query answering under general TGDs is undecidable, the above theorem implies that the problem of deciding
whether an accepting resolution proof-scheme exists is (in general) undecidable. However, for a certain class C of TGDs, it
maybe possible to identify syntactic properties that an accepting resolution proof-scheme P for any BCQ with respect to
any database and any set of TGDs that falls in C fulﬁlls, which will allow us to decide whether P exists. The next lemma
establishes such a property for the class of sticky sets of TGDs.
Lemma 3.1. Consider an accepting resolution proof-scheme P for a BCQ q with respect to a database D and a sticky set Σ of TGDs.
Only variables of var(q) may occur in more than one branch of P .
3.3.2. The algorithm StickyQAns
By utilizing the property implied by Lemma 3.1, we exhibit an algorithm, called StickyQAns, which decides whether an
accepting resolution proof-scheme exists. In particular, StickyQAns accepts as input a BCQ q over a schema R, a database D
for R, and a sticky set Σ of TGDs over R, and accepts if and only if there exists an accepting resolution proof-scheme for
q with respect to D and Σ . StickyQAns(q, D,Σ) consists of the following steps:
1. Nondeterministically guess two disjoint sets S1 ⊆ var(q) and S2 ⊂ var(q), and also a substitution h : S1 → dom(D) ∪ S2.
2. Let S = var(q) \ S1 and h′ = h ∪ {V → V | V ∈ S}.
3. For each V ∈ S , nondeterministically guess an atom aV = r(t1, . . . , tn), where r is an n-ary predicate of R, 〈t1, . . . , tn〉 ∈
(S ∪ dom(D) ∪ Δ)n , and there exists exactly one integer i ∈ [n] such that ti = V .
4. Let P = {〈V ,aV 〉 | V ∈ S}.
5. If Proof(h′(body(q)), D,Σ, S, P ) accepts, then accept; otherwise, reject.
Roughly speaking, at step 3 we guess, for each variable V ∈ S , an atom that represents the equality type of the label of
each critical node for V in an accepting resolution proof-scheme for q with respect to D and Σ . We then use these guessed
atoms to check, by calling the alternating procedure Proof, whether there exists an accepting resolution proof-scheme. Before
we proceed further, let us recall the notion of alternation which was introduced and studied in [32]. An alternating Turing
machine is a generalization of a nondeterministic Turing machine in which the set of states is partitioned into two sets:
universal and existential. The notion of an accepting (rejecting) conﬁguration is extended to the case of conﬁgurations in
which states are universal or existential. This can be done inductively as follows: a universal conﬁguration is accepting if
all its successor conﬁgurations are accepting, while an existential conﬁguration is accepting if at least one of its successor
conﬁgurations is accepting. Finally, a machine accepts input I if the initial conﬁguration of the machine on I is accepting.
For further details on alternation we refer the reader to, e.g., [27].
Proof(a, D,Σ, S, P ) consists of the following steps:
1. If a ∈ D , then accept.
2. Let A = {a}.
3. Universally select every atom b ∈ A.
4. Nondeterministically guess a TGD σ ∈ Σ which is compatible with {b}, where the MGU θ for head(σ ) and b is the
identity on (var(b) ∩ S). If there is no such a TGD in Σ , then reject.
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where 〈V ,aV 〉 ∈ P , are not S-isomorphic, then reject.
6. Nondeterministically guess two disjoint sets B1 and B2 such that B1 ∪ B2 is the set of variables that occur in body(σ )
but not in head(σ ).
7. Nondeterministically guess a substitution μ : B1 → dom(a).
8. Let θ ′ be the extension of θ that maps each variable V ∈ B1 to μ(V ), and each variable of B2 to a “fresh” variable of Δ
not introduced before.
9. Let A = θ ′(body(σ )) \ B , where B is the maximal subset of θ ′(body(σ )) such that: (i) var(B) ⊆ Δ, and (ii) there exists a
homomorphism that maps B to the database D .
10. If A =∅, then accept; otherwise, goto step 3.
Since, by Lemma 3.1, only variables in the body of the given BCQ may occur in more than one branch of an accepting
resolution proof-scheme, the next result follows immediately by deﬁnition of StickyQAns.
Lemma 3.2. Consider a BCQ q over a schemaR, a database D forR, and a sticky set Σ of TGDs overR. StickyQAns(q, D,Σ) accepts
if and only if there exists an accepting resolution proof-scheme for q with respect to D and Σ .
3.3.3. Complexity results
Let us now investigate the combined complexity of BCQ-Ans under sticky sets of TGDs. The upper bounds are obtained
by exploiting the alternating algorithm StickyQAns. In particular, it can be shown that StickyQAns runs in nondetermin-
istic polynomial time with an alogspace = ptime oracle, if Σ is ﬁxed, and in nondeterministic polynomial time with an
apspace= exptime oracle in general. Since npptime = np and npexptime = exptime, the next result follows.
Theorem 3.3. BCQ-Ans under sticky sets of TGDs is in np in the case of a ﬁxed set of TGDs, and in exptime in general.
We proceed now to establish the desired lower bounds. First, observe that BCQ-Ans under a ﬁxed sticky set of TGDs
is np-hard; this is inherited from the np-hardness of CQ containment without constraints [30] (which in turn is logspace-
equivalent to CQ answering — see, e.g., [19]). The exptime-hardness of BCQ-Ans under (arbitrary) sticky sets of TGDs is
obtained by a reduction from the fact inference problem for Datalog programs which is known to be exptime-hard, even if
we restrict our attention on databases over the domain {0,1} (see, e.g., [23]). Recall that the fact inference problem for Datalog
programs is deﬁned as follows: given a ground atom a over a schema R, a database D for R, and a Datalog program Σ
over R, decide whether D ∪Σ | a. Every instance of the above problem can be reduced, in polynomial time, to an instance
of BCQ-Ans under TGDs which enjoy the following property: each variable in the body occurs also in the head-atom. Clearly,
such sets of TGDs are trivially sticky since there are no marked variables in their marked set, and the desired lower bound
follows.
Theorem 3.4. BCQ-Ans under sticky sets of TGDs is np-hard in the case of a ﬁxed set of TGDs, and is exptime-hard in general.
We conclude this section by investigating the data complexity of BCQ-Ans under sticky sets of TGDs. In particular, we
show that the problem under consideration is in the highly tractable class ac0 (recall that ac0  logspace). This is the
complexity class of recognizing words in languages deﬁned by constant-depth Boolean circuits with an (unlimited fan-in)
AND and OR gates. Before we proceed further let us introduce some useful technical notions.
We ﬁrst recall the semantic notion of ﬁrst-order rewritability introduced in the context of description logics [4]. A class of
TGDs C is ﬁrst-order rewritable if, for every set Σ of TGDs in C, and for every BCQ q, there exists a ﬁrst-order query qΣ such
that, D∪Σ | q if and only if D | qΣ , for every database D . Thus, under ﬁrst-order rewritable classes of TGDs, we just need
to construct the (ﬁnite) rewritten ﬁrst-order query, and then evaluate it over the given database. Since evaluation of ﬁrst-
order queries is feasible in ac0 in data complexity [33], it immediately follows that BCQ-Ans under ﬁrst-order rewritable
classes of TGDs is in ac0. Therefore, in order to obtain an ac0 upper bound for BCQ-Ans under sticky sets of TGDs in data
complexity, it suﬃces to show that the class of sticky sets of TGDs is ﬁrst-order rewritable.
A suﬃcient condition for ﬁrst-order rewritability is the bounded derivation-depth property [12]. Roughly, this property
implies that, for query answering purposes, it suﬃces to consider an initial (ﬁnite) part of the chase up to a level which
depends only on the given query and set of TGDs (but not on the database).
Deﬁnition 3.6. A class of TGDs C has the bounded derivation-depth property (BDDP) if, for every BCQ q over a schema R, for
every database D for R, and for every set Σ ∈ C of TGDs over R, D ∪Σ | q implies that there exists k 0 which depends
only on q and Σ such that chasek(D,Σ) | q.
By exploiting the notion of the resolution proof-scheme, it is not diﬃcult to establish the following technical result.
Lemma 3.3. The class of sticky sets of TGDs enjoys the BDDP.
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From the above lemma, and the fact that the BDDP is a suﬃcient condition for ﬁrst-order rewritability [12], we immedi-
ately get the desired upper bound.
Theorem 3.5. BCQ-Ans under sticky sets of TGDs is in ac0 in data complexity.
4. Sticky-join sets of TGDs
Sticky sets of TGDs are arguably a very relevant and applicable modeling tool. However, they are not expressive enough
to model simple cases such as the TGD r(X, Y , X) → ∃Z s(Y , Z); clearly, after applying the marking procedure SMarking, the
variable X is marked, and thus the stickiness condition is violated. The above rule falls in the ﬁrst-order rewritable class of
linear TGDs [12], that is, TGDs with just one body-atom. The question that comes up is whether we can extend sticky sets
of TGDs in order to capture also linear TGDs, without losing ﬁrst-order rewritability. At the ﬁrst glance it may seem it could
be suﬃcient to allow a marked variable to occur more than once in the body of a TGD, as long as it appears only in one
body-atom. The obtained class, which for the moment we call atom-sticky sets of TGDs, captures linear TGDs. Nevertheless,
as shown by the following example, ﬁrst-order rewritability is not preserved.
Example 4.1. Consider the TGD σ = r(X, Y ), r(Y , Z) → r(X, Z). Observe that this TGD expresses the fact that the binary
relation r is transitive. Now, we transform σ into the set Σ of TGDs consisting by σ1 = r(X, Y ), r(Y ′, Z) → s(X, Y , Y ′, Z)
and σ2 = s(X, Y , Y , Z) → r(X, Z). Clearly, Σ is not sticky since in the body of σ2 the variable Y , which occurs more than
once, does not appear in the head (and thus we mark it during the initial marking step). However, Y occurs only in one
atom, and thus Σ is atom-sticky. Notice that r(chase(D, {σ })) and r(chase(D,Σ)) coincide, for every database D . This implies
that if atom-sticky sets of TGDs are ﬁrst-order rewritable, then transitivity of a binary relation can be captured using a ﬁnite
number of ﬁrst-order queries, which is a contradiction. 
It turns out that query answering under atom-sticky sets of TGDs is undecidable. By employing the same principle as
in Example 4.1, it is possible to reduce BCQ-Ans under arbitrary TGDs to BCQ-Ans under joinless TGDs, that is, TGDs where
every body-variable occurs in at most one atom, i.e., is not in a join, which is a special case of the proposed class. We
suggest a condition somewhat more restrictive than atom-stickiness, which guarantees decidability of query answering as
well as ﬁrst-order rewritability.
4.1. Formal deﬁnition of sticky-join sets of TGDs
Recall that the key property of an accepting resolution proof-scheme P for a BCQ q with respect to a database and a
sticky set of TGDs, is that only variables of var(q) may occur in more than one branch of P (see Lemma 3.1). It is easy to
verify that under atom-sticky sets of TGDs this property does not hold. For example, consider the atomic BCQ q of the form
q′ ← r(a, c), where a and c are constants of Γ , the database D = {r(a,b), r(b, c)}, and the atom-sticky set Σ = {σ1, σ2} given
in Example 4.1. In Fig. 5, an accepting resolution proof-scheme P for q with respect to D and Σ is depicted. Observe that
the variable V /∈ var(q) occurs in more than one branch of P (see shaded nodes).
Our goal is to restrict atom-stickiness in such a way that the resulted class of TGDs captures both sticky sets of TGDs and
linear TGDs, but the above desirable property of an accepting resolution proof-scheme is preserved. To this aim we introduce
the class of sticky-join sets of TGDs (which forms the language called sticky-join Datalog±). Analogously to sticky sets of
TGDs, sticky-join sets of TGDs are deﬁned by a testable condition based on variable-marking. However, this new variable-
marking procedure is more sophisticated; in fact, instead of marking the body-variables that occur in the given set Σ , we
mark the body-variables that occur in the so-called expanded set of Σ , obtained from Σ by applying a resolution-based
procedure called TGDExpansion.
Deﬁnition 4.1. Consider a set Σ of TGDs over a schema R. TGDExpansion(Σ) is constructed as follows. First, for each
σ ∈ Σ , the TGD σ labeled by ∅ is added to (the initially empty set) Σ . Then, we apply exhaustively (i.e., until a ﬁxpoint
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due to the atoms a ∈ head(σ ) and b ∈ body(σ ′), then let σ+ be the TGD θ(body(σ )) → θ(a), where θ is the MGU for a and b.
If Σ already contains a labeled TGD σ ′′ identical to σ+ (modulo bijective variable renaming), then the pair 〈σ ′,b〉 is added
to the label set of σ ′′; otherwise, the TGD σ+ labeled by {〈σ ′,b〉} is added to Σ . Each time the above step is applied by
considering a pair of TGDs 〈σ ,σ ′〉, we assume that σ and σ ′ they share no variables in order to avoid undesirable clutter
among variables. TGDExpansion(Σ) is deﬁned as the set Σ .
Example 4.2. Consider the set Σ constituted by the TGDs
σ1 = r(X, X, Y , Y ) → ∃Z r(Y , Y , Z , Z),
σ2 = p(X, Y , Y , Z), p(X,U , V ,W ) → q(X, Y ),
σ3 = t(X), s(Y , Z) → ∃W p(Y , Z , X,W ).
The set TGDExpansion(Σ) is as follows:
σ1 = r(X1, X1, Y1, Y1)︸ ︷︷ ︸
a
→ ∃Z1 r(Y1, Y1, Z1, Z1)
{〈σ1,a〉},
σ2 = p(X2, Y2, Y2, Z2)︸ ︷︷ ︸
b
, p(X2,U2, V2,W2)︸ ︷︷ ︸
c
→ q(X2, Y2) ∅,
σ3 = t(X3), s(Y3, Z3) → ∃W3 p(Y3, Z3, X3,W3)
{〈σ2, c〉},
σ4 = t(X4), s(Y4, X4) → ∃W4 p(Y4, X4, X4,W4)
{〈σ2,b〉}.
Recall that the variables in TGDExpansion(Σ) are renamed in order to avoid undesirable clutter among them. 
Let us now introduce the variable-marking procedure, called SJMarking, applied in the case of sticky-join sets of TGDs.
This procedure accepts as input the expanded set of a set of TGDs, and marks the variables that occur in the body of its
TGDs. Recall that, given a TGD σ , an atom a ∈ head(σ ), and a universally quantiﬁed variable V of σ , positions(σ ,a, V ) is
the set of positions in a at which V occurs.
Deﬁnition 4.2. Consider a set Σ of TGDs over a schema R, and let Σ be the expanded set of Σ . SJMarking(Σ) is
constructed as follows. First, we apply on Σ the initial marking step: for each σ ∈ Σ , and for each variable V ∈ body(σ ),
if there exists an atom a ∈ head(σ ) such that V /∈ var(a), then each occurrence of V in body(σ ) is marked. SJMarking(Σ)
is obtained by applying exhaustively (i.e., until a ﬁxpoint is reached) on Σ the propagation step: for each TGD σ ∈ Σ , for
each atom a ∈ head(σ ), and for each universally quantiﬁed variable V ∈ var(a), if there exists a pair 〈σ ′,b〉 in the label set of
σ such that at each position of positions(σ ,a, V ) in the body-atom b of σ ′ a marked variable occurs, then each occurrence
of V in body(σ ) is marked.
Example 4.3. The set SJMarking(TGDExpansion(Σ)), where Σ is the of TGDs given in Example 4.2, is as follows:
σ1 = r( Xˆ1, Xˆ1, Yˆ1, Yˆ1)︸ ︷︷ ︸
a
→ ∃Z1 r(Y1, Y1, Z1, Z1)
{〈σ1,a〉},
σ2 = p(X2, Y2, Y2, Zˆ2)︸ ︷︷ ︸
b
, p(X2, Uˆ2, Vˆ2, Wˆ2)︸ ︷︷ ︸
c
→ q(X2, Y2) ∅,
σ3 = t( Xˆ3), s(Y3, Zˆ3) → ∃W3 p(Y3, Z3, X3,W3)
{〈σ2, c〉},
σ4 = t(X4), s(Y4, X4) → ∃W4 p(Y4, X4, X4,W4)
{〈σ2,b〉}.
Recall that the expanded set of Σ is given in Example 4.2. 
The formal deﬁnition of sticky-join sets of TGDs follows.
Deﬁnition 4.3. Consider a set Σ of TGDs over a schema R. We say that Σ is sticky-join if there is no TGD σ ∈
SJMarking(TGDExpansion(Σ)) such that a marked variable in body(σ ) is in a join, i.e., occurs in more than one atom.
Observe that the set Σ of TGDs in Example 4.2 is sticky-join since, for each σ ∈ SJMarking(TGDExpansion(Σ)), there
is no marked variable in body(σ ) which is in a join (see Example 4.3). Clearly, in SMarking(Σ) both variables X and Y in
body(σ1) are marked. Since these variables occur more than once, we immediately get that Σ is non-sticky. Moreover, σ2
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TGDs captures both sticky sets of TGDs and linear TGDs.
Theorem 4.1. Consider a set Σ of TGDs. If Σ is a sticky set of TGDs or a set of linear TGDs, then Σ is also sticky-join.
We have just deﬁned a class of TGDs which is more expressive than the class of sticky sets of TGDs, and moreover, as we
shall see in Section 4.3, without paying a price in complexity. The question that comes up is why both languages, and not
just the more general one, are relevant. The answer to this natural question is that the problem of identifying sticky-join
sets of TGDs appears to be harder than the one of identifying sticky sets of TGDs. As already explained in Section 3.1, we
can decide in polynomial time whether a set of TGDs is sticky. However, the situation changes dramatically if we pose the
same question for the class of sticky-join sets of TGDs; as we show below, this problem is pspace-complete.
Theorem 4.2. The problem of deciding whether a set of TGDs is sticky-join is pspace-complete.
4.2. Sticky-join property
Analogously to the sticky property (see Section 3.2), it is possible to show that the chase constructed under sticky-join
sets of TGDs enjoys the so-called sticky-join property.
Deﬁnition 4.4. Consider a database D for a schema R, and a set Σ of TGDs over R. Suppose that the chase step
chase[k−1](D,Σ) σ ,h−→ chase[k](D,Σ), where k  1, is applied during the construction of chase(D,Σ). Then, chase(D,Σ) is
k-sticky-join if, for each variable V in body(σ ) which is in a join, and for each a ∈ (chase[k](D,Σ) \ chase[k−1](D,Σ)), h(V )
occurs in a, and also in every atom b such that 〈a,b〉 belongs to D,Σ⇒. The chase of D with respect to Σ has the sticky-join
property if, for each k 1, chase(D,Σ) is k-sticky-join.
The only difference between the sticky and the sticky-join property is that the latter applies stricter criteria whether a
symbol (either a constant or a labeled null) must occur in every atom of a certain part of the chase. Clearly, if the chase
has the sticky property, then it also enjoys the sticky-join property; however, the converse does not hold. The next theorem
implies that the chase constructed under a sticky-join set of TGDs has the sticky-join property.
Theorem 4.3. Consider a set Σ of TGDs over a schema R. If Σ is sticky-join, then chase(D,Σ) enjoys the sticky-join property, for
every database D forR.
4.3. Complexity results
Before we proceed further, it is important to say that the transformations used in Lemma A.1 preserve the sticky-join
condition, i.e., given a sticky-join set Σ of TGDs, the set Σ ′ obtained by applying those transformations is still sticky-join. In
the rest of this section, we assume BCQs to be atomic without repetition of variables, and TGDs to have only one head-atom
with at most one existentially quantiﬁed variable which occurs once. Interestingly, an analogous result to Lemma 3.1, can
be shown for sticky-join sets of TGDs.
Lemma 4.1. Consider an accepting resolution proof-scheme P for a BCQ q with respect to a database D and a sticky-join set Σ of TGDs.
Only variables of var(q) may occur in more than one branch of P .
The above result implies that the algorithm StickyQAns (see Section 3.3.2) can be employed to decide whether an ac-
cepting resolution proof-scheme for a BCQ with respect to a database and a sticky-join set of TGDs exists. Furthermore, it
is obvious that the class of sticky-join sets of TGDs enjoys the BDDP (see Deﬁnition 3.6), and thus is ﬁrst-order rewritable.
The next result follows.
Theorem 4.4. BCQ-Ans under sticky-join sets of TGDs is np-complete, in the case of a ﬁxed set of TGDs, and is exptime-complete in
general. Moreover, the same problem is in ac0 in data complexity.
5. Weakly-sticky sets of TGDs
An interesting issue is the combination of existing paradigms in order to obtain even more expressive languages under
which query answering is decidable. The subject of this section is whether stickiness and weak acyclicity can be combined,
so to obtain a formalism that generalizes both, but without losing tractability of query answering in data complexity. Un-
fortunately, such a class of TGDs does not preserve the desirable property which imposes that, in an accepting resolution
A. Calì et al. / Artiﬁcial Intelligence 193 (2012) 87–128 103Fig. 6. Dependency graph for Example 5.1.
proof-scheme, only variables of the given query may occur in more than one branch. For example, Fig. 5 depicts an ac-
cepting resolution proof-scheme under a weakly-acyclic set of TGDs, where the variable V occurs in more than one branch.
However, it is possible to deﬁne a class of TGDs, called weakly-sticky sets of TGDs (which forms the language called weakly-
sticky Datalog±), that generalizes both sticky and weakly-acyclic sets of TGDs (and thus plain Datalog), and the following
property holds: in an accepting resolution proof-scheme, apart from the variables of the given query, only polynomially
(with respect to the given database) many variables may occur in more than one branch. As we shall see, this allows us to
extend StickyQAns so to obtain a polynomial time query answering algorithm for weakly-sticky sets of TGDs.
Before proceeding with weakly-sticky sets of TGDs, we recall weak acyclicity, introduced in the context of data ex-
change [7], and we investigate the combined complexity of BCQ-Ans under weakly-acyclic sets of TGDs.
5.1. Weakly-acyclic sets of TGDs
The formal deﬁnition of weakly-acyclic sets of TGDs is heavily based on the notion of the dependency graph, introduced
in [7]. Given a set Σ of TGDs over a schema R, the dependency graph G of Σ is a directed multigraph constructed as
follows. There exists a node for each position π of R. For each TGD σ ∈ Σ , for each universally quantiﬁed variable V in
head(σ ), and for each occurrence of V in body(σ ) at position π , apply the following two steps: (i) for each occurrence of V
in head(σ ) at position π ′ , add an edge from π to π ′ (if it does not already exist), and (ii) for each existentially quantiﬁed
variable W , and for each occurrence of W in head(σ ) at position π ′′ , add a special edge from π to π ′′ (if it does not
already exist). The rank of a position π , denoted as rankG(π), is the maximum number of special edges over all (ﬁnite
or inﬁnite) paths ending at π in G . The set Π∞(R,Σ) of positions of R is deﬁned recursively as follows: (i) a position
π with rankG(π) = ∞ is in Π∞(R,Σ), and (ii) if a position π is reachable from a position of Π∞(R,Σ), then π is in
Π∞(R,Σ). Let ΠF (R,Σ) be the complement of Π∞(R,Σ), and rank(G) = maxπ∈ΠF (R,Σ){rankG(π)}; if ΠF (R,Σ) = ∅,
then rank(G) = 0. When R and Σ are obvious from the context, we shall henceforth denote the above sets with Π∞ and
ΠF , respectively.
Intuitively, a (non-special) edge (π,π ′) in the dependency graph G of Σ keeps track of the fact that a term may
propagate from position π to position π ′ during the construction of the chase under Σ . Moreover, a special edge (π,π ′′)
in G keeps track of the fact that propagation of a value from π to π ′ also creates a null value in position π ′′ at which an
existentially quantiﬁed variable occurs.
Example 5.1. Let R be the relational schema obtained from the schema of Example 1.2 by adding the binary predicate
project_mgr(Emp_Id,Project_Id). Consider the set Σ constituted by the TGDs
dept(V ,W ) → ∃X∃Y emp(W , V , X, Y ),
emp(V ,W , X, Y ) → ∃Z dept(W , Z), runs(W , Y ),
runs(W , X),dept(W , Y ) → project_mgr(Y , X).
The dependency graph of Σ is depicted in Fig. 6, where the special edges are represented using dashed arrows. Clearly,
ΠF = {dept[1], emp[2], runs[1]}. 
Let us now recall the formal deﬁnition of weakly-acyclic sets of TGDs.
Deﬁnition 5.1. (See [7].) A set Σ of TGDs is weakly-acyclic if the dependency graph of Σ has no cycle going through a
special edge, or, equivalently, Π∞ =∅.
It is not diﬃcult to see that Π∞ (resp., ΠF ) is the set of positions of R at which inﬁnitely (resp., ﬁnitely) many distinct
terms can appear during the construction of the chase. The next technical result, which is implicit in [7,24], provides an
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lemma the restricted chase is considered. Thus, in the rest of this section, the restricted chase is employed; by “chase” we
will refer to the restricted chase, and chase(D,Σ) (resp.,
D,Σ−→, D,Σ⇒) will stand for Rchase(D,Σ) (resp., D,Σ−→R , D,Σ⇒R).
Lemma 5.1. (See [7,24].) Consider a database D for a schema R, and a set Σ of TGDs over R. Let G be the dependency graph of Σ .
There exists a function f which is polynomial in |dom(D)| and double-exponential in rank(G), such that at most f (D,Σ) terms can
appear at positions of ΠF in chase(D,Σ).
The above lemma implies that, given a database D for a schema R, and a weakly-acyclic set Σ of TGDs over R, only
double-exponentially many terms (in the rank of the dependency graph of Σ ) can appear in chase(D,Σ) since all the
positions of R are in ΠF , and thus only double-exponentially many atoms can occur in chase(D,Σ). Therefore, given a BCQ
q over R, we just need to evaluate q over the ﬁnite instance chase(D,Σ), which can be constructed in 2exptime. Moreover,
by simulating the behavior of a 2exptime Turing machine by means of a weakly-acyclic set of TGDs, we immediately get
the 2exptime-hardness of BCQ-Ans under weakly-acyclic sets of TGDs in combined complexity.
Theorem5.1. BCQ-Ans under weakly-acyclic sets of TGDs is 2exptime-complete in combined complexity, even if we consider predicates
of ﬁxed arity.
The above result is interesting in its own right, which clearly has applications in data exchange, i.e., the problem of
transforming data structured under a schema, called the source schema, to data structured under a different schema, called
the target schema. The semantics and fundamental algorithmic issues in data exchange between relational schemata were
ﬁrst investigated by Fagin et al. [7], and explored further in, e.g., [25,34,35]. Data exchange has been formalized using the
concept of schema mapping, which is deﬁned as a quadruple M = 〈S,T ,Σst ,Σt〉, where S is a source schema, T is a
target schema, Σst is a set of source-to-target (s-t) TGDs, i.e., TGDs where the body is a conjunction over S , and the head
is a conjunction over T , and Σt is a set of target TGDs and EGDs,4 i.e., TGDs and EGDs over T . Given a schema mapping
M= 〈S,T ,Σst ,Σt〉, the existence-of-solution problem for M is the following: given a database D for S , decide whether a
solution for D , i.e., a (ﬁnite) instance I for T such that D ∪ I | Σst ∪ Σt , exists. Obviously, if Σt = ∅, then every source
database has a solution. However, it is very easy to show that this is not the case if target dependencies are present.
In [25], the existence-of-solution problem for a schema mapping M, where the target dependencies is the union of
a weakly-acyclic set of TGDs and a set of EGDs, is stated mistakenly to be exptime-complete. This bug was ﬁxed in the
conference talk of the paper, where membership in 2exptime was shown, while the lower bound was left as an open
problem; see also [24]. By exploiting Theorem 5.1, we can easily establish the 2exptime-hardness of the above problem;
in fact, we provide a reduction from BCQ-Ans under weakly-acyclic sets of TGDs. The same result has been established
independently by Kolaitis and Panttaja [26] by a reduction from alternating exponential space Turing machines; however,
this result does not imply Theorem 5.1.
Theorem 5.2. Consider a schema mapping M = 〈S,T ,Σst ,Σt〉, where Σst is a set of s-t TGDs, and Σt is the union of a weakly-
acyclic set of target TGDs and EGDs. The existence-of-solution problem forM is 2exptime-complete, even if we consider predicates of
ﬁxed arity.
5.2. Formal deﬁnition of weakly-sticky sets of TGDs
In weakly-sticky sets of TGDs, the variables that occur more than once in the body of a TGD are non-marked (according
to the SMarking procedure), or they occur at positions where a ﬁnite number of distinct terms can appear during the
construction of the chase, i.e., at positions of ΠF .
Deﬁnition 5.2. Consider a set Σ of TGDs over a schema R. We say that Σ is weakly-sticky if, for each σ ∈ SMarking(Σ),
and for each variable V that occurs more than once in body(σ ), the following holds: V is non-marked, or at least one
occurrence of V appears at some position of ΠF .
Given a sticky set Σ of TGDs, there is no σ ∈ SMarking(Σ) such that a marked variable occurs in body(σ ) more than
once, and thus Σ is trivially weakly-sticky. On the other hand, given a weakly-acyclic set Σ of TGDs over a schema R,
all positions of R are in ΠF , and hence Σ is trivially weakly-sticky. Therefore, weakly-sticky sets of TGDs generalize both
sticky and weakly-acyclic sets of TGDs.
4 Equality-generating dependencies (EGDs) are assertions of the form ∀Xϕ(X) → Xi = X j , where X⊂ Γ ∪ΓV , ϕ is a conjunction of atoms over a relational
schema, and {Xi , X j} ⊆ X; for more details we refer the reader to Section 6.2.
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SMarking procedure, the variable W in the body of the third TGD at positions runs[1] and dept[1] is marked. Since both
positions are in ΠF we conclude that Σ is weakly-sticky. However, Σ is neither sticky (since W occurs more than once),
nor weakly-acyclic (since Π∞ 
=∅). 
The dependency graph of a set Σ of TGDs over a schema R can be constructed in polynomial time, and thus the set
of positions ΠF can be computed in polynomial time. Also, as already discussed in Section 3.1, the SMarking procedure
terminates after polynomially many steps. Consequently, the problem of identifying weakly-sticky sets of TGDs is feasible in
polynomial time.
5.3. Algorithms and complexity
In this subsection, we study the combined and data complexity of query answering under weakly-sticky sets of TGDs. As
for sticky(-join) sets of TGDs, our key technical concept is the resolution proof-scheme. By Lemma 5.1 and Deﬁnition 5.2, in
an accepting resolution proof-scheme for a BCQ q with respect to a database D and a weakly-sticky set Σ of TGDs, apart
from variables of var(q), polynomially many variables in |dom(D)|, and double-exponentially many variables in rank(G),
where G is the dependency graph of Σ , may occur in more than one branch. However, in an accepting resolution proof-
scheme for q with respect to D and the functional form of Σ , where at positions of ΠF , instead of existentially quantiﬁed
variables, suitable functional terms appear, only variables of var(q) may occur in more than one branch — all the other
variables are represented as functional terms (which can be treated as constants). This observation allows us to employ an
extended version of StickyQAns in order to decide whether such a resolution proof-scheme exists.
5.3.1. Functional form of TGDs
Let us ﬁrst adopt a more convenient form of TGDs in order to simplify our later deﬁnitions and proofs. Given a set Σ
of TGDs, each σ = ϕ(X,Y) → ∃Zψ(X,Z) of Σ can be replaced with the TGDs σ1 = ϕ(X,Y) → rσ (X) and σ2 = rσ (X) →
∃Zψ(X,Z), where rσ is an auxiliary |X|-ary predicate; notice that in σ2 each body-variable occurs also in the head. It is
easy to show that the above transformation, as well as the transformations given in Lemma A.1, preserve the weakly-sticky
condition. In the rest of this section, we assume BCQs to be atomic without repetition of variables, and TGDs to have only
one head-atom with at most one existentially quantiﬁed variable which occurs once. Also, if an existentially quantiﬁed
variable is present, then each body-variable occurs also in the head.
Given a set Σ of TGDs over a schema R, the functional form of Σ , denoted as Σ f , is obtained as follows: for each
σ ∈ Σ , if in head(σ ) an existentially quantiﬁed variable occurs at some position of ΠF , then replace it with the functional
term fσ (X1, . . . , Xn), where fσ is a “fresh” n-ary function symbol, and {X1, . . . , Xn}, for n  0, is the set of variables that
occur in body(σ ). The notion of homomorphism naturally extends to (conjunctions of) atoms that contain functional terms.
By applying a homomorphism h over a functional term of the form f (t1, . . . , tn), where f is a function symbol, the term
f (h(t1), . . . ,h(tn)) is obtained.
Obviously, in a resolution proof-scheme for a BCQ q with respect to a database D and the functional form of a set Σ of
TGDs, apart from variables of (var(q)∪Δ), we have also functional terms, called ΠF -terms. Formally, the ΠF -terms of D and
Σ are deﬁned recursively as follows: (i) constants of dom(D) are ΠF -terms of D and Σ , and (ii) if f is an n-ary function
symbol that occurs in Σ f , and t1, . . . , tn are ΠF -terms of D and Σ , then f (t1, . . . , tn) is a ΠF -term of D and Σ . The size of
such a term t , denoted as size(t), is deﬁned as follows: if t ∈ dom(D), then size(t) = 0; otherwise, if t = f (t1, . . . , tn), then
size(t) = 1 +∑i∈[n] size(ti). It is not diﬃcult to show that at positions of ΠF only ΠF -terms can appear (hence the name
ΠF -terms).
Example 5.3. Consider the BCQ q deﬁned as q′ ← u(A, B,C), the database D = {t(a), p(a,b)}, and the set Σ of TGDs consti-
tuted by
σ1 = r(X, Y ) → ∃Z r(Y , Z),
σ2 = t(X), p(X, Y ) → s(Y ),
σ3 = s(X) → ∃Y v(X, Y ),
σ4 = v(X, Y ) → r(Y , X),
σ5 = r(X, Y ), r(Y , Z) → u(X, Y , Z).
It is easy to verify that ΠF = {p[1], p[2], s[1], t[1], v[1], v[2]}. Thus, in the functional form of Σ the existentially quantiﬁed
variable of σ3 is replaced with the functional term fσ3 (X). A resolution proof-scheme P for q with respect to D and Σ f is
depicted in Fig. 7. Observe that the homomorphism h that maps body(q) to the label of the root node of P is such that h(A)
is a ΠF -term of D and Σ ; in particular, h(A) = fσ3 (b). Finally, since there exists a homomorphism μ that maps the set of
atoms constituted by the labels of the leaf nodes, that is, {t(a), p(a,b)}, to D , we conclude that P is an accepting resolution
proof-scheme. 
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Given a BCQ q, a database D , and a set Σ of TGDs, it is straightforward to see that D ∪Σ | q if and only if D ∪Σ f | q.
From this fact and Theorem 3.2, we immediately get the following result.
Theorem 5.3. Consider a BCQ q over a schemaR, a database D forR, and a setΣ of TGDs overR. There exists an accepting resolution
proof-scheme for q with respect to D and Σ f if and only if D ∪ Σ | q.
Let us now investigate the syntactic properties of an accepting resolution proof-scheme P for any BCQ with respect to
any database and the functional form of any weakly-sticky set of TGDs, which will allow us to decide whether P exists. We
ﬁrst show that the size of the ΠF -terms that occur in the chase constructed under the functional form of a (not necessarily
weakly-sticky) set Σ of TGDs, and thus the ΠF -terms that occur in an accepting resolution proof-scheme with respect
to Σ , is at most exponential in the rank of the underlying dependency graph. In the rest of this section, for notational
convenience, given a set Σ of TGDs, let GΣ be its dependency graph, kΣ = rank(GΣ), bΣ =maxσ∈Σ {|body(σ )|}, and wΣ be
the maximum arity over all predicate symbols occurring in Σ .
Lemma 5.2. Consider a database D for a schema R, and a set Σ of TGDs over R. Let t be a ΠF -term of D and Σ that occurs in
chase(D,Σ f ). If kΣ = 0, then size(t) = 0; otherwise,
size(t)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1+ wΣ · (kΣ − 1)︸ ︷︷ ︸
f(Σ)
, bΣ = 1,
1+ wΣ · bΣ ·
(
(bΣ)kΣ −bΣ
bΣ−1
)
︸ ︷︷ ︸
g(Σ)
, bΣ > 1.
The next result shows that, as for sticky(-join) sets of TGDs, only variables of the given query may occur in more than
one branch of an accepting resolution proof-scheme with respect to the functional form of a weakly-sticky set of TGDs.
Lemma 5.3. Consider an accepting resolution proof-scheme P for a BCQ q with respect to a database D and the functional form of a
weakly-sticky set Σ of TGDs. Only variables of var(q) may occur in more than one branch of P .
5.3.2. The algorithm WeaklyStickyQAns
By utilizing the properties implied by Lemmas 5.2 and 5.3, we exhibit an algorithm, called WeaklyStickyQAns, which
decides whether an accepting resolution proof-scheme with respect to the functional form of a weakly-sticky set of TGDs
exists. This algorithm is obtained by extending the alternating algorithm StickyQAns since, apart from the variables of the
given query which may occur in more than one branch, we also need to take into account the ΠF -terms which may also
occur in more than one branch. In particular, WeaklyStickyQAns accepts as input a BCQ q over a schema R, a database D
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scheme for q with respect to D and Σ f . WeaklyStickyQAns(q, D,Σ) consists of the following steps — for brevity, let F =
dom(D), if kΣ = 0; otherwise, let F be the set of ΠF -terms of D and Σ with size at most max{f(Σ),g(Σ)}:
1. Let S F be the set of variables of var(q) where, for each V ∈ S F , at least one occurrence of V occurs at some position
of ΠF .
2. Let S∞ = var(q) \ S F .
3. Nondeterministically guess a substitution hF : S F → F .
4. Nondeterministically guess two disjoint sets S1 ⊆ S∞ and S2 ⊂ S∞ , and also a substitution h∞ : S1 → dom(D) ∪ S2.
5. Let S = S∞ \ S1 and h′∞ = h∞ ∪ {V → V | V ∈ S}.
6. For each V ∈ S , nondeterministically guess an atom aV = r(t1, . . . , tn), where r is an n-ary predicate of R, 〈t1, . . . , tn〉 ∈
(S ∪ F ∪ Δ)n , and there exists exactly one integer i ∈ [n] such that ti = V .
7. Let h = (hF ∪ h′∞) and P = {〈V ,aV 〉 | V ∈ S}.
8. If Proof(h(body(q)), D,Σ f , S, P ) accepts, then accept; otherwise, reject.
Proof(a, D,Σ f , S, P ) consists of the following steps:
1. If a ∈ D , then accept.
2. Let A = {a}.
3. Universally select every atom b ∈ A.
4. Nondeterministically guess a TGD σ ∈ Σ f which is compatible with {b}, where the MGU θ for head(σ ) and b is the
identity on (var(b) ∩ S). If there is no such a TGD in Σ , then reject.
5. If a variable V ∈ (var(b)∩ S) and the existentially quantiﬁed variable of σ occur at the same position, then: if b and aV ,
where 〈V ,aV 〉 ∈ P , are not S-isomorphic, then reject.
6. Let Nσ = var(body(σ )) \ var(head(σ )).
7. Let Nσ ,F be the set of variables of Nσ such that at least one occurrence of them in body(σ ) appears at some position
of ΠF .
8. Let Nσ ,∞ = Nσ \ Nσ ,F .
9. Nondeterministically guess a substitution μ : Nσ ,F → F .
10. Nondeterministically guess two disjoint sets B1 and B2 such that Nσ ,∞ = B1 ∪ B2.
11. Nondeterministically guess a substitution ρ : B1 → dom(a).
12. Let θ ′ be the extension of θ that maps each variable V ∈ B1 to ρ(V ), and each variable of B2 to a “fresh” variable of Δ
not introduced before.
13. Let A = (θ ′ ∪ μ)(body(σ )) \ B , where B is the maximal subset of (θ ′ ∪ μ)(body(σ )) such that: (i) var(B) ⊆ Δ, and (ii)
there exists a homomorphism that maps B to the database D .
14. If A =∅, then accept; otherwise, goto step 3.
The next result follows immediately by Lemmas 5.2 and 5.3, and the deﬁnition of WeaklyStickyQAns.
Lemma 5.4. Consider a BCQ q over a schema R, a database D for R, and a weakly-sticky set Σ of TGDs over R. WeaklyStickyQ-
Ans(q, D,Σ) accepts if and only if there exists an accepting resolution proof-scheme for q with respect to D and Σ f .
5.3.3. Complexity results
Let us now investigate the complexity of BCQ-Ans under weakly-sticky sets of TGDs. The upper bounds are established
by exploiting the alternating algorithm WeaklyStickyQAns. The lower bounds are obtained immediately from known results.
More precisely, in the case of a ﬁxed set of TGDs, the np-hardness of BCQ-Ans follows from the np-hardness of conjunctive
query answering without constraints. In the general case, the 2exptime-hardness follows from Theorem 5.1, and the fact
that each weakly-acyclic set of TGDs is trivially weakly-sticky. Finally, the ptime-hardness in data complexity follows from
the ptime-hardness of the fact inference problem for (ﬁxed) Datalog programs (see, e.g., [23]).
Theorem 5.4. BCQ-Ans under weakly-sticky sets of TGDs is np-complete, in the case of a ﬁxed set of TGDs, and 2exptime-complete in
general. Moreover, the same problem is ptime-complete in data complexity.
5.4. Weakly-sticky-join sets of TGDs
We conclude this section by discussing brieﬂy how sticky-join and weakly-acyclic sets of TGDs can be combined, in
order to obtain an expressive class that captures both, without losing tractability of query answering in data complexity.
In particular, we deﬁne the class of weakly-sticky-join sets of TGDs (which forms the language called weakly-sticky-join
Datalog±).
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SJMarking(TGDExpansion(Σ)), and for each variable V in body(σ ) that is in a join, the following holds: V is non-marked,
or at least one occurrence of V occurs at some position of ΠF .
By providing a proof similar to that of Theorem 4.1, it is not diﬃcult to show that every weakly-sticky set of TGDs
is also weakly-sticky-join. Furthermore, the problem of identifying weakly-sticky-join sets of TGDs is pspace-complete (see
Theorem C.1); recall that the problem of identifying weakly-sticky sets of TGDs is feasible in polynomial time.
Interestingly, the properties of an accepting resolution proof-scheme under the functional form of a weakly-sticky set
of TGDs, which are implied by Lemmas 5.2 and 5.3, hold also for weakly-sticky-join sets of TGDs — Lemma 5.2 holds for
arbitrary TGDs, while the proof of Lemma 5.3 can be easily extended to treat also weakly-sticky-joins sets of TGDs. From the
above informal discussion, we conclude that the algorithm WeaklyStickyQAns can be employed for query answering under
weakly-sticky-join sets of TGDs, and the next result follows.
Theorem 5.5. BCQ-Ans under weakly-sticky-join sets of TGDs is np-complete, in the case of a ﬁxed set of TGDs, and is 2exptime-
complete in general. Moreover, the same problem is ptime-complete in data complexity.
6. Additional features
In this section, we show how the Datalog± languages presented above can be combined with negative constraints and
functional dependencies, without altering the complexity of query answering. As we shall see, these additional features are
vital for representing ontologies.
6.1. Negative constraints
A negative constraint ν over a schema R is a ﬁrst-order formula of the form ∀Xϕ(X) → ⊥, where X ⊂ Γ ∪ ΓV , ϕ is a
conjunction of atoms over R, and ⊥ denotes the Boolean constant false. Formula ϕ is the body of ν , denoted as body(ν).
Henceforth, the universal quantiﬁers are omitted for brevity.
Example 6.1. Consider the relational schema given in Example 5.1. The fact that departmental managers cannot be
project managers can be represented using the negative constraint dept(U , V ),project_mgr(V ,W ) → ⊥. Moreover, the fact
that projects which fall in the area of security cannot be assigned to an external controller can be represented with
external(U , security, V ) → ⊥. 
A negative constraint ν is satisﬁed by an instance I , written I | ν , if there is no homomorphism h such that h(ϕ(X)) ⊆ I .
Checking whether a set of negative constraints is satisﬁed by a database and a set of TGDs is tantamount to query answering
[12]. More precisely, given a database D , a set Σ of TGDs, and a set Σ⊥ of negative constraints, for each ν = ϕ(X) → ⊥
of Σ⊥ we evaluate the BCQ qν of the form p ← ϕ(X) over D ∪ Σ . If at least one of such queries answers positively, then
D ∪ Σ ∪ Σ⊥ | ⊥, which means that the theory is inconsistent, and thus query answering is trivial since every query is
entailed; otherwise, D ∪ Σ ∪ Σ⊥ | q if and only if D ∪ Σ | q, for every BCQ q, i.e., we can answer queries by ignoring the
negative constraints.
Theorem 6.1. (See [12].) Consider a BCQ q over a schema R, a database D for R, a set Σ of TGDs over R, and a set Σ⊥ of negative
constraints overR. Then, D ∪ Σ ∪ Σ⊥ | q if and only if (i) D ∪ Σ | q or (ii) D ∪ Σ | qν , for some ν ∈ Σ⊥ .
As an immediate consequence, we obtain that the addition of negative constraints does not increase the complexity of
BCQ-Ans under (weakly-)sticky(-join) sets of TGDs; in fact, this hold for any decidable class of TGDs.
6.2. Equality-generating dependencies and functional dependencies
While the addition of negative constraints can be done effortlessly, from a computational perspective, the addition of
equality-generating dependencies (EGDs) is tricky. The interaction of general TGDs and EGDs has been proved to lead to
undecidability of query answering. In fact, this is true even in simple cases such that of functional and inclusion dependen-
cies [36], or key and inclusion dependencies (see, e.g., [6]). Thus, we cannot hope to extend the results established in the
previous sections to cover also EGDs. We are looking for suitable syntactic restrictions which would guarantee decidability
of query answering.
An equality-generating dependency η over a schema R is a ﬁrst-order formula ∀Xϕ(X) → Xi = X j , where X ⊂ Γ ∪ ΓV ,
ϕ is a conjunction of atoms over R, and {Xi, X j} ⊆ X. Such η is satisﬁed by an instance I for R, written I | η, if the
following holds: whenever there exists a homomorphism h such that h(ϕ(X)) ⊆ I , then h(Xi) = h(X j). In the context of
description logics, and more precisely in the DL-Lite languages which allow for functionality assertions (i.e., DL-LiteF and
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FDs.
A functional dependency φ over a schema R is an assertion r : A → B, where r ∈R and A,B are sets of attributes of r.
Such φ is satisﬁed by an instance I for R, written I | φ, if the following holds: whenever there exist two (distinct) tuples
t1, t2 ∈ r(I) such that t1[A] = t2[A], where t[A] denotes the projection of tuple t over A, then t1[B] = t2[B]. Observe that
FDs can be identiﬁed with sets of EGDs. For example, consider the FD φ = r : {1} → {2,4}, deﬁned on a 4-ary predicate r.
Clearly, φ can be identiﬁed by the set of EGDs ΣE =⋃i∈{2,4}{r(X, Y2, Y3, Y4), r(X, Z2, Z3, Z4) → Yi = Zi}. It is easy to verify
that I | φ if and only if I | ΣE , for every instance I . Analogously to TGDs, an FD chase rule can be deﬁned.
FD chase rule. Let I be an instance for a schema R, and φ = r : A→ B be a FD over R. We say that φ is applicable to I if
there exist two (distinct) tuples t1, t2 ∈ r(I) such that t1[A] = t2[A] and t1[B] 
= t2[B]. If there exists an attribute
i ∈ B such that t1[i] 
= t2[i] and {t1[i], t2[i]} ⊂ Γ , then we say that the result of applying φ to I is a hard violation,
and write I
φ−→ ⊥. Otherwise, let I ′ be the instance obtained as follows: for each attribute i ∈ B such that t1[i] 
=
t2[i], replace each occurrence of t2[i] with t1[i], if t1[i] precedes lexicographically t2[i], or vice-versa otherwise.
We say that the result of applying φ to I is I ′ , and write I φ−→ I ′ . Notice that I φ−→ I ′ (including the case where
I ′ = ⊥) deﬁnes a single FD chase step.
Given a database D , and a set Σ = ΣT ∪ ΣF , where ΣT and ΣF are sets of TGDs and FDs, respectively, the chase of
D with respect to Σ is computed by iteratively applying: a single TGD step once, and FD chase steps as long as they are
applicable (i.e., until a ﬁxpoint is reached), or the result is a hard violation in which case we say that the chase fails.
Example 6.2. Consider the relational schema R given in Example 1.2. Let ΣT be the set of TGDs over R constituted by:
σ1 = runs(W , X), in_area(X, Y ) → ∃Z emp(Z ,W , Y , X),
σ2 = emp(V ,W , X, Y ) → ∃Z dept(W , Z).
The fact that the identity of each department is unique can be expressed by the FD φ = dept : {1} → {2}. Let D be the
database consisting of the atoms runs(d, p), in_area(p,a) and dept(d,m). Observe that during the ﬁrst application of the
TGD chase rule we get the atom emp(z1,d,a, p), where z1 ∈ ΓN . Then, σ2 is applicable and we get dept(d, z2), where
z2 ∈ ΓN . Now, observe that φ is applicable. Thus, we replace z2 with m, and the atom dept(d, z2) is eliminated. 
6.2.1. Separability
Let us now recall the semantic notion of separability, which formulates a controlled interaction of TGDs and FDs, so that
FDs do not increase the complexity of query answering [6,12].
Deﬁnition 6.1. Consider a set Σ = ΣT ∪ ΣF over a schema R, where ΣT and ΣF are sets of TGDs and FDs, respectively. Σ
is separable if, for every database D for R, the following holds: if D | ΣF , then chase(D,Σ) does not fail and, for every
BCQ q over R, chase(D,Σ) | q if and only if chase(D,ΣT ) | q.
The next result implies that the combination of separable sets of TGDs and FDs with negative constraints does not alter
the complexity of query answering.
Theorem6.2. Consider a BCQ q over a schemaR, a database D forR, a setΣ = ΣT ∪ΣF overR, whereΣT is a (weakly-)sticky(-join)
set of TGDs andΣF is a set of FDs, and a setΣ⊥ of negative constraints overR. IfΣ is separable, then decidingwhether D∪Σ∪Σ⊥ | q
has the same complexity as deciding whether D ∪ ΣT ∪ Σ⊥ | q.
6.2.2. Non-conﬂicting sets of TGDs and FDs
In what follows we provide a suﬃcient syntactic condition for separability. For a TGD σ = ϕ(X,Y) → ∃Z r(X,Z), we
deﬁne the set Uσ as the set of attributes of r at which in head(σ ) a universally quantiﬁed variable occurs. The following
deﬁnition generalizes the notion of non-key-conﬂicting TGDs [12], which in turn generalizes the notion of non-key-conﬂicting
inclusion dependencies [6]. Note that in the rest of this subsection we consider TGDs with a single head-atom.
Deﬁnition 6.2. Consider a set Σ = ΣT ∪ ΣF over a schema R, where ΣT and ΣF are sets of TGDs and FDs, respectively.
Σ is non-conﬂicting if, for each pair 〈σ ,φ〉 ∈ ΣT ×ΣF such that φ = r : A→ B is deﬁned on the predicate symbol of head(σ ),
the following conditions are satisﬁed: (i) Uσ 
⊃ A, and (ii) if Uσ = A, then each existentially quantiﬁed variable in σ occurs
just once.
Example 6.3. Consider the relational schema R given in Example 1.2. Let ΣT = {σ1, σ2}, where σ1 and σ2 are the TGDs
given in Example 6.2, and ΣF be the set of FDs over R constituted by the FDs φ1 = emp : {1} → {2,3,4} and φ2 = dept :
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that Uσ1 = {2,3,4} and Uσ2 = {1}, and also in σ2 the single existentially quantiﬁed variable Z occurs only once. Thus, for
both 〈σ1, φ1〉 and 〈σ2, φ2〉, the non-conﬂicting condition is satisﬁed. Therefore, the set ΣT ∪ ΣF is non-conﬂicting. 
The following theorem shows that non-conﬂicting sets of TGDs and FDs are separable. For technical clarity, in the proof
of this result we make use of the restricted chase, as in the proof that non-key-conﬂicting inclusion dependencies are
separable [6, Lemma 3.8]. However, the same result can be established by considering the oblivious chase, as in the proof
that non-key-conﬂicting TGDs are separable [12, Theorem 14]. Roughly speaking, the non-conﬂicting condition guarantees
that during the construction of the restricted chase none of the FDs is triggered. More precisely, given a pair 〈σ ,φ〉, where
σ = ϕ(X,Y) → ∃Z r(X,Z) and φ = r : A→ B, that satisﬁes the non-conﬂicting condition, then either (i) the application of σ
during the chase generates an atom a with a “fresh” null at some attribute of A, and thus a does not violate φ, or (ii) Uσ
coincides with A, and hence any newly generated atom a must have “fresh” distinct nulls at all attributes but those of A
— this implies that, if a coincides with some existing atom in the chase at the attributes of A, then a would not be added
since we consider the restricted chase, and again it is not possible to violate φ. Therefore, if the database satisﬁes the FDs,
then they can be ignored and proceed with the TGDs only.
Theorem 6.3. Consider a set Σ = ΣT ∪ ΣF over a schema R, where ΣT and ΣF are sets of TGDs and FDs, respectively. If Σ is
non-conﬂicting, then it is also separable.
From Theorems 6.2 and 6.3, we immediately get that query answering under (weakly-)sticky(-join) sets of TGDs and FDs,
which satisfy the non-conﬂicting condition, combined with negative constraints, has exactly the same complexity as query
answering under (weakly-)sticky(-join) sets of TGDs alone.
6.3. Ontology querying
We conclude this section by showing that query answering under the description logics DL-LiteX and DLR-LiteX , where
X ∈ {F ,R,A}, of the DL-Lite family can be reduced to query answering under sticky sets of TGDs, FDs, and negative con-
straints, where the non-conﬂicting condition for TGDs and FDs is satisﬁed; we refer to this language by sticky Datalog±F ,N .
Moreover, we show that the aforementioned description logics are strictly less expressive than sticky Datalog±F ,N , even if
we focus our attention on unary and binary predicates only.
As shown in [12], query answering under DL-LiteX and DLR-LiteX , where X ∈ {F ,R,A}, can be reduced in logspace
to query answering under non-conﬂicting sets of inclusion and functional dependencies (in fact, key dependencies) with
negative constraints — for the syntax and the semantics of the above description logics we refer the reader to [4,10,37].
More precisely, in [12] a transformation τ is given such that, for every DL(R)-LiteX knowledge base K= 〈T ,A〉, and a BCQ
q over K, τ (A) is a database, and τ (T ) is a set of non-conﬂicting inclusion and functional dependencies with negative
constraints such that K | q if and only if τ (A)∪ τ (T ) | q. Notice that if K is a DL(R)-LiteR knowledge base, then τ (T ) is
a set of inclusion dependencies (without functional dependencies) since DL(R)-LiteR does not have functionality assertions.
Example 6.4. The DL-Litecore TBox (DL-Litecore is actually the intersection of DL-LiteF and DL-LiteR) constituted by
Professor Member, ∃worksIn−  Group,
Phd_student Member, ∃leaderOf−  Group,
Member  ∃worksIn, Professor  ¬Phd_student,
Professor  ∃leaderOf ,
states that professors and PhD students work in research groups, professors are leaders of research groups, and no PhD
student is also a professor. With DL-LiteF we can also assert that every professor is the leader of at most one research
group by means of the functionality assertion (funct leaderOf ). On the other hand, in a DL-LiteR TBox we can have the role
inclusion assertion leaderOf worksIn, stating that every professor works in the same groups that (s)he leads.
By applying the transformation τ given in [12], the concept inclusion assertions are translated into the following inclu-
sions dependencies and negative constraints (where we identify atomic concepts and roles with their predicate symbols):
Professor(X) →Member(X),
Phd_student(X) →Member(X),
Member(X) → ∃Y worksIn(X, Y ),
Professor(X) → ∃Y leaderOf (X, Y ),
worksIn(X, Y ) → Group(Y ),
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Professor(X),Phd_student(X) → ⊥.
The functionality assertion is translated into leaderOf : {1} → {2}, while the role inclusion assertion into leaderOf (X, Y ) →
worksIn(X, Y ). 
A set of inclusion dependencies is a set Σ of TGDs, where each body-variable occurs just once. This implies that Σ is
sticky since there is no way to violate the sticky condition. From this observation we immediately get the following result.
Theorem 6.4. BCQ-Ans under DL(R)-LiteX , where X ∈ {F ,R,A}, can be reduced in logspace into BCQ-Ans under sticky Datalog±F ,N .
The fact that the simple sticky TGD r(X) → s(X, X) is not expressible in DL(R)-LiteX , where X ∈ {F ,R,A}, immediately
implies that sticky Datalog±F ,N is strictly more expressive than the above description logics.
7. Related work
The main motivation behind our research is the Semantic Web, where the information present in the web is annotated,
so as to be machine-readable. In this way, such information can be integrated and queried in information systems, and not
merely searched by keywords. This requires a precise sharing of terms by means of an ontology, so that the semantics of
terms across different sources is clear. Moreover, by using ontologies, it is possible to perform automated reasoning tasks in
order to infer new knowledge from the raw information residing at the source in the web. Underneath the ontology, a data
layer represents the raw data present on the web, in an inherently heterogeneous way. The World Wide Web Consortium
(W3C) deﬁnes several standards, including the Resource Description Framework (RDF) for the data layer, the Web Ontology
Language (OWL), based on description logics, for the ontology layer, and the Rule Interchange Format (RIF), currently being
deﬁned as a standard, for the rule layer. Notice that the RIF does not provide a common semantics; instead, it aims at
offering a common exchange format for rules, given that numerous languages already exist.
In this section, we discuss the features of DLs in Semantic Web reasoning. We then review a few works in database the-
ory that are related to Semantic Web reasoning, highlighting the role of the chase procedure as a formal tool. Furthermore,
we discuss how extensions of the well-known Datalog language (among which, the languages presented in this paper) can
play a prominent role in ontological querying. We also present different rewriting techniques, which have been the sub-
ject of several researches on ontological querying. Finally, we brieﬂy discuss the problem of query answering under ﬁnite
models.
7.1. Description logics
Ontological reasoning is a fundamental task in the Semantic Web [38]; in this ﬁeld, description logics have been playing
a prominent role. DLs are decidable fragments of ﬁrst-order logic, based on concepts (classes of objects) and roles (binary
relations on objects). Several variants of them have been proposed and investigated, where a central issue is the trade-off
between the expressive power and the computational complexity of the reasoning services. In DL reasoning, a knowledge
base usually consists of a set of ontology statements on concepts and roles (the terminological box or TBox), and a set of
ontology statements on instances of concepts and roles (the assertional box or ABox) which corresponds to a data set. The
DL SROIQ, proposed in [39], is one of the most expressive DLs, which is at the basis of the standardization of OWL 2,
a new version of OWL. Reasoning in SROIQ is computationally expensive, and several tractable fragments have been
proposed in the Semantic Web community. Among such languages, we discuss the DL-Lite family, EL++ , and DLP, which
are underlying the OWL 2 proﬁles QL, EL and RL, respectively.
The DL-Lite family [4,10] of DLs focuses on conjunctive query answering. Query answering under the main languages of
the DL-Lite family, namely, DL-LiteX , where X ∈ {F ,R,A}, is in ac0 in data complexity — this follows immediately from the
fact that the above languages are FO-rewritable. The description logic DL-LiteR provides the logical underpinning for the
OWL 2 QL proﬁle. Notice that the unique name assumption can be given up in DL-LiteR and OWL 2 QL, as it has no impact
on the semantic consequences of an ontology. Several extensions of the original DL-Lite languages are studied in [40]. These
extensions are along ﬁve axes: (i) add the Boolean connectives, (ii) add number restrictions to concept constructs, (iii) allow
for role hierarchies, (iv) allow for role disjointness, symmetry, asymmetry, reﬂexivity, irreﬂexivity, and transitive constraints,
and (v) adopt or drop the unique name assumption. Notice that query answering under the extended DL-Lite languages
proposed in [40] can be more complex, i.e., ptime-complete and conp-complete in data complexity. The description logic
EL++ [41] is an extension of EL [42] by the bottom element ⊥, nominals, concrete domains, and role inclusions (between
concatenations of abstract roles and atomic abstract roles). Reasoning in EL++ is ptime-complete, while conjunctive query
answering is undecidable. The OWL 2 EL proﬁle is based on EL++ . Notice that both EL++ and OWL 2 EL also do not
make the unique name assumption. DLP [43] is a Horn fragment of OWL, i.e., a set of existential-free rules and negative
constraints, without the unique name assumption. The OWL 2 RL proﬁle is an (existential-free) extension of DLP, which aims
at offering tractable reasoning services while keeping a good expressive power, enough to enhance RDF Schema with some
112 A. Calì et al. / Artiﬁcial Intelligence 193 (2012) 87–128extra expressiveness from OWL 2. Compared to DLP, OWL 2 RL can, in particular, additionally encode role transitivity. Let
us say that the rule-based tractable language ELP [44] generalizes both EL++ and DLP. In particular, it extends EL++ with
local reﬂexivity, concept products, universal roles, conjunctions of simple roles, and limited range restrictions; reasoning in
ELP is ptime-complete.
7.2. Database schemata, ontologies and the chase
Classic database constraints can be used in modeling complex schemata and ontologies. Interestingly, the well-known
inclusion dependencies (see, e.g., [11]), common constraints in relational databases, are quite useful in expressing ontologies;
for instance, in [45], they are employed together with key dependencies to represent an extension of Entity-Relationship
schemata — FO-rewritable subclasses of such schemata are deﬁned by means of graph-based conditions. The notion of
chase [5,6,31] of a database with respect to a set of inclusion dependencies is crucial in ontological query answering; such
notion has been extended to (general) TGDs [7,8]. It is important to realize that, in most practical cases in ontological
reasoning, the chase does not terminate. The ﬁrst work to tackle the problem of a non-terminating chase was [5]; recall
that the chase under the classes of TGDs proposed in this paper is (in general) inﬁnite. In the context of data exchange, the
chase is necessarily ﬁnite since the target instance has to be materialized; weakly-acyclic sets of TGDs is the main class of
sets of TGDs that guarantees chase termination [7], later extended by [8,20]. However, this class is normally not appropriate
for ontological databases. For instance, the set Σ of TGDs given in Example 1.2 is not weakly-acyclic. However, “loops”
similar to the one expressed in Σ are rather common in real-world schemata.
7.3. Datalog extensions
Datalog (see, e.g., [11]) is a powerful language, but it has some inherent limitations in modeling ontologies, as clearly
discussed in [16]. To overcome such limitations, existential quantiﬁcation was introduced in Datalog (Horn) rules in the form
of value invention [14,15]; recall that Datalog rules with value invention are, in fact, TGDs. Interestingly, guarded Datalog±
is more expressive than EL (which, as already mentioned, is ptime-complete), as it allows for conjunction of arbitrary atoms
in rule-bodies (provided that guardedness holds) [12]. Recall that non-conﬂicting sticky sets of TGDs and FDs with negative
constraints, i.e., the language sticky Datalog±F ,N presented above, can capture the main languages of the DL-Lite family,
without losing FO-rewritability. Local reﬂexivity can also be easily represented with sticky sets of TGDs.
The work [46] presents the class of FDNC logic programs that allows for function symbols (F), disjunction (D), non-
monotonic negation under the answer set semantics (N), and constraints (C), while decidability of the standard reasoning
tasks is preserved. It is established that consistency checking and brave reasoning are exptime-complete, while some lower-
complexity fragments are presented.
The language F-Logic Lite is proposed in [47]. It is a smaller, but still powerful, version of F-Logic [48], that is, a well-
known formalism for object-oriented deductive databases. An F-Logic Lite schema is represented as a ﬁxed set of TGDs using
meta-predicates and a set of ground atoms (i.e., a database). Weakly-guarded Datalog± (an extension of guarded Datalog±)
strictly captures F-Logic Lite; for more details we refer the reader to [19].
Recent works concentrate on general semantic characterization of sets of TGDs. The notion of rewriting is connected
to that of ﬁnite uniﬁcation set (FUS) [28]. A FUS is semantically characterized as a set of TGDs that enjoys the following
property: for every conjunctive query q, the rewriting qΣ of q obtained by backward-chaining through uniﬁcation, according
to the rules of Σ , terminates. Notice that in [28] an involved notion of uniﬁcation, called piece-based uniﬁcation, which
relies on the notion of piece, introduced in [49] for conceptual graphs, is employed. Piece-based uniﬁcation avoids the
application of useless uniﬁcations; thus, a more eﬃcient backward-chaining procedure is obtained, and also more expressive
decidable cases can be identiﬁed. Interestingly, stickiness is a suﬃcient syntactic property which ensures that the TGDs
are FUSs. Notice that piece-based uniﬁcation is strongly related to our resolution proof-scheme. In particular, the piece-
based uniﬁcation builds a chain of rules, while a resolution proof-scheme, whose deﬁnition relies on a simpler uniﬁcation
mechanism, is a tree-like representation of a ﬁnite part of the chase. However, it is not clear how the chain of rules,
constructed by employing the piece-based uniﬁcation, can be used in order to establish the desired complexity upper
bounds for query answering.
A FUS can be safely combined with a bounded treewidth set, i.e., a set of TGDs which ensures that the chase has bounded
treewidth, without losing decidability of query answering, providing that certain conditions are satisﬁed [28]. Thus, query
answering under sticky sets of TGDs and guarded TGDs (or even weakly-guarded sets of TGDs) is decidable, providing that
the conditions of [28] are fulﬁlled.
7.4. Query rewriting
Several techniques for query rewriting have been developed. An early algorithm which works for DL-Lite ontologies,
introduced in [4] and implemented in the QuOnto system, reformulates the given query into a union of CQs (UCQs) by
means of a backward-chaining resolution procedure. The size of the computed rewriting increases exponentially with respect
to the number of atoms in the given query. An alternative resolution-based rewriting technique was proposed by Peréz-
Urbina et al. [50], implemented in the Requiem system, that produces a UCQs as a rewriting which is, in general, smaller (but
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more expressive non-ﬁrst-order rewritable DL ELHIO¬ , which comprises a limited form of concept and role negation, role
inclusion, inverse roles, and nominals, i.e., concepts that are interpreted as singletons; in this case, the computed rewriting
is a (recursive) Datalog query. Rosati et al. [51] recently proposed a very sophisticated rewriting technique, implemented
in the Presto system, that works for DL-Lite ontologies. This algorithm produces a non-recursive Datalog program as a
rewriting, instead of a UCQs. The size of the ﬁnal rewriting is, however, exponential with respect to the size of the original
query in the worst case. Relevant further extensions and optimizations of this method are given in the recent work [52].
Other rewriting techniques for ptime-complete languages (in data complexity) have been proposed for the DL EL [53,54].
Following a more general approach, Calì et al. [55] proposed a backward-chaining rewriting algorithm for the ﬁrst-order
rewritable Datalog± languages, namely, linear and sticky(-join) Datalog± . However, this algorithm is inspired by the original
QuOnto algorithm, and inherits all its drawbacks. In [56], a rewriting technique for linear Datalog± is proposed. In fact, this
algorithm is an improved version of the one already presented in [55]. However, the size of the rewriting is still exponential
in the number of atoms in the query.
An interesting result was established recently by Gottlob and Schwentick [57]. In particular, the existence of a polynomi-
ally sized non-recursive Datalog rewriting for linear Datalog± is shown. More generally, this holds for every class of TGDs
that enjoys the so-called polynomial witness property [57]. Intuitively, this property implies that, given a BCQ q, a database
D , and a set Σ of TGDs, if D ∪ Σ | q, then the size of the (ﬁnite) part of the chase due to which the query is entailed
is polynomial with respect to q and Σ , but independent from D . Interestingly, it can be shown that sticky(-join) sets of
TGDs enjoy the aforementioned property. This can be established by showing that the number of non-var(q)-isomorphic
atoms in an accepting resolution proof-scheme for q with respect to D and Σ is polynomial in q and Σ , but independent
from D . Arguably, this result is of theoretical nature, and it is not clear yet whether it will lead to better practical rewriting
algorithms.
Even in the case of ptime (or even ac0) data complexity, answering by rewriting is not eﬃcient in some practical cases
since the resulting rewritten query is very large. For this reason, other approaches produce “combined” rewritings involving
also the given database [58,59].
7.5. Query answering under ﬁnite models
Recall that in this work we have considered entailment under arbitrary models. However, in the database world, interest
is typically devoted to ﬁnite databases. An interesting question regarding a class of dependencies C is whether ﬁnite con-
trollability holds, i.e., given a Boolean CQ q, a database D , and a set Σ ∈ C of dependencies, whether D ∪ Σ | q if and only
if D ∪ Σ |ﬁn q, where |ﬁn denotes entailment under ﬁnite models. Finite controllability was established for the restricted
class of IDs of width one, i.e., TGDs of the form r(X,Y) → ∃Z s(X,Z), where a single universally quantiﬁed variable X is
present which appears both in the body and in the head, by Johnson and Klug in [5], and extended to arbitrary IDs by
Rosati in [60]. Finite controllability was established for the guarded fragment of ﬁrst-order logic by Bárány et al. in [61],
and thus also for guarded Datalog± (and it easily extends to weakly-guarded Datalog±). Interestingly, ﬁnite controllability
was recently established by Gogacz and Marcinkowski [62] for the main Datalog± language introduced in the current paper,
that is, sticky Datalog± .
It is important to clarify that once we combine a ﬁnitely controllable language with negative constraints and functional
dependencies (even if the non-conﬂicting condition holds), then the obtained formalism is, in general, not ﬁnitely control-
lable. For example, in contrast to DL-LiteR , DL-LiteF and DL-LiteA are not ﬁnitely controllable; the complexity of query
answering in DL-LiteF and DL-LiteA under ﬁnite models is investigated in [63].
8. Conclusions and future work
In this paper, we have presented a complete picture of the computational complexity of (Boolean) CQ answering under
several new Datalog± languages, which are based on a completely novel paradigm called stickiness. We have also shown
that all results extend when we combine TGDs and FDs, as long as the FDs do not interact with TGDs. This is particularly
important since, in ontological reasoning, FDs are essential to represent, for instance, functional participation constraints of
a class (concept) to a relationship (role). The addition of negative constraints also does not increase the complexity of query
answering. Sticky sets of TGDs and FDs, where the non-conﬂicting condition is satisﬁed, combined with negative constraints,
are more expressive than the main DL-Lite languages.
Ontological query answering in Datalog± is still a young research topic, and there are many challenging research prob-
lems to be tackled. We would like to further enlarge the Datalog± family by identifying a decidable language that generalizes
both weakly-sticky sets of TGDs and guarded TGDs, and investigate the computational complexity of query answering. This
would be a highly expressive language, incorporating and generalizing the main known syntactic properties that ensure
decidability of query answering, namely, stickiness, weak acyclicity and guardedness. For the ﬁrst-order rewritable Datalog±
languages, the resulting rewritten query is usually very large; in fact, it is of exponential size with respect to the given query
and the given set of TGDs. It is interesting to study the optimization of such queries from both a theoretical and a practical
point of view. Finally, it would be very interesting to investigate the parameterized complexity of ontological query answer-
ing in Datalog± . Parameterized complexity is a branch of complexity theory that focuses on classifying decision problems
114 A. Calì et al. / Artiﬁcial Intelligence 193 (2012) 87–128according to their inherent diﬃculty with respect to multiple parameters of the input [64]. This notion of complexity allows
us to classify decision problems on a ﬁner scale than in the classical setting.
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Appendix A. Proofs from Section 3
Theorem 3.1. Consider a setΣ of TGDs over a schemaR. If Σ is sticky, then chase(D,Σ) enjoys the sticky property, for every database
D forR.
Proof. Assume that there exists a database D for R such that chase(D,Σ) does not enjoy the sticky property, and thus
there exists k  1 such that chase(D,Σ) is not k-sticky. Suppose that the chase step chase[k−1](D,Σ) σ ,h−→ chase[k](D,Σ) is
applied during the construction of chase(D,Σ). Clearly, there exists a variable V that occurs more than once in body(σ ),
and an atom a ∈ (chase[k](D,Σ) \ chase[k−1](D,Σ)), for which one of the following holds: h(V ) does not occur in a, or there
exists a set
{〈a,a1〉, 〈a1,a2〉, . . . , 〈an−2,an−1〉, 〈an−1,an〉} ⊆ D,Σ−→,
where n  1, such that h(V ) occurs in all atoms a,a1, . . . ,an−1 but not in an . If h(V ) does not occur in a, then V is
marked which implies that Σ is not sticky. Now, assume that 〈an−1,an〉 belongs to D,Σ−→ due to the application of σ ′ ∈ Σ
with homomorphism h′ . Clearly, there exists a variable W in body(σ ′) such that h(V ) = h′(W ), but W does not occur in
head(σ ′). Thus, the variable W in body(σ ′) is marked. Hence, due to the propagation step of SMarking, V in body(σ ) is
marked. This implies that Σ is not sticky, and the claim follows. 
LemmaA.1. Consider a BCQ q over a schemaR, a database D forR, and a setΣ of TGDs overR. An atomic BCQ q′ without repetition of
variables over a schemaR′ ⊇R, and a set Σ ′ of TGDs overR′ , where each TGD has only one head-atom with at most one existentially
quantiﬁed variable which occurs once, can be constructed in logspace such that D ∪Σ | q if and only if D ∪Σ ′ | q′ . Moreover, if Σ
is sticky, then Σ ′ is also sticky.
Proof. Let q′ be such that body(q′) = r(X1, . . . , Xn), where r is an auxiliary predicate, and {X1, . . . , Xn}, for n 0, coincides
with var(q); if var(q) =∅, then r is a 0-ary predicate. We deﬁne Σ1 as the set of TGDs Σ ∪ {body(q) → r(X1, . . . , Xn)}.
Now, we obtain Σ2 from Σ1 by applying the following procedure: for each TGD σ = ϕ(X) → r1(Y), . . . , rk(Y) of Σ1, where
k > 1 and Y is the set of variables of head(σ ) (which may include part of X), replace σ with the set of TGDs {ϕ(X) →
rσ (Y)} ∪ {rσ (Y) → ri(Y)}i∈[k] , where rσ is a |Y|-ary auxiliary predicate. Finally, we obtain Σ ′ from Σ2 as follows. For each
TGD σ ∈ Σ2, where {X1, . . . , Xn}, for n  1, is the set of variables that occur in the body and in the head of σ , and
{Z1, . . . , Zm}, for m > 1, is the set of the existentially quantiﬁed variables of σ , replace σ with:
body(σ ) → ∃Z1 r1σ (X1, . . . , Xn, Z1),{
riσ (X1, . . . , Xn, Z1, . . . , Zi) → ∃Zi+1 ri+1σ (X1, . . . , Xn, Z1, . . . , Zi+1)
}
i∈[m−1],
rmσ (X1, . . . , Xn, Z1, . . . , Zm) → head(σ ),
where riσ is an (n + i)-ary auxiliary predicate, for each i ∈ [m]. Obviously, R′ is obtained by adding to R the auxiliary
predicates introduced above. It is easy to see that both q′ and Σ ′ can be constructed in logspace. The auxiliary predicates,
being introduced only during the above construction, do not match any predicate symbol in q, and hence chase(D,Σ) | q
if and only if chase(D,Σ ′) | q′ , or, equivalently, D ∪ Σ | q if and only if D ∪ Σ ′ | q. The fact that, if Σ is sticky, then Σ ′
is also sticky, can be established easily and we leave the proof as a simple exercise to the interested reader. 
Lemma A.2. Consider a BCQ q over a schemaR, a database D forR, and a setΣ of TGDs overR. If there exists an accepting resolution
proof-scheme P for q with respect to D and Σ , then chase(D,Σ) | q, where   0 is the length of the longest path in P from the
root node to a leaf node, i.e., the height of P .
Proof. Let P = 〈N, E, λ1, λ2〉 be an accepting resolution proof-scheme for q with respect to D and Σ . We assume, without
loss of generality, that for each v ∈ N , if σ ∈ Σ is the label of its outgoing edges, then λ1(v) = θ(head(σ )), where θ
is the MGU for head(σ ) and λ1(v). By deﬁnition, there exists a homomorphism h such that h(body(q)) = λ1(v), where
v is the root node of P . Thus, to prove the claim, it suﬃces to show that there exists a homomorphism μ such that
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μ({λ1(v)}v∈N ) ⊆ chase(D,Σ). The rest of the proof is devoted to establishing the existence of μ. Let us give ﬁrst some
auxiliary notions. The depth of a node v ∈ N , denoted as depth(v), is zero if v is a leaf node, and 1 + maxi∈[n]{depth(ui)}
if u1, . . . ,un are the child nodes of v . We denote as Pd the part of P obtained by keeping only the nodes with depth up
to d. In the sequel, for a certain depth d, let Pd = 〈Nd, Ed, λ1, λ2〉. We are going to show that for each d  0, there exists a
homomorphism μd such that μd({λ1(v)}v∈Nd ) ⊆ chased(D,Σ). The proof is by induction on d.
Base step. Clearly, N0 is the set of leaf nodes of P , and since P is an accepting resolution proof-scheme for q with
respect to D and Σ , there exists a homomorphism μ0 such that μ0({λ1(v)}v∈N0 ) ⊆ D = chase0(D,Σ).
Inductive step. Consider an arbitrary node v ∈ Nd with depth(v) = d, and let e1, . . . , ek , for k 1, be the outgoing edges
of v . Suppose that, for each i ∈ [k], ei = (v,ui) and λ2(ei) = σv ∈ Σ ; assume that σv is of the form ϕ(X,Y) → ∃Zv r(X, Zv ).
By deﬁnition of P , there exists a homomorphism ρv such that ρv(ϕ(X,Y)) = {λ1(ui)}i∈[k] , and ρ ′v(r(X, Zv )) = λ1(v), where
ρ ′v ⊇ ρv |X . Clearly, by deﬁnition of the depth of a node, depth(ui) < d, for each i ∈ [k]. Hence, by induction hypothesis, the
homomorphism γv = μd−1 ◦ρv maps ϕ(X,Y) into chased−1(D,Σ). Thus, there exists a homomorphism γ ′v ⊇ γv |X such that
γ ′v(r(X, Zv )) ∈ chased(D,Σ); note that if the existentially quantiﬁed variable Zv is not present in σv , then ρ ′v = ρv and
γ ′v = γv . We deﬁne
μd = μd−1 ∪
{
ρ ′v(Zv) → γ ′v(Zv)
∣∣ v ∈ Nd, depth(v) = d and Zv exists}︸ ︷︷ ︸
A
.
In what follows we establish that μd is a well-deﬁned substitution. Consider an arbitrary assertion ρ ′v(Zv ) → γ ′v(Zv ) of A,
where v ∈ Nd . The fact that σv is compatible with {λ1(v)} implies that, if the existentially quantiﬁed variable Zv occurs at
position π in head(σv), then at position π in λ1(v) a variable occurs. Thus, ρ ′v(Zv ) is a variable (and not a constant); for
brevity, let V = ρ ′v(Zv ). Suppose that Δ1 ⊆ Δ (resp., Δ2 ⊆ Δ) is the set of symbols that appear in more than one (resp.,
only one) branch of P . We proceed by case analysis.
Case 1. Assume that V ∈ Δ2. Thus, there exists only one path v1v2 . . . vn , where v1 is the root node of P and vn = v ,
such that V occurs in λ1(vi), . . . , λ1(vn), for some i  n. Since depth(vi) > depth(vi+1) > · · · > depth(vn), v is the only node
of Nd such that V occurs in λ1(v) (see Fig. 8(a)). Hence, V → γ ′v (Zv ) is the only assertion of μd that maps V to some null
of ΓN .
Case 2. Suppose now that V ∈ (var(q)∪Δ1). In general, there exists a node u ∈ Nd such that V occurs in λ1(u). If such a
node u exists, then let w ∈ Nd be a descendant node of u which is critical for V ; note that w and u may be the same node.
Clearly, v is critical for V . By deﬁnition of P , if Tv and Tw are the subtrees which have as root node the node v and w ,
respectively, then Tv and Tw are (var(q) ∪ Δ1)-isomorphic (see Fig. 8(b)). Consequently, V → γ ′v(Zv ) is the only assertion
of μd that maps V to some null of ΓN .
From the above discussion we conclude that μd is a well-deﬁned substitution. It remains to show that μd is indeed a
homomorphism such that μd({λ1(v)}v∈Nd ) ⊆ chased(D,Σ). Suppose ﬁrst that the existentially quantiﬁed variable Zv is not
present in σv , for some v ∈ N , i.e., σv = ϕ(X,Y) → r(X). Clearly, μd(λ1(v)) = μd−1(ρv(r(X))) = γv (r(X)) ∈ chased(D,Σ).
Now, suppose that Zv is present in σv , i.e., σv = ϕ(X,Y) → ∃Zv r(X, Zv ). Clearly,
μd
(
λ1(v)
)= μd(ρ ′v(r(X, Zv)))= r(μd(ρv(X)),μd(ρ ′v(Zv)))
= r(γv(X), γ ′v(Zv))= γ ′v(r(X, Zv)) ∈ chased(D,Σ).
Thus, μd({λ1(v)}v∈Nd ) ⊆ chased(D,Σ), as needed. Since the depth of the root node of P coincides with the height  of P ,
we conclude that the desired homomorphism is eventually μ =⋃d=0 μd . This completes the proof. 
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exists an accepting resolution proof-scheme for q with respect to D and Σ .
Proof. We are going to construct an accepting resolution proof-scheme for q with respect to D and Σ . Since chase(D,Σ) |
q, there exists a homomorphism μ such that μ(body(q)) ∈ chase(D,Σ) (recall that we consider atomic BCQs). Let P =
〈N, E, λ1, λ2〉, where N is the node set, E is the edge set, and λ1 (resp., λ2) is a node (resp., edge) labeling function, be the
rooted tree with minimal number of nodes and edges such that, for each set
{〈a1,a2〉, 〈a2,a3〉, . . . , 〈an−2,an−1〉, 〈an−1,an〉}⊆ D,Σ−→,
where n 2, a1 ∈ D and an = μ(body(q)), there exists a path v1v2 . . . vn that satisﬁes the following conditions: (i) v1 is the
root node of P , (ii) vn is a leaf node, (iii) for each i ∈ [n], λ1(vi) = an−i+1, and (iv) for each i ∈ [n−1], if ei = (vi, vi+1), then
λ2(ei) is the TGD due to which the pair 〈an−i+1,an−i〉 belongs to D,Σ−→. Now, for each v ∈ N , and for each null z ∈ ΓN that
occurs in λ1(v): if z appears in μ(body(q)), then replace z with the variable of var(q) that is mapped by μ to z, and also
precedes lexicographically all the other variables of var(q) that are mapped by μ to z; otherwise, replace z with a “fresh”
symbol of Δ, not introduced so far. It is easy to verify that P is indeed an accepting resolution proof-scheme for q with
respect to D and Σ . This completes the proof. 
Lemma 3.1. Consider an accepting resolution proof-scheme P for a BCQ q with respect to a database D and a sticky set Σ of TGDs.
Only variables of var(q) may occur in more than one branch of P .
Proof. Towards a contradiction suppose that a variable of Δ occurs in more than one branch of P . Since, by deﬁnition of P ,
only constants of dom(D) and variables of var(q) may occur in the label of the root node, there necessarily exists a TGD
σ ∈ SMarking(Σ) such that a marked variable occurs in at least two different atoms of body(σ ). Thus, there exists a marked
variable in body(σ ) that occurs more than once. Therefore, contrary to our assumption, Σ is not sticky. 
Theorem 3.3. BCQ-Ans under sticky sets of TGDs is in np in the case of a ﬁxed set of TGDs, and in exptime in general.
Proof. Consider a BCQ q over a schema R, a database D for R, and a sticky set Σ of TGDs over R. Theorem 3.2 and
Lemma 3.2 imply that it suﬃces to show that StickyQAns(q, D,Σ) runs in nondeterministic polynomial time, if Σ is ﬁxed,
and in exponential time in general. Clearly, steps 1–4 of StickyQAns can be carried out in nondeterministic polynomial
time. This implies that StickyQAns runs in npC , i.e., in nondeterministic polynomial time with an oracle C , where C is a
complexity class powerful enough for executing the procedure Proof. In the sequel, let w be the maximum arity over all
predicate symbols occurring in Σ , and b =maxσ∈Σ {|body(σ )|}. It is not diﬃcult to see that at each step of the computation
of Proof the required amount of space is polynomial in w and b, and logarithmic in |var(q)|. Therefore, if Σ is ﬁxed, then
Proof needs only logarithmic space since w and b are constants; otherwise, Proof uses polynomial space. Since Proof is an
alternating procedure, we conclude that, if Σ is ﬁxed, then Proof runs in alogspace which coincides with ptime; otherwise,
runs in apspace which coincides with exptime. We immediately get that the algorithm StickyQAns runs in npptime = np, if
Σ is ﬁxed, and in npexptime = exptime in general. 
Theorem 3.4. BCQ-Ans under sticky sets of TGDs is np-hard in the case of a ﬁxed set of TGDs, and is exptime-hard in general.
Proof. The np-hardness is derived immediately from the np-hardness of CQ containment without constraints [30] (which in
turn is logspace-equivalent to CQ answering — see, e.g., [19]). The exptime-hardness is obtained by reduction from the fact
inference problem for Datalog programs over the domain {0,1}. Consider an instance of this problem, i.e., a ground atom
a over a schema R, a database D for R with dom(D) = {0,1}, and a Datalog program Σ over R. We construct a ground
atom a′ over a schema R′ , a database D ′ for R′ with dom(D ′) = {0,1}, and a sticky set Σ ′ of TGDs over R′ , such that
D ∪ Σ | a if and only if D ′ ∪ Σ ′ | a′ . In the sequel, for notational convenience, let 0= {0}n and Z0 = {Z0}n , where n 1 is
the maximum number of variables in the body of any rule of Σ . Here is the construction:
– For each m-ary predicate r ∈R, add to R′ an (m+ n+ 2)-ary predicate r′ .
– If a = r(c1, . . . , ck), then a′ = r′(c1, . . . , ck,0,0,1).
– For each r(c1, . . . , ck) ∈ D , add in D ′ the atom r′(c1, . . . , ck,0,0,1).
– For each rule σ = r(X) ← r1(X1), . . . , rm(Xm) of Σ , add in Σ ′ the TGD
σ ′ = r′1(X1,Z0, Z0, Z1), . . . , r′m(Xm,Z0, Z0, Z1) → r′(X, Y1, . . . , Yn, Z0, Z1),
where, if {V1, . . . , V}, for  ∈ [n], is the set of variables in the body of σ (the order is not relevant), then Yi = Vi , for
each i ∈ [], and Y j = V1, for each j ∈ { + 1, . . . ,n}. Intuitively, by adding the TGD σ ′ in Σ ′ we actually convert σ
to a TGD where each body-variable occurs also in the head; observe that stickiness is satisﬁed trivially. Note that the
variable Z0 (resp., Z1) is a placeholder for the constant 0 (resp., 1). Clearly, each atom obtained during the inference
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= 0, then we need to guarantee
that the atom r′(c1, . . . , ck,0,0,1) eventually will be obtained. This can be achieved by adding the following TGDs: for
each m-ary predicate r ∈R, and for each i ∈ [n], add in Σ ′ the TGD
r′(X1, . . . , Xm, Y1, . . . , Yi−1, Z1, Yi+1, . . . , Yn, Z0, Z1) → r′(X1, . . . , Xm, Y1, . . . , Yi−1, Z0, Yi+1, . . . , Yn, Z0, Z1).
It is straightforward to see that, for each σ ∈ Σ ′ , every variable in body(σ ′) occurs also in the head-atom of σ ′; thus, Σ ′ is
sticky. Moreover, it is clear that the above transformation is feasible in polynomial time. It remains to show that the given
construction is indeed a reduction, i.e., D ∪ Σ | a if and only if D ′ ∪ Σ ′ | a′ . Let us ﬁrst establish the following auxiliary
lemma.
Lemma A.4. For any atom b = r(c1, . . . , ck), where r ∈R and 〈c1, . . . , ck〉 ∈ {0,1}k, D ∪ Σ | b if and only if D ′ ∪ Σ ′ | b′ , where
b′ = r′(c1, . . . , ck,0,0,1).
Proof. (⇒) We proceed by induction on the number of applications of the TGD chase rule during the construction of
chase(D,Σ).
Base step. Clearly, since chase[0](D,Σ) = D , b ∈ D . Therefore, by construction, b′ ∈ D ′ , and the claim follows.
Inductive step. Suppose that chase[i](D,Σ) | b, for i > 0. If b is obtained during the ﬁrst i − 1 applications of the TGD
chase rule, then the claim follows by induction hypothesis. The non-trivial case is when b is the atom generated during the
i-th application of the TGD chase rule. Assume that b is obtained during the chase step chase[i−1](D,Σ) σ ,h−→ chase[i](D,Σ),
where σ is a Datalog rule of the form r1(X1), . . . , rm(Xm) → r(X); notice that a Datalog rule can be seen as a TGD without
existentially quantiﬁed variables. Since the set of ground atoms {r j(h(X j))} j∈[m] is a subset of chase[i−1](D,Σ), by induction
hypothesis, the set of atoms {r′j(h(X j),0,0,1)} j∈[m] is a subset of chase(D ′,Σ ′). Moreover, by construction, the TGD
σ ′ = r′1(X1,Z0, Z0, Z1), . . . , r′m(Xm,Z0, Z0, Z1) → r′(X, Y1, . . . , Yn, Z0, Z1)
occurs in Σ ′ . Let h′ = h|X1∪···∪Xm ∪ {Z0 → 0, Z1 → 1}. Clearly,
h′
(
body
(
σ ′
))= {r′j(h(X j),0,0,1)} j∈[m]
is a subset of chase(D ′,Σ ′), and thus the atom
h′
(
head
(
σ ′
))= r′(h(X),h(Y1), . . . ,h(Yn),0,1)
occurs in chase(D ′,Σ ′). If h(Y j) = 0, for each j ∈ [n], then b′ ∈ chase(D ′,Σ ′), and the claim follows. Now, suppose that there
exists j ∈ [n] such that h(Y j) = 1. By construction, if m is the arity of r ∈R, then the TGD
r′(X1, . . . , Xm, Y1, . . . , Y j−1, Z1, Y j+1, . . . , Yn, Z0, Z1) → r′(X1, . . . , Xm, Y1, . . . , Y j−1, Z0, Y j+1, . . . , Yn, Z0, Z1)
occurs in Σ ′ . Therefore, the atom
r′
(
h(X),h(Y1), . . . ,h(Y j−1),0,h(Y j+1), . . . ,h(Yn),0,1
)
belongs to chase(D ′,Σ ′). It is straightforward to see that eventually the atom b′ = r′(h(X),0,0,1) is generated during the
construction of chase(D ′,Σ ′).
(⇐) We proceed again by induction on the number of applications of the TGD chase rule.
Base step. Clearly, since chase[0](D ′,Σ ′) = D ′ , b′ ∈ D ′ . Thus, by construction, necessarily the atom b occurs in D , and the
claim follows.
Inductive step. Suppose that chase[i](D ′,Σ ′) | b′ , for i > 0. If b′ is obtained during the ﬁrst i−1 applications of the TGD
chase rule, then the claim follows by induction hypothesis. The interesting case is when b′ is the atom obtained during the
i-th application of the TGD chase rule, i.e., chase[i](D ′,Σ ′) = chase[i−1](D ′,Σ ′)∪{b′}. There exists an atom c ∈ chase[i](D ′,Σ ′)
of the form r′(c1, . . . , ck,B,0,1) obtained due to a TGD
σ ′ = r′1(X1,Z0, Z0, Z1), . . . , r′m(Xm,Z0, Z0, Z1) → r′(X, Y1, . . . , Yn, Z0, Z1)
such that either c = b′ , or the set of pairs
{〈c, c1〉, 〈c1, c2〉, . . . , 〈c j−2, c j−1〉, 〈c j−1,b′〉}
is a subset of
D ′,Σ ′−→ , and each pair occurs in D ′,Σ ′−→ due to a TGD of the form
r′(X1, . . . , Xm, Y1, . . . , Y j−1, Z1, Y j+1, . . . , Yn, Z0, Z1) → r′(X1, . . . , Xm, Y1, . . . , Y j−1, Z0, Y j+1, . . . , Yn, Z0, Z1)
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h(head(σ ′)) = c. Since the set of ground atoms {r′j(h(X j),0,0,1)} j∈[m] is a subset of chase[i−1](D ′,Σ ′), by induction hypoth-
esis, the set of atoms {r j(h(X j))} j∈[m] is a subset of chase(D,Σ). Also, by construction, the TGD σ = r1(X1), . . . , rm(Xm) →
r(X) occurs in Σ . Clearly, h(body(σ )) = {r j(h(X j))} j∈[m] ⊆ chase(D,Σ). Since chase(D,Σ) satisﬁes all the TGDs of Σ , it
follows that the atom h(head(σ )) = r(h(X)) = b ∈ chase(D,Σ), as needed. 
Lemma A.4 implies that D ∪ Σ | a if and only if D ′ ∪ Σ ′ | a′ , and the claim follows. 
Lemma 3.3. The class of sticky sets of TGDs enjoys the BDDP.
Proof. Consider a BCQ q over a schema R, a database D for R, and a sticky set Σ of TGDs over R. We need to show that,
if D ∪ Σ | q, then chasek(D,Σ) | q, where k  0 depends only on q and Σ , but not on D . Recall that we assume q to
be an atomic BCQ of the form p ← r(A1, . . . , An), since in Σ there exists a TGD σ of the form body(σ ) → r(A1, . . . , An),
where r occurs only in head(σ ), and each variable in body(σ ) occurs also in head(σ ) (see Lemma A.1). By Theorem 3.2,
if D ∪ Σ | q, then there exists an accepting resolution proof-scheme P = 〈N, E, λ1, λ2〉 for q with respect to D and Σ . By
Lemma A.2, it suﬃces to show that the number of non-var(q)-isomorphic atoms that we can have on a certain branch of P
depends only on q and Σ , but not on D .
Consider a path p = v1v2 . . . v of P of the maximum length, where v1 is the root node and v is a leaf node. We
are going to compute the maximum number of non-var(q)-isomorphic atoms of {λ1(vi)}i∈[] . Clearly, in {λ1(vi)}i∈[] we
can have only variables and constants that appear in body(q), and “fresh” variables of Δ. Consider two nodes vi and v j
of {v1, . . . , v}, and suppose that the atoms obtained from λ1(vi) and λ1(v j) by replacing the variables of Δ with a “don’t
care” character “” coincide. This implies that λ1(vi) and λ1(v j) are var(q)-isomorphic. Therefore, the number of non-var(q)-
isomorphic atoms of {λ1(vi)}i∈[] is at most |R| · (n1 + n2 + 1)w , where n1 is the number of variables of var(q) that occur
in λ1(v1), n2 is the number of constants of var(q) that occur in λ1(v1), and w is the maximum arity over all predicates of
R \ {r}. Since the above upper bound depends only on q and Σ , the claim follows. 
Appendix B. Proofs from Section 4
Theorem 4.1. Consider a set Σ of TGDs. If Σ is a sticky set of TGDs or a set of linear TGDs, then Σ is also sticky-join.
Proof. The claim is equivalent to showing that if Σ is not a sticky-join set, then Σ is neither a sticky set nor a set of linear
TGDs. For brevity, let Σ be the set TGDExpansion(Σ). By hypothesis, there exists a TGD σ ∈ SJMarking(Σ) such that a
marked variable V in body(σ ) is in a join. Let us ﬁrst show that Σ is not sticky. For notational convenience, let Σ1 (resp.,
Σ2 ) be the set of TGDs added to Σ
 during the initial step (resp., expansion step) of the TGDExpansion procedure; notice
that Σ = Σ1 ∪ Σ2 and Σ1 ∩ Σ2 =∅, i.e., Σ1 and Σ2 form a partition of Σ . We proceed by case analysis. Suppose ﬁrst
that σ ∈ Σ1 . Observe that in SMarking(Σ) — recall that SMarking is the variable-marking procedure applied in the case
of sticky sets of TGDs — the variable V in body(σ ) is necessarily marked. Since V occurs in body(σ ) more than once we
conclude that Σ is not sticky. Now, suppose that σ ∈ Σ2 . In this case, necessarily there exists a TGD σ ′ ∈ Σ1 for which the
following holds: there exists an atom a ∈ body(σ ′) such that at least one variable W ∈ var(a) occurs more than once in a,
and also W is marked in SJMarking(Σ). But, as in the previous case, since in SMarking(Σ) the variable W in the body of
σ is necessarily marked, Σ is not sticky. It remains to show that Σ is not a set of linear TGDs. The fact that V in the body
of σ ∈ SJMarking(Σ) is in a join implies that body(σ ) has at least two atoms, and thus σ is non-linear. By deﬁnition of
Σ , there exists a TGD σ ′ ∈ Σ with at least |body(σ )| atoms in its body. Since σ is non-linear we immediately get that σ ′
is non-linear, and thus Σ is not a set of linear TGDs. 
Theorem 4.2. The problem of deciding whether a set of TGDs is sticky-join is pspace-complete.
Proof. It is not diﬃcult to show that the complement of the problem under consideration is feasible in nondeterministic
polynomial space. Since conpspace and pspace coincide, the desired upper bound follows.
To establish the pspace-hardness, we ﬁrst show that BCQ-Ans under permutation inclusion dependencies (PIDs), i.e., TGDs
of the form r(X1, . . . , Xn) → s(Xi1 , . . . , Xin ), where {i1, . . . , in} = [n], is pspace-hard. Notice that the tuple th = 〈Xi1 , . . . , Xin 〉
is obtained by applying on the tuple tb = 〈X1, . . . , Xn〉 the permutation [i1, . . . , in], which states that the i j-th element of tb
is the j-th element of th — hence the name permutation inclusion dependencies.
Lemma B.1. BCQ-Ans under PIDs is pspace-hard in combined complexity, even in the case of atomic queries, and databases with only
one atom.
Proof. We exploit a decision problem introduced and studied by Kozen in [65]. Consider a ﬁnite set of functions F from
a set S to itself, and a function f : S → S . The ﬁnite function generation (FFG) problem is whether we can obtain f by
composing functions of F . It is known that this problem is pspace-hard, even for bijective functions [65]. We proceed now
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bijective functions from a set S to itself; without loss of generality we assume that S = [n], for some integer n  2. We
are going to construct an instance of BCQ-Ans under PIDs, i.e., a BCQ q over a schema R, a database D for R, and a set
Σ of PIDs over R, such that f can be obtained by composing functions of F if and only if D ∪ Σ | q. Let q be the BCQ
q′ ← r(c f (1), . . . , c f (n)) and D = {r(c1, . . . , cn)}, where r is predicate symbol of arity n 2, and 〈c1, . . . , cn〉 ∈ Γ n; notice that
q is an atomic query, and D contains only one atom. Now, let Σ be the set of PIDs⋃
i∈[m]
{
r(X1, . . . , Xn) → r(X fi(1), . . . , X fi(n))
}
.
It is not diﬃcult to see that the above construction is indeed a reduction. 
We proceed now to establish the desired lower bound by giving a reduction from BCQ-Ans under PIDs. Consider an
instance of this problem, i.e., an atomic BCQ q over a schema R, a database D for R with only one atom, and a set Σ
of PIDs over R. We are going construct a set Σ ′ of TGDs over a schema R′ , such that D ∪ Σ | q if and only if Σ ′ is not
sticky-join. Suppose that D = {r(c1, . . . , cn)}, where 〈c1, . . . , cn〉 ∈ Γ n . Let Σ ′ be the set obtained by adding to Σ the TGDs
body(q) → r,
p(Xc1 , . . . , Xcn ), s(Xc1 , . . . , Xcn ) → r(Xc1 , . . . , Xcn ),
where r is an auxiliary 0-ary predicate, and {p, s} ⊂R; clearly, R′ =R∪ {r}.
(⇒) Suppose that D ∪Σ | q. This implies that during the construction of the expanded set Σ of Σ ′ , starting from the
TGD σ = body(q) → r , eventually a TGD σ ′ of the form p(X1, . . . , Xn), s(X1, . . . , Xn) → r(X1, . . . , Xn) is obtained. Therefore,
in SJMarking(Σ), since all the variables of body(σ ) are marked, also all the variables of body(σ ′) are marked (recall that
the TGDs of Σ ′ \ {σ } are lossless), and thus Σ ′ is not sticky-join.
(⇐) Conversely, suppose that D ∪ Σ 
| q. This implies that during the construction of Σ , starting from σ , it is not
possible to obtain a TGD σ ′ of the form p(X1, . . . , Xn), s(X1, . . . , Xn) → r(X1, . . . , Xn). Consequently, since all the TGDs of
Σ ′ \ {σ } are lossless, each TGD in SJMarking(Σ) as σ ′ above has no marked variables in its body. Therefore, since all the
other TGDs of SJMarking(Σ) have only one body-atom, there is no TGD in SJMarking(Σ) such that a marked variable in
its body is in a join, and hence Σ ′ is sticky-join. 
Theorem 4.3. Consider a set Σ of TGDs over a schema R. If Σ is sticky-join, then chase(D,Σ) enjoys the sticky-join property, for
every database D forR.
Proof. Assume that there exists a database D for R such that chase(D,Σ) does not enjoy the sticky-join property; thus,
there exists k  1 such that chase(D,Σ) is not k-sticky-join. Suppose that chase[k−1](D,Σ) σ ,h−→ chase[k](D,Σ) is applied
during the chase. Clearly, there exists a variable V in body(σ ) which is in a join, and an atom a ∈ (chase[k](D,Σ) \
chase[k−1](D,Σ)), for which one of the following holds: h(V ) does not occur in a, or there exists a set
{〈a,a1〉, 〈a1,a2〉, . . . , 〈an−2,an−1〉, 〈an−1,an〉}⊆ D,Σ−→,
where n  1, such that h(V ) occurs in all atoms a,a1, . . . ,an−1 but not in an . In what follows, let Σ be the set
TGDExpansion(Σ). If h(V ) does not occur in a, then V is marked in Σ which implies that Σ is not sticky-join. Now,
assume that 〈an−1,an〉 belongs to D,Σ−→ due to the application of σ ′ ∈ Σ with homomorphism h′ . Clearly, there exists a
variable W in body(σ ′) such that h(V ) = h′(W ), but W does not occur in head(σ ′). Thus, the variable W in the body of
σ ′ ∈ Σ is marked. Suppose that 〈a,a1〉 belongs to D,Σ−→ due to the application of σ1 ∈ Σ . Observe that σ is applicable to
σ1 and thus, during the construction of Σ , a TGD σ+ is constructed that has a variable V ′ in its body which is in a join
(since body(σ+) is obtained by applying a certain substitution on body(σ )). If Σ already contains a TGD σ ′′ isomorphic to
σ+ , then in the body of σ ′′ , due to the propagation step of the SJMarking procedure, there exists a marked variable which
is in a join; otherwise, the TGD σ+ is added in Σ and, again due to the propagation step of the SJMarking procedure, the
variable V ′ in its body is marked. This implies that Σ is not sticky-join, and the claim follows. 
Lemma 4.1. Consider an accepting resolution proof-scheme P for a BCQ q with respect to a database D and a sticky-join set Σ of TGDs.
Only variables of var(q) may occur in more than one branch of P .
Proof. The proof is similar to the one of Lemma 3.1. Towards a contradiction suppose that a variable of Δ occurs in more
than one branch of P . Since, by deﬁnition of P , only terms of dom(D)∪var(q) may occur in the label of the root node, there
necessarily exists a TGD σ in the expanded set Σ of Σ such that a variable V occurs in at least two different atoms of
its body, and V is marked in SJMarking(Σ). Thus, there exists a marked variable in body(σ ) which is in a join. Therefore,
contrary to our assumption, Σ is not a sticky-join set of TGDs. 
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general. Moreover, the same problem is in ac0 in data complexity.
Proof. By Lemma 4.1, StickyQAns (see Section 3.3.2) can be used to decide whether an accepting resolution proof-scheme
for a BCQ with respect to a database and a sticky-join set of TGDs exists. Therefore, the proof for the np and the exptime
upper bounds is the same as the one of Theorem 3.3. The np-hardness follows immediately from the np-hardness of con-
junctive query containment without constraints [30] (which in turn is logspace-equivalent to conjunctive query answering
— see, e.g., [19]). The exptime-hardness follows immediately from the fact that sticky sets of TGDs are trivially sticky-join
(Theorem 4.1), and the fact that BCQ-Ans under sticky sets of TGDs is exptime-hard in combined complexity (Theorem 3.4).
Finally, the ac0 upper bound is obtained from the fact that the class of sticky-join sets of TGDs enjoys the BDDP (the proof
of this result is the same as the one of Lemma 3.3), and thus it is ﬁrst-order rewritable. 
Appendix C. Proofs from Section 5
Theorem5.1. BCQ-Ans under weakly-acyclic sets of TGDs is 2exptime-complete in combined complexity, even if we consider predicates
of ﬁxed arity.
Proof. Consider a database D for a schema R, and a weakly-acyclic set Σ of TGDs over R. The upper bound follows from
the fact that chase(D,Σ) can be constructed in 2exptime. In particular, by Lemma 5.1 and the fact that all the positions of
R belong to ΠF , we get that only double-exponentially many terms (in the rank of the dependency graph of Σ ) can appear
in chase(D,Σ), and thus only double-exponentially many atoms can occur in chase(D,Σ). Since at each application of the
restricted TGD chase rule an atom is generated, chase(D,Σ) can be constructed in 2exptime.
To establish the lower bound we simulate the behavior of a 2exptime Turing machine by means of a weakly-acyclic set of
TGDs. Let M = 〈S,Λ,unionsq, δ, s0, F 〉 be an (one-tape) deterministic Turing machine (DTM), where S is a ﬁnite (non-empty) set
of states, Λ is a ﬁnite (non-empty) set of the tape symbols, unionsq ∈ Λ is the blank symbol, δ : S \ F × Λ → S × Λ × {←,→,−}
is a transition function, s0 ∈ S is the initial state, and F ⊆ S is the set of accepting states. Without loss of generality, we can
always assume that M has exactly one accepting state, denoted as sacc . We also assume that M is well-behaved and never
tries to read beyond its tape boundaries. Consider the computation of M on an input string I . We are going to construct an
instance of BCQ-Ans under weakly-acyclic sets of TGDs, that is, a BCQ q over a schema R, a database D for R, and a weakly-
acyclic set Σ of TGDs over R such that D∪Σ | q if and only if M accepts input I in at most 22m steps, where m = nk , n = |I|
and k > 0; in fact, for technical reasons, we assume that M accepts I in at most N = 22m − 1 steps. The transition function
δ of M can be represented by a table Tδ whose rows are quintuples t= 〈s,a, s′,a′,d〉 ∈ S \ {sacc} × Λ × S × Λ × {←,→,−}.
Such a tuple expresses the following: if at some time instant τ of the computation the DTM M is in state s, the cursor
points the κ-th cell, and this cell contains symbol a, then at instant τ + 1 the DTM is in state s′ , the κ-th cell contains
symbol a′ , and the cursor points the (κ +μ(d))-th cell, where μ(→) = 1, μ(−) = 0 and μ(←) = −1.
The relational schema. We ﬁrst deﬁne the predicates of the schema R:
– symbol/3; the atom symbol(τ , κ,a) implies that the κ-th cell contains the symbol a at instant τ of the computation
of M .
– cursor/2; the atom cursor(τ , κ) implies that the cursor points at the κ-th cell at instant τ of the computation of M .
– state/2; the atom state(τ , s) implies that M is in state s at instant τ of its computation.
– transition/5; this predicate is used to encode the transition function δ of M .
– accept/1; the atom accept(τ ) implies that M has accepted at instant τ of the computation.
– For each i ∈ [m], we have the predicate symbols ri /1, si /3, mini /1, maxi /1 and succi /2; these are auxiliary predicates that
we are going to use in order to generate the double-exponentially many symbols, which will be stored in the unary
relation rm , that will allow us to simulate the behavior of M .
– m/2; a linear order on the elements of rm .
Observe that the above schema depends on the particular DTM that we encode, and thus is not ﬁxed. However, |R| =
5nk + 11, and therefore can be constructed in polynomial time. Note that the arity of the predicates of R is ﬁxed.
The database instance. We proceed to construct the database D for R. In the sequel, let SΓ = {cs | s ∈ S} and ΛΓ =
{ca | a ∈ Λ} be (disjoint) sets of constants of Γ . The database D over the domain ({c0, c1} ∪ SΓ ∪ΛΓ ∪ {c←, c→, c−}) ⊂ Γ is
deﬁned as follows:
D = {transition(cs, ca, cs′ , ca′ , cx) ∣∣ 〈s,a, s′,a′, x〉 is a row of Tδ}
∪ {r0(c0), r0(c1),min0(c0),max0(c1), succ0(c0, c1)}.
Clearly, the total number of atoms in D is ρ + 5, where ρ is the number of rows in Tδ , and therefore D can be constructed
in polynomial time. Since the relational schema R, and the database D for R are deﬁned, we are now ready to give the set
Σ of TGDs over R that simulates the computation of M on input I .
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Σ1 = {σi}1in+3 of TGDs over R, where, for each i ∈ [n],
σi =minm(X1), succm(X1, X2), . . . , succm(Xi−1, Xi) → symbol(X1, Xi, cai ),
states that, initially, at the i-th cell we have the symbol ai ,
σn+1 =minm(X1), succm(X1, X2), . . . , succm(Xn, Xn+1),m (Xn+1, Y ) → symbol(X1, Y , cunionsq),
expresses that after the n-th cell, the tape contains the blank symbol unionsq,
σn+2 =minm(X) → cursor(X, X),
states that the cursor points at the ﬁrst cell, and ﬁnally
σn+3 =minm(X) → state(X, cs0),
expresses that M is in the initial state.
Transition rules. The set Σ2 = {σl, σr, σs} of TGDs over R encodes the transition function δ of M , where
σl = transition(S1, A1, S2, A2, c←), symbol(T1,C2, A1),
state(T1, S1), cursor(T1,C2), succm(T1, T2), succm(C1,C2) →
symbol(T2,C2, A2), state(T2, S2), cursor(T2,C1),
encodes the “left moves”,
σr = transition(S1, A1, S2, A2, c→), symbol(T1,C1, A1),
state(T1, S1), cursor(T1,C1), succm(T1, T2), succm(C1,C2) →
symbol(T2,C2, A2), state(T2, S2), cursor(T2,C2),
encodes the “right moves”, and ﬁnally
σs = transition(S1, A1, S2, A2, c−), symbol(T1,C, A1), state(T1, S1),
cursor(T1,C), succm(T1, T2) →
symbol(T2,C, A2), state(T2, S2), cursor(T2,C),
encodes the “stay moves” of the cursor.
Inertia rules. The set Σ2 of TGDs almost perfectly describes what is happening during a transition from an instant τ to
an instant τ + 1 of the computation of M . However, it should not be forgotten that those tape cells which are not changed
during the transition keep their old values at instant τ + 1. This is ensured by the set Σ3 = {σb, σa} of TGDs over R, where
σb = cursor(T1,C2), succm(C,C2),m (C1,C), symbol(T1,C1, A),
succm(T1, T2) → symbol(T2,C1, A),
and
σa = cursor(T1,C1), succm(C1,C),m (C,C2), symbol(T1,C2, A),
succm(T1, T2) → symbol(T2,C2, A),
guarantee that the cells before and after, respectively, the cell at which the cursor points, keep their old values.
Accepting rule. The TGD
σacc = state(T , csacc ) → accept(T )
over R expresses the fact that an accepting conﬁguration is eventually reached during the computation of M on I .
Relations minm , succm and m . In the deﬁnitions of the above sets of TGDs, we used heavily the relations minm , succm
and m . In what follows we deﬁne them formally. Recall that r0(c0), r0(c1), min0(c0), max0(c1) and succ0(c0, c1) are atoms
of the database D . For an inductive deﬁnition, suppose that mini(X), maxi(X) and succi(X, Y ) tell the ﬁrst, the last and
the successor element, respectively, from a linear order i on the elements of the relation ri . Then, we use the set Σ i4
constituted by the following TGDs over R:
122 A. Calì et al. / Artiﬁcial Intelligence 193 (2012) 87–128Fig. 9. The dependency graph GΣ .
ri(X), ri(Y ) → ∃Z si(X, Y , Z),
si(X, Y , Z) → ri+1(Z),
si(X, Y , Z), si
(
X, Y ′, Z ′
)
, succi
(
Y , Y ′
)→ succi+1(Z , Z ′),
si(X, Y , Z), si
(
X ′, Y ′, Z ′
)
,maxi(Y ),min
(
Y ′
)
, succi
(
X, X ′
)→ succi+1(Z , Z ′),
mini(X), si(X, X, Y ) →mini+1(Y ),
maxi(X), si(X, X, Y ) →maxi+1(Y ).
The linear order m on the elements of rm is easily deﬁned from succm using the set Σ5 constituted by the following TGDs
over R:
rm(X) →m (X, X), succm(X, Y ),m (Y , Z) →m (X, Z).
Final set of TGDs. Let Σ = Σ1 ∪Σ2 ∪Σ3 ∪ {σacc} ∪⋃i∈{0,...,m−1} Σ i4 ∪Σ5. It is easy to verify that |Σ | = 6nk + n+ 11, and
therefore Σ can be constructed in polynomial time. The dependency graph GΣ of Σ is depicted in Fig. 9. Notice that G ′
(shaded part) is the subgraph of GΣ obtained due to the TGDs of (Σ1 ∪ Σ2 ∪ Σ3 ∪ {σacc}). Since these TGDs are full, i.e.,
without existentially quantiﬁed variables, there are no special edges in G ′ . Thus, there is no cycle in GΣ going through a
special edge, which implies that Σ is weakly-acyclic.
Consider the atomic BCQ q ← accept(X) asking whether an accepting conﬁguration is eventually reached during the
computation of M on I . In what follows we show that D ∪Σ | q, or, equivalently, chase(D,Σ) | q, if and only if M accepts
input I in at most N = 22m − 1 steps. First, we show that rm , after the construction of the chase of D with respect to Σ ,
contains 22
m
elements.
Lemma C.1. |rm(chase(D,Σ))| = 22m .
Proof. We proceed by induction on m 0.
Base step. For m = 0 the claim follows by construction since r0(D) = {〈0〉, 〈1〉}, and thus |r0(D)| = 2.
Inductive step. It is not diﬃcult to verify that |rm(chase(D,Σ))| is equal to (|rm−1(chase(D,Σ))|)2. Therefore, by induc-
tion hypothesis, we get that
∣∣rm(chase(D,Σ))∣∣= (22m−1)2 = 22·2m−1 = 22m ,
as needed. 
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and also let succm(chase(D,Σ)) = {〈zi, zi+1〉}0i−2, where  = 22m . A conﬁguration of M is a triple 〈s,w,u〉, where s ∈ S ,
and w,u are strings in Λ∗; s is the current state, w is the string to the left of the cursor, including the symbol scanned
by the cursor, and u is the (possibly empty) string to the right of the cursor. We deﬁne f i to be a function from the set
of conﬁgurations of the DTM M to the powerset of the set of all atoms that can be formed using the predicates symbol,
cursor and state, and arguments from the set {z0, . . . , z−1} ∪ SΓ ∪ ΛΓ , such that
f i
(〈s,w,u〉)= {symbol(zi, z j, cw[ j])}0 j|w|−1
∪ {symbol(zi, z|w|+ j, cu[ j])}0 j|u|−1
∪ {symbol(zi, z|w|+|u|+ j,unionsq)}0 j−(|w|+|u|+1)
∪ {cursor(zi, z|w|−1), state(zi, cs)}.
It is not diﬃcult to show that the following technical lemma holds.
Lemma C.2. Let C be a conﬁguration of the DTM M. C is the i-th conﬁguration of M if and only if f i(C) ⊆ chase(D,Σ).
Let us now, by exploiting the above result, to complete the proof of Theorem 5.1.
(⇒) Assume ﬁrst that D ∪ Σ | q, or, equivalently, chase(D,Σ) | q. This implies that there exists i ∈ [N] such that
accept(zi) ∈ chase(D,Σ), where zi ∈ ΓN . The only way to obtain accept(zi) is by applying the accepting rule, provid-
ing that the atom state(zi, csacc ) occurs in chase(D,Σ). Observe that if state(zi, csacc ) ∈ chase(D,Σ), then f i(〈sacc,w,u〉) ⊆
chase(D,Σ), where 〈sacc,w,u〉 is the accepting conﬁguration of M . By Lemma C.2, 〈sacc,w,u〉 is the i-th conﬁguration of
M , and thus M accepts input I after i steps.
(⇐) Conversely, suppose that M accepts I after i ∈ [N] steps. This implies that the accepting conﬁguration 〈sacc,w,u〉 of
M is the i-th one. By Lemma C.2, f i(〈sacc,w,u〉) ⊆ chase(D,Σ), and thus state(zi, csacc ) ∈ chase(D,Σ). Due to the accepting
rule, accept(zi) ∈ chase(D,Σ). Hence, chase(D,Σ) | q, or, equivalently, D ∪ Σ | q. This completes the proof. 
Theorem 5.2. Consider a schema mapping M = 〈S,T ,Σst ,Σt〉, where Σst is a set of s-t TGDs, and Σt is the union of a weakly-
acyclic set of target TGDs and EGDs. The existence-of-solution problem forM is 2exptime-complete, even if we consider predicates of
ﬁxed arity.
Proof. The upper bound was established in [24]. The desired lower bound is obtained by reduction from BCQ-Ans under
weakly-acyclic sets of TGDs. Consider a BCQ q ← ϕ(X) over a schema R, a database D for R, and a weakly-acyclic set Σ of
TGDs over R. We are going to construct a schema mapping M= 〈S,T ,Σst ,Σt〉, where Σt is the union of a weakly-acyclic
set of TGDs and EGDs over T , and a database D ′ for S , such that D ∪Σ | q if and only if there is no (ﬁnite) instance I for
T such that D ′ ∪ I | Σst ∪Σt . Let S = {r′ | r ∈R} ∪ {p′} and T =R∪ {p, s}, where p/1 and s/2 are auxiliary predicates not
occurring in R. The s-t TGDs of Σst copy the initial instance from the source schema S to the target schema T , i.e., for each
predicate r′/n ∈ S , we have in Σst the s-t TGD r′(X1, . . . , Xn) → r(X1, . . . , Xn). Let Σt = Σ ∪{σ ,η} with σ be the target TGD
ϕ(X), p(U ), p(V ) → s(U , V ), where the variables U and V do not occur in X, and η be the target EGD s(X, Y ), s(X, Z) →
Y = Z . Observe that the dependency graph of Σ ∪ {σ } is obtained by adding to the dependency graph of Σ the nodes p[1],
s[1] and s[2], and the (non-special) edges (p[1], s[1]) and (p[1], s[2]). Obviously, in the obtained graph there is no cycle
going through a special edge, and thus Σ ∪ {σ } is weakly-acyclic. Finally, let D ′ = {r′(t) | r ∈R and t ∈ r(D)} ∪ {p′(a), p′(b)},
where a and b are constants of Γ . It is clear that the above construction is feasible in polynomial time. It remains to show
that is indeed a reduction.
(⇒) Suppose ﬁrst that D ∪ Σ | q. This implies that during the construction of the chase of D ′ with respect to Σst ∪ Σt
eventually the TGD σ is applicable, and the atoms s(a,a), s(a,b), s(b,a) and s(b,b) are generated. Due to the existence of
the EGD η in Σt , we have a hard violation, and the chase fails. It is well-known that, if there exists some failing ﬁnite chase
of D ′ with respect to Σst ∪ Σt , then there is no solution for D ′ [7].
(⇐) Conversely, suppose that there is no (ﬁnite) instance I for T such that D ′ ∪ I | Σst ∪ Σt . This implies that during
the construction of the chase of D ′ with respect to Σst ∪ Σt the TGD σ is eventually triggered. Therefore, there exists a
homomorphism h such that h(ϕ(X)) ⊆ chase(D ′,Σst ∪ Σt). By construction, there exists a homomorphism that maps ϕ(X)
to a set of atoms of chase(D,Σ). Thus, chase(D,Σ) | q, or, equivalently, D ∪ Σ | q. 
Lemma 5.2. Consider a database D for a schema R, and a set Σ of TGDs over R. Let t be a ΠF -term of D and Σ that occurs in
chase(D,Σ f ). If kΣ = 0, then size(t) = 0; otherwise,
size(t)
{1+ wΣ · (kΣ − 1), bΣ = 1,
1+ wΣ · bΣ ·
(
(bΣ)kΣ −bΣ
bΣ−1
)
, bΣ > 1.
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Proof. If kΣ = 0, then in Σ there are no existentially quantiﬁed variables at positions of ΠF ; thus, in chase(D,Σ f ), at
positions of ΠF , we have only constants of dom(D). Therefore, t ∈ dom(D) and size(t) = 0. The interesting case is when
kΣ > 0. We ﬁrst construct the so-called ΠF -tree of t . Let at ∈ chase(D,Σ f ) be the atom in which t is invented. The set
P ⊆ D,Σ f⇒ is deﬁned as follows: for each
{〈a1,a2〉, 〈a2,a3〉, . . . , 〈an−2,an−1〉, 〈an−1,an〉}⊆ D,Σ f−→,
where n 2, a1 ∈ D and an = at , add in P the set{〈a1,ai1〉, 〈ai1 ,ai2〉, . . . , 〈aim−1 ,aim 〉, 〈aim ,an〉},
where 2  i1 < · · · < im  n, and in every atom of {ai1 ,ai2 , . . . ,aim } a ΠF -term of D and Σ was invented during the
construction of chase(D,Σ f ). The ΠF -tree T of t is deﬁned as the rooted tree with minimal number of nodes and edges
that satisﬁes the following: at is the root node, and for each{〈a1,a2〉, 〈a2,a3〉, . . . , 〈an−2,an−1〉, 〈an−1,an〉} ∈ P ,
where n 2, there exists a path anan−1 . . .a1, where a1 is a leaf node. For example, consider the database D = {r(a,b)} and
the TGDs
σ1 = r(X, Y ) → t
(
X, fσ1(X, Y )
)
, p
(
fσ1(X, Y ), Y
)
,
σ2 = t(X, Y ), p(Y , Z) → s(X, Y ),
σ3 = s(X, Y ) → u
(
X, fσ3(X, Y ), Y
)
.
Fig. 10 illustrates how the ΠF -tree of the term fσ3 (a, fσ1 (a,b)), which occurs in chase(D, {σ1, σ2, σ3}), can be obtained by
exploiting the chase relation of D and {σ1, σ2, σ3}. The next auxiliary claim establishes an upper bound on the number of
nodes, excluding the root node and the leaf nodes, of T .
Claim C.1. If N is the set of nodes of T which have a parent and at least one child, then |N|  kΣ − 1, if bΣ = 1, and |N| 
(bΣ)kΣ − bΣ
bΣ − 1 , if bΣ > 1.
Proof. It is easy to see that the cardinality of N is maximized when, for each
{〈a1,a2〉, 〈a2,a3〉, . . . , 〈an−2,an−1〉, 〈an−1,an〉}⊆ D,Σ−→,
where n  2, a1 ∈ D and an = at , all the atoms a2, . . . ,an−1 are atoms in which a ΠF -term of D and Σ is invented during
the chase. In this case, each node of T has at most bΣ children, since each atom in the chase is generated by at most bΣ
atoms. Moreover, the height of T does not exceed kΣ . Towards a contradiction, assume that there exists a path of length
greater than kΣ . This implies that in GΣ there exists a path that contains more than kΣ special edges ending at π , where
π is the position at which t occurs. But this implies that rank(GΣ) > kΣ , which is a contradiction. Thus, |N|  kΣ − 1, if
bΣ = 1, and |N| ( (bΣ)kΣ+1−1bΣ−1 ) − ((bΣ)kΣ + 1) = (bΣ)
kΣ −bΣ
bΣ−1 , if bΣ > 1, as needed. 
Let us now complete the proof of Lemma 5.2. Since, by construction, the nodes of N are atoms of chase(D,Σ f ) in which
a ΠF -term of D and Σ was invented, t is a term of the form f (t1, . . . , tm), where f is a function symbol that occurs in
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size(ti) 1+ wΣ · (kΣ − 1), if bΣ = 1, and size(ti) 1+ wΣ · bΣ · ( (bΣ)kΣ −bΣbΣ−1 ), if bΣ > 1, as needed. 
Lemma 5.3. Consider an accepting resolution proof-scheme P for a BCQ q with respect to a database D and the functional form of a
weakly-sticky set Σ of TGDs. Only variables of var(q) may occur in more than one branch of P .
Proof. Towards a contradiction suppose that a variable of Δ occurs in more than one branch of P . Since, by deﬁnition of P ,
only ΠF -terms of D and Σ and variables of var(q) may occur in the label of the root node, there necessarily exists a TGD
σ ∈ SMarking(Σ) such that a variable V occurs in at least two different atoms of its body, V is marked, and each occurrence
of V appears at some position of Π∞ . Thus, contrary to our assumption, Σ is not a weakly-sticky set of TGDs. 
Theorem 5.4. BCQ-Ans under weakly-sticky sets of TGDs is np-complete, in the case of a ﬁxed set of TGDs, and 2exptime-complete in
general. Moreover, the same problem is ptime-complete in data complexity.
Proof. As already discussed, the lower bounds are obtained immediately from known results. Let us concentrate on the
upper bounds. Consider a BCQ q over a schema R, a database D for R, and a weakly-sticky set Σ of TGDs over R. By
Theorem 5.3 and Lemma 5.4, it suﬃces to show that WeaklyStickyQAns(q, D,Σ) runs in polynomial time, if both q and Σ
are ﬁxed, in nondeterministic polynomial time, if Σ is ﬁxed, and in double-exponential time in general. Recall that the size
of a ΠF -term of D and Σ is constant in D , polynomial in wΣ and bΣ , and exponential in kΣ (see Lemma 5.2).
We ﬁrst consider the case where both q and Σ are ﬁxed. Clearly, steps 1–7 of WeaklyStickyQAns can be carried out
in nlogspace (and thus a fortiori in ptime) since we just need log (|dom(D)|) bits to represent the constants of dom(D).
Observe that at each step of the computation of Proof the required amount of space is exponential in kΣ , polynomial in wΣ
and bΣ , and logarithmic in |var(q)| and |dom(D)| (recall that the constants of dom(D) are ΠF -terms). Since q and Σ are
ﬁxed, we immediately get that Proof runs in alogspace which coincides with ptime, and the desired upper bound follows.
Suppose now that, apart from the database, also the query is part of the input, while Σ is ﬁxed. In this case, steps 1–7
of WeaklyStickyQAns can be carried out in nondeterministic polynomial time, and thus the algorithm runs in npC , where C
is a complexity class powerful enough for executing the procedure Proof. Since Σ is ﬁxed (and thus kΣ , wΣ and bΣ are
constants), at each step of the computation of Proof we need logarithmic space in |var(q)| and |dom(D)|. Therefore, Proof
runs in alogspace which coincides with ptime. The desired upper bound follows since npptime = np.
Finally, we consider the case where everything is part of the input. It is straightforward to see that steps 1–7 of
WeaklyStickyQAns can be carried out in nexpspace (and thus a fortiori in 2exptime). Clearly, at each step of the compu-
tation of Proof, we need exponential space. This implies that Proof runs in aexpspace which coincides with 2exptime. 
Theorem C.1. The problem of deciding whether a set of TGDs is weakly-sticky-join is pspace-complete.
Proof. The upper bound is obtained by providing a nondeterministic polynomial space algorithm which decides whether
the given set of TGDs is not weakly-sticky-join. The pspace-hardness is established by reduction from BCQ-Ans under per-
mutation inclusion dependencies. Consider an atomic BCQ q over a schema R, a database D for R with only one atom, and
a set Σ of permutation inclusion dependencies over R. We are going to construct a set of TGDs Σ ′ over a schema R′ , such
that D ∪ Σ | q if and only if Σ ′ is not weakly-sticky-join. Suppose that D = {r(c1, . . . , cn)}, where 〈c1, . . . , cn〉 ∈ Γ n . Let Σ ′
be the set obtained by adding to Σ the TGDs
body(q) → r,
t(X, Y ) → ∃Z t(Y , Z),
t(X, Y ) → p(X, . . . , X︸ ︷︷ ︸
n
),
t(X, Y ) → s(X, . . . , X︸ ︷︷ ︸
n
),
p(Xc1 , . . . , Xcn ), s(Xc1 , . . . , Xcn ) → r(Xc1 , . . . , Xcn ),
where r, t are auxiliary predicates, and {p, s} ⊂R; clearly, R′ =R ∪ {t, r}. Notice that the employed construction is
similar to that of Theorem 4.2. The additional TGDs guarantee that the set of positions {p[i], s[i]}i∈[n] is a subset of Π∞ . It
is easy to show that D ∪ Σ | q if and only if Σ ′ is not weakly-sticky-join. 
Appendix D. Proofs from Section 6
Theorem6.2. Consider a BCQ q over a schemaR, a database D forR, a setΣ = ΣT ∪ΣF overR, whereΣT is a (weakly-)sticky(-join)
set of TGDs andΣF is a set of FDs, and a setΣ⊥ of negative constraints overR. IfΣ is separable, then decidingwhether D∪Σ∪Σ⊥ | q
has the same complexity as deciding whether D ∪ ΣT ∪ Σ⊥ | q.
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Therefore, it suﬃces to show that the complexity of deciding whether D | ΣF is not higher than the complexity of deciding
whether D ∪ ΣT ∪ Σ⊥ | q. It can be shown that, if both R and ΣF are arbitrary (resp., ﬁxed), then we can construct in
ptime (resp., ac0) a database D ′ , and a set of negative constraints Σ F⊥ such that D | ΣF if and only if D ′ | Σ F⊥ . Let
D ′ = D ∪ {neq(c1, c2) | c1, c2 ∈ dom(D) and c1 
= c2}, where neq is an auxiliary predicate symbol not occurring in R. The
set Σ F⊥ is deﬁned as follows: for each FD r : A → B of ΣF , and for each i ∈ B, we have in Σ F⊥ the negative constraint
r(X1, . . . , Xn), r(Y1, . . . , Yn),neq(Xi, Yi) → ⊥, where n > 0 is the arity of r, and X j = Y j , for each j ∈ A. It is straightforward
to see, by construction, that D | ΣF if and only if D ′ | Σ F⊥ . In the case where both R and ΣF are arbitrary, then D ′ and
Σ F⊥ can be constructed in polynomial time. In particular, the number of atoms that we add to D , in order to obtain D ′ , is at
most (|dom(D)|)2, and the number of negative constraints that we construct is at most w · |ΣF |, where w is the maximum
arity over all predicate symbols of R. Now, in the case where both R and ΣF are ﬁxed, the required atoms can be obtained
by evaluating the ﬁrst-order query (which can be constructed in constant time)
const(Xi) ←
∨
r/n∈R
∨
i∈[n]
∃X1 . . .∃Xi−1∃Xi+1 . . .∃Xn r(X1, . . . , Xn),
neq(X, Y ) ← const(X) ∧ const(Y ) ∧ X 
= Y ,
over D , which is feasible in ac0, while Σ F⊥ can be constructed in constant time. 
Theorem 6.3. Consider a set Σ = ΣT ∪ ΣF over a schema R, where ΣT and ΣF are sets of TGDs and FDs, respectively. If Σ is
non-conﬂicting, then it is also separable.
Proof. Let D be a database for R such that D | ΣF ; otherwise, the claim holds trivially. We need to show that chase(D,Σ)
does not fail, and chase(D,Σ) | q if and only if chase(D,ΣT ) | q, for every BCQ q over R. To establish the latter it suf-
ﬁces to show that chase(D,Σ) and chase(D,ΣT ) are homomorphically equivalent. Observe that chase(D,Σ) ∈mods(D,Σ) ⊆
mods(D,ΣT ). Recall that chase(D,ΣT ) is a universal model of D with respect to ΣT . Therefore, there exists a homomor-
phism that maps chase(D,ΣT ) into chase(D,Σ). It remains to show that there is no chase failure, and also that there exists
a homomorphism that maps chase(D,Σ) into chase(D,ΣT ). The proof is by induction on the number of applications of
the chase rule during the construction of chase(D,Σ), i.e., a single application of a TGD, and then exhaustively applying
FDs. We need to prove that for each i  0, chase[i](D,Σ) does not fail, and there exists a homomorphism hi such that
hi(chase
[i](D,Σ)) ⊆ chase(D,ΣT ).
Base step. Since D | ΣF , chase[0](D,Σ) does not fail. Moreover, since D ⊆ chase(D,ΣT ), there exists trivially a homo-
morphism h0 that maps chase
[0](D,Σ) into chase(D,ΣT ); in fact, h0 is the identity on dom(D).
Inductive step. Suppose that during the i-th application of the chase rule we apply the TGD σ = ϕ(X,Y) → ∃Z r(X,Z).
Thus, there exists a homomorphism λ that maps ϕ(X,Y) into a set of atoms of chase[i−1](D,Σ), and the atom a = λ′(r(X,Z))
is obtained, where λ′ is an extension of λ|X as in the TGD chase rule. Before we proceed further, we establish the following
auxiliary lemma.
Lemma D.1. Each FD of ΣF is not applicable to chase
[i−1](D,Σ) ∪ {a}.
Proof. Consider an arbitrary φ ∈ ΣF of the form r : A → B. Suppose that a = r(t). It suﬃces to show that there is no tuple
t′ ∈ r(chase[i−1](D,Σ)) such that t[A] = t′[A]. According to Deﬁnition 6.2, we identity the following cases:
Uσ = A. Towards a contradiction suppose that t[A] = t′[A]. Since each existentially quantiﬁed variable in σ occurs just once,
it follows that σ is not applicable with homomorphism λ (recall that we consider the restricted chase). But this is a
contradiction, and thus t[A] 
= t′[A].
Uσ ⊂ A. Clearly, A \Uσ 
=∅. This implies that t[A] contains “fresh” nulls introduced during the i-th application of the chase
rule. Consequently, t[A] 
= t′[A].
Uσ ∩A 
=∅ with Uσ \A 
=∅. Then, A\Uσ 
=∅, otherwise Uσ is a strict superset of A which is not allowed by Deﬁnition 6.2.
Hence, t[A] 
= t′[A].
Uσ ∩ A=∅. Obviously, A \Uσ 
=∅, and thus t[A] 
= t′[A].
Since in all these cases we get t[A] 
= t′[A], the claim follows. 
Lemma D.1 implies that chase[i](D,Σ) = chase[i−1](D,Σ) ∪ {a}, and therefore chase[i](D,Σ) does not fail. By induction
hypothesis, there exists a homomorphism μ = hi−1 ◦ λ that maps ϕ(X,Y) into chase(D,ΣT ). Since chase(D,ΣT ) | ΣT it
follows that there exists μ′ ⊇ μ|X that maps μ′(r(X,Z)) into a set of atoms of chase(D,ΣT ). Denoting Z = Z1, . . . , Zm , we
deﬁne the substitution hi = hi−1 ∪ {λ′(Zi) → μ′(Zi)}1im . Since none of the λ′(Zi) occurs in hi−1, hi is a well-deﬁned
substitution. Observe that
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(
λ′
(
r(X,Z)
))= r(hi−1(λ(X)),hi(λ′(Z)))
= r(μ(X),μ′(Z))= μ′(r(X,Z)) ∈ chase(D,ΣT ).
Therefore, hi(chase
[i](D,Σ)) ⊆ chase(D,ΣT ), as needed. The desired homomorphism that maps chase(D,Σ) into
chase(D,ΣT ) is h =⋃∞i=0 hi . 
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