Smart Prediction of the Complaint Hotspot Problem in Mobile Network by Zhu, Lin et al.
Smart Prediction of the Complaint Hotspot Problem in Mobile
Network
Lin Zhu, Juan Zhao, Yiting Wang, Juanlan Feng, Chao Deng, Hui Li
China Mobile Research Institute
Beijing, China
{zhulinyj,zhaojuan,wangyitingyjy,fengjunlan,dengchao,lihuidsj}@chinamobile.com
ABSTRACT
In mobile network, a complaint hotspot problem often affects even
thousands of users’ service and leads to significant economic losses
and bulk complaints. In this paper, we propose an approach to
predict a customer complaint based on real-time user signalling
data. Through analyzing the network and user sevice procedure,
30 key data fields related to user experience have been extracted
in XDR data collected from the S1 interface. Furthermore, we aug-
ment these basic features with derived features for user experience
evaluation, such as one-hot features, statistical features and dif-
ferential features. Considering the problems of unbalanced data,
we use LightGBM as our prediction model. LightGBM has strong
generalization ability and was designed to handle unbalanced data.
Experiments we conducted prove the effectiveness and efficiency of
this proposal. This approach has been deployed for daily routine to
locate the hot complaint problem scope as well as to report affected
users and area.
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•Networks→Networkmanagement;Mobile networks; •Com-
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1 INTRODUCTION
The structure of the communication network is complex with the
huge number of network elements, which brings great challenges
to daily operation and maintenance management. The end users
usually make complaints to the customer service when their service
has been affected. When a type of business complaints exceeds the
threshold, a hot spot for complaints will be established by the cus-
tomer service. It is necessary to increase the processing efficiency
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as much as possible and reduce the scope of influence. Usually, the
network department will locate the problem of network through the
analysis of the health of network elements, cells and the signalling
data with expert experience after receiving the hotspot complaints.
However, the procedure is not much efficient and cannot monitor
the complaint hotspot problem at first due to the post-complaint
processing. Therefore, there is an urgent requirement for automatic
monitoring method to solve the complaint hotspot problem.
Recently, some scholars and experts have carried out research on
complaint analysis and problems location based on user complaint
information or equipment KPI indicators. There are three difficul-
ties in the prediction of complaint hotspot problem: 1) Due to the
inaccuracy of the customer complaints, the detection method based
on raw complaint information may be inaccurate; 2) The customer
service receives the complaints after users experience is affected
for a period of time, that is customer complaints tend to be later
than network problem. Therefore, the problem location method
based on the complaint information cannot locate the complaint
hotspot problem at first; 3) The complaint hotspot problem usually
occurs sporadically, so it is difficult to obtain a large amount of
affected data, in which could make the data unbalanced. In order
to solve the above problems effectively, a prediction method of
complaint hotspot problem based on users’ signalling big data is
proposed. In this method, the key fields which related to the user
experience are firstly selected from the S1 interface. According
to the characteristics of network business procedure, three types
of features are extracted. The LightGBM classifier with different
weight of each category is introduced to recognize the affected
users. Experiments and the applications in network are carried out
to validate the accuracy and efficiency of the proposal.
The rest of the paper is organized as follows. In Section 2, we
briefly discuss relatedwork. Thenwe present our predictionmethod
of complaint hotspot problem based on signalling data in Section
3. We evaluate our method in Section 4. Finally, we discuss future
work and conclude in Section 5.
2 RELATEDWORK
More recently, machine learning has been introduced for complaints
handling and locating the failure of network. Chao et al. studied a
self-updating network complaint hotspots location method based
on kernel density estimation [1]. The new hotspots were identified
based on coordinates and the number of the customer complaints in
the past few weeks. Then, the kernel function and the density func-
tion was introduced to sum the complaints scale of each location.
Finally, the hotspots can be adjusted by the weight based on KPIs
and signal quality. Tugˇba et al. proposed a new customer oriented
smart diagnosis and solution model approach based on decision
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tree[2]. Zhang et al. introduced an active network optimization ap-
proach based on measurement report[3]. Jin et al. presented the po-
tential network problems identification method based on customer
tickets or LRT, a smartphone application for collecting large-scale
feedback from mobile customers [4, 5]. Feyzullah et al. designed
a LDA based topic model to analyze the customer complaint and
showed top topic distributions[6]. Considering the inaccuracy of
user complaints, Li Yan et al. created a rural distribution network
fault location algorithm based on fault complaint information[7].
Ibrahim et al. studied a topic modeling approach for detecting net-
work problems from customer complaints[8]. Qing et al. combined
the cellphone customer complaints data and equipment failures
data to predict the equipment failures with the decision tree[9].
The method based on KPIs and measurement reports can hardly
locate the affected users in time, and take active care of the affected
users. The method based on the user complaints cannot locate the
affected area and troubleshoot potential problems in time. And this
kind of method belongs to the way of post-complaint processing,
which has a large delay. In addition, due to the inaccuracy of user
complaints, the detection or prediction result may be inaccuracy.Jin
et al. proposed NEVERMIND to predict customer tickets and locate
problems of the DSL network [10]. Unlike mobile networks, the
DSL network is stationary, so it can be seen as a failure detection
model. Moreover, NEVERMIND processes weekly grained data,
which cannot meet the real-time response requirements of mobile
networks.
To solve the above problems, we proposed a predictionmethod of
complaint hotspot problem based on users’ signalling big data. Real-
time monitoring of signalling data is used to instantly recognize
whether complaint hotspot problem occurs, then locate the affected
area and output the potential affected user group. The results of
our method have high accuracy and interpretability.
3 PROPOSED METHOD
Once the complaint hotspot problem occurs in the mobile network,
the user experience will be affected more or less, which is usually
reflected in the user’s signalling data and user plane data in real
time. For example in the LTE network. The architecture of LTE
network is shown in Figure 1. The signalling interaction and the
user plane data between users and the network are reflected in
S1 interface data. The S1-MME interface supports functionalities
such as paging, handover, context management of the UE, E-RAB
management, which reflects the experience of the establishment of
a communication channel link between the user and the network.
The S1-U between the eNodeB and the Serving GW is a user plane
interface, carrying user data received from the terminal or the server
of application, which reflects the user experience in the process of
business transmission. This paper focuses on the prediction of LTE
network complaint hotspots problem with the S1-MME and S1-U
interface data.
3.1 Preprocessing
We have selected 30 key features related to the user experience
based on our professional knowledge of network capability and
user service procedure, including 6 key features of S1-MME data
and 24 key features of S1-U data. There are 9 enumerated features,
Figure 1: The architecture of LTE network.
such as procedure type 1 for attach, 2 for service request, L4protocol
1 for TCP, and 2 for UDP. The other 21 features, such as upload
traffic, download traffic, are numeric type features.
To clean up the S1-MME and S1-U data, consistency check is
used to remove invalid data, erroneous data and duplicate data.
Considering that there are missing values in the data, for numeric
type data, the average value of this data can be utilized to fill in
according to the logical relationship.
In order to characterize the user’s business process in more detail,
we concatenate of the control plane with sequential associations to
form new features. For example, if the procedure type value ‘1’ and
a procedure status value ‘0’ are concatenated into one feature, then
the new value ‘10’ means the user attach is successful. In the end a
total of 33 additional features are obtained.
3.2 Feature Extraction
3.2.1 One-hot feature extraction. The value of the enumerated fea-
tures is artificially defined without the meaning of size or sequence.
Thus, they cannot be used as input to machine learning models
directly, such as procedure status value ’0’ means success, value ’1’
means failure, value ’255’ means timeout. As with the processing
in machine learning, one-hot encoding is required for these fields.
The matrix processed by these fields is not so sparse, so the binary
features converted from the categorical features can be used as the
input of the model. Assuming that there are n kinds of valid values
for a categorical feature, the feature can be encoded into a one-hot
vector with n values, where only one value is 1 and others are 0, as
shown in Figure 2.
Figure 2: One-hot feature extraction.
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3.2.2 Statistical feature extraction. Each operation of the user gen-
erates a signal data, and analyzing each signalling data separately
makes no sense since there are a large number of retrying and disas-
ter recovery mechanisms in the communication network to ensure
the user experience. For example, for a normal user, a signalling
process (such as a service request) may fail due to a terminal or a
special reason. But it will often succeed after retrying 1 or 2 times,
it will not affect the user experience. However, the users affected
by complaint hotspot problem often have frequent failures even
timeouts in multiple signalling, which affects the user experience.
Considering the particularity of the communication network, the
statistical features of the user signalling data are extracted as the
input of the model, instead of taking each XDR record as a sample.
For the categorical features, we calculate the total number of
services and the number of signal generated by a user for a period
of time, such as counting the number of user service request failures
within 5 minutes, which can be done by adding the one-hot vectors.
For the numeric features, the maximum, minimum, average, stan-
dard deviation, median and sum over a period of time are calculated
to describe the user’s experience in detail. For example, compared
to unaffected users, the affected users may have a longer TCP link
response delay. These six-dimensional statistical features can make
a significant contribution to distinguishing between affected and
unaffected users. And then the signalling data of control plane and
user plane are combined together.
3.2.3 Differential feature extraction. In order to extract the tempo-
ral trend of user’s data, we introduce the first-order difference and
second-order difference characters. First-order difference equation
is denoted as Equation(1).
∆yt = y (t + 1) − y (t) , t = 0, 1, 2, . . . ,n (1)
where y denotes the processed signalling data of one user at time t,
and ∆yt denotes the first-order difference sequence at this time.
Considering that the first-order difference sequence still contains
a long-term increasing trend, a difference operation is performed
again to obtain a second-order difference sequence, denoted as
Equation(2).
∆ (∆yt ) = ∆yt+1 − ∆yt (2)
By performing two differentials on the data, some long-term
trends implied in the original sequence can be extracted. After the
feature extraction process above, all the features finally used for
classification are obtained.
3.2.4 Classifier. Due to the particularity of the data, we faced two
problems when choosing a classification model. The first problem is
that the raw data contains a certain amount of noise, and we need to
choose a classification model with strong generalization ability. The
second one is that in order to do some follow-up analysis, we need
to find the key component by sorting the importance of features.
Considering the above two issues, GBDT(Gradient Boosting Deci-
son Tree) is a smart choice, since GBDT has strong generalization
ability and interpretability[11, 12].
Considering that GBDT is used as a regression model, a new
decision tree will be built in each round. When building the t-th
decision tree in t-th round, GBDT uses the residual of the regression
values of the previous t-1 decision trees on all samples as the value
to be fitted. When GBDT is used for classification, the model will
buildK decision trees at the same time in each round, corresponding
to K classifications, instead of building only one decision tree in
each round. In the t-th round, the softmax value of the regression
value f t−1m of the m-th decision tree generated from the previous
t-1 round of a sample xi indicates the probability that the sample
belongs to the classification m, as shown in Equation(3):
P tm =
ef
t
m (xi )∑K
p=1 e
f tp (xi )
(3)
Let the true label of the sample xi be represented as a one-hot
type vector
[
qm,i | m = 1, 2, · · · ,K
]
. Only if the sample xi belong
to the class k, the qk,i equals 1. Then residual error of the m-th
classifier of xi in t round is
N∑
i=1
qm,i − P tm (xi ).
Although GBDT performs well on the general data set, it still
has two problems. One problem is that when the data set is large or
the feature dimension is high, the efficiency and scalability of the
algorithm are difficult to meet the demand. The other problem is
that themodel does not workwell on unbalanced data set. Aiming to
solve these problems, we introduced a model named LightGBM[13],
which is an efficient GBDT model.
For the first problem, LightGBM is optimized in two aspects.
On the one hand, the model uses the GOSS algorithm to optimize
the sampling process during training. On the other hand, the EFB
algorithm is used to reduce the sample feature dimension. These
two optimization methods help the model reduce the calculated
amount and improve the performance of the algorithm.
The model improved by GOSS does not traverse all samples to
find the optimal threshold according to the principle of maximum
information gain when performing node splitting on a feature j.
Instead, the model first sorts the samples according to the gradient
values, then selects a% samples with the largest gradient value, and
randomly selects b samples from the remaining (1 − a)% of the
samples to form a new training set to build the classifier. The b
samples with smaller gradients are multiplied by a larger coefficient.
The value of information gain calculation when splitting a node
can be expressed as Equation(4):
V˜j (d) = 1
n
©­­«
(∑
xi ∈Al дi +
1−a
b
∑
xi ∈Bl дi
)
n
j
l (d)
ª®®¬
+
1
n
©­­«
(∑
xi ∈Ar дi +
1−a
b
∑
xi ∈Br дi
)
n
j
r (d)
ª®®¬
(4)
where Al =
{
xi ∈ A : xi j ≤ d
}
, Ar =
{
xi ∈ A : xi j > d
}
, Bl ={
xi ∈ B : xi j ≤ d
}
, Br =
{
xi ∈ B : xi j > d
}
, d is the optimal thresh-
old culculated by the model.
For sparse high-dimensional data, LightGBM can bundle exclu-
sive features through the EFB algorithm to achieve the target of
reducing feature numbers. That means the complexity of the his-
togram creation will be reduced from O(data * feature) to O(data
* bundle), when the histogram is created, thus accelerating the
training process of LightGBM.
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This approach allows LightGBM to use non-full data for training
each time when fitting a new tree, which reduces computational
load from the training data dimension, increases decision tree di-
versity, and improves generalization capability.
To solve the second problem, LightGBM can make some adjust-
ments for weights of positive samples.
The flow chart of the proposed method is shown in Figure 3.
Figure 3: The general block diagram of proposed method
4 EXPERIMENT AND APPLICATIONS
To validate the effectiveness of the proposed method, experiments
are conducted based on atmospheric waveguide case. Atmospheric
waveguide phenomenon causes the signal to cross the protection
time slot and seriously interfere with the uplink of the remote base
station. That phenomenon leads to deterioration of VoLTE voice
call quality and slow speed of LTE Internet access, thereby affecting
the user experience and causing bulk complaints.
In order to ensure the robustness of the model and characterize
the affected user data in more detail and comprehensively, three
types of user data are selected to construct a negative sample set,
which were all labeled by the field technicians, including the unaf-
fected users during the atmospheric waveguide period, other com-
plaint users, and normal users. Thus, we collected 702598 samples of
S1-MME interface data and 2073038 samples of S1-U interface data.
30 key fields related to user experience are selected according to
the professional knowledge of network and user service procedure,
such as procedure type, procedure status, request cause, failure
case, app type code, app type whole, L4 protocol, upload/download
traffic. Then the invalid data, erroneous data and duplicate data are
removed by consistency check. The average of the numeric field is
used to fill the missing values. There is sequential logical relation-
ship between the fields, so these pairs of fields are spliced to form
new fields, such as procedure type - procedure status, procedure
type - request cause, procedure type - failure cause.
The categorical fields are converted to binary features by one-hot.
In order to extract the statistical feature, the data is sliced by time.
The choice of duration is based on the following considerations.
In practice, atmospheric waveguide phenomenon usually affects
users’ service during a few minutes. If the slicing period is too long,
the statistical features may be so smooth that it is same as normal
users’. If the slicing time is too short, the statistical features may
not effectively distinguish the complaint hotspot problem from
the sporadic small-scale network failure. Thus, the 5 minutes is
finally chosen. After sliced, the statistical features of each slice are
extracted. Then, the S1-MME data and the S1-U data are spliced in
time. Figure 4. shows the statistical characteristics of TCP construct
link ack time. It can be seen that the statistical characteristics of
the affected users and the normal users are different.
Figure 4: Statistical feature. The box diagramof the TCP con-
struct link ack time and download IP packet number of af-
fected users and normal users.
Through above steps, 626 statistical features are extracted. Sub-
sequently, the difference features are extracted. Figure 5. shows
the data trend after the first-order difference and the second-order
difference.
Finally, the 252325 by 1878 sample matrix, including less than
10% of negative samples, is divided into train set and test set by 7:3.
Considering the imbalance of the sample, the precision and recall
cannot fully reflect the classification performance. Therefore, we
use the F1 score that takes both into account to evaluate the results.
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Figure 5: Differential feature. The picture shows the first-
order difference and the second-order difference of the fea-
ture, which denotes the total number of apptypewhole value
15 in five minutes.
While setting the largest number of leaves as 120, the LightGBM
model converged after 230 iterations. The relationship between
F1score and weights of positive samples is shown in Figure 6. From
this relationship, it can be concluded that the performance is best
when the weight of positive samples is 5.The ROC curve and PR
curve at this time are shown in Figure 7 and Figure 8.
Figure 6: The relationship between F1 score, precision and
weights.
Through the feature importance calculation, we get the order of
importance of all features. The five most important features of the
user plane and the control plane are listed in Table 1. Furthermore,
we analyze the distribution of these features in both positive and
negative samples. Taking ’Number of signalling data’ as an example,
Figure 9 shows the distribution difference of the feature in positive
and negative samples. Through the analysis based on network
business logic, we find that affected users have no signalling data
of control plane in most of slicing period due to the inability to
perform normal business processes.
Besides, the comparative experiment is conducted. The result is
shown in Table 2. In LightGBM training process we increase the
weight of the negative samples. The result shows the LightGBM
model can recognize more positive samples than others. Due to
Figure 7: The AUC Evaluation. Diagram shows the ROC
curve based on the LightGBM.
Figure 8: The PR Curve.
Control plane User plane
Number of signalling data Maximum of the spendtime
Sum of paging success num-
ber
Standard variance of win-
dowSize
Total number of E-RAB re-
lease
Minimum of TCPSynNum
Total number of signalling
data
Minimum of upload traffic
Total number of authentica-
tion failure
Sum of the spendtime
Table 1: Features of TOP importance.
the actual service needs in the network and its efficiency, accuracy,
interpretability, LightGBM is more suitable for the prediction of
the complaint hotspot problem.
At present, the proposed method has been deployed in the net-
work of a certain province in China. By introducing the prediction
model into the complaint pre-processing section, the pre-processing
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Figure 9: The distribution of the ’Number of signalling data’
in positive and negative samples.
Method Precision F1 score
LightGBM 83.35% 84.54%
Decision Tree 75.71% 71.06%
Random Forest 83.25% 78.12%
GBDT 85.35% 80.90%
DNN 75.59% 78.81%
CNN 79.25% 76.83%
Table 2: The comparison of LightGBM classifier with Deci-
sion Tree, Random Forest, GBDT, DNN and CNN.
of the complaint problem can be implemented. The prediction time
can be compressed to within 5 minutes, and the accuracy rate is
87% with 17.1% decline in complaints rate.
5 CONCLUSIONS
This paper presents a prediction method of the complaint hotspot
problem based on signalling big data. By preprocessing the original
S1 interface signalling data, the key fields are selected and cleaned.
One-hot features, statistical features and differential features are
extracted to characterize the differences between the affected users
and unaffected users. The LightGBM classifier which has strong
generalization ability, interpretability and the adjustable weight is
used to recognize the affected users. Through experiments on atmo-
spheric waveguide case, it is proved that the proposed method can
be used to detect the complaint hotspot problem more proactively
with better performance, and it is more suitable for the prediction
of the complaint hotspot problem. The applications used in the com-
mercial network in a province of China proves the feasibility and
efficiency of the proposed method. The proposed method can help
the operators locate the problems, output the potential affected area
and user groups in the first time, then take customer care before
user complaints, thereby avoiding bulk complaints.
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