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  1 
1 Einleitung 
Für Unternehmen ist es wichtig, kontinuierlich neue Produkte am Markt zu platzieren, um auf 
Dauer wettbewerbsfähig zu bleiben. Dabei wird im Marketing die Definition von „neu“ recht frei 
gehandhabt. Oft basieren neue Produkte auf deren Vorgänger und/oder Konkurrenzprodukten [VDI 
2222]. Wirklich neue Produktideen finden nur zögernde Akzeptanz im Unternehmen. Es scheint, 
dass Erfahrungswerte, firmeninterne Konventionen, aber auch streng definierte Prozessabläufe die 
Bereitschaft mindern ungewohnte Wege in der Produktentwicklung zu gehen und sich auf das Ri-
siko einer Neuentwicklung mit ungewissen Erfolgsaussichten einzulassen. Jedoch sollte keine 
technische Lösung dauerhaft als optimal bewertet werden [PAHL07]. Der Fortschritt in Technik und 
Wissenschaft, aber auch die Veränderungen in Politik und Gesellschaft verlangen von einem Pro-
duktentwickler ein ständiges Überdenken der vorliegenden Lösungen. 
Wenn jedoch ein Lösungsansatz noch zu viele Unbekannte enthält, erschwert dies die Entschei-
dung für eine weitere Verfolgung dieser Idee, da sich die Erfolgsaussichten in diesem Fall nur 
schwer abschätzen lassen. In der Konsequenz bedeutet dies für ein Unternehmen meist ein (zu) 
hohes finanzielles Wagnis, denn Neuentwicklungen verlangen in der Regel höhere Investitionen 
als „Neuauflagen“ bereits bekannter und bewährter Lösungsansätze. 
Ein Zweck des allgemeinen Konstruktionsprozesses in der Konstruktionsmethodik ist die zielge-
richtete Wandlung einer Produktidee aus der Ungewissheit in einen planbaren Sachverhalt. Durch 
Abstraktion und systematische Auswahl wird ein großes Lösungsfeld aufgespannt und eine opti-
male Umsetzung der Idee ermittelt und so die Produktentwicklung unterstützt. Ein methodisches 
Vorgehen ist meist zunächst zeit- und damit kostenintensiv und rechnet sich erfahrungsgemäß erst 
in späteren Phasen der Produktentwicklung. Die Skepsis gegenüber der Entwicklung neuer Pro-
dukte kann daher im Konstruktionsprozess lange fortbestehen. 
Zur Prüfung neuer Ideen wird beispielsweise in der Medizintechnik das methodische Vorgehen für 
die Entwicklung neuer Produkte durch neue Strategien ergänzt. Um Zweifel gegenüber Neuent-
wicklungen zu minimieren, werden schon bald nach dem Konzipieren erster Ideen erste Muster 
gefertigt [THON08]. Diese physikalischen Modelle sind auch für Nichttechniker beurteilbar. Ein 
solches Vorgehen beschleunigt die Verifikation einzelner Ideen und Konzepte. Die 3D-
Drucktechnik erlaubt den raschen Schritt zu einem realen Muster, welches anschließend als Be-
wertungsobjekt dienen kann. Auf diese Weise ist es möglich, den Konstruktionsprozess für be-
stimmte Produktarten deutlich zu beschleunigen. Doch hierbei stellt sich die Frage umso zuges-
pitzter, welche Konzepte verfolgungswürdig sind und welche von vornherein verworfen werden 
sollten. Denn die Realisierung eines Konzepts in Form eines Modells bedeutet auch heute noch 
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eine hohe finanzielle Investition. Es liegt auf der Hand, dass nicht beliebig viele Konzepte auf diese 
Weise geprüft werden können.  
Im Laufe der Produktentwicklung entstehen viele Ideen rund um die Aufgabenstellung, die aber oft 
im Nachhinein wieder verworfen werden müssen. Aus sieben Konzepten in der Startphase einer 
Produktentwicklung wird im Durchschnitt lediglich eines erfolgreich am Markt sein [COOP02]. Stellt 
man erst zu einem späten Zeitpunkt fest, dass die verfolgte Lösung ungeeignet ist, ist unter Um-
ständen ein großer Teil des Entwicklungsbudgets bereits verfehlt investiert worden. 
Wie kann also eine Auswahl in einem frühen Stadium der Produktentwicklung getroffen werden? 
Welche Informationen liegen einem Produktentwickler zu diesem Zeitpunkt schon vor und wie 
können diese ihm helfen, sichere und reproduzierbare Entscheidungen zu treffen?  
Unbestreitbar hat die Funktionalität des Produkts die oberste Priorität in der Produktentwicklung. 
Wenn ein Produkt nicht einwandfrei funktioniert, wird es keine Chance auf dem Markt haben. Um 
welchen Preis man ein Produkt mit der gewünschten Funktionalität erhält, ist die zweite Frage, die 
sich direkt im Anschluss stellt. Daher ist der Produktentwickler gehalten streng kostenbewusst zu 
konstruieren. 
Schon lange ist bekannt, dass gerade in der frühen Entwicklungsphase die Produktkosten beson-
ders gut beeinflussbar sind [EHRL07], [PAHL07], [KOLL98]. Durch die geeignete Wahl des Lö-
sungsprinzips, der Materialien und der Baustruktur lassen sich sehr früh und ohne großen Auf-
wand die Weichen für eine kostengünstige Fertigung stellen.  
1.1 Problemstellung 
Im Gegensatz zu der fast operativen Ausarbeitung der Konzeptvorlage in der Gestaltungsphase 
steht in der frühen Phase der Produktentwicklung das eigentliche Erarbeiten der Produkt- und Pro-
jektdefinitionen im Vordergrund [HERS07]. Die Ergebnisse der ersten Konstruktionsphasen sind: 
• die Anforderungsliste, in der Randbedingungen und Ziele in Form von „Forderungen“ und 
„Wünschen“ an das zu entwickelnde Produkt festgehalten werden, und 
• Konzepte. Sie enthalten die Funktionen, die das Produkt erfüllen soll, und deren prinzi-
pielle Lösungen. Durch alternative Kombinationen entstehen unterschiedliche Lösungs-
ansätze [PAHL07].  
Schon in dieser frühen Phase empfiehlt es sich, neben technischen Aspekten auch eine Kosten-
obergrenze festzulegen, die im Weiteren nicht überschritten werden sollte [FISC08]. 
Die Lösungsvarianten werden anschließend anhand ihrer technischen und wirtschaftlichen Eigen-
schaften bewertet. Die Bewertung dient als Basis für die Entscheidung, welches Konzept in der 
Folge weiter ausgearbeitet wird.  
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Handelt es sich bei der Konstruktionsaufgabe um eine Variantenkonstruktion eines bestehenden 
Produkts und muss der Produktentwickler lediglich bekannte Elemente neu anordnen, so stehen 
womöglich schon ausreichend Kosteninformationen zur Verfügung, ohne dass eine erste Skizze 
angefertigt werden musste. Die Konstruktionsmethodik stellt auch schon in dieser frühen Phase 
einige Methoden für die Abschätzung der Kosten bereit, wie beispielsweise Konkurrenz- und 
Marktanalysen, Bestimmung von Kostenschwerpunkten durch Kostenstrukturanalysen oder ABC-
Analysen [FELD11]. 
Die beschriebene Vorgehensweise ist ein wesentliches Merkmal des methodischen Konstruierens, 
in der eine Aufgabe durch Analyse und Synthese schrittweise gelöst wird [FISC08]. Hat der Pro-
duktentwickler jedoch die Aufgabe, ein neues Produkt zu entwickeln, so ist eine frühe Kosten-
schätzung nicht mehr ohne weiteres möglich. So erzwingen die Integration neuer Funktionen in ein 
bekanntes Produkt und die Berücksichtigung neuer Fertigungstechnologien oder anderer neuer 
Randbedingungen eine umfangreichere Überarbeitung des Produkts. 
Die Arbeitsergebnisse sind in diesem frühen Stadium der Konstruktion noch ungenau, unvollstän-
dig und eventuell auch fehlerhaft. Für die Kalkulation der Kosten mit den bekannten Verfahren sind 
nur wenige Anhaltspunkte vorhanden, wenn das zu entwickelnde Produkt einen hohen Neuheits-
grad besitzt [CHIN09]. Daher ist diese Phase sehr von Unsicherheit beim Entwickler geprägt 
[ULRI11], [DEVR06]. Es entsteht ein Dilemma: Denn der Produktentwickler ist gehalten, auf Basis 
des Konzepts Entscheidungen zu treffen und damit zentrale Eigenschaften des Produkts festzule-
gen. Diese bestimmen nicht nur wesentliche Produktcharakteristika, sondern sie haben auch direk-
ten Einfluss auf die Faktoren Zeit und Kosten des Entwicklungsprojekts und des fertigen Produkts. 
Es liegt also nahe, dem Produktentwickler so früh wie möglich Informationen zur Verfügung zu 
stellen, die ihm dabei helfen, seine Konzepte gezielt zu entwickeln und zu beurteilen. Dazu gehö-
ren auch Kosteninformationen. Sind aufgrund des hohen Neuheitsgrades des Produkts nur wenige 
Teileinformationen in der frühen Phase der Produktentwicklung vorhanden, sind die klassischen 
Verfahren zur Teilekalkulation nicht oder nur eingeschränkt einsetzbar. Daher ist das Thema Kos-
tenkalkulation bis heute im Fokus des Forschungsinteresses. 
1.2 Zielsetzung 
Diese Arbeit will eine Methode vorstellen, mit der Produkte hohen Neuheitsgrads in einem sehr 
frühen Entwicklungsstadium bezüglich der Herstellkosten beurteilt werden können. 
Die Methode greift der eigentlichen Kostenkalkulation vor. Sie soll die Lücke zu den Kalkulations-
verfahren schließen, welche zum Abschätzen der Kosten bekannte Funktionen und Lösungsprinzi-
pien voraussetzen (vgl. [REIS01]).  
4 1   Einleitung 
Das Ziel der vorliegenden Arbeit ist die Entwicklung eines methodischen und systematischen An-
satzes zur Kostenprognose mit Bayes-Netzwerken für neuartige Produkte in einem sehr frühen 
Entwicklungsstadium. So soll diese Arbeit einen Überblick über das Themengebiet der Bayes-
Netzwerke geben und beweisen, dass diese für die Kostenprognose in frühen Phasen der Pro-
duktentwicklung gut geeignet sind. Der Produktentwickler soll die Methode verstehen lernen, so 
dass er in der Lage ist, eigene Netzwerke zu generieren und diese anzuwenden. Dazu wird der 
generelle Aufbau eines Netzwerks für die Kostenprognose vorgestellt. Allgemeingültige Netzstruk-
turen, die praktisch auf alle Produktdomänen anwendbar sind, erleichtern den Aufbau eines eige-
nen Netzwerks. Der Lösungsansatz wird anhand eines Beispiels illustriert.  
1.3 Aufbau der Arbeit 
Einleitend gibt Kapitel 1 einen ersten Überblick über die Problematik und die daraus resultierende 
Aufgabenstellung. Als Ziel wird die Etablierung einer neuen Technik für die Kostenprognose von 
Produkten mit hohem Neuheitsgrad in der frühen Phase der Produktentwicklung formuliert. Der in 
dieser Arbeit verfolgte Lösungsweg wird grob beschrieben. 
In Kapitel 2 wird die frühe Phase der Produktentwicklung näher betrachtet. Insbesondere werden 
die Arbeitsergebnisse und ihre Darstellungsweise diskutiert. Die Produktplanung und speziell Ent-
scheidungsprozesse, für die gerade im Anfangsstadium der Produktentwicklung nur wenige Infor-
mationen zur Verfügung stehen, werden hier näher beleuchtet. Abschließend werden daher die 
Einflussparameter auf die Herstellkosten eines technischen Produkts herausgearbeitet. 
Kapitel 3 befasst sich mit dem Stand der Technik. Es werden die aktuellen Methoden der Kosten-
kalkulation vorgestellt und im Licht der veränderten Randbedingungen der Produktentwicklungs-
prozesse diskutiert. Dies führt zum zentralen Thema dieser Arbeit: Bayes-Netzwerke für die Kos-
tenprognose in der frühen Phase der Produktentwicklung. 
Kapitel 4 erläutert zunächst die Grundlagen der Bayesnetze. Mathematik, grafische Darstellungs-
weise, Arbeitsweise und Anwendungsbereiche werden näher vorgestellt und ein allgemeiner Weg 
wird aufgezeigt, um Bayes-Netzwerke schrittweise zu generieren. 
In Kapitel 5 wird die erforderliche Struktur eines Bayes-Netzwerks für die Kostenprognose herge-
leitet. Unter Rückbezug auf Kapitel 4 werden mittels einer Top-Down-Methodik die erforderlichen 
Strukturelemente für eine Kostenprognose entwickelt. Anschließend verdeutlicht ein Praxisbeispiel 
die Tauglichkeit des Bayes-Netzwerks.  
Die Arbeit schließt mit Kapitel 6. Ein Fazit nennt zusammenfassend die gewonnenen Erkenntnis-
se, und im Ausblick werden Ansätze vorgestellt, die Gegenstand zukünftiger Forschungsarbeiten 
sein können. 
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2 Die frühe Phase in der Produktentwicklung 
In der Konstruktionsmethodik wird der Produktentwicklungsprozess üblicherweise in verschiedene 
Phasen gegliedert. Übereinstimmend definiert die Literatur die eigentliche Konstruktionsaufgabe 
als Startimpuls für die Produktentwicklung [ROTH00], [ULRI11], [VDI2221], [KOLL98], [PAHL07]. 
Dabei ist es gleich, ob der Impuls dem Markt, also den Kundenbedürfnissen, oder einem neuen 
Produkt eines Wettbewerbers entspringt oder von der strategischen Produktplanung eines Unter-
nehmens herrührt. Erst mit der Formulierung der Aufgabe wird der Entwicklungsprozess eines 
Produkts angestoßen. Hier startet auch die frühe Phase der Produktentwicklung. 
Die darauffolgenden Arbeitsschritte werden in der Literatur unterschiedlich aufgeteilt und bezeich-
net. Während bei Koller zwischen Funktions- und Prinzipsynthese und dem qualitativen Gestalten 
unterschieden wird [KOLL98], gliedern Pahl und Beitz die Arbeitsschritte in Konzipieren und Ent-
werfen [PAHL07]. Weitere Vorschläge für die Beschreibung der Arbeitsschritte beim Konstruieren 
finden sich unter anderem in [LIND05], [ROTH00], [ULRI11], [VDI2221]. Im Kern ähneln sich je-
doch sämtliche Prozessbeschreibungen. 
Eine Grenzziehung zwischen der frühen Phase und den späteren Phasen der Produktentwicklung 
ist problematisch. Während zu Beginn der Produktentstehung die Arbeitsschritte oft mehrmals, 
womöglich auch in beliebiger Reihenfolge hintereinander oder parallel durchlaufen werden, sind 
die Abläufe in späteren Phasen eher strukturiert und sequenziell [KOEN02]. Eine strikte Trennung 
der frühen Phase von der eigentlichen Produktentwicklung kann aus Sicht der Praxis plausibel 
scheinen, doch widerspricht dies den Vorgehensplänen der Konstruktionsmethodik, die die Aktivi-
täten der frühen Phase, wie Aufgabenklärung, Funktionsanalyse und Konzeptfindung, ausdrücklich 
beinhalten [JETT05]. 
Als Beispiel sei der Prozess nach VDI 2221, wie in Abbildung 1 dargestellt, näher betrachtet. Die-
ser Vorgehensplan entstand im Rahmen einer Standardisierung der verschiedenen Modelle des 
Konstruktionsprozesses. Im Hinblick darauf kann man die Bezeichnung „früh“ auf die Phasen: 
1. Klären und Präzisieren der Aufgabenstellung 
2. Ermitteln von Funktionen und deren Strukturen 
3. Suchen nach Lösungsprinzipien und deren Strukturen 
4. Gliedern in realisierbare Module 
anwenden. Diese Einordnung ist unabhängig von der Konstruktionsart, die betrachtet wird. Inso-
fern ist es irrelevant, ob die Konstruktionsaufgabe darin besteht, etwas völlig Neues zu schaffen, 
oder darin, ein schon bestehendes Produkt zu modifizieren. Das Vorgehen bleibt grundsätzlich 
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identisch. In Abhängigkeit von der Konstruktionsart
werden, da Teilergebnisse eventuell bereits 
eines bestehenden Produkts beibehalten werden, 
wird. Hier werden häufig lediglich Maße und Anordnung ange
Abbildung 1: Eingrenzung der frühen Phase der Produktentwicklung im
Die Gliederung in einzelne Arbeitsschritte darf nicht dazu verleiten, diese isoliert zu betr
Auch darf der Ablauf nicht als sequenziell oder linear interpreti
die frühen Phasen erfordern große Kreativität
Jedem Hauptarbeitsschritt sollte eine 
ergebnis überarbeitet werden mus
das bisherige Ergebnis etwa insgesamt 
frühe Phase abgeschlossen, wenn die Entscheidung fällt ein Konzept in ein reales Produkt umz
setzen. 
2.1 Konzept – Darstellung und Eingrenzung
Eine erste Übersicht darüber, was unter dem Begriff „Konzept“ zu verstehen ist, kann dem Broc
haus als Online-Ausgabe [BROC11
Konzept [lateinisch conceptus »das Zusammenfassen«] 
1) Erste Niederschrift, Entwurf eines Schriftstücks
2) Klar umrissener Plan, Programm für ein Vorhaben
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 können jedoch Arbeitsschritte übersprungen
vorhanden sind. So können Prinziplösung und Entwurf 
wenn auf dessen Basis eine Variante entwickelt 
passt [FISC08].
 
 Konstruktionsprozess nach VDI 2221
ert werden [PAHL05]
 [JOER05] und häufiges iteratives Zurückspringen.
Bewertung folgen, mit der sich entscheidet, ob 
s, in der nächsten Phase weiterentwickelt werden kann 
verworfen werden muss. Nach Verworn [VERW04] 
 
] entnommen werden: 
das, -(e)s/-e, bildungssprachlich:
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das Arbeits-
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Im technischen Sinne beschreibt ein Konzept die grundsätzliche Lösung für eine abgegrenzte 
Konstruktionsaufgabe. Dabei differieren die Ansichten in der Literatur, welche Arbeitsergebnisse in 
einem Lösungskonzept vereint sind. Koller beschreibt ein Konzept als optimale Prinziplösung, in 
der der Funktionszusammenhang und die dazugehörigen physikalischen Effekte enthalten sind 
[KOLL98]. Dies findet sich in ähnlicher Form auch bei Beitz [BEIT83], [RODE91] und [ROTH00].  
Allen gemein ist die Prinziplösung als zentrales Element des Konzepts. Eine Prinziplösung ist ein 
von der konkreten Konstruktionsaufgabe nicht unabhängiges Produktmodell. Es können bereits 
anforderungs- bzw. funktionsbezogene Hauptabmessungen und Materialangaben in einer Prinzip-
lösung integriert sein [VDI2222]. Sie beinhaltet also schon erste Ansätze zu der späteren gestaltli-
chen Ausprägung. 
Feldhusen schließt sich dem Konzeptbegriff aus der Richtlinie VDI 2222 an und definiert ein Ge-
samtkonzept, welches aus zwei Teilen besteht [FELD10]. Das Wirkkonzept enthält die Funktions-
struktur in Kombination der gewählten physikalischen Effekte. Das Gestaltungskonzept dokumen-
tiert bereits in Ansätzen Hauptform, Anordnung und Abmessungen der zentralen Elemente der 
Lösung. 
Prinziplösungsskizzen für ein Konzept sind Ergebnisse eines kreativen Prozesses. Sie lassen sich 
daher nur schwer in Inhalt und Darstellungsform eingrenzen und definieren. Abhängig von der 
Konstruktionsaufgabe und -art kann eine Prinziplösung inhaltlich erheblich variieren. So ist die 
Skizze einer Prinziplösung für eine Neukonstruktion noch sehr ungenau und umreißt meist zu-
nächst einmal die Produktidee mit ihren wesentlichen Elementen [LEMB09]. Bei einer Anpass-
konstruktion sind hingegen schon viele Elemente bis ins Detail ausgestaltet, so dass in einem 
Konzept lediglich Schnittstellen und einzelne Komponenten umgestaltet werden müssen. 
Ein Konzept kann also eine sehr heterogene Charakteristik aufweisen. So findet man üblicherwei-
se darin eine Mischung aus neuen und bekannten Elementen. Viele Größen sind von vornherein 
bekannt. Kauf-, Norm- und Standardteile, über die alle Informationen vorliegen, können meist von 
Beginn an in das Konzept integriert werden. Daher können die einzelnen Bestandteile eines Kon-
zepts bzw. einer Prinziplösung in sehr unterschiedlichen Detaillierungsgraden vorliegen. 
Neben den inhaltlichen Aspekten eines Konzepts findet man in der Praxis eine Vielzahl verschie-
dener Formen der Prinziplösungsskizzen vor. Die Richtlinie VDI 2222 nennt als mögliche Darstel-
lungsformen eines technischen Prinzips: 
• Weitgehend standardisierte symbolhafte Skizzen, z. B. in der Getriebetechnik 
• Völlig freie Strichskizzen als Abstraktion realer Gebilde 
• 3D-Freihandskizzen 
• Unmaßstäbliche Grobentwürfe, z. B. auch unter Einsatz von vergrößerten oder verklei-
nerten Anteilen vorhandener Zeichnungen 
• In vorhandene Zeichnungen eingetragene Änderungen (mit und ohne CAD) [VDI2222] 
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Lemburg betont in [LEMB09] den abstrakten Charakter der Prinziplösungsskizze. In der skizzierten 
Prinziplösung wird das eigentliche Konstruktionsproblem fokussiert. Durch Weglassen und Verein-
fachen von Elementen der Lösung, die in dieser Phase nur eine untergeordnete Rolle spielen, ist 
die Lösung gut zu überblicken, aber auch auf das Wesentliche, den Kern der Lösung, reduziert. In 
der Folge bedeutet das, dass eine Prinziplösungsskizze nie die vollständige Information über die 
bisher erarbeiteten Ergebnisse wiedergibt. Daneben existieren in der Regel eine Reihe weiterer 
technischer Informationen, welche die Prinziplösung in Form von Worten, Formeln oder Symbolen 
(wie z.B. Kraft- oder Richtungspfeile) ergänzen, ebenso wie Diagramme, Tabellen oder Listen mit 
Anforderungen. 
Genauso wie die Arbeitsschritte in der frühen Phase der Produktentwicklung nur schwer fassbar 
und dokumentierbar sind, variieren auch die Hilfsmittel in dieser Phase der Produktfindung. Spricht 
man vom Konzipieren in den frühen Phasen, so ist im Allgemeinen das Skizzieren auf Papier ge-
meint. Die klassischen Hilfsmittel Papier und Stift sind bis heute sehr beliebte Arbeitsmittel des 
Produktentwicklers zu Beginn der Produktentwicklung [HACK02], [ROEM02] und werden noch 
Anfang der 2000er-Jahre als Stand der Technik angesehen [LIES03]. Durch die einfache Handha-
bung kann der Produktentwickler seine Aufmerksamkeit auf die Produktentwicklung lenken und ist 
nicht gezwungen, sich intensiv mit der Bedienung des Arbeitsmittels zu beschäftigen.  
CAD-Systeme kommen in der Regel erst in späteren Arbeitsschritten zum Einsatz und wurden in 
frühen Phasen bisher eher zurückhaltend verwendet [SCHU03]. Die Auswertung von studenti-
schen Projektarbeiten (195 Studenten im Rahmen von Lehrveranstaltungen, Studien-und Diplom-
arbeiten im Zeitraum von 2003-2008) zeigt jedoch, dass jüngere Generationen der Ingenieure 
durchaus gerne CAD-Software zum Konzipieren in frühen Phasen der Entwicklung anwenden 
[FELD08]. Intuitive Bedienung und die Möglichkeiten für den unkomplizierten Import von Skizzen 
und Bildern erleichtern immer mehr die kreative Produktentwicklung mit rechnerunterstützten Sys-
temen. 
Die rechnerunterstützte Konzeption einer Lösung ermöglicht die Dokumentation einer Produktidee, 
erleichtert deren Variation und Visualisierung. Elektronisch dokumentierte Konzepte bilden letztlich 
auch eine erste Datenbasis für die Folgeschritte in der Produktentwicklung [TRIB03] und erleich-
tern diese über verteilte Standorte hinweg. 
Doch die Anwendung von 3D-CAD-Software ist auch nicht unproblematisch, denn sie verleitet da-
zu, von der äußeren Gestalt nach innen zu konstruieren [LEMB09]. Dies wird im Allgemeinen als 
ungünstig betrachtet, insbesondere wenn, wie meistens bei technischen Produkten der Fall, die 
Funktion zu diesem frühen Zeitpunkt im Fokus und die äußere Gestalt nur sekundär ist. 
Unabhängig vom Hilfsmittel besteht die Notwendigkeit der Dokumentation der Arbeitsergebnisse 
aus der frühen Phase. Dies zum einem, um die generierten Ideen, bzw. Konzepte vergleichen zu 
können, ohne dass der oder die Entscheider alle Varianten im Sinn haben müssen [HACK02]. Und 
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zum anderen ist eine Dokumentation für die Reproduzierbarkeit der Entscheidung wichtig, um ge-
gebenenfalls entscheidende Argumente zu einem späteren Zeitpunkt nachvollziehen zu können. 
In der frühen Phase der Produktentwicklung entstehen häufig mehrere Konzepte. Daraus muss 
das vielversprechendste gewählt werden. Die parallele Ausarbeitung mehrerer Konzepte ist kost-
spielig und beansprucht wertvolle Ressourcen. Die Datengrundlage für die Beurteilung des Kon-
zepts ist für Produkte mit hohem Neuheitsgrad sehr gering und unterscheidet sich oft von Konzept 
zu Konzept. Daher ist ein Vergleich der Konzepte meist schwierig und selten objektiv [SCHU08]. 
Die Problematik in der Beurteilung neuartiger Konzepte zu einem frühen Zeitpunkt wird im folgen-
den Kapitel dargelegt. 
2.2 Produktplanung und Entscheidungsprozess in der frühen Phase der Produkt-
entwicklung 
Die Mehrheit der Phasenmodelle, die im Rahmen der Konstruktionsmethodik diskutiert und in der 
Praxis angewandt werden, gliedert in der Regel den Produktentwicklungsprozess in eine über-
schaubare Abfolge von Arbeitsschritten. Methoden und Ressourcen können diesen Arbeitsschrit-
ten offensichtlich auch schon in der frühen Phase gut zugeordnet werden. In den meisten Modellen 
zeigen Iterationspfeile oder –schritte dem Betrachter jedoch auch klar auf, dass Arbeitsergebnisse 
immer wieder bewertet und gegebenenfalls überarbeitet werden müssen. Dennoch vermitteln die 
Schemata implizit, dass es sich bei einem Konstruktionsprozess um eine Abfolge definierter Ar-
beitsschritte handelt, die, Schritt für Schritt abgearbeitet, zum gewünschten Erfolg führen. Mit der 
Zunahme der Routinearbeiten in späteren Phasen [EHRL09] kann diese Aussage zutreffen. Zu 
Beginn der Produktentwicklung ist jedoch das Handlungsfeld des Produktentwicklers noch weitge-
hend offen [JETT05]. Außerdem fordert der unscharfe Lösungsraum vergleichsweise mehr Ideen-
reichtum und Kreativität für das Konzipieren und Abwägen von Lösungsmöglichkeiten als in späte-
ren Phasen. Wichtig ist es, den Anforderungen der Kunden, dem rechtlichen Umfeld, Fertigungs-
technik, Vertriebsstrukturen, etc. von Beginn der Produktplanung an gerecht zu werden. Die Not-
wendigkeit einer nachhaltigen Produktentwicklung und die Tatsache, dass bei Neuentwicklungen 
Erfahrungswerte nur eingeschränkt nutzbar sind, erschweren die Situation des Produktentwicklers 
zusätzlich.  
Für die Konzeptbewertung liegen in den ersten Phasen der Produktentwicklung nur wenige konk-
rete Daten vor, insbesondere für Produkte mit hohem Neuheitsgrad (Abbildung 2). Der Produkt-
entwickler muss für eine reproduzierbare Beurteilung die Lösungen weiter detaillieren, weiter rele-
vante Informationen sammeln und auf seinen Erfahrungsschatz zurückgreifen.  
Doch dies ist nicht ohne weiteres möglich: Die vorliegenden Konzepte alle weiter zu detaillieren, 
schafft zwar einen Spielraum und damit Flexibilität in Konstruktion und Design, ist jedoch kostspie-
lig. Das Sammeln weiterer Informationen zur Verbesserung der Datengrundlage für die Bewertung 
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ist aufgrund des unscharfen Lösungsraums problematisch. Der Produktentwickler muss aus Zeit-
gründen die Informationsbeschaffung auf ein sinnvolles Maß begrenzen und dabei entscheiden, 
wie weit oder wie eng er die Grenzen des Problembereichs zieht. Dabei muss beachtet werden, 
dass mehr Informationen nicht zwangsläufig mehr Wissen erzeugen. Und letztlich kann der Pro-
duktentwickler auf seinen Erfahrungsschatz nur dann zurückgreifen, wenn er zuvor ähnliche Pro-
dukte entwickelt hat. Handelt es sich um ein neuartiges Produkt oder einen unerfahrenen Inge-
nieur, ist der Erfahrungsschatz dahin gehend entsprechend gering. 
 
Abbildung 2: Möglichkeit der Kostenbeeinflussung im Vergleich zu den zur Verfügung stehenden Daten nach Ehrlen-
spiel und Koller 
Folglich entsteht ein Dilemma. Einerseits existiert in der frühen Phase die Möglichkeit, das Produkt 
maßgeblich zu beeinflussen und zu verändern, ohne dass dabei erhebliche Kosten (Stichwort Än-
derungskosten) entstehen, andererseits müssen Konzeptentscheidungen auf der Basis weniger 
feststehender Parameter getroffen werden. 
Aus dieser Situation entsteht beim Produktentwickler eine Unsicherheit: 
• Unsicherheit in Hinsicht auf das Risiko, ob man eine geeignete Lösung verfolgt und damit 
eine wirtschaftlich erfolgreiche Lösung entwickelt oder sich die Lösung als ungeeignet 
und damit als unrentabel herausstellt.  
• Unsicherheit aufgrund der Unerfahrenheit des Entwicklers. Wird die Lösung funktionie-
ren? Sind alle wichtigen Aspekte bei der Entwicklung berücksichtigt oder wurde etwas 
übersehen? 
• Unsicherheit in Hinsicht auf die vorhandenen Informationen. Liegen genügend relevante 
Informationen für eine fundierte Konzeptentscheidung vor?  
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Grundsätzlich lässt sich festhalten, dass in einer spezifischen Entscheidungssituation Unsicherheit 
entsteht, wenn der Produktentwickler über weniger Informationen verfügt, als er seiner Ansicht 
nach für eine zufriedenstellende Entscheidung benötigt [JETT05]. 
Ziel sollte also sein, dem Produktentwickler Methoden zur Verfügung zu stellen, um die Unsicher-
heit so zu mindern, dass er mit einem möglichst geringen Restrisiko nachhaltige Konzeptentschei-
dungen treffen kann. Das darf im Rückschluss aber nicht dazu führen, dass die Risikobereitschaft 
in der Produktentwicklung soweit verringert wird, dass Lösungen nur noch auf bestehenden Erfah-
rungen, womöglich auch Vorurteilen und Konventionen innerhalb des Unternehmens, bzw. der 
F&E-Abteilung basieren. Denn eine geringe Risikobereitschaft verhindert ungewohnte Lösungen, 
die jedoch technisch besser und wirtschaftlicher sein können [PAHL07]. 
Abgesicherte Konzeptentscheidungen in der frühen Phase der Produktentwicklung sind deshalb so 
wichtig, weil Lösungen, die sich im Nachhinein als unzureichend, schlecht oder schlicht und ein-
fach als nicht praktikabel erweisen, zum einen ein großes finanzielles Risiko für das Unternehmen 
darstellen und zum anderen die Entwicklungszeit eines Produkts empfindlich verlängern. 
Daher zeigt sich eine Tendenz in der Konstruktionstechnik, dass auf Basis von Konzepten zu ei-
nem immer früheren Zeitpunkt Funktionsmuster, haptische Modelle oder auch detaillierte virtuelle 
Prototypen erstellt werden. Das liegt zum einen daran, dass Modelle in disziplinübergreifenden 
Projekten als eine gute Basis zur Vermittlung von Sachverhalten dienen können, und zum andern 
an den stetig wachsenden technischen Möglichkeiten (z.B. Soft tooling). Ein gutes Beispiel bietet 
die Medizintechnik (Abbildung 3). Aufgrund der interdisziplinären Aufgabenstellungen in der Medi-
zintechnik werden in der Praxis oftmals nahezu von Beginn des Produktentwicklungsprozesses an 
Funktionsmuster und Anschauungsobjekte angefertigt [THON08]. Diese Modelle dienen der Dis-
kussion mit potentiellen späteren Anwendern, z.B. medizinischem Personal. Für den Fall, dass 
Ärzte nicht in dem erforderlichen Maße mit technischen Zeichnungen, Skizzen oder vergleichbaren 
Darstellungsweisen vertraut sind, wird ein Anschauungsobjekt zum „Begreifen“ generiert, anhand 
dessen mit dem Mediziner Vor- und Nachteile diskutiert werden können. So erhält der Ingenieur 
das notwendige Feedback für die weitere Entwicklung. An diesem Modell stimmen noch keine To-
leranzen, und es erfüllt meist auch noch nicht die geforderten Funktionen, so dass ein solches Mo-
dell „lediglich“ zur Designanschauung und zur Beurteilung von Größenverhältnissen dienen kann. 
Im Laufe der weiteren Produktentwicklung dienen weitere Modelle (Funktionsmodell, Haptikmodell, 
etc.) als Unterstützung für die Konkretisierung des Produkts.  
Dieses Vorgehen wird inakzeptabel teuer, wenn nicht von Beginn an eine gezielte Konzeptauswahl 
getroffen wird. Bestehende Methoden und Verfahren unterstützen den Produktentwickler in den 
frühen Phasen der Produktentwicklung nur unzureichend, wenn ein Produkt einen hohen Neu-
heitsgrad aufweist (siehe Kapitel 3). Insoweit musste bisher ein entsprechendes Budget bzw. eine 
Dringlichkeit gegeben sein, so dass sich ein solches Vorgehen rechnet.  
12 2   Die frühe Phase in der Produktentwicklung 
 
Abbildung 3: Modelle von Dosierspritzen [THON08] in der frühen Phase der Produktentwicklung 
Es sind jedoch nicht nur die funktionalen Aspekte, die für eine Beurteilung des Konzepts aus-
schlaggebend sind (demnach Funktionskosten, s. [ROTH00], [FELD11]). Nach wie vor sind, trotz 
intensiver Progression in der Fertigungstechnik (vgl. [KLOC08]), die Fertigungskosten eines Pro-
dukts ein zentrales Entscheidungskriterium bei der Konzeptauswahl.  
Zusammenfassend lässt sich sagen, dass der Konstrukteur in den frühen Phasen der Produktent-
wicklung einen bedeutenden Einfluss auf den innovativen Charakter einer Lösung und auf die zu 
erwartenden Herstellkosten des Produkts hat. Da die Funktionalität eines Produkts immer gegeben 
sein muss, sind die Kosten das zentrale Entscheidungskriterium in der Konzeptphase. Auf welche 
Weise die Herstellkosten durch das Konzept beeinflusst werden, zeigt Kapitel 2.3. 
2.3 Einflussparameter auf die Herstellkosten 
Obwohl das Konzept als Endergebnis der frühen Phase in der Produktentwicklung das Produkt bei 
Weitem nicht vollständig und auch nicht detailliert beschreiben kann, ist der große Einfluss, den es 
auf die Herstellkosten hat, in der Fachliteratur unbestritten [BODE96], [ROTH00], [PAHL07], 
[EHRL07]. 
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Auch wenn die Produktidee in späteren Schritten weiter detailliert wird, so finden sich die zentralen 
Hebel zur Kostenbeeinflussung doch in der Konzeptphase. Ein Konzept grenzt die Wahl der Ferti-
gungsverfahren und der Werkstoffe ein, da die Auswahl der Funktionen bereits Anforderungen an 
Material- und Geometrieeigenschaften stellt [BODE96]. Abbildung 4 gibt einen Überblick über die 
Parameter, die in den jeweiligen Arbeitsschritten der frühen Phase festgelegt oder zumindest ein-
gegrenzt werden (vgl. [EHRL07]). In der weiteren Produktentwicklung haben diese Größen einen 
erheblichen Einfluss auf die Material-, Fertigungs- und Montagekosten. 
 
Abbildung 4: Beispiele für Einflussparameter auf die Herstellkosten in frühen Phasen der Produktentwicklung 
Im Laufe der Jahre haben sich die zentralen Kostenfaktoren für ein Produkt gewandelt. In den 
80‘er Jahren war es durchaus wichtig zu wissen, welche und wie viele Features an welchen Stellen 
des Werkstücks platziert werden oder wie viele Flächen mit welcher Geschwindigkeit bearbeitet 
werden, kurz, wie das Werkstück detailliert bearbeitet werden soll [OUYA97]. Durch Erhöhung der 
Rohstoffpreise und optimierte Fertigungsverfahren trägt die Art der Bearbeitung aktuell vergleich-
sweise wenig zu den Herstellkosten bei. Je nach Stückzahl kann diese Einflussgröße womöglich 
sogar komplett vernachlässigt werden [EHRL09]. Wichtig ist nach wie vor die Anzahl der Um-
spannvorgänge für ein Werkstück an einer Maschine [FEST08]. Durch fortschreitende Automatisie-
rung und verbessertes CAM sind diese immer weniger erforderlich. Neben den spanenden Ferti-
gungsverfahren verhält es sich bei Gussverfahren, Schweißkonstruktionen oder bei Fertigungsver-
fahren der Elektrotechnik ähnlich. 
Nach wie vor sind in Hochlohnländern die Gemeinkosten wie z.B. Personalkosten sehr bedeutsam. 
Kosten für Lagerhaltung und Transport (von Fertigungsschritt zu Fertigungsschritt und für Trans-
port zum Händler, bzw. Endkunden) verursachen allerdings je nach Produktart den größten Teil 
der Herstellkosten [FISC08]. 
Aufgrund der hohen Dynamik der Kostenstrukturen ist eine gründliche und kritische Betrachtung 
der vorhandenen Methoden, die dem Konstrukteur zur Berücksichtigung der Kosten in der Pro-
duktentwicklung angeboten werden, erforderlich. 
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3 Methoden und Hilfen für die Kostenprognose 
Die Herstellkosten eines Produkts setzen sich aus den Material-, Fertigungs- und Montagekosten 
pro Stück zusammen [EHRL07]. Wie Kapitel 2 zeigt, ist deren Einfluss auf die Herstellkosten eines 
Produkts in der frühen Phase der Produktentwicklung am größten. Die Kosten selbst entstehen 
vorwiegend jedoch erst, wenn das eigentliche Produkt verwirklicht wird [VDI2235]. Wichtig ist da-
her eine frühzeitige Kostenkontrolle, um zu prüfen, ob die anvisierten Herstellkosten eines Pro-
dukts, die beispielsweise durch ein Target Costing schon in der Aufgabenstellung festgelegt wur-
den, durch die bis dato vorliegende Konstruktion erfüllt werden können. 
Wie das Target Costing basieren die wirtschaftlichen Entscheidungen in der frühen Phase der 
Produktentwicklung auf Erfahrungswissen aus früheren Festlegungen von ähnlichen Produkten, 
die sich in der Vergangenheit bewährt haben [VDI2235], [REIS01]. Das funktioniert jedoch nur, 
wenn sich die Erfahrungswerte auf die vorliegende Konstruktionsentscheidung projizieren lassen, 
also das Wissen aus vergangenen Projekten auf annähernd gleichwertigen Varianten beruht. 
Ideal ist eine permanente Kostenzielverfolgung während der Produktentwicklung, so dass jederzeit 
die Einhaltung des Kostenziels überprüfbar ist. Anzustreben ist ein kurzer Regelkreis, in dem pa-
rallel zur Konstruktionsarbeit die Wirtschaftlichkeit des Entwurfs kontrolliert werden kann 
(Abbildung 5).  
 
Abbildung 5: Kostenanalyse während der Konstruktion [VDI2235] 
In späteren Phasen der Produktentwicklung steht dazu eine Vielzahl an Instrumenten zur Verfü-
gung. In der frühen Phase ist die Datenbasis jedoch meist so gering, dass Methoden und Hilfsmit-
tel in der Konzeptphase nur eingeschränkt einsetzbar sind [VDI2235].  
Im Fokus dieses Kapitels steht die Betrachtung der Methoden und Hilfen zur Kostenverfolgung in 
der frühen Phase der Produktentwicklung, die bereits in der Praxis angewendet werden. Dabei 
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werden Verfahren zur Informationsverarbeitung als Methode bezeichnet – wie Entscheidungs- 
oder Rechenverfahren - und als Hilfsmittel die Sammlung von Daten – wie Kostenstrukturen oder 
Kostenkataloge-, welche die (häufig einfachen) Methoden unterstützen [VDI2235]. Die hier vorges-
tellten Methoden und Hilfsmittel können durchaus auch in den späteren Phasen effektiv eingesetzt 
werden. 
3.1 Grundlagen der Kostenprognose 
In der Brockhaus Enzyklopädie Online wird die Prognose als wissenschaftlich fundierte Aussage 
über eine zukünftige Entwicklung bezeichnet [BROC11]. Im Sprachgebrauch wird eine Prognose 
der Kosten häufig mit der Kostenschätzung [HUET86] oder auch der Kostenkalkulation gleichge-
setzt. Die Begriffe müssen jedoch unterschieden werden. So beschreibt eine Schätzung die nähe-
rungsweise Bestimmung von Werten mit Hilfe von Stichproben [BROC11]. Die Kalkulation ist da-
gegen ein Oberbegriff, unter dem die allgemeinen Ermittlungsverfahren, also auch die Prognose 
und die Schätzung, zusammengefasst werden [VDI2234]. Die Kalkulationsarten werden nach dem 
Zeitpunkt der Kalkulation unterschieden. Die Richtlinie VDI 2234 listet hier: 
1. Vorkalkulation 
Vor der Fertigung eines Produkts werden mit Hilfe von Schätzungen und Erfahrungswer-
ten die Kosten, vorrangig die Herstellkosten, ermittelt. Durch Einbeziehen von Aufschlä-
gen wird dadurch der Angebotspreis generiert. 
2. Zwischenkalkulation 
Zur Kontrolle der Kostenentwicklung wird bei lang andauernden Projekten die Zwischen-
kalkulation angewandt. 
3. Nachkalkulation 
Nach der Fertigstellung werden im Soll-Ist-Vergleich die angefallenen Kosten analysiert. 
Das Ergebnis bildet die Grundlage für die Vorkalkulation des kommenden Projekts 
[VDI2234]. 
Dieser Einordnung nach kann die Prognose als Vorkalkulation klassifiziert werden.  
In der Praxis wird weiter zwischen zwei zentralen Verfahren der Kalkulation unterschieden: 
1. Divisionskalkulation 
Hier werden die Kosten als einheitliche Größen behandelt. Sie wird bevorzugt im Falle 
der Massenfertigung angewendet. In der einfachen Divisionskalkulation werden die Ge-
samtkosten durch die Stückzahl dividiert. Bei der mehrstufigen Divisionskalkulation wer-
den die anfallenden Kosten in jeder Fertigungsstufe durch die dort hergestellten Stück-
zahlen dividiert [BROC11]. Die Äquivalenzziffernkalkulation ist die in der Praxis am häu-
figsten vorkommende Divisionskalkulation [VDI2234]. 
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2. Zuschlagskalkulation 
Hier werden Einzel- und Gemeinkosten getrennt betrachtet. Die Einzelkosten kann man 
direkt einem Kostenträger zuordnen, z.B. einem Bauteil, und dort etwa Material-, Ferti-
gungslohn-, Herstellkosten. Einzelkosten werden direkt berechnet, während die Gemein-
kosten indirekt mit Zuschlägen auf die Einzelkosten eingerechnet werden. Die differen-
zierte Zuschlagskalkulation gilt als das wichtigste Kalkulationsverfahren in der Maschi-
nenbaupraxis [VDI2234]. 
Für die Prognose in einem sehr frühen Stadium der Produktentwicklung sind beide Verfahren an-
wendbar. Die Auswahl richtet sich nach der Produktart und dem vorliegenden Informationsstand 
[VDI2234]. 
3.2 Allgemeine Methoden 
In Abbildung 6 ist eine Reihe von Methoden und Hilfsmittel aufgelistet, die das Entscheiden unter 
wirtschaftlichen Gesichtspunkten beim Konstruieren unterstützen und somit eine durchgängige 
Kostenzielverfolgung während des Produktentwicklungsprozesses ermöglichen. Der frühen Phase 
sind hier das Planen und Konzipieren zuzuordnen. In der Planungsphase werden vornehmlich Me-
thoden zum Klären der Aufgaben und zum Erkennen und Gewichten der Einflussgrößen auf die 
Kosten empfohlen. In der Konzeptphase können laut der Richtlinie VDI 2235 schon Relativkosten, 
Kostenschätzung und Bewertungsverfahren wie Auswahlliste oder Argumentenbilanz angewandt 
werden.  
Im Folgenden soll nicht weiter auf die einzelnen Methoden und Hilfsmittel eingegangen werden. In 
den Richtlinien der VDI 2225 („Technisch-wirtschaftliches Konstruieren"), VDI 2234 („Wirtschaftli-
che Grundlagen für den Konstrukteur“) und VDI 2235 („Wirtschaftliche Entscheidungen beim Kons-
truieren“) finden sich vertiefende Ausführungen zum Vorgehen beim kostenbewussten Konstruie-
ren. Die Fachliteratur setzt sich darüber hinaus detailliert mit einzelnen Methoden und Hilfsmitteln 
für die Kostenanalyse auseinander. Diesbezüglich sei nur auf einige Werke der Konstruktionstech-
nik verwiesen [EHRL07], [PAHL07], [KOLL98], [BREI97]. 
Allen oben aufgeführten Methoden ist gemein, dass bei der Analyse eines Konzepts bereits ein 
hoher „Bekanntheitsgrad“ vorausgesetzt wird. Varianten von bekannten Produkten mit bekannten 
Eigenschaften können in einem Unternehmen mit entsprechendem Know-how schon in frühsten 
Stadien mit guter Genauigkeit abgeschätzt werden. Herkömmliche Methoden können in diesem 
Fall schon in der Phase der Aufgabenklärung zuverlässige Ergebnisse liefern [VDI2235]. Tatsäch-
lich ist es aber so, dass in diesem Fall die frühe Phase im Produktentwicklungsprozess schnell 
durchlaufen und sehr rasch in die Ausarbeitungsphase übergegangen wird [FISC08]. Die Kostenin-
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formation hat hier eine Art Bestätigungscharakter, da man sich sozusagen auf „sicherem Terrain“ 
befindet.  
 
Abbildung 6: Methoden und Hilfsmittel, den Konstruktionsphasen zur Kostenanalyse zugeordnet [VDI2235] 
Idealerweise sind die Kosten schon bekannt, nachdem die Anforderungen zwischen den Vertrags-
partnern geklärt sind. In der Tat ist das möglich, wenn das geplante Produkt lediglich in geringen 
Teilen von schon bekannten Produkten abweicht. Doch Produkte mit hohem Neuheitsgrad stellen 
andere Bedingungen. Hier kann nur auf vergleichsweise wenig Erfahrungswissen zurückgegriffen 
werden. Gleichzeitig ist die Lösung im Konzept zunächst nur grob umrissen, also unpräzise, un-
vollständig und womöglich auch fehlerhaft, so dass die Datengrundlage für eine Kalkulation eher 
unzureichend ist. Hier bietet sich die Schätzung an, die zwar ungenauer ist, jedoch in puncto 
Schnelligkeit die Kalkulation übertrifft [EHRL07]. Doch auch diese Vorgehensweise ist nur ein Zu-
gewinn, wenn sie systematisch angewendet wird und auf Erfahrungswerte aus ähnlichen Sachver-
halten zurückgegriffen werden kann. 
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Vergleichbar ist dies mit der Situation, wenn ein Produkt in einem Unternehmen erstmalig entwi-
ckelt wird. Auch in diesem Fall liegen keine Erfahrungswerte hinsichtlich des Produkts vor. Jedoch 
hat der Produktentwickler hier den Vorteil, die bereits bekannten Produkte vom Wettbewerb analy-
sieren zu können. 
Muss der Entwickler mit vielen noch unbekannten Parametern operieren, bedeutet dies eine zu-
sätzliche Dynamik im Lösungsfindungsprozess. Lösungen, die gestern erwogen wurden, müssen 
heute völlig umgestellt werden, weil neue Erkenntnisse dazugewonnen wurden. Methoden mit ein-
fach strukturierten Datenbanksystemen oder Sets von „Wenn-Dann“-Beziehungen sind hier nicht 
mehr ausreichend. Denn letztlich ist bei einer Neuentwicklung in der frühen Phase noch unklar, 
wohin die Entwicklung führen wird. Daher muss in einem solchen Fall eine geeignete Methodik 
berücksichtigen, dass einige Faktoren noch unbekannt sind bzw. nicht immer die gleichen Ein-
gangsinformationen für die Kalkulation vorliegen. 
Neuere Methoden zur Ermittlung von Kosten wie neuronale Netze [BUET95] oder Fuzzylogik 
[ENDE00], aber auch Methodensammlungen für die entwicklungsbegleitende Kalkulation 
[EHRL07] sind aufgrund ihres Umfangs und ihrer Komplexität nicht weiter per Handrechnung 
durchzuführen. Daher ist die rechnerunterstützte Analyse ein weiterer Aspekt der Kalkulation, der 
im Folgenden betrachtet werden soll. 
3.3 Rechnerunterstützte Methoden 
Rechnerunterstützte Kalkulationssysteme stellen häufig auf der Basis von CAD-Daten Kostenin-
formationen für die weitere Produktentwicklung zur Verfügung [HORV03]. Durch permanenten 
Austausch der zu erwartenden Kosten auf Grundlage der vorliegenden Konstruktion soll der Pro-
duktentwickler schon während der Produktgestaltung am Rechner optimal kostengerecht kons-
truieren. Man spricht von einer konstruktionsbegleitenden Kalkulation, wenn parallel zur Produkt-
entwicklung kontinuierlich Kosteninformationen zur Verfügung gestellt werden können. Seit der 
Einführung der 3D-CAD-Software ist eine Anzahl von Systemen mit dem Ziel der konstruktionsbe-
gleitenden Kalkulation entstanden. Dabei ist auch die Komplexität solcher Systeme mit der Leis-
tungsfähigkeit der Rechner im Laufe der Zeit erheblich gestiegen – beginnend bei einfachen Tabel-
lenkalkulationen, stehen heute auch hochintegrierte Softwarelösungen zur Verfügung [REIS01]. 
Abbildung 7 zeigt auf schematische Weise die Integration einer Kalkulationssoftware in die beste-
hende IT-Infrastruktur für die Produktentwicklung. 
Im Kern arbeiten solche Systeme mit den Methoden und Hilfsmitteln, wie sie in Kapitel 3.1 und 3.2, 
basierend auf den VDI Richtlinien VDI 2225, VDI 2234 und VDI 2235, vorgestellt wurden. Abbil-
dung 7 zeigt die Einbindung eines Kalkulationssystems in die bestehende IT-Landschaft. So be-
steht eine Software in der Umsetzung häufig aus mehreren Modulen, mehrere Anwender sind auf 
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der Nutzerebene an das System angebunden und auch die Daten, auf die die Kalkulation zugreift, 
sind je nach Vorgehensweise verschieden. 
 
Abbildung 7: Generelle Struktur bei der Integration eines rechnergestützten Kosteninformationssystems 
Durch die fortschreitende Informationstechnologie arbeiten Ingenieure mittlerweile global vernetzt 
mit Kollegen aus allen Unternehmensbereichen zusammen. Sie verfügen mittels Internet über ei-
nen schnellen Zugang zu aktuellen Katalogen, Nachschlagewerken und Fachliteratur; Rechner 
und Software beschleunigen darüber hinaus die Produktentwicklung. Dennoch bilden die Metho-
den der VDI-Richtlinien weiter das theoretische Fundament der Softwareumsetzungen für die Kal-
kulation der Produktkosten in Wirtschaft und Industrie. 
Es gibt eine unüberschaubare Vielzahl von Software für die Kostenkalkulation [EHRL07]. Abbil-
dung 8 zeigt eine Auswahl von bekannten Systemen für die konstruktionsbegleitende Kalkulation; 
sie basiert auf den Arbeiten von Reischl in [REIS01], Horváth/Möller in [HORV03] und Macke 
[Mack07].  
 
Abbildung 8: Auswahl bekannter Systeme für die konstruktionsbegleitende Kalkulation 
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Die Verfahren können nach den verwendeten Kalkulationsmethoden in drei Gruppen eingeteilt 
werden [REIS01]: 
1. Herstellkostenbasierte Kalkulation 
2. Kurzkalkulation mit statistischen Verfahren 
3. Ressourcenorientierte Prozesskostenkalkulation 
Auf die einzelnen rechnergestützten Verfahren soll hier im Weiteren nicht näher eingegangen wer-
den. Ausführliche Erläuterungen zu unterschiedlichen Softwaresystemen finden sich zum Beispiel 
bei [REIS01], [HORV03]. 
Vorwiegend arbeiten solche Systeme mit einer CAD-featurebasierten Geometrieanalyse – vgl. 
[OUYA97], [FREN01]. Dabei dient eine in der Kalkulationssoftware integrierte Regelbasis dem 
Erkennen der Modellgeometrie. Die erkannten Geometriemerkmale bilden im nächsten Schritt die 
Basis für die Kalkulation. Dies setzt zum einen eine sehr aufwendige Regelbasis zur Geometrieer-
kennung voraus, und zum anderen muss der Produktentwickler am 3D-CAD eine Konstruktions-
disziplin wahren, damit die Geometrie von der Software erkannt werden kann [Mack07]. Darüber 
hinaus müssen neben dem CAD-Modell meist noch weitere Angaben getätigt werden. Daraus er-
geben sich Probleme, wie beispielsweise Datenaustausch, Schnittstellenmanagement, Aktualität 
der Wissensbasis [REIS01] und in der Folge auch Akzeptanz beim Produktentwickler. Bis heute 
sind dies die Schranken, die für ein erfolgreiches rechnergestütztes Verfahren überwunden werden 
müssen. 
Daher sind viele der aufgeführten Systeme nicht über das Stadium einer Theorie oder eines Proto-
typen hinaus ausgebildet [FELD08]. Oder die Kalkulation ist auf wenige Spezialbereiche oder Ab-
teilungen limitiert, so dass eine breite Anwendung der Software nicht möglich ist [STIE05], 
[FECH06]. 
Diese Anmerkungen sollen jedoch nicht den Kern von rechnergestützten Verfahren für die kons-
truktionsbegleitende Kalkulation infrage stellen. Vielmehr beruhen diese Probleme auf mangelnder 
Rechnerleistung, inkompatiblen Datenformaten und unzureichender Vernetzung der vorhandenen 
Datenquellen. Dass die Umsetzung noch „holprig“ ist, bedeutet nicht, dass der Ansatz falsch ist. 
Die stetige Weiterentwicklung der IT-Technik wird diese Schranken mit hoher Sicherheit überwin-
den (Stichwort: Ubiquitous Communication) [HORI04].  
Dennoch basieren die hier vorgestellten Methoden lediglich auf der Analyse von vorhandenen 
Elementen, die bestenfalls mit weiteren dazugehörigen Elementen ergänzt werden, wie z.B.: Zu 
einer Schraube gehört eine Gewindebohrung. Wie bereits dargelegt, enthält ein Konzept jedoch 
unpräzise, unvollständige und oft noch fehlerhafte Angaben, so dass für die vorgestellten Metho-
den keine ausreichende Basis für eine Kostenprognose eines Produkts mit hohem Neuheitsgrad 
vorliegt. 
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Es gibt Ansätze, die versuchen diese Randbedingungen zu erfüllen. Fuzzylogik, Ontologien und 
neuronale Netze versuchen, die Ungenauigkeiten durch statistische Verfahren in die Prognose 
einzubinden. Doch auch diese Verfahren arbeiten letztlich mit bereits vorhandenen Informationen. 
Charakteristisch für die frühe Phase der Produktentwicklung ist jedoch, dass Konzeptelemente 
stetig ergänzt oder verändert werden. Unvorhersehbare Sachverhalte, wie Störungen, neue Ideen, 
außergewöhnliche oder bisher noch nicht existierende Fertigungsverfahren und grundlegende 
Neuerungen, müssen berücksichtigt werden, um ein Konzept mit einer Prinziplösung für ein neues 
Produkt hinsichtlich der Kosten realistisch zu prognostizieren. 
3.4 Resümee und Handlungsbedarf 
Der Produktentwickler kann auf eine breite Palette von leistungsstarken Methoden zur Kostenana-
lyse zurückgreifen. Eine Reihe von Ansätzen findet sich bereits in Standard-CAD-
Softwareanwendungen wieder. Doch bis der Produktentwickler ein so detailliertes Modell erstellt 
hat, auf dessen Basis kalkuliert werden kann, ist der Produktentwicklungsprozess in der Regel 
schon weit fortgeschritten und hat die frühe Phase seit langem verlassen. Dies trifft zumindest im 
Falle von Neukonstruktionen zu, die nur einen geringen Anteil bekannter Elemente aufweisen. 
Die Ansätze für rechnerunterstützte Kosteninformationssysteme basieren allesamt auf dem Vor-
handensein eines mehr oder weniger konkreten CAD-Modells des geplanten Produkts. In den 90-
er Jahren stellte ein CAD-Modell ein Arbeitsergebnis des Konstruktionsprozesses dar, welches gar 
nicht oder nur marginal mit weiteren Ergebnissen, bzw. Arbeitsschritten im Produktentwicklungs-
prozess verknüpft war. Zeichnungen, schon seinerzeit auf Basis des Modells abgeleitet, wurden in 
der Fertigung auf Papier oft korrigiert und stellten somit für die Dokumentation die aktuellste Versi-
on des Produkts dar [DEIS08]. Musste also ein CAD-Modell geändert werden, war außer einer 
neuen Versionsnummer im Produktplanungssystem keine weitere Maßnahme notwendig. 
Das Arbeitsumfeld im Engineeringbereich hat sich in den letzten Jahrzehnten stark geändert und 
ist geprägt von interdisziplinärer Zusammenarbeit über verteilte Standorte und oftmals mit mehre-
ren Unternehmen in Kooperation [FELD08]. Dadurch steigen die Anforderungen an die Produktdo-
kumentation, denen mit der Integration von komplexen Wissens- und Datenmanagementsystemen 
in den Produktentstehungsprozess Rechnung getragen wird. Ein zentrales Dokument stellt dabei 
das Produkt in Form eines CAD-Modells dar.  
Wird ein CAD-Modell aufgrund einer Kostenanalyse infrage gestellt, hat das in dem beschriebenen 
Umfeld wesentliche Konsequenzen. Neben zahlreichen Verknüpfungen zum Einkauf (PPS), Mar-
keting, zur Lagerhaltung und weiteren Abteilungen wurden idealerweise im Unternehmen parallel 
CAE- (FEM-, MKS-, …) Anwendungen angestoßen oder schon vollständig durchgeführt. So kann 
ein Unternehmen das Produkt schon vor der Markteinführung beim potentiellen Kunden mittels 
eines DMU bekanntgemacht haben. Eine bedeutsame Änderung des CAD-Modells zu diesem 
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Zeitpunkt hat demnach weitreichende Folgen und verursacht bereits einen empfindlichen Mehr-
aufwand und damit Kosten. 
Es muss also geschlussfolgert werden, dass eine Kalkulationsmethodik auf Basis fertiger CAD-
Modelle in einer modernen Entwicklungsumgebung nicht zufriedenstellend sein kann. Wün-
schenswert ist eine Prognose der zu erwartenden Herstellkosten, bevor mit der CAD-
Detailausarbeitung begonnen wird. Auch die Berücksichtigung von Erfahrungswerten, wie z.B. 
Leistungsfähigkeit und Fertigkeit von Arbeitsgruppen, Ausfällen von Maschinen und Personal sind 
wichtige Faktoren in der Kostenstruktur, die nicht unberücksichtigt bleiben sollten [EHRL07]. Dabei 
steht nicht ein detaillierter Zahlenwert im Vordergrund, sondern der Gewinn einer Prognose, um zu 
erfahren, welches Konzept unter welchen Randbedingungen Erfolg haben kann [MACK07]. Dies 
insbesondere, wenn es sich um eine Neukonstruktion handelt, in der nur wenige bekannte Para-
meter zur Verfügung stehen. Quantitative Angaben zu technischen Größen und Kosten sind in den 
frühen Stadien der Produktentwicklung unüblich [EHRL07], da sich die Lösung in diesem Stadium 
auf einem sehr abstrakten Niveau befindet und sich noch auf vielfältige Art und Weise weiterentwi-
ckeln kann.  
Daher werden für Produkte in der Planungsphase vorwiegend Schätzverfahren eingesetzt. Metho-
den wie die Konkurrenz- und Marktanalyse [FELD11], Ermittlung von Funktionskosten durch Ana-
lyse der Kostenstrukturen von Wettbewerberprodukten [FISC08] und ABC-Analyse sind bewährte 
Verfahren für die Gewinnung von Kosteninformationen in frühen Stadien der Produktentwicklung 
[BERT09]. Ebenso wie die Äquivalenzziffernkalkulation und die differenzierte Zuschlagskalkulation 
[VDI2234]. Mit geringem Aufwand können die Methoden ein Produktkonzept hinsichtlich der Kos-
ten gut beurteilen. Dieser Vorteil ist allerdings nur dann gegeben, wenn das Produkt vorwiegend 
bekannte Elemente beinhalten soll. Sind im Stadium der Produktplanung noch nicht alle Funktio-
nen und deren Umsetzung deutlich umrissen, sind die genannten Methoden nur bedingt einsetz-
bar. Auch die in späteren Phasen oft eingesetzte Gewichts- und Materialkostenkalkulation wie 
auch die Kostenprognose mittels Ähnlichkeits- und Kostenwachstumsgesetz haben den Nachteil, 
dass sie nur beschränkt eingesetzt werden können, wenn keine bzw. nur wenige Erfahrungswerte 
über Produkte mit hohem Neuheitsgrad vorliegen. 
Die Kostenprognose mit neuronalen Netzen [BUET95] arbeitet mit festen Eingangsgrößen, die zur 
Prognose der Kosten immer bekannt sein müssen. Ähnlich arbeitet die Fuzzylogik [ENDE00], in 
der nur die bereits vorhandenen Größen hinsichtlich der Kosten beurteilt werden. Diese Methoden 
ermöglichen die Bewertung eines Konzepts unter Berücksichtigung vieler Parameter mit komple-
xen und umfangreichen Abhängigkeiten [BERT09], [EHRL07]. Nachteilig ist, dass die Eingangs-
größen immer fix sind und immer gegeben sein müssen. Konzepte für Produkte mit hohem Neu-
heitsgrad beinhalten in frühen Planungsphasen noch unbekannte Größen. So können die Kosten 
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aufgrund fehlender Informationen mit neuronalen Netzen und Fuzzylogik nur unzureichend prog-
nostiziert werden [KJAE08]. 
Ein neuer Ansatz in der Informatik sind Bayes-Netzwerke zur Analyse von Problemen, in denen 
zunächst lediglich ungenaue oder auch fehlerhafte Informationen vorliegen, also unsicheres Wis-
sen. Auf Basis der Wahrscheinlichkeitsrechnung kann ein Bayes-Netzwerk eine Prognose erstellen 
und so bestehende Unsicherheiten abwägen - und beseitigen. Bisher treten Bayes-Netzwerke im 
Zusammenhang mit Ingenieurwissenschaften kaum in Erscheinung. Doch die dort diskutierte Prob-
lematik passt exakt in deren Leistungsspektrum hinein. 
Im folgenden Kapitel werden zunächst die Grundlagen zu Bayesnetzen erläutert. Anschließend 
wird in Kapitel 5 ein Leitfaden vorgeschlagen, der es ermöglicht, eigene Bayes-Netzwerke für die 
Kostenprognose von Konzepten zu generieren. Dabei werden die Interdependenzen von Anforde-
rungen, Funktionen und Bauteilgeometrie betrachtet. Ein Beispiel zeigt die Möglichkeit der Anwen-
dung in der Praxis. Das Kapitel schließt mit der Umsetzung der Methodik in die Praxis und wirft 
schließlich einen Blick auf das erforderliche Umfeld für die Integration der Methodik in die Arbeit 
des Produktentwicklers. 
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4 Bayes-Netzwerke 
Ein Bayes-Netzwerk ist ein effektives Werkzeug, um Unsicherheiten in einem Aufgabenfeld mithilfe 
von wahrscheinlichkeitstheoretischen Ansätzen zu mindern. Komplexe Zusammenhänge in einem 
Problembereich können mit einem geeigneten Bayes-Netzwerk analysiert werden. So lassen sich 
auf diese Weise die möglichen Auswirkungen von Entscheidungen oder von Veränderungen trotz 
fehlender Informationen und Erfahrung abbilden. Das Modellieren von Bayesnetzen kann bei 
komplexen Problemen wie der Kostenprognose jedoch sehr schnell sehr aufwendig werden. Soft-
waretools unterstützen das Erstellen der Netze und ersparen dem Anwender die intensive Be-
schäftigung mit der zugrundeliegenden Mathematik. Will man jedoch Bayes-Netzwerke in der Pra-
xis anwenden oder auch eigene erstellen, ist es unabdingbar, zumindest einige Grundlagen dieser 
Technologie nachzuvollziehen. Daher werden in diesem Kapitel die wichtigsten Aspekte der 
Bayes-Netzwerke definiert und erläutert, auf die sich die Ausarbeitung der Kostenprognose in Ka-
pitel 5 stützt. Abbildung 9 veranschaulicht den Aufbau des Kapitels. 
 
Abbildung 9: Übersicht Kapitel 4 
Die Einführung gibt zunächst einen Überblick über die Mathematik und das dazugehörige grafische 
Modell der Bayes-Netzwerke. Wie Informationen in einem Bayes-Netzwerk verarbeitet werden, 
zeigt Kapitel 4.2. Die anschließend vorgestellten Analysemethoden verdeutlichen den Nutzen der 
Bayes-Technologie. Kapitel 4.3 nennt die Bereiche, in denen bereits Bayes-Netzwerke angewen-
det werden. Nach diesen Grundlagen werden die erforderlichen Arbeitsschritte für die Generierung 
eines Bayesnetzes präsentiert: Identifikation, Strukturierung und Quantifizierung. Das Kapitel 
schließt mit einer Zusammenfassung, in der insbesondere die Möglichkeiten der Bayes-
Technologie, aber auch deren Grenzen aufgezeigt werden. Hier finden sich auch Hinweise auf 
weiterführende Literatur.  
Damit werden alle Aspekte betrachtet, die für die Erstellung eigener Bayes-Netzwerke zu beachten 
sind. In Kapitel 5 wird dieses Wissen auf den Bereich der Ingenieurwissenschaften, speziell der 
Kostenprognose, übertragen.  
26 4   Bayes-Netzwerke 
Zum besseren Verständnis sind den Erklärungen und Definitionen die englischen Benennungen 
beigefügt. So wird der eventuelle Einstieg in die weiterführende Literatur erleichtert, die überwie-
gend in englischer Sprache vorliegt.  
4.1 Einführung 
Der Zweck von Bayes-Netzwerken ist das Treffen von Vorhersagen und Diagnosen für Größen 
oder Ereignisse, die aufgrund von vorhandenen Informationen nicht direkt ersichtlich sind oder 
deren Ermittlung zu aufwendig ist. Bayes-Netzwerke zählen zu den grafischen Wahrscheinlich-
keitsmodellen [PEAR88] und können den Techniken der künstlichen Intelligenz zugeordnet werden 
[JENS07]. 
4.1.1 Entwicklung 
Die Ursprünge der Bayes-Netzwerke finden sich bei dem englischen Mathematiker und Statistiker 
Thomas Bayes (1702-1761). Er untersuchte erstmals die Abhängigkeiten von empirisch gewonne-
nen Daten und deren wahrscheinliche Ursachen [BROC11]. Daraus konnte er die Bayessche Re-
gel formulieren:  
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P(A) bedeutet die Wahrscheinlichkeit des Ereignisses A und P(A|B) die Wahrscheinlichkeit von 
Ereignis A, wenn das Ereignis B bekannt ist. Dies ist bis heute die zentrale Regel zur Berechnung 
bedingter Wahrscheinlichkeiten und findet sich daher auch in jedem Werk der Fachliteratur zu pro-
babilistischen Netzwerken wieder, wie z.B. in [PEAR88], [JENS07], [LAUR96]. Ein einfaches (fikti-
ves) Beispiel zur Bayesschen Regel: 
Beispiel 1 Regenwetter in Aachen 
Im Winter kommt es dem Aachener so vor, als ob es die halbe Zeit regnet. Wetterstatistiken besa-
gen darüber hinaus, dass es in Aachen an 80% der Wintertage bewölkt ist. Zum einen weiß der 
Aachener daher, dass es trotz Bewölkung nicht immer regnet und natürlich ist ihm klar, dass, wenn 
es regnet, der Himmel auch bewölkt sein muss. Wie hoch die Regenwahrscheinlichkeit ist, wenn 
der Aachener erfährt, dass Wolken am Himmel zu sehen sind, kann er sich einfach mit der Bayes-
schen Regel ausrechnen: 
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Das bedeutet also, dass es mit 62,5%iger Wahrscheinlichkeit regnet, wenn der Himmel bewölkt ist 
(angelehnt an ein Beispiel aus [URL02]). 
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Bayes-Netzwerke wurden in der Informatik seit Beginn der 1980-er Jahre entwickelt, als man für 
die Entwicklung von Experten-Systemen die Erfassung und Verarbeitung von unsicheren Informa-
tionen ermöglichen wollte [BORT04]. Zur Jahrtausendwende stieg die Popularität der Technologie, 
da es gelang, mit neuen Algorithmen die Leistungsfähigkeit der Bayes-Netzwerke erheblich zu 
erhöhen, und sich so viele neue Anwendungsbereiche in der Praxis eröffneten (siehe dazu Kapitel 
4.2.2 und Kapitel 4.3). 
4.1.2 Das grafische Modell 
Die einfach zu interpretierende grafische Darstellungsweise in Kombination mit bewährter Mathe-
matik ist einer der Erfolgsfaktoren der Bayes-Netzwerke. Kausale Beziehungen und Abhängigkei-
ten sind intuitiv erfassbar, während die mathematischen Relationen für den Betrachter in den Hin-
tergrund rücken. Das grafische Modell besteht aus Knoten und Kanten. Dabei repräsentieren die 
Knoten die Ereignisse und Größen1, und Kanten deren Verknüpfungen untereinander. Ein Knoten 
besitzt mindestens zwei Stadien, die seine möglichen Ausprägungen beschreiben. Diesen Ausprä-
gungen werden nachfolgend Wahrscheinlichkeiten zugeordnet.  
Kennzeichnend für Bayes-Netzwerke ist, dass eine Kante von einem Knoten auf einen anderen 
Knoten definiert gerichtet ist. Knoten und Kanten bilden auf diese Weise einen gerichteten azykli-
schen Graph (DAG – engl. directed acyclic graph). Ein Kreisschluss oder auch Zyklus wird damit 
ausgeschlossen, so dass genau eine Richtung des Schließens vorliegt [BEIE08]. Zeigt ein Pfeil 
von Knoten A nach Knoten B, so wird Knoten A als Elternknoten und Knoten B als Kind des Kno-
tens A bezeichnet.  
Vor weiteren Definitionen soll ein Beispiel das grafische Modell eines Bayes-Netzwerks veran-
schaulichen. 
Beispiel 2 Leckageproblem 
Eine Schokoladenfabrik besitzt mehrere Zuckersilos auf deren Dächern Berstscheiben2 angebracht 
sind. Berstscheiben arbeiten nicht immer ganz zuverlässig. So kann es bei schwerem Regenun-
wetter vorkommen, dass eine Berstscheibe funktionsbedingt undicht wird und Wasser in das Silo 
eindringt. Oder aber die Berstscheibe wurde nachlässig montiert und ist daher von Beginn an un-
dicht. Da feuchter Zucker unbedingt vermieden werden muss, gibt ein Sensor im Innern des Silos 
im Falle einer Leckage ein Warnsignal in das Überwachungsbüro der Schokoladenproduktion ab. 
                                               
 
1
 „Größe“, „Ereignis“, „Merkmal“, „Knoten“, „Hypothese“ und „Variable“ sind für die folgenden Betrachtungen äquivalent. 
2
 Eine Berstscheibe ist eine Sicherheitsvorrichtung: Entsteht ein Überdruck im Behälter, z.B. im Falle einer Verpuffung, 
öffnet sich die Scheibe und verhindert somit, dass das komplette Silosystem beschädigt wird. 
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So kann Schlimmeres verhindert werden. Allerdings haben die Sensoren in der Vergangenheit 
immer wieder Fehlalarme ausgelöst. Und als wieder eine Sensorwarnung auftritt, zögert der Tech-
niker, da er gerade ein anderes Problem lösen muss.  
Er weiß, dass in mindestens der Hälfte der Fälle ein Fehlalarm vorliegt, und er weiß auch, dass die 
in diesem Fall betroffene Berstscheibe bisher dicht war. So entscheidet er sich, das Risiko einzu-
gehen und erst später den Silo zu kontrollieren. Erst als er im Radio hört, dass über der Stadt ein 
schweres Regenunwetter tobt, ändert er seine Meinung und läuft zum Silo. 
In dieser Situation betrachtet der Techniker verschiedene Aspekte, um eine Entscheidung zu fäl-
len. Aufgrund seiner Erfahrung verzichtet er zunächst auf eine Kontrolle. Mit der neuen Erkenntnis 
über das Regenunwetter ändert er jedoch seine Einschätzung und handelt nun anders.  
Als Bayes-Netzwerk könnte das Entscheidungsproblem wie in Abbildung 10 modelliert werden. 
Alle Variablen werden in diesem Beispiel mittels zweier Zustände (engl. states) beschrieben. Die 
Variable „Berstscheibe“ besitzt die hier relevanten Zustände dicht oder undicht. Die übrigen Va-
riablen werden durch die Zustände ja oder nein beschrieben. 
 
Abbildung 10: Bayes-Netzwerk für die Beschreibung des „Leckageproblems“ 
In diesem Beispiel finden sich verschiedene Arten von Beziehungen zwischen den Knoten: 
1. Kausal-Beziehungen:  
Eine Leckage verursacht eine Sensorwarnung. Ein Regenunwetter bewirkt, dass womög-
lich in den Radionachrichten darüber berichtet wird. 
2. Synthese-Beziehungen:  
Eine Berstscheibe bewirkt in Kombination mit einem Regenunwetter eine Leckage. 
Synthese-Beziehungen beschreiben kausale Zusammenhänge von mehr als einer Ursache, die 
eine Wirkung erzielen - nur mit dem Ereignis „Regen“ bewirkt das Ereignis „undichte Berstscheibe“ 
eine Leckage. Erst die Kombination mehrerer Ereignisse bewirkt eine Veränderung eines Merk-
mals. Bayes-Netzwerke können also verschiedenartige kausale Abhängigkeiten abbilden. In Kapi-
tel 4.4.3 wird darauf näher eingegangen. 
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Weiterhin finden sich in dem obigen Beispiel verschiedene Arten von Verbindungen: 
1. Serielle Verbindungen:   
Berstscheibe  Leckage  Sensorwarnung  
Regenunwetter  Leckage  Sensorwarnung 
2. Divergierende Verbindungen:  
Leckage  Regenunwetter  Radionachrichten 
3. Konvergierende Verbindungen:  
Berstscheibe  Leckage  Regenunwetter 
In Kapitel 4.2.1 werden diese Verbindungsarten erläutert. Es wird gezeigt, wie die Informationen 
durch die Knoten und Kanten „fließen“ und wie neue Erkenntnisse Informationsflüsse blockieren 
oder erst ermöglichen. 
Zustände beschreiben die möglichen Ausprägungen von Variablen. Innerhalb des betrachteten 
Problembereichs müssen sie die Variable vollständig beschreiben – im obigen Problem ist rele-
vant, ob die Berstscheibe dicht oder undicht ist, nicht relevant sind hier beispielsweise ihre Abmes-
sungen. Zudem dürfen die Attribute sich nicht in ihrem Gültigkeitsbereich überschneiden – zum 
Beispiel ist die Beschreibung der Zustände dicht, undicht und leicht undicht für ein Merkmal in ei-
nem Bayes-Netzwerk nicht zulässig (siehe Kapitel 4.4.2). 
4.2 Informationsverarbeitung in Bayes-Netzwerken 
Das Beispiel auf Seite 27ff. zeigt, dass Informationen Einfluss auf die Ereignisse bzw. Knoten im 
Netzwerk haben. Man spricht in diesem Zusammenhang von Evidenz (engl. evidence). Kann durch 
eine Aussage der Zustand eines Knotens exakt spezifiziert werden, so liegt eine harte Evidenz vor; 
der Knoten wird instantiiert (engl. instantiated). Eine weiche Evidenz ändert lediglich das Verhältnis 
der Auftrittswahrscheinlichkeiten der Zustände oder schließt nur einen Teil aus. 
4.2.1 Kausale Verbindungen und Unabhängigkeit 
Eine Evidenz hat jedoch nicht nur Einfluss auf die Gewissheit über den Zustand eines Knotenpa-
rameters, sondern sie beeinflusst über die Kanten auch das Wissen seiner Kinder- und Elternkno-
ten. In einem DAG wird zwischen drei verschiedenen Arten von Verbindungen unterschieden. 
Serielle Verbindung 
Abbildung 11 zeigt einen Ausschnitt des Bayes-Netzwerks aus Beispiel 2. In dieser kausalen Kette 
hat „Regenunwetter“ einen direkten Einfluss auf „Leckage“ und diese wiederum auf „Sensoralarm“. 
Genauso verhält es sich in umgekehrter Richtung: Wenn Informationen über „Sensoralarm“ vorlie-
gen, ändert dies ebenso die Einschätzungen über „Leckage“ und über „Regenunwetter“. Solange 
30 4   Bayes-Netzwerke 
also der Zustand über „Leckage“ ungewiss ist, haben Informationen über „Regenunwetter“ oder 
„Sensoralarm“ Einfluss auf die übrigen Variablen. Die Information fließt durch die kausale Kette. 
Die gestrichelten Pfeile in Abbildung 11 deuten dies an. 
 
Abbildung 11: Serielle Verknüpfung ohne harte Evidenz, nach [KJAE08] 
Wird nun eine Leckage festgestellt, z.B. weil der Zucker bei der Entnahme aus dem Silo nass ist, 
liegt eine harte Evidenz für „Leckage“ vor. Weiteres Wissen über „Regenunwetter“ hat nun keinen 
Einfluss mehr auf die folgenden Kindknoten oder umgekehrt. Die Informationen können aufgrund 
der harten Evidenz in der kausalen Kette nicht mehr fließen. In Abbildung 12 wird dies durch die 
gestrichelten Pfeile gekennzeichnet, die an „Leckage“ enden. 
 
Abbildung 12: Serielle Verknüpfung mit harter Evidenz für „Leckage“, nach [KJAE08] 
Divergente Verbindung 
In einer divergenten Verbindung hat ein Elternknoten mehrere Kindknoten. Abbildung 13 zeigt ei-
nen Ausschnitt aus Beispiel 2. Auch hier gilt: ist über „Regenunwetter“ nichts weiter bekannt, kön-
nen Informationen von einem Kindknoten über den Elternknoten zum anderen Kindknoten fließen. 
 
Abbildung 13: Divergente Verknüpfung ohne harte Evidenz, nach [KJAE08] 
Herrscht jedoch Klarheit über „Regenunwetter“, haben weitere Informationen über „Leckage“ kei-
nen Einfluss auf „Radionachrichten“ - oder umgekehrt (Abbildung 14). 
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Abbildung 14: Divergente Verknüpfung mit harter Evidenz für „Regenunwetter“, nach [KJAE08] 
Konvergente Verbindung 
Haben mehrere Elternknoten einen gemeinsamen Kindknoten, ist dies eine konvergente Verbin-
dung. In Beispiel 2 hat „Leckage“ die Elternknoten „Regenunwetter“ und „Berstscheibe“. Solange 
keine Informationen über „Leckage“ vorliegen, hat das Wissen von „Regenunwetter“ keine Bedeu-
tung für „Berstscheibe“ - ebenso umgekehrt (Abbildung 15). 
 
Abbildung 15: Konvergente Verknüpfung ohne harte Evidenz, nach [KJAE08] 
Liegt jedoch eine Evidenz über „Leckage“ vor, kann zusätzliches Wissen über „Regenunwetter“ 
das Wissen über „Berstscheibe“ aktualisieren (Abbildung 16). 
 
Abbildung 16: Konvergente Verknüpfung mit harter Evidenz für „Leckage“, nach [KJAE08] 
Anmerkung: In einer konvergenten Verbindung kann durch Wissen über einen Elternknoten und 
gleichzeitige Initiierung des Kindknotens der Zustand des weiteren Elternknotens bestimmt wer-
den. Die sichere Annahme, dass bisher die „Berstscheibe“ immer dicht war, erhöht die Wahr-
scheinlichkeit, dass ein Regenunwetter herrscht, da auch gleichzeitig eine „Leckage“ vorliegt. Dies 
beschreibt eine bedingte Abhängigkeit zwischen den Ursachen und wird auch „Wegdiskutieren“ 
genannt (engl. explaining away) [BEIE08]. 
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d-Separation 
Aus den obigen Fällen lassen sich Regeln ableiten, mit denen sich ermitteln lässt, ob zwei Variab-
len in einem DAG unabhängig voneinander sind, wenn eine Evidenz in das Netzwerk einfließt. 
Diesen Sachverhalt nennt man d-Separation („d“ wegen engl. directed graph). 
Zur Definition der d-Separation:  
Die Variablen A und B in einem Bayes-Netzwerk sind d-separiert, wenn für alle Kanten zwischen A 
und B eine Variable C existiert, und es gilt: 
• „C“ ist instantiiert und die Verbindung ist seriell oder divergent, oder  
• weder „C“ noch Nachkommen von „C“ sind instantiiert und die Verbindung ist konvergent 
Sind A und B nicht d-separiert, so heißen sie d-verbunden (engl. d-connected) [JENS07]. 
Die d-Separation soll den menschlichen Denkprozess beim Argumentieren unter Unsicherheit ab-
bilden [JENS07]. Daher ist deren Berücksichtigung beim Modellieren eines Netzwerks ein gutes 
Kontrollinstrument für die Richtigkeit der Kausalzusammenhänge der Variablen. Folglich kann ein 
Bayes-Netzwerk das Wesen der Denkvorgänge beim Konstruieren abbilden. Die Analogie der 
Bayes-Technologie zu den Modellen der Denkpsychologie findet sich beispielsweise bei Dörner in 
[DOER87] wieder. Er stellt das Gedächtnis als ein semantisches Netz dar, welches aus Knoten 
und Verbindungen besteht, die das Wissen und dessen Relationen darstellen. So eignet sich diese 
Darstellung auch zur Abbildung technischer Zusammenhänge bzw. technischen Expertenwissens 
[PAHL07].  
4.2.2 Informationsaustausch 
Ein bedeutender Fortschritt auf dem Forschungsgebiet der Bayes-Netzwerke wurde gegen Ende 
der 1980-er Jahre von Pearl erzielt. Denn eine der großen Stärken von Bayes-Netzwerken ist de-
ren Fähigkeit, die Variablen im Netzwerk beim Einbringen neuer Erkenntnisse im gesamten Netz 
entsprechend zu aktualisieren. Dieser von Pearl eingeführte Algorithmus [PEAR88] formuliert ei-
nen effektiven Austausch neuer Erkenntnisse zwischen den einzelnen Knoten im Netzwerk auf der 
Basis von Gesetzen der Wahrscheinlichkeitstheorie. Dabei wird der jeweilige Knoten lediglich von 
den Zuständen seiner Eltern und Kinder beeinflusst (s. Abbildung 17). Diese lokale Begrenzung 
hat eine massive Effizienzsteigerung in der Berechnung des Netzwerks zur Folge, da nur wenige 
Parameter in die Rechnung einfließen müssen. Gleichzeitig stellt der Algorithmus jedoch auch si-
cher, dass die Informationen im gesamten Netzwerk verteilt werden [BORT04].  
Nach mehreren Rechenschritten haben sich die Variablen des gesamten Netzwerks den neuen 
Erkenntnissen entsprechend angepasst. Nach fünf Rechenschritten ist die Aktualisierung des 
Bayes-Netzwerks in Abbildung 17 abgeschlossen. Nachdem zwei Knoten instantiiert wurden 
(schwarz markiert) hat sich das gesamte Netzwerk an die neuen Erkenntnisse angepasst. Der 
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Austausch von Informationen geschieht bi-direktional, zum einen in kausaler Richtung, zum ande-
ren in diagnostischer Richtung. 
Dabei werden Schlüsse in kausaler Richtung als Prognose bezeichnet:  
Eine Prognose ist die Vorhersage einer Wirkung auf Basis einer Ursache [BORT04]. Dabei be-
zeichnet in einem Bayes-Netzwerk der Kindknoten die Wirkung und der Elternknoten die Ursache. 
Und Schlüsse in umgekehrter Richtung nennt man Diagnose:  
Die Zuordnung einer Ursache aufgrund einer beobachteten Wirkung wird als Diagnose bezeichnet 
[BROC11]. 
Allgemein bezeichnet man in der Informatik das Schlussfolgern auf eine nicht explizit gegebene 
Information aufgrund von Beobachtungen, d.h. das Schlussfolgern unter Unsicherheit, als Inferenz 
(engl. inference) [BROC11].  
 
Abbildung 17: Message-Passing Algorithmus von Pearl, nach [BORT04] 
Pearls Algorithmus ermöglicht eine exakte Inferenz, doch eignet er sich nur für einfach verzweigte 
Netzwerke [URL03]. Daher sind weitere Algorithmen entwickelt worden, mit denen auch komplexe 
Netzwerke berechnet werden können. Häufig wird der „Junction-Tree-Algorithmus“ von Lauritzen 
und Spiegelhalter [LAUR88] verwendet. Der Algorithmus gruppiert die Knotenstrukturen zu Clus-
tern, so dass eine komplexe Netzstruktur auf eine einfache Baumstruktur zurückgeführt wird 
[BORT04]. In [NEAP03] werden die meistverbreiteten Algorithmen vorgestellt.  
Manche Netzwerke können allerdings nicht mehr mit einer exakten Inferenz gelöst werden 
[URL03] oder sind für eine Echtzeitanwendung unbrauchbar, da deren Berechnung zu zeitaufwen-
dig wäre [BORT04]. In einem solchen Fall werden approximative Algorithmen angewandt 
[BORT04], die bis heute Forschungsgegenstand sind. Sie sollen in dieser Arbeit jedoch nicht wei-
ter betrachtet werden, da hier der Fokus auf der Modellierung von Netzwerken - im Speziellen der 
Modellierung von maschinenbaulichen Problemen - liegen soll.  
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4.2.3 Analyse-Methoden 
„Alles sehen – nichts begreifen.“ Gerhard Richter, Notiz 1966 
 
Bayes-Netzwerke beschreiben definierte Situationen und Probleme anhand der darin enthaltenen 
Einflussgrößen und ihrer Auftrittswahrscheinlichkeiten. Sie bilden die Zusammenhänge in einem 
Graphen (DAG) ab. Müssen Entscheidungen in Situationen gefällt werden, in denen Unsicherheit 
herrscht, können Bayes-Netzwerke zur Klärung der Sachverhalte dienen. Neue Informationen - 
Inferenzen - verändern die im Netzwerk beschriebenen Verhältnisse und führen so zu neuen Er-
kenntnissen, mit denen in der Folge Entscheidungen argumentativ gestützt werden können. Nicht 
nur bei komplexen Netzwerken, sondern auch schon bei Netzwerken mit wenigen Knoten sind 
jedoch die Zusammenhänge nicht unbedingt immer sofort ersichtlich. Daher dienen - neben der 
Inferenz - verschiedene Methoden zur Analyse der Auswirkungen von Veränderungen auf die beo-
bachteten Zielgrößen. Die Entscheidungsfindung wird somit transparent.  
Im Folgenden werden einige Analysemethoden kurz vorgestellt. Ein Beispiel aus der Medizin soll 
die Möglichkeiten der verschiedenen Techniken aufzeigen. Es ist ein populäres Beispiel und findet 
sich in vielen Literaturstellen zu Bayes-Netzwerken in dieser oder in einer veränderten Form wie-
der, z.B. [KJAE08], [URL04]. Ursprünglich stammt es von Lauritzen und Spiegelhalter [LAUR88]. 
Beispiel 3 Lungenklinik 
Wenn Patienten neu eingeliefert werden, nutzt eine Lungenklinik das Bayes-Netzwerk aus Abbil-
dung 18 für eine erste Diagnose. Ein Arzt soll drei verschiedene Krankheiten mit diesem stark ver-
einfachten Netzwerk diagnostizieren. Anhand von Symptomen und möglicher Ursachen kann er 
auf die Krankheiten schließen. Im Netzwerk ist folgendes Wissen beschrieben: 
 
Abbildung 18: Bayes-Netzwerk „Lungenklinik“, nach [LAUR88] 
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Patienten, die in die Lungenklinik eingeliefert werden, leiden womöglich unter „Tuberkulose“, „Lun-
genkrebs“ oder „Bronchitis“. Stellt der Arzt eine „Atemnot“ beim Patienten fest, dann besteht die 
Möglichkeit, dass der Patient unter einer oder mehreren der drei Krankheiten leidet oder aber auch 
unter keiner der Krankheiten. Mit der „Röntgenuntersuchung“ kann man feststellen, ob der Patient 
unter „Tuberkulose“ oder „Lungenkrebs“ leidet. Er kann mit dem Röntgenbild jedoch die Krankhei-
ten nicht differenzieren. Darüber hinaus weiß man, dass Rauchen das Risiko für „Lungenkrebs“ 
und „Bronchitis“ steigert.  
In Asien ist das Tuberkulosebakterium stark verbreitet, so dass eine Reise in diese Region das 
Infektionsrisiko steigert. 
Abbildung 18 zeigt lediglich die qualitative Struktur des Bayes-Netzwerks. Für eine Analyse müs-
sen diese Informationen nun konkretisiert, also quantifiziert werden. Dazu werden die Patientenda-
ten der vorangegangen Fälle ausgewertet. 1% der Patienten, die in die Lungenklinik eingeliefert 
werden, haben vor kurzem ein asiatisches Land besucht - P(Asien)= (0,99; 0,01). Die Hälfte der 
Patienten sind üblicherweise Raucher - P(Raucher)= (0,5; 0,5). Aufgrund der Erfahrungen werden 
weitere bedingte Wahrscheinlichkeiten festgelegt:  
 Tuberkulose 
Asien ja nein 
ja 0,05 0,95 
nein 0,01 0,99 
 
 Lungenkrebs 
Raucher ja nein 
ja 0,1 0,9 
nein 0,01 0,99 
 
 Bronchitis 
Raucher ja nein 
ja 0,6 0,4 
nein 0,3 0,7 
 
   
   
   
Tuberkulose 
o. Krebs 
Röntgenuntersuchung 
ja nein 
ja 0,98 0,02 
nein 0,05 0,95 
 
 Tuberkulose 
o. Krebs 
Atemnot 
Bronchitis ja nein 
ja ja 0,9 0,1 
nein 0,8 0,2 
nein ja 0,7 0,3 
nein 0,1 0,9 
 
  
Tabelle 1 
In Kapitel 4.4.4 werden Wege aufgezeigt, wie diese Wahrscheinlichkeitswerte gewonnen werden 
können. 
In Abbildung 19 sind nun neben den Knoten auch deren Stadien und die dazugehörigen Wahr-
scheinlichkeiten abgebildet. Die Werte ergeben sich aus den obigen Angaben und der Verrech-
nung mit der Bayesschen Regel.  
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Abbildung 19: Bayes-Netzwerk „Lungenklinik“ mit Stadien und Wahrscheinlichkeiten I, nach [LAUR88] 
Prognose und Diagnose 
Eine Diagnose ist der Rückschluss von einer Wirkung (Symptom) auf eine Ursache (Krankheit). 
Wird ein Patient in die Lungenklinik eingeliefert, so ist dieser mit 45%iger Wahrscheinlichkeit an 
Bronchitis erkrankt. Erfährt nun der Arzt, dass der Patient unter Atemnot (ja=1) leidet, so steigt die 
Wahrscheinlichkeit einer Bronchitis auf 83,4% (Abbildung 20). Auch die Wahrscheinlichkeiten einer 
Erkrankung an Tuberkulose oder Lungenkrebs steigen - jedoch etwas schwächer, da diese Krank-
heiten generell weniger auftreten.  
Der Arzt erfährt weiter, dass der Patient erst vor kurzem in China war (Asien: ja=1) und ein starker 
Raucher (ja=1) ist und gewinnt so in seiner Untersuchung mehr Sicherheit. Die Prognose, also die 
Vorhersage möglicher Wirkungen aufgrund der neuen Informationen, ergibt ein gesteigertes Risiko 
für alle drei Krankheiten (Abbildung 21). 
Für eine möglichst korrekte erste Diagnose schließt eine Röntgenuntersuchung die Untersuchung 
des Patienten ab. Das Röntgenbild gibt keinen Hinweis auf irgendwelche Krankheiten, so dass die 
Wahrscheinlichkeit einer Bronchitis auf über 92% (Abbildung 22) steigt. Die Wahrscheinlichkeiten 
einer Krebserkrankung oder Tuberkulose dagegen sinken deutlich. 
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Abbildung 20: Bayes-Netzwerk „Lungenklinik“ mit Stadien und Wahrscheinlichkeiten II, nach [LAUR88] 
 
Abbildung 21: Inferenz im Bayes-Netzwerk „Lungenklinik“ I, nach [LAUR88] 
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Abbildung 22: Inferenz im Bayes-Netzwerk „Lungenklinik“ II, nach [LAUR88] 
Das geschilderte Beispiel zeigt, dass durch Prognose- und Diagnosetechniken die Zusammenhän-
ge zwischen den Variablen transparenter werden und so eine Entscheidungsfindung unterstützen 
können – auch schon bei Netzwerken geringer Größe. 
Einfluss-Analyse 
Trifft man Entscheidungen in einem Problembereich, ist es wichtig, dass deren Herleitung transpa-
rent wird. So kann der Entscheider selbst nachvollziehen, wie das Ergebnis entstanden ist und er 
kann es nach außen kommunizieren und begründen. Erst so ist eine Entscheidung dokumentierbar 
und kann im Zweifel reproduziert, bzw. nachvollzogen werden. Dies ist besonders für eine argu-
mentative Auseinandersetzung in Entscheidungsprozessen wichtig, wenn es um Verantwortlichkei-
ten geht.  
Für die Beurteilung einer Situation in einem durch ein Bayes-Netzwerk abgebildeten System ist 
nicht nur die Beobachtung der Auswirkungen durch das Einfließen von neuem Wissen (Inferenz) 
von Relevanz. Ein tieferes Verständnis der Zusammenhänge erhält man, wenn bekannt ist, welche 
Informationen das System in starkem Maße beeinflussen und welche einen eher geringen Effekt 
auf das System haben. Mit der Einfluss-Analyse (auch Sensitivitäts-Analyse) kann so der Wert 
einer Information bestimmt werden [BORT04], und Parameter sind mit diesem Wissen systema-
tisch beeinflussbar. Analog zu den Methoden der statistischen Versuchsplanung werden die Sta-
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dien einzelner Knoten im Netzwerk durch das gezielte Einbringen verschiedener Inferenzen verän-
dert und die Ergebnisse miteinander verglichen [KLEP08]. So ist auch ein minimaler und maxima-
ler Einflussbereich eines Parameters ermittelbar [KJAE08]. 
Nimmt man in Beispiel 3 an, dass ein eingelieferter Patient kein Raucher ist, dann erkennt man 
sofort den starken positiven Einfluss auf die Auftrittswahrscheinlichkeiten von Lungenkrebs und 
Bronchitis, die dadurch deutlich sinken. 
Szenarien-Analyse 
Die Szenarienanalyse beschreibt die manipulative Untersuchung von Variablen. Es werden fiktive 
„Was wäre wenn…“-Szenarien mit dem bestehenden Bayes-Netzwerk getestet, indem man offen-
sichtlich falsche Ereignisse formuliert. Auch das Hinzufügen von neuen Knoten und Kanten ist zu-
lässig. Die Situationen, Domänen oder Problembereiche, die mit dem Netzwerk abgebildet werden, 
können somit optimiert werden. Man kann durch eine Szenarien-Analyse das Verbesserungspo-
tential oder aber negative Entwicklungen in einem Problembereich erkennen und so gezielte Maß-
nahmen für eine vorteilhafte Entwicklung treffen.  
In Bezug auf Beispiel 3 ist folgendes Szenario denkbar: Laut Aussage der WHO ist durch Armut 
und Verfall des Gesundheitswesens in Osteuropa eine kritische Zunahme der Tuberkuloseerkran-
kungen zu verzeichnen [WHO11]. Gleichzeitig wird der Urlaub in dieser Region immer populärer. 
Daher modifiziert der Arzt das Bayes-Netzwerk. Die Wahrscheinlichkeit einer Reise nach Ost-
Europa und das Risiko einer Infektion dort wird der Einfachheit halber gleich der von China ge-
setzt. Stellt nun der Arzt fest, dass der Patient sowohl China als auch Ost-Europa vor kurzem be-
reist hat, muss er mit einem ungewöhnlich hohem Tuberkuloserisiko (10%) beim Patienten rech-
nen (Abbildung 23). 
Für zukünftige Diagnosen sollte das Bayes-Netzwerk diesen Umstand berücksichtigen, damit wei-
terhin zuverlässige Aussagen möglich sind. Zur Schätzung der Wahrscheinlichkeiten können zu-
nächst nur allgemeine Statistiken (in diesem Fall beispielsweise von der WHO) dienen. Die Wahr-
scheinlichkeiten können jedoch durch neue Erfahrungswerte – hier: neu eingelieferte Patienten - 
modifiziert werden, so dass die Verteilung sich mehr und mehr den spezifischen Verhältnissen der 
Lungenklinik annähert. 
Das Beispiel zeigt, dass Bayes-Netzwerke sich zum Abbilden von Erfahrungswissen sehr gut eig-
nen. Unsicherheiten können so in Entscheidungs- bzw. Diagnosesituationen gemindert werden. 
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Abbildung 23:  Bayes-Netzwerk „Lungenklinik“ mit neuem Einfluss auf Tuberkulose, nach [LAUR88] 
4.3 Anwendungsbereiche 
„Grau, teurer Freund, ist alle Theorie und grün des Lebens goldner Baum.“  
Johann Wolfgang von Goethe - aus: Faust I 
 
Aufgrund ihrer eingängigen Darstellungsweise hat die Technik der Bayes-Netzwerke schon in viele 
Bereiche Einzug gehalten. So finden sich Anwendungen vor allem in der Medizin, im Bankenwe-
sen, aber auch beim Militär. Dabei werden sie auf vielfältige Art und Weise eingesetzt: 
• Zur Risikoanalyse, wie zum Beispiel zur Abschätzung von Risiken für den Rückbau von 
Ölbohrinseln. Hierbei werden Aspekte wie Umweltverträglichkeit, Rentabilität und auch 
Ressourcenmanagement betrachtet. 
• Zur Fehleranalyse, wie zum Beispiel zum Beheben von Druckerproblemen. 
• Zur Entscheidungs-Unterstützung, wie zum Beispiel in der Robotik zur Regelung von au-
tonomen Systemen. 
• Zur Diagnose, wie zum Beispiel in der Medizin zur Diagnose von Krankheiten und zum 
Ermitteln von Behandlungsprozeduren. 
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Diese sind nur einige wenige Beispiele aus einer Vielzahl von Anwendungen, wie sie unter ande-
rem auf den Internetseiten der Unternehmen HUGIN [URL06] und AgenaRisk [URL07] nachzule-
sen sind.  
Generell sprechen vier wesentliche Aspekte für den Einsatz der Bayes-Technologie in der Praxis: 
1. Effiziente Algorithmen zur Berechnung der Wahrscheinlichkeiten, so dass auch Echtzeit-
Anwendungen möglich sind [BORT04]. 
2. Eingängige Darstellungsweise, so dass auch komplexe Sachverhalte intuitiv und schnell 
vom Anwender erfasst werden können. 
3. Trainierbarkeit des Netzwerks. Neue Erkenntnisse können in das Netzwerk einfließen 
und es somit auf einfache Weise aktualisieren. 
4. Eine automatisierte Generierung von Bayes-Netzwerken aus Daten ist möglich, wenn 
keine ausreichenden Informationen von Experten für die Modellierung vorliegen 
[BORT04]. 
Bayesnetze sind im technischen Umfeld bisher eher wenig vertreten, obwohl deren Eigenschaften, 
speziell die Möglichkeiten der Analyseverfahren, für den Einsatz in technischen Bereichen prädes-
tiniert sind [OTTE04]. In Kapitel 4.4.1 „Eignungsprüfung“ sind die Kriterien aufgeführt, die erfüllt 
sein sollten, damit Bayes-Netzwerke erfolgreich eingesetzt werden können. Kostenprognose, die 
Bewertung technischer Produkte, Projektplanung, Qualitätssicherungsmaßnahmen wie FMEA, 
FTA und QFD sind ingenieurwissenschaftliche Themen, die gerade in den frühen Phasen der Pro-
duktentwicklung viele Unsicherheitsfaktoren aufweisen. Sie erfüllen die genannten Kriterien, so 
dass sich dort eine Anwendung von Bayes-Netzwerken sehr empfiehlt. 
Zusammenfassung 
Die Kapitel 4.1 bis 4.3 haben die Grundlagen für das Verständnis der Bayes-Netzwerke vermittelt. 
Dort wurden die Bayes-Regel und das dazugehörige grafische Modell erläutert. Es wurde gezeigt, 
wie Informationen im Netzwerk verarbeitet werden und es wurden Analysemethoden zur Gewin-
nung von Informationen aus dem Netzwerk vorgestellt. Im Kapitel „Anwendungsbereiche“ sind 
Praxisbeispiele gelistet (Abbildung 24).  
 
Abbildung 24:  Übersicht 
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Dies sind die notwendigen Grundlagen zur Erstellung eigener Bayes-Netzwerke. Im folgenden 
Kapitel wird der erste Schritt zur Netzwerkgenerierung vorgestellt. 
4.4 Erstellen eines Bayes-Netzwerks 
Ein Bayes-Netzwerk kann manuell oder automatisiert erzeugt werden. Da in dieser Arbeit die 
Übertragung der Methode auf die Anwendung in technischen Bereichen im Fokus stehen soll, wird 
hier vornehmlich die manuelle Generierung betrachtet. Denn das manuelle Vorgehen stellt den 
Ausgangspunkt für das Arbeiten mit Bayes-Netzwerken dar. Im Kapitel „Zusammenfassung und 
Ausblick“ (Kapitel 6) werden kurz einige Aspekte der Automatisierung beleuchtet. Für die Umset-
zung eines Bayes-Netzwerks in die Praxis ist ein methodisches Vorgehen zwingend erforderlich. 
Der Prozess kann in einzelne aufeinanderfolgende Arbeitsschritte unterteilt werden (Abbildung 25).  
 
Abbildung 25:  Erstellen eines Bayes-Netzwerks 
Anfangs muss der Aufgabenbereich präzise definiert und die Eignung einer Anwendung der 
Bayes-Technologie auf die Problemstellung geprüft werden (Kapitel 4.4.1). Erst danach sollte mit 
dem Aufbau des Netzwerks begonnen werden.  
Die Netzwerkgenerierung lässt sich in drei Arbeitsschritte unterteilen. Zunächst werden die Netzva-
riablen ermittelt. Diesen ersten Arbeitsschritt nennt man „Identifikation“ (Kapitel 4.4.2). Im zweiten 
Arbeitsschritt „Strukturierung“ werden die Abhängigkeiten zwischen den Variablen ermittelt (Kapitel 
4.4.3). So entstehen die Verknüpfungen im Netzwerk. In diesen ersten beiden Arbeitsschritten ent-
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steht der sogenannte qualitative Teil des Netzwerks. Die „Quantifizierung“ komplettiert das Netz-
werk (Kapitel 4.4.4). Hier werden die bedingten Wahrscheinlichkeiten ermittelt. 
Die einzelnen Arbeitsschritte werden nicht sequentiell abgearbeitet, sondern die Generierung des 
Netzwerks verläuft iterativ. Jedes Arbeitsergebnis wird geprüft und erfordert eine eventuelle Opti-
mierung. Gegebenenfalls ist ein Zurückspringen in frühere Prozessschritte erforderlich, da auch 
vorangegangene Ergebnisse überarbeitet werden müssen.  
In dieser Arbeit werden Bayes-Netzwerke für die Kostenprognose technischer Produkte eingeführt. 
Daher beinhalten die Kapitel über die einzelnen Modellierschritte nur eine allgemeine Einführung 
der Aufgaben und Lösungsansätze der jeweiligen Arbeitsabschnitte. Konkrete Methoden und Hin-
weise, die sich insbesondere für die Anwendung bei technischen Sachverhalten eignen, werden in 
Kapitel 5 vorgestellt. 
4.4.1 Eignungsprüfung 
Der Arbeitsschritt „Klären und Präzisieren der Aufgabenstellung“ findet sich auch in der VDI 2221. 
Die dort vorgeschlagenen Methoden, beispielsweise Anforderungsliste, Lasten- und Pflichtenheft 
[VDI2221], lassen sich ohne Einschränkung auch im Zusammenhang mit der Entwicklung eines 
Bayes-Netzwerks anwenden. 
Im Vorfeld muss weiterhin geprüft werden, ob Bayes-Netzwerke sich auch für den jeweils vorlie-
genden Anwendungsfall eignen. Wie in den vorangegangenen Kapiteln erläutert, eignen sie sich 
für die Entscheidungsunterstützung und den Umgang mit unsicherem Wissen. Dabei stützt sich 
diese Methode auf fundierte Algorithmen der Mathematik. Mit dem grafischen Modell lassen sich 
die Zusammenhänge intuitiv erfassen und einfach darstellen. Doch einige Aspekte limitieren den 
Anwendungsbereich dieser Technologie. So sind Bayes-Netzwerke nicht für die Darstellung von 
Sachverhalten geeignet, in denen Zusammenhänge nicht klar definiert werden können, beispiels-
weise wenn einem Symptom nicht alle möglichen Ursachen zugeordnet werden können. Ebenso 
ist eine Anwendung schwierig, wenn in dem gegebenen Fall die kausalen Zusammenhänge der 
Kriterien sich über den Betrachtungszeitraum ändern - z.B. Variable A ist zunächst von Variable B 
abhängig, später jedoch nur von Variable C [KJAE08]. Zwar sind auch diese Situationen mit 
Bayes-Netzwerken darstellbar [JENS07], doch erfordert eine Modellierung einen erheblichen 
Mehraufwand, und womöglich sind andere Methoden hier eher geeignet. Auch wenn eine entspre-
chende Software die Berechnungen der Wahrscheinlichkeiten übernehmen kann, muss bei der 
Erwägung einer Anwendung von Bayes-Technologie der manchmal enorme Modellieraufwand mit 
einbezogen werden. 
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In [KJAE08] sind Kriterien genannt, anhand derer sich überprüfen lässt, ob der Einsatz eines 
Bayes-Netzwerks für die betrachtete Problemstellung geeignet ist: 
1. Es muss eine definierte Schar von Variablen vorliegen. Die Variablen und ihre Sta-
dien müssen die Situation vollständig beschreiben, so dass keine Aspekte bei einer Be-
trachtung ignoriert werden. 
2. Die (kausalen) Zusammenhänge müssen identifizierbar sein. Über den betrachteten 
Bereich müssen fundierte und detaillierte Daten vorliegen, so dass sich daraus die Netz-
werkstruktur ableiten lässt. Ungenauigkeiten und Fehler in der Strukturierung verursa-
chen Ungenauigkeiten und Fehler in der Prognose. Die Netzwerkstruktur muss statisch 
sein (keine strukturellen Änderungen über der Zeit). 
3. Die Unsicherheit sollte eine zentrale Rolle in der Problemstellung spielen. Sind die 
Zusammenhänge deterministischer Natur, das heißt, die Wahrscheinlichkeiten nehmen 
lediglich die Werte null oder eins (wahr oder falsch) an, so existieren effektivere Metho-
den wie beispielsweise Entscheidungsbäume für die Aufgabe. Typische Anwendungen 
für Bayes-Netzwerke sind Unsicherheiten bei Messungen, bei unvollständigem Wissen 
über kausale Mechanismen oder zur Abstraktion der vorliegenden Informationen. 
4. Die Problemstellung sollte von repetitivem Charakter sein. Gerade bei komplexen 
Problemen ist die Generierung eines Bayes-Netzwerks sehr aufwendig, so dass eine 
Anwendung zur Lösung eines einmaligen Problems nicht infrage kommt. Dazu kommt, 
dass in diesem Fall mit einem Mangel an Informationen gerechnet werden muss, so dass 
fundierte Aussagen mit einem Bayes-Netzwerk hier nicht möglich sind.   
Typische Problemstellungen repetitiver Natur, in denen Bayes-Netzwerke eingesetzt 
werden, finden sich bei Diagnosen, Analysen, Prognosen, Klassifikationen und Entschei-
dungsproblemen in der Medizin (siehe Beispiel 3), in der Geologie, wie z.B. bei der Ab-
schätzung von Ölvorkommen [JENS07], der Biologie, wie z.B. bei der Zuordnung von 
Tieren zu bestimmten Spezies [MARC06] oder auch im Bankenwesen, wie z.B. in der Ri-
sikoanalyse bei der Kreditvergabe [URL05]. 
Sind die obigen Kriterien erfüllt, empfiehlt sich der Einsatz eines Bayes-Netzwerks und es kann mit 
der Modellierung begonnen werden. Beispiel 4 soll die Kriterien der Eignungsprüfung weiter erläu-
tern. 
Beispiel 4 Qualitätssicherung 
Zur Qualitätssicherung in einer Produktion wird eine optische Prüfung vorgenommen. Zeigt das 
Produkt Kratzer, eine unsaubere Lackierung oder ist es nicht einwandfrei montiert, wird das Pro-
dukt aussortiert und überarbeitet. Die Entscheidungsschwelle zur Aussortierung eines Produkts 
kann nicht eindeutig festgelegt werden. Letztlich ist der Gesamteindruck des Prüfers ausschlagge-
bend für die Entscheidung.  
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Wie der Prüfer entscheidet, kann mit einem Bayes-Netzwerk nachvollzogen werden, da die Krite-
rien der Eignung erfüllt sind: 
1. Es liegt eine definierte Schar von Variablen vor: Zur Qualitätssicherung werden Lackie-
rung, Montage und Kratzer am Produkt durch einen Prüfer beurteilt. Keine weiteren Krite-
rien werden herangezogen. 
2. Die Zusammenhänge sind eindeutig: Montage, Lackierung und eventuelle Kratzer erzeu-
gen einen Gesamteindruck beim Prüfer. Tageszeit, Wochentag oder sonstige Größen 
üben darüber hinaus keinen Einfluss auf die Entscheidung aus. 
3. Unsicherheit: Die Entscheidung, ob ein Produkt Ausschuss ist oder nicht, lässt sich bei-
spielsweise nicht auf eine definierte Menge an Kratzern auf der Produktoberfläche zu-
rückführen. Je nachdem, wo die Kratzer auftreten und wie intensiv die Kratzer sind, bildet 
sich der Prüfer eine Meinung. 
4. Repetitiver Charakter: Das Bayes-Netzwerk kann bei jedem neu produzierten Produkt 
erneut angewendet werden. 
Das Netzwerk in Abbildung 26 zeigt eine Möglichkeit, wie das Problem beschrieben werden kann. 
 
Abbildung 26:  Bayes-Netzwerk - Prüfentscheidung in der Qualitätssicherung  
4.4.2 Schritt 1: Identifikation 
Ist die Aufgabenstellung präzise formuliert und auf ihre Eignung geprüft, lässt sich daraus auch der 
Zweck des Bayes-Netzwerks ableiten. Der Zweck umschreibt in diesem Zusammenhang das Ziel 
der Wissensgewinnung, das mit dem Bayes-Netzwerk verfolgt werden soll. Dabei muss die 
Zweckbeschreibung hier nicht lösungsneutral sein, wie dies ansonsten in der Konstruktionsmetho-
dik empfohlen wird – wie z.B. bei [KOLL98]. Im Sinne der Konstruktionsmethodik ist die Bayes-
Technologie selbst als Lösungsweg zu verstehen, mit der neue Erkenntnisse erlangt werden sol-
len. Im Fokus der Zweckbeschreibung steht immer die Wahrscheinlichkeit des Eintreffens eines 
Ereignisses oder eines Zustands. Sie sollte als Fragestellung formuliert werden und könnte bei-
spielsweise lauten: „Welche Krankheit hat der Patient wahrscheinlich, wenn bestimmte Symptome 
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erkennbar sind?“ oder aber auch „Wie hoch ist die Wahrscheinlichkeit unter den gegebenen Rand-
bedingungen, dass eine Schweißverbindung die erforderliche Lebensdauer erreicht?“ 
Neben dem Zweck ist eine Definition des Bereichs wichtig, der mit dem Bayes-Netzwerk betrachtet 
werden soll. Da ein Bayes-Netzwerk das Wissen in einem definierten Gebiet repräsentiert, wird 
dies im Folgenden eine Domäne3 genannt. Für medizinische Diagnosen ist z.B. eine genaue Ein-
grenzung des betrachteten Krankheitsbildes erforderlich, so dass alle möglichen Symptome der 
Krankheiten berücksichtigt werden. Das Bayes-Netzwerk berücksichtigt so die Thematik vollstän-
dig und lässt keine mögliche Krankheit außer Acht. Die Eingrenzung auf ein bestimmtes Krank-
heitsbild stellt in diesem Fall die Domäne dar. Bei technischen Aufgabenstellungen kann die Do-
mäne über eine Produktgruppe (Teilefamilie, Baureihen, Produktart, …) definiert werden. Ebenso 
ist in diesem Zusammenhang eine Eingrenzung in Form von Abteilungen, Zeiträumen, Fertigungs-
verfahren oder auch einzelnen Personen möglich. 
Zweck und Domäne spannen ein Aufgabenfeld auf. Es müssen nun die Elemente identifiziert wer-
den, über die noch Unsicherheit herrscht, weil noch zu wenig darüber bekannt ist oder weil es zu 
aufwendig wäre, sie zu spezifizieren. Im nächsten Schritt werden diese Elemente zu Hypothesen4 
zusammengefasst, beziehungsweise gruppiert. Die so entstandenen Variablen nennt man Hypo-
thesen-Variablen. Sie bilden den Kern des Bayes-Netzwerks. Ebenso müssen Informationen ge-
funden werden, die helfen, die Hypothesen entweder zu stützen oder zu verwerfen. Sie ergänzen 
die Hypothesen und vervollständigen damit das Bayes-Netzwerk. Auch diese Elemente werden zu 
Variablen gruppiert und als Informations-Variablen bezeichnet. Insgesamt soll auf diese Weise das 
Aufgabenfeld möglichst umfassend beschrieben werden. Das Bayes-Netzwerk soll die Elemente 
enthalten, die für eine Prognose in dem Aufgabenfeld relevant sind. Wird bei der Anwendung des 
Netzes ein konkreter Fall betrachtet, soll der Nutzer darüber hinaus zumindest teilweise in der La-
ge sein, Informationen zur Bestimmung der Zielgrößen über die Parameter einfließen lassen zu 
können [RAMM98]. 
Ein Knoten besitzt in einem Bayes-Netzwerk verschiedene Zustände, mit der seine möglichen 
Ausprägungen beschrieben werden. So kann beispielsweise der Knoten „Arbeitstemperatur?“ 
durch die Zustände „(<10°C, 10-30°C, >30-70°C, >70°C)“ beschrieben werden. Bei der Formulie-
rung ist darauf zu achten, dass sich die jeweiligen Zustände nicht überschneiden und sie zugleich 
alle möglichen Ausprägungen erfassen. Man unterscheidet zwischen kontinuierlichen und diskre-
ten Zustandsbeschreibungen. Kontinuierliche Zustandsbeschreibungen sind exakter und werden 
                                               
 
3
 Eine Domäne (lat. Dominium „Herrschaftsgebiet“) bezeichnet ein Arbeits- oder Wissensgebiet [BROC11] 
4
 Hier im Sinne einer Arbeitshypothese: eine vorläufige Annahme in einer Domäne, um das Reaktionsverhalten einer 
oder mehrerer interessierende(r) Größe(n) zu beobachten [BROC11]. 
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durch eine Funktion beschrieben. Die Integration von kontinuierlichen Knoten ist mit strengen 
Randbedingungen an die Kindknoten verknüpft [JENS07] und daher für hochgradig vernetzte 
Bayes-Strukturen eher ungeeignet [KJAE08]. Für die Kostenprognose technischer Produktkonzep-
te sind komplexe Netzwerke mit einer Vielzahl an Knoten erforderlich, so dass kontinuierliche Kno-
ten in dieser Arbeit nicht weiter betrachtet werden sollen. 
Bei der Definition der Variablen ist immer der Zweck des Bayes-Netzwerks zu berücksichtigen. 
Daher ist es wichtig, dass bei der Definition der Variablen nicht nur auf die jeweiligen Objekte des 
Problembereichs geachtet wird, sondern auf die eigentlichen Problemelemente und die dazugehö-
rigen Informationen, die helfen können, die Probleme zu klären [KJAE08]. Sollen mit einem Bayes-
Netzwerk beispielsweise wahrscheinliche Fertigungsabfolgen für ein technisches Produkt erwogen 
werden, wäre ein Netzwerk mit den Knoten „Spritzgießen“, „Fräsen“, „Drehen“ etc. eher ungeeig-
net. Da man in diesem Fall Abfolgen betrachten möchte, sollten die Knoten entsprechend „Ferti-
gungsschritt 1“, Fertigungsschritt 2“, etc. lauten. So wird die interessierende Zielgröße eher fokus-
siert, und relevante Informationen, wie etwa die Aussage: „Meistens werden unsere Teile spritzge-
gossen und anschließend spanend nachbearbeitet“ können zur Klärung der Sachlage besser bei-
tragen. 
Variablen können verschiedenste Eigenschaften und Sachverhalte beinhalten und lassen sich 
nicht durch eine allgemeingültige Systematik konkret herleiten. Jede Domäne bietet unterschiedli-
che Möglichkeiten zur Spezifikation und jeder Zweck erfordert individuelle Formulierungen. In der 
Fachliteratur zu Bayes-Netzwerken findet sich leider kaum ein Rat zur Identifikation von Variablen 
für die manuelle Netzgenerierung, so zum Beispiel die zwar sicherlich richtigen, aber wenig hilfrei-
chen Hinweise, dass das Finden von Variablen einige Übung erfordert [KJAE08] oder dass das 
Wissen von Experten vorgegeben werden muss [RAMM98]. Einen Leitfaden oder eine Systematik 
sucht man diesbezüglich vergeblich. Vielmehr konzentriert man sich in der Fachliteratur eher auf 
die Betrachtung der algorithmischen Zusammenhänge in einem Bayes-Netzwerk als auf eine Me-
thode für die Netzwerk-Generierung in der Praxis [NEIL00].  
Daher sollen für die Identifikation von Variablen zunächst einige allgemeingültige Vorgehenswei-
sen vorgestellt werden, die dem jeweiligen Aufgabenfeld anzupassen sind. Die einzelne Methode 
darf dabei nicht isoliert betrachtet, sondern sollte mit den weiteren Vorgehensweisen kombiniert 
angewendet werden.  
Ingenieurwissenschaften und Pädagogik bieten diverse Ansätze für ein systematisches Vorgehen 
zur Wissensgewinnung an. In Kapitel 5 wird anschließend eine Auswahl von Methoden präsentiert, 
die sich insbesondere für technische Themenbereiche eignen. 
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Experten-Befragung 
Grundsätzlich wichtig ist die Einbindung von Domänen-Experten, so dass deren Erfahrungswissen 
in das Bayes-Netzwerk einfließen kann. Schwierig ist die Übertragung des Wissens in den Bayes-
Formalismus, da das Wissen oft einen prozeduralen Charakter besitzt oder nur unbewusst vor-
handen ist [BROC11]. Hinzu kommt, dass aktuelle Ereignisse und individuelle Ansichten die Wis-
sensreproduktion verzerren können. Daher empfiehlt sich bei der Erarbeitung des Aufgabenfeldes 
eine Arbeit in der Gruppe, die sich idealerweise aus Domänenexperten verschiedener Fachrich-
tungen zusammensetzt. Der Einzelne sollte die Möglichkeit erhalten, die Beiträge der anderen zu 
kommentieren. Denn sobald unmittelbare Sachverhalte, die eigene Erfahrung und eigene Auffas-
sung in der Formulierung der Elemente zum Ausdruck kommen, ist die Wahrscheinlichkeit hoch, 
dass die Addition unterschiedlicher Erfahrungen, Erlebnisse und Bewertungen zum regen Aus-
tausch des Expertenwissens führt. So kann in der Folge eine umfassende und vollständige Erfas-
sung der Domäne entstehen. Mehr zum Thema Gruppenarbeit - auch in kritischer Hinsicht - findet 
sich unter anderem in [ARDE98], [BADK04], [EHRL07] und [PAHL07]. 
Wissen und Informationen von Domänenexperten erhält man darüber hinaus mit dem klassischen 
Fragebogen und durch Interviews. Auch hier sei auf weiterführende Fachliteratur verwiesen: z.B. 
[BOGN05] und [MEYE91]. Eine Übersicht bietet [BERT09]. 
Vorangegangene Fälle 
Neben dem Expertenwissen sind Aufzeichnungen von vorangegangenen Fällen, die Analogien zu 
dem aktuell betrachteten Aufgabenfeld enthalten, die zweite wichtige Quelle zur Ermittlung der 
relevanten Parameter in einer Domäne. Streng genommen können Aufzeichnungen in zweierlei 
Form vorliegen - zum einen als Dokumentation und zum anderen als Objekt. Dabei kann man auch 
Erinnerungen an relevante Fälle und daraus gewonnene Erfahrungswerte als eine Form der Do-
kumentation interpretieren,  
Mit einer Analyse der vorliegenden Fälle im Hinblick auf den zuvor formulierten Zweck lassen sich 
die relevanten Einflussgrößen sichten. Dazu sollte zunächst der einzelne Fall betrachtet werden. 
Die Merkmale, die für die interessierenden Zielgrößen von Relevanz sein könnten, werden aufge-
listet und anschließend mit den Merkmalen der weiteren Fälle verglichen. Die Auftrittshäufigkeit 
eines Merkmals ist ein Maß für dessen Aufnahme in das Bayes-Netzwerk. Selten vorkommende 
Parameter sollten kritisch betrachtet und unbedingt auf Relevanz geprüft werden. 
Je mehr Fälle also untersucht werden können, umso sicherer ist Identifikation relevanter Größen. 
Dieser Aspekt beinhaltet viele Parallelen zur Datenselektion beim Data Mining. Unter dem Begriff 
Data Mining ist eine Sammlung von Methoden zu verstehen, die zum Auffinden von unbekannten 
und komplexen Zusammenhängen, Muster und Trends zwischen Merkmalen in einer Domäne auf 
Basis der vorhandenen Datenbestände, dient [OTTE04], [BROC11]. Bayes-Netzwerke bilden zu-
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weilen selbst einen Bestandteil von Data-Mining-Strategien und werden dort zum Identifizieren und 
Generieren von Regeln angewandt. Zwar strebt das Data Mining die automatisierte Analyse an, 
doch sind gerade bei der Datenselektion oft Vor- und Nacharbeiten erforderlich [OTTE04]. Hinsich-
tlich der Auswahl relevanter Merkmale bietet auch das Data Mining kein etabliertes Vorgehen oder 
Regelwerk an.  
Statistiken 
Aufgrund des empirischen Charakters eines Bayes-Netzwerks sind Statistiken ein wichtiges Hilfs-
mittel für die Generierung. Statistische Methoden werden in beschreibende Statistik (Deskriptivsta-
tistik) und schlussfolgernde Statistik (Inferenzstatistik) unterteilt [BROC11].  
Die Inferenzstatistik dient zur Prüfung von Hypothesen und arbeitet wie ein Bayes-Netzwerk mit 
Wahrscheinlichkeitstheorie. Beide unterscheiden sich dabei in ihrem methodischen Vorgehen und 
in ihrem Ziel: Die Bayes-Technologie dient - unter anderem - zur Prognose zukünftiger Ereignisse 
und die Statistik zur Beobachtung und Erhebung. Daher soll die Inferenzstatistik hier nicht weiter 
betrachtet werden. 
Die Deskriptivstatistik dient zur Beleuchtung bestimmter Aspekte einer Domäne auf Basis des ver-
fügbaren Datenmaterials. So erhält man eine Übersicht über große Datenmengen [BROC11]. In 
diesem Zusammenhang kann man zwischen internen, beispielsweise unternehmensspezifischen, 
und externen Statistiken unterscheiden. Interne Statistiken stützen sich auf die Analyse der voran-
gegangenen Fälle in einer Domäne (siehe oben) und sollen hier daher nicht wiederholt betrachtet 
werden.  
Externe Statistiken sind mehr allgemein gefasst und untersuchen Themen wie z.B. das Kfz-
Kaufverhalten junger Menschen. Sie beinhalten neben den statistischen Zahlenwerten die dazu-
gehörigen Kenngrößen. Die ausgewählten Kenngrößen der Statistik können, bei Übereinstimmung 
der Domäne, als Hypothesen-Variablen oder Ausprägungen davon verwendet werden. So be-
schreibt beispielsweise das Statistische Bundesamt Deutschland die Kostenstruktur im produzie-
renden Gewerbe anhand der Kennwerte: Bruttoproduktionswert, Personalkosten, Materialver-
brauch, Einsatz an Handelsware, Kosten für Lohnarbeiten, Kosten für sonstige Dienstleistungen, 
Mieten und Pachten, Kostensteuern, Abschreibungen auf Sachanlagen und Fremdkapitalzinsen 
[DEST08]. Will man Kostenstrukturen im eigenen Unternehmen untersuchen, kann man diese 
Kenngrößen als Ausgangspunkt für die eigene Analyse nutzen. 
Heuristische Methoden und ontologische Ansätze 
Expertenbefragung, die Analyse vorangegangener Fälle und die Auswertung von Statistiken las-
sen sich vornehmlich den Analogie- und den Diskursiv-Methoden zuordnen. Das Finden von Va-
riablen hat jedoch auch einen deutlich heuristischen Charakter, so dass zur Ergänzung der bereits 
gefundenen Variablen entsprechende Methoden angewandt werden sollten. 
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Hierzu eignen sich intuitive Methoden wie unter anderem Brainstorming, Methode 635, Galerieme-
thode [FELD10]. Diese Methoden fördern die Kreativität der Anwender. In einem geeigneten Um-
feld sollen auf diese Weise ungewöhnliche und neue Lösungen generiert werden. Da Verknüpfun-
gen in einem Bayes-Netzwerk nicht unbedingt kausaler Natur sein müssen, eignen sich gerade 
intuitive Methoden zur Ergänzung bereits gefundener Variablen. 
Ontologische Ansätze unterstützen auf ähnliche Weise. Hier werden Sachverhalte nach verschie-
densten Gesetzmäßigkeiten miteinander in Beziehung gebracht und visualisiert. Dies unterstützt 
die gedankliche Strukturierung und erleichtert die Übersicht über das Aufgabenfeld. In diesem Zu-
sammenhang ist das Mindmapping zu erwähnen; aber auch Werkzeuge der Linguistik wie die Kol-
lokation und der Thesaurus sind hier sehr gut anwendbar. Letztere können durch die Darstellung 
logischer und semantischer Querverweise weitere Ideengeber für Parameter sein. 
Bei der Entscheidung, welche Variablen in ein Netzwerk aufgenommen werden, muss auf die 
Gliederungstiefe geachtet werden. Eine zu feine Aufgliederung, die jede scheinbar im Datensatz 
vorhandene Variable erfasst und ihre Abhängigkeiten darstellt, kann eine zu starke Anpassung an 
diese Daten bedeuten. Wenn also neue Informationen in das Netzwerk einfließen, besteht die Ge-
fahr, dass in diesem Fall immer dieselben Möglichkeiten und Wahrscheinlichkeiten für eine Prog-
nose erwogen werden. Das Netzwerk lernt dann sozusagen die Trainingsdaten auswendig. Diese 
Problematik ist ein typischer Nachteil neuronaler Netzwerke [WALD05] und wird als overfitting be-
zeichnet. In Bayes-Netzwerken kann dies verhindert werden, wenn Merkmale und ihre Abhängig-
keiten auf einer allgemeineren Stufe formuliert werden [RAMM98].  
Auch bei dem nachfolgenden Schritt, der Strukturierung (Kapitel 4.4.3), muss darauf geachtet wer-
den, dass nur die tatsächlichen Abhängigkeiten zwischen den Variablen im Netzwerk abgebildet 
werden. Eine zu feine Gliederung birgt die Gefahr, dass scheinbare Abhängigkeiten zwischen den 
Merkmalen gebildet werden und so womöglich auch hier ein overfitting auftritt. 
Liegen Daten vor, mit denen ein Bayes-Netzwerk erstellt werden soll (manuell oder automatisch), 
so ist es erforderlich, einen Teil dieser Daten zur Überprüfung des Netzwerks zurückzuhalten. Man 
unterscheidet diesbezüglich zwischen Trainingsdaten zum Erlernen des Bayes-Netzwerks und 
Validierungsdaten zum Überprüfen und Feinabstimmen des Netzwerks (siehe auch Kapitel 5.3.6). 
Zusammenfassung 
Mit den vorgestellten Methoden aus Kapitel 4.4.1 kann eine Aufgabenstellung auf Eignung für ein 
Bayes-Netzwerk geprüft, die für ein Netzwerk erforderlichen Parameter können mit den Methoden 
aus Kapitel 4.4.2 identifiziert werden. Dies ist der erste Schritt zur Erstellung eines Bayes-
Netzwerks (Abbildung 27). Im folgenden Arbeitsschritt werden die identifizierten Parameter mitei-
nander verknüpft. Dies wird in Kapitel 4.4.3 erläutert.  
4.4   Erstellen eines Bayes-Netzwerks 51 
 
Abbildung 27:  Übersicht 
4.4.3 Schritt 2: Strukturierung 
Um ein Netzwerk zu bilden, werden die Parameter über Kanten miteinander verbunden. Für ein 
Bayes-Netzwerk ist es nicht erforderlich, dass die Kanten dabei kausale Zusammenhänge abbil-
den. Wichtig ist lediglich, dass das d-Separationskriterium erfüllt ist, also das Netzwerk die Unab-
hängigkeiten der Parameter korrekt wiedergibt [JENS07] (siehe Kapitel 4.2.1: Kausale Verbindun-
gen und Unabhängigkeit). Da jedoch den Knoten bedingte Wahrscheinlichkeiten zugeordnet wer-
den müssen (siehe Schritt 3: Quantifizierung), sollten in dem Netzwerk nach Möglichkeit kausale 
Strukturen gewählt werden, da dies die Zuordnung von Wahrscheinlichkeiten vereinfacht. 
Grundsätzlich sollten Kanten von der Ursache zur Wirkung zeigen (siehe Beispiel in Abbildung 28). 
 
Abbildung 28:  Von der Ursache zur Wirkung 
Üblicherweise wird jedoch in umgekehrter Richtung diagnostiziert: die Symptomatik wird beobach-
tet und aufgrund deren auf die Krankheit geschlossen (Abbildung 29).  
Abbildung 29 ist falsch. Zwar kommt die Darstellung der Denkweise des Menschen sehr nahe, da 
es üblich ist, von den beobachteten Symptomen auf eine Ursache zu schließen. Auch mathema-
tisch gesehen würde es in der Wahrscheinlichkeitsrechnung keinen Unterschied machen. Doch 
nach Abbildung 29 wären Symptom A und Symptom B unabhängig voneinander, was nicht der 
Realität entspricht. Das Kriterium der d-Separation ist hier nicht erfüllt (siehe Kapitel 4.2.1).  
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Abbildung 29:  Diagnose Modell zu Abbildung 28 
Die Anwendung der Regeln der d-Separation in der Praxis gestaltet sich als sehr schwierig, da 
Expertenwissen nicht immer in einfachen Strukturen von bedingten Abhängigkeiten darstellbar ist. 
Lediglich bei kleinen Netzwerk-Topologien sind diese Regeln gut handhabbar. Große Netzwerke 
sind meist zu verzweigt und damit zu komplex. Daher schlagen Neil, Fenton und Nielsen in 
[NEIL00] eine patternbasierte Lösung vor. Sie haben festgestellt, dass bei der Generierung von 
Bayes-Netzwerken immer wieder die gleichen Problemstellungen auftauchen, die mit gleichen 
Strukturen abgebildet werden können. Diese immer wiederkehrenden Muster werden Idiome ge-
nannt. Idiome sind in diesem Zusammenhang im Sinne eines Musters zu verstehen, dessen Be-
deutung nicht direkt aus den Bedeutungen der einzelnen Bestandteile hervorgeht [BROC10]. Sie 
repräsentieren generische Bayesnetz-Fragmente und fördern das Denken in semantischen Struk-
turen für die Generierung eines Netzwerks. Das Formulieren einzelner Knoten und Kanten tritt da-
bei eher in den Hintergrund [KJAE08]. Man unterscheidet zwischen 5 Idiomen. 
Idiom 1: Definition und Synthese [NEIL00] 
Dieses Idiom beschreibt die Zusammenführung mehrerer Knoten zu einem einzigen Knoten. Es 
lassen sich damit sowohl deterministische als auch unsichere Definitionen zwischen Variablen 
modellieren. Kausale Beziehungen sind hierbei nicht unbedingt erforderlich. 
 
Abbildung 30:  Idiom 1 - Definition und Synthese 
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Idiom 2: Ursache-Wirkung [NEIL00] 
Dieses Idiom wurde schon auf Seite 51 beschrieben. Soll eine kausale Kette beschrieben werden, 
ist die Kante immer von der Ursache zur Wirkung gerichtet. Der kausale Zusammenhang kommt 
hierbei nicht zum Ausdruck, wie beispielsweise Abbildung 31 zeigt. Die eigentliche Kausalität wird 
durch die Wahrscheinlichkeitsverteilung der möglichen Ausprägungen repräsentiert. 
 
Abbildung 31:  Idiom 2 - Ursache-Wirkung 
Idiom 3: Messen [NEIL00] 
Jedes Messverfahren ist mit einem Fehler behaftet. Informationen mit möglichen Beobachtungs-
fehlern werden mit der Knotenstruktur in Abbildung 32 beschrieben. 
 
Abbildung 32:  Idiom 3 – Messen 
Idiom 4: Induktion [NEIL00] 
Ist eine Sachlage bekannt und soll nun mit einer weiteren neuen Sachlage verglichen werden, über 
die jedoch noch Unsicherheit herrscht, kann das Idiom „Induktion“ verwendet werden. Mit der In-
formation der bekannten Sachlage und einer Einschätzung der Übereinstimmung beider Fälle wird 
die neue Sachlage prognostiziert. 
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Abbildung 33:  Idiom 4 – Induktion 
Idiom 5: Abstimmen [NEIL00] 
Wird eine Sachlage mit verschiedenen unabhängigen Verfahren geprüft, so liegt es auf der Hand, 
dass die Ergebnisse der verschiedenen Verfahren in Konflikt miteinander stehen können. Bei der 
Analyse der Sachlage sollen beide Verfahren berücksichtigt werden. Mit dem Idiom „Abstimmen“ 
kann diese Situation in einem Bayes-Netzwerk beschrieben werden. 
 
Abbildung 34:  Idiom 5 - Abstimmen  
Idiome beschreiben nur die Struktur des Netzwerks und betrachten nicht weiter die Mathematik. 
Sie stellen kein Hilfsmittel zur Ermittlung der Wahrscheinlichkeitsverteilungen dar. 
Die Sammlung der Idiome bildet eine Bibliothek für Lösungen auf häufige Fragestellungen der Ge-
nerierung von Bayesnetzen. Eine vorliegende Problematik wird mit den Idiomen verglichen und 
das passende ausgewählt. Dabei muss bemerkt werden, dass ein Problem nicht immer einem 
Idiom eindeutig zuzuordnen ist. Der Netzwerkersteller muss letztlich entscheiden, durch welches 
Idiom die Problematik zutreffend beschrieben werden kann. Der Bausteincharakter der Idiome be-
schleunigt den Zusammenbau des Netzwerks und kann darüber hinaus Strukturfehler verhindern 
[NEIL00].  
Sollen Bayes-Netzwerke in der Praxis angewendet werden, genügt eine geringe Anzahl von Kno-
ten meist nicht mehr für die Beschreibung des Aufgabenfeldes. Die Beschreibung realer Zusam-
menhänge erfordert eine Vielzahl von Parameter, also Knoten, die meist stark miteinander vernetzt 
sind. Dadurch erreicht ein Netzwerk schnell einen hohen Grad an Komplexität und die manuelle 
Generierung wird entsprechend aufwendig. Abhilfe schafft eine Top-Down-Methodik durch einen 
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objektorientierten Ansatz. In mehreren Konkretisierungsschritten wird das Netzwerk von einer ers-
ten groben Struktur mit hohem Abstraktionsgrad hin zu einem detaillierten Netz erstellt. Die Not-
wendigkeit von Nachbearbeitungen wird so gemindert, denn Details müssen erst dann ausgearbei-
tet werden, wenn eine Übersicht über den Gesamtzusammenhang entstanden ist und das gesam-
te Umfeld einen vergleichbaren Detaillierungsgrad aufweist.  
Hilfreich bei der Anwendung der Top-Down-Methode ist die Beobachtung, dass sich in komplexen 
Bayes-Netzwerken einzelne Knotenstrukturen oft wiederholen können [JENS07]. Sind Struktur, 
Ausprägungen und Wahrscheinlichkeitsverteilungen gleich, so handelt es sich um identische 
Netzwerkfragmente innerhalb des gesamten Netzes. Sie werden als Klasse bezeichnet. Durch 
eine repetitive Komponente vereinfacht sich die Netzwerk-Generierung, denn sie muss nur einma-
lig gebildet werden. Als generisches Netzwerkfragment kann es sodann an multiplen Orten im 
Netzwerk integriert werden (Abbildung 35). In diesem Zusammenhang spricht man von einem ob-
jektbasierten Bayes-Netzwerk (OOBN). 
 
Abbildung 35:  Verwendung von Klassen in OOBN  
Aus der Sicht der Konstruktionsmethodik hat eine Klasse funktionellen Charakter: Sie besteht aus 
Eingangs- und Ausgangsgrößen und einer Operation, die im Inneren der Klasse - mit den soge-
nannten versteckten Knoten - umgesetzt wird. In Abbildung 35 besitzt die hier „Lorem Ipsum“ ge-
nannte Klasse die Eingangsgröße A und die Ausgangsgrößen C und Y. Die Knoten B und D sind 
versteckte interne Knoten. Sie werden in einem objektbasiertem Bayes-Netzwerk nicht genannt.  
Darüber hinaus kann man mit dem Vokabular der Konstruktionsmethodik eine Klasse auch als 
Black Box bezeichnen. Analog beschränkt sich die Betrachtung der Klasse auf die Ein- und Aus-
gangsgrößen (vgl. [KOLL98]). Die versteckten Knoten sind für die Abstraktion unwesentlich. So 
kann auch ein komplexes Aufgabenfeld mit einem Bayes-Netzwerk - einem objektbasiertem 
Bayes-Netzwerk – übersichtlich dargestellt werden. Die Top-Down-Methodik wird auch in Kapitel 5 
für die Generierung der erforderlichen Netzstrukturen für die Kostenprognose angewendet.  
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Zusammenfassung 
In dem vorangegangenen Kapitel wurden Methoden vorgestellt, um die Parameter in einem Bayes-
Netzwerk zu strukturieren (Abbildung 36). Idiome und eine Top-Down-Systematik ermöglichen das 
gezielte Herleiten der Netzstruktur. 
 
Abbildung 36:  Überblick 
Das folgende Kapitel „Quantifizierung“ zeigt, wie den ermittelten Parametern und deren Struktur 
die Wahrscheinlichkeitsverteilungen zugeordnet werden können.  
4.4.4 Schritt 3: Quantifizierung 
„Die Schwierigkeiten wachsen, je näher man dem Ziele kommt.“   
Johann Wolfgang von Goethe - aus „Maximen und Reflexionen“ 
 
Bayes-Netzwerke ermöglichen das Abbilden hochkomplexer Zusammenhänge zwischen Aussage-
variablen und eignen sich daher ideal für das Schließen unter Unsicherheit (Inferenz) [BEIE08]. 
Die grafische Darstellung zeigt, wie Sachverhalte in einem Problembereich voneinander - mögli-
cherweise - abhängen und wie sie sich gegenseitig beeinflussen. Ihre Semantik gleicht dabei dem 
intuitiven Erfassen der Zusammenhänge und der Vorstellungen davon. Durch die Verknüpfung des 
grafischen Modells mit der Wahrscheinlichkeitstheorie ergibt sich schließlich das probabilistische 
Netzwerk. Die Berechnung der Wahrscheinlichkeiten erfordert die Definition von absoluten und 
bedingten Wahrscheinlichkeiten. Dies stellt den quantitativen Teil der Bayes-Netzwerke dar, der in 
der Fachliteratur meist als der schwerste Teil bei der Erstellung eines Bayes-Netzwerks angese-
hen wird (vgl. dazu [JENS07], [KJAE08], [BEIE08]).  
Statistiken 
Wie in den Arbeitsschritten zuvor können auch für die Ermittlung der Wahrscheinlichkeiten die 
gleichen Datenquellen wie für die Bestimmung der Netzwerkvariablen herangezogen werden. Aus 
Statistiken, vorangegangenen Fällen und Expertenwissen (Kapitel 4.4.2) können - direkt oder im-
plizit - die notwendigen Wahrscheinlichkeiten abgeleitet werden. Dabei ist weniger das Lokalisieren 
der Daten schwierig als das Definieren der Wahrscheinlichkeiten daraus.  
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Angemerkt sei daher lediglich das Verwenden von Statistiken. Je allgemeiner eine Statistik ist, 
umso kritischer muss ihr Nutzen als Datenquelle für Wahrscheinlichkeiten hinterfragt werden. 
Schließlich soll mit dem Bayes-Netzwerk eine spezifische Problemsituation in einem individuellen 
Umfeld analysiert werden. Zahlenwerte, die aus allgemeinen, also externen Statistiken gewonnen 
werden, bilden meist nicht die spezifisch betrachtete Situation ab. Hier sei auf Beispiel 3 (S. 34ff.) 
verwiesen. Dort wird von einer 50%igen Wahrscheinlichkeit ausgegangen, dass ein eingelieferter 
Patient Raucher ist. Diese Zahl ist jedoch lediglich für den Patientendurchschnitt der betrachteten 
Lungenklinik zutreffend. Eine allgemeine Betrachtung der Bevölkerung käme auf einen wesentli-
chen geringeren Anteil von Rauchern (immerhin noch 28,6% nach [WHO11]) und würde die Situa-
tion in der Klinik nicht korrekt wiedergeben.  
Generell ist die Herleitung von absoluten Wahrscheinlichkeiten aus Datenquellen schwierig. Alle 
Abhängigkeiten einer Variablen müssen bei der Formulierung der Wahrscheinlichkeitsverteilung 
mit einfließen. Daher sollten Statistiken, Messungen und andere Dokumentationsarten von Werten 
achtsam verwendet werden, denn die erforderlichen Randbedingungen für eine Verwendung einer 
Datenquelle sind nicht immer gegeben, so dass deren Werte auf den aktuell zu untersuchenden 
Fall übertragen werden können. Dabei sei nochmals auf die obigen Ausführungen zu Beispiel 3 
verwiesen. 
Paarweiser Vergleich 
Bisher gibt es kaum Ansätze, die den Netzwerkersteller bei der Formulierung der bedingten Wahr-
scheinlichkeiten unterstützen können, schon gar nicht methodisch. Die Annahme, dass sich be-
dingte Wahrscheinlichkeiten leichter als absolute Wahrscheinlichkeiten spezifizieren lassen, hat 
sich in der Praxis nicht bestätigt [BEIE08]. Die Denkweise von Experten lässt sich nicht pauschal in 
Strukturen bedingter Abhängigkeiten, also Wahrscheinlichkeiten, beschreiben [NEIL00]. Daher 
benötigt ein Experte für die Extraktion seines Wissens auch in diesem Fall methodische Unterstüt-
zung. So schlagen Monti und Carenini in [MONT00] einen paarweisen Vergleich der Variablen vor, 
um bedingte Wahrscheinlichkeiten zuzuordnen. Chin et al. haben diesen Ansatz in [CHIN09] weite-
rentwickelt. Dadurch, dass ein Experte lediglich zwei Zustände miteinander vergleichen muss 
(Abbildung 37), sollen Objektivität und Konsistenz beim Finden der Wahrscheinlichkeitsverteilun-
gen gewährleistet sein. 
Die Vergleichsmatrizen in Abbildung 37 entstehen, indem alle möglichen Zustände für den Knoten 
X einzeln betrachtet werden. Dazu muss ein Experte die einzelnen Zustände paarweise miteinan-
der vergleichen, indem er das Vorkommen des einen Zustands gegenüber dem anderen Zustand 
abschätzt. Fragen, wie beispielsweise „Wievielmal wahrscheinlicher ist X im Zustand j als im Zu-
stand k, wenn U im Zustand a ist?“ müssen für jede mögliche Kombination beantwortet werden. Im 
Beispiel aus Abbildung 37 sind insgesamt 9 Vergleichsmatrizen erforderlich, um die Wahrschein-
lichkeitsverteilung für X zu ermitteln. 
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Abbildung 37:  Methodik des paarweisen Vergleichs – nach [CHIN09] 
Zwar bietet der „Paarweise Vergleich“ erstmals ein systematisches Vorgehen zur Ermittlung der 
Wahrscheinlichkeitsverteilungen an, doch muss man diese Methode kritisch betrachten. Es werden 
immer nur zwei Zustände miteinander verglichen. Gibt es jedoch zwei oder mehr Elternknoten, 
wird bei der Beurteilung des Einzelfalls nicht die gesamte Bandbreite der Möglichkeiten berück-
sichtigt, sondern immer nur ein Zustand eines Elternknotens in Erwägung gezogen. Erst mit weite-
ren approximativen Algorithmen wird eine Wahrscheinlichkeitsverteilung errechnet und auf Konsis-
tenz geprüft. Verstärkende Effekte durch spezifische Kombinationen mehrerer Elternknoten, wie 
dies erfahrungsgemäß meist bei Strukturen nach dem Idiom 1: „Definition und Synthese“ (s. Seite 
52) vorkommt, werden so nicht berücksichtigt. Treten zum Beispiel Zielkonflikte zwischen den El-
ternknoten auf, wird dieser Umstand mit dem oben beschriebenen Prinzip des paarweisen Ver-
gleichs ignoriert. Als weiteres Beispiel soll folgendes Szenario dienen:  
Zur Auswahl eines Projektmitarbeiters wird ein Projekt nach der erforderlichen Schnelligkeit und 
Präzision klassifiziert (Abbildung 38).  
 
Abbildung 38:  Auswahl der Projektmitarbeiter 
Mitarbeiter A kann sehr schnell, aber auch sehr präzise arbeiten. Sind beide Eigenschaften zur 
gleichen Zeit gefordert, geht dies bei Mitarbeiter A erfahrungsgemäß schief: Unter diesen Anforde-
rungen kann er weder schnell noch präzise arbeiten. Mit der Methode des paarweisen Vergleichs 
kann man diese Tatsache nicht in der Wahrscheinlichkeitsverteilung berücksichtigen. Denn nach 
dieser Methode werden einmal die Wahrscheinlichkeiten in Abhängigkeit der Schnelligkeit und 
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einmal in Abhängigkeit der Präzision betrachtet und anschließend daraus ein Mittelwert gebildet. 
Das Versagen bei der Kombination beider Anforderungen wird so also außer Acht gelassen. 
Im Folgenden soll daher eine Methode für die Ermittlung von Wahrscheinlichkeitsverteilungen vor-
gestellt werden, die die positiven Aspekte der oben vorgestellten Vorgehensweise nutzt und Nach-
teile anhand von Konstruktionsregeln für die Bildung von Netzstrukturen mindert oder ausschließt. 
Kennzahlen bilden 
In einem komplexen Netzwerk sind die Variablen oft stark miteinander vernetzt. In der Folge besit-
zen Kindknoten meist eine große Anzahl an Elternknoten. Muss ein Experte nun die dazugehöri-
gen Wahrscheinlichkeiten bestimmen, steht er vor einem kaum zu bewältigenden Problem. Im Bei-
spiel in Abbildung 39 wird die Produktqualität anhand von 6 Merkmalen beschrieben.  
 
Abbildung 39:  Mögliche Kennzeichen der Produktqualität 
Besitzt jeder Elternknoten jeweils 5 Ausprägungen, bedeutet dies 56=15625 mögliche Kombinatio-
nen. Für die Berechnung der Wahrscheinlichkeitsverteilung der Produktqualität muss für jede die-
ser Kombinationen eine Wahrscheinlichkeit zugeordnet werden. Zum einen ist dies von der reinen 
Anzahl her viel zu aufwendig und zum anderen kann auch ein Experte nicht in dieser feinen Stu-
fung eine bedingte Wahrscheinlichkeit zuordnen. Um dieses Problem zu lösen, muss man die El-
tern trennen (engl. divorcing). Das bedeutet, die Elternknoten werden zu Sammelgrößen wie bei-
spielsweise Kennzahlen gebündelt (Abbildung 40). 
Damit gerät die Zuordnung von Wahrscheinlichkeiten übersichtlicher und durch eine geeignete 
Klassifizierung kann die Anzahl der Kombinationen deutlich reduziert werden. Die möglichen Aus-
prägungen eines Knotens sollten aus den gleichen Gründen möglichst gering gehalten werden. Im 
Hinblick darauf empfiehlt sich, es so einzurichten, dass ein Kindknoten nicht mehr als 3 Elternkno-
ten mit jeweils 3 Stadien besitzt. 
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Abbildung 40:  Mögliche Kennzeichen der Produktqualität - gebündelt 
So sind maximal 27 Kombinationen zu definieren. Auch das scheint noch viel. Daher wird in 
[KJAE08] eine stufenweise Konkretisierung empfohlen: 
1. Grobe Abschätzung der Wahrscheinlichkeiten 
2. Korrektur der definierten Wahrscheinlichkeiten in einer nachgeschalteten Einfluss-
Analyse (s. Kap. 4.2.3). 
Im ersten Schritt sollte immer die Rangfolge der Auftrittswahrscheinlichkeiten ermittelt werden („a 
ist wahrscheinlicher als b, b ist wahrscheinlicher als c, usw.“). Dabei sollten die Stadien der Knoten 
nicht zu fein gegliedert sein. Wie beim Bewerten in frühen Phasen muss sich der Experte vor Au-
gen führen, dass er meist ungenaue Daten zu verarbeiten hat und dort ein hoher Genauigkeitsgrad 
nicht angemessen ist. 
Linguistische Methoden 
In einem Bayes-Netzwerk müssen häufig Wahrscheinlichkeitswerte zu qualitativen Aussagen zu-
geordnet werden. Ursprünglich handelt es sich oftmals um Aussagen zu deterministischen Grö-
ßen, die jedoch in der Anwendung noch nicht in konkreter Form vorliegen. Abbildung 41 zeigt ein 
Beispiel, wie qualitative Aussagen (z.B. äußerst leise, laut, …) quantitativ erfasst werden können.  
 
Abbildung 41:  Skala für linguistische Terme zur Beschreibung der Lautstärke nach [BREI97] 
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Die Zuordnung der Wahrscheinlichkeiten mithilfe einer linguistischen Werteskala (Abbildung 42) 
geschieht analog.  
 
Abbildung 42:  Skala für linguistische Wahrscheinlichkeitsterme nach [KJAER08] 
So können Stellungnahmen wie etwa „es ist unwahrscheinlich, dass das Bauteil gefräst wird, wenn 
es überwiegend Freiflächen aufweisen soll“ anhand der gezeigten Skala in Abbildung 42 konkreti-
siert werden. 
Grafische Methoden 
Die ermittelten Wahrscheinlichkeiten müssen sich gleichzeitig harmonisch in die Gesamtverteilung 
einfügen. Auf grafischem Wege ist die Gesamtverteilung gut darstellbar, denn der Gesamtwert der 
Wahrscheinlichkeiten in einer Verteilung muss immer 1 betragen. Daher bieten sich 2 weitverbrei-
tete Darstellungsweisen auch für diese Anwendung an. Tortengrafiken oder Balkendiagramme 
veranschaulichen die Wahrscheinlichkeitsverteilung der möglichen Stadien (Abbildung 43). Ändert 
ein Experte seine Einschätzung, verschieben sich dementsprechend die Verhältnisse in der Dar-
stellung. Die Veränderung wird durch die Visualisierung optimal veranschaulicht und kann somit 
besser beurteilt werden [SCHU00]. 
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Abbildung 43:  Torten- und Balkendiagramm als Hilfestellung zum Finden der Wahrscheinlichkeiten 
Werden die Balkendiagramme der Einzelfälle untereinander aufgelistet, ergibt sich ein 
Wahrscheinlichkeitsprofil (Abbildung 44). Der Farbverlauf des Profils lässt Tendenzen erkennen 
und die Geschlossenheit der Wahrscheinlichkeitsverteilungen ist ebenso überprüfbar.  
 
Abbildung 44:  Gesamtverteilung mit Wahrscheinlichkeitsprofil 
Das Wahrscheinlichkeitsprofil in Abbildung 44 lässt schnell erkennen, dass die Designqualität in 
starkem Maße von der Zuverlässigkeit geprägt ist. Weist das Produkt nur eine geringe 
Zuverlässigkeit auf, so ist die Designqualität mit hoher Sicherheit gering, auch wenn die Variablen 
Ergonomie und Leistung als sehr gut bewertet werden. Weicht ein Diagramm von einer Trendlinie 
ab - was durchaus zulässig ist - sollte die Wahrscheinlichkeitsverteilung des Einzelfalls überprüft 
werden.  
Sind auf diese Weise die Wahrscheinlichkeiten ermittelt, kann mit einer Einfluss-Analyse geprüft 
werden, ob das Verhalten einer Variablen tatsächlich der Experteneinschätzung entspricht. Durch 
Wiederholung dieses Analyseschrittes kann das Bayes-Netzwerk feinjustiert werden, bis die Er-
gebnisse den Erwartungen des Experten entsprechen. Das genaue Vorgehen wurde zuvor in Kapi-
tel 4.2.3 „Analyse-Methoden“ erläutert. 
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Zusammenfassung 
Im Kapitel „Quantifizierung“ wurden die Methoden vorgestellt, welche die Zuordnung von Wahr-
scheinlichkeitsverteilungen im Bayes-Netzwerk erleichtern (Abbildung 45). Damit wurden alle ein-
zelnen Schritte zur Erstellung eines Bayes-Netzwerks erläutert. In Kapitel 5 werden diese auf den 
Bereich der Ingenieurwissenschaften übertragen. Ein Beispiel veranschaulicht die Netzwerk-
Generierung. 
 
Abbildung 45:  Überblick 
4.5 Zusammenfassung 
Entscheidungen, Prognosen, Messungen und Analysen sind meist mit Unsicherheiten behaftet. 
Bayes-Netzwerke dienen zur Analyse von Situationen und Problemfeldern und arbeiten mit diesen 
Unsicherheiten. Sie errechnen die Wahrscheinlichkeiten für das Auftreten der interessierenden 
Variablen unter spezifischen Randbedingungen. Ziel ist eine Wissensgewinnung über das Verhal-
ten von Variablen bei Veränderungen, wenn der Anwender selbst mit seinem aktuellen Wissens-
stand eigentlich noch gar keine konkreten Angaben machen kann. Mit einem Bayes-Netzwerk 
werden die vorhandenen Informationen, auch wenn sie unvollständig und fehlerhaft sind, auf Basis 
von Erfahrungswissen und Statistiken verarbeitet, und daraus wird eine Prognose erstellt. 
Ein Bayes-Netzwerk besteht aus Knoten, die Variablen und ihre verschiedenen Ausprägungen 
repräsentieren, und Kanten, die Relationen zwischen den Variablen abbilden. Bayes-Netzwerke 
arbeiten mit einer Kombination aus fundierter Mathematik und schnellen Algorithmen. Gleichzeitig 
ermöglicht die grafische Oberfläche dem Anwender das intuitive Erfassen der Zusammenhänge 
auf eine eingängige Art und Weise, da die Semantik der Knoten und Kanten der Denkweise des 
Menschen sehr nahe ist. Aus diesen Gründen wird die Bayes-Technologie in vielen Bereichen ge-
rne eingesetzt. Im Finanzwesen, in der Robotik, in der Medizin und in den Naturwissenschaften 
finden sich viele Beispiele für die Anwendung von Bayesnetzen. In den Ingenieurwissenschaften 
ist dieser Ansatz jedoch noch nicht weit verbreitet, so dass mit dieser Arbeit die Möglichkeit eines 
Einsatzes auch in diesem Bereich vorgestellt wird. Dabei ist die Modellierung der Netzwerkstruktur 
im Fokus und weniger der theoretische Hintergrund der Bayes-Netzwerke. Eine ausführliche Besp-
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rechung der Mathematik von Bayes-Netzwerken findet sich in [PEAR88] und [PEAR00], weniger 
theoretisch wird die Thematik in [JENS07] und [KJAE08] behandelt. 
Der Aufbau eines Bayes-Netzwerks kann für die Darstellung komplexer Probleme oder Situationen 
sehr umfangreich werden. Es müssen alle relevanten Variablen und ihre Ausprägungen erfasst 
und anschließend korrekt in Relation gebracht werden. Die Hauptschwierigkeit besteht darin, die 
bedingten Wahrscheinlichkeiten zu formulieren und auf Richtigkeit zu prüfen. Die hier vorgestellte 
methodische Vorgehensweise hilft diese Hürden zu überwinden. Wie auch in der Konstruktionsme-
thodik darf die Generierung eines Bayesnetzes nicht als Prozess sukzessiver Arbeitsschritte inter-
pretiert werden. Informationen müssen aufwendig gewonnen werden und liegen meist in unter-
schiedlichen Konkretisierungsgraden vor, Systeme müssen gegliedert und Netzmuster identifiziert 
werden. Daher kann eine, wenn auch womöglich klar definierte Aufgabenstellung nicht automa-
tisch und nicht in einem Schritt in ein Bayes-Netzwerk umgesetzt werden. Das Generieren eines 
Bayes-Netzwerks erfordert folglich ein iteratives Annähern an die Lösung. Wichtig ist, dass inner-
halb der Strukturierung und insbesondere bei der Quantifizierung der einmal gewählte Weg konse-
quent eingehalten wird.  
Expertensysteme wie neuronale Netze oder Ontologien, die im Maschinenbau bereits verwendet 
werden, weisen ebenfalls diese Problematik auf. Insbesondere das Abbilden des Expertenwissens, 
welches oft prozedural, unbewusst oder in Form von assoziativen Gedächtnisinhalten im Gehirn 
abgespeichert ist [BROC11], verkompliziert die Erstellung solcher Expertensysteme generell. 
Durch ihre Semantik sind Bayes-Netzwerke jedoch vergleichsweise leicht und schnell verständlich, 
so dass sie in diesem Fall gegenüber neuronalen Netzen und Ontologien im Vorteil sind. Genauso 
wie unsicheres Wissen verarbeitet werden kann, können auch deterministische Zusammenhänge, 
Statistik und Analogiebetrachtungen auf einfache und verständliche Weise in Bayes-Netzwerken 
dargestellt werden [NEIL00]. 
Die umfassenden Analysemöglichkeiten von Bayes-Netzwerken sind ein weiterer Vorteil gegenü-
ber anderen Expertensystemen, insbesondere im Vergleich zu neuronalen Netzen [RAMM98]. 
Neuronale Netze arbeiten mit fest definierten Ein- und Ausgangsgrößen. Bayesnetze erfordern 
dagegen keine starren Vorgaben. So dürfen die Eingangsgrößen unvollständig sein, von Fall zu 
Fall wechseln oder auch sukzessive in das System einfließen, um so Art und Höhe des Einflusses 
einer Variablen zu ermitteln. Die Funktion eines Knotens beziehungsweise einer Variablen kann 
also zwischen Eingangsgröße und Ausgangsgröße ohne weiteres wechseln.  
Die Fuzzylogik kann lediglich die Variablen betrachten, die dem Anwender auch vorliegen. Daher 
liegt der Anwendungsbereich der Fuzzylogik eher in der Beurteilung, bzw. Klassifizierung von 
Ereignissen als in der Abschätzung des Auftretens von möglichen Ereignissen [KJAE08]. Unvoll-
ständige Angaben führen in diesem Fall zu keinen Ergebnissen. 
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Bayes-Netzwerke sind keine statischen Gebilde. Dadurch, dass sie trainierbar sind, können die 
Wahrscheinlichkeiten an neue Bedingungen sehr gut angepasst werden. Doch hier müssen auch 
Grenzen beachtet werden. Denn Bayes-Netzwerke können zwar Problembereiche repräsentieren, 
die durch bestimmte Attribute beschrieben werden, das bedeutet jedoch auch, dass bei jedem 
Problem, welches mit dem Netzwerk behandelt wird, immer auch nur dieselben festgelegten Attri-
bute betrachtet werden können. Nur die Auftrittswahrscheinlichkeiten ändern sich für den jeweili-
gen Fall. Wirkliche strukturelle Änderungen, wie das Anfügen oder Entfernen von Variablen oder 
eine Änderung der Vernetzung, sind nur bedingt möglich. Modulare Netzwerkstrukturen können 
diesen Nachteil umgehen. Daher sind zusätzliche Elemente für den Praxiseinsatz erforderlich. 
Applikationen zur Koordination der Netzwerkstrukturen, zur Identifikation und zum Ordnen von 
Informationen ergänzen deshalb in der Regel ein Bayes-Netzwerk. Die Kernidee stellt jedoch im-
mer das eigentliche Bayes-Netzwerk dar, und dieses soll daher ebenso im Mittelpunkt dieser Ar-
beit stehen. 
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5 Kostenprognose mit Bayes-Netzwerken 
Bayes-Netzwerke werden bisher im ingenieurwissenschaftlichen Bereich kaum eingesetzt (siehe 
Kapitel 4.3). Einige Beispiele können aber genannt werden: 
• Das Projekt „RAsant – Reaktionsschnelle Auftragsabwicklung der Wartung, Reparatur 
und Überholung komplexer Investitionsgüter“, gefördert von der AiF und durchgeführt von 
dem Institut für Fabrikanlagen und Logistik an der Leibniz Universität Hannover und dem 
Bremer Institut für Produktion und Logistik GmbH, nutzt Bayes-Netzwerke zu Prognosen 
für die Auftragsplanung von Investitionsgütern. Die Baustruktur eines Produkts wird dazu 
in ein Bayes-Netzwerk übertragen [SCHO07]. 
• In [KHOD07] wird die Verwendung von Bayes-Netzwerken für die Projektplanung, insbe-
sondere für die Erstellung eines Netzplans, erläutert.  
• Auch für die Bewertung der Zuverlässigkeit mechatronischer Systeme wird die Anwen-
dung von Bayes-Netzwerken diskutiert [BERT09].  
• In [MUNK00] werden Bayes-Netzwerke für die Fertigungssteuerung eingesetzt. 
• [CHIN09] verwendet Bayes-Netzwerke zur Abschätzung der Risiken bei der Entwicklung 
neuer Produkte. Der Fokus liegt dabei auf Managementkriterien, wie Qualität der Zuliefe-
rer, Ressourcenverfügbarkeit, aber auch Vergleichskriterien zu Vorgängerprodukten und 
-prozessen werden berücksichtigt. 
Doch darüber hinaus sind die Konstruktionstechnik und deren verwandte Bereiche bisher kaum 
Anwendungsgebiete oder auch Forschungsgegenstand von Bayes-Netzwerken. Das ist damit be-
gründet, dass dieses Verfahren erst seit wenigen Jahren durch Weiterentwicklungen in der Praxis 
bekannt ist und auch angewendet wird (Kapitel 4.2.2). 
Unsicherheit ist ein entscheidendes Kriterium, das eine Aufgabe erfüllen sollte, damit ein Bayes-
Netzwerk einen Beitrag zu deren Lösung leisten kann (Kapitel 4.4.1). Insbesondere in der frühen 
Phase des Produktentwicklungsprozesses sind viele Unsicherheiten vorhanden, da zu diesem 
Zeitpunkt nur wenige konkrete Daten vorhanden sind, aber zur gleichen Zeit die entscheidenden 
Merkmale eines Produkts festgelegt werden müssen. Die Entscheidungen über Wirkprinzip, Werk-
stoffe und über die in dem Produkt integrierten Funktionen werden in dieser Phase getroffen und 
können meist zu einem späteren Zeitpunkt nicht mehr oder nur unter immensem Aufwand korri-
giert bzw. revidiert werden. Diese und viele weitere Produktmerkmale besitzen also einen großen 
Kosteneinfluss, so dass, wie auch die Kapitel 1 und 2 zeigen, eine fundierte Kostenprognose zu 
einem frühen Zeitpunkt von immenser Bedeutung für eine erfolgreiche Produktentwicklung ist. 
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Zur Minderung dieser Unsicherheiten soll daher in diesem Kapitel die Kostenprognose anhand von 
Bayes-Netzwerken gezeigt werden. Die Kosten eines Produkts stellen ein zentrales Bewertungs-
merkmal für ein Produkt dar. Während die Grundfunktionalität eines Produkts vorausgesetzt wird, 
sind die Kosten - die Herstellkosten für den Produzenten und der Verkaufspreis für den Endkunden 
- meist das finale Entscheidungskriterium für oder gegen ein Produkt.  
Es gibt bereits eine Vielzahl bewährter Verfahren zur Kalkulation oder Prognose von Kosten. Wel-
chen neuen Beitrag Bayes-Netzwerke dennoch leisten können, zeigt dieses Kapitel. Die Mathema-
tik, Methoden und Werkzeuge aus Kapitel 4 bilden die Grundlagen für die Erstellung eigener 
Bayes-Netzwerke. In diesem Kapitel wird dieses Wissen auf den Bereich der Kostenprognose an-
gewendet. Abbildung 46 gibt einen Überblick über die Kapitelgliederung.  
 
Abbildung 46:  Überblick Kapitel 5 
Dieses Kapitel stellt die einzelnen Arbeitsschritte zur Erstellung eines Bayes-Netzwerks für die 
Kostenprognose vor. Analog zum Aufbau in Kapitel 4 werden zunächst die Grundlagen vermittelt: 
• Eingrenzung des Anwendungsbereichs für die Kostenprognose mit Bayesnetzen 
• Identifikation der Einflussgrößen auf die Herstellkosten 
• Anordnung der Einflussgrößen im Bayes-Netzwerk. 
Anschließend wird die Erstellung des Netzwerks mit einem Praxisbeispiel vertieft. Exemplarisch 
werden die Arbeitsschritte Identifikation, Strukturierung und Quantifizierung gezeigt. 
Wie Bayes-Netzwerke arbeiten, wenn für eine Prognose keine oder nur wenige Daten zur Verfü-
gung stehen, wird in Kapitel 5.5 beantwortet. Die Softwareumsetzung wird in Kapitel 5.6 näher 
beleuchtet. 
5.1 Eingrenzung 
Die Vielzahl der Methoden und Hilfsmittel der Kostenschätzung erschwert die gezielte Auswahl 
einer geeigneten Methode für die entsprechende Phase in der Produktentwicklung (siehe Kap.3). 
Bayes-Netzwerke können generell in jeder Konstruktionsphase eingesetzt werden, wenn die Krite-
rien aus Kapitel 4.4.1 erfüllt sind. Meist sind jedoch bewährte Methoden gegenüber Bayes-
Netzwerken im Hinblick auf Kostendifferenzierung und Aufwand deutlich im Vorteil. Aber je nach 
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Konstruktionsphase, Neuheitsgrad des Produkts und Erfahrungswerten des Entwicklers gibt es 
keine oder nur wenige Alternativen zu einem Bayes-Netzwerk.  
Daher wird anhand der 3 Parameter - Konstruktionsphase, Produktneuheit, Erfahrung - im Folgen-
den der optimale Einsatzbereich der Bayes-Netzwerke eingegrenzt. 
Konstruktionsphase 
Im konventionellen Maschinenbau ist die Kostenrechnung seit langem bekannt (siehe Kapitel 3). 
Viele Methoden können den Konstrukteur bereits relativ früh in der Produktentwicklung unter-
stützen. Für die Kostenschätzung in der frühen Phase, z. B. auf Basis der Anforderungsliste, gibt 
es bisher jedoch nur wenig Hilfe. Aussagen wie „Konzepte für kleine und leichte Bauweisen erge-
ben meist kostengünstige Maschinen“ oder „Konzepte mit einfachem Aufbau und wenigen Teilen 
sind meist kostengünstiger“ [EHRL07] sind nur schwache Argumente, wenn Konzepte unter dem 
Kostengesichtspunkt miteinander verglichen werden müssen. Schon das Wort „meist“ impliziert die 
Unsicherheit bei der Beurteilung. Darüber hinaus sind solche Regeln nicht immer anwendbar, denn 
sie treffen nicht auf die Produktentwicklung im Allgemeinen zu. Daher soll insbesondere die frühe 
Phase der Produktentwicklung im Fokus der Anwendung stehen. Hier gibt es bislang nur wenige 
Methoden zur Kostenkalkulation, die den Konstrukteur zuverlässig bei seiner Arbeit unterstützen 
können. Mangelnde Informationen führen zu nicht zufriedenstellenden Ergebnissen (siehe Kap. 
3.4). Bayes-Netzwerke können dagegen fehlende Informationen durch Abschätzungen ergänzen. 
Erfahrung 
Komplexe und umfangreiche Aufgabenstellungen sind durch das Zusammenwirken verschiedenar-
tiger Fachbereiche gekennzeichnet. Im Laufe der Zeit sind daher neue Disziplinen, wie zum Bei-
spiel die Mechatronik, entstanden, denn eine klare Trennung der Fachbereiche ist bei interdiszipli-
nären Projekten nicht mehr ohne weiteres möglich. Rein maschinenbauliche Aufgaben sind für 
eine Produktentwicklung demzufolge heute eher unüblich. Die klassischen Regeln für die Kalkula-
tion der Kosten garantieren also nicht mehr die vollständige Erfassung der Herstellkosten, da 
Randbedingungen aus vielen weiteren Bereichen berücksichtigt werden müssen. Eine effektive 
Produktentwicklung erfordert folglich eine intensive Zusammenarbeit der verschiedenen Fachbe-
reiche. Gleichzeitig können die verschiedenen Denkweisen der beteiligten Fachbereiche Barrieren 
für eine effektive Zusammenarbeit erzeugen. So ist einem Mediziner beispielsweise nicht immer 
bewusst, welche Informationen der Konstrukteur für seine Arbeit im Detail benötigt. Oder umge-
kehrt kann der Konstrukteur womöglich den Aspekten aus dem Medizinbereich nicht die richtige 
Priorität zuordnen. Aufgrund der Mixtur der Aufgaben aus den verschiedenen Fachbereichen sind 
eine gezielte Definition der Kostenfaktoren bzw. der Kostenstrukturen und das Ableiten der zu er-
wartenden Herstellkosten daraus problematisch und anfangs mit großen Unsicherheiten verbun-
den.  
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Unabhängig vom Aufgabenbereich herrscht Unsicherheit bei Konstrukteuren, wenn sie für ihre 
Entscheidungen nicht auf einen großen Erfahrungsschatz zurückgreifen können. Aber auch eigent-
lich erfahrene Produktentwickler, die mit einem für sie neuen Produkt konfrontiert sind, werden 
zunächst Unsicherheiten in den Konstruktionsentscheidungen zeigen. Daher sollten Produktent-
wickler mit geringer Erfahrung in dem zu bearbeitenden Aufgabengebiet durch Bayes-Netzwerke 
unterstützt werden. 
Produktneuheit 
Im Jahr 2009 wurden durchschnittlich 25% des Umsatzes im Maschinenbau mit Produktneuheiten 
erzielt (Abbildung 47), in den Jahren davor waren es sogar über 30%.  
 
Abbildung 47:  Umsatzanteile mit Produktneuheiten im Maschinenbau 2000 bis 2009 [ZEW11] 
In diesem Zusammenhang wird ein neues Produkt, das in den vorangegangenen drei Jahren neu 
auf dem Markt eingeführt wurde, als eine Produktinnovation definiert [ZEW11]. Je nach Grad der 
Neuerung wird die Entwicklung eines neuen Produkts als Neukonstruktion, Anpasskonstruktion, 
Variantenkonstruktion oder Wiederholkonstruktion bezeichnet [PAHL07]. Dabei sind die Übergän-
ge zu den einzelnen Konstruktionsarten fließend. Auch die Auffassungen, welcher Kategorie die 
Neuerung zuzuordnen ist, differieren. Schon eine umfassende Überarbeitung eines bestehenden 
Produkts für die nächste Generation kann in der Industriepraxis als Neukonstruktion gelten. Dies 
ist verständlich, da die Bezeichnung eines neuen Produkts als Anpasskonstruktion weniger attrak-
tiv auf den Kunden in Hinsicht auf eine Kaufentscheidung wirkt. Die Produktentwicklung einer voll-
ständigen Neukonstruktion im Sinne einer Invention ist folglich eher selten [KOLL98]. Innovationen 
sind dagegen bestimmend für den Entwicklungsalltag im Maschinenbau und ein wichtiger Faktor 
für einen guten Umsatz. 
Werden in einer Produktentwicklung nur marginale Änderungen vorgenommen (z.B. saisonale 
oder ästhetische Veränderungen), können Bayes-Netzwerke keinen sinnvollen Beitrag für die Kos-
tenprognose liefern. Sind schon viele Elemente der Produktneuheit detailliert bekannt, bieten an-
dere Methoden in diesem Fall eine höhere Genauigkeit. Entwicklungsprojekte für Produktneuhei-
ten im Sinne einer Neu- oder Anpasskonstruktion dagegen beinhalten viele unbekannte (neue) 
Faktoren, die Unsicherheiten in den ersten Phasen der Produktentwicklung verursachen können. 
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Hier können Bayes-Netzwerke den Entwickler bei seiner Arbeit unterstützen, indem ihm die mögli-
chen (Kosten-) Auswirkungen seiner Entscheidungen aufgezeigt werden. 
Die Kriterien Neuheit, Erfahrung und Konstruktionsphase einer Produktentwicklung grenzen somit 
den Einsatzbereich für Bayes-Netzwerke ein. Zusammenfassend lässt sich sagen, dass die Kos-
tenprognose mit Bayesnetzen insbesondere: 
• für Produktentwicklungsprojekte mit hohem Neuheitsgrad 
• für Konstrukteure mit wenig Erfahrung auf dem betreffenden Arbeitsgebiet 
• für die frühe Phase der Produktentwicklung 
geeignet ist. 
Die Anwendung von Bayes-Netzwerken ist nicht auf bestimmte Arten von technischen Produkten 
beschränkt. Komplette Produkte, einzelne Baugruppen oder Bauteile, aber auch vollständige Anla-
gen können mit dieser Methodik betrachtet werden.  
5.2 Einführung 
Herstellkosten ergeben sich aus Fertigungs-, Montage- und Materialkosten [VDI2225]. Auf dieser 
Grundlage formuliert Koller in [KOLL98] Maßnahmen zur Reduzierung der Herstellkosten: 
1. Reduzierung der Produktanforderungen 
2. Wahl einer kostengünstigeren Prinziplösung 
3. Reduzierung der Fertigungsschritte und/oder Wahl eines kostengünstigeren Fertigungs-
verfahrens 
4. Reduzierung der Montageschritte und/oder Wahl einer kostengünstigeren Montagever-
fahrens 
5. Reduzierung der Materialmengen und/oder Verwendung kostengünstigerer Materialien 
6. Reduzierung der Prüfoperationen und/oder Wahl eines kostengünstigeren Prüfverfahrens 
7. Reduzierung der Lager-und Transportkosten. 
Aus diesen Maßnahmen lassen sich die Haupteinflussgrößen auf die Herstellkosten leicht ableiten. 
Sie sind in Abbildung 48 in Form eines Bayes-Netzwerks abgebildet. Das Netzwerk ist bewusst 
stark vereinfacht formuliert und soll als erster Überblick über die Möglichkeiten der Kostenprogno-
se mit Bayesnetzen dienen. Trotz oder gerade wegen der starken Vereinfachung kann dieses 
Netzwerk nicht zur generellen Beurteilung der Herstellkosten und deren Einflussgrößen angewandt 
werden. Jede Produktart oder jeder Technikbereich, letztlich jedes Unternehmen und jede Abtei-
lung arbeitet nach individuellem Regeln, so dass auch die Herstellkosten beziehungsweise deren 
Einflussgrößen ganz spezifisch zu betrachten sind. Strukturen und Wahrscheinlichkeiten sind von 
Fall zu Fall verschieden. Das untenstehende Netzwerk dient daher zur Einführung der Kosten-
prognose mit Bayesnetzen und besitzt weiter keine definierende Funktion. 
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Abbildung 48:  Allgemeines Bayes-Netzwerk für die Kostenprognose technischer Produkte 
Das Netzwerk besteht aus sechs Knoten. Ein Knoten bewertet die Herstellkosten. Analog zur Defi-
nition der Herstellkosten befinden sich im Netzwerk ein Knoten zur Erfassung der Materialeigen-
schaften und je einer für den Fertigungs- und Montageaufwand. Von diesen drei Knoten führt je-
weils eine Kante zu den Herstellkosten. Unter Fertigungs- und Montageaufwand ist die Dauer, Art 
und Anzahl der Arbeitsschritte der Verfahren zusammengefasst. Zu beachten ist die hier gewählte 
Richtung der Kanten; so bedingen bestimmte Materialeigenschaften, Fertigungs- oder Montage-
verfahren entsprechende Herstellkosten - und nicht umgekehrt. Ebenso führen Kanten von den 
Materialeigenschaften zum Fertigungs- und Montageaufwand, da die Wahl eines Fertigungs- und 
Montageverfahrens auch von dem zu verarbeitendem Material abhängt. Das Netzwerk besitzt 
noch zwei weitere Knoten: zum einen zur Beurteilung der Bauteileigenschaften und zum anderen 
zur Erfassung der Stückzahl. Produktaufbau, Teilezahl, Baugröße und auch Gewicht sind die ele-
mentaren Einflussgrößen auf die Herstellkosten des Produkts. Sie werden in diesem Netzwerk 
zwecks Vereinfachung mit dem Knoten „Bauteileigenschaften“ zusammengefasst. Die spezifischen 
Eigenschaften des Produkts haben direkten Einfluss auf die Materialwahl, die Fertigungsmöglich-
keiten und die Wahl des Montageverfahrens. Entsprechend finden sich daher in dem Bayes-
Netzwerk von diesem Knoten auf die genannten Größen gerichtete Kanten. Die Stückzahl hat ei-
nen immensen Einfluss auf die Höhe der Herstellkosten [EHRL07]. Ob eine teure Einzelfertigung 
oder eine kostengünstige automatisierte Massenfertigung gewählt wird, hängt in großem Maße von 
der geplanten Stückzahl ab. Es werden daher gerichtete Kanten auf den Fertigungs- und Monta-
geaufwand geführt. 
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In dem Beispiel werden die Stadien der Knoten zur Vereinfachung rein qualitativ formuliert. Die 
Herstellkosten und die Stückzahl erhalten daher keinen quantitativen Wert.  
So wird zwischen anspruchsvollen, standardmäßigen und einfachen Bauteileigenschaften unter-
schieden. Analog werden die Materialeigenschaften differenziert. Auch diese Variable wird auf die 
qualitativen Stadien „anspruchsvoll“, „standard“ und „gering“ abstrahiert. Alle Variablen in dem 
Netzwerk werden auf ähnliche Weise beschrieben. Die Wahrscheinlichkeitsverteilungen basieren 
in diesem Fall auf allgemeinen Konstruktionsregeln zum kostengünstigen Konstruieren, wie sie 
beispielsweise in [BODE96] aufgeführt werden. Die Zahlenwerte sind für dieses Beispiel frei ge-
wählt. Kapitel 4.4.4 zeigt, wie für eine Aufgabe die Wahrscheinlichkeitsverteilung ermittelt werden 
kann.  
In Tabelle 2 wird festgelegt, dass 80% der Produkte standardmäßige Bauteileigenschaften aufwei-
sen, weiter besitzen je 10% anspruchsvolle oder einfache Eigenschaften. 
 
Tabelle 2 
Für die Materialeigenschaften werden in Abhängigkeit der Bauteileigenschaften folgende Werte 
gewählt: 
Materialeigenschaften 
Bauteileigenschaften gering standard anspruchsvoll 
einfach 0,6 0,3 0,1 
standard 0,2 0,6 0,2 
anspruchsvoll 0,1 0,3 0,6 
Tabelle 3 
Mit der Bayes-Formel 
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ergibt sich für 
	 = |	 ∙  + |	 ∙  + |	 ∙   
                       = 0,6 ∙ 0,1 + 0,2 ∙ 0,8 + 0,1 ∙ 0,1 = 0,23  
Analog ergibt sich für  = 0,54 und  !"##	 = 0,23. 
Bei oberflächlicher Betrachtung kann der Eindruck entstehen, dass Prognosen für ein Produkt 
auch ohne Zuhilfenahme des Netzes einfach zu erstellen sind. In der Tat liegt es auf der Hand, 
dass durch anspruchsvolle Bauteil- und Materialeigenschaften, hohen Fertigungs- und Montage-
aufwand und geringe Stückzahl die Kosten sehr hoch sein werden. In dem in Abbildung 48 gezeig-
ten Zustand liefert das Netz daher nur wenige Informationen. Leistungsstark wird ein solches Netz 
Bauteileigenschaften 
einfach standard anspruchsvoll 
0,1 0,8 0,1 
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jedoch dann, wenn in ihm neue Randbedingungen berücksichtigt werden. So ist der Fall denkbar, 
dass anspruchsvolle Materialeigenschaften und geringe Stückzahlen eingeplant werden sollen, 
aber gleichzeitig das Produkt nicht mehr als üblich in der Herstellung kosten soll. Durch ein Bayes-
Netzwerk wird nun erkennbar, welche Auswirkungen diese Randbedingungen beispielsweise auf 
den Montageaufwand oder die Bauteileigenschaften haben (Abbildung 49). 
 
Abbildung 49:  Vorgabe – ein Produkt in geringer Stückzahl und anspruchsvollen Materialeigenschaften soll nicht mehr 
als üblich kosten. 
In diesem Beispiel darf das Bauteil zur Erfüllung der Randbedingungen nur übliche Eigenschaften 
aufweisen. Zur Einhaltung der Kosten muss man unbedingt auf anspruchsvolle Bauteileigenschaf-
ten verzichten, darüber hinaus ist mit einem hohen Montageaufwand zu rechnen. Da in diesem 
Szenario die Stückzahl einen größeren Einfluss auf den Montageaufwand hat als auf den Ferti-
gungsaufwand, sollte zur Einhaltung der Vorgaben mit dem üblichen Fertigungsaufwand geplant 
werden.  
Die Wahrscheinlichkeitsverteilungen und auch die Knoten selbst sind in diesem einfachen Beispiel 
rein fiktiv und können noch keine zufriedenstellenden Ergebnisse liefern. Sie spiegeln jedoch den 
Gedanken der Anwendung von Bayes-Netzwerken für die Kostenprognose technischer Produkte 
wider. In den folgenden Kapiteln findet sich ein Leitfaden für die Erstellung einer effektiven Kos-
tenprognose auf der Basis von Produktkonzepten. 
5.3   Netzstruktur einer Kostenprognose 75 
5.3 Netzstruktur einer Kostenprognose 
Eine Kostenprognose anhand eines Konzepts kann naturgemäß in großen Teilen nur ungenaue, 
unvollständige oder auch fehlerhafte Angaben zur Basis haben. Diese Angaben erfasst das Bayes-
Netzwerk und schließt daraus auf die mögliche Ausprägung des technischen Gebildes. Die tat-
sächliche technische Ausgestaltung auf Basis eines Konzepts kann sehr variieren. Als Beispiel 
zeigt Abbildung 50 unterschiedliche Gestaltungsvarianten, die auf einer einzigen Prinzipdarstellung 
beruhen. In diesem Fall hat das geplante Fertigungsverfahren den Haupteinfluss auf die jeweilige 
Gestaltausprägung.  
Solche Varianten und die Wahrscheinlichkeit ihres Auftretens muss die Kostenprognose berück-
sichtigen, wenn für die Abschätzung der Herstellkosten lediglich das Konzept zur Verfügung steht. 
In einem Bayes-Netzwerk finden sich daher nicht nur die Informationen des eigentlichen Konzepts, 
wie beispielsweise Anforderungen, Funktionsbeschreibungen und Skizzen wieder, sondern auch 
die detaillierten Resultate aus späteren Schritten des Gestaltungsprozesses, wie beispielsweise 
Geometriedetails oder Leistungsdaten. Darüber hinaus werden auch die Merkmale des Ferti-
gungsprozesses berücksichtigt (siehe dazu Abbildung 51). 
 
Abbildung 50:  Gestaltungsvarianten einer Prinzipdarstellung nach Koller [KOLL98] 
Dies ist erforderlich, da aus einer Geometrie nicht automatisch auf die erforderlichen Fertigungspa-
rameter und damit im nächsten Schritt auf die Herstellkosten geschlossen werden sollte. Zwar las-
sen sich formelmäßig die Herstellkosten aus den Geometriedaten eines Bauteils z.B. auf Basis der 
Auftragszeiten nach REFA ermitteln, doch zeigt die Praxis, dass zum einen weitaus mehr Faktoren 
als lediglich die Geometrie, das Material, die Fertigungsverfahren und die Stückzahl eines Bauteils 
dessen Herstellkosten bestimmen. Zum anderen können aus den vorhandenen Faktoren nicht 
immer die gleichen Schlüsse gezogen werden. So kann nicht immer die geeignetste Maschine 
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eingeplant werden, weil diese womöglich gerade belegt oder defekt ist. Es sollten folglich hier Er-
fahrungswerte einbezogen werden, die in den gebräuchlichen Berechnungsverfahren bisher keine 
oder nur eine untergeordnete Rolle spielen. Dies geschieht, indem man in dem Bayes-Netzwerk 
entsprechende Knoten für die verschiedenen Fertigungsverfahren und Fertigungsmaschinen vor-
sieht und deren Anwendung mit Wahrscheinlichkeiten benennt. 
Kapitel 2 zeigt, dass ein Konzept aus den unterschiedlichsten Bestandteilen zusammengesetzt 
sein kann. Grafische Elemente werden oft durch Textbausteine und Symbole, die bestimmte Wirk-
weisen der Konzeptelemente beschreiben, ergänzt. Die Menge und Art der Informationen und Da-
ten variiert dabei von Konzept zu Konzept. Ebenso sind die Darstellung und auch der Detaillie-
rungsgrad zu diesem Zeitpunkt stark vom Ersteller abhängig. Für die Abschätzung eines Konzepts 
genügen daher nicht allein die grafisch dokumentierten Elemente, da diese zu diesem Zeitpunkt 
meist nur unzureichende Informationen enthalten. Es ist also wünschenswert, noch weitere Daten 
in die Prognose einfließen lassen zu können. Alle verschiedenen Elemente, die man in einem 
Konzept vorfinden kann, sollten nach Möglichkeit für eine Kostenprognose berücksichtigt werden, 
so dass die Prognosegenauigkeit gesteigert werden kann. In dieser Phase liegt zumindest eine 
Aufgabenbeschreibung oder auch ein Pflichtenheft vor, idealerweise zusätzlich auch eine Funk-
tionsstruktur, Wirkschaubilder oder Ähnliches. 
 
Abbildung 51:  Größen im Bayes-Netzwerk für die Kostenprognose 
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Wenn also im Folgenden die Struktur des Netzwerkes diskutiert wird, liegt dem ein Produktdaten-
modell zugrunde, welches die benötigten Daten für die Kostenprognose bereithält. Die nach die-
sem Produktdatenmodell geordneten Daten des Konzepts dienen bei Vorhandensein als Ein-
gangsgröße für die Kostenprognose. Nicht vorliegende Daten werden im Netzwerk abgeschätzt 
und liefern in Kombination mit den vorhandenen Daten Hypothesen, die wiederum Daten und In-
formationen für die weitere Verarbeitung im Netzwerk erzeugen. Es gibt eine Vielzahl von Produkt-
datenmodellen, welche die einzelnen Bestandteile, beziehungsweise Prozesse der Produktent-
wicklung beschreiben. Durch ein solches Modell wird das Produkt in seiner Gesamtheit exakt be-
schrieben. Ein Modell kann folglich Produkteigenschaften und ebenso Prozessschritte erfassen 
wie auch definieren [PAHL07]. Die Strukturen, Hypothesen und Variablen, die für die Kostenprog-
nose erforderlich sind, lehnen sich allesamt an den klassischen Bestandteilen der verschiedenen 
Produktdatenmodelle der Konstruktionsmethodik an. So finden sich Elemente, Denkansätze und 
eben Modelle von Herangehensweisen verschiedener Konstruktionsmethoden in dem vorgestell-
ten Ansatz zur Kostenprognose wieder, auf die sich an geeigneter Stelle bezogen wird. 
Neben der möglichen Vielfalt der vorhandenen Daten, ist es wichtig auch die Vielfalt der vorhan-
denen Kosteneinflussfaktoren in der Prognose zu beachten. Hierbei wird auf die in Kapitel 2.3 
erarbeiteten Größen verwiesen, die in dem Ansatz berücksichtigt werden, der im Folgenden vor-
gestellt wird. 
5.3.1 Ein objektorientiertes Bayes-Netzwerkmodell für die Kostenprognose 
Es ist offensichtlich, dass die Komplexität einer Kostenprognose mit einem Bayes-Netzwerk nicht 
in allen Details auf eine einfache Art und Weise herleitbar ist. Daher wird die im Kapitel 4.4.3 vor-
gestellte Methode angewandt und das Netzwerk schrittweise in Form von Bausteinen entwickelt. 
Das objektorientierte Bayes-Netzwerkmodell ermöglicht eine „Top-Down“-Generierung des Netz-
werks, beginnend mit einer einfachen und anschaulichen Netzwerkkonzeption (Abbildung 52). An-
schließend wird die Netzstruktur Stufe für Stufe konkretisiert. 
Die objektorientierte Vorgehensweise zeigt die erforderlichen Parameter und deren strukturelle 
Zusammenhänge im Netzwerk instruktiv auf. Spezifische Anforderungen eines Unternehmens und 
der betrachteten technischen Gebilde können von Beginn an berücksichtigt und auch in das Netz-
werk integriert werden. So wird aus einzelnen Bausteinen ein individuelles Netzwerk komponiert. 
Kapitel 5.4 gibt ein konkretes Beispiel für die Generierung eines objektorientierten Netzwerks. 
Sollen mit einem Bayes-Netzwerk die Kosten eines Konzepts abgeschätzt werden, so müssen 
darin dessen grundlegende Eigenschaften (wie in Kapitel 2 beschrieben) berücksichtigt werden. Es 
gibt keine starren Reglements für die Erstellung eines Konzepts. Je nachdem mit welchen physika-
lischen Prinzipien ein Konzept arbeitet, werden nicht nur unterschiedliche Bauteilgeometrien mit 
unterschiedlichen Eigenschaften verwendet, sondern auch unterschiedlich viele Bauteile. 
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Dennoch sind die Elemente, die sich auf der ersten und abstraktesten Ebene der Netzwerkgene-
rierung befinden, für die Kostenprognose immer gleich. Ein Bayes-Netzwerk für eine Kostenprog-
nose beinhaltet danach immer lösungsneutrale Anforderungen, Funktionen, Gestalt- und Ferti-
gungsparameter. Die abstrakteste Ebene für die Generierung von Bayes-Netzwerken soll als 
Strukturebene bezeichnet werden. Hier werden die für ein Netzwerk erforderlichen Parameter in 
einer allgemeinen Form dargestellt. Die Größen sind wenig detailliert und ihre Zusammenhänge 
lediglich grob strukturiert, doch gewinnt man auf diese Weise einen guten Überblick über die zu 
lösende Aufgabe. Für die Kostenprognose ist die Darstellung des Netzwerks in der Strukturebene 
daher immer gleich (Abbildung 53). Zusammengefasst unter dem Begriff Produkteigenschaften 
finden sich Funktionen, Geometrie-, Fertigungs- und Montageparameter. Die Produktanforderun-
gen werden separat betrachtet und liefern zusätzliche Informationen zur Abschätzung der Pro-
dukteigenschaften. Dabei sind in diesem Fall die qualitativen Anforderungen gemeint. Anforderun-
gen mit quantitativen Angaben können in der Regel direkt den Produkteigenschaften zugeordnet 
werden (siehe dazu auch Kapitel 5.3.2).  
 
Abbildung 52:  Top-Down-Prozess eines objektorientierten Bayes-Netzwerks in Anlehnung an [FELD10] 
Auch das erstellte Konzept wird losgelöst von den Produkteigenschaften betrachtet. Die dort 
enthaltenen Informationen fließen direkt in die Prognose der Produkteigenschaften ein, die ab-
schließend als Basis zur Prognose der Herstellkosten dient. 
Ein Nachteil der Bayesnetze ist deren starre Struktur. Einmal definierte Knoten sind nicht ohne 
weiteres modifizierbar. Es ist nicht möglich, Parameter in einem Netzwerk einfach auszutauschen, 
neue Parameter hinzuzufügen oder Parameter zu eliminieren. Jeder dieser Vorgänge bedeutet 
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eine komplette Neuberechnung der Wahrscheinlichkeitsrelationen im Netzwerk. Daher werden für 
den folgenden Konkretisierungsschritt zunächst Klassen formuliert. Klassen dienen zur Beschrei-
bung der Produkteigenschaften eines technischen Gebildes, welches mit dem Bayes-Netzwerk 
analysiert werden soll. Sie sollen das technische Gebilde in gleichartige Abschnitte, in Bauelemen-
te, unterteilen. Je nach Anwendungsfall beschreibt ein Bauelement ein Bauteil, eine Baugruppe, 
ein komplettes Produkt oder auch gleich mehrere Produkte - beispielsweise zur Erfassung komp-
letter Anlagen. 
 
Abbildung 53:  Elemente eines Bayes-Netzwerks zur Kostenprognose in der Strukturebene 
Konzepte für ein technisches Produkt können sich stark voneinander unterscheiden. Zur Umset-
zung charakteristischer Funktionen können meist verschiedene physikalische Effekte verwendet 
werden, und nicht immer ist dazu die gleiche Anzahl von Elementen erforderlich. Eine Klasse be-
schreibt ein solches Element und bildet einen Modulbaustein im Bayes-Netzwerk. Konzepte kön-
nen darüber hinaus durch Art, Form, Lage, Größe oder Betrag der Wirkflächen und Wirkbewegun-
gen variieren [RODE91]. Diese Aspekte werden durch die Klassen selbst erfasst. Je nach Konzept 
setzt sich das Bayes-Netzwerk aus der erforderlichen Zahl aus Klassen zusammen, um das Kon-
zept im Netzwerk beschreiben und anschließend analysieren zu können. Eine Klasse ist immer 
gleich aufgebaut. Die Vernetzung der Knoten innerhalb einer Klasse für die Bildung der Hypothe-
sen der Funktionen, Geometrien und der Fertigungsaspekte ist für alle Bauelemente/Klassen iden-
tisch. Innerhalb einer Produktdomäne kann somit je nach Anzahl der Bauelemente in einem Kon-
zept das Bayes-Netzwerk modulartig aus den Klassen, bzw. Bauelementen generiert werden. Ab-
bildung 54 veranschaulicht dies anhand eines Konzepts aus drei Bauelementen. 
Die einzelnen Klassen dürfen nicht unabhängig voneinander betrachtet werden. Die Eigenschaften 
in der Klasse eines Bauelements sollten immer mit den Eigenschaften der Bauelemente in den 
weiteren Klassen abgeglichen werden. In Abbildung 54 wird dies durch die Pfeile mit der Beschrif-
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tung „Abgleich“ veranschaulicht. Jede Klasse hat hier eine Verbindung zu den übrigen Klassen. So 
wird verhindert, dass eine Prognose für ein Bauelement erstellt wird, die für sich allein genommen 
sinnvoll, jedoch im Kontext der anderen Klassen womöglich ungünstig ist. So wäre z.B. die Werk-
stoffwahl Edelstahl für ein Bauteil ungünstig, wenn in enger Verbindung dazu ein weiteres Bauteil 
aus Stahlblech ausgewählt würde. Auf diese Weise käme es zu einer unerwünschten Kontaktkor-
rosion. Stehen diese Werkstoffe also prinzipiell zur Auswahl, ist ein Abgleich der Größen ratsam. 
 
Abbildung 54: Einsatz von Klassen in einem Bayes-Netzwerk für die Kostenprognose von Konzepten 
Konzepte sind häufig unvollständig, da sich ein Produktentwickler - berechtigterweise - in der frü-
hen Phase meist auf das Kernproblem konzentriert und das Selbstverständliche zunächst eher 
vernachlässigt. Als Beispiel zeigt dazu Abbildung 55 einen ersten Entwurf für ein neuartiges Stark-
stromschütz, welches einige kritische Faktoren der bisher verwendeten Schütze optimieren soll. 
Hier liegt der Fokus auf der variierten Wirkbewegung der Kontakte für eine rasche Stromtrennung 
und auf der Löschung des Lichtbogens.  
Abbildung 56 zeigt einen Teil des ausgearbeiteten Konzepts für dasselbe Starkstromschütz. Die-
ses ist nun deutlich detaillierter und beinhaltet folglich auch mehr Bauteile. So finden sich hier z.B. 
die im ersten Entwurf nicht berücksichtigten Befestigungselemente und eine genauere Darstellung 
der Funkenkammer. 
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Zur Konzeptbeurteilung kann wiederum ein Bayes-Netzwerk verwendet werden, welches dem 
Netzwerk für die eigentliche Kostenprognose übergeordnet ist. Anhand von Neuheitsgrad, Anzahl 
der vorhandenen Konzeptelemente und Erfahrungswerten kann entschieden werden, ob das vor-
liegende Konzept alle erforderlichen Elemente enthält oder ob es noch unvollständig ist. In diesem 
Fall müssen weitere Klassen bzw. Bauelemente vorgesehen werden, deren Produkteigenschaften 
auf Erfahrungswerten und den Informationen zu den vorhandenen Konzeptelementen gründen. 
Hier liegt die Struktur des Idioms 4 („Induktion“ – Kapitel 4.4.3) zugrunde. Im Neuheitsgrad kann 
beispielsweise die Designphilosophie verankert sein, dass neue Entwicklungen in einem Produkt-
bereich oft eine Teilereduktion zum Ziel haben.  
Abbildung 57 veranschaulicht, wie ein übergeordnetes Netzwerk die Strukturierung des Bayes-
Netzwerks unterstützt. Das Schema zeigt ein Beispiel, in der ein bestehendes Konzept als unvoll-
ständig eingeschätzt wird. Daher wird das Bayes-Netzwerk zur Kostenprognose mit zusätzlichen 
Bauelement-Klassen ergänzt. Für diese zusätzlichen Bauelemente liegen keine Informationen vor. 
Doch aufgrund der Informationen der vorhandenen Bauelemente und aus Erfahrungswerten kön-
nen dennoch die Herstellkosten abgeschätzt werden. Aus der Analyse des Netzwerks können letz-
tlich auch wertvolle Hinweise gewonnen werden, wie die noch nicht konzipierten Elemente gestal-
tet werden sollten. 
 
Abbildung 57: Übergeordnetes Bayes-Netzwerk zur Einschätzung der Vollständigkeit des vorliegenden Konzepts 
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Ist der Bereich des technischen Gebildes sehr eng definiert, kann eine Einschätzung des Konzepts 
auch konkreter geschehen. So kann das Vorhandensein spezifischer Elemente geprüft werden 
und anhand des Innovations- bzw. Neuheitsgrads des Konzepts beurteilt werden, ob diese Ele-
mente, falls nicht vorhanden, im aktuellen Konzept noch benötigt werden. 
Sind die Klassen angeordnet, kann das Netzwerk weiter konkretisiert und auf Knotenebene struk-
turiert werden. Die folgenden Kapitel widmen sich umfassend der Ausgestaltung eines Bayes-
Netzwerks für die Kostenprognose auf der Knotenebene. Anforderungen, Funktionen, Geometrie-
elemente, Fertigungs- und Montageparameter sind dabei die zentralen Bausteine, um final die 
Herstellkosten zu prognostizieren. 
5.3.2 Anforderungen im Bayes-Netzwerk 
Um Anforderungen als zentrale Elemente in einem Bayes-Netzwerk verwenden zu können, geht 
man ähnlich wie beim eigentlichen Konstruieren vor. Die Prozesse unterscheiden sich darin, dass 
beim Konstruieren das Finden der Anforderungen ein erster Schritt zum Generieren der Lösung 
darstellt, während beim Bayes-Netzwerk aus den schon vorhandenen Elementen eines Konzepts 
beziehungsweise der Produktvorbilder eine Auswahl getroffen werden muss. 
Es finden sich demnach viele Parallelen zu dem Erarbeiten der Anforderungsliste, wie sie aus der 
Konstruktionsmethodik bekannt ist - z.B. aus [PAHL07]:  
• Sammeln 
• Ordnen  
• Formalisieren 
• Prüfen. 
Produktanforderungen besitzen in der frühen Phase wie auch im gesamten Produktentwicklungs-
prozess eine zentrale Funktion. Zu Beginn der Produktentwicklung benennen sie die Motivation 
der Entwicklungsaufgabe (z.B.:„Die nächste Generation unseres Produkts muss leichter werden."). 
Im weiteren Verlauf der Produktentwicklung spezifizieren Anforderungen die Merkmale, die das 
Produkt beziehungsweise den Entwicklungssauftrag maßgeblich beeinflussen. Anforderungen be-
gleiten somit die gesamte Entwicklung des Produkts. Sie dürfen nicht als fest definierte Größen 
verstanden werden, denn die darin festgehaltenen Sachverhalte müssen laufend mit dem aktuellen 
Stand der Entwicklung abgeglichen und eventuell angepasst werden.  
Dokumentiert werden Anforderungen in Form eines Lasten- und Pflichtenhefts oder auch als sepa-
rate Anforderungsliste. In der Literatur zur Konstruktionsmethodik finden sich viele Ansätze, die 
sich mit der Erfassung, Verarbeitung und Verwaltung von Anforderungen beschäftigen. Viele Lite-
raturstellen empfehlen Vorgaben zu Inhalt und Klassifizierung der Anforderungen und zum Aufbau 
der Anforderungsliste, z.B. [PAHL07], [FELD89], [BIRK80], [FRAN76]. Es gibt jedoch keine stren-
gen Vorgaben, in welcher Form eine Anforderung dokumentiert sein muss. Schlagwörter, Texte, 
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Zeichnungen, Fotos und darüber hinaus auch Objekte wie Materialproben oder Muster (für die 
Funktion, Oberfläche, …) können in der Praxis Anforderungen darstellen oder helfen, diese zu 
erläutern. 
Anforderungen sind daher durch ihre hohe Dynamik und ihre freie Form der Darstellung charakte-
risiert. Diese Eigenschaften lassen sich sehr gut mit der Arbeitsweise der Bayes-Netzwerke ver-
binden.  
Es liegt auf der Hand, dass es nicht ausreicht, für die Prognose der Herstellkosten lediglich die 
Anforderungen heranzuziehen, die direkt die Kosten des Produkts beschreiben oder benennen. 
Die Anforderungen, welche die wichtigen Merkmale des technischen Gebildes beschreiben, sollten 
ebenfalls in dem Bayes-Netzwerk eingebettet sein. Wie bereits zu Beginn in Kapitel 5.3 ausgeführt, 
wird in einem Bayes-Netzwerk für die Kostenprognose zwischen qualitativen und quantitativen 
Anforderungen unterschieden. Quantitative Angaben werden nicht separat erfasst, sondern fließen 
stets als direkte Informationen in die entsprechende Klasse des betroffenen Bauelements. Dort 
werden die betroffenen Knoten mithilfe der neuen Informationen instantiiert. Qualitative Anforde-
rungen können dagegen nicht direkt einer spezifischen Produkteigenschaft zugeordnet werden. 
Doch auch die ungenauen Angaben einer qualitativen Anforderung können von zentraler Bedeu-
tung für die Kostenprognose sein, denn erfahrungsgemäß ergeben sich daraus Restriktionen für 
die Produkteigenschaften, wie z.B. der Geometrie, und damit für den nachfolgenden Herstellpro-
zess. So kann beispielsweise aus der Angabe in der Anforderung, dass ein Bauteil ergonomisch 
geformt sein soll, geschlossen werden, dass für die Handhabung des Bauteils die Oberfläche gerif-
felt sein muss und in der Folge bestimmte Fertigungsverfahren ausgeschlossen werden können. 
So hat auch eine ungenaue Angabe letztlich Einfluss auf die Prognose der möglichen Herstellkos-
ten. Anforderungen mit qualitativem Charakter beschreiben vorwiegend das vollständige techni-
sche Gebilde und lassen sich meist nicht einzelnen Details eines Bauelements zuordnen, daher 
werden qualitative Anforderungen den Klassen der Bauelemente übergeordnet. Sie gelten für alle 
Bauelemente. 
Auswahl der Anforderungen (Sammeln) 
Zur Auswahl relevanter qualitativer Anforderungen sind die in Kapitel 4.4.2 vorgeschlagenen 
Hilfsmittel zu empfehlen. Die dort vorgestellten Methoden der Expertenbefragung, der Betrachtung 
der vorangegangenen Fälle und der Auswertung von Statistiken werden in der Literatur zur Kons-
truktionsmethodik vorgeschlagen, z.B. in [AHRE00], [PAHL07]. Die klassischen Methoden der 
Checkliste und die Szenarienanalyse [PAHL07] unterstützen zusätzlich das Finden der relevanten 
Anforderungen. 
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Formulierung der Anforderungen 
Bei der Formulierung der Anforderungen muss auf die Genauigkeit der Angaben geachtet werden. 
Spezifische Angaben, die lediglich für eine Variante Gültigkeit besitzen, führen bei Berücksichti-
gung in der Prognose weiterer Varianten zu Fehlern – dem Overfitting.  
In Anlehnung an [KJAE08], [JENS07] und [PAHL07] können folgende Regeln formuliert werden: 
• Nur zentrale Anforderungen, mit denen die Aufgaben und Funktionen eines technischen 
Gebildes üblicherweise und hinreichend beschrieben werden, sollten in einem Bayes-
Netzwerk Verwendung finden.   
Beispiel: Nicht die Zähnezahl ist zunächst interessant, sondern die Frage, ob Zahnräder 
verwendet werden sollen oder nicht. 
• Auch wenn ein Zusammenhang mit den Kosten nicht direkt erkennbar ist, sollten Anfor-
derungen, die in Bezug auf das technische Gebilde eine große Rolle spielen, im Bayes-
Netzwerk berücksichtigt werden.   
Beispiel: Die Anzahl der bewegten Teile in einem Produkt hat Einfluss auf die Häufigkeit 
der Lagerungen darin. Lagerungen erfordern meist spezielle Oberflächen, damit spezielle 
Fertigungsverfahren, und haben letztlich so Einfluss auf die Fertigungskosten. 
• Allgemeingültig formulieren. Zwar wird für die Kostenprognose ein spezifisches Konzept 
betrachtet, doch das Bayes-Netzwerk sollte die Erfahrungswerte aus ganzen Produkt-
gruppen bündeln und Grundlage weiterer Kostenprognosen für weitere Produktvarianten 
sein.   
Beispiel: Zur Beschreibung eines Kraftfahrzeugs nicht eine Anforderung an dessen Sprit-
verbrauch stellen, sondern an den Energieverbrauch, um jegliche Antriebsform erfassen 
zu können. 
Anforderungsfelder (Ordnen) 
Jedoch können Anforderungen in einem Bayes-Netzwerk für eine effektive Analyse nicht so ab-
strakt formuliert werden, dass sie für jede Art von technischem Produkt anwendbar sind und 
gleichzeitig eine verlässliche Kostenprognose liefern. Herstellkostenrelevante Anforderungen sind 
je nach Produktdomäne unterschiedlich. In Abhängigkeit von den dort üblichen Fertigungsverfah-
ren und Stückzahlen müssen für eine Abschätzung der Herstellkosten unterschiedliche Aspekte 
betrachtet werden. Während beispielsweise der Raumbedarf für die Motorentechnik im Anlagen-
bau eher nebensächlich ist, ist dieselbe Anforderung in der Automobilbranche von unabdingbarer 
Bedeutung. 
Zur Erleichterung werden daher Anforderungsfelder eingeführt, so dass Anforderungen so geord-
net werden, dass sie an entsprechender Stelle die für die Kostenprognose erforderlichen Hypothe-
sen erhärten können. Die Felder orientieren sich an den Hauptmerkmalen der Leitlinie zur Erarbei-
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tung von Anforderungen nach [PAHL07] und vereinen die Aspekte eines technischen Gebildes, die 
in der Regel maßgeblich deren Herstellkosten beeinflussen:  
• Geometrie 
• Kinematik 
• Kräfte 
• Energie 
• Stoff 
• Signal 
• Montage 
• Ergonomie. 
Es sollen dabei die Anforderungen herangezogen werden, die sich auf Eigenschaften des gesam-
ten technischen Gebildes beziehen. Anforderungen, die Einzelheiten betreffen, werden der dazu-
gehörigen Klasse des Bauelements zugeordnet.  
Diesen Feldern können nicht nur die Anforderungen technischer Gebilde aus dem klassischen 
Maschinenbau zugeordnet werden, sondern auch andere Fachbereiche, wie beispielsweise der 
Elektrotechnik und der Informationstechnik, also der Mechatronik, werden berücksichtigt, so dass 
ein großes Produktspektrum für die Kostenprognose mit Bayes-Netzwerken in Betracht kommt. 
Ein Feld umfasst die Aspekte, die mit ihm in Relation stehen. So kann beispielsweise in dem An-
forderungsfeld „Kinematik“ die Anzahl der bewegten Teile abgeschätzt werden, ebenso wie die 
Bewegungsformen (translatorisch, rotatorisch, allgemein) und das Bewegungsgesetz (oszillierend, 
fortlaufend). Koller verwendet in [KOLL98] diese Parameter zur Beschreibung von Bewegungsauf-
gaben. Mehrere Anforderungen können in einem Anforderungsfeld zu Kenngrößen zusammenge-
fasst werden. Dies verringert die Komplexität und fördert die Überschaubarkeit eines Bayes-
Netzwerks (Abbildung 58).  
Die Stadien einer Anforderung sind frei formulierbar. Sowohl quantitative, wie auch linguistische 
Wertbeschreibungen sind zulässig. Eine Anforderung sollte, im Sinne einer überschaubaren Wahr-
scheinlichkeitsverteilung in nicht mehr als drei Stadien gegliedert werden (siehe Kapitel 4.4.4). 
Anforderungen haben Einfluss auf eine vielfache Zahl von Faktoren in technischen Gebilden. So 
beeinflussen sie nicht nur die Funktionalität, sondern entscheiden beispielsweise auch über Stück-
zahl, geometrische Eigenschaften, das Material, die Oberflächenbeschaffenheit, Fertigung und 
Montage. Die Bündelung der Anforderungen zu einem Anforderungsfeld erleichtert deren Vernet-
zung im Bayes-Netzwerk. Durch die allgemeingültige Formulierung der Anforderungen und deren 
Zuordnung in Anforderungsfeldern unterliegen die Beziehungen zu den Elementen der Nachbar-
schaft festen Gesetzmäßigkeiten. 
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Abbildung 58: Anforderungsfeld „Kinematik“, gebündelt in einer Kenngröße 
Führt man darüber hinaus zur Vereinfachung Kenngrößen in einem Anforderungsfeld ein, so ist es 
nicht weiter erforderlich, jede Anforderung, bzw. Eigenschaft individuell zu vernetzen (Abbildung 
59).  
 
Abbildung 59: Vernetzung im Bayes-Netzwerk mit und ohne Kenngrößen 
Eine Kenngröße setzt sich, ähnlich wie eine Kennzahl, aus zwei oder mehreren miteinander in 
sachlogischer Beziehung stehenden Größen zusammen und gibt Sachverhalte charakteristisch 
und konzentriert wieder. Sie ähnelt hierbei einer weichen Kennzahl, die nicht exakt messbar ist 
[PIET03], also qualitativen Charakter besitzt. Im Zusammenhang mit Bayes-Netzwerken spricht 
man bei diesem Vorgehen von divorcing (siehe Kapitel 4.4.4). 
5.3.3 Funktionen im Bayes-Netzwerk 
Wie Anforderungen sind auch Funktionen gerade in frühen Phasen der Lösungserarbeitung ele-
mentare Bestandteile des Produktentwicklungsprozesses und sind demzufolge auch in einem 
Bayesnetz zur Konzeptanalyse unabdingbar. 
88 5   Kostenprognose mit Bayes-Netzwerken 
Das Aussehen eines Bauteils wird zentral von den zu erfüllenden Funktionen bestimmt [KOLL98]. 
Daher haben Funktionen in der Folge ebenfalls entscheidenden Einfluss auf die Fertigungstechnik 
und schließlich auf die Herstellkosten eines Bauteils. Im Gegensatz zu Anforderungen kann man 
Funktionen gut den einzelnen Elementen eines Produkts, den Funktionsträgern, zuordnen. Mit 
einem Hebel werden Kräfte in einem System übersetzt, Wellen sollen Kräfte übertragen, um nur 
einige Beispiele zu nennen. Zusammenhänge zwischen den funktionalen und physischen Produkt-
eigenschaften werden in der Konstruktionsmethodik durch die Produktarchitektur beschrieben. Die 
Vernetzung der Funktionen mit den Gestaltmerkmalen eines Bauteils im Bayesnetz zur Kosten-
prognose geschieht ähnlich. Zu beachten ist, dass eine Funktion nicht immer exakt von einem 
Bauteil umgesetzt wird. Oft erfüllt ein Bauteil mehrere Funktionen oder eine Funktion wird durch 
mehrere Bauteile gemeinsam erfüllt. Das Schema in Abbildung 60 zeigt, wie Funktionen in einem 
Bayes-Netzwerk zur Formulierung der Gestalthypothese dienen.  
 
Abbildung 60: Vernetzung von Funktionen im Bayes-Netzwerk 
Im Gegensatz zur Einordnung der Anforderungen besitzen Hypothesenknoten für Funktionen binä-
re Stadien: „ja“ oder „nein“ („Ist die Funktion im Bauelement vorhanden oder nicht?“).  
Auch Funktionen sollten, analog zu Anforderungen, in Felder gruppiert werden, um die Komplexität 
im Netz zu mindern. So können Kenngrößen beispielsweise die Komplexität der Kinematik be-
schreiben, mit deren Hilfe im nächsten Schritt auf Oberflächeneigenschaften, Toleranzen oder 
auch Bauteilstückzahl geschlossen werden kann. Einzelne Funktionen können aber weiterhin auch 
direkten Einfluss auf Geometrieeigenschaften haben. 
5.3   Netzstruktur einer Kostenprognose 89 
Funktionen formulieren im Bayes-Netzwerk die technischen Aufgaben eines Bauteils in einer Prin-
ziplösung. Abbildung 61 zeigt die Prinziplösung eines Papierlochers. Es sind beispielhaft einige 
Funktionen der Bauteile hervorgehoben.  
Theoretisch lassen sich die technischen Funktionen auf die Elementarfunktionen von Koller in 
[KOLL98] reduzieren. Doch dieser hohe Abstraktionsgrad ist für die Funktionsbeschreibung im 
Bayesnetz nicht immer geeignet. Elementarfunktion beschreiben lösungsneutral die Funktionen, 
die ein technisches System erfüllen soll. Ein Konzept ist jedoch nicht mehr lösungsneutral und 
enthält in der Regel schon Angaben, wie z.B. bauliche Strukturen, die das Lösungsfeld bereits 
deutlich eingrenzen. Birkhofer listet in [BIRK80] technische Verben, die sich als Funktionshypothe-
sen in Bayes-Netzwerken eignen. Je nach Produktdomäne variiert die Wahl der Funktionen, um 
die Aufgaben eines Produkts zu beschreiben. 
 
Abbildung 61: Funktionen in einer Prinziplösung – Papierlocher 
Es ist nicht entscheidend, ob man die technischen Aufgaben eines einzelnen Bauteils, einer Bau-
gruppe, eines vollständigen Produkts oder einer ganzen Anlage beschreibt. Die Formulierung der 
Funktionen kann innerhalb der gleichen Domäne identisch sein (vgl. Abbildung 62). Die Abbildung 
zeigt das Konzept einer Siloanlage. Hier finden sich die gleichen Funktionen wie im Konzept des 
Papierlochers wieder. Das bedeutet jedoch nicht, dass ein Bayesnetz für die Kostenprognose von 
Siloanlagen auch für eine Kostenprognose von Bürohilfsmitteln geeignet ist. Die Beispiele zeigen 
jedoch, dass die Bandbreite der Verben, die die technischen Funktionen beschreiben, auf eine 
überschaubare Anzahl eingegrenzt werden kann.  
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Abbildung 62: Funktionen in einer Prinziplösung – Siloanlage 
Ein Bayes-Netzwerk setzt sich unter anderem aus mehreren Klassen zusammen, die jeweils ein 
Bauelement beschreiben (siehe Kapitel 5.3.1). Die Prognosen in den jeweiligen Klassen gesche-
hen nicht völlig unabhängig voneinander. Innerhalb einer Klasse sind die Hypothesen für die Funk-
tionen, Gestaltelemente und Fertigungsmerkmale immer gleich vernetzt. Ist aufgrund der Angaben 
in einem Konzept eine bestimmte Funktion für ein bestimmtes Bauelement, also Klasse, wahr-
scheinlich, dann muss diese Information auch in die übrigen Bauelementklassen gelangen, da dies 
die Auftrittswahrscheinlichkeit der Funktion dort beeinflussen kann (Abbildung 63). 
Die Abbildung zeigt schematisch den strukturellen Aufbau eines Bayes-Netzwerks für die Analyse 
eines Konzepts. Die Informationen der einzelnen Bauelemente fließen, symbolisiert durch graue 
Pfeile, in die dazugehörigen Klassen. Auf deren Basis werden dort die Hypothesen über mögliche 
Funktionen, Geometrien und schließlich über das Fertigungsverfahren generiert.  
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Abbildung 63: Abgleich der Prognosen zwischen den Klassen 
Konzepte werden in obigem Bayesnetz–Schema so eingeschätzt, dass die Funktion F1 in der Re-
gel einen Funktionsträger besitzt. Es ist eher unwahrscheinlich, dass zwei Bauteile als Funktions-
träger infrage kommen und es ist äußerst unwahrscheinlich, dass drei Bauteile diese Funktion in 
dem Produkt umsetzen. Die Wahrscheinlichkeitswerte wurden hier mit der linguistischen Skala 
(Seite 61) ermittelt. 
5.3.4 Gestaltelemente im Bayes-Netzwerk 
In Konzepten finden sich meist abstrahierte Darstellungen der geplanten Bauteile und ihrer Merk-
male. Körper werden lediglich angedeutet und sind oft unvollständig, z.B. sind Gewinde meist nur 
durch Bohrungen, gezackte oder strichpunktierte Linien angedeutet. Wie fügen sich also die Ge-
staltelemente eines Konzepts in ein Bayes-Netzwerk zur Kostenprognose ein?  
Allgemein werden technische Gebilde in: 
• physikalische, 
• chemische und 
• biologische Systeme 
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unterteilt. Im Maschinenbau werden vorwiegend physikalische Systeme verwendet, die sich ent-
sprechend den verschiedenen Fachbereichen der Physik in folgende Systeme gliedern [KOLL98]: 
• mechanische 
• hydraulische 
• pneumatische 
• elektrische und magnetische 
• optische 
• akustische und 
• thermische Systeme. 
Im Gegensatz zu Anforderungen und Funktionen können die Gestaltelemente eines Produkts je 
nach Produktart sehr unterschiedlich dargestellt werden. Wie die Elemente in einer Prinziplösung 
skizziert werden, ist neben dem gewählten Abstraktionsgrad der Darstellung von dem Fachbereich 
abhängig. So werden beispielsweise die Elemente eines Bauteils in der Elektrotechnik anders dar-
gestellt als die Komponenten eines mechanischen Bauteils oder die der Hydraulik. 
Beispielsweise kann man bei einer Mechanik den Fertigungsaufwand und damit die Herstellkosten 
auf den Komplexitätsgrad der Bauteilgeometrien zurückführen. Als Komplexitätsgrad bezeichnet 
Roth in [ROTH00] die Vielfältigkeit der Geometrieelemente in einem Bauteil und deren relative 
Anordnung zueinander, wobei er die Komplexität in engem Zusammenhang mit der Symmetrie 
eines Bauteils sieht. Mit dem Hintergrund, dass die hier vorgestellte Methode final in eine Software 
umsetzbar sein soll, wird dieser numerische Ansatz übernommen und zur Analyse der Konzept-
geometrie und deren einzelner Elemente verwendet.  
In Verbindung mit den Gestaltparametern bei Koller [KOLL98] sollen für mechanische Bauelemen-
te folgende Knoten für die Erfassung der Konzeptgeometrie verwendet werden:  
• Anzahl der Ecken  
• Anzahl der Sonderformen  
• parallele Flächen  
• rotationssymmetrische Flächen 
• angewinkelte Flächen  
• schmale Flächen  
• gekrümmte Flächen.  
Anordnung und Ausprägung der Bauteilflächen, sowie die vorhandenen Ecken sind spezifische 
Merkmale, um die Komplexität oder die prinzipiellen Eigenschaften von Körpern zu beschreiben. 
Diese Parameter besitzen außerdem einen zentralen Einfluss auf die Wahl des bzw. der Ferti-
gungsverfahren. Auf ähnliche Weise können Elemente aus anderen Fachbereichen wie der Elekt-
rotechnik, Pneumatik und Hydraulik in einem Konzept bei Bedarf erfasst werden. 
Die charakteristischen Gestaltmerkmale aus den Technikbereichen Hydraulik & Pneumatik, aus 
denen in der Folge der Fertigungsaufwand prognostiziert werden kann, sind mit denen für mecha-
nische Bauelemente vergleichbar. Sie unterscheiden sich jedoch üblicherweise in der Darstel-
lungsweise. So werden etwa Bauelemente der Hydraulik & Pneumatik in Prinziplösungen meist 
symbolisch dargestellt, während mechanische Elemente eher körperlich skizziert werden. Auch in 
der Elektrotechnik werden Gestaltelemente in Prinziplösungen symbolisch dargestellt (Abbildung 
64).  
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Abbildung 64: Beispiele für Prinzipdarstellungen in technischen Disziplinen  
Werden Bauelemente symbolisch dargestellt, so handelt es sich dabei vor allem um die Beschrei-
bung von Baugruppen. Sie sind weniger durch Gestaltmerkmale charakterisiert, als durch die 
Funktionen, die sie erfüllen sollen. Bestimmend für die Herstellkosten sind in diesem Fall vor allem 
die Anordnung bzw. die Baustruktur der Komponenten, die in der Prinziplösung und den dazuge-
hörigen Anforderungen und Funktionen dokumentiert sind. 
Rein mechanische oder elektronische Produkte bilden in der Industriepraxis eher die Ausnahme. In 
der Regel setzen sie sich aus Komponenten aus den verschiedenen Fachbereichen zusammen. 
Zur Prognose der Herstellkosten solcher hybrider Systeme müssen in einem Bayes-Netzwerk die 
Charakteristiken beider Technikbereiche erfasst werden können. 
Das Bayes-Netzwerk analysiert zunächst die Elemente in der Prinziplösung und schließt im näch-
sten Schritt unter Berücksichtigung der Anforderungen und der gewünschten Funktionen auf die 
Komplexität des Konzepts. Die Komplexität ist, unabhängig vom betrachteten technischen Fachbe-
reich, Indikator für den Fertigungsaufwand des Endprodukts [ROTH00].  
Zur Beschreibung der Gestaltelemente einer Prinziplösung wird nicht das gesamte Produkt in ei-
nem betrachtet, sondern dessen identifizierbare Bauelemente. 
Die grafische Darstellung der Bauteile in einer Prinziplösung aus der frühen Phase der Produkt-
entwicklung ist in der Regel nur wenig detailliert. Ist ein Bauteil in einer Prinziplösung identifiziert, 
so können dessen Gestaltmerkmale unter Berücksichtigung der dazu existierenden Funktionen 
und Anforderungen analysiert, und es kann eine Prognose hinsichtlich des finalen Aussehens der 
Bauteilgestalt erstellt werden. Abbildung 65 zeigt schematisch die Vernetzung der Knoten für die 
Deutung der Gestaltmerkmale. Neben Anforderungen und Funktionen können weitere Informatio-
nen, wie beispielsweise Körpergröße, Material oder Gewicht, soweit sie in einem Konzept berück-
sichtigt sind, zur Bauteilprognose beitragen. 
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Abbildung 65: Vernetzung der Gestaltmerkmale im Bayes-Netzwerk 
5.3.5 Ermittlung der Herstellkosten im Bayes-Netzwerk 
Die Herstellkosten ergeben sich aus den Materialkosten, den Fertigungskosten und den Montage-
kosten. Diese setzen sich ihrerseits wieder aus Lohn-, Gemein- und Sondereinzelkosten der Ferti-
gung zusammen [VDI2235].  
Generell liegen im Konzeptstadium keine konkreten Parameter zur Ermittlung der Kosten oder für 
die Gestaltbeschreibung der Bauelemente vor. Daher sind klassische Verfahren zur Ermittlung der 
Herstellkosten in diesem Stadium nur sehr eingeschränkt anwendbar (siehe Kapitel 3.4). Vielmehr 
können Erfahrungswerte zum Abschätzen der wahrscheinlichen Kosten bzw. der Gestaltausprä-
gung helfen. Aber auch ohne vorherige Erfahrung können akzeptable Prognosen mit einem Bayes-
Netzwerk erstellt werden (siehe Kapitel 5.5). 
Die Gestaltmerkmale eines Bauelements sind die Haupteinflussgrößen bei der Wahl eines geeig-
neten Fertigungsverfahrens. In Kombination mit Anforderungen (wie z.B. Toleranzen, Stückzahlen 
und Materialien) sind dies genügend Hinweise auf denkbare (und unwahrscheinliche) Fertigungs-
verfahren. Analog kann die wahrscheinliche Fertigungsdauer ermittelt werden. Sie muss nicht al-
lein auf dem zu fertigenden Bauteil beruhen, sondern kann auch Faktoren wie z.B. Produktionsort 
bzw. -maschine und Ausfallraten berücksichtigen. Auch die Montage- und Materialkosten können 
auf diese Weise abgeschätzt werden. Diese Größen lassen sich in der Regel aus der Teilezahl 
und den Bauteileigenschaften ableiten. 
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Es gibt zwei Wege, wie Herstellkosten mit einem Bayes-Netzwerk ermittelt werden können: 
1. Die Herstellkosten werden im Bayes-Netzwerk selbst prognostiziert. Hier werden die 
Herstellkosten nicht im klassischen Sinne errechnet, sondern analog zur Prognose der 
Einflussgrößen mithilfe der bedingten Wahrscheinlichkeiten nach Bayes abgeschätzt. 
Das hat den Vorteil, dass das Netzwerk bei Bedarf recht simpel nachjustiert werden 
kann, wenn das Ergebnis der Prognose nicht zufriedenstellend sein sollte. Dies ist der 
Fall, wenn nicht alle Kosteneinflussparameter im Netzwerk berücksichtigt sind oder Rela-
tionen nicht richtig erkannt wurden. Nachteilig ist eine eventuell erforderliche feine Glie-
derung der Stadien für die Angabe der zu erwartenden Herstellkosten. 
2. Die Prognosen im Bayes-Netzwerk für Gestaltmerkmale, Fertigungs- und Montagepara-
meter dienen in einem separaten Schritt der Ermittlung der Herstellkosten mit einer her-
kömmlichen Methode, wie z.B. der vereinfachten Kostenermittlung nach VDI 2225. 
Abbildung 66 zeigt schematisch die unterschiedlichen Wege auf: links die Prognose der Herstell-
kosten, integriert im Bayes-Netzwerk, rechts das Bayes-Netzwerk als Lieferant der erforderlichen 
Parameter zur Kalkulation der Herstellkosten mit einem konventionellen Verfahren. 
 
Abbildung 66: Ermittlung der Herstellkosten mit einem Bayes-Netzwerk 
5.3.6 Datenbasis für ein Bayes Netz zur Kostenprognose 
Will man ein Bayes-Netzwerk für die Kostenprognose eines Produkts erstellen, so muss man auf 
Wissen zurückgreifen können, welches in relevanter Form das zu planende Produkt beschreibt. 
Kapitel 4.4 stellt dar, wie ein Bayes-Netzwerk schrittweise generiert werden kann. Idealerweise 
liegen Daten für die Erstellung vor, auf deren Basis das Bayes-Netzwerk strukturiert und quantifi-
ziert werden kann. Dies können Vorgängerprodukte, verwandte Produkte oder auch ganz allge-
mein Produkte aus dem gleichen Technikbereich sein. Liegen jedoch keine Daten vor, so kann 
auch das Erfahrungswissen von Personen genutzt werden.  
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Diese Arbeit hat die Kostenprognose für Produkte im Konzeptstadium im Fokus. Daher ist es für 
die Erstellung eines Bayes-Netzwerks nicht ausreichend, wenn die finalen Daten, also beispiels-
weise Fertigungszeichnungen, von Vorgängerprodukten analysiert werden. Zentrales Merkmal der 
Kostenprognose mit Bayes-Netzwerken ist in dem betrachteten Fall, dass das erstellte Konzept 
analysiert und anschließend interpretiert wird. Deswegen sollte für die Erstellung eines Bayes-
Netzwerks neben finalen Fertigungszeichnungen von Vorgängerprodukten auch deren ursprüngli-
ches Konzept vorliegen. So ist analysierbar, wie sich aus dem Konzept in der Frühphase der Pro-
duktentwicklung das Endprodukt entwickelt hat. Abbildung 67 veranschaulicht das. 
 
Abbildung 67: Produktdaten für die Kostenprognose im frühen Konzeptstadium 
Inwiefern muss ein Produkt mit dem zu analysierenden Produkt verwandt sein, damit dessen Da-
ten für die Generierung eines Bayes-Netzwerks für die Kostenprognose des geplanten neuen Pro-
dukts geeignet sind? Es ist nicht zwingend, dass für die Erstellung des Netzwerks nur die Daten 
einer Produktart verwendet werden, so sind z.B. für die Abschätzung einer neuen Wasserpumpe 
nicht nur die Daten anderer Wasserpumpen geeignet. Gemeinsame Konstante sollte jedoch immer 
der Technikbereich sein, in den das Produkt eingruppiert werden kann. Ebenso kann ein Ferti-
gungsunternehmen für die Kostenprognose seiner Produkte die hauseigene Fertigung als Bezugs-
größe verwenden, oder aber der Produktentwickler selbst bildet das Bindeglied zwischen den Trai-
ningsdaten für ein Netzwerk. Generell gilt dabei, dass für eine brauchbare Kostenprognose Trai-
ningsdaten aus einem identischen Technikbereich verwendet werden. 
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Zusammenfassung 
Es wurde gezeigt, wie man das in Kapitel 4 vermittelte Wissen zu Bayes-Netzwerken im inge-
nieurwissenschaftlichen Kontext, speziell der Kostenprognose, anwendet. Die erforderlichen Ele-
mente für ein Netzwerk wurden erläutert und ebenso der Aufbau des Netzwerks (Abbildung 68). 
 
Abbildung 68:  Übersicht 
Ein ausführliches Beispiel schließt das Kapitel ab. 
5.4 Praxisbeispiel 
Dieses Kapitel zeigt anhand eines Beispiels das Arbeiten mit einem Bayes-Netzwerk für die Kos-
tenprognose im Konzeptstadium und beleuchtet ebenfalls die Aspekte der Netzwerkerstellung. Das 
Beispiel ist fiktiv, doch die in dem Netzwerk beschriebenen Bauteile basieren auf realen Produkten, 
so dass das Netzwerk durchaus in die Praxis übertragbar ist. 
5.4.1 Einführung 
In einer Metallwerkstatt werden Applikationen für Produktionssysteme entworfen und gefertigt. In 
der Regel dienen diese zum Sortieren und Transportieren von Werkstücken verschiedener Art, 
Form und Größe. Abbildung 69 zeigt zwei Vorrichtungen für den Transport von Bolzen, bzw. 
Scheiben.  
 
Abbildung 69:  Beispiele für Transportvorrichtungen (basierend auf Abschlussprüfungen für Industriemechaniker) 
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Ziel: 
Eine Vorrichtung kann in einem Produktionssystem einmalig vorkommen, häufig wird sie aber auch 
in einer Anlage mehrfach verwendet. Da die Anlage bei der Planung der Applikationen ebenfalls 
noch nicht vollständig ausgearbeitet ist, kann zu Beginn der Produktentwicklung noch nicht mit 
Sicherheit gesagt werden, wie oft eine Vorrichtung in die Anlage integriert wird. Die Stückzahl ist 
jedoch unter anderem von den zu erwartenden Herstellkosten der Vorrichtung abhängig. Für den 
Produktentwickler ist es daher umso wichtiger, die Herstellkosten möglichst frühzeitig zu ermitteln. 
Zur Unterstützung der Planungstätigkeit verwendet die Produktentwicklung ein Bayes-Netzwerk. 
Die vorliegenden Parameter eines neuen Konzepts werden darin in Kombination mit den vorhan-
denen Erfahrungswerten für eine Prognose der zu erwartenden Herstellkosten genutzt. 
Umsetzung: 
Das Beispiel wird mit MSBN X (Microsoft Baysian Networks Version x) realisiert. Diese Software 
ist auf der Microsoft-Entwicklerplattform unter [URL08] frei erhältlich. Sie unterstützt Softwareent-
wickler bei der Umsetzung von Prognoseproblemen. MSBN X ist weniger als alleinstehendes 
Programm zu sehen, sondern eher als Baustein zur Einbindung in komplexe Anwendersoftware 
gedacht. 
Software wie HUGIN [URL09], AgenaRisk [URL10] oder Bayesia [URL11] besitzen zwar einen 
erheblich größeren Leistungsumfang, standen diesem Projekt jedoch aus finanziellen Gründen 
nicht zur Verfügung. So sind mit den genannten Programmen auch erheblich größere, bzw. komp-
lexere Netzwerke umsetzbar. Gleichwohl eignet sich die klare Struktur von MSBN X durch die 
Konzentration auf wenige Grundfunktionen sehr gut für eine beispielhafte Umsetzung der Anwen-
dung. So können die Möglichkeiten eines Bayes-Netzwerks aufgezeigt werden.  
5.4.2 Praxisbeispiel – Identifikation 
Als Datenbasis für das Bayes-Netzwerk dienen die Konstruktionen, die im Unternehmen bereits 
entwickelt wurden. Im Identifikationsschritt werden die Merkmale notiert, mit denen sich die Vor-
richtungen und deren Bauteile allgemein beschreiben lassen. Auch spezielle Eigenschaften, die 
nur in wenigen Fällen wichtig sind, werden aufgenommen. Deren geringere Bedeutung in anderen 
Konstruktionen wird später durch die Zuordnung von Wahrscheinlichkeiten gewichtet. 
Für eine Prognose der Herstellkosten müssen Fertigungs- und Montageaufwand und Materialkos-
ten aus der Gestalt des geplanten Produkts abgeschätzt werden. Aus den finalen Fertigungszeich-
nungen der Vorgängerprodukte lassen sich Funktionen wie auch Anforderungen ableiten. Exemp-
larisch wird dies in Abbildung 70 gezeigt. Funktionen besitzen in einem Bayesnetz lediglich zwei 
Stadien (Kap. 5.3.3): „vorhanden“ und „nicht vorhanden“. 13 Funktionen beschreiben insgesamt 
die Aufgaben der Bauteile in diesem Beispiel. 3 Kenngrößen fassen diese wiederum zusammen 
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(siehe dazu Kap. 4.4.4). Es wird zwischen passiven Funktionen wie beispielsweise Leiten, Stützen 
und kinematischen Funktionen, wie z.B. Gleiten und Absetzen, unterschieden. Da insgesamt 9 
kinematische Funktionen ein Bauelement beschreiben, werden diese in 2 Kenngrößen zusam-
mengefasst. Die Kenngrößen beschreiben das Bauelement hinsichtlich seiner funktionellen Komp-
lexität.  
Anforderungen beschreiben das Produkt in dessen Gesamtheit. Betrachtet werden in diesem Bei-
spiel unter anderem Anforderungen zum Bauraum, Gewicht, zur Kinematik und Stückzahl. Hierbei 
handelt es sich vorwiegend um rein qualitative Angaben wie beispielsweise das Gewicht: leicht, 
normal, schwer, sehr schwer (siehe Kap. 5.3.2). Quantitative Angaben können meist einzelnen 
Bauelementen zugeordnet werden. Ausnahmen können mengenbeschreibende Anforderungen 
sein, wie z.B. Anzahl der bewegten Teile (≤2; 2<X≤6; >6). Diese Anforderungen können quantitativ 
formuliert werden und betreffen das gesamte Produkt.  
 
Abbildung 70: Identifikation von Funktionen und Anforderungen aus einer technischer Zeichnung (nach [BUND96]) 
Damit neben Anforderungen und Funktionen des Konzepts auch die Informationen aus der Kon-
zeptskizze im Bayes-Netzwerk berücksichtigt werden können, werden Parameter formuliert, wel-
che die Eigenschaften der skizzierten Elemente erfassen. Es handelt sich um ein Produkt aus me-
chanischen Bauteilen, daher werden die in Kapitel 5.3.4 vorgestellten Parameter angewandt:  
• Anzahl der Ecken 
• Anzahl der Sonderformen 
• parallele Flächen 
• rotationssymmetrische Flächen 
• angewinkelte Flächen 
• schmale Flächen 
• gekrümmte Flächen  
Aus den so erfassten Größen des Konzepts wird im Netzwerk auf die finale Ausprägung des Bau-
elements geschlossen. Formulierung und Gliederung der Stadien basieren auf Erfahrungswerten 
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aus den Vorgängerprodukten unter Beachtung der allgemeinen Regeln (Kap. 4.4.2). Die Stufung 
der Stadien kann mittels Vergleich der Bauelementskizze im Konzept und der finalen Umsetzung 
in der technischen Zeichnung erstellt werden. Abbildung 71 zeigt ein Beispiel. 
Das Bauelement „Zuführung“ in Abbildung 71 wird in der Konzeptskizze mit 8 Ecken dargestellt. 
Das ausgestaltete Bauteil besitzt später tatsächlich 22 Ecken. Im Arbeitsschritt „Strukturierung“ 
werden die beiden Parameter miteinander verknüpft. Im Arbeitsschritt „Quantifizierung“ wird abge-
schätzt, wie wahrscheinlich ein 8eckiges Bauelement im Konzept in der Umsetzung mehr als 12 
Ecken besitzen wird. 
 
Abbildung 71: Konzeptskizze und finale Ausprägung (nach [BUND96]) 
In der Beispielwerkstatt stehen üblicherweise 7 Fertigungsverfahren zur Verfügung: 
1. Biegen 
2. Feilen 
3. Fräsen 
4. Drehen 
5. Bohren 
6. Reiben 
7. Gewindeschneiden
Da Fertigungsverfahren einen unmittelbaren Einfluss auf die Herstellkosten haben, werden diese 
Parameter ebenfalls für das Bayes-Netzwerk übernommen. Analog zu Funktionen besitzen die 
Fertigungsverfahren binäre Stadien, z.B. „Wird durch Fräsen gefertigt – wird nicht durch Fräsen 
gefertigt“. 
Zur Prognose der Herstellkosten wird neben den Fertigungsverfahren auch eine Abschätzung der 
Bearbeitungsdauer und der Bauelementgröße in das Netzwerk integriert. 
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Zusammenfassung 
Dieses Kapitel zeigt den ersten Schritt der Generierung eines Bayes-Netzwerks für die Kosten-
prognose (Abbildung 72). An einigen Beispielen wird veranschaulicht, wie man relevante Parame-
ter für das Netzwerk identifiziert und ihnen Stadien zuweist.  
 
Abbildung 72:  Übersicht 
Die Variablen sind nun in Knoten mit verschiedenen Stadien formuliert. Im nächsten Schritt werden 
diese logisch miteinander verknüpft. 
5.4.3 Praxisbeispiel – Strukturierung 
Schon beim Finden und Sortieren lassen sich logische Zusammenhänge zwischen den Parame-
tern erkennen. Vorangegangene Produktentwicklungen unterstützen das Verknüpfen der Variablen 
für Funktionen, Anforderungen, Geometrieelemente, Fertigungstechnik und Herstellkosten. Hilfs-
mittel wie die in Kapitel 4.4.3 vorgestellten Idiome helfen ebenfalls bei der Netzwerkgenerierung. 
Abbildung 73 zeigt einen Ausschnitt der Netzwerkverknüpfungen. 
In diesem Beispiel bedingen funktionelle Eigenschaften - analog zur Produktarchitektur - Geo-
metrieeigenschaften. So hat beispielsweise die Funktion „Abstreifen“ direkt Wirkung auf die Auf-
trittswahrscheinlichkeit einer schmalen Fläche, da dies in bisherigen Geräten mit einer schmalen 
Gummilippe gelöst wurde.  
Zentrale Bedeutung für die Ermittlung der Herstellkosten haben die geometrischen Eigenschaften 
des Bauelements. Je nach Ausprägung (Freiflächen, symmetrische Elemente, …) muss ein pas-
sendes Fertigungsverfahren gewählt werden. Die vorliegenden Elemente aus der Konzeptskizze 
werden erfasst und bilden die Basis für die Prognose der tatsächlichen Ausprägung, die das Bau-
element später haben wird. So werden in diesem Anwendungsbeispiel Ecken eines Bauelements 
im Konzept gezählt und mithilfe der wahrscheinlichen Baugröße und der funktionalen Komplexität 
wird die tatsächliche Anzahl der Ecken des fertigen Bauelements geschätzt. 
Die geometrischen Eigenschaften eines Bauelements bilden in Kombination mit dem Gewicht, der 
Bauteilstückzahl, dem Material, den Oberflächeneigenschaften und der Toleranzen die Grundlage 
für die Prognose der Fertigungs- und Materialkosten. 
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Abbildung 73: Verknüpfung der Parameter im Anwendungsbeispiel 
Die Prognose der Montagekosten ergibt sich aus der Betrachtung der gesamten Bauelemente und 
wird aus der Wahl des Montageverfahrens und der Dauer des Verfahrens abgeschätzt. Es werden 
dabei ebenso die Stückzahlen, Gewicht, Abmessungen und die geforderten Toleranzen und Ober-
flächen berücksichtigt. Dazu wird in dieser Anwendung ein separates Netzwerk verwendet, da auf-
grund der Größe des übrigen Netzwerks die verwendete Software an ihr Limit gerät. 
Ohne Normteile wie Schrauben, Bolzen und Federn besteht eine Vorrichtung in diesem Beispiel 
durchschnittlich aus 10 verschiedenen Bauteilen. Für die Kostenprognose im Bayes-Netzwerk wird 
jedes Bauteil einzeln betrachtet und in Form einer Bauelementklasse beschrieben. Wie in Kapitel 
5.3.1 gezeigt, beinhaltet eine Klasse die individuellen Daten eines Bauelements. Aus Gründen der 
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Übersichtlichkeit beinhaltet das Beispiel nicht alle 10 Bauelemente für die Prognose, sondern 3. 
Die Bauelemente werden im Bayes-Netzwerk in Form von Klassen erfasst, deren Knotenstruktur 
und Wahrscheinlichkeitsverteilung zunächst identisch sind. Drei Klassen dienen folglich zur Erfas-
sung dreier Bauelemente. Erst das Einfließen der Konzeptinformationen harmonisiert die jeweilige 
Klasse mit den individuellen Eigenschaften des Bauelements. 
Abbildung 74 zeigt das gesamte Netzwerk. Hervorgehoben sind die 3 Klassen der Bauelemente. 
Markiert sind ebenfalls die Anforderungen. Sie sind zentral angeordnet, da diese für alle Bauele-
mente gelten. Jede Anforderung besitzt Verknüpfungen zu allen 3 Bauelement-Klassen. 
Abbildung 74: Netzwerkstruktur des Anwendungsbeispiels 
Obige Abbildung zeigt die allgemeine Struktur des Netzwerks ohne weitere Details. Abbildung 75 
zeigt die Struktur eines einzelnen Bauelements. Hier werden Funktionen, Geometrie- und Ferti-
gungseigenschaften untereinander in Relation gesetzt. Wie die Variablen im Detail miteinander 
verknüpft sind, zeigt bereits Abbildung 73. Die Informationen aus den Anforderungen wie auch aus 
der Konzeptskizze sind nicht Teil der Bauelementklasse, sondern sie sind außerhalb platziert. 
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Abbildung 75: Allgemeine Struktur einer Bauelementklasse im Anwendungsbeispiel 
In diesem Beispiel werden die Fertigungs- und Materialkosten für die jeweiligen Bauelemente ein-
zeln in den Klassen ermittelt. Die Montagekosten ergeben sich aus der Betrachtung des gesamten 
Bauteils. 
Zusammenfassung 
Wie die gefundenen Einflussparameter für ein Bayes-Netzwerk strukturiert werden müssen, hat 
das vorangegangene Kapitel gezeigt.  
 
Abbildung 76:  Übersicht 
Nachdem nun die Knoten und deren Stadien formuliert und strukturiert sind, werden abschließend 
die dazugehörigen Auftrittswahrscheinlichkeiten ermittelt. 
5.4.4 Praxisbeispiel – Quantifizierung 
Die vorangegangenen Vorrichtungen bilden die Grundlage zur Ermittlung der Wahrscheinlichkeits-
verteilungen. Aus der Analyse der Konstruktionen und der zugrundeliegenden Konzeptidee lassen 
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sich die Parameter statistisch auswerten. Doch dies trägt nur teilweise zur Ermittlung der Wahr-
scheinlichkeitsverteilungen bei. Wie Kapitel 4.4.4 zeigt, ist das Einbringen von Erfahrungswissen 
ein wesentlicher Bestandteil der Bestimmung von Wahrscheinlichkeiten. An einigen Beispielen 
wird im Folgenden gezeigt, wie die erforderlichen Wahrscheinlichkeitswerte auch in komplexen 
Netzwerken bestimmt werden können. 
Abbildung 77 zeigt die Wahrscheinlichkeitsverteilung des Knotens für das Produktgewicht. 
 
Abbildung 77:  Wahrscheinlichkeitsverteilung des Produktgewichts  
Zur Ermittlung obiger Wahrscheinlichkeiten wurden den allgemein formulierten Stadien Eigen-
schaftswerte zugeordnet (Kap. 4.4.4). Wird das Gewicht als „leicht“ beurteilt, so wird darunter eine 
Vorrichtung unter 350gr verstanden, „normal“ bis 700gr, „schwer“ bis 1500gr und „sehr schwer“ 
über 1500gr. Es liegen die Daten aus 40 Vorrichtungen vor. Die Auswertung deren Gewichts führt 
zu obigen Wahrscheinlichkeiten. Die Anforderung an das Gewicht des Gesamtprodukts beeinflusst 
im Weiteren die Wahl des Materials des einzelnen Bauteils (Abbildung 78). 
 
Abbildung 78:  Bedingte Wahrscheinlichkeiten der Materialauswahl für ein Bauelement 
Auch in diesem Fall sind die Wahrscheinlichkeiten statistisch basiert. So werden alle Einzelbauteile 
der vorliegenden Konstruktionen ausgewertet. Abbildung 79 zeigt die fertige Verknüpfung beider 
Knoten mit den dazugehörigen Stadien und Wahrscheinlichkeiten. 
 
Abbildung 79:  Beispiel für die Berechnung bedingter Wahrscheinlichkeiten  
Die Wahrscheinlichkeitsverteilung ergibt sich aus den dazugehörigen Tabellenwerten, wie schon in 
Kapitel 5.2 gezeigt: 
$"%%	 = $"%%|&# 	 ∙ &#  + $"%%|&"'#	 ∙ &"'#              
                                   +$"%%|& (	 ∙ & ( + $"%%|&  (	 ∙ &  (  
= 0,3 ∙ 0,1 + 0,25 ∙ 0,5 + 0,15 ∙ 0,3 + 0,15 ∙ 0,3 + 0,05 ∙ 0,1 = 0,205 
Analog ergeben sich die Auftrittswahrscheinlichkeiten für die weiteren Materialien.  
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Aus der grafischen Darstellung der Wahrscheinlichkeiten in Abbildung 78 erkennt man den linea-
ren Verlauf der Trendlinien (gestrichelt dargestellt). Ihr linearer Verlauf verifiziert die analysierten 
Daten. So kann ausgeschlossen werden, dass in den vorliegenden Daten „Ausreißer“ die Wahr-
scheinlichkeitsverteilung verfälschen. Trendlinien können in der Bestimmung der Auftrittswahr-
scheinlichkeiten auch Lücken schließen, wenn bestimmte Fälle bisher nicht aufgetreten sind und 
folglich die Wahrscheinlichkeiten durch Erfahrungswissen nicht benannt werden können. Durch 
Inter- oder Extrapolation lassen sich gefundene Auftrittswahrscheinlichkeiten ergänzen.  
Erfahrungswissen fließt unter anderem in Form von Regeln in die Bestimmung von Auftrittswahr-
scheinlichkeiten ein: Erfüllt ein Bauelement viele Funktionen, beeinflusst dies Details der Geomet-
rie und darüber hinaus die Stückzahl des Bauelements in dem Gesamtprodukt (Abbildung 80). 
 
Abbildung 80:  Beispiel für die Berechnung bedingter Wahrscheinlichkeiten  
Besitzt ein Bauelement eine Vielzahl von Funktionen, ist die dazugehörige Baustruktur meist 
komplex [ROTH00]. In diesem Beispiel, wie auch häufig in der Praxis, ist ein multifunktionales 
Bauelement im Gesamtprodukt meist einmalig. Einfache Bauteile mit einer geringen Anzahl von 
Funktionen sind dagegen häufig mehrmals im Produkt integriert, wie z.B. Führungsschienen oder 
Halterungen. 
Sind alle Knoten und die dazugehörigen Wahrscheinlichkeiten im Netzwerk formuliert, ist das 
Bayes-Netzwerk fertiggestellt. Es kann dem Nutzer bereits einen Überblick über Gestalt und Kos-
ten einer durchschnittlichen Vorrichtung geben. So liegen die Materialkosten pro Bauelement zu 
66% unter einem Euro. Zu 61% wird ein Bauelement mittels Fräsen bearbeitet und zu ca. 19% 
wird an einem Bauelement gefeilt. 20% der Bauelemente sind aus Kunststoff gefertigt und 24% 
aus Stahl. In 34% der Fälle wiegt ein Bauteil zwischen 11 und 50gr. In nur 5% ist das Bauteil über 
300gr schwer. Diese Werte beziehen sich ausschließlich auf bereits konstruierte Produkte. Das so 
generierte Bayes-Netzwerk kann jedoch nun zur Analyse neuer Entwürfe dienen. 
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Zusammenfassung 
Die Auftrittswahrscheinlichkeiten werden anhand der vorhandenen Daten (Trainingsdaten) und 
mithilfe von Expertenwissen bestimmt. Trendlinien können fehlende Wahrscheinlichkeiten ergän-
zen. Das Netzwerk ist nun vollständig und kann zur Analyse neuer Entwürfe eingesetzt werden 
(Abbildung 81). 
 
Abbildung 81:  Übersicht 
Das Beispiel zeigt die individuelle Lösung eines Problems. Die so gewonnenen Strukturen besitzen 
in der Regel keine Allgemeingültigkeit, sondern beschreiben die Zusammenhänge, die individuell 
dem Problem und seinem Umfeld angeglichen sind.  
5.4.5 Anwendung und Analyse 
Der neue Konzeptentwurf in Abbildung 82 soll mithilfe des Bayes-Netzwerks hinsichtlich der zu 
erwartenden Kosten analysiert werden. 
Ein Exzenter bewegt mit einer Pleuelstange einen Schieber, der auf diese Weise einzelne Bolzen 
aufwärts transportiert und in der oberen Endlage schließlich freigibt. Der Bolzen rollt daraufhin eine 
zweite Schräge hinab und wird schließlich vertikal gelagert und gestapelt.  
Im Beispiel sollen nun die Bauelemente Schieber, Stützwand und Exzenter mit dem Bayes-
Netzwerk analysiert werden. Die zum jeweiligen Bauelement vorliegenden Daten aus dem Konzept 
fließen dazu in das Netzwerk.  
Abbildung 83 zeigt die instantiierte Bauteilklasse des Schiebers. Die Wahrscheinlichkeitsverteilun-
gen der Hypothesen, die durch das Konzept exakt beschrieben werden, entfallen, und der zutref-
fende Zustand wird auf 1 gesetzt. Das bedeutet, dass dieser Zustand mit 100%iger Wahrschein-
lichkeit eintritt. Die Informationen aus dem Konzept über den Schieber verändern weiterhin die 
Prognose der übrigen Hypothesenknoten. Die Fertigungskosten für das konzipierte Bauelement 
werden nun schließlich mit 41%iger Wahrscheinlichkeit unter 5 € liegen und zu 51% zwischen 5 
und 12 €.  
108 5   Kostenprognose mit Bayes-Netzwerken 
 
Abbildung 82: Konzept für eine neue Transportvorrichtung 
Im Ausgangszustand, das heißt ohne jegliche Information, liegen die durchschnittlichen Ferti-
gungskosten für ein Bauelement in diesem Anwendungsbeispiel zu 37,6% unter 5 € und zu 53% 
zwischen 5 und 12 €. Es ist also eine leichte Verschiebung innerhalb der Wahrscheinlichkeitsver-
teilung zu erkennen. 
Ziel ist es, mit einer möglichst hohen Wahrscheinlichkeit eine Vorhersage zu treffen. Die Graphen 
in Abbildung 84 zeigen die Progression der Prognose. Der Zustand 0 beschreibt die Ausgangssi-
tuation. Die Konzeptinformationen verändern die Wahrscheinlichkeiten in den Zustand 1. 
Zustand 2 beschreibt schließlich das Einfließen weiterer Informationen in das Netzwerk. In diesem 
Schritt werden auf Basis des vorliegenden Konzepts zum einen Sachverhalte ausgeschlossen und 
zum anderen fließen Wünsche in das Netzwerk ein. So wird für eine weitere Konkretisierung unter 
anderem angenommen, dass der Schieber mittels Fräsverfahren hergestellt wird und aus rost-
freiem Stahl bestehen soll. Weiterhin kann beispielsweise „Biegen“ als weiteres Fertigungsverfah-
ren ausgeschlossen werden. Mit dem Ausschluss eines Fertigungsverfahrens können in der Folge 
auch die Kosten des betroffenen Verfahrens mit 0 € angenommen werden. 
Daraus ergibt sich eine deutliche Verbesserung der Prognose auf eine 76%ige Wahrscheinlichkeit 
für Fertigungskosten in einem Bereich zwischen 5 und 12 €. Dass die Fertigungskosten für den 
Schieber mehr als 20 € betragen, kann nahezu ausgeschlossen werden. Die Materialkosten wer-
den nach der Prognose im Bayes-Netzwerk 5 € nicht übersteigen. 
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Abbildung 83: Instantiierung der Konzeptinformationen in die Bauelementklasse „Schieber“ 
 
 
Abbildung 84: Prognose der Fertigungskosten (li.) und der Materialkosten (re.) für das Bauelement Schieber 
Die Eindeutigkeit der Prognose lässt sich durch Anwendung der in Kapitel 4.2.3 gezeigten Metho-
den nicht beliebig weiter steigern. So können zwar weitere Annahmen wie beispielsweise über die 
späteren geometrischen Ausprägungen der Bauelemente als Inferenz in das Netzwerk einfließen, 
doch grenzen diese Zusatzinformationen die Prognose in der Regel nicht auf ein alleiniges Sta-
dium ein. Vielmehr wird die Prognose der Verteilung der Auftrittswahrscheinlichkeiten dementspre-
chend zuverlässiger. Abbildung 85 zeigt die Prognose der Montagekosten. Einige Hypothesen 
beziehen ihre Wahrscheinlichkeitsverteilung aus dem Basisnetz (Abbildung 74). Auch wenn diese 
Angaben instantiiert und weitere Annahmen getroffen werden wie: Die Größe des Endprodukts 
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wird durchschnittlich sein und das Produkt wird manuell montiert, ergibt dies keine hohe Wahr-
scheinlichkeit für ein ausschließliches Stadium (etwa „mit 99%iger Wahrscheinlichkeit liegen die 
Montagekosten über 5 Euro“). Doch zeigt die Prognose, dass unter diesen Bedingungen in 58% 
der Fälle die Montagekosten zwischen 3 und 5 Euro liegen und in 41% über 5 Euro. 
 
Abbildung 85: Instantiierung der Konzeptinformationen in das Bayes-Netzwerk zur Prognose der Montagekosten 
Genauere Werte erhält man ausschließlich mit genaueren Angaben, so dass an dieser Stelle auch 
schon Kalkulationsverfahren der Zwischenkalkulation eingesetzt werden müssen. Sie können we-
sentlich exaktere Ergebnisse liefern, aber sie erfordern eben auch zahlreiche detaillierte Angaben. 
Für eine Prognose ungenauer, noch unbekannter und neuer Lösungen sind diese klassischen Ver-
fahren jedoch nicht geeignet.  
5.5 Prognose von Unentdecktem, Unvorhersehbarem und Neuem 
„Prognosen sind schwierig, besonders wenn sie die Zukunft betreffen.“ Mark Twain 
 
Die bisher betrachteten Zusammenhänge im Bayes-Netzwerk dienen vor allem zur Prognose von 
Konzepten in abgegrenzten Technikbereichen, deren Unvollständigkeit, Fehler und Ungenauigkeit 
durch Wahrscheinlichkeiten ergänzt werden, so dass eine Kostenprognose möglich wird. Ein er-
fahrener Konstrukteur macht ein solches Prognosewerkzeug womöglich überflüssig, da er alleine 
durch die Auflistung von Anforderungen und der notwendigen Funktionen aufgrund seines Erfah-
rungswissens die zu erwartenden Kosten überraschend gut abschätzen kann [VDI2235]. Er ent-
scheidet in diesem Fall „aus dem Bauch heraus“.  
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Wie aber geht man vor, wenn neue Features das bekannte Produkt erweitern bzw. ergänzen sol-
len? Was ist zu tun, wenn neue Technologien das bestehende Produkt entscheidend verbessern 
können? 
Ähnlich wie in der Zukunftsforschung kann man für die Bayes-Netzwerk-Technik Wild Cards ver-
wenden. Die Wild Card ist ein Begriff aus der Zukunftsforschung und beschreibt dort ein Störereig-
nis, z.B. große Erschütterungen der Weltgeschichte wie etwa die Terrorangriffe des 11.9.2001 
oder der Zusammenbruch der Sowjetunion. Drei Merkmale kennzeichnen eine Wild Card: 
1. Wild Cards sind wenig wahrscheinlich.  
In der Regel ist die Chance, dass eine Wild Card eintritt, deutlich weniger als 1:10. 
2. Wild Cards besitzen eine große Auswirkung. 
Tritt eine Wild Card ein, so ändert sich der Verlauf der Ereignisse sehr deutlich gegenü-
ber dem „Normalverlauf“. 
3. Wild Cards kommen überraschend.  
Außer dass sie nur sehr selten eintreten, rechnet man in der Regel nicht mit einem sol-
chen Ereignis [STEI04].  
Daher ist beispielsweise ein Lottogewinn nicht als Wild Card zu betrachten. Zwar ist ein Lottoge-
winn sehr unwahrscheinlich und hat im Falle des Eintretens womöglich eine elementare Wirkung 
auf das Leben des Gewinners. Doch der Gewinn ist keine völlige Überraschung, wenn der Spieler 
regulär einen Spielschein ausgefüllt hat.  
In einem Bayes-Netzwerk lassen sich nicht auf direkte Weise neue Elemente vorhersagen. Doch 
man kann beispielsweise in dem Netzwerk neue und bislang unbekannte Fertigungsverfahren, 
Funktionen, Anforderungen, etc. berücksichtigen, indem Platzhalter - Wild Cards – eingefügt wer-
den. Sind also die im Konzept gewünschten bzw. geforderten Anforderungen, Funktionen oder 
Geometrieeigenschaften so ungewöhnlich, dass mit den üblichen Mitteln dieses Konzept nicht zu 
erfüllen ist, kann eine Wild Card anzeigen wie wahrscheinlich eine bisher noch unbekannte bzw. 
unberücksichtigte Lösung erforderlich wird.  
Dazu kann an zentralen Orten im Netzwerk eine Wild Card integriert werden, z.B. als Anforderung, 
Funktion oder noch bisher nicht verwendetes Fertigungsverfahren. Die Vernetzung erfolgt analog 
der Vernetzung der übrigen verwandten Knoten. Die Auftrittswahrscheinlichkeit einer Wild Card 
muss anfangs ohne Erfahrungswerte gesetzt werden. Anhand der Einfluss-Analyse (siehe Kapitel 
4.2.3) kann schrittweise die Annäherung an eine realistische Verteilung erfolgen. 
5.6 Integration der Kostenprognose in den Arbeitsablauf der Produktentwicklung 
Die Kostenprognose mit einem Bayes-Netzwerk, wie in Kapitel 5.4 gezeigt, kann die Lücke in der 
konstruktionsbegleitenden Kalkulation schließen, da schon erste Konzeptskizzen eine Datengrund-
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lage für die Berechnung der zu erwartenden Kosten bilden (siehe auch Kapitel 3.3). Der direkte 
Vorteil ist, dass auf diese Weise schon erste grobe Konzeptentwürfe als Basis für Kostenentschei-
dungen in der Produktentwicklung dienen. Schon zu einem sehr frühen Zeitpunkt liegen damit rep-
roduzierbare und dokumentierbare Entscheidungen vor. Gerade die Dokumentation der Zwische-
nergebnisse der Produktentwicklung besitzt eine zentrale Bedeutung für die Beurteilung des End-
ergebnisses – das fertige Produkt – und für nachfolgende Entwicklungen. Ist die Informationswei-
tergabe mangelhaft, entstehen leicht Missverständnisse, die wiederum Änderungen, Iterationen, 
Kosten, Zeit- und Qualitätsverlust zur Folge haben [EHRL09]. 
Wird eine Produktentwicklung abgeschlossen, liegt als Dokumentation jedoch vor allem das Pro-
dukt selbst vor. Wie das Produkt entstanden ist, welchen Weg man in der Produktentwicklung ge-
gangen ist, darüber findet man auch in moderner Software letztlich kaum Spuren. Nur wenige Re-
likte in der Produktdokumentation lassen darauf schließen, welche Alternativen man neben der 
final gewählten Lösung erwogen hat und aus welchen Gründen sie nicht mehr weiterverfolgt wur-
den. Dabei bieten Produktdaten-Managementsysteme und auch 3D-CAD-Systeme als Hauptar-
beitsmittel des Produktentwicklers längst Möglichkeiten den Weg, der in einer Produktentwicklung 
beschritten wurde, ausreichend detailliert zu dokumentieren, so dass Folgeentwicklungen aus den 
dort gemachten Erfahrungen profitieren können.  
Aus der gleichwohl unzureichenden Dokumentation des Entwicklungs- und Entscheidungsprozes-
ses lässt sich auf die Meinung schließen, dass der scheinbare Nutzen die Mühen eines solchen 
Unterfangens nicht rechtfertigt. Dokumentation verursacht viel Aufwand und hat nur einen schwer 
messbaren persönlichen Vorteil für den Produktentwickler. Erst die nachgeschalteten Schritte res-
pektive Personen erhalten dadurch einen Benefit. 
Daher sollte die Anwendung eines Bayes-Netzwerks zur Kostenprognose als Entscheidungshilfe 
im Konstruktionsprozess den Produktentwickler so wenig wie möglich von seiner eigentlichen Ent-
wicklungsarbeit ablenken und einen erkennbaren Mehrwert für den Konstrukteur darstellen 
[MACK07]. 
Ein Bayes-Netzwerk wird in der Regel auf einem Rechner abgebildet. Das „händische“ Rechnen 
mit Stift und Papier ist für die Praxis unbrauchbar, da es zu aufwendig wäre. Das Netzwerk bildet 
meist einen Bestandteil einer größeren, umfassenderen Software [NEIL00]. Im Falle der Kosten-
prognose sind drei Module in der Softwarearchitektur erforderlich: 
1. Import der Konzeptdaten in das Bayes-Netzwerk 
2. Verarbeitung der Konzeptdaten im Bayes-Netzwerk 
3. Ergebnispräsentation. 
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5.6.1 Import der Konzeptdaten in das Bayes-Netzwerk und Ergebnispräsentation 
Konzeptdaten liegen meist in Papierform und seltener als erste CAD-Modelle vor. Entsteht ein 
Konzept zunächst auf Papier, dann müssen diese Daten im ersten Schritt informationstechnisch 
erfasst und im Folgenden interpretiert werden. Gelungen ist das bereits zum Beispiel in dem Pro-
jekt ASSIST des MIT [URL12]. 
CAD-Software setzt der Produktentwickler häufig erst dann ein, wenn die grundlegenden Ent-
scheidungen in der Produktentwicklung schon gefallen sind. Auf CAD-Modellen beruht auch die 
Kalkulation in vielen Softwareansätzen (siehe Kapitel 2.1). Für die Konzeption von Produkten war 
CAD-Software lange Zeit nur eingeschränkt geeignet [REIS01], denn die Ausgestaltung erforderte 
viel Konstruktionsdisziplin und erlaubte nur wenige Freiheiten [MACK07]. Weiterentwicklungen im 
Bereich 3D-CAD geben dem Nutzer mehr Freiräume und unterstützen die kreativen Aspekte des 
Konstruierens. Intuitive Bedienung und fehlertolerante Algorithmen lassen eine Gestaltung in Echt-
zeit am Rechner zu, ohne dass die Konstruktion zuvor auf dem Papier – oder im Kopf – annähernd 
ausgearbeitet sein muss. 
Ein Konzept in Form eines CAD-Modells ist die inhaltliche Basis für die Kostenprognose mit dem 
Bayes-Netzwerk. Die Geometriedaten können ohne Fehlinterpretation zur Prognose verwendet 
werden. 
Aus ergonomischen Gesichtspunkten soll die Kostenermittlung so in die Arbeitsumgebung integ-
riert sein, dass der Anwender während des Entwicklungsprozesses die gewohnte Arbeitsumge-
bung nicht verlassen muss [MACK07]. Analog zum Import der Konzeptinformationen sollte also die 
Präsentation der Kalkulationsergebnisse so gestaltet sein, dass der Anwender parallel zu seiner 
Gestaltungsarbeit ein Kostenfeedback erhält. 
5.6.2 Verarbeitung der Konzeptdaten im Bayes-Netzwerk 
Für die Kostenprognose ist zum einen die Information aus dem Konzept erforderlich und zum an-
deren muss das Wissen, welches in einem Unternehmen beziehungsweise in einem Technikbe-
reich vorhanden ist, verfügbar für die Prognose sein. 
Wissensmanagementsysteme haben in einer modernen Organisationsführung die Aufgabe, Wis-
sen zu akquirieren, zu dokumentieren und zu speichern (Abbildung 86). Der Begriff Wissensmana-
gement fasst Modelle und Konzepte zusammen, welche die Ressource Wissen zur Unterstützung 
der Produktentwicklung und anderer Unternehmensprozesse nutzen. 
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Abbildung 86: Komponenten wissensbasierter Systeme nach [DOER04] 
Ahrens erläutert in [AHRE00] die Schwierigkeiten, eine Datenbasis aktuell zu halten. Schnelle und 
stetige Entwicklung neuer Produkte erzeugt im Unternehmen permanent neues Know-how, wel-
ches ebenso schnell und stetig in die Wissensbasis integriert werden muss, da die Datenbasis 
ansonsten fehlerhaft und unvollständig ist. Kläger zeigt diese Problematik in [KLAE93] anhand 
einer Anforderungsgenerierung für die Entwicklung neuer Produktlösungen. Auch Bayes-
Netzwerke erfordern diese Disziplin. Ihre anschauliche Knotenstruktur und die zugeordneten 
Wahrscheinlichkeiten halten den Aktualisierungsaufwand jedoch gering. 
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6 Zusammenfassung und Ausblick 
6.1 Zusammenfassung 
Die Praxis der Produktentwicklung zeigt, dass gerade die frühen Phasen sehr durch Unsicherheit 
beim Entwickler geprägt sind. Längst sind nicht alle Eigenschaften des Produkts festgelegt; es 
fehlen Informationen. Die Arbeitsergebnisse sind noch ungenau, unvollständig und womöglich feh-
lerhaft. Dennoch ist der Produktentwickler gehalten, auf dieser Basis Konzeptentscheidungen zu 
treffen und zentrale Eigenschaften des Produkts festzulegen. Diese bestimmen nicht nur wesentli-
che Produktcharakteristika, sondern sie beeinflussen auch direkt die Entwicklungsdauer und Ent-
wicklungskosten des Produkts. 
Zur Erfassung der Kosten werden oft die Verfahren der Kurzkalkulation bemüht. Im Maschinen- 
und Anlagenbau wird meist die Methode der differenzierten Zuschlagskalkulation angewendet. 
Dabei wird die Belegungs- oder Auftragszeit nach REFA oder Teilen davon errechnet. Die Hers-
tellkosten ergeben sich dann aus den Fertigungszeiten plus Zuschlägen [EHRL09]. Diese etablier-
ten Methoden erfordern allerdings viele konkrete Angaben, um ein verwertbares Ergebnis zu erhal-
ten. Viele Eigenschaften eines Produkts sind jedoch noch nicht festgelegt, so dass etliche zusätzli-
che Angaben für eine Prognose erforderlich sind, die ein Konstrukteur zu diesem Zeitpunkt eigent-
lich noch nicht machen will und womöglich aufgrund der Komplexität des Bauteils auch noch gar 
nicht machen kann. Grundlegende konzeptionelle Entscheidungen zu einem frühen Zeitpunkt auf 
Basis der zu erwartenden Herstellkosten können mit diesen Methoden nicht getroffen werden. 
Neuartige Produkte sind hinsichtlich der Herstellkosten mit den genannten Methoden ebenfalls 
nicht erfassbar. Zwar lassen sich vorhandene Größen statistisch konkretisieren und für eine Prog-
nose der Kosten verwenden, das Auftreten von Unbekannten kann jedoch nicht berücksichtigt 
werden, ebenso wenig wie das Abschätzen von Fehlern mit dieser Methode möglich ist [KJAE08]. 
In Kapitel 4 wird die Theorie zu Bayes-Netzwerken vorgestellt. Der Zweck eines Bayesnetzes ist 
die Vorhersage und Diagnose von Größen oder Ereignissen, die aufgrund von vorhandenen Infor-
mationen nicht direkt ersichtlich sind oder deren Ermittlung zu aufwendig ist. Bayes-Netzwerke 
sind eine spezielle Form von wahrscheinlichkeitstheoretischen Modellen. Mittels Knoten und Kan-
ten werden die komplexen Abhängigkeiten der relevanten Merkmale eines Problembereichs an-
schaulich dargestellt. Kombiniert mit fundierter Wahrscheinlichkeitsrechnung sind Bayes-
Netzwerke auch für die Kostenprognose anwendbar. Es wird eine Methodik entwickelt und vorges-
tellt, um gezielt Bayesnetze für diesen Zweck zu generieren.  
Die besonderen Eigenschaften für die Anwendung von Konzepten in der Produktentwicklung zur 
Kostenprognose werden in Kapitel 5 gezeigt. Die charakteristischen Konzeptelemente wie Anfor-
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derungen, Gestaltmerkmale und Funktionen werden mit den Attributen der Herstellkosten, wie bei-
spielsweise den Fertigungskosten, verknüpft. Dazu werden die Methoden und Theorien von Koller, 
Pahl und Beitz, Roth, Ehrlenspiel und anderen herangezogen. 
Für die Methode kann nicht nur der theoretisch wissenschaftliche Anteil maßgebend sein, sondern 
sie muss ihre Wirksamkeit und Machbarkeit in der Konstruktionspraxis beweisen. Die Stimmigkeit 
zwischen der Konstruktionspraxis und der theoretischen Begründung ist Grundvoraussetzung für 
das Funktionieren der Methode. Dabei ist es wichtig, sich einerseits bei der Orientierung an der 
Praxis nicht in einer praktizistischen Beliebigkeit zu verlieren. Andererseits darf eine Methode nicht 
nur das theoretische Fundament fixieren. Daher wird die zuvor entwickelte Methodik anhand eines 
ausführlichen Beispiels verifiziert. Es zeigt die Anwendung eines Bayes-Netzwerks für die Kosten-
prognose mechanischer Vorrichtungen aus der Automatisierungstechnik. Diese Methodik eignet 
sich nicht nur für klassische Elemente des Maschinenbaus, sondern lässt sich ebenso auf Tech-
nikdomänen wie Mechatronik oder Elektrotechnik übertragen.  
Zwar sind die Ergebnisse einer Prognose mit einem Bayes-Netzwerk nicht so detailliert, wie dies 
vielleicht mit konventionellen Kalkulationsmethoden möglich ist, doch sie können deutlich früher im 
Produktentwicklungsprozess eingesetzt werden; dies auch in Fällen, in denen nur äußerst wenig 
Informationen vorliegen. Muss eine Auswahl aus verschiedenen Konzepten zu einem frühen Zeit-
punkt in der Produktentwicklung getroffen werden, ist die vorgestellte Methode zur Ermittlung der 
Relativkosten gut geeignet. Daher ist die Aussicht auf eine erfolgreiche Einführung als Entwick-
lungswerkzeug sehr groß. Zudem kann der Aufwand für eine Kostenprognose mit einem Bayes-
Netzwerk für einen Anwender sehr gering sein. 
Charakteristisch für ein Bayes-Netzwerk ist seine intuitive und einfache Handhabung. Doch durch 
seine transparente Darstellung lassen sich nicht nur die Herstellkosten eines frühen Konzepts ab-
schätzen, sondern die kausale Vernetzung von Kosten- und Gestaltparameter kann auch Hilfsmit-
tel zur Gestaltung selbst sein. Durch Analysemethoden lassen sich verschiedene Szenarien erpro-
ben, die dem Produktentwickler z. B. Hinweise geben können, welche Ausgestaltung für bestimmte 
Fertigungsverfahren am günstigsten ist. 
Daneben erhält der Anwender ein Werkzeug, welches neben der eigentlichen Kostenprognose die 
erzeugten Zwischenergebnisse ständig erfasst und präsentiert. Der Produktentwickler bekommt 
folglich permanent ein Feedback zu seiner Arbeit, so dass die kognitive Belastung während der 
Gestaltung sinkt und er so mehr Freiraum für das kreative Gestalten einer Lösung erhält 
[LEMB09]. 
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6.2 Ausblick 
Die in dieser Arbeit entwickelten Attribute einer Kostenprognose mittels Bayes-Netzwerken sind 
manuell erstellt. Bereits heute thematisieren Forschungsprojekte in der Informationstechnologie die 
automatische Generierung von Bayes-Netzwerken [BORT04]. Dies sollte auch für die Prognose 
der Herstellkosten umgesetzt werden. Zur Automatisierung werden Ansätze aus dem Data Mining 
verwendet, die ebenfalls in den Ingenieurwissenschaften angewandt werden. Daher scheint die 
Anstrengung einer Automatisierung der Bayes-Netzwerkgenerierung auch für technische Bereiche 
sinnvoll. 
Die im Kapitel 5 gezeigte Funktionalität des Konzepts stellt nur einen Ausschnitt der Möglichkeiten 
dar, die eine konsequente Anwendung der Bayes-Netzwerke bieten kann. So ist eine Ausweitung 
auf eine Vielzahl ingenieurwissenschaftlicher Themenbereiche denkbar. In Kapitel 4.4.1 sind die 
Kriterien aufgeführt, die für den erfolgreichen Einsatz der Bayes-Technologie erfüllt sein sollten. 
Neben der Prognose der Herstellkosten sind Anwendungen in Bewertungsverfahren, in der Quali-
tätssicherung (QS) und der Projektplanung denkbar. Charakteristisch für diese Arbeitsbereiche ist 
die Vorausplanung zukünftiger Ereignisse, die naturgemäß Unsicherheiten enthalten.  
Verschiedene Prinzipien für den Einsatz und die Vermarktung von Bayes-Netzwerken (ähnlich der 
Anschaffung von Software in einem Unternehmen) sind denkbar: 
• Eine Konstruktionsabteilung generiert ihr eigenes auf sie abgestimmtes Bayes-Netzwerk. 
• Es werden Module zur Verfügung gestellt, um Prognosen in bestimmte Produktdomänen 
durchzuführen. Ein Unternehmen kann ein solches Netzwerk erwerben und die Feinab-
stimmung der Wahrscheinlichkeiten selbst oder mit Unterstützung durchführen. 
• Consulting-Ansatz: Spezialisierte Unternehmen analysieren die Problematik und erstellen 
im Auftrag ein Netzwerk für das Unternehmen. 
Zwischen diesen drei Stufen ist eine beliebige feine Aufgliederung möglich. Einige dieser Ansätze 
findet man bereits in der Industriepraxis [URL09], [URL10], [URL11]. Wie auch in vielen anderen 
Technikbereichen, ist nicht mehr die reine Entwicklung der Bayes-Technologie Gegenstand der 
Arbeit von Instituten und Unternehmungen, vielmehr bieten diese Consultingtätigkeiten für andere 
Unternehmen als Dienstleistung an. 
Zahlreiche Möglichkeiten bieten sich auf dem für die Ingenieurwissenschaften neuen Gebiet der 
Bayes-Netzwerke. Die Anwendung als Werkzeug für die Kostenprognose in frühen Phasen der 
Produktentwicklung kann einem Unternehmen den entscheidenden Vorteil im Wettlauf mit der 
Konkurrenz verschaffen - lange bevor das Produkt auf den Markt gelangt. 
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