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Abstract 
An m-ary balanced code with Y check digits and k information digits is a code over the alphabet 
Z, = (0, 1, , m - 1 } of length n = k+r and cardinality mk such that each codeword is balanced; 
that is, the real sum of its components (or weight) is equal to l(m - l)n/2j. This paper contains 
new efficient methods to design m-ary balanced codes which improve the constructions found 
in the literature, for all alphabet size m k 2. To design such codes, the information words which 
are close to be balanced are encoded using single maps obtained by a new generalization of 
Knuth’s complementation method to the m-ary alphabet that we introduce in this paper. Whereas, 
the remaining information words are compressed via suitable m-ary uniquely decodable variable 
length codes and then balanced using the saved space. For any m 3 2, infinite families of m-ary 
balanced codes are given with r check digits and k < [l/( 1 - 2a)] [(ml - 1 )/(m - l)] - ci (m, 2) r 
- cz(m, x) information digits, where c( E [0, 1:‘2) can be chosen arbitrarily close to l/2. The codes 
can be implemented with O(mk log, k) m-at-y digit operations and O(m + k) memory elements 
to store m-ary digits. 0 1999 Published by Elsevier Science B.V. All rights reserved. 
Keywords: Balanced codes; High-order spectral-null codes; Immutable codes; m-Ary alphabet; 
Encoding; Decoding 
1. Introduction 
Consider the m-ary alphabet Z, = (0, 1, , m - I}, m 3 2. Given n E W, the word 
X=x1x2 . . .x, of length n over the alphabet Z, is called m-ary balanced (or briefly, 
balanced) iff the weight of X, w(X), satisfies 
w(X)= 2 x, = (m; lJn ) 
,=I L 1 
where the sum is over the real field. For example, when n = 8 and m = 3, the word 
X=01210202~Z~ is balan‘ced because w(X)=1 +2+ 1 +2+2=8= L(3 - 1)X/2]. 
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Definition 1. A code V is called m-ary balanced code with k information digits, 
r check digits and is denoted by DC(m ; k + r, k) il? 
(1) every codeword of %? has length n = k + r, 
(2) every codeword of %? is balanced and 
(3) the code g contains exactly mk codewords. 
For example, when m=3, the code ~={0022,1012,2002,0121,1111,2101,0220, 
12 10,2200} is a ternary balanced code with k = 2 information digits and Y = 2 check 
digits. 
The m-ary balanced codes, m 22, have many applications. They can be used to 
detect/correct asymmetric/unidirectional errors on the m-ary asymmetric/unidirectional 
channel [3, 6, 161 to reject the low frequency components of the signal in digital com- 
munication systems [ 10, 12, 141 to maintain data integrity in write-once memories such 
as digital optical disks [4, 7, II], and so on. 
In the binary case (m = 2), the above definitions coincide with the usual definitions 
given for the balanced codes in [ 1, 5, 13, 151. The generalization of balanced codes to 
the m( >2)-ary alphabet given here, has been proposed for the first time in [7]. As in 
the binary case, the problem is to find a m-ary balanced code with k information digits 
and r check digits %‘, and a one-to-one function (encoding function) 
which, together with its inverse (decoding function), be very easy to compute. It is 
also required that the redundancy Y of W be as small as possible. In [7], it has been 
shown that, in order for %’ to exist, the following lower bound on r must hold: 
In the binary case, all the construction presented in [ 1, 5, 131 are based on the 
so called complementation method introduced by Knuth in [ 131. In Knuth’s method, 
each given information word is encoded using an appropriate map by complementing 
a certain number of bits, starting from the first bit. Then, a check is appended to 
the modified information word balancing the entire word. The decoder extracts the 
check symbol that encodes which map was used during the encoding process, and 
complements the rest of the codeword one bit at a time until the original information 
word is obtained. In [ 151, only if the information word has almost the same number 
of l’s and O’s it is encoded using the maps defined by Knuth’s complementation 
method. If instead, the information word has a low number of l’s or O’s it is encoded 
using some tail-maps which first compress the information word and then balance it 
using the saved space. In this way, the authors of [ 151 greatly improve the redundancy 
of the previous constructions presenting three different balanced code designs with r 
check bits and k<2x2’-2,k<3x2’-8 and k<5x2’-lOr-15 information bits 
respectively. 
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As regard the m-ary case, m 22, the best-known balanced codes are given in [7] 
where the authors present m-ary balanced code designs with r check digits and k d 2 
(mr - 1 )/(m - 1) - r information digits. When m = 2, these codes are equivalent to the 
codes given in [5] and very close in redundancy to the codes of [l], which are optimal 
when Knuth’s complementation method is used. 
All these codes are referred to as efficient because they are fast and simple. In fact, 
they can be implemented with O(mk log, k) digit operations and O(m + k) memory 
elements. 
In this paper, we present new efficient m-ary balanced code designs which, for all 
values of m 3 2, improve the redundancy of all the codes mentioned above. In partic- 
ular, for any m 32, infinite families of m-at-y balanced codes are given with r check 
digits and 
1 
k<- 
m’ - 1 
- - q(m, c() r - c2(m, x) 
1-2~ m-l 
information digits, where CI E [0,1/2) can be chosen arbitrarily close to l/2. Also this 
new codes can be implemented with O(mk log, k) digit operations and O(m + k) mem- 
ory elements. To design the codes, we generalize the complementation method of [ 131 
and the compression method of [15] to the m-ary alphabet, m 32. In this way, the set 
of information words is divided into two subsets: (1) the set of words which are close 
to be balanced, 
91 ={XEZ& t<w(X)<K-t} 
and (2) the set of words which are not, 
92 = {XE Zk: w(X)<:t or w(X)bK - t}, 
where t is an appropriate integer and K = (m - 1)k is the maximum possible weight of 
a m-ary word of length k. The information words in 91 are balanced using some single 
maps defined by the new m( >2)-ary complementation method and the words in 91 are 
balanced using some tail maps defined by the new m( 32)-ary compression method. 
Section 2 contains the general encoding scheme. Section 3 presents the generaliza- 
tion of Knuth’s complementation method [13] to the m( >2)-ary alphabet. Section 4 
presents the generalization of the compression method of [ 151 to the m( >,2)-ary 
alphabet. Finally, Section 5, gives the entire code design. 
In this paper the following notation is used: 
m alphabet size, 
%I ={O,l,..., m - l}, the m-ary alphabet, 
%?I set of all I-tuples over Z,, 
k number of information digits, 
r number of check digits, 
n = k + r, code length, 
K = (m - 1 )k, 
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aW+b 
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w(X) 
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x 
s”,” 
DC(m; k + r, k) 
14 
w 
IR 
IFC’ 
[a, bl 
(a, b) 
= (m - 1 )r, 
={~EIN: i=ah+b, IZEN}, 
=K+R=(m- l)n, 
the 1 m-ary digit representation of the number i, 
= cf=, xi, i.e. the weight of X =x1 . . . ~1 E Z$,, 
= length of X E ZL, 
the number whose m-ary digit representation is the sequence 
= [(m - 1) - x] mod m, i.e. the complement of x E Z,, 
XEZ,+, 
digit-wise complement of X E Zz, 
= {X E z;: w(X) = w}, 
m-ary balanced code with k information digits and 
= number of elements in the set 9, 
set of the natural numbers, 
r check digits. 
set of the real numbers, 
set of the positive real numbers, 
={i~lN: adi<b}, 
={i~lN: a<i<b}, 
2. General encoding/decoding scheme 
As in [15], a m-ary 
the m’ check symbols 
(C) : YC + Yf 
from a subset Yc of 
length k and weight u 
IK+RI 
balanced code is completely specified by defining, for each of 
C E Z;, a one-to-one function 
information words of length k to the set YUk of the words of 
such that 
u= 12J- w(c). 
(1) 
(2) 
Further, the set {9’c},-EzL is a partition of I$,; namely, 
n;= u YC and Ye’ n Ye2 # 0 H Ct = C,. 
CCiZh 
To encode the given information word X, the encoder executes the following algo- 
rithm. 
Algorithm 1 (General encoding algorithm) 
Input: X E Zi. 
output: a(x) E L$&. 
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Execute the following steps. 
S 1: Find the element of the partition { 5Pc} cGzh containing X; that is, compute C E Zk 
such that X E Yc. 
S2: Compute Y = (C) (X). 
S3: Append the check symbol C to Y, obtaining the word 
8(X) = YC = (C) (X)C. 
Since v is chosen so that relation (2) is satisfied, it follows that 
w(Yc)=w(Y)+w(c)=v+w(c)= [qq = [;I = 1’” ; ““i ; 
i.e. the codeword associated with X is balanced. 
Decoding is straightforward. If YC is a received word, the decoder, reading the 
check symbol C, knows that the information word was encoded with the one-to-one 
function (C). It then computes 
X = (C)_‘(Y). 
In this paper, the domains of the functions (C) in (1) are 
for some w E [O,K], or 
for some t E [O,K/2] (chosen as big as possible), or Yc = 0 (in this case C is an 
unused check symbol and the function (C) is trivial). In this way, the check symbol C 
of step Sl of Algorithm 1, can be obtained by first computing the weight of the infor- 
mation word X and then computing C from w(X). We shall see that, if the association 
of check symbols with functions is appropriately done, then the computation of the 
check symbol C from the weight of the information word w(X) becomes very easy. 
Example 1. Let 
Xd”f(2 -x)mod3 
be the complement of a ternary digit x E Zs. A DC(m = 3; n = 10, k = 8) code is spec- 
ified as follows. 
16 
(00) : 968 + q”,, (10):5+9$ (20) : (J 9,” + 9*! 
It=12 
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Here, (12),(11) and (10) are the identity functions, the functions (00) and (22) are 
the functions which associates a word X with its digit-wise complement, the functions 
(01) and (21) are similar to Knuth’s single maps [l], and the functions (02) and (20) 
are similar to the tail-maps introduced in [ 151. In particular, (01) and (21) are defined 
as follows. In X =xixz.. .xg E y;” (or X E Y;“,) then (01) (X) (or (21)(X)) is equal 
to T...XL’X/,‘+i . . .x8, II’ being the smallest h E [0,7] such that X with its first h digits 
complemented has weight 9 (or 7). As regard the functions (02) and (20), consider 
the function u : Z: + Zl defined as 
U(O0) = 2, U(O2) = 002, u(12)=0002, 
u(O1)=02, u(ll)=Oll, U(21)=0011, 
u(lO)= 11, u(20) = 101, U(22) = 0101 
and the function U : 24: + Zl as 
u (X1X2 X3X4 X5X6 X7X8) = u(XlX2 )u(X3X4)dX5X6)u(X7XX ). 
Now, if X =X1X2 X3X4 X5X6 X7X8 E u”,=, y; (Or x E u;=12 9;) 
then 
(02) (X) cf U(X)O(8-‘(x)) (or (20) (X) Ef U(X)O(*-‘(‘))). 
Note that this code has been defined in such a way that if 
{ 
0 if w E [0,3], 
f(W)d"f w if w E [4,12], 
8 if w E [13,16] 
and 
wlw2def][f(w(X)) - 4]mod9[: 
is the two ternary digit representation of the number [f (w(X)) - 41 mod 9, then the 
check symbol C is equal to C = wi-. 
To encode the information word X = 12100100, according to Algorithm 1, the en- 
coder executes the following steps. 
Sl: Compute the check symbol; i.e., execute the following steps. 
S1.l: Compute w=w(X)=5. 
S1.2: Compute wiwz=][f(5)-4]mod9[:=]1[;=01 and then C=wiw2=01. 
S2: Complementing one digit at a time, compute Y = (01) (12100100) = 10122120. 
S3: Append the check symbol C to Y, obtaining the word a(X)= YC= 1012212001. 
On receiving YC = 10122 120 0 1, since C = 01, the decoder computes 
E’(YC)= (01)-i (10122120)= 12100100=X 
It does so computing the w(X) = 5 from C and then complementing one digit of Y at 
a time until its weight becomes 5. 
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Instead, to encode the word X = 10010110, the encoder executes the following steps. 
Sl: Compute the check symbol; i.e., execute the following steps. 
S1.l: Compute w=w(X)=4. 
S1.2: Compute wiwz=][f(4) -4]mod9[: =]O[: =00 and then C=wii@=O2. 
S2: Compute Y=(02)(10010020)=11022101. 
S3: Append the check symbol C to Y, obtaining the word &(X) = YC = 1102210 102. 
On receiving YC = 1102210102, since C = 02, the decoder computes 
8-‘(YC)=(O2)_‘(11022101)=10010020=X. 
It is not difficult to show the correctness of the 3-ary balanced code just defined. 
Example 1 can be easily generalized to any value of r, getting efficient DC (m = 3; n = 
3’+r- l,k=3’- 1) codes. 
3. The m(> 2)-ary complementation method 
This section deals with the way to encode the close to be balanced information 
words. We recall that these are the words in the set 
K-t-l 
z+-{XEZk,. t+l<w(X)<K-t-l}= u P$ 
M.=r+1 
The encoding of these information words is done by means of K - 2t - 1 one-to-one 
functions 
which are defined by a new generalization of Knuth’s complementation method to the 
m( >2)-ary alphabet. Following [l], we call these functions as “single maps”. 
Let us first recall Knuth’s complementation method through the following example. 
Let m = 2, k = 8 and recall that X = (1 -x) mod 2 is the complement of the binary digit 
x E Z2. To define an easy to compute injective function 
Knuth’s idea consists in associating every word X =XiX2X3x4X5%jX7Xs E Y;’ with the 
word X(h’)=~~...~Xhl+l . . .x8, where h’ is the smallest index h E [0,8] such that 
w(X(~)) = 4. Since the sequence {(h, w(X(~)))} = h o,i. ,k ,,  = s constitutes a “random walk” 
from (0, w(X)) = (0,3) to (k, k-w(X)) = (8,5) and 4 E [3,5], the index h’, and hence 0, 
is well defined. It can also be shown that CJ is injective [13]. In this way, the encoder 
computes o(X = 110000 10) by sequentially computing 
X = X’O’ = 11000010 E Yss, 
X(I) =01000010 E y;“, 
XC2) = ~000010 E qs, 
XC3) = Q&l00010 E y2s, 
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X(4)=oo110010Ey;*, 
Y = X(5)=00111010E9$ 
On the other hand, the decoder computes C’(Y) by sequentially computing Y(O), Y(l), 
. . . , Y@‘), h’ being the smallest index h E [0,8] such that w( Y@)) = 3. If Y = 00111010, 
the decoder sequentially computes 
Y=Y(“)=oo111010E9$ 
Y(l) = 10111010 E 958, - 
y(*) = ~111010 E 968, 
YC3) = 11011010 E y;“, 
YC4) =~lOlO E 948, 
X=Y(5)= 11000010E9$ 
We now face the problem of generalizing the above scheme when m >2. The first 
idea that comes to the mind is to define the complement of a m-ary digit x E iZ, as 
x = [(m - 1) - x] mod m and proceed exactly as the above binary case. But, in this 
case, for some X E Zk and h E [0,7], the weight of X@) can differ from the weight 
of Xch+‘) by more than one and hence the sequence {(h,~(X(~)))}h=~,l,...,k might not 
be a random walk. This means that, in general, the functions CJ defined according to 
Knuth’s scheme may not be well defined. For example, when m = 3, k = 8 a function 
is not well defined because w(X(~)) = w(X ch+‘)) + s with s = -2,O, +2 and “no word 
of weight 7 can ever reach a word of weight 8”. It is possible to cope with this 
inconvenience, but it results in codes which are more redundant than the codes proposed 
here. 
A more effective idea may be to consider “complementation in stages” as fol- 
lows. While encoding (or decoding), instead of changing the h-th digit of a word X 
from xh to G in one step, the encoder (or decoder) can change xh to G in 1% - xhl 
sequential steps as follows. If Xk E [0, [(m - 1)/21], then it changes Xk to Xk + 1, Xk + 1 
to x,, + 2,. . . until G is reached. If instead xh E [[(m - 1)/21, m - 11, then it changes 
x,, toxk-l,xh-1 toxk-2,... until xh is reached. Even though, this time, the se- 
quence {(h,w(Xch)))} = .., h OJ, k is a random walk, this method does not work because 
the functions 0 may not be injective. For example, when m = 3 and k = 8, 0 gets 
complemented through the stages 0 + 1 + 2,1 through the stages 1 + 1 and 2 through 
the stages 2 + 1 + 0. Then, a function 
is not injective because 
0(20012020) = 02112020 = 02112020 = 0(20102020). 
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The m( >2)-ary complementation method which does work is now explained. It is 
based on a “better complementation in stages”. Note that it is a very tight generalization 
of Knuth’s complementation method to the m-ary case, for all m > 2. For 1 E iN, let 
f : %I x LO, 4 + Km 
be a function such that for all x E Z,, 
(1) f(x,O)=x and f(x,Z)=T=[(m - 1) -x]modm, 
(2) for all i E [0, 1 - 11, If(x, i + 1) - f(x, i)l d 1 and 
(3) there exists i, j E [0, l] such that f(x, i) = 0 and f(x,j) = m - 1. 
Note that property (2) and (3) imply that for all x E Z,, 
(4) for all y E Z,, there exists i E [0, Z] such that f(x, i) =y. 
For example, for m = 3 and I= 4, a choice of f is the function f : 2s x [0,4] + 2s 
defined as 
f(O,O)=O, f(O,l)=L j-(0,2)=2, f(O,3)=2, f(O,4)=2, 
.f(l,O)= 1, f(l,l)=O, f(1,2)= 1, f(1,3)=2, f(l,4)=1, (3) 
f(2,0)=2, f(2,1)= 1, f(2,2)=0, f(2,3)=0, j-(2,4)=0. 
This function f represent a “complementation in stages” with the right properties to 
make the m-at-y complementation method work, and it is in a sense the generalization 
of the complementation function to the m-ary case, m > 2. 
Now, given k E IN and X = ~1x2 . . . xk E I$, define 
x(G) =x16 ~ . . .xi_lf(xi, j)xj+l .xk-_1xk E z: 
and 
X(h) = x 
$ fh/ll,(h-l)mod l+l) 
Now as Knuth’s complementation method [ 1, 5, 13, 151, in order to design simple maps 
to constant weight words, it is possible to consider the sequence {(/~,X(~))}h,o, t,...,Ik. For 
example, when m = 3, I = 4, f is the function defined in (3), k = 8 and X = 12001010, 
the sequence is 
ifh=O, 
ifhE[l,Ik]. 
/y(O) =x 
$1) =x(1.‘) 
$2) =xW) 
$3) =x(1,3) 
x(4) =x(1.4) =x(2,0) 
x(5) = x(2,1) 
~(‘5) =xW) 
x(7) &p,3) 
~(8) =x(2y4) = x(3,o) 
Jp) =x(3,‘) 
~(10) _x(3.2) 
= 12001010, 
= ~2001010, 
= ~2001010, 
= ~2001010, 
= ~2001010, 
= 1~001010, 
= 1Q001010, 
= 1Q001010, 
= 1~001010, 
= 10~01010, 
= 10~01010, 
w(X’O’) 
w(P)) 
w(XC2)) 
w(x’3’) 
w(x’4’) 
w(XC5’) 
w(TP)) 
w(X”‘) 
w(x’8’) 
w(x’g)) 
w(X(‘O)) 
= 5, 
= 4, 
= 5, 
= 6, 
= 5, 
= 4, 
= 3, 
= 3, 
= 3, 
= 4, 
= 5, 
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$11) =x(3,3) = 10201010, w(X(“)) = 5, 
x(12) _$3,4) =x(4,o) - = 10201010, w(X(‘2)) = 5, 
$13) =x(4,1) = 102~1010, w(X(‘~)) = 6, 
x(14) =x(4,2) = 10221010, w(X(‘4)) = 7, 
x(15) =x(4,3) = 102~1010, w(X(‘5)) = 7, 
K(W =x(4.4) =x(5,0) = 10221010 
= ,,,,,,,o: 
w(P)) = 7, 
$17) =@5’1) w(X(‘~)) = 6, 
xus) =x(5,2) = 10221010, w(X(‘8)) = 7, 
$19) =x(5,3) = 1022~010, w(X(‘~)) = 8, 
x(20) =x(5,4) =x(W) = 10221010 
x(21) =x(6,1) = 10221110: 
w(x(2o)) = 7, 
w(X(~‘)) = 8, 
~(22) =x(V) = 10221210, w(X(22)) = 9, 
x(23) =x(63) = 10221210, w(X(23)) = 9, 
x(24) __p,4) =x(7,0) - = 1022121~, 
= 102212Q0, 
w(X(24)) = 9, 
$25) = x(7,1) w(X(~~)) = 8, 
~(26) =x(7,2) = 10221210, w(X(26)) = 9, 
$27) =@7>3) = 10221220, $X(27)) = 10, 
jr@ -x(7,4) =x@.o) - = 10221210 w(P)) = 9, 
p9) =~(6 1) = 10221211: w(X(29)) = 10, 
x(30) =xCW = 10221212, w(X(3O)) = 11, 
x(31) _y,$3) = 10221212, w(X(31)) = 11, 
x(32) =1p,4) =x(9.o) = 1o221212 -9 w(X(32)) = 11. 
Note that, as in the binary case of [13], w(X(‘)) = w(X), w(X(‘~))= K - w(X), and 
w(X@)) differs from w(X@+‘)) by at most 1, for h E [0, Zk - 11. In other words, the 
sequence {(A, w(-@))}~=o, I,..., ok is a “random walk” from (0, w(X)) to (lk, K - w(X)), 
and hence, given 
o E [min{w(X), K - w(X)}, max{w(X), K - w(X)}] 
there always exists h E [0, Zk] such that w(Xch)) = u. In the above example, if v = 5,6,7, 
8,9,10 or 11 then h can be chosen to be equal to 0, 3, 14, 19, 22, 27 or 32 respectively. 
In particular, properties (l)-(3) of f imply the following theorem which is the exact 
generalization of Theorem 2.1 of [l] to the m-ary case. 
Theorem 1 (Single maps). Given a, v E [0, K], let IS : 9: + %k be the function which 
associates every X E zk with Xch’), where hl is the smallest natural h E [0, Zk] such 
that w(Xch)) = u. Zf 
I%7 G LTkl (4) 
then rs is well dejned and injective. Further, if Y = a(X) = XChl) E yUk and h2 is the 
smallest natural h E [0, lk] such that w( Ych)) = a, then Y(h2) =X. 
Proof. Note that the numbers 19: /, w E [0, K], are unimodal (see [2, p. 551). Hence, 
if IYak < ]YOkl then u E [min{a,K - a},max{a,K - a}]. Further, from Property (2) of 
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f, for all X E 9:, the sequence {(h, ~(X(~))}h,a,i,...,~k constitutes a random walk from 
the point (0, w(X)) = (0, a) to the point (0, K - w(X)) = (0, K - a). This implies that 
there exists h’ E [0, Ik] such that w(Xch’)) E x,; that is, 0 is well defined. 
Let Y = a(X) =XChl) and h2 be the smallest natural h E [0, Ik] such that w( YCh)) = u. 
Proving that h2 is well defined and Y chZ) =X will imply that B is an injective function. 
Let ii=[ht/ll,ji=(hi -l)modZ+l, iZ=[h2/1] and jI=(hz-l)modl+l. 
The index hz is well defined. In fact, if 
Xi dzx I . ..xi.-1, 
x2 dgx. r,+l .xk, 
Yldefyi . ..yi._i, 
Y2(lefy,,+i . ..Yk. 
since Yi =X1 and Yl =X2 (because Y =XCil*il)), for j E [0, I]. 
Y(ii’i) = Ylf(Yi,,j)Y2 =xlf(Yl,jW2. 
Property (4) of f implies that there exists j E [0, I] such that f(yi,,j) =xi,. If j= 0 
then YCil-‘,‘) =X, if instead j E [ 1, I] then Y(il,j) =X. In any case there exists h E [0, Ik] 
such that YCh) =X where w( Ych)) = w(X) = a, and so h2 is well defined, and i2 <iI. 
Now we prove that Z dGf Y(jz) =X. A ssume ii = i2 = i first. In this case, let 
x,d”fx ,... X,-l, 
x2defxj+, . ..Xk. 
Y,d"fy, . ..y.-1, 
y2defyi,+l . ..Yk. 
21 d”fz, . .zj-_l, 
and note that 
X = XlXiX2, 
Y = Y, y* Y, = X(j’ ) = K_f(Xi, jlbK2, 
2 = ZlZiZ2 = YCh2) =Kf(yi, j2)Y2 = Xtf(yi, j2)X2. 
Since X, Z E -Ek, 
a~w(X)~~(XI)+xi+~(X2)=w(~~)+f(Y~,j2)-f(Yi,j2)+X;+W(X2) 
=w(xl) + f(Yi,j2) + 4x2) + (XI - f(Yi,j2))=w(z) + (Xi - f(Yi,j2)) 
=a + (Xi - f(Yi, j2)). 
This implies that Zi = f(vi, jz) =xi and Z =X. 
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Now assume iz <il. In this case let 
1 . ..Xil-l. 
X2 d”f Xiz+l . ..Xi.-1, 
X3 d”f Xi,+, . ..Xk. 
Y, d”f y, . ..Yiz-l. 
Y2 d”f yiz+l . . . .Yi, - 1, 
Y3 d’f Yil+l . ..Yk. 
z, dAf z 1 ..*Ziz-l, 
z2 dzf ziz+l . ..Zi.-1, 
z3 defZi,+l . . .zk, 
and note that 
x = ~lXigGXi,~3, 
Y = Ylyi,Y2yi, Y3 =Xch’) = ~lcJ2f(Xi, Jl w3, 
Z=ZlZi*Z2ZilZ3 = Ychz’=~~(Yi*,j2)Y2Yi, h =xl.f(xi,, j2fif(Xi,,jl )x3. 
Since X, Z E 9:) 
a = W(x) = W(X1) + Xi2 + W(&) + Xi1 + W(X3 ) 
= 44 ) + f(xi,,j,) - f(Xi,,j,) + Xi* + w(JG> - w(Z) 
+ w(x2) + f(xi, 9jl) - f(Xi,,jl) + Xi, + W(&> 
= 66 ) + f(xi2J2) + WE) + f(Xi, ,jl ) + w(& ) 
+ (w(x2) - w(Z)) + (Xi* - f(xi,,j2)) + (Xi, - f(Xil,jl)) 
= w(z) + (w(x2) - w(Z)) + (Xi* - f(qyj2)) + (Xi, - f(X;,,jl)) 
= a + (w(x2) - w(Z)) + (Xi* - f(Xi,,j2 )) + (Xi, - f(X;, ,jl )). 
This implies that 
W(X2) - W(K) = (f(FJ2) - Xi2 ) + (f(X;, ,jl ) - Xi, >. 
Now, if j E [0, I], then 
w(x(i2”)) = W(K) + f(Xi2,j) + W(X2) +X;, + W(X3) 
= w(K) + xi, - xi, + f(X;J) 
+ w(Z) - w(Z) + w(x2) + f(Xi, ,jl ) - f(Xi, ,jl ) + Xi1 + W(X3 ) 
= w(x7) + Xi, + W(x2) + f(X;, yjl) + W(X3) 
+ (w(x2) - w(K>> + f(Xi*,j) - xi, + Xi1 - f(Xi, yjl ). 
(5) 
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Substituting (5) 
w(x(‘q = w(Y) + f(xi,,j,) - xi2 + f(Xi, ,j, ) - xi, 
+f(Xi*,j) - xi, + Xi, - f(Xij ,jl > 
= v + f(xi,J> + f&,j2) - Cm - 1) = 0 + f(xi,,j) - f(xx~j2). 
From Property (4) of f, there exists j E [0, I] such that f(x;,,j) = f(xi,,j,) E 2,. So 
for such j, if j = 0 then VV(X(‘~-‘~‘)) = v, whereas, if j E [l, I] then +v(X(i:*j)) = 1:. In 
any case, there exists h’, E [0, Zk] such that w(Xch:)) = v and hi <hi. This contradicts 
the minimality of hi. 0 
For example, when m = 3, k = 8, f is defined as the above example, a = 5 and u = 7, 
the function CJ : Y;8 - YT8 if Theorem 1 is well defined and injective. If X = 12001010 E 
q8 then ht = 14 and so Z=o(X)=X (14) =X(4,2) =ulOlO E 9,‘. On the other hand, 
since hZ= 14, Z(‘4)=2(4,2)=~1010=X. 
At this point, we would like to show how, using the single maps of Theorem 1, it 
is possible to design very simple m-ary balanced codes with r check digits and 
112' - 1 
k<----- 
m-l (6) 
information digits. We assume to use these codes in the tail-map constructions of 
Section 4. Note that (6) is equivalent to K + 1 <m’, so that, one can associate each 
of the K + 1 possible information word weights with a check symbol of length r. The 
construction is specified by defining, for all w E [0, K + 11, a check symbol C,+, and a 
well defined and injective single map 
In this way, if X E s”,“, it is encoded as 
G(X) = (C,.)(X)G. 
Now, let C : [0, K + l] + Zh be any one-to-one function which associates each possible 
weight w with a m-ary word of length r,C(w). For example, the function C can be as 
simple as the r digit m-ary representation of the number w; that is, C(w) = [WI;. Note 
that, other than at most only R + 1 exceptions, for all w E [0, K + 11, the single maps 
(C(w)) : %f ---j &2, -w(C(w)) (7) 
satisfy the hypothesis (4) of Theorem 1, and hence are well defined and injective 
functions. The only exceptions may arise when w E [ 1N/2J - R, [N/2J]. This problem 
can be handled either by finding a simple function C which does not have the above 
exceptions or by storing the eventual exceptions in a small table of size O(R). This 
means that associating single maps with check symbols in such a way that the check 
symbol can be easily computed from the (weight of the) information word X is an 
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easy problem to solve. For example, a very simple DC(m = 3; n =90, k= 85) can be 
designed using single maps (7) with 
C(W) = ](w + 36) mod 35[& 
for all w E [0,2 x 85 = 1701. It is easy to check that all the single maps defined in this 
way satisfy the hypothesis (4) of Theorem 1, and hence are well defined and injective. 
As Theorem 2.1, also Theorem 2.4 of [l] can be easily generalized as follows. 
Theorem 2 (Double maps). Given a, b, v E [O,K], b >a, let 6 : 9: u Yt + %k be the 
function which associates every X E yak U Ybk with X(‘l), where hl is the smallest 
natural h E [0, Zk] such that w(X(‘)) = v. If 
b-a> max{v,K - v} 
then 6 is well deJined and injective. Further, if Y = S(X) =Xckl) E xk and hz is the 
smallest natural h E [0, Zk] such that Y(‘) E yuk U Ybkk, then Yck2) =X. 
Proof. The only thing one must prove is that, assuming i2 < il, if X E yak (or ybk) 
then 2 = Yck2) E yak (or ybk respectively). The remaining part of the theorem follows 
from Theorem 1. Assume w(X)=a and w(Z) = b first. As done for relation (5) one 
can conclude that 
w(x2) - W(Z) = UTWz> - xi2 > + (f(xi,, jl> - xi, > - (b - a), 
and so there exists h’, E [0, Zk] such that +v(Xck:)) = v - (b - a), Since w(X(~~)) 2 0, it 
follows that 
b-a<v<max{v,K-v}, 
which contradicts the hypothesis. Anlogously, if w(X) = b and w(Z) = a then there 
exists hi E [0, Ik] such that w(X(‘~)) = v + (b - a), and since w(X(~~)) <K, it follows 
that 
b - a<K - vd max{v,K - v}, 
which also contradicts the hypothesis. 0 
As in [6], using the single maps of Theorem 1 and the double maps of Theorem 2, 
it is possible to design m-ary balanced codes with r check digits and 
k<2 
mr - 1 
--r 
m-l 
information digits. Also in this case, associating single or double maps with check sym- 
bols in such a way that the check symbol can be easily computed from the information 
word X is an easy task. 
Finally, note that the computation of the maps defined by this generalization of 
Knuth’s complementation method to the m-ary case requires O(lk) increments or 
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decrements of an O(log, K) = O(log, k) number. Since I can be chosen to be less 
than or equal to 2(m - l), the computation of these maps can be implemented with 
O(mk log, k) digit operations, using O(k) memory elements to store the information 
word which is in the process encoding. The some holds true for the computation of 
the inverses of these maps. 
4. Compression method 
This section deals with the way to encode the not almost balanced information words; 
i.e. the information words in the set 
The encoding of these information 
functions: 
W=O w=K-I 
words is done by means of only two injective 
and 
which, following [ 151, we call as “tail-maps”. In the encoding scheme, one check 
symbol of weight LN/2J - lK/21 (or LN/2] - [K/2]) is used to represent ri and 
encode all the information words whose weight is less than or equal to t. A second 
check symbol of weight LN/21 - [K/21 (or [N/21 - lK/2I) is used to represent 72 
and encode all the information words whose weight is greater than or equal to K - t. 
The remaining check symbols are used to represent the single maps of Theorem 1 
which encode the information words whose weight goes from t + 1 to K - (t + 1). 
In order to minimize the redundancy, it is clear that t E [0, [K/21] must be chosen as 
large as possible. 
Here, the tail-map design method introduced in [ 151 is generalized to any value of 
m 2 2. A tail-map is a one-to-one function from a set of words not close to balanced 
to the balanced (or constant weight) words. To design such tail-maps, a one-to-one 
mapping 
is used to compress X E UL, yik and save e E [ 1, [log, kl] digits. In a second step, 
using these e saved digits, U(X) is made balanced by means of the single maps defined 
by Theorem 1. To define the above compression function U, a class of encodings to 
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variable length uniquely decodable codes is considered which can be used to compress 
m-ary strings of low weight. If U is one of such encodings, for every m-ary string 
X of weight less than a certain fraction of its length, Z(X), it is guaranteed that 
Z( U(X)) < Z(X). In particular, we consider the information word X as a sequence of 
k/s m-ary words of length s, and we encode each such word b E izk to a suitably chosen 
variable length uniquely decodable code. The encoding is made so that the length of 
the codeword associated with b is a non-decreasing function of the weight of b. 
To define the class of codes mentioned above, let s E N, S = (m - 1)s and, for all 
w E [0, S], define the m-nomial coefficients as 
s ( > W d&f l{XEZ;: w(X)=w}l. m 
Note that the following formulas can be used to easily compute (L) m. 
For all x E lR+, the following relation hold [7]. 
(1 +x+... + x(m-l))s = (+J=$(z)/. c 
This relation is equivalent to 
=1*5(L) m - log, [ (c;;q p+] = 1. 
w=o m 
But 
l o g  cc:;;’ as m-1 
m 
XW 
=s log,Cx’+w log& 
i=O 
and so, letting 
10g,idAfdER+ z+ l=md @ x=mpd, 
X x 
it follows that 
log 
m 
(CL;’ xi)s =slog 
X w m 
me m-di + dw 
i=O 
Substituting this last relation in (9) it follows that 
(9) 
m- cs log, CL;’ m-d’fdw) = 1, Vm, s E IN, d E lR+, 
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which implies 
(10) 
Relation (lo), which is a Kraft’s inequality, implies that for each m,s E N and d E lR+ 
there exists a m-ary prefix code %“yd with (i), words of length 
I 
m-1 
IwdGf s log, c Kdi + dw , 
i=O 1 
for all w E [0, S] [9]. Let uFd : Z; + ST?‘~ be any encoding to %?cd such that 
Vb,,b2 E Z; w(bi)Gw(b2) @ 1(U~d(bl))~1(U~d(b2)) 
holds. The function uyd constitute the class of encodings to variable length uniquely 
decodable codes mentioned previously. 
For example, when m = 3, s = 9 and d = l/2, 
m-1 
log, C m-di = log, 
i=O 
(I+&+;) =1.910..., 
I, = 
I 
s log, c ~~~mpdi+dw] = ~logs(l+~+~)+~l 
= r5.304.. . + 0.5~1 = 6 + [;I , 
relation ( 10) reduces to 
~~~~(9r(x)~=~(l+~+:) 
587.840.. . 
729 
=0.806... <l, 
and so there exists a variable length m-ary prefix code %?G, ,,,2 with (i), = 1 word 
of length lo = 6 + [O/21 = 6, with (7)s =9 words of length 11 =6 + [l/21 =6, with 
(i)s = 45 words of length Z2 = 6 + ]2/2J = 7, with (I), = 156 words of length Zs = 
6 + L3/2J = 7,. . . , with (z), words of length I, = 6 + Lw/2J,. . . and with (ps), = 1 
words of length lis = 6 + L18/2J = 15. In this case, the encoding ~4; 1,2 : Izz + %?i 1,2 > I 
associates exactly one word of length 6 to each word of weight 0 or 1, associates 
exactly one word of length 7 to each word of weight 2 or 3,. . . and associates exactly 
one word of length 15 to the word of weight 18. 
The compressing functions U of (8) is defined as follows. For simplicity, let k = hs 
(h E IN), consider 
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as a sequence of the h m-ary words of length s, 
@ “X(i-l)s+lX(i-l)s+Z ,..XisEZk, i=l,...,h, 
and define USmd : Z$, --+ Zz to be the one-to-one function 
U,lh(W = r&(642%). . .4ym 
The word U~&Y) is nothing but the concatenation of the codewords associated with 
bX bX , , 2 , . . . , bf’. Note that, from the definition of u$, if w(X) is small enough, the 
length of uFd(W, &u:,(W), is smaller than k; i.e. US~JX) is a compressed version 
of X. For instance, in the previous example, if X has weight equal to 0 or 1 then 
I( U;,,,,(X)) = 6(k/9) = (2/3)k <k. In general, how small should w(X) be so that to 
save, say, e digits (i.e. so that to have Z( Usy&Y)) d k - e) ? The following lemma, 
which relates the weight of X with the length of UsJJX), gives an answer to this 
question and will be useful for the tail-map constructions. 
Theorem 3. Let 
I 
m-1 m-1 
f(w)E s log, c mFdi + dw s log, c m-di + dw E [0, 1) 
i=O i=O 
and Fdzf maxWEto,s] f(w) E [0, 1). Then 
vxa;, l(Ucd(X)) = (log,,,gmpdi) k+dw(x)+$.f(w(bF)) 
m-l 
d log, C mpdi + ; k + dw(X). 
i=O 
Further, if e E IN, E Ef (m - 1 )e, 
1 
m-1 
4m,s,4kf cm _ ljd I-log,Cm-“‘-g 
i=O 
1 
B(m,d)kf (m _ l)d, 
vx E n;, ~(X)dt(m,s,d,k,e)~~~ cr(m,s,d)K - B(m,d)E 
(11) 
(12) 
(13) 
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Proof. From the definition of U$, it follows that 
Now, 
h~wVK-(log..~ ,-.r)k-$ -e 
( 
m-l 
= 1 - log, c r?cdi - ; 
i=O ) 
k-e 
1 
m-l 
*W(X)G(m_ l)d 1 - log, c Kd’ - : 
i=O 
and the theorem is proved. 0 
Continuing the previous example, for m = 3, s = 9 and d = l/2, 
m-1 
log, c r?cdi = log, 
r=O ( 
,+,+; =1.910..., 
) 
and so 
F=f(O)= [9 x 1.910...1 - 9log, 1 + - + - 
( (A:)) 
=6-910gl(lc~+~)=0.695..., 
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a(3,9,1/2)= l-2/3= l/3 and p(3,1/2)= 1/[2/(1/2)]= 1. In this case, Theorem 3 says 
that for all X E Zk, 
2 1 
V-$,1,2(X)) 6 3k + 24X)’ 
and if 
w(X)<t(3,9,1/2,k,e)=c((3,9,1/2)K - p(3,1/2)E= fK -E 
then 
namely, e digits are saved. 
These e saved digits are used to make U$(X) of length k and weight [K/21 by 
translating the well-defined word 
U(X) 4&r U~~(X)O(k-e)-I(U~~(X)) 
of length k’ dzf k - e to a balanced word of length k’ + e = (k - e) + e = k. In this way, 
every word X whose weight is less than or equal to t = t(m, s, d, k, e) is represented by 
a balanced word of length k. If K’ def (m - 1)k’ and 
e > [log, K] > [log,(K’ + 1 )I, 
the word U(X) can be comfortably made balanced using at most K’+ 1 different single 
maps of Theorem 1. 
Continuing the example, if k = 90 and e = 5, then K = 180, E = 10 and t = 
t(3,9,1/2,90,5) = 180/3 - 10 = 50. So, relation (13) reduces to 
vx E @O, w(X) d 50 + I( U; 1,2(X)) d k’ = 90 - 5 = 85. 
When w(X)650 the word 
U(X) = us, 1,2(X)0 s5-‘(~;,,,&W 
of length k’ = 85 is well defined and can be made balanced of length k = 90 using at 
most K’ + 1 = 2 x 85 + 1 = 171 different single maps. 
In this way, the tail-map ri can be defined as follows. Let (CW) : Sk’ --+ S$, 
w E [0, k’], be a well defined and injective single maps of Theorem 1 such that the 
length of C, is equal to e and 
v - K’+E w- L 1 K - - w(C,)= 7 - w(G). 2 L 1 
Then 
t 
71: u Ywk+.Yk 
w=o 1KPl 
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can be defined as the concatenation of (CW)( U(X)) and &, with w = w( U(X)); that is, 
r,(Wd”f (Cw(U(X),) (~(W)CW(U(X)). (14) 
Note that the length of z,(X) is equal to k and 
w(r1(X)) = W((CW(U(X))J (U(X))) + W(CW(U(X,,) = 2’W + ([;J -v,J= I;]. 
In the example, assume 
X=bXbXbxbXbXbXbXbXbXbX I 2 3 4 5 h 7 8 9 IO> 
where 
(15) 
b~=220110101, b~=001000000, b~=111020111, b,X=001001000, 
b;Y = 000000000, b; = 100022201, b; = 102000000, b; = 212001011, 
b~=000000000, b;Y,= 210111222. 
Note that w(X) = 50 6 t(3,9, l/2,90,5) = 50 and so X E lJi,r’,, cyJo. Assume that 
3 u9, , ‘2 : El: + %;, ,;2 
is chosen so that 
u;,, f2(b;) = ~;,,!~(bf) = u;,,,2(OOOOOOOOO)= 000000, 
t&(b:) = ZL;,,;~( 100022201)= 1112222201, 
&2@$) = ~;,,/2( 111020111)=1120201212, 
&,2(bf)=&d 212001011)=1122010211, 
&/2(b~)=~~,,~2(220110101)= 1122021202, 
~;.,db6)=~;,,/2( 210111222)=122002021001. 
Then, since I( U$ ,/2(X)) = 84, 
(16) 
U(X)=U;,,~2(X)o= 112202120200002111202012120002000000000 
1112222201002122111220102110000001220020210010. 
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Assume that, for all w E [O,K’ = 2 x 85 = 1701, C, = C(w) =](w + 36) mod 35[:. Since 
w( U(X)) = 74 and C74 = 11002(=](74 + 36) mod 3’[:), the well defined and injective 
single map (11002) : Y7:’ + 9T8~’ is used to balance U(X) and 
z,(X)= (11002)(u(X))11002 
=110020102022220111020210102220222222000 
111222220100212211122010211000000122002021001011002~~~~. 
(17) 
If YC E P&, , Y E Z$ and C E Zk, indicates any word such that YC = rt(X), for 
some X E lJ&, 5’$, the inverse of the function ~1, 
is obviously equal to 
z,‘(YC)= u-*((c)-‘(Y)). (18) 
In the example, if YC is the word in (17), since C = 11002, 
zd~f(11002)-i(Y)= 112202120200002111202012120002000000000 
1112222201002122111220102110000001220020210010. 
(19) 
Since the code VT; 1,2 is prefix (and hence, uniquely decodable), the following: 
z = 1122021202, 000021, 1120201212, 0002000, 000000, 
1112222201, 0021221, 1122010211,000000, 122002021001, 0, 
is the only way to parse the word Z as the concatenation of codewords of $?G ,,2. So, 
U-‘(Z) is well defined and, according to (16), 
X = r,‘(YC) = W(Z) = U;,,;( 1122021202)U&$000021) 
G,,l( 1120201212)U&;(0002000)U&$000000)U&;( 1112222201) 
G,,:( 0021221)U&;( 1122010211)U;,,;(000000)U;,,;(122002021001) 
=220110101 001000000 111020111 001001000 000000000, 
100022201 102000000 212001011 000000000 210111222. 
According to (14), the general algorithm to compute the tail-map ~1 is given below. 
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Algorithm 2 (Algorithm to compute ZI ) 
Input: 
X = bXbX , 2 . ..b.XE lj,. 
w=o 
Output: 7, (X) E 9&*, . 
Execute the following steps. 
Sl: Compute 
s2: Add O’s until the length of q?(X) is k’= k-e; i.e. compute 
s3: Compute the weight of U(X); i.e. compute w = w( U(X)). 
s4: Compute the check symbol C = C,. 
s5: Compute Y = (C)(U(X)). 
S6: Compute zt (X) = YC E 9&, . 
Whereas, according to (18), the general algorithm to compute z;’ is 
Algorithm 3 (Algorithm to compute z;‘) 
Input: T = YC = zl(X), for some X E Utzoywk. 
Output: X = z,‘(T). 
Execute the following steps. 
Sl: Compute 2 = (C)-‘(Y). 
S2: Compute X = U-‘(Z). Execute 
S2.1: Parse Z as 
z=r1,52,..., 
th, ok’- c:=, 43, 
with ti E%$, for all iE [l,h]. 
S2.2: Compute 
x=u~,‘(5,)U~b1(~2)...U~~‘l(~h). 
The tail-map 
z2 : sp,” -+ Yk rW21’ 
VV=K--r 
can be easily defined as 
z2(x)d”f q(F). 
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At this point we turn our attention to the implementation. As mentioned at the begin- 
ning of this section, to minimize redundancy, one should try to maximize t = t(m, s, d, 
k,e), and hence 
1 
m-l 
W,s,d)= (m_l)d l-log, crnedi-F 
i=O 
This means that the bigger s is the better. In fact, since F E [0, l), when s is big the 
term -F/s of cx(m,s,d) is small and 
1 
m-1 
4m,+md)def cm_ljd 1 -log, c mpdi 2 cc(m,s, d).
i=O 
Note that in the example, a(3,9,1/2) = l/3 = 0.333.. . and ~(3, +co, l/2) = 0.410, so 
that the difference a(3,9,1/2)-~(3, +co, l/2) = 0.077.. . ~23 % of a(3,9,1/2) is quite 
considerable. But, unless s is small or proper care is taken in designing the encod- 
ing (UC,, gsyd), the circuit (finite state machine or table look-up) which implements 
the function U,? : Zk + (‘4$yd)k’s and its inverse (that is, Step Sl of Algorithm 2 and 
Step S2 of Algorithm 3), can have a size which grows exponentially with s and, hence, 
be quite impractical. Among all the possible choices for the encoding (uEd, ?$Jd), we 
present an encoding (u, 5??) which can be implemented with O(ms*) m-ary digit oper- 
ations using a circuit to store O(ms3) m-ary digits. 
The code g is defined in the following manner. Consider the numbers 
1, d”f 0 if w =O, 
ml”.-‘+‘)[J,_i+l] if w E [l,S], 
where 
if w = 0, 
J, d”f 
-1 if WE [l,S]. 
m 
For all w E [0, S], the code W contains all the words of length 
I 
m-l 
1, = slog, c mpdi+dw 
i=o 1 
which are the m-ary representation of the natural numbers in the interval [I,,,, J,]. More 
concisely, 
G&f u {I& z E [I,,,,J,,,]}. 
w E [O,Sl 
From its definition, @’ is a prefix code containing (T), distinct codewords of length l,, 
for all w E [O,S]. Table 1 gives the parameters of the code V when m = 3, s = 9 and 
d = l/2. The first column gives w. The second column gives the number of words of 
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Table 1 
Parameters of the code W = Wi,,, 
0 I 6 0 0 
I 9 6 I 9 
2 45 I 30 74 
3 156 I 75 230 
4 414 8 693 1106 
5 882 8 1107 1988 
6 1554 9 5967 7520 
I 2304 9 7521 9824 
8 2907 10 29475 32381 
9 3139 10 32382 35520 
IO 2907 11 106563 109469 
II 2304 II 109470 111773 
12 1554 12 335322 336875 
13 882 12 336876 331751 
14 414 13 1013274 1013687 
15 156 13 1013688 1013843 
16 45 14 3041532 3041576 
17 9 14 3041577 3041585 
18 1 15 9124758 9124758 
000000 
00000 I 
0001010 
00022 IO 
00221200 
01112000 
022012000 
101022120 
1111102200 
1122102100 
12102011210 
12120011110 
122000222100 
122010002220 
1220110221200 
1220111112000 
12201112012100 
12201112021000 
122011120211000 
length s = 9 and weight W; that is, (i),. The third column gives I,. The fourth and fifth 
column give the number Z, and J,, respectively. The sixth and seventh column give 
lL[~ and 1.44~ , respectively. Now, since the number z = 32285 lies in the interval 
[Is,&] = [29475,32 3811, the ternary sequence 1122021202 of length Is = 10 which 
represent 32285 in ternary is a codeword of V. 
The construction of the encoding function u : Zh + VT, is based on the enumerative 
source encoding scheme described in [8] applied to the set of all the m-ary sequences 
of length s and weight W. Some preliminaries are needed. 
Consider the set Z,={O,l,...,(m-1)) with the ordering relation < defined as 
0 < 1 < . < (m- 1 ), and let $ be the lexicographic ordering relation in Zk. It is a 
total ordering defined as 
a=alaz... a,<b=blbz... b,~a~=b~,a~=b~ ,... ai-l=bj_l and a,cb,. 
For example, 22011010 1 < 220200020. Given Y C izh, the lexicographic index function 
i,y : ,Y+ [O, I.V]-l] 
of the set Y, is the one-to-one function which associates every a E Y with the index 
of a in ,4”, 
i,(a)dAf l{bEY: b<a}l. 
If 
n,~(ala2...a;)d~fI{bEY’: bj=aj, Vji[l,i]}] 
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is the number of elements in Y for which the first i components are al, ~2,. . . and ai, 
then the index of a in 9 can be computed by the following formula: 
iy(a> = [nu(O)+n~( l>+ . . . +w((ul -l))] 
+[w(~lO)+~s4~11)+ . . . +w(~l(~2-1))1 
+[ns(~lu20)+n93(ulu21)+~~ +lly(ulu2(u3-1))]+~~ 
+[w(@a2 . ..u._~O)+ny(u~u~...u,_~l)+~~~+n~(u~u~...u,_~(u,-l)] 
=j:~W(ulu2...uj_lx). 
j=l x=0 
On the other hand, the inverse function of iy can be computed with the following 
algorithm. 
Algorithm 4 (Algorithm to compute iy’) 
Input: i E [0, IYI-11. 
Output: UE 9 such that iy(a)=i. 
Execute the following pseudo-code. 
a+OS; 
for j +- 1 to s do { 
x+0; 
while i>n~(~l~z...uj-lx) do { 
i + i-ny(ulu2.. . Uj-1X); 
Uj +Uj+l; 
x+-x+1; 
In our case, 
aEZS,: W(a)= eUj=W 
j=l 
and 
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( 0 + W-~~~~aj-(as-l) )I m 
and Algorithm 4 becomes 
Algorithm 5 (Algorithm to compute i; ’ ) 
Input: i E [0, jL$i - 11. 
Output: a E 9$ such that i,,,(u) = i. 
Execute the following pseudo-code. 
a+O"; 
for j t 1 to s do { 
while i> 
iti- s-j . ( 1 w ’ m 
L7j +Uj+l; 
wtw-1; 
1 
1 
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Table 2 
Trinomial coefficients 
S\W 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
0 100 0 0 0 0 0 0 0 0 0 0 0000 
1111 0 0 0 0 0 0 0 0 0 0 0000 
2 123 2 10 0 0 0 0 0 0 0 0000 
3 136 7 6 3 1 0 0 0 0 0 0 0000 
4 1 4 10 16 19 16 10 4 1 0 0 0 0 0000 
5 1 5 15 30 45 51 45 30 15 5 10 0 0000 
6 1 6 21 50 90 126 141 126 90 50 21 6 1 0 0 0 0 
7 1 7 28 77 161 266 357 393 357 266 161 77 28 7 1 0 0 
8 1 8 36 112 266 504 784 1016 1107 1016 784 504 266 112 36 8 1 
For example, when m = 3, s = 9 and w = 12, the index of b = 210111222 in Y;‘, is 
=(266+504)+(161)+(5)+(l)+(0) 
+(0+0)+(0+0)+(0+0)=937. 
On the other hand, Algorithm 5 gives in output b E Y;“, such that i = 937, executing 
the following steps (see Table 2) with a = 6. 
j= 1, i = 937, bl =O, w=12* ( 182 1 =266<937=i + 
3 
j= 1, i=937-266=671, bt=l, w=ll+ =504<671 =i =+ 
j= 1, i=671 - 504= 167, b, =2, w= lo+ =784>167=i + 
j = 2, i= 167, b2=0, w=lO+ ;. 
( > 
=161<167=i + 
3 
j=2, i=167- 161=6, b2=1, w=9+ 
7 
0 9 =266>6=i =+ 
3 
j=3, i=6, b3 = 0, w=9* 0 6 
9 
=50>6=i + 
3 
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j=4, i=6, 
5 
bq=O, w=9+ 9 
(> 
=5<6=i + 
3 
j=4, 
5 
i=6-5=1, bq=l, w=8+ 8 
0 
= 15>6=i + 
3 
bs=O, w=8+ 
4 
0 8 =I<l=i =+ 
3 
bS=l, w==7* 
4 
0 
7 
=4>O=i * 
3 
45 
j=6, i=O, bg=O, w=7+ =O<O=i * 
3 
j = 6, i=O-O=O, bg=l, w=6+ 
3 
0 
6 
=l>O=i * 
3 
j=7, i=O, b7=0, w=6+ 
2 
0 6 =O<O=i * 
3 
j = 7, i=O-O=O, bT=l, w=5+ 
2 
0 
5 
=O=$O=i * 
3 
j=7, i=O-O=O, b7=2, w=4=+ 
2 0 
4 
=l>O=i =+ 
3 
j=S, i=O, bg=O, w=4+ ; 
0 
=O<O=i =+ 
3 
i=O-O=O, bs=l, w=3+ 
1 
j=S, 0 3 3 =O<O=i =5 
i=O-O=O, bg=2, w=2+ 
1 
j= 8, 
0 2 3 
=l>O=i =+ 
j=9, i=O, bg=O, w=2* 
0 
(> 2 3 
=O<O=i * 
j=9, i=O-O=O, bg=l, w=l=+ 
0 
0 l3 
=O<O=i * 
j=9, i=O-O=O, bg=2, w=O+ 
0 
0 O 3 
=l>O=i. 
The output is b = b,b2b3b4b5b6b76869 = 210111222. 
At this point, the encoding function u : Zf,, -+ %T is defined as follows. For all b E ZL, 
u(b) is equal to the Z+,,(b) m-nary digit representation of the number Z,,,(b) plus the index 
of b in the set 9; ordered according to the lexicographic order; that is, 
u(b) dAf ]Z,,b)+i,(b)(b)[k@“. (21) 
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In the example with m = 3, s = 9, d = l/2 and X given by (15) the values of u(br) 
given in (16) are obtained from (21). 
In general, Step Sl of Algorithm 2 can be performed as follows. 
Sl: For i = 1 to h execute the following steps (let bf = bi b2.. . b,). 
S1.l: Compute w = w(bf). 
S1.2: From a table, get 1, and ]IW[fnw. 
S1.3: From a table, for all j E [ l,s] and for all x E [0, bj - 11, get the m-ary rep- 
resentation of ( 
s-j 
W-C;:; b,-x,,, 
) and compute the index of bf in the set 9;) 
s b,-1 
iw(bf)= c c w _ Gj:,c, _-x . 
j=l x=0 I- ’ 
S 1.4: Compute 
z =I,,, + i,(bx). 
S1.5: Compute u(bf) =I.&. 
S1.6: Concatenate the m-at-y string u(bF) with the string u(bf)u(bf)...u(bEl). 
On the other hand, step S2 of Algorithm 3 can be performed as follows. 
S2: For i = 1 to h execute the following steps (let Z =ziz2.. .Zp). 
S2.1: Compute w E [O,S], I,, I, and ti E %? with the following algorithm. 
~-451t2...ti-I)+ 1; 
w c 0; 
ItI,; 
ti + &ZlJ+ 1 . ..z.+1-1; 
while [tilrn 6 LJwl(~ ti 4 %’ n zk) do { 
w+-w+ 1; 
ltl,; 
5i+ZvZv+l *..Zu+I-l; 
In the above algorithm the quantities I,, Z, and J, are taken from a table. 
S1.2: Compute j = [51m - 1,. 
S1.3: Compute bx = i;‘(j) using Algorithm 5 
S1.4: Concatenate bf to b;“b,” . . . b:, , 
In the example, recall that 
2=11220212020000211120201212000... 
is as (19). To parse the first codeword of the sequence Z, the algorithm of step S2.1 
executes the following steps with v = 1. 
w = 0, I = 6, & = 112202 and [ 11220213 = 398 4 [IO = 0, JO = 0] + 
w=I, Z=6, [i=112202 and [112202]3=398~[1i=l,Ji=9]+ 
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~‘=2, 1~7, ti=1122021 and [1122021]3=1195~[4=30,J~=74]=+ 
w=3, Z=7, ti=1122021 and [1122021]3=1195~[13=75,53=230]~ 
w=4, Z=8, &=11220212 and [11220212]~=3587~[1~=693,5~=1106]~ 
w=5, I=& li=11220212 and [11220212]~=3587~[Z~=1107,J~=1988]=+ 
~=6, l=9, <i=112202120 and 
[l 12202120]3 = 10761 6 [Z6 = 5967, J6 = 7520]=+ 
w=7, 1=9, 4i=112202120 and 
w=8, 1=10, &=1122021202 and 
[ 1 122021202]3 = 32285 E [Is = 29475, Js = 323811 
To conclude this section, note that the algorithms presented here can be implemented 
in 
O((k/s)Ss) = O(msk) (22) 
m-ary digits operation, maintaining some tables, the biggest of which is the one that 
stores the m-nomial coefficients. This table has a size (which does not depend on k) 
equal to 
O(Sss) = O(ms3) (23) 
m-ary digits. Hence, the tail-maps can be implemented with O(mk) m-ary digits oper- 
ation and O(k) memory elements to store the word which is in the process of being 
encoded or decoded. 
5. Code constructions 
Using the single maps of Section 3 and the tail-map of Section 4, this section gives 
infinite families of m-ary balanced code designs. With r check digits, balanced codes 
are presented with 
1 m’ - 1 
k<pp 
I-2am-1 
- q(m, a)r - cz(m, cc) 
information digits, where c1 E [0,1/2) can be chosen arbitrarily close to l/2. 
Given m,s E IN, d E lR+, k=hs (VEIN) and e=[log,kl, let t=t(m,s,d,k,e) be 
as in (13). Following the general coding scheme introduced in Section 2, the code 
designs with r E IN check digits and k information digits are specified by the following 
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functions. For C,, Ct+l,. . . , C,_, distinct check symbols of length r, 
(G): 
t 
U Ki + &2,) with w(C,) = [N/21 - [K/21, 
w=o 
(G+1): 6 4 q$2, -W(C,+1)’ 
(Ct+2): 952 + 9&2, -w(G+z) (24) 
(G--t-1): e-t-1 + ~~,2,-w(cK-,-,). 
(G--I): ; %t +9&z,, with W(CK_-f)= [N/21 - [K/21 
w=K--t 
are single maps and tail-maps introduced in the previous sections. In particular, the 
functions (Ct) and (CK_-f) are the tail-maps 71 and 72 defined in (14) and (20), re- 
spectively. Since e = [log, kl , these functions are well defined. Whereas, the functions 
(CW)‘s are well defined and injective single maps G defined in Theorem 1, for all 
wE[t+l,K-t- 11. 
From the implementation point of view, as the code design explained in Section 3, 
the check symbol relative to an information word X can be computed from the weight 
of X. Also in this case, it is not a difficult task to find a simple function C : [O,K 
+ l] + Z& which associates every possible weight with the appropriate check symbol 
in such a way that all the functions of (24) are well defined and injective. The deli- 
cate thing is to ensure that for all a E [0, t], C(a) = C, and w(C,) = [N/21 - [K/2], for 
all a E [K - t,K],C(a)= C,_, and w(CK_-I) = [N/2] - [K/21, and for all a E [[N/2] 
-R lW2J1, LW1 -4C(a>>~[min{a,K- ) a ,max{u,K - a}]; that is, condition (4) 
of Theorem 1 is satisfied. 
Example 2. For example, a DC(m = 3; n = 94, k = 90) code is specified as follows. 
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The function (2200) and (0022) are the tail-maps zt and 52 defined in (14) and (20), 
respectively. The remaining functions are the single maps 0 defined in Theorem 1. 
Note that all the functions are well defined. Note also that the check symbol relative 
to an information word can be computed very easily from the weight of the word 
(and vice versa). This because the check symbol C, is equal to the four digit ternary 
representation of w - t with the two least significant digits complemented, for all 
w E [t,K - t]. 
If 
X= 110020102222201110202101022202222220001112222 
201002122111220102112000001220020210210110020~z~~ 
is an information word, since X E 9$~“, it is encoded with the single map (1100); 
namely, the digits of X are changed one at a time as explained in Section 3 until its 
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weight becomes 92, and then the check 1100 is appended. So, the encoding of X is 
b(X)=(11oo)(X)11oo=Yc= 
112202120000201110202101022202222220001112222 
2010021221112201021120000012200202102101100201100. 
On receiving YC as above, since C = 1100, the decoder applies the function (1 loo)-’ 
on Y and obtains X; namely, changes the digits of Y one at a time until the weight 
becomes 94 (which is encoded by C as explained above). 
If instead, X as in (15) is another information word, since X E UzZp,, gz”, it is 
encoded as (see (17)) 
6(X) = (0022)(X) 0022 = Zl(X) 0022 = Y c = 
110020102022220111020210102220222222000111222 
2201002122111220102110000001220020210010110020022. 
On receiving YC as above, since C = 0022, the decoder applies the function (0022)-l = 
Tl - ’ on Y and obtains X. 
Since we are interested in maximizing information rate, given r,k must be chosen 
as big as possible. Un upperbound for k can be obtained as follows. Note that the 
code design is defined by K - 2t + 1 non-trivial maps, each of which must be en- 
coded by a distinct check symbol of length r, out of the m’ available check symbols. 
Hence, 
K-2t+l dm’ 
Since t = WY - BE, with a = cI(m,s, d) given by (11) and j3 = B(m, d) given by (12), 
for the values of m,s and d such that CI E [0,1/2), the above relation is equivalent to 
K-2(aK-BE)+1 <rn’w 
(1 -2~)K+2fiE+l <rn’# 
(l-2a)Kd(m’-l)-2/3E~ 
KG &(mr-1)-&E@ (25) 
1 mr - 1 2p 
k<-----+. 
l-2am-1 1-2cY (26) 
From relation (25) it follows that 
K<m’ 
1-2a’ 
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Table 3 
Maximum values of 'u as a function fd, for M -2,3,4,5 and s E 12,301 
51 
.~\??I 2 3 4 5 
8 
9 
10 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
r(2.0000)=0.2500 cc(1.0000)=0.2500 r(0.5203)=0.1666 c((O.6039)=0.1250 
r(2.0000)=0.3333 G((1.2000)=0.1944 a(l.0000)= 0.2222 a(0.4132)=0.1666 
r(2.5175)=0.2500 c((O.6775)=0.2500 r(1.0000)=0.2500 ~$0.5000)=0.2500 
r(1.0000)= 0.4000 cc(1.0000)=0.3000 r(0.5000)=0.2666 a(0.5000)=0.2500 
r(2.0000)=0.3333 a(O.6667)=0.2916 r(0.5000)=0.2777 a(0.3285)= 0.2500 
x(0.6711)=0.2857 c((O.8035)=0.2857 r(0.4293)=0.2857 a(0.5000)=0.2857 
r(1.0000)= 0.3750 cc(1.0000)=0.3125 r(0.4461)=0.2916 x(0.3443)=0.2812 
r(1.5000)=0.3333 r1(0.5000)=0.3333 r(0.4000)=0.3148 %(0.2500)=0.3055 
r(1.0000)=0.4000 G!(0.5000)=0.3500 x(0.3334)= 0.3332 ~(0.2500) =0.3250 
r(l.OOOO)= 0.3636 r(0.5000)=0.3636 r(0.5000)= 0.3333 a(0.2500)=0.3181 
~(0.7267)=0.3333 x(0.5564)= 0.3333 r(0.5000)=0.3333 c((O.2500)= 0.3333 
a(l.0000)=0.3846 r(0.4000)= 0.3461 a(0.3044)=0.3333 'x(0.2035)= 0.3269 
~((0.8335)=0.3571 5((0.5000)=0.3571 ~((0.2500)=0.3571 r(0.2500)= 0.3392 
cc(1.0000)=0.4000 a(0.5000)= 0.3666 n(0.2500)=0.3555 r(0.2500)=0.3500 
E(1.0000)=0.3750 a(0.5000)=0.3750 a(0.2500)=0.3541 r(0.2334)=0.3437 
cc(1.0000)=0.4117 a(0.4000)=0.3676 a(0.2759)=0.3529 r(0.2500)=0.3529 
u(1.0000)=0.3888 r(0.3923)=0.3611 r(0.2500)=0.3703 2(0.2000)= 0.3611 
x(0.8754)= 0.3684 c((O.3750)=0.3684 s((O.2500)=0.3684 r(0.2000)= 0.3684 
a(1.0000)= 0.4000 r(0.5000)=0.3750 a(0.2500)= 0.3666 r(0.1875)=0.3625 
c~(0.8000)=0.3809 r(0.5000)= 0.3809 ~(0.2500)= 0.3809 r(0.2000) = 0.3690 
cc(1.0000)=0.4090 r(0.5000)= 0.3863 a(0.2500)=0.3787 r(0.2000)=0.3750 
a(l.0000)=0.3913 a(0.3333)=0.3912 x(0.2500)=0.3768 r(0.1694)=0.3695 
r(0.6667)=0.3958 a(0.3333)=0.3957 ~(0.2341)=0.3750 r(0.2000)=0.3750 
r(l.0000)= 0.4000 a(0.3218)=0.3800 x(0.2500)=0.3866 r(0.2000)=0.3800 
x(0.6667)= 0.4038 ~((0.5000)=0.3846 x(0.2500)=0.3846 r(0.1667)=0.3845 
X(1.0000)= 0.4074 c((O.5000)=0.3888 r(0.2122)=0.3827 r(0.1628)= 0.3796 
r(0.6161)=0.3928 ~((0.2500)=0.3928 r(0.2500)=0.3928 r(0.2000)= 0.3839 
r(1.0000)=0.4137 c((O.2500)=0.3965 ~(0.2500)=0.3908 a(0.1250)= 0.3879 
r(1.0000)= 0.4000 a(0.2500)= 0.4000 r(0.2500)=0.3888 cc(0.1250)=0.3916 
which implies 
I 1 = Y + log, - =r+ 1-2x 1 
which, in its turn, implies that 
1 m’- 1 28 ___-- 
I-2ctm-1 1-2a 
1 m’ - 1 28 ZZ- 
l-2xm-1 --T-A [log&l 1-2a 
1 m’ - 1 < - - 
l-2am-1 
-e. 28 
1-2x 
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Table 4 
Maximum values of a as a function of d, for WI = 6,7,8,16 and s E [2,30] 
s\m 6 7 8 16 
2 ~((0.4489) = 0.1000 
3 a(O.5000) = 0.2000 
4 a(O.4454) = 0.2000 
5 a(0.2862) = 0.2400 
6 a(0.2500)= 0.2666 
7 a(O.2500)=0.2857 
8 a(O.2500)= 0.3000 
9 a(O.2222)=0.2999 
10 a(O.2357)=0.3000 
11 a(O.2099)= 0.3090 
12 a(O.2084)= 0.3166 
13 a(0.1818)=0.3307 
14 a(O.1667)= 0.3427 
15 a(0.1667) = 0.3466 
16 a(0.1667) = 0.3499 
17 a(0.1250) = 0.3529 
18 a(O.1250) = 0.3555 
19 a(O.1250)=0.3578 
20 a(0.1250)=0.3600 
21 a(0.1500)=0.3619 
22 a(0.1327) = 0.3636 
23 a(O.1250)= 0.3739 
24 a(O.1250) = 0.3750 
25 a(O.1250)=0.3760 
26 a(O.1250)=0.3769 
27 a(O.1250)=0.3777 
28 a(O.1200) = 0.3809 
29 a(O.1250) = 0.3862 
30 a(O.1250) = 0.3866 
a(0.5000) = 0.1666 
a(O.2552)= 0.1666 
a(O.2860)=0.2083 
a(0.2500)=0.2333 
a(O.2308)=0.2500 
a(O.2313)=0.2619 
a(0.2000)= 0.2916 
a(0.2000)= 0.2962 
a(0.1740)= 0.3000 
a(O.l667)=0.3181 
a(O.2000)= 0.3194 
a(O.1468)=0.3205 
a(O.1250)=0.3333 
a(O.1465)=0.3333 
a(O.1250)=0.3437 
a(O.1373)=0.3431 
a(O.1250)=0.3518 
a(O.1131)=0.3508 
a(O.1250)=0.3583 
a(O.1250)=0.3650 
a(O.1250)=0.3636 
a(O.1250)=0.3695 
a(0.1250)=0.3680 
a(0.1250)=0.3733 
a(O.1000)=0.3782 
a(O.1250)=0.3765 
a(O.lOOO)= 0.3809 
a(O.O964)= 0.3793 
a(O.lOOO)= 0.3833 
a(0.3335) = 0.1428 
a(O.3334)= 0.1904 
a(O.2500)= 0.2142 
a(O.2223)= 0.2285 
a(O.l891)= 0.2380 
a(O.2500)= 0.2653 
a(O.1667)= 0.2856 
a(O.1603) = 0.2857 
~(0.1250) = 0.3000 
a(0.1250) =0.3116 
a(O.1250) = 0.3214 
a(O.1287)= 0.3186 
a(O.1213) = 0.3265 
a(O.1250)= 0.3333 
a(O.1250)= 0.3392 
a(0.1250) = 0.3445 
a(0.1250)= 0.3492 
a(O.lOOO) = 0.3533 
a(O.1000) = 0.3571 
a(O.1000) = 0.3605 
a(O.lOOO)= 0.3636 
a(O.1000) = 0.3664 
a(O.1000) = 0.3690 
a(O.1000) =0.3714 
a(O.1000) = 0.3736 
a(O.1000) = 0.3756 
a(O.1000) = 0.3775 
a(O.lOOO)= 0.3793 
a(O.O800)= 0.3809 
a(O.2500)= 0.1000 
a(O.1438)=0.1333 
a(0.1214) = 0.1666 
a(O.O954)= 0.2000 
a(O.0801) = 0.2222 
a(O.0691) = 0.2380 
a(O.0625) = 0.2583 
a(O.O699)= 0.2666 
a(O.O625)= 0.2800 
a(O.O625)= 0.2909 
a(O.O625)= 0.3000 
a(O.O500)= 0.3076 
a(O.O500)= 0.3142 
a(O.O500)= 0.3200 
a(0.0500) = 0.3250 
a(0.0500)= 0.3294 
a(O.O500)= 0.3333 
a(O.O459)= 0.3368 
a(O.O400)= 0.3433 
a(0.0400) = 0.3460 
a(0.0400)= 0.3484 
a(O.O400)= 0.3536 
a(O.O400)= 0.3555 
a(O.O375)= 0.3573 
a(O.O400)= 0.3615 
a(O.O375)= 0.3629 
a(O.O357)= 0.3664 
a(O.O400)= 0.3678 
a(O.O357)= 0.3708 
So, from (26), if k is a multiple of s and 
1 m’- 1 28 
k<----r- 
l-2am-1 1-2cl 
with 
1 
( 
m-1 
cc=nh,s,4=(m_ l)d 1 - log, C mpdi - G 
) 
E LO, l/2), 
i=O 
m-1 
F = F(m,s,d)= max 
wEPLY 
slog,,, c in-di + dw 
i=O 1 
(27) 
(28) 
m-1 
- s log, c mpdi + dw E[O,l) 
i=O 
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Table 5 
Maximum values of LY as a function fd, for m=32, 64, 128, 256 and s ??[2,30] 
53 
s\m 32 64 128 256 
2 ~((0.1670)= 0.0645 ~((0.0760)=0.0396 a(0.0500)=0.0314 LY(O.O400)= 0.0215 
3 ~((0.0670)= 0.1075 c((O.O435)=0.0899 c((O.O250)=0.0708 ~((0.0120)=0.0566 
4 ~(0.0608)=0.1451 ~~(0.0286)=0.1269 c((0.0147)=0.1079 r~(O.O080)= 0.0911 
5 G((O.O500)= 0.1806 c((O.O219)=0.1555 c((0.0113)=0.1370 G((0.0057)=0.1200 
6 a(O.O400)= 0.2043 a(0.0195)=0.1798 a(0.0100)=0.1627 c((0.0050)=0.1450 
7 c((0.0400)=0.2211 a(0.0185)=0.2010 a(0.0084)=0.1830 a(0.0040)=0.1658 
8 a(O.O303)=0.2378 ~~(0.0164)=0.2182 G((0.0075)=0.2001 r(0.0037)=0.1836 
9 c((O.O303)=0.2508 c((O.O137)=0.2327 ~((0.0073)= 0.2152 1(0.0033)=0.1990 
IO c((O.O300)=0.2612 cr(O.O125)= 0.2444 c((O.O064)= 0.2279 x(0.0031)= 0.2124 
11 rs(O.O250)=0.2727 ~((0.0125)=0.2554 rx(O.OO60)=0.2393 x(0.0030)=0.2242 
12 c((O.O250)=0.2822 cr(O.O120)=0.2645 c((O.OO59)=0.2493 r(0.0027)=0.2346 
13 ~((0.0250)=0.2903 a(O.O125)=0.2735 c((O.O055)= 0.2583 a(0.0026)= 0.2440 
14 x(0.0250)=0.2972 r(0.0113)=0.2811 c((O.OO50)=0.2665 rz(O.OO25)=0.2526 
15 c((O.O250)=0.3032 a(0.0109)= 0.2878 a(0.0050)= 0.2740 a(0.0024)=0.2603 
16 a(0.0225)=0.3084 a(O.OlOO)= 0.2946 c((O.OO48)=0.2805 c((O.OO23)=0.2672 
17 a(0.0200)= 0.3149 c((0.0100)=0.3006 r(0.0046)= 0.2866 cr(O.OO22)=0.2737 
18 a(0.0205)=0.3189 G((O.O100)= 0.3059 r(0.0045)=0.2922 r(0.0021)= 0.2796 
19 a(0.0200)= 0.3242 ~((0.0092)= 0.3103 r(0.0043)=0.2975 r(0.0020)=0.2852 
20 c((O.O200)= 0.3290 ~((0.0089)= 0.3149 r(0.0042)=0.3023 r(0.0020)=0.2903 
21 r(0.0186)=0.3317 ~((0.0085)= 0.3191 a(0.0040)= 0.3070 s((O.OO20)=0.2950 
22 r(0.0200)=0.3357 c((O.OO80)=0.3232 a(0.0040)= 0.3113 a(O.O019)= 0.2995 
23 r(0.0200)= 0.3394 c((O.OO80)=0.3271 a(0.0040)=0.3153 a(0.0018)= 0.3036 
24 r(0.0177)=0.3427 a(0.0080)=0.3306 a(0.0038)=0.3187 cc(0.0018)=0.3076 
25 oc(0.0177)=0.3457 ~((0.0080)=0.3339 r(0.0037)=0.3223 G((0.0017)=0.3112 
26 a(0.0160)=0.3486 c((O.OO80)=0.3369 r(0.0036)= 0.3256 cc(0.0017)=0.3148 
27 a((O.O160)=0.3512 c((O.OO76)=0.3398 r(0.0036)=0.3287 ~((0.0017)=0.3181 
28 cc(O.O157)=0.3536 2(0.0073)= 0.3429 0((0.0035)= 0.3317 c4(0.0016)= 0.3212 
29 ~((0.0160)=0.3565 a(0.0073)=0.3453 a(0.0034)=0.3345 c((O.OO16)=0.3242 
30 G((O.O164)= 0.3590 c((O.OO73)=0.3481 ~((0.0034)=0.3372 a(0.0016)=0.3271 
and I 
1 
B=POT4= cm _ l)d E [o,+cO), 
then it is possible to construct a m-ary balanced code with Y check digits and k 
information digits. 
Note that, since FE [0,1) and (the Haspital’s rule is used to resolve the limit below) 
Jim0 a(m, +c+ d) = Jim0 
1 - log, CL;’ mpdi 
(m - 1)d 
= lim 
m(m-1) 1 
d+Om(m- l)=h(m- l)=y’ 
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Table 6 
Parameters of some proposed code designs for m = 2,3,4,5,6 and 7 
s=3 
m=2 S=5 
s= 17 
s=29 
s=5 
in=3 s=9 
s= 15 
s=30 
s=5 
m=4 s=9 
s=14 
s=28 
s=7 
m=5 s= 10 
s=18 
s=30 
d = 2.0000 
d = 1 .OOOO 
d = 1.0000 
d = 1.0000 
d = 1.0000 
d = 0.5000 
d = 0.5000 
d = 0.2500 
d = 0.5000 
d = 0.4000 
d = 0.2500 
d = 0.2500 
d = 0.5000 
d = 0.2500 
d = 0.2000 
d=0.1250 
s=6 d = 0.2500 
m=6 s=ll d = 0.2099 
s=18 d=0.1667 
s=30 d=0.1250 
s=7 
m=7 s= 11 
s= 18 
s=30 
d=0.2313 
d=0.1667 
d=0.1250 
d=O.lOOO 
k < 3.000000(2’ - 1) - 3.000000r - 6.000000 
k<5.000000(2r - 1) - 1O.OOOOOOr - 30.000000 
k<5.666666(2’ - 1) - 11.333333~ - 34.000000 
k < 5.800000(2’ - 1) - 11.600000r - 34.800000 
k<2.500000(3’ - 1)/2 - 2.500000r - 2.500000 
k < 3.000000(3r - 1)/Z - 6.000000r - 6.000000 
k<3.750000(3’ - 1)/2 - 7.500000r - 15.000000 
k <5.000000(3r - 1)/2 - 20.000000r - 40.000000 
k<2.142857(4r - 1)/3 - 2.857143r - 2.857143 
k < 2.700000(4’ - 1)/3 - 4.500000r - 4.500000 
k<3.500000(4r - 1)/3 - 9.333333r - 9.333333 
k <4.666666(4’ - 1)/3 - 12.444444r - 24.888888 
k<2.333333(5’ - 1)/4 - 2.333333r - 2.333333 
k<2.857143(5’ - 1)/4 - 5.714286r - 5.714286 
k<3.600000(5’ - 1)/4 - 9.000000r - 9.000000 
k<4.615385(5r - 1)/4 - 18.461538r - 18.461538 
k<2.142857(6’ - 1)/S - 3.428571r - 3.428571 
k<2.619048(6’ - 1)/S - 4.991039r - 4.991039 
k<3.332001(6’ - 1)/5 - 7.995203r - 7.995203 
k<4.411765(6’ - 1)/5 - 14.117647~ - 14.117647 
k<2.100000(7” - 1)/6 - 3.026373r - 3.026373 
k<2.749175(7’ - 1)/6 - 5.497251r - 5.497251 
k<3.200000(7’ - 1)/6 - 8.533333r - 8.533333 
k<4.285714(7’ - 1)/6 - 14.285714r - 14.285714 
for all m E IN, there actually exist values of s and d such that a(m,s,d) E [0, l/2). 
Indeed, it is possible to choose a(m, s, d) arbitrarily close to l/2 by taking s big and d 
small enough. Note also that, given m, any choice of s and d gives an infinite family 
of m-ary balanced codes with r check digits and k information digits which satisfies 
(27) and can be implemented with O(mklog k) digit operations and O(m+ k) memory 
elements. 
However, from the practical point of view, one would like s to be as small as 
possible because the computational complexity of the circuit which implements the 
tail-maps of Section 4 increases with s (and does not depend on d). Hence, given 
m and s, the problem is to find d E lR+ such that cr(m,s,d) is maximum. Tables 3-5 
report the maximum values of a(m,s, d) found with a computer search, for m = 2, 3, 
4, 5, 6, 7, 8, 16, 32, 64, 128, 256 and SE [2,30]. 
6. Concluding remarks 
This paper gives an efficient method to convert information words over the 
m-ary alphabet Z, = (0, 1, . . , m - 1) into m-ary balanced words. In particular, keeping 
the parameters s EON constant, for any m 2 2, infinite families of m-ary balanced codes 
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Table 7 
Parameters of some proposed code designs for m = 8,16,32,64,128 and 256 
s=7 
WI=8 .Y=ll 
s= 17 
s=30 
s = 8 
in= 16 s= 12 
.s=18 
s=30 
s=9 
in=32 s= 13 
s=l9 
s=30 
s= 11 
m = 64 s= 15 
s=21 
s=30 
s= 13 
In= 128 s= 17 
s=22 
s = 30 
s= 14 
m=256 s=l8 
s=23 
s=30 
d = 0.2500 
d=0.1250 
d=0.1250 
d = 0.0800 
d = 0.0625 
d = 0.0625 
d = 0.0500 
d = 0.0357 
d = 0.0300 
d = 0.0250 
d = 0.0200 
d = 0.0164 
d=0.0125 
d=0.0109 
d = 0.0085 
d = 0.0073 
d = 0.0055 
d = 0.0046 
d = 0.0040 
d = 0.0034 
d = 0.0025 
d = 0.002 1 
d=0.0018 
d=0.0016 
k<2.130435(8’ - I)/7 - 2.434783~ - 2.434783 
k<2.655172(8’ - I)/7 - 6.0689661. - 6.068966 
k<3.216216(Sr - I)/7 - 7.35135lr - 7.351351 
k <4.200000( 8’ - I )/7 - 15.000000r - 15.000000 
k<2.068966(16’ - I)115 - 4.413793~ - 4.413793 
k <2.500000( 16’ - I )/15 - 5.333333~ - 5.333333 
k < 3.000000( 16’ - I )/15 - 8.000000r - 8.000000 
k<3.871831(16r - I)/15 - 14.460619~ - 14.460619 
k<2.006623(32’ - I)/31 - 4.272591r - 4.272591 
k<2.384615(32r - 1)/31 - 6.153846r - 6.153846 
k<2.845411(32’ - I)/31 - 9.178744r - 9.178744 
k<3.546317(32’ - 1),‘31 - 13.950893~ - 13.950893 
k<22.044248(64” - 1),‘63 - 5.191740~ - 5.191740 
k<2.356608(64’ - ])I63 - 6.863575~ - 6.863575 
k<2.765400(64’ - 1)/63 - 10.328292r - 10.328292 
k<3.292054(64’ - I):63 - 14.316392r - 14.316392 
k<2.069158(128’ - 1)/127 - 5.924576r - 5.924576 
k<2.343085(128’ - I)/127 - 8.021517r - 8.021517 
k<2.650854( 128’ - 1)/127 - 10.436433r - 10.436433 
k<3.071998(128’ - ])/I27 - 14.228799~ - 14.228799 
k<2.021518(256’ - I)/255 - 6.342016r - 6.342016 
k<2.269602(256’ - 1)/255 - 8.476572r - 8.476572 
k<2.546924(256’ - 1)/255 - 11.097708r - 11.097708 
k<2.893343(256’ - 1)/255 - 14.183056~ - 14.183056 
are obtained with r check digits and k d [l/( 1 - 2x)][(m’ - l)/(m - I)] - ct(m, CI)T 
- c2(m, rx) information digits, where the constraint a E [0,1/2) can be chosen arbitrarily 
close to l/2. The codes can be implemented with O(mk log, k) m-ary digit operations 
and O(m + k) memory elements to store m-ary digits. On the other hand, letting in 
(27) and (28), s = s(k) be any function of k such that 
1 bs(k)dk 
and 
a family of m-ary balanced codes can be obtained whose number of redundant digits is 
r = log, k - ; log,n s(k) + 0( 1). 
This can be shown using (27), (28) and the following relation 
1 
( 
m-l 
“f(d) d”f (m _ 1 )d 1 - log, C m-di 
i=O ) 
= f(0) + f’(O)d + O(&) = ; - cm + l)t2;; 3)10gemd + O( 2). 
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Such family of codes can be implemented with (see (22) and (23)) O(mk log, k+mks) 
m-ary digit operations and O(k + ms3) memory elements to store m-ary digits. 
Tables 6 and 7 give the code designs for m = 2, 3, 4, 5, 6, 7, 8, 16, 32, 64, 128 
and 256 obtained for some values of s and the values of CI given in Tables 3-5. 
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