Remark. For every t 0, we set "(t) = 1 (if t > 0); "(t) = 0 (if t = 0): Then we have R + (") = f u 2 R r j u i 0; "(u i ) = " i for all i = 1; 2; : : : ; r g : Making s; u 2 R r correspond to each other by s = u + p(")=2, we see by (6.2) that s 2 4(") () u 2 R + ("): Moreover if is symmetric and simple, then d := dim h ki = dim V ki is independent of k; i; so that (4.3) and (4.4) imply p k (") = d(" 1 + 1 1 1 + " k01 ): From these observations follows the description of 4 for the case of symmetric cones given in [3, p. 138] .
with ' 1 2 C 1 c (R); ' 2 2 C 1 c (V [1] ). By virtue of Proposition 3.8, we see that supp ' \ is compact, so that R s can be applied to ' . Now by (6. 4( ") for some " = (" 2 ; : : : ; " r ) 2 f0; 1g r01 . We next x a non-negative ' 2 such that h R s ; ' 2 i is strictly positive. Then using (6.10) again, we get h s 1 ; ' 1 i 0 for any ' 1 0 in turn. Therefore s 1 is positive, so that s 1 0. If s 1 = 0, then putting " := (0; " 2 ; : : : ; " r ), we get s 2 4(").
It now remains the case s 1 > 0. Before proceeding we remark that the map (0; +1) 2 n 1 2 V [1] ! f x 2 V j x 11 > 0 g given by (u; L 1 ; y) 7 ! uE 1 0 p ujL 1 + Q [1] (L 1 ; L 1 ) + y is a dieomorphism. In fact, as is suggested by the proof of Proposition 3.8 and can be checked directly, the inverse map is given by x Now let us consider the functions ' 2 C 1 c (V ) given by ' (x) := ( 1 (u) 2 (L 1 ) 3 (y) (x 11 > 0); 0 (x 11 0); with 1 2 C 1 c (0; +1); 2 2 C 1 c (n 1 ); 3 2 C 1 c (V [1] ). Then we have by (6.9) hR s ; ' i = 0(dim n 1 )=2 h s 1 ; 1 ih R s0 n=2 ; 3 i Z n 1 2 (L 1 ) dL 1 : Since s 1 > 0, the positivity assumption of R s yields that R s0 n=2 is positive. Hence by the induction hypothesis we have s0 n=2 2 4( ") for some " = (" 2 ; : : : ; " r ) 2 f0; 1g r01 . Put " := (1; " 2 ; : : : ; " r ). Then by (4.4) and (6.8) we have p k (") = p k ( ") + n k1 for k = 2; : : : ; r. Thus s 0 n=2 2 4( ") is equivalent to s i > p i (")=2 (if " i = 1); s i = p i (")=2 (if " i = 0) for i = 2; : : : ; r. Since we have s 1 > 0 = p 1 (")=2, we see that s 2 4("). Hence the theorem is completely proved. 4 by induction on the rank r of the cone .
Let us consider rst the case r = 1. In this case R s coincides with s given by (5.15). Take 2 S(R) ( = 1; 2; : : : ) such that (x) = (x+ (1=))e 0x (x 0) and 0. Then 0 h s ; i = s + (1=). Letting ! +1, we get s 0, so that the claim holds in this case. Assume next that the claim holds for cones of rank r01. In particular, the claim holds for the cone [1] V [1] . For = ( 2 ; : : : ; r ) 2 C r01 , let R be the Riesz distribution R( [1] ) on [1] . Let 4 be the Gindikin-Wallach set for R . We have 4 = F "2f0;1g r01 4( ") with 4( ") ( " = (" 2 ; : : : ; " r )) having a description similar to (6.2): 
(5.16) By analytic continuation, we see that this expression for hR M k (z) ; ' i is valid for any z 2 C. Since 0 is the Dirac measure at u = 0, we get by putting z = 0,
Combining (5.17) with (5.10), we obtain for 2 S(V [k] ),
) (n k+1;k =2;:::;n rk =2) ; : (5.18) x6. Gindikin-Wallach sets. We now investigate the positivity set (Gindikin-Wallach set) of the parameter s of the Riesz distribution R s and describe it in connection with the H-orbit structure in .
Let us set 4(") := 4 C (") \ R r : (6.1) By (4.13) and (5.4) it is evident that 4(") = 1 2 p(") + R + ("): (6.2) For s 2 4(") and 1 k r, let
We note here that (4.4) and (5.13) give
Since p k ( i ) = 0 for i k, we have s (k) k = s (r) k . Moreover (6.2), (6.3) and (6.4) imply s (r) 2 R + ("), so that
(ii) The assertion is clear from (i) and the injectivity of the Laplace transform.
(iii) The assertion also follows from the injectivity of the Laplace transform.
We obtain the following proposition from (4.15) by analytic continuation. 
Then it is easy to check that M k (z) 2 D( k ) (see (4.12) ). Since p( k ) = (0; : : : ; 0; n k+1; k ; : : : ; n rk ); (5.13) we see that jp( k )j = P m>k n mk = dim n k by (2.14) . Assume that <z > 0. Then M k (z) 2 4 C ( k ), and we have by (5.6) and (4.10) hR
where 5 k := 5(O k ) for simplicity. Now if T 2 5 k , we have by (4.11)
Thus by (2.24), (1.2) and (3.11), we get 2(T) = (t kk ) 2 E k 0 t kk jL k + Q [k] (L k ; L k ): Then, changing the variable t kk = p u, we see that the right-hand side of (5.14) is
Here putting n " := L " i =1 n i for simplicity, we deneĨ " ' 2 C 1 (R(")) and I " ' If s 2 4 C ("), then the last integral converges, which proves (i).
(ii) Take = ( 1 ; : : : ; r ) 2 Z r \ R + ("). Using the obvious identity
we have by (4.10) and (5.9), hR " s ; ' i = 2 j"j 0jp(")j=2 The right-hand side is holomorphic for s 2 0 + 4 C ("). Hence hR " s ; ' i can be continued analytically to 0 + 4 C ("). Since 2 Z r \ R + (") is arbitrary, the assertion (ii) holds.
We simply write R s for R 1 s , and call it the Riesz distribution on . We note thats = s if " = 1 and that since D(1) = C r , R s is dened for all s 2 C r . Theorem 
(i)
Let s 2 D(") and 2 3 . Then the Laplace transform of R " s is given as hR " s ; e 0hx;i i x = 0s (t), where t 2 H is taken so that = t 3 1 E 3 .
(ii) The distribution R " s coincides with R s for any " 2 f0; 1g r and s 2 D("). In particular, supp R s O " if s 2 D(").
(iii) For s; s 0 2 C r , one has R s 3 R s 0 = R s+s 0. (4.14) . Then, for ' 2 S(V ), the following integral converges:
(ii) hR " s ; 'i admits an analytic continuation as a holomorphic function of s 2 D("), and denes a tempered distribution.
Proof. (i) Put x = 2(T) in the integral (5.5). We have (5.1) and, proceeding as in the proof of Theorem 4.2, we get hR " s ; 'i = 1
Proof. If " = 0, the integral (4.8) reduces to 1. Thus (4.9) and (4.10) hold trivially. Assume now that " 6 = 0. By (2.22), we have for T 
Since (2.22) and (2.23) lead us to (T ) 1 E = (T ) 1 E " = (A 10" + T ) 1 E " ; (4.11) we get from (4.6) by setting t = (A 10" + T ) and
Therefore the convergence argument is reduced to the one for the ordinary gamma functions. Since (2.14), (4.3) and (4.4) imply
we obtain (4.10).
We introduce the following subsets in C r : 
Proof. The case " = 0 is trivial. Assume that " 6 = 0. Given t 0 2 H, we take T 0 2 5 for which t 0 = (T 0 ). Consider the map H(O " ) 3 t 7 ! t 0 := " (t 0 t) 2 H(O " ). In view of (2.5) and (2.6), dierentiation of this map gives
Considering the lexicographic order introduced in Section 2, we obtain
Now, if x = t 1 E " , then t 0 1 x = t 0 1 E " by Lemma 3. 
where we have used Lemma 3.4 to get the last equality. The second assertion follows from this and Proposition 2.5. [1] such that x = 1 (t 11 ) exp L 1 1E 1 +y: Using (2.24) and (1.2), we get x = (t 11 ) 2 E 1 0 t 11 jL 1 + Q [1] (L 1 ; L 1 ) + y: (3.13) Hence x [1] = Q [1] (L 1 ; L 1 ) + y: On the other hand, comparing (3.13) with (2.15), we obtain x 11 = (t 11 ) 2 and X m1 = 0t 11 jT m1 . Therefore so that [1] 3 y = x [1] We also obtain \ f x 2 V j x 11 = 0 g = [1] as was shown in the proof of Theorem 3.5. Hence the proposition is proved. x4. Gamma integrals on H-orbits.
In this section, we shall dene and evaluate 0 -type integrals on the H-orbits O " after introducing functions and measures on O " relatively invariant under the action of H. which means that the claim holds when the rank is r. Therefore the theorem is proved.
The second half of this section is devoted to an inductive description of which will be needed in the proof of Theorem 6.2.
We set . Hence P V [k]() [k] . The converse inclusion is clear because [k] .
We now arrive at the main result of this section. Proof. By Proposition 3.2 (ii) and Lemma 3.3 (ii), it suces to show Claim. Given x 2 , there exist " 2 f0; 1g r and t 2 H(O " ) such that x = t 1 E " . We shall prove the claim by induction on the rank r of cones. The rank one case is obvious. Assume that the claim holds when the rank is r 0 1. In particular, the claim holds for [1] . Let x 2 . According to Proposition 3.1, we takeT 2 5 such that x = (T ) 1 E (thoughT is not necessarily unique). We assume rst that x 11 = 0. Thent 11 = (x 11 ) 1=2 = 0 by (2.22), so that X m1 =t 11 [T m1 ; E 1 ] = 0 (m > 1) by (2.23). Thus x = P V [1](x) 2 [1] by Lemma 3.4 (ii). Then the claim holds in this case by the induction hypothesis. Next, let us consider the case x 11 > 0. Put Then (T ) =t 1t [1] 2 H by Proposition 2.1, and we havet 11 = (x 11 ) 1=2 > 0 by (2.22), so thatt 1 2 H. On the other hand, we havet [1] 1 E [1] 2 [1] . By the induction hypothesis, there exist unique " 0 := (0; " 2 ; : : : ; " r ) 2 f0; 1g r and t 0 = (T 0 ) 2 H(O " 0) (T 0 2 5) such thatt [1] Proof. (i) If " i = 0, the right-hand sides of (2.22) and (2.23) do not contain t ii nor T ki (k > i). Hence the assertion holds.
(ii) The surjectivity of 9 " follows from (i). Since h E" \ h(O " ) = f0g, the injectivity is clear.
We set for k = 1; 2; : : : ; r 0 1;
[k] := (0; 3 , the dual cone of [k] . Lemma 
(i) For t 2 H( [k] ) and x 2 V , one has t 1 P V [k](x) = P V [k](t 1 x):
(ii) For Evidently extends , so that we express (T ) still by the matrix (2.4). We remark that the formulas in Propositions 2.1 (i) and 2.5 remain valid for (T ) by continuity. (ii) ( We shall apply Lemma 2.2 repeatedly to the pairs of the subalgebras
n i for l = 1; : : : ; r 0 1. Suppose (T ) = (T 0 ) for T; T 0 2 5. Then Lemma 2.2 with h 1 := h (r01) and h 2 := RA r gives t rr = t 0 rr and (T ) exp(0T rr ) = (T 0 ) exp(0T 0 rr ) 2 exp h (r01) . Next, putting h 1 :=h (r01) and h 2 := n r01 in Lemma 2.2, we get L r01 = L 0 r01 . Repeating these arguments, we obtain T = T 0 .
We next observe the action of H on V . To do so we express every x Since the summation range can be interpreted as (m; l) (k
We now investigate the action of H on the specic elements more closely. For this purpose, we rst need to introduce a new inner product on g . Let E 3 be the linear form on g dened by hx + T; E 3 i := 
Making use of (2.12) and (2.13), we calculate the right-hand side of (2.11) to arrive at the right-hand side of (2.6).
(ii) LetH be the image of . By (i),H is a subgroup of H. Recall the element A in (1.4) Proof. Suppose that t 1 t 2 = t 0 1 t 0 2 (t i ; t 0 i 2 exp h i ; i = 1; 2). Then there exists T 2 h such that exp T = t 1 01 t 0 1 = t 2 t 0 2 01 . This implies T 2 h 1 \ h 2 , so that T = 0. Hence t 1 = t 0 1 and t 2 = t 0 2 .
We now prove the injectivity of . Let n i (1 i r 0 1) be the commutative subalgebras of h given by
(2.14)
Given T 2 h, the symbols T mk (m > k) as well as L k will be used to denote the elements in (2.1) and (2.2) without any comments in this paper. Let In this section, retaining the notation of the previous section, we describe the action of H on V explicitly by expressing the elements of H as lower triangular matrices with vector entries. This expression visualizes not only the multiplication of the elements of H but also the action of H on V , and makes the resultant formulas easier to understand.
We start by expressing every T 2 h, according to (1. (0)) (1.6) and j g (1=2) = g (1=2).
It is known that normal j-algebras corresponding to tube domains are those for which g (1=2) = f0g. Henceforth, let g be a normal j-algebra such that g (1=2) = f0g. Put V = g (1) and h = g (0). By (1.5), g is a semidirect product V o h with V a commutative ideal. Let G be the simply connected Lie group corresponding to the Lie algebra g . Since g is split solvable, the exponential mapping is a dieomorphism from g onto G. Put H := exp h G. The adjoint action of H leaves V invariant, and we write t 1 x for Ad(t)x (t 2 H; x 2 V ). By [11, Theorem 4.15 ] the H-orbit x1. Preliminaries. Let V be a nite-dimensional vector space over R and an open convex cone in V containing no line. We assume that is homogeneous. This means that the group GL() of linear automorphisms of the cone acts on transitively. Let T := V + i be the corresponding tube domain in the complexication V C of V . Then T is homogeneous under the ane transformations x + iy 7 ! a + t 1 x + it 1 y (a 2 V; t 2 GL()): The tube domain T is also called a Siegel domain of type I, a special case of Siegel domains of type II (see [8] for denition). Let D be a Siegel domain of type II on which the group Hol(D) of holomorphic automorphisms of D acts transitively. By [7] there is a split solvable closed subgroup G of Hol(D) acting simply transitively on D, and the Lie algebra g of G has a structure of normal j-algebra. Conversely any normal j-algebra gives rise to a homogeneous Siegel domain of type II as described in [8, Chapter 2, Section 5], [11, Section 4A] . These observations ensure that we lose no generality by beginning the present paper with a normal j-algebra and assuming our homogeneous cone to be dened through the normal j-algebra. Now let g be a real split solvable Lie algebra, j a linear automorphism on g such that j 2 = 0id g , and ! 0 a linear form on g . The triple ( g ; j; ! 0 ) is called a normal j-algebra if the following three conditions are satised:
( 6 = , we have g ? g with respect to the inner product (1.1). If 6 = 0 and g 6 = f0g, we call a root and g the root space corresponding to . Concerning normal j-algebras, the following theorem is fundamental. also [5] ), where the theory is based on the left symmetric algebras. Our formulation is inspired by the book [3, Chapter VI, Section 3] of Faraut and Kor any in which the framework of Jordan algebra is developed.
In Section 3, we study the H-orbit structure and an inductive structure of . The explicit formulas obtained in Section 2 play a fundamental role here. We remark that the inductive description of homogeneous cones is rst given by Vinberg [15] and further pursued by Rothaus [12] and Dorfmeister [1] . Theorem A above is proved in Theorem 3.5
The purpose of Section 4 is to introduce and investigate the gamma function 0 O " associated to O " for every " 2 f0; 1g r mentioned above. The denition of 0 O " requires a function and a measure on O " which are relatively invariant under the action of H. These two relative invariants are dened through the above-mentioned dieomorphism 9 " : H(O " ) ! O " . It is essentially from the convergence condition of the dening integral (4.8) of 0 O" that the condition for 4(") is derived.
In Section 5, we consider the analytic continuations of the distributions R " s obtained from the relatively invariant measures on O " dened by the right-hand side of (0.1). This is done in Theorem 5.1, and comparing the Laplace transforms of these distributions, we see in Theorem 5.2 that these distributions coincide with the Riesz distributions in each of their denition domains of the parameter s.
In the last section, Section 6, the Gindikin-Wallach set 4 is determined. Properly speaking, we dene 4 as the disjoint union of 4(")'s and prove that 4 is exactly the positivity set for the Riesz distribution. The proof is carried out by induction on the rank of cones, and in this regard, the inductive description of in Section 3 is of substantial importance. The algorithm mentioned above is given after Proposition 6.1.
Let us x some general notations used in this paper. Let U be a real vector space and U 3 its dual vector space. For A 2 End(U), A 3 denotes the adjoint operator of A, that is, A 3 := A ( 2 U 3 ). Moreover, if U is endowed with an inner product, we denote by S(U) the Schwartz space of rapidly decreasing functions on U.
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In order to state our second theorem, we put for every " It is easy to verify that our description of 4 reduces to that of Faraut and Kor any [3, p. 138] for the case of symmetric cones (see Remark given after Theorem 6.2).
To describe the measure that R s (s 2 4(")) induces on O " we will pick up a subgroup H(O " ) of H which is dieomorphic to O " (see (3.4) Theorem C is essentially proved in Section 5. The function 0 O " itself is a generalization of the function 0 studied by Gindikin [5] . We show in Theorem 4.2 that it is expressed as a product of the usual gamma functions. We now describe the organization of this paper. In Section 1, we summarize the basic structure of normal j-algebras. Section 2 is devoted to giving various explicit formulas. This is done by expressing the elements in H by lower triangular matrices with vector entries (see (2.4) ). The idea of such expression is due to Vinberg [15] (see
