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Abstract
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1 Introduction
Travelling salesman problem (TSP) is one of the most studied topics in both com-
puter science and combinatorial optimization. Given a set of points and the distance
between every pair of them, the goal is to find the shortest route that visits each
point exactly once and ends in the starting point. A natural restriction on TSP is
to require that the distances between points satisfy the triangle inequality, which
is called metric TSP. Metric TSP is known to be NP-hard as well as NP-hard to
approximate with a ratio better than 185/184 [11]. Christofides [5] showed that it
is possible to approximate metric TSP with a ratio 1.5 in polynomial time.
Many other restrictions of the problem, such as Euclidean TSP, (1, 2)-TSP, or
graphic TSP have been extensively investigated [1, 3, 13]. The last restriction,
graphic TSP, asks to find a closed tour as short as possible, such that it contains all
vertices of an unweighted graph. (If we allow weights in the graph, then the problem
is equivalent to metric TSP.) We call such tour a travelling salesman tour or a TSP
tour for short. Sebö and Vygen found a 1.4-approximation algorithm for the graphic
TSP. For more information on the approximation algorithms for TSP we refer to the
survey of Vygen [15].
This paper is devoted to instances of graphic TSP, where the graph is simple
cubic and bridgeless. Since each bridge has to be used twice in any closed trail, TSP
on cubic graphs with bridges naturally reduces to TSP on subcubic graphs. Mömke
and Svennson [13] proved, that a connected subcubic graph on n vertices has TSP
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tour of length at most 4/3·n−2/3, which is a tight bound. Even if the graph is cubic
and has multiedges, then we can easily modify the construction of graphs attaining
the bound 4/3 ·n−2/3 from [4] to use multiedges since we can use them to simulate
two consecutive vertices of degree 2. Therefore, to make further improvement one
has to consider simple bridgeless cubic graphs.
Boyd et al. [4] proved, that a simple connected bridgeless cubic graph on n
vertices has a TSP tour of length at most 4/3 · n − 2, provided n ≥ 6. Correa,
Larré, and Soto [6] improved the result to (4/3− 1/8754) · n. Zuylen [14] improved
this further to (4/3− 1/61236) · n. If we restrict ourselves to simple bipartite cubic
graph, then we get TSP tour of length at most 9/7 · n as shown by Karp and Ravi
[10]. Our main result is the following.
Theorem 1. Let G be a connected bridgeless cubic graph on n vertices, where
n ≥ 8. Then G has a travelling salesman tour of length at most 1.3 · n− 2.
The proof of the theorem is constructive and the tour can be constructed in polyno-
mial time. The algorithm provides the best polynomial time approximation of TSP
on simple cubic graphs known at present. Very recently Dvorak, Kral, and Mohar
improved the result by showing that every bridgeless cubic graph has a TSP tour of
length at most 9/7 · n− 1 [8].
The paper is organized as follows. In section 2 we define cost of an even factor
and restate Theorem 1 in this new setting as Theorem 2. We show that none of
the smallest counterexamples to Theorem 2 contains several defined subgraphs. In
section 3 we define special kinds of even factors, called bounded even factors, where
the position of isolated vertices is restricted and the isolated vertices are assigned
to the circuits of the even factor. We restate Theorem 2 as Theorem 5 by using
bounded even factors (which are even factors satisfying an additional property)
instead of even factors and by considering only graphs that contain no reducible
subgraphs. Moreover, we define operations on bounded even factors, called swaps,
which decrease the cost of the factor. In section 4 we prove our key lemma (Lemma 9)
that allows us to find a suitable 2-factor F , which will be our starting bounded even
factor. The lemma is stated generally to allow its future reuse (e.g. graphs can have
reducible configurations). Section 5 describes how the swaps are carried out on F
and how the cost is distributed among the vertices of the graph. We bound the cost
of the vertices according to the requirements of Lemma 9. In section 6 we finish the
proof of Theorem 5 and thus also Theorem 2 and Theorem 1. We discuss how our
proof can be converted into a polynomial algorithm to find the TSP tour.
2 Even factors, reductions
First we define several basic standard graph theory notions used in the paper. All
graphs in the rest of the paper are simple unless explicitly stated otherwise (we keep
using the word "simple" occasionally to emphasise it). Let G be a graph. We denote
the vertex set of G by V (G) and edge set of G by E(G). A circuit is a connected
graph such that each vertex has degree 2. A k-circuit is a circuit that contains
exactly k vertices. A boundary of a vertex set W ⊆ V (G) (or of a subgraph H
of G), denoted by ∂(W ) (∂(H)), is the set of edges with precisely one end-vertex
in the W (in V (H)). A set of edges is independent if no two edges are incident
to a common vertex (thus an independent boundary is a boundary that contains
independent edges). Let H be a subgraph of G. A contraction of H in G, denoted
by G/H, is a graph created by contracting all the edges in H. A spanning subgraph
of G is a subgraph of G that contains all its vertices. A perfect matching of G is a
spanning subgraph of G such that each vertex has degree 1. A 2-factor of G is a
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Figure 1: Reducible subgraphs of type 1, 3, and 4 with their reductions.
spanning subgraph of G such that each vertex has degree 2. An Eulerian graph is
a connected graph such that the degree of each vertex is even (an isolated vertex is
an Eulerian graph). An even factor of G is a spanning subgraph F of G such that
each component of F is Eulerian. If G is cubic, then each component of F is either
a circuit or an isolated vertex. For an even factor F we denote the set of isolated
vertices of F by VF and the set of circuits of F by CF .
Let G be a bridgeless cubic graph on n vertices and let F be an even factor of G.
We can naturally construct TSP tour of G using F . First we find a spanning tree T
in the graph G/F . Then we take the Eulerian multigraph that contains all edges of
F once and all edges of T twice. The Eulerian tour of this graph yields a TSP tour
in G. Since T has |VF |+ |CF | − 1 edges and F has n− |VF | edges, the total length
of the TSP tour is n + 2 · |CF |+ |VF | − 2.
We can express the length of such TSP tour as the cost of the even factor F as
follows. For each component H of F we define the cost of H as c(H) = |E(H)|+ 2,
and the cost of F as c(F ) =
∑
H∈VF∪CF c(H). Clearly, c(F ) = n + 2 · |CF | + |VF |,
therefore, G has a TSP tour of length at most c(F ) − 2. Thus we can reformulate
Theorem 1 as follows.
Theorem 2. Let G be a simple connected bridgeless cubic graph on n vertices,
where n ≥ 8. Then G has an even factor with cost at most 1.3 · n.
We start by proving that several subgraphs cannot be present in any smallest
counterexample to Theorem 2. An 8-diamond is an 8-circuit with 3 chords. A
6-diamond is a 6-circuit with 2 chords such that the circuit is not contained in
any 8-diamond. A 4-diamond is a 4-circuit with a chord such that the circuit is
not contained in any 6-diamond. The following induced subgraphs will be called
reducible subgraphs:
• type 1 reducible subgraph: a 5-circuit with a chord and an independent bound-
ary (Figure 1 left);
• type 2 reducible subgraph: an 8-diamond;
• type 3 reducible subgraph: a 7-circuit with 2 chords forming a 4-diamond and
with an independent boundary (Figure 1 right).
• type 4 reducible subgraph: a 6-circuit with exactly one chord that connects two
vertices of the 6-circuit in distance 2.
A bridgeless cubic graph is called irreducible if it contains no reducible subgraph.
We show that in order to prove Theorem 2 it is sufficient to work with irreducible
graphs. The following observation can be easily checked by hand.
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Observation 3. Let G be a connected bridgeless cubic multigraph on at most 8
vertices, with no more than one pair of multiedges, and let e ∈ E(G). Then G
contains a Hamiltonian circuit containing e.
Lemma 4. The smallest counterexample to Theorem 2 does not contain any re-
ducible subgraph.
Proof. Let G be the smallest counterexample to Theorem 2. Suppose for contradic-
tion that G contains a reducible subgraph. We show that regardless of which type
the subgraph is, a contradiction results.
Suppose that G contains a type 1 reducible subgraph S. Let as denote the
vertices of S by u1,u2,u3,u4, and u5 with the chord u2u5 and the vertices adjacent
to S by v1,v2,v3,v4, and v5 respectively as shown in Figure 1, left. Let G′ be a graph
obtained from G by contracting S into one vertex v (Figure 1, left). If G′ has at
most 8 vertices, then we easily extend a Hamiltonian circuit of G′, whose existence
is guaranteed by Observation 3, into a Hamiltonian circuit of G. Otherwise, let F ′
be an even factor of G′ satisfying Theorem 2. We create an even factor F of G from
F ′ as follows.
If v is contained in a circuit of F ′, then we may without loss of generality assume
that either F ′ contains vv1 and vv2 or F ′ contains vv2 and vv3. If F ′ contains
vv1 and vv2, then we define F = (F ′ − v1vv2) ∪ v1u1u2u5u4u3v2. If F ′ contains
vv2 and vv3, then we define F = (F ′ − v2vv3) ∪ v2u3u2u1u5u4v3. In both cases
|V (G)|−|V (G′)| = 4 and c(F )−c(F ′) = 4. Since F ′ satisfies c(F ′) ≤ 1.3·|V (G′)|, we
get c(F ) ≤ 1.3 · |V (G)| − 1.2, which contradicts the fact that G is a counterexample
to Theorem 2. If v is isolated in F ′, then we set F = F ′ ∪ u1u2u3u4u5u1. Now
|V (G)| − |V (G′)| = 4 and c(F )− c(F ′) = 5. Since F ′ satisfies c(F ′) ≤ 1.3 · |V (G′)|,
we get c(F ) ≤ 1.3·|V (G)|−0.2, which contradicts the fact thatG is a counterexample
to Theorem 2.
Suppose that G contains a type 2 reducible subgraph S0. Let us denote the
vertices of degree 2 of S0 by v1 and v2. We denote the vertices adjacent to S0 so
that the ∂(S0) contains edges v1v01 and v2v02. Let C0 denote the 8-circuit of S0. Let
P 0 denote a Hamiltonian path connecting v1 and v2. The existence of such path
is implied by Observation 3. Indeed, we add a new edge e between v1 and v2 to
S0 (this may produce a multighraph) and then we require e to be in a Hamiltonian
circuit. Removing e from the Hamiltonian circuit creates a Hamiltonian path.
For i > 0, if vi−11 , v
i−1
2 are adjacent, then we define S
i, vi1, vi2, P i, and Ci
as follows. Let Si be the subgraph of G induced by V (Si−1) ∪ {vi−11 , vi−12 }, let
Pi = v
i−1
1 P
i−1vi−12 , let C
i = vi−11 P
i−1vi−12 v
i−1
1 , and let v
i
1 and vi2 be the vertices
outside Si adjacent to vi−11 and v
i−1
2 , respectively (they exist because G is simple).
As G is bridgeless vi1 6= vi2. Let k be the highest integer for which Sk is defined.
Let G′ be a graph obtained from G by deleting all vertices of Sk and adding the
edge vk1vk2 . If G′ has at most 8 vertices, then using path P k we can easily extend the
Hamiltonian circuit of G′ that contains vk1vk2 into Hamiltonian circuit of G which
contradicts that G is a counterexample to Theorem 2. Therefore G′ has more than
8 vertices. Let F ′ be an even factor of G′ that satisfies Theorem 2. We create an
even factor F of G from F ′ as follows. If vk1vk2 ∈ F ′, then F = (F ′− vk1vk2 )∪ vk1P kvk2 .
We have |V (G)| − |V (G′)| = |V (Sk)| and c(F ) − c(F ′) = |V (Sk)|. The even factor
F ′ satisfies c(F ′) ≤ 1.3 · |V (G′)|, hence we get c(F ) ≤ 1.3 · |V (G)| − 0.3 · |V (Sk)|,
which contradicts the fact that G is the smallest counterexample to Theorem 2. If
vk1v
k
2 6∈ F ′, then F = F ′ ∪ Ck. We have |V (G)| − |V (G′)| = |V (Sk)| and c(F ) −
c(F ′) = |V (Sk)|+ 2. The even factor F ′ satisfies c(F ′) ≤ 1.3 · |V (G′)|, hence we get
c(F ) ≤ 1.3 · |V (G)| − 0.3 · |V (Sk)| + 2, which, as |V (Sk)| ≥ 8, contradicts the fact
that G is a counterexample to Theorem 2.
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Suppose that G contains a type 3 reducible subgraph S. Let us denote the
vertices of S by u1,u2,u5,u4,u6,u7, and u3 in successive order so that the two chords
forming a 4-diamond are u5u6 and u4u7, and let the vertices adjacent to S be v1,v2,
and v3 as in Figure 1, right. Let G′ be a graph obtained from G by contracting
S into one vertex v (Figure 1, right). If G′ has at most 8 vertices, then we easily
extend a Hamiltonian circuit of G′ into a Hamiltonian circuit of G. Otherwise, let
F ′ be an even factor of G′ satisfying Theorem 2.
We may without loss of generality assume that either v is isolated vertex of
F ′, or vv2, vv3 ∈ F ′, or vv1, vv2 ∈ F ′. If v is isolated in F ′, then we set F = F ′ ∪
u1u2u5u4u6u7u3u1. If vv2, vv3 ∈ F ′, then we set F = (F ′−v2vv3)∪v2u2u5u4u6u7u3v3
and u is an isolated vertex of F . If vv1, vv2 ∈ F ′, then we set F = (F ′ − v1vv2) ∪
v1u1u3u7u4u6u5u2v2. We get that |V (G)|− |V (G′)| = 6 and c(F )− c(F ′) ≤ 7. Since
F ′ satisfies c(F ′) ≤ 1.3 · |V (G′)| we get a contradiction with G being the smallest
counterexample to Theorem 2.
Finally, suppose that G contains a type 4 reducible subgraph S. Let us denote
the vertices of the 6-circuit of S by v1, v2, v3, v4, v5, v6 in successive order so that
the chord is between v1 and v3 (Figure 1, bottom). Let G′ be a graph obtained by
contracting the triangle v1v2v3 into one vertex v. If G′ has at most 8 vertices, then we
easily extend a Hamiltonian circuit of G′ into a Hamiltonian circuit of G. Otherwise,
let F ′ be an even factor of G′ satisfying Theorem 2. If v is not an isolated vertex of
F ′, then we extend the circuit of F ′ that passes v by two edges of the triangle v1v2v3
and denote the resulting even factor of G by F . We have c(F ) = c(F ′) + 2 and
|V (G)| = |V (G′)| + 2 which contradicts with G being the smallest counterexample
to Theorem 2. If v is an isolated vertex of F ′, then we have up to symmetry
three cases to consider: among the edges of the circuit vv4v5v6, either no edge is
in F ′, or only v4v5 is in F ′, or v4v5 and v5v6 are in F ′. If the first case we set
F = F ′ ∪ v1v2v3v4v5v6v1, in the second case F = (F ′ − v4v5) ∪ {v4v3v2v1v6v5}, and
in the third case F = (F ′ − v4v5v6) ∪ {v4v3v2v1v6} and v5 is an isolated vertex.
In each case c(F ) ≤ (F ′) + 2. Since F ′ satisfies c(F ′) ≤ 1.3 · |V (G′)| we get a
contradiction with G being the smallest counterexample to Theorem 2.
3 BE factors and swaps
The cost of the even factor F depends on the presence of isolated vertices and
the length of circuits from F . Short circuits and isolated vertices have high cost
compared to the number of vertices they cover. Although isolated vertices may be
necessary to produce a cheap even factor (e.g. in the Petersen graph an even factor
containing one 9-circuit and an isolated vertex is cheaper than a 2-factor which must
contain two 5-circuits), they have to be used sparsely. To facilitate further analysis,
we restrict the presence of isolated vertices in even factor and attach them to circuits
to distribute the cost.
Let F be an even factor of a cubic graph G. Let v ∈ VF and let C ∈ CF . We say
that v is bounded to C if
• v has at least two neighbours in C or
• v has at least one neighbour in C and one neighbour is an isolated vertex in F
bounded to C or
• v has two neighbours that are isolated vertices in F bounded to C.
If each isolated vertex of F is bounded to some circuit of F , then we say that F is a
bounded even factor (BE factor) of G. Since the graph is cubic, each isolated vertex
in F can be bounded to at most one circuit of F . Hence for a BE factor F of G, each
v ∈ VF is bounded to exactly one circuit C ∈ CF . An extended circuit (X-circuit)
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of F is a union of a circuit C ∈ CF with all isolated vertices of F bounded to C.
Thus we can alternatively define a BE factor of G as a spanning subgraph of G such
that each component is an X-circuit. For a BE factor F of G let XF be the set of
X-circuits of F . For an X-circuit X let CX be the circuit of X and VX be the set of
isolated vertices of X
For each X-circuit X we define the cost of X to be c(X) = |V (X)| + |VX | + 2,
which corresponds to the definition of the cost in an even factor. We can calculate
the cost of a BE factor F using any of the following formulas.
c(F ) =
∑
H∈CF∪VF
c(H) =
∑
X∈XF
c(X).
We can prove Theorem 2 by proving the following statement taking into account
Lemma 4.
Theorem 5. Let G be an irreducible simple connected bridgeless cubic graph on n
vertices, where n ≥ 8. Then G has a BE factor with cost at most 1.3 · n.
Let F be an even factor of a bridgeless cubic graph. We can reduce the cost of
an even factor by certain swapping operations that merge two or three circuits of
the even factor. Beside the cost reduction we prove that each swapping operation
preserves boundedness of the even factor and always merges the X-circuits involved.
Let C4 = v1v2v3v4 be a 4-circuit of G without a chord. Assume that all edges
from ∂(C4) belong to two distinct circuits of F . Then exactly two edges of C4 belong
to F , each one to a distinct circuit of F , say v1v2 belongs to a circuit C1 ∈ CF and
v3v4 belongs to a circuit C2 ∈ CF . We replace the edges v1v2 and v3v4 in F with
the edges v1v4 and v2v3 (Figure 2) and denote the resulting even factor by F ′.
This operation merges the circuits C1 and C2 into one circuit C of F ′ and leaves
the remaining circuits unaffected, thus c(F ) − c(F ′) = 2. We call this operation a
4-swap on C4 and we say that C1 and C2 participate in the swap. The vertex set
V ′F = VF . If v is bounded to a circuit Cv ∈ CF −C1−C2 in F , then v is also bounded
to Cv in F ′ and if v is bounded to a circuit C1 or C2 in F , then v is bounded to C in
F ′. Therefore, if F is BE factor, then so is F ′ and the X-circuits of F are identical
to X-circuits of F ′ except for the two X-circuits containing C1 and C2, which are
merged into one.
v1
v4 v3
v2 v1
v4 v3
v2
Figure 2: A 4-swap.
Let C5 = v1v2v3v4v5 be a 5-circuit without a chord. Assume that four edges
from ∂(C5) are in F , say that these are the edges incident with v1, v2, v3, and
v4, and they belong to two distinct circuits of F , C1 and C2. Assume first that
v2v3 ∈ F . Without loss of generality let v2v3 ∈ C1. Thus v1v5, v5v4 ∈ C2. We define
F ′ = (F − E(C5)) ∪ v1v2 ∪ v3v4 (Figure 3, left). This operation merges the circuits
C1 and C2 into one circuit C, creates an isolated vertex v5 in F ′ bounded to C,
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and leaves the remaining circuits unaffected, thus c(F ) − c(F ′) = 1. We call this
operation a 5-swap of type 1 on C5 and we say that C1 and C2 participate in the
swap. The vertex set V ′F = VF ∪{v5}. If v is bounded to a circuit Cv ∈ CF −C1−C2
in F , then v is bounded to Cv in F ′. Vertex v5 is part of C1 in F and is bounded
to C in F ′. If v is bounded to a circuit C1 or C2 in F , then v is bounded to C in
F ′. Therefore, if F is BE factor, then so is F ′ and the X-circuits of F are identical
to X-circuits of F ′ except for the two X-circuits containing C1 and C2, which are
merged into one.
On the other hand if v2v3 6∈ F , then v1v2 ∈ F , v3v4 ∈ F , and v5 is an isolated
vertex of F . Without loss of generality let v1v2 ∈ C1 and v3v4 ∈ C2. We define
F ′ = (F − E(C5)) ∪ v2v3 ∪ v1v5v4 (Figure 3, right). This operation merges C1,
C2, and v5 into one circuit C and leaves the remaining circuits unaffected, thus
c(F )− c(F ′) = 3. We call this operation a 5-swap of type 2 on C5 and we say that
C1 and C2 participate in the swap. If F is a BE factor, then the vertex v5 is bounded
to either C1 or C2, say it is C1. The vertex set V ′F = VF − {v5}. If v is bounded to
a circuit Cv ∈ CF − C1 − C2 in F , then v is bounded to Cv in F ′. If v, v 6= v5, is
bounded to a circuit C1 or C2 in F , then v is bounded to C in F ′. The vertex v5 is
part of C in F ′. Therefore, if F is BE factor, then so is F ′ and the X-circuits of F
are identical to X-circuits of F ′ except for the two X-circuits containing C1 and C2,
which are merged into one. A 5-swap is either a 5-swap of type 1 or 2.
v1
v4 v3
v2
v5
v1
v4 v3
v2
v5
v1
v4 v3
v2
v5
v1
v4 v3
v2
v5
Figure 3: A 5-swap.
Let C6 = v1v2v3v4v5v6 be a 6-circuit without a chord. Assume that all edges
from ∂(C6) belong to three distinct circuits of F , C1, C2, and C3. Without loss
of generality assume that v1v2 ∈ C1, v3v4 ∈ C2, and v5v6 ∈ C3. We define F ′ =
(F −E(C6)) ∪ v1v6 ∪ v2v3 ∪ v4v5 (Figure 4). This operation merges the circuits C1,
C2, and C3 into one circuit C in F ′ and leaves the remaining circuits unaffected,
thus c(F ) − c(F ′) = 4. We call this operation a 6-swap on C6 and we say that C1,
C2, and C3 participate in the swap. The vertex set V ′F = VF . If v is bounded to a
circuit Cv ∈ CF −C1−C2−C3 in F , then v is bounded to Cv in F ′. If v is bounded
to a circuit C1, C2, or C3 in F , then v is bounded to C in F ′. Therefore, if F is BE
factor, then so is F ′ and the X-circuits of F are identical to X-circuits of F ′ except
for the three X-circuits containing C1, C2, and C3 which are merged into one.
Figure 4: A 6-swap.
If an even factor F is a BE factor, and circuits C1 and C2 (and C3) participate
in a swap, then also the X-circuits X1 containing C1 and X2 containing C2 (and
X3 containing C3) participate in a swap. We say that an X-circuit X1 of an even
7
factor F1 includes an X-circuit X2 of an even factor F2 when V (X2) ⊆ V (X1). If
X1 includes X2 and X1 participates in a swap we say that X2 is part of the swap.
We proved the following.
Lemma 6. Let F be a BE factor of a cubic graph G. Let F ′ be an even factor
obtained from G by a 4-swap, 5-swap, or 6-swap. Then
1. F ′ is a BE factor.
2. X-circuits of F that do not participate in the swap are also X-circuits of F ′,
X-circuits of F participating in the swap are merged into one new X-circuit of
F ′ and the vertex set of the new X-circuit is the union of the vertex sets of the
participating X-circuits.
3. c(F )− c(F ′) ≥ 1; if the swap is not a 5-swap of type 1, then c(F )− c(F ′) ≥ 2;
and if the swap is a 6-swap, then then c(F )− c(F ′) ≥ 4.
In order to perform the swaps we need the assumption that the boundary of the
circuit contains edges from different circuits of an even factor. The following lemma
specifies when this assumption is true.
Lemma 7. Let F be a BE factor of a cubic graph G. Let X ∈ XF and VX = ∅
(hence X = CX). Let C be a circuit that intersects X such that V (C)− V (X) 6= ∅.
Then there is a circuit C ′ ∈ CF intersecting C such that C ′ 6= CX .
Proof. Assume that there is no circuit C ′ ∈ CF intersecting C such that C ′ 6= CX .
As each vertex of V (C) − V (X) has only one neighbour outside V (C) ∪ V (X) the
vertices of V (C)−V (X) cannot be bounded to a circuit other than CX . Since F is a
BE factor, the vertices of V (C)− V (X) must be bounded to CX , which contradicts
VX = ∅.
4 Finding a suitable 2-factor
Consider a 4-circuit of a 2-factor that does not intersect any other circuits of length
less than 7. Such 4-circuits (and several other types of circuits) pose a problem
as their cost is high (the circuit has cost 6, thus the cost is 1.5 per vertex) and it
cannot be reduced by swapping operations. We first give an intuition on how to
deal with this problem. Let G be a bridgeless cubic graph, let F be a 2-factor of G,
and let C be the circuit mentioned above. Each cut in G contains even number of
2-factor edges, which means that either 0,2, or 4 edges from ∂(C) are in a 2-factor.
"On average" a 2-factor contains 2/3 of the edges of G. Hence we could say that F
should contain "on average" 2.6¯ from ∂(C). This suggests that there should be a
2-factor with all edges of ∂(C) in it. Assume that more circuits like C are present
in G. We find a 2-factor F that contains as many edges from the boundaries of
these circuits as possible. We cannot guarantee that none of these circuits is in F ,
but by the averaging argument each circuit with no boundary edges in F should be
compensated by at least two circuits with 4 boundary edges in F . The 4 boundary
edges in F can be either part of one circuit in F , which is relatively long (thus the
cost per vertex is small), or part of two circuits in F with possible 4-swap on the
circuit C (the swap decreases the cost). This way we can compensate for the high
cost of 4-circuits in F .
Of course, 4-circuits discussed above are not the only subgraphs that pose a
problem. The aim of this section is to formalise the intuition given in the previous
paragraph. Although we use a different formalism, the arguments that follow can
be reformulated probabilistically (thus the term "on average" used in the previous
paragraph is appropriate), see section 3 of [12] for details.
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Let G be a bridgeless cubic graph. A collection H of induced subgraphs is good
collection if each subgraph inH has the same number of vertices, denoted by nH, and
the same number of boundary edges, denoted by bH, bH ∈ {2, 4, 5, 6, 7, 9} (although
we do not use good collections with bH ∈ {7, 9} in our proof, we included them to
present the technique in full strength). Let F be a 2-factor of G. We denote Hk(F )
the set of subgraphs from H that have k boundary edges in F . Note that k must
be even. We define aH = 2 · bbH/2c. Instead of HaH(F ) we will use H∗(F ) and we
omit F if it is clear from the context. For a collection of subgraphs H let VH be the
union of the vertices in the subgraphs from H.
Lemma 8. Let G be a bridgeless cubic graph, let I be a set of good collections of
induced subgraphs of G and for each H ∈ I let AH be a real number. There exists
a 2-factor F that contains exactly two edges of each 3-edge-cut and such that
∑
H∈I
AH ·
[
2 · bH · |H0| − (3 · aH − 2 · bH) · |H∗|
] ≤ 0.
Proof. Let M be a 1-factor of G and let
f(M) =
∑
H∈I
AH ·
∑
H∈H
∑
e∈∂(H)
xe,
where xe = 1 if e ∈ M and xe = 0 if e 6∈ M . Let F be the 2-factor complementary
to M . From the characterisation of the perfect matching polytope due to Edmonds
[9] we know that a fractional perfect matching, where each edge has value 1/3,
is a convex combination of perfect matchings. Among the perfect matchings in
the convex combination we pick one with f(M) minimal. A perfect matching can
contain only one or three edges of a 3-edge-cut, therefore, all perfect matchings in
the convex combination contain exactly one edge from each 3-edge-cut. Thus F
contains exactly two edges from each 3-edge-cut. Due to linearity of f
f(M) ≤
∑
H∈I
AH · bH
3
· |H| =
∑
H∈I
AH ·
aH/2∑
j=0
bH
3
|H2j(F )|. (1)
On the other hand, subgraphs from Hk have bH − k boundary edges in M .
f(M) =
∑
H∈I
AH ·
aH/2∑
j=0
(bH − 2j) · |H2j |
As bH − 2j ≥ bH/3, for integers j, 1 ≤ j ≤ aH/2 − 1 (bH is 2, 4, 5, 6, 7, or 9 and
then aH is 2, 4, 4, 6, 6, or 8, respectively) we get
f(M) ≥
∑
H∈I
AH ·
bH · |H0|+ (bH − aH) · |H∗|+ aH/2−1∑
j=1
bH
3
· |H2j |
 . (2)
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We combine (1) and (2), multiply both sides of the inequality by 3 and the lemma
follows.
Lemma 9. Let G be a bridgeless cubic graph, let r be a real number, let I be a set
of good collections of induced subgraphs of G. For each H ∈ I, let pH, sH, and tH
be three real numbers such that
r ≥ (1.5 · aH − bH) · sH +
pH
nH · bH · tH
(1.5 · aH − bH) + pHnH · bH
. (3)
Then there exists a 2-factor F that contains an edge of each 3-edge-cut and such
that for each function c : V (G)→ R satisfying
• for each H ∈ I and for each v ∈ VH0, c(v) ≤ sH; for all other vertices v,
c(v) ≤ r and
• for each H ∈ I there exist a set SH of size at least pH · |H∗| such that for each
v ∈ SH, c(v) ≤ tH, and these sets are pairwise disjoint,
∑
v∈V (G)
c(v) ≤ r · |V (G)|.
Proof. As all vertices outside VH0, for all H ∈ I, have cost at most r, to prove the
lemma it suffices to prove
∑
H∈I
∑
v∈VH0
(c(v)− r) ≤
∑
H∈I
∑
v∈SH
(r − c(v)).
Due to the bounds on the costs of the vertices and the bound on the size of SH this
is implied by
∑
H∈I
(sH − r) · |VH0| − (r − tH) · |SH| ≤ 0
∑
H∈I
nH · (sH − r) · |H0| − pH · (r − tH) · |H∗| ≤ 0. (4)
Equation (3) can be rewritten as
r ≥
nH
2·bH · sH +
pH
(3·aH−2·bH) · tH
nH
2·bH +
pH
(3·aH−2·bH)
.
and
pH
(3 · aH − 2 · bH) · (r − tH) ≥
nH
2 · bH · (sH − r).
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Thus by manipulating (4) it suffices to prove
∑
H∈I
pH · 2 · bH
(3 · aH − 2 · bH) · (r − tH) · |H
0| − pH · (r − tH) · |H∗| ≤ 0.
This equation is implied by Lemma 8 when we set
AH =
pH(
aH − 2bH3
) · (r − tH).
In our proofs SH ⊆ VH∗ and the ratio pH/nH expresses how many vertices of H∗
per subgraph are in SH. This ratio will be used when taking into account that the
subgraphs in H∗ may not be disjoint or low value of c may not be guaranteed on all
vertices from VH∗. The expression (3) is a weighted average of sH and tH, where
many terms depend only on bH. To make the formula more readable we introduce
the terms uH and vH and rewrite the formula as
r ≥ uH · sH + vH · tH
uH + vH
,
where uH and vH are defined depending on bH as follows.
bH uH vH
2 1 pH/nH · 2
4 1 pH/nH · 2
5 1 pH/nH · 5
6 1 pH/nH · 2
7 2 pH/nH · 7
9 1 pH/nH · 3
5 Performing swaps
In this section we define which swapping operations are used, in which order are
they used, and how the cost of the vertices (used as the function c in Lemma 9) is
calculated. Let G be a bridgeless irreducible cubic graph. We define C∗ to be a set
that contains all induced circuits of length 4 and 5, that is a set of circuits of G
where 4- and 5-swaps could be made. We say that a circuit C touches an induced
subgraph H of G if V (C)∩V (H) 6= ∅ and V (C)−V (H) 6= ∅. Note that by Lemma 7,
if a circuit C from C∗ touches a circuit of a 2-factor F of G, then 4- or 5-swap on C
can be made to merge two circuits of F touching C.
Let F be a triangle-free 2-factor of G. Swapping operations on F are carried out
in two phases.
Phase 1: We do swapping operation in the following order of preference until no
longer possible:
11
1. 6-swaps on circuits that do not touch a circuit from C∗ ∩ F ,
2. 4-swaps on circuits that do not touch a circuit from C∗ ∩ F ,
3. 5-swaps on circuits that do not touch a circuit from C∗ ∩ F .
Observation 10. In phase 1 only circuits of length at least 6 can participate in
swapping operations.
As we start with a BE factor (2-factor is by definition a BE factor), by Lemma 6
part 1, we get a new BE factor F1 at the end of the phase 1. We calculate the
cost of each vertex, denoted by c1, as follows. If v is in an X-circuit X of F1
that contains no vertices from a 4-diamond, then c1(v) = c(X)/|V (X)| (recall that
c(X) = |V (X)| + |VX | + 2). Let X be an X-circuit that contains k vertices in 4-
diamonds. We first set c1(v) = c(X)/|V (X)| for each vertex v ∈ V (C). If c1(v) ≤ 1.2
for each v ∈ V (C), then we are done. If c1(v) > 1.2, then vertices in 4-diamonds
get cost 1.2 and vertices outside 4-diamonds get cost (c1(X)− 1.2 · k)/(|V (X)| − k).
Note that
∑
v∈V (G) c1(v) = c(F1).
We start by examining the cost of vertices after the first phase. Each X-circuit
X ∈ F1 is either a circuit of F or is created from circuits of F using 6-swaps, 4-swaps,
or 5-swaps.
Lemma 11. Let G be an irreducible bridgeless cubic graph and let F be a 2-factor.
Let F1 be the BE factor obtained after performing all swaps in phase 1. Let X be
an X-circuit of F1. If X is created from circuits of F by jk k-swaps, for k ∈ {4, 5, 6},
j4 + j5 + j6 6= 0, X contains vertices of jd diamonds and ji isolated vertices, then
1. X contains either none or all vertices of each 4-diamond
2. |V (X)| ≥ 6 · (1 + j4 + j5 + 2 · j6) + 2 · jd
3. ji ≤ j5
4. |V (X)| − 4 · jd > 0
5. For each v ∈ V (X)
c(v) ≤ max
{
1.2, 1 +
2 + j5 − 0.8 · jd
|V (X)| − 4 · jd
}
6. If 0 ≤ −0.8 + 0.2 · j5 + 0.4 · jd, then for each v ∈ V (X) c(v) ≤ 1.2.
Proof. As all circuits of F contain either zero or all vertices of each 4-diamond, by
Lemma 6 part 2, so do X-circuits of F1. Thus part 1 of the lemma is true.
Consider a circuit C of F contained in an X-circuit of F1. By Observation 10, C
has length at least 6. If C contains vertices of exactly one 4-diamond, then the length
of C is at least 8: if it was 6, then C would be in a 6-diamond, not a 4-diamond
(see the definition of 4-diamond) and if it was 7, then G would contain a type 3
reducible configuration; neither of these two situations can happen. If C contains
vertices of two 4-diamonds, then if it has length 8, then the circuit is Hamiltonian
and no swaps were made (contradicting j4 + j5 + j6 6= 0). The circuit C cannot
have length 9 because G is bridgeless, so |V (C)| ≥ 10. If C contains vertices of k
diamonds where k > 2, then |V (C)| ≥ 4 · k. For any k ≥ 0 if C contains vertices
of k 4-diamonds, then |V (C)| ≥ 6 + 2 · k. The 4- and 5-swap merge two X-circuits
and the 6-swap merges three X-circuits. By Lemma 6 part 2, part 2 of this lemma
follows.
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Since only 5-swaps can create isolated vertices and each 5-swap creates only one
of them, the part 3 of this lemma follows.
Part 4 of the lemma follows from j4 + j5 + j6 6= 0 and from part 1 of this lemma.
Hence the formula in part 5 is defined and follows from the definition of c1 and part
3 of this lemma.
Finaly, we prove part 6 of the lemma. By part 2 of Lemma 11, |V (X)| ≥
6 · j5 + 6 + 2 · jd, and by part 4 of Lemma 11, |V (X)| − 4 · jd > 0. But then
1 +
2 + j5 − 0.8 · jd
|V (X)| − 4 · jd ≤ 1.2
2 + j5 − 0.8 · jd ≤ 0.2 · (|V (X)| − 4 · jd)
2 + j5 − 0.8 · jd ≤ 0.2 · (6 + 6 · j5 − 2 · jd)
0 ≤ −0.8 + 0.2 · j5 + 0.4 · jd
and by part 5 of Lemma 11, c(v) ≤ 1.2.
Using this lemma we can bound the costs of the vertices in X-circuits of F1
obtained by swapping operations.
Corollary 12. Let X be an X-circuit of F1 and let v ∈ V (X). If at least one 6-swap
or 4-swap was used to create X, then c1(v) ≤ 1.2.
Proof. By part 2 of Lemma 11, |V (X)| ≥ 6 · j5 + 12 + 2 · jd, and by part 4 of
Lemma 11, |V (X)| − 4 · jd > 0. But then
1 +
2 + j5 − 0.8 · jd
|V (X)| − 4 · jd < 1.2
2 + j5 − 0.8 · jd < 0.2 · (|V (X)| − 4 · jd)
2 + j5 − 0.8 · jd < 0.2 · (12 + 6 · j5 − 2 · jd)
0 < 0.4 + 0.2 · j5 + 0.4 · jd,
and by part 5 of Lemma 11, c(v) ≤ 1.2.
Corollary 13. Let X be an X-circuit of F1 and let v ∈ V (X). If at least four
5-swaps were used to create X, then c1(v) ≤ 1.2.
Proof. The corollary follows by part 6 of Lemma 11.
Corollary 14. Let X be an X-circuit of F1 such that exactly three 5-swaps were
used to create X. Then for each v ∈ X c1(v) ≤ 1.2 except for the case when
|V (X)| = 24 and exactly three 5-swaps were used to create X. In the latter case
c1(v) ≤ 29/24 < 1.21.
Proof. If jd = 0, then by part 5 of Lemma 11, the corollary follows. If jd > 0, then
by part 6 of Lemma 11, the corollary follows.
Corollary 15. Let X be an X-circuit of F1 such that exactly two 5-swaps were used
to create X. Then for each v ∈ X:
• if |V (X)| ≥ 20, then c1(v) ≤ 1.2,
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• otherwise c1(v) ≤ 11/9.
Proof. If jd = 0, then by part 5 of Lemma 11, the corollary follows. If jd > 0, then
by part 6 of Lemma 11, the corollary follows.
Corollary 16. Let X be an X-circuit of F1 such that exactly one 5-swap was used
to create X. Then for each v ∈ X:
• if |V (X)| ≥ 15, then c1(v) ≤ 1.2;
• otherwise, c1(v) ≤ 1.25.
Proof. If jd = 0 or jd = 1, then by part 5 of Lemma 11, in each case we can
calculate the costs of the vertices and the corollary follows. If jd > 1, then by part
6 of Lemma 11, the corollary follows.
Corollary 17. Let X be an X-circuit of F1 such that no swaps were used to create
X. Then for each v ∈ X:
• if |V (X)| ≥ 10, then c1(v) ≤ 1.2,
• if |V (X)| ≥ 9, then c1(v) ≤ 1.24,
• if |V (X)| ≥ 8, then c1(v) ≤ 1.25 when X does not intersect a 4-diamond and
c1(v) ≤ 1.3 when X does intersect a 4-diamond,
• if |V (X)| = 7, then c1(v) ≤ 9/7,
• if |V (X)| ≥ 6, then c1(v) ≤ 4/3,
• if |V (X)| ≥ 5, then c1(v) ≤ 1.4;
• otherwise, c1(v) ≤ 1.5.
Proof. The statement implies from the definition of c1.
Phase 2 does not take into account whether a swap is made on a circuit that
touches a circuit from C∗ ∩ F . Moreover, the cost will be calculated differently.
Phase 2: We do swapping operations until no longer possible in the following order
of preference:
1. 6-swaps,
2. 4-swaps,
3. 5-swaps.
Lemma 6 part 3 shows that the cost of the even factor will decrease by some amount s
after swap. Assume thatm X-circuits Xi, . . . ,Xm participate in a swap (m ∈ {2, 3}).
We decrease the cost of vertices of Xi which are not in a 4-diamond by s/(m · t),
where t is the number of vertices of Xi outside 4-diamonds. Let F2 be the resulting
even factor after phase 2. By Lemma 6 part 1, F2 is a BE factor and we denote the
costs of the vertices after phase 2 by c2. Note that
∑
v∈V (G) c2(v) = c(F2).
If swaps with short circuits were performed in phase 1, then the costs of the
vertices could increase beyond 1.2 uncontrollably. This is the reason, why swaps are
separated into two phases. No such thing can happen for swaps performed in phase
2.
Observation 18. The costs of the vertices can only decrease in phase 2.
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We bound the costs of the vertices in circuits of F after phase 2 using the costs
after phase 1, which are bounded by Observations 12–17.
Let C4, C5, and C6 be sets of all subgraphs induced by the vertex-set of a chordless
4-, 5-, and 6-circuits of G with an independent boundary. We define the following
sets of induced subgraphs of G that are vertex-sets of circuits of length at most 6.
Note that each set forms a good collection.
• D4 : 4-diamonds
• D6 : 6-diamonds
• C4-noint : circuits from C4 that do not touch any circuit from C∗
• C5-noint : circuits from C5 that do not touch any circuit from C∗
• C6-noint : circuits from C6 that do not touch any circuit from C∗
• C4-4-noint : induced subgraphs on 6 vertices and 7 edges that contain a 6-circuit
and two 4-circuits intersecting in exactly one edge and such that they do not
touch any circuit from C∗
• C4-int-5 : circuits from C4 that touch a 5-circuit from C∗ but do not touch a
circuit of length 4 or 6 from C∗.
Moreover, let
I = {D4,D6, C4-noint, C5-noint, C4-4-noint, C6-noint, C4-int-5} .
Although, we work with factors F , F1, and F2 in this chapter, only one of these
factors is guaranteed to be a 2-factor: F . Thus according to the agreement from
the definition we will drop "(F )" in the notations of Hk(F ), VH0(F ), and in several
other similar notations.
Lemma 19. Let G be a cubic bridgeless irreducible graph and let F be a 2-factor
of G. If we do swapping operations on F in the specified order, then after phase 2
for each v ∈ V (G) such that v 6∈ VH0 for each H ∈ I, c2(v) ≤ 1.3.
Proof. Let C be a circuit of F and let v ∈ V (C). According to Corollaries 12–17
if C participates in a swap in phase 1 or |V (C)| ≥ 7, then c1(v) ≤ 1.3 and by
Observation 18 also c2(v) ≤ 1.3. Thus we can suppose that |V (C)| ∈ {4, 5, 6} and
C is an X-circuit of the BE factor F1 obtained after phase 1.
Assume first that C is a circuit of length 4 with a chord. As G is irreducible, C
is either in a 4-diamond or in a 6-diamond. If C is in a 4-diamond then v ∈ VD04, a
contradiction. If C is in a 6-diamond then it touches a 4-circuit that is inside this
6-diamond. By Lemma 7, a 4-swap that takes C as one participating circuit can be
performed. The 4-swap will be indeed performed in phase 2 as there is no other way
to merge C with other X-circuits by a different swap. Thus the cost of v decreases
from 1.5 to 1.25 by this swap (by Lemma 6 part 3, the cost is reduced by at least 2,
and half of the reduction is divided equally among vertices of C) and later the cost
can only decrease further. Thus the cost of v ∈ V (C) is at most 1.3.
If C is a 4-circuit without a chord, then it is touched by a 4-circuit (otherwise
either v ∈ VC04-noint or v ∈ VC04-int-5). By Lemma 7, a 4-swap can be performed
in phase 2 such that C participates in it. According to the preference of swaps
defined for phase 2 either a 6-swap, or a 4-swap will be performed in phase 2. By
Lemma 6 part 3, the spared cost is at least 4 or 2, and this spared cost will be
equally distributed among 3 or 2 X-circuits, respectively. In each case the total cost
of the vertices of C is reduced by at least 1 thus the cost of each vertex is reduced
by at least 0.25. As c1(v) = 1.5, c2(v) ≤ 1.25 < 1.3.
15
If C is a 5-circuit, then it is chordless because G is irreducible and thus does not
contain a type 1 reducible subgraph. It also touches a circuit from C∗, otherwise
v ∈ VC05-noint. By Lemma 7, a swap can be performed in phase 2 such that C
participates in it. Thus some swap such that C participates in it will be performed
in phase 2. The total cost of the vertices of C will be decreased by at least 0.5 and
hence the cost of v ∈ V (C) is decreased from 1.4 after phase 1 to at least 1.3 after
phase 2.
If C is a 6-circuit with two chords, then v ∈ VD06. If C is a 6-circuit with
one chord, then the chord connects the vertices of C in distance 3 because G is
irreducible. Then C has to touch a circuit from C∗, otherwise v ∈ VC04-4-noint. By
Lemma 7, a swap can be performed in phase 2 such that C participates in it. And
thus some swap will be performed in phase 2. This swap decreases the cost of v from
4/3 to at most 1.25, which is less than 1.3
Finally, if C is a 6-circuit without a chord, then C touches a circuit from C∗,
otherwise v ∈ VC06-noint. By Lemma 7, a swap can be performed in phase 1 or 2 such
that C participates in it. If such a swap was performed in phase 1, then c1(v) ≤ 1.25
by Observations 12–16 and thus c2(v) ≤ 1.25. If no swaps were performed in phase
1, then C must participate in a swap in phase 2. This swap decreases the cost of v
from 4/3 to at most 1.25, which is less than 1.3.
Now we prove statements on the costs of vertices from VH0 and VH∗, for H ∈ I.
Lemma 20. Let G be a cubic bridgeless irreducible graph, let F be a 2-factor of
G. If we do swapping operations on F in the specified order, then after phase 2 for
each v ∈ VD04, v ∈ VD06, v ∈ VC04-noint, v ∈ VC05-noint, v ∈ VC04-4-noint, v ∈ VC06-noint, and
v ∈ VC04-int-5 we have c2(v) ≤ 1.5, 4/3, 1.5, 1.4, 4/3, 4/3, and 1.375, respectively.
Proof. For v ∈ VD04, v ∈ VD06, v ∈ VC04-noint, v ∈ VC05-noint, v ∈ VC04-4-noint, and
v ∈ VC06-noint the statement is implied by Observation 10 and Corollary 17.
If v ∈ VC04-int-5, then by Observation 10 and Lemma 7, a 5-swap is available on
the 5-circuit that touches C. Any swap that C participates in can be performed
only in phase 2. By Lemma 6, the cost of v is decreased from 1.5 by at least 1/8,
that is to at most 1.375.
Lemma 21. Let G be a cubic bridgeless irreducible graph, let F be a 2-factor of
G. If we do swapping operations on F in the specified order, then after phase 2 for
v ∈ VD∗4, v ∈ VD∗6, v ∈ VC∗4-noint, v ∈ VC∗5-noint, v ∈ VC∗4-4-noint, and v ∈ VC∗4-int-5 we
have c2(v) ≤ 1.2, 1.25, 1.2, 1.25, 1.2, and 1.25, respectively
Proof. Let F1 be the BE factor obtained after phase 1. The vertices of 4-diamonds
get cost at most 1.2 after phase 1 by definition. Thus if v ∈ VD∗4, then c2(v) ≤ 1.2.
Consider v ∈ VD∗6 and let H ∈ D∗6 such that v ∈ v(H). Either exactly one or exactly
two circuits of F intersect H.
Assume that F contains only one circuit C that intersects H. The length of C
is at least 9 (otherwise G would have a type 2 reducible configuration or a bridge)
and if C contains vertices of a diamond, then |V (C)| ≥ 10. By Observation 10, if
C is part of 1, 2, or 3 swaps preformed in phase 1, then the number of vertices of
the X-circuit of F1 that includes C is at least 15, 21, and 27. By Corrolaries 12–17,
c1(v) ≤ 1.25, and by Observation 18, c2(v) ≤ 1.25.
On the other hand, if two circuits C1 and C2 of F intersect H, one of them, say
C2 is of length 4. By Observation 10 and Lemma 6 part 3, C2 does not change in
phase 1 and in phase 2 the cost of its vertices is decreased by at least 0.25, thus for
v ∈ V (C2), c2(v) ≤ 1.25. After phase 1 by Corollaries 12–17, the X-circuit X that
includes C1 either has c1(v) ≤ 1.25 for each v ∈ V (X), or C1 = X and |V (X)| ≤ 8
(Corollary 16). In the first case the cost is at most 1.25 also after phase 2. In the
16
second caseX will participate in a 4-swap or a 6-swap in phase 2 (a 4-swap is possible
to merge X with C2). If X intersects no 4-diamond, then the swap decreases the
cost of vertices, (|V (X)|+ 2)/|V (X)|, by at least 1/|V (X)|, thus the resulting cost
is at most 1.25. If X intersects a diamond (thus |X| = 8), then the cost of vertices
outside the 4-diamond drops from 1.3 (Corollary 17) after phase 1 to at most 1.05
after phase 2.
C CC'
C' C'C C' C
Figure 5: Possible situations when all boundary edges of C ∈ C∗4-noint ∪ C∗5-noint ∪ VC∗4-int-5
belong to one circuit of F . All dotted paths contain at least three inner vertices if
C ∈ C∗4-noint ∪ C∗5-noint and at least two inner vertices if C ∈ VC∗4-int-5.
Assume now that v ∈ VC∗4-noint (v ∈ VC∗5-noint) and let C ∈ C∗4-noint (C ∈ C∗5-noint)
such that v ∈ V (C). If only one circuit C ′ of F intersects C, then C is in one of
two positions from Figure 5. Since C has an independent boundary and does not
touch circuits of length 4 and 5, |V (C ′)| ≥ 10 (|V (C ′)| ≥ 11), see Figure 5. By
Observation 10, if C ′ is part of 0, 1, 2, and 3 5-swaps then the number of vertices of
the X-circuit X of F1 that includes C ′ is at least 10, 16, 22, 28 (11, 17, 13, 28) edges,
respectively. By Observations 12–17, c1(v) ≤ 1.2 in each case and thus c2(v) ≤ 1.2.
If two circuits C1 and C2 of F intersect C, then it is possible to make a 4-swap
(5-swap) on C and because C does not touch circuits from C∗ the swap can be
performed in phase 1. Due to priorities of swaps in phase 1 a 4- or a 6-swap (or a
5-swap) will be performed on both C1 and C2. By Corollary 12 (Corollaries 12–16),
c1(v) ≤ 1.2 (1.25) and thus c2(v) ≤ 1.2 (1.25).
Assume now that v ∈ VC∗4-4-noint, and let H ∈ C∗4-4-noint such that v ∈ V (H).
Suppose that only one circuit C ′ of F intersects H. As the subgraph H has an
independent boundary and does not touch circuits of length 4 and 5, |V (C ′)| ≥ 10
(six vertices within H and two vertices of both circuit segments outside H). By
Observation 10, the number of vertices of an X-circuit X of F1 that includes C ′ is
at least 10, 16, 22, 28 when C is part of at least 0, 1, 2, and 3 5-swaps in phase 1,
respectively. By Observations 12–17, c1(v) ≤ 1.2 in each case and thus c2(v) ≤ 1.2.
If two circuits C1 and C2 of F intersect H, then it is possible to make a 4-swap on
one of the 4-circuits of H and as H does not touch circuits from C∗ the swap can be
performed in phase 1. Due to priorities of swaps in phase 1 a 4- or a 6-swap will be
performed on both C1 and C2. By Corollary 12 , c1(v) ≤ 1.2 and thus c2(v) ≤ 1.2.
Finally assume that v ∈ VC∗4-int-5, and let C ∈ C∗4-int-5 such that v ∈ V (C).
Suppose that only one circuit C ′ of F intersects C. The circuit C is chordless, with
independent boundary, and does not touch circuits of length 4, thus |V (C ′)| ≥ 8 if
C contains no vertices of a 4-diamond and |V (C ′)| ≥ 10 otherwise (Figure 5, left).
By Observation 10, the X-circuit X of F1 that includes C ′ has at least 8, 14, 20, 26
vertices when C ′ is part of least 0, 1, 2, and 3 5-swaps in phase 1, respectively. By
Observations 12–17, c1(v) ≤ 1.25 in each case and thus c2(v) ≤ 1.25. Suppose now
that two circuits C1 and C2 of F intersect H. If neither C1 nor C2 is a 5-circuit
then the argumentation from the case v ∈ VC∗4-noint applies. Otherwise, let C2 be a
5-circuit. By Observation 10, C2 is an X-circuit of F1 and the cost of vertices in C1
is at most 1.25 unless C1 is a circuit of length at most 7 that does not intersect a
4-diamond, or a circuit of length 8 that intersects a diamond (Observations 12–17).
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In such cases C1 is an X-circuit of F1 too. In phase 2 due to the order in which swaps
are performed a 4- or a 6-swap was performed on both C1 and C2. After phase 1,
the vertices of the circuit Ci, i ∈ {1, 2} and |V (Ci)| < 8, have cost 1 + 2/|V (Ci)|,
which decreases to 1 + 1/|V (Ci)| with the first swap in phase 2, thus the vertices of
Ci have cost at most 1.2. If |V (C1)| = 8, then the vertices of the 4-diamond have
cost 1.2 and the vertices outside 4-diamonds have cost 1.3 after phase 1. The cost of
the vertices outside 4-diamonds is decreased by at least 0.25 with the first swap C1
participates in in phase 2. Thus the the vertices of C1 have cost less than 1.25.
Lemma 22. Let G be a cubic bridgeless irreducible graph and let F be a 2-factor
of G. If we do swapping operations on F in the specified order, then after phase 2
for each C ∈ C∗6-noint, there are at least 4 vertices v ∈ V (C) such that c2(v) ≤ 1.2.
Proof. Three edges of C are in F . If these three edges belong to three distinct circuits
of F then each of these circuits participates in a 6-swap in phase 1 (C by definition
does not touch circuit from C∗), By Observation 12, the costs of the vertices of all
three circuits is at most 1.2 after phase 1 and thus also after phase 2. If two edges of
C belong to the same circuit C ′ of F , then C ′ has at least 10 vertices. The X-circuit
X of F1 that includes C ′ has at least 10, 16, 22, and 28 vertices if C ′ is part of 0, 1,
2, or 3 swaps in phase 1. By Observations 12–17 the vertices of C ∩ C ′ (that is at
least 4 vertices) have cost at most 1.2.
6 Proof and algorithm
We are now almost ready to use Lemma 9 to prove Theorem 5. In Section 5 we
defined the set of good collections I for a given fixed 2-factor F . We defined costs
c2 of vertices which will be used as the function c of Lemma 9. We also bounded
the values c(v) and thus we will be able to set the values of sH and tH for each
H ∈ I. The last necessary ingredient is definition of non-intersecting sets SH for
each H ∈ I. As it turns out, we can simply set SH = VH∗ except when H = C6-noint.
We start by examining the intersections in the set C∗6-noint.
Lemma 23. Let G be a cubic bridgeless graph and let F be a 2-factor of G. There
is a set CI6-noint ⊆ C∗6-noint such that circuits from CI6-noint are pairwise disjoint and
|CI6-noint| ≥ 14 · |C∗6-noint|.
Proof. Let C ∈ C∗6-noint. All boundary edges of C are in F and every second edge of
C is in F , while remaining edges are in the perfect matching M complementary to
F . First we show that there are at most 4 other circuits C ′ ∈ C∗6-noint intersecting
C. Two intersecting circuits from C∗6-noint must intersect on matching edges because
every second edge in both circuits lies in the matching M . Let e1, e2, e3 ∈ C ∩M .
Since the circuits C and C ′ are different, they cannot intersect on three matching
edges, therefore C and C ′ can intersect in one or two edges from {e1, e2, e3}. Let
Ci ∈ C∗6-noint be a circuit intersecting C in exactly one matching edge ei. If such
a circuit exists, then it is unambiguously determined by M : the edges adjacent to
ei in Ci must lie outside C and the next two edges must be edges from M which
determines the 6-circuit. Let Ci,j ∈ C∗6-noint be a circuit intersecting C in exactly two
matching edges ei and ej . If the circuit Ci,j exists, then it is also unambiguously
determined by M . Therefore, we can have at most 6 disjoint circuits intersecting
C: C1, C2, C3, C1,2, C2,3, C1,3. We show that only 4 of them can exist at the same
time. Let us assume that at least two of the circuits C1,2, C1,3, and C2,3 exist.
Without loss of generality suppose that these two circuits are C1,2 and C1,3. Let us
denote the vertices of C so that C = v1v2v3v4v5v6, where e1 = v1v6, e2 = v2v3, and
e3 = v4v5. Let w1, w2, w3, w4, w5, and w6 be the neighbours of v1, v2, v3, v4, v5, and
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v6 outside C (since C has independent boundary they are pairwise distinct). Then
C1,2 = v1v2v3w3w6v6 and C1,3 = v1v6v5v4w4w1 (see Figure 6). If the circuit C1
v6 v1v2v3v4 w3
v5
w1w6
w4
CC1,3 C1,2
Figure 6: Circuits C1,2 and C1,3.
exists, then it must be v1v6w6w3w4w1 and we have a 4-circuit v3w3w4v4 intersecting
C which is a contradiction with C ∈ C∗6-noint. Therefore, if both Ci,j and Ci,k exist,
then the circuit Ci does not. This shows that at most 4 circuits from C∗6-noint can
intersect C and at most two of the four intersecting circuits intersect C in two edges
and the other two in one edge.
Now suppose that there are five pairwise intersecting circuits in C∗6-noint. Let C
be one of these circuits. Suppose first that exactly two of the circuits C1,2, C1,3, and
C2,3 exist, say C1,2 and C1,3, as depicted in Figure 6. Then, by the above-mentioned
argument, the remaining two existing circuits must be C2 and C3. Circuit C2 must
contain vertices w2, v2, v3, w3, w6, but to have an intersection with C1,3 it has to
contain at least two vertices from C1,3, a contradiction. If only one of the circuits
C1,2, C1,3, and C2,3 exists, say C1,2, then it does not intersect C3, a contradiction.
Therefore, there are no five pairwise intersecting circuits in C∗6-noint.
We create an auxiliary graphH as follows. The vertices correspond to the circuits
from C∗6-noint and two vertices will be joined by an edge if the corresponding circuits
intersect. We know that all vertices of H have degree at most four and H does not
have K5 as a subgraph. Brooks theorem [7, Theorem 5.2.4] says that if a connected
graph is not an odd cycle or a complete graph, then its chromatic number is less than
equal to its maximum degree. Therefore, there exists a set CI6-noint of non-intersecting
circuits from C∗6-noint such that |CI6-noint| ≥ 14 |C∗6-noint|.
Lemma 24. The subgraphs from D∗4, D∗6, C∗4-noint, C∗5-noint, CI6-noint, C∗4-4noint, and
C∗4-int-5 are mutually disjoint.
Proof. Subgraphs from D∗4 are mutually disjoint as they are separated by a 2-edge-
cut. Moreover, any circuit with independent boundary that intersects a 4-diamond
has length more than 6, since it intersects the 4-diamond in four vertices, the two
vertices neighbouring to a 4-diamond, and at least one additional vertex (otherwise
the 4-diamond would be in a 6-diamond which by definition is not possible). There-
fore, subgraphs from D∗4 are disjoint from all other subgraphs on the list. Similar
arguments hold for D∗6.
By definition, circuits from CI6-noint do not intersects circuits from C∗. Since
C44-noint, C45-noint, C44-4-noint, and C44-int-5 are all subsets of C∗, no circuits from CI6-noint
intersect them. Moreover, the circuits in this set are disjoint by definition.
All the remaining circuits belong to C∗ and by definition do not touch any other
circuit from C∗, which implies that the induced subgraph must be disjoint which
concludes the proof of the lemma.
Now we are ready prove the main result of this paper by proving Theorem 5.
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Proof of Theorem 5. Let
I = {D4,D6, C4-noint, C5-noint, C4-4noint, C6-noint, C4-int-5} ,
let r = 1.3, let the values sH, tH, and pH/nH for H ∈ I be as follows.
H sH tH pH/nH
D4 1.5 1.2 1
D6 4/3 1.25 1
C4-noint 1.5 1.2 1
C5-noint 1.4 1.25 1
C4-4-noint 4/3 1.2 1
C6-noint 4/3 1.2 1/6
C4-int-5 1.375 1.25 1
The equality (3) from the statement of Lemma 9 holds for each H ∈ I. Let F be the
2-factor, whose existence is guaranteed by Lemma 9. Let F2 be the BE factor and
for v ∈ v(G) let c(v) be the costs of vertices after phase 2 of performing swapping
operations on F . Let SH(F ) = VH∗(F ), for H ∈ I − C6-noint and let SC6-noint be the
set of vertices that contains 4 vertices of cost at most 1.2 guaranteed by Lemma 22
for each of the 1/4 · |C∗6-noint| disjoint 6-circuits guaranteed by Lemma 23. The set
SC6-noint thus contains at least |C∗6-noint| vertices. Function c satisfies the conditions
of Lemma 9 due to Lemmas 20, 21, and 19. By Lemma 9, F2 has cost at most
1.3 · |V (G)|.
Next we describe a polynomial time algorithm that given a bridgeless cubic graph
G on at least eight vertices finds a TSP tour of length at most 1.3 · |V (G)| − 2. We
did not try to minimize the time complexity of the algorithm. If graph contains a
reducible subgraph, then we use one of the reductions from Lemma 4. Each reducible
subgraph can be found in linear time and the size of G is decreased by a constant
factor. The reduction itself can be done in constant time. Thus we can obtain an
irreducible graph G′ using reductions from Lemma 4 in quadratic time. We find a
BE factor of the irreducible graph G′ of cost at most 1.3 · |V (G′)| as follows. We can
find all subgraphs in all sets of I in linear time as described in Lemmas 9 and 8, the
only hard step is to find the convex combination of perfect matchings that gives the
point (1/3, 1/3, . . . , 1/3) of the perfect matching polytope. Barahona [2] proved that
such a combination that contains linear number of perfect matchings can be found
in O(n6) time. It is possible in linear time to find a circuit on which a swap can be
performed, and as swaps merge circuits (Lemma 6) only linearly many swaps can be
done. Finally, we undo all reductions done to G. Each reduction can be reversed in
constant time. In this way we get an even factor F of G of cost at most 1.3 · |E(G)|.
Then we can find a spanning tree T of G/F in linear time. Finally, we construct
an Eulerian multigraph that contains edges from T twice, edges of F once, and we
find an Eulerian tour in it, this is also possible in linear time. As each part of the
algorithm runs in polynomial time, so does the whole algorithm.
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