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Abstract
Automatic inference of the semantics of an image is still a highly challenging
research problem in the computer vision area. It is concerned with applying
computational and mathematical techniques, attempting to figure out the se-
mantic meaning of the image content. In the Medical Imaging domain, this
problem is even more complicated because of the overwhelming amount of
prior medical knowledge that a Physician requires to cope with the varia-
tions of what is considered as the prototypical disease. This thesis addresses
the main problems associated to the microscopic cyto and histo pathological
image semantic analysis, including standardization of color and intensity char-
acteristics, development of visual content representation methods that taken
advantage of the particular characteristics of these images, and appropriate use
of conventional learning models that allowed distinguishing different biological
concepts in the images.
This document presents the design, implementation and evaluation of strate-
gies for reaching proper levels of semantic image interpretation, applied to two
important microscopic applications: analysis and interpretation of cytologi-
cal images for quantification of malarial infected erythrocytes, and analysis
of micro-structural tissue components for automatic semantic annotation of
histopathological images of skin biopsies diagnosed with basal-cell carcinoma.
Obtained results outperform what has been so far reported in the literature
for both applications, demonstrating the effectiveness and versatility of the
proposed strategies. Main ideas and techniques developed in this work were
also applied to the analysis and interpretation of other biomedical images as
brain volumes and mammography. Results in these applications are included
as document annex.
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Introduction
Automatic inference of the semantics of an image is still a highly challenging
research problem in the computer vision area. It is concerned with applying
computational and mathematical techniques, attempting to figure out the se-
mantic meaning of the image content. The complexity of this problem stems
from the huge differences, regarding the abstraction level, between what a
digital image is composed of, i.e., pixels, and what they mean, objects and
concepts. Although many difficult problems in computer vision have been
approached using traditional strategies, most of them are so far unreachable
goals. In contrast, human beings perform these tasks with no major effort,
even in much cluttered environments. This general problem, known as "the
semantic gap", is still a very opened research question, far from being solved.
In the Medical Imaging domain, this "semantic gap" is even largest because of
the overwhelming amount of prior medical knowledge that a Physician requires
to cope with the variations of what is considered as the prototypical disease.
The process demands a complex combination of many medical skills: percep-
tion, memory, attentional processes and mental scripts of search of relevant
information [1].
The main goal of this thesis has been the design, implementation and eval-
uation of strategies that bridges the semantic gap between the digital image
pixels and the related concepts, in cyto and histo pathological images. Since
the invention of the light microscope, several microscopy techniques have been
developed, namely electron microscopy, phase contrast microscopy, fluorescent
microscopy, among others. However, most histopathological analysis is still
performed using conventional light microscopes. For many years, these micro-
scopes were the only available equipment in the pathology laboratories, and so
every coloration technique was developed with these devices in mind. Nowa-
days, these coloration methods are still the most commonly used; they are not
so expensive and allow analysis of many kinds of specimens. Therefore, this
work was dedicated to the problems arisen when using such methods.
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1.1 Semantic Extraction from Visual Content
Semantic extraction is the process of uncovering the high-level meaning of
an image. This meaning may be a description at the level of the entire image
(semantic type description), or at the level of the distinct objects to which con-
cepts belong. This issue introduces a rank with different degrees of description,
from very complex abstractions to detailed representations [2, 3]. In this con-
text, modern trends towards categorization, classification and understanding
of digital images could be thought of as semantic extraction approaches.
A general framework for semantic extraction from digital images is illus-
trated in figure 1.1.
Figure 1.1: Schematic diagram of a general framework for semantic extraction
from digital images
This framework may be thought of as three connected modules, the first of
them in charge of the different representation strategies of the input image. It
is to say, the computational strategies used at describing the visual content.
Three representation levels have been described in the literature: low level,
when an image is represented by a set of global or local features, mid-level
representation, using visual vocabularies, and a high-level by modeling the
relationship between semantic concepts (objects or structures) detected in the
image. A second module, is responsibility of the knowledge representation
that uses any king of a priori information, attempting to bridge the so called
semantic gap. The process of knowledge construction can be either explicit,
defined by model-based approaches such as ontologies, rules, etc., or implicit,
inferred by machine learning methods from a set of training instances [4, 3].
Once both visual content and a priori knowledge are conveniently represented,
the third module maps visual content into a spaces in which the high level
knowledge is highlighted.
2
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1.2 Light Microscopy Images and the Diagnos-
tic Process
Microscopic pathology, a subdiscipline of pathology, focuses on diagnosing dis-
eases by visual analysis of bodily fluids and tissues, using a microscope. Cur-
rently, it constitutes the last word when confirming whether several illnesses
are or not present [5], because this is still the unique medical imaging modality
which allows to examine, at a cellular level, a biological sample [5, 6]. Tra-
ditionally, microscopical pathology has been divided into two main branches,
namely cytopathology and histopathology [7]. Cytopathology refers to diag-
nosis based on the study of single cells„ in terms of structure and/or function.
In contrast, histopathological diagnosis involves examination of entire human
tissues, searching particular patterns or “signs”, i.e., specific findings on which
the diagnosis is based on. Overall, a diagnosis process involves the following
stages:
1. Specimen collection. the process of obtaining a sample from a pa-
tient’s tissue or fluid.
2. Tissue fixation. the set of procedures that attempt to conserve the
cell structure, in general they replace cell water by a chain of alcohols
with increasing molecular weight. The result is that the alcohol with the
highest molecular weight is replaced with a substance that somehow gets
stiff.
3. Tissue cut. Once the tissue is embedded in a kind of material that
resists a cut, the sample is cut. Depending on the technique the cut
varies between less than a micron for the electron microscope to about
hundred microns when cutting frozen samples.
4. Slide coloration. Once the sample is placed onto a slide, either a
section in case of tissues, or simply by smearing a body fluid in case of a
cytopathological sample, the colorless biological sample must be stained
in a process that takes advantages of certain chemical properties that
makes tissue visible at the microscope.
5. screener preprocessing. In practice, a cytotechnician or trained screener
examines each sample, attempting to detect abnormalities, case in which
this is marked. The objective of this procedure is to decrease the work
burden for the pathologist so that they can concentrate only on these
difficult cases.
6. Pathologist examination. Finally, trained pathologists “extract” rel-
evant visual information from the histopathological or cytopathological
3
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slides and “classify” it into concepts that are used to support the diagnosis
[8].
In this process there are two levels of interpretation, on the one hand the
technicians, who are trained for finding specific patterns and their work is
reduced to few specific disease signs. On the other hand, the pathologists are
trained, using more elaborated and finer procedures, to find a largest spectrum
of patterns and to establish much more complex relationships between them.
The specific diagnosis process, performed by a pathologist, consists in look-
ing small pieces of information within the slide that must be representative as
to draw a conclusion for the whole slide. Strategies for looking at these small
pieces depend on the diagnostic task, namely, quantification of the frequency
of different objects in relation to each other or to a general space (for example
hematology disease diagnosis), detection of presence of specific objects, as tu-
mor cells, where the exact localization of these objects is of minor interest (for
example localization of tumor cells in a pap smear)., and specific localization
of certain objects, where diagnosis depends on the object localization in the
analyzed space [8]. In the former case, slide examination should be randomly
performed on the whole slide. In the two later cases, slide examination has
been described as a four step process: look, see, recognize and understand [9].
That is to say, the diagnosis process turns out to be a bottom-up or "forward"
reasoning, that goes from the evidence to the hypotheses [10].
Ultimately, there have been successful attempts to develop computer based
image analysis and interpretation systems which automate or aid some stages
of the diagnostic process. Nowadays, commercially available equipments allow
to automatically obtain slides with a proper final quality [11]. Furthermore,
automated image analysis approaches are becoming more and more used for
screening [12, 13], tutoring [14, 15, 16] and diagnosis [17, 18, 19, 20, 21, 22].
However, automatic interpretation of microscopy medical images is still an
open research question.
1.3 Computer Vision Challenges
Figure 1.2 show some examples of cytology and histology digital images, ac-
quired with a CCD camera, coupled to a conventional light microscopy. Cyto-
logical images are characterized by the presence of single cells and cell clusters,
whilst histology specimens are composed of association of cells into structures
which deal with a particular function such as glands and connective tissue. The
staining techniques allow to identify cell and tissue components. For example,
upper-left panel in figure 1.2 shows a sample of a blood smear, stained with
Giemsa. This dye stains parasites infecting the red blood cells in a purple color
while cells are colored in a pink color. The upper right panel in the same figure
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corresponds to a cervical smear, stained with a papanicolau preparation, used
in gynecology to detect premalignant and malignant cancerous processes. This
technique combines three stains (hematoxylin, orangeG and eosin), generating
a visual contrast between nuclei (purple regions stained by the hematoxylin),
cytoplasm and specific cytoplasmatic structures such as keratin, vacuoles and
granules. The two panels at the bottom correspond to samples of skin, stained
with Hematoxylin - Eosin (H&E), the most common dyes used in histopathol-
ogy. With these colorants, cell nuclei are stained in a dark blue or purple and
cytoplasm and connective tissue in a bright pink.
Figure 1.2: Sample images of cytology and histology specimens
The goal of interpreting such images bring together many different chal-
lenges, starting by the fact that microscopical images come from a part of
the specimen so that information is rarely complete. Besides, they are a two-
dimensional projection of a three-dimensional object ([23]p.4), whereby the
particular selected section is a random variable whose orientation and par-
ticular location directly influence the resulting biological sample. Figure 1.3
illustrates this problem, a gland could be sectioned in many different ways,
so its shape and appearance highly varies from one slide to the next. On the
other hand, no more than two or three colors of the spectrum are used for high-
lighting objects. Although this reduced set of colors allows to discriminate the
basic tissular components (i.e. cell nuclei, cytoplasm, connective tissues, etc.),
they not are sufficient for distinguishing individual structures, i.e., a gland is
almost always colored with the same tone, an individual is undistinguishable
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of its neighbors, based uniquely on color properties. From a pattern recog-
nition standpoint, the classical object descriptors such as shape or color, are
therefore insufficient.
Figure 1.3: Different histological sectioning planes of a tubular structure, re-
sulting in different 2D sections of the same 3D structure. Taken from: Gartner
and Hiatt, Color Textbook of Histology, page 4, Figure 1-2.
Another important challenge, in terms of artificial vision, is the color stan-
dardization. In fact, there exists a huge color variability between different
slides, furthermore, such variability may be present in the same slide, a phe-
nomenon broadly known in the literature as color inhomogeneity. The picture
may be worsening by some contamination at any of the described stages, result-
ing in artifacts of the coloration and observed as spots with very different color.
These artifacts contribute in many different ways to enlarge the morphological
variations of the same microstructural concept, leading to erroneous tissue el-
ement identification. Overall, variations are multifactorial, among others, the
quality of the biological sample, the sample preparation (fixators, storing con-
ditions, staining duration, dye concentration, etc..) and the image capturing
parameters (environment illumination, exposure time, etc.). A rigorous con-
trol of the whole process is a marked trend of modern pathology laboratories
[16].
A third challenge concerns the definition of boundaries of relevant objects.
Unlike other medical imaging modalities, histopathological images are com-
posed of fragments of anatomical structures so that boundaries are really diffi-
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cult to establish. The fact that tissues undergo different invasive processes is a
price that has to be paid, whereby these tissues are always partially destroyed
so that what a pathologist is observing is a pale reflect of what the actual cell
really was. This explains why this specialty in particular requires a very long
training period so that many diseases involve a group of experts rather than a
single pathologist.
1.4 Contributions and thesis outline
The present thesis attempt to sum up several strategies, applied for reaching
proper levels of semantic interpretation of microscopical images, in two specific
use cases: cytological and histopathological applications. Special efforts were
focused on development of visual content representation methods that take
advantage of the particular characteristics of this kind of images.
The main contributions of this thesis are: i) an original approach to analyz-
ing cytological images that was applied to semi-automatic quantification and
classification of erythrocytes infected with malaria parasites ii) a novel method
for semantic annotation of histopathological images which automatically pro-
vides a conceptual description of the image content, based on the distribution
of minimal semantic units. Other contributions that are related to the main
methodological aspects of our central work, and that are included as annexes
in this thesis are: i) a comprehensive state-of-the-art of automated microscopi-
cal imaging analysis in hemathological applications and v) application of some
of the developed methods to interpretation of other biomedical images.
1.4.1 Analysis and interpretation of cytological images
for quantification of malarial infected erythrocytes
An original computational approach for quantification and classification of ery-
throcytes infected with Plasmodium falciparum was developed and evaluated
on a set of real images. Three specific contributions were generated:
• A comprehensive review of the most recent methods used for automatic
analysis and interpretation of cytology images in hematologic applica-
tions was developed and published as an independent chapter “Automatic
Analysis of Microscopical Images in Hematological Cytology Applica-
tions” in Biomedical Image Analysis and Machine Learning Technologies:
Applications and Techniques [24]. A preprint copy of this contribution
is included in the annex A.
• A complete evaluation of different color and learning models for classify-
ing Giemsa stained images, which was published in the 12th Iberoameri-
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can Congress on Pattern Recognition (CIARP 2007) as a research article:
"Infected Cell Identification in Thin Blood Images Based on Color Pixel
Classification: Comparison and Analysis".
• A template matching strategy for splitting clumped or overlapped cells.
This contribution was also published in the 12th Iberoamerican Congress
on Pattern Recognition (CIARP 2007) as a research paper titled "Auto-
matic Clump Splitting for Cell Quantification in Microscopical Images".
• A component based segmentation model that takes advantage of the
structure defined by the user for ignoring not relevant components in the
semantic analysis.
• A hierarchical classification model, based on the hierarchy of cell classes
defined by the expert.
The complete contribution in this issue was published in the specialized
publication Journal of Biomedical Informatics as the research article "A semi-
automatic method for quantification and classification of erythrocytes infected
with malaria parasites in microscopic images" and included as a whole chapter
(chapter 2) in this thesis.
1.4.2 Semantic Color Analysis of Micro-structural Tis-
sue Components for Automatic Histopathological
Images Annotation
An original computational approach for extracting semantic concepts in histopatho-
logical images of skin biopsies was developed and evaluated, using a set of im-
ages captured from the academic database of the pathology department of the
National University of Colombia. That work proposed to represent images as
a distribution of minimal semantic units, the small regions around basophilic
components. A stain based analysis was performed for detecting and describ-
ing these semantic units, representing the semantic tissue bases that compose
the pathological tissues. Specific contributions are:
• An approach to unmixing images of H&E stained tissues, robust to
the presence of endogenous and exogenous pigments. Experimental re-
sults of this contribution were submitted for presentation consideration
to the VI International Seminar on Medical Image Processing and Anal-
ysis (SIPAIM 2010). A preprint copy of this contribution is included in
the annex B
• A method for color standardization of digital images of H&E stained
tissues based on the well known color transfer model.
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• A model for classifying histopathological images of H&E stained tissues,
which attempts to extract minimal semantic units of these images, ana-
lyzing their stain components. This approach was accepted for publica-
tion in the 15th Iberoamerican Congress on Pattern Recognition (CIARP
2010) as a research article "Histopathological Image Classification Using
Stain Component Features on a pLSA Model".
• A block-based strategy for annotating histopathological images contain-
ing multiple biological concepts.
The complete contribution was submitted for publication consideration to
the specialized journal of Biomedical Informatics as the research paper "Se-
mantic Color Analysis of Micro-structural Tissue Components for Automatic
Histopathological Images Annotation". These contribution is also presented
in chapter 3.
1.4.3 Contributions to interpretation of other biomedical
images
Main ideas and development of this work were also applied to other medical
imaging problems and were included as the annex C and D.:
Brain Volumes Analysis
Diagnosis of neurodegenerative diseases using 3D brain structural images is an
open research question. So far the use of statistical parametric maps (SPM)
has been accepted as the standard approach for analyzing differences between
brain groups. We have proposed a simple region selection approach, defined as
disease by a SPM analysis, for classifying the brain as healthy or non healthy.
Preliminary results were presented in the V International Seminar on Med-
ical Image Processing and Analysis (SIPAIM 2009) as "automatic classifica-
tion of structural MRI for diagnosis of neurodegenerative diseases". An ex-
tended version of this work was invited to publish in the journal Acta Biológica
Colombiana. The application of this strategy to evaluation of normalization
strategies for analysis of diffusion tensor imaging was presented in the Interna-
tional Conference on Brain Informatics as a research paper "The Effect of the
Normalization Strategy on Voxel-Based Analysis of DTI Images: A Pattern
Recognition Based Assessment". Finally, a block-based strategy, similar to
the proposed in the chapter 3, was proposed for learning visual vocabularies
for improving super-resolution reconstructions of brain Magnetic Resonance
images based on sparse representation. Preliminary results of this work were
submitted to the VI International Seminar on Medical Image Processing and
9
CHAPTER 1. INTRODUCTION
Analysis (SIPAIM 2010) as the paper "Learning compact dictionaries for brain
MR image super-resolution".
Computer Assistance for Mass Diagnosis in Mammography Images
Automated interpretation of mammography masses is a challenge task due to
the difficulty of defining boundaries between masses and the dense tissue that
surrounds them. A content based image retrieval strategy was developed for
assisting the diagnosis of masses selected by the user. Mid-level shape and mar-
gin mass features were used as standard for describing mammography masses.
Preliminary results were presented in the International Workshop on Digital
Mammography (IWDM 2010) as the paper "Automatic BI-RADS description
of Mammographic Masses". An extension of this work, in which information
from the two mammographic views was conveniently fused, was submitted
for presentation consideration to the SPIE Medical Imaging conference (SPIE
2010).
1.5 Publications
1.5.1 Enclosed work
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Analysis and interpretation of cytologic
images for quantification of malarial
infected erythrocytes
Gloria Díaz, Fabio Fonzález and Eduardo Romero. A semi-automatic method
for quantification and classification of erythrocytes infected with malaria para-
sites in microscopic images. Journal of Biomedical Informatics. Vol. 42,2009.
This chapter presents a new strategy for extracting semantic concepts from
microscopic images of cytology samples. The proposed approach was developed
for a specific case of use named quantification and classification of erythrocytes
infected with malaria parasites [24]. The major challenges of this problem
were the unfeasible segmentation of early parasite stages from the erythrocyte
guest, and the diffused boundaries in features space for separating the different
parasite life stages. To face that challenges, we introduced a new paradigm,
in which instead of attempting to separately detect and quantify parasite and
cells, we dedicate our efforts to develop a semantic strategy which classifies
erythrocytes as either healthy or infected in a specific life stage, based on their
internal structure but with no explicit parasite detection. Explicit knowledge
representation was used for defining the learning model that performs the
classification stage.
2.1 Introduction
Malaria is a leading cause of morbidity and mortality in tropical and sub-
tropical countries, with an estimated of 1 to 2 million deaths per year [25]. It
is caused by any of the four different species of the Plasmodium parasite: vivax,
ovale, malariae and falciparum. It is estimated that every year 700.000 to 2.7
million people are infected by Plasmodium falciparum, which is the most lethal
species. In the last years, strategies for malaria control have been addressed
13
CHAPTER 2. SEMANTIC EXTRACTION FROM CYTOLOGIC
IMAGE
to design new therapeutic alternatives since both vector and parasites have
developed resistance to traditional therapeutic tools [25, 26].
Development of new therapeutic alternatives involves the use of experimen-
tal models such as the inhibition of in vitro Plasmodium falciparum growing
[27] or the test of Peters in mice [28]. These models allow evaluation of the
drug activity by the quantification of the parasite growth in blood smears.
Many methods have been used to estimate this growth, namely biochemical
tests (parasitic lactate dehydrogenase LDH), fluorometric methods (Fluoro-
crom Hoechst 33258-ADN of Plasmodium falciparum), or incorporation of ra-
dio labeled precursors (Hypoxanthine tritiated, actual gold standard in malaria
drug research [29]). These tests are rarely used in developing countries because
of their high cost, their specialized infrastructure needs and difficult handling
[30]. An efficient and reliable alternative to these methods is the visual mi-
croscopic quantification in thin blood smear stained with Giemsa [31]. The
staining process highlights the Plasmodium falciparum parasite and allows
to distinguish erythrocytes and parasites. Unfortunately, visual analysis is
time consuming, difficult to reproduce and subjective, which result in large in-
ter and intra-observer variabilities [32, 33]. Therefore, automatic parasitemia
quantification from thin blood films stained with Giemsa come to be of great
importance for the research of new therapeutic malaria alternatives.
2.1.1 The quantification problem
Automatic quantification of smeared blood films infected with Plasmodium Fal-
ciparum is a two-fold semantic extraction problem [34], it is not only needed a
precise counting of the number of infected erythrocytes but also an estimation
of which life parasite stage an erythrocyte is infected with. From an computer
vision standpoint, this represents multiple challenges. Firstly, digital images
present large luminance differences even though they are captured from the
same slide. These differences are mainly due to the inevitable variations either
at the sample preparation, dye fabrication or parameterization of the image
capture. The capturing parameters are a determinant factor to take into ac-
count, for example illumination differences between slides or even within the
same slide result in images with different color distributions such as those ob-
served in Figure 2.1 (panels a, b and c). On the other hand, most laboratories
need to adapt the stain technique to the particular environment conditions.
These modifications of the staining can mistake the entire technique and gen-
erate a different kind of artifacts, as for instance dye remains (Figure 2.1, panel
a) or appearance of crenated or superimposed erythrocytes (Figure 2.1, panels
b and c).
In terms of the evaluation of antimalarial therapies, an estimation of the
life parasite stage per infected erythrocyte it is also important. Figure 2.2
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Figure 2.1: Typical digital images of malaria blood smears, which present dif-
ferent coloration and illumination conditions. In panel a parasites in different
life stages are observed. Panel b shows some overlapped cells and background
artifacts produced by digitization conditions. In panel c, staining artifacts and
crenated erythrocytes are observed.
shows samples of healthy and infected erythrocytes at any of the three stages
of Plasmodium falciparum. As observed, the different infection stages are de-
termined by their morphological characteristics. However, a correct concept
classification is highly dependent on the observer experience because of the
slight differences among life stages, which in addition may present feature
overlapping. Large variations in shape, color and textures are frequently ob-
served in healthy erythrocytes, as shown in Figure 2.2 (row a). Some of these
erythrocytes present remains of hemozoin which can be confused with para-
sites in young stages. Row b shows examples of erythrocytes infected with
parasites in ring stage, characterized by an oval shape in which two typical
chromatin dots highlight. Sometimes, multiple rings are observed within the
erythrocyte. This stage is particularly difficult to segment because the two
chromatin dots rarely present well defined contours. Likewise, some examples
of infected erythrocytes with trophozoites are shown in row c, a stage very
difficult to diagnose since this stage is a transition between rings and schizonts
so that its characteristics vary between well defined rings (young trophozoites)
and mature shapes. Finally, row d shows examples of infections in a schizont
stage, for which the parasites are characterized by complex shapes inside the
red cell, composed of many chromatin dots.
In addition, it should be pointed out that any automatic quantification ap-
proach demands very low error levels since parasitemia in case of Plasmodium
falciparum is under a 6% so that detection of any parasitemia variation should
be under a 1 %.
2.1.2 Previous work
Application of different automatic image segmentation algorithms have led to
fast quantifications in routine cytological samples. A comprehensive review
of these approaches for hematologic applications can be found in [35]. Some
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approaches for malaria parasite detection have been lately reported in blood
smears [36], [37], [38], [39], [40], but these endeavors have been mainly dedi-
cated to quantification and very little to the problem of classifying the parasite
life stage. Indeed, poor detection sensitivities have been reported with these
methods, especially for detecting early parasite life stages.
Figure 2.2: Samples of healthy and infected erythrocytes. Healthy erythro-
cytes present large different shapes, color and textures (row a). Ring stage
infections are characterized by parasite oval shapes and bright chromatine
dots (row b). Trophozoite samples are a transition stage between well defined
rings (young trophozoites) and mature shapes (see row c). Schizont infections
are characterized by complex shapes with multiple chromatin dots (row d).
Di Ruberto et al. [36], using digitized RGB images, proposed to segment
erythrocytes from the green color component with a watershed algorithm, con-
strained by the average size of the erythrocytes which were obtained from a
gray-scale granulometry analysis. Parasite nuclei were also detected by a simi-
lar analysis but using a pre-defined structural element on the H and S compo-
nents of the HSV color space. Classification of schizonts was performed using
morphological operations and the Hausdorff distance, while other stages were
differentiated using similarity measures between histograms of the HSV color
space. A similar detection approach was presented by Ross et al. [39], but
local threshold levels were used for enhancing the early life stage detection.
In this work, the classification problem was focused on distinguishing parasite
species (vivax, falciparum, malariae or ovale) using a two phase machine learn-
ing strategy. The first stage classified infections either as positive or negative,
based on color and texture features, while the second stage assigned the par-
asite species using several a priori features such as relative sizes, shapes and
colors of the entire infected erythrocytes, number of parasites per cell, sizes
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and shapes of parasites and relative position of the parasite within the cell.
Mathematical morphology has also been used for malaria quantification [40].
A conventional edge filter was applied to the original color image, on which ery-
throcytes were segmented by applying a thresholding function. Afterward, a
series of binary morphological operations along with the correlation coefficient
between edges were used for deciding whether the erythrocyte was infected or
not. Halim et al. [37] proposed a template matching strategy for detection
of erythrocytes. A gray scale template was constructed from the actual im-
age based on cross correlations between predefined binary templates and the
image. Then, colors were quantized to a 8 level palette and a 3×3 window co-
occurrence matrix was calculated on the quantized image. Finally, a threshold
average of the co-occurrence matrix allowed to classify a pixel as parasite or
non parasite. Detection of parasites was performed using a machine learning
strategy [38]. This method carried out a first pixel detection (i.e. parasites and
stained artifacts) using a Bayesian classifier and the RGB color representation
as the parameter space. Then, several conventional mathematical morphology
operators allowed that pixels were gathered together into objects, which were
classified as parasite, or no-parasite, by a K-nearest neighbor classifier.
2.2 Materials and Methods
2.2.1 Method overview
A general overview of the procedure for estimation of parasitemia in malaria
images is shown in Figure 2.3. The semantic extraction process proposed here
includes three main components: (a) image preprocessing, (b) recognition of
erythrocytes, and (c) classification of erythrocytes.
Briefly, the image preprocessing step attempts to correct luminance differ-
ences produced by the acquisition process by means of a local adaptive low-pass
filter. The erythrocyte recognition phase is carried out in three steps: firstly, a
color pixel classification process uses a machine-learning strategy for classify-
ing a particular color space, which is then used as a look-up table for labeling
each pixel as either foreground or background. Secondly, pixels labeled as
foreground are grouped into one simplified Inclusion-Tree [41]. The resulting
tree is simplified to satisfy the restrictions imposed by the erythrocyte mor-
phological structure and their spatial relationships. Finally, clumped shapes, a
possible result of the binarization process, are split using an efficient template
matching strategy. This approach searches for the better matching between
a chain code representation of the clumped shape contour and an ideal ery-
throcyte, estimated from the original image by an Expectation-Maximization
algorithm. The last phase is the classification of erythrocytes among any of
the four possible classes. This classification is achieved upon 25 features which
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Figure 2.3: Overview of proposed method
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correspond to the statistics of the distributions of color, texture, illumination
and edges, extracted from the erythrocytes detected in previous step. The
whole process consists of two learning steps, corresponding to a hierarchical
classification model defined explicitly by the experts. Firstly, a binary classifier
decides whether the erythrocyte is healthy or not. Then a multiclass classifier
strategy assigns each erythrocyte to one of the three infection life stages: ring
stage, trophozoite or schizont.
2.2.2 Cytological material
Thin blood films were obtained by placing a drop of infected red cells with
Plasmodium falciparum, washed in RPMI 1640 (GIBCO) and cultured under
standard conditions as described elsewhere [42]. The basic technique for grow-
ing Plasmodium falciparum in settled layers of red cells in petri dishes under
an atmosphere of 18% 02/3% CO2 has already been described [27]. The in
vitro cultured material was placed on a clean microscope slide, which was then
smeared with the edge of a second slide and finally colored with Giemsa dye.
Slides were mounted and stored for future use.
2.2.3 Image acquisition
Images were digitized using a home made motorized microscope. A Sony high
resolution digital video camera Handycam DCR-HC85 (640 × 480 pixels to
1200× 16000) was coupled to a Carl Zeiss Axiostar Plus microscope, provided
with Carl Zeiss 426126 and 456006 adapters (Carl Zeiss, Light Microscopy,
Gottingen, Germany). Use of intermediate lens and a ×100 power objec-
tive yielded a total magnification of 1000×. Optical image corresponded to
102 × 76µm2 for a 640 × 480 image size, resulting in a total resolution of
0.0252 µm2/pixel.
2.2.4 Image preprocessing
Morphometry in microscopic studies, implicitly or explicitly, lies on a standard-
ization of methods which includes microscope settings. Inherent variability of
many factors such as environment illumination conditions, dye duration, film
thickness or film inhomogeneities result in different image luminance and color
distribution. This particular problem poses difficulties for classification since
it is very hard to deal with proper segmentations of objects with very similar
colors, even worst if one considers that in actual applications these colors are
mixed up by the luminance level. Thus, a local low-pass filter was applied to
adaptively correct luminance differences.
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The local low-pass filter was essentially a local adaptive filter, defined for
a window size which contained the largest image feature, i.e. a typical ery-
throcyte size. Given that illumination differences were mainly seen in the
luminance channel, the luminance correction process was applied to this com-
ponent. The m× n RGB image was decorrelated into luminance and chromi-
nance components using the YCbCr transformation specified in the ITU-R
BT.601 standard. Then, the luminance image was split into disjoint regions
of approximately the largest image feature and a mean pixel value was calcu-
lated from each. These low frequency values were then stored into a matrix
which was smoothed out using a moving window whose size was adjusted in
order to eliminate the tiling effect of the filter. Afterward, luminance was cor-
rected by ruling out the found low frequencies. Finally, the color image was
reconstructed using this luminance correction and the original chrominance
information. Filter was selectively applied on higher luminance values that
commonly represent the background pixels. Figure 2.4 shows one example of
preprocessing results for a typical image. The original image is shown in panel
a and the resulting image in panel b.
Figure 2.4: Results of preprocessing step. The left panel displays an original
digitized image, which after the local low-pass filter applied to the luminance
channel, is shown at the right panel.
2.2.5 Recognition of erythrocytes
After image luminance was corrected, the objects of interest (erythrocytes)
were detected as follows: firstly, a pixel classification allowed to label each
image pixel as either background or foreground, based on its color features.
Afterward, an Inclusion-Tree structure [41] represented the hierarchical object
relations between background and foreground so that a filtering process allowed
to remove irrelevant structures such as artifacts generated at the staining or
digitization processes.
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Color space classification
Color space classification attempts to find the set of boundaries that optimally
separates background from foreground objects in a particular color-space rep-
resentation. In this color pixel classification problem, the number of possible
patterns was much smaller than the number of patterns to classify. Therefore,
it resulted more efficient to pre-compute a look-up table for every possible
pattern in a whole color space, and then to classify image pixels by accessing
the location of their values at the look-up table.
Different color spaces can be used to build a pixel classification model
because a particular color space may emphasize features that facilitate identi-
fication of searched objects. Likewise, different supervised learning algorithms
could used as classification model, each of them with its own weaknesses and
strengths, and according to the No-Free Lunch Theorem [43], there is not one
that could be deemed as superior to the rest for any classification task. Ac-
cording to this discussion different color spaces and learning models, which
were representative of the most used machine-learning algorithms, were both
evaluated for finding the best performance combination [44]. Machine learning
techniques assessment included a naive Bayes, a k-NN, a neural network and a
SVM classifiers whilst color spaces comprised RGB, normalized RGB, HSV
and Y CbCr. That work (results shown in [44]) found that best performance
was obtained with normalized RGB color space and k-NN learning algorithm,
so that we used this combination for color space classification.
Pixel image labeling
The classified color space is used as a look-up table which assigns labels to
each image pixel, i.e. background or foreground, as illustrated in Figure 2.5.
Inclusion-Tree representation
The resulting binary image contains a number of components that can be
better handled in terms of regions, their properties and relationships. A for-
malism, known as connected morphological operators [45, 46], is herein used
for approaching the problem at the level of objects. These operators are fil-
tering techniques that eliminate regions, called flat zones, without creating
or modifying the boundaries of the remaining regions. Formally, a morpho-
logical operator is called connected if the resulting partition P (X) is coarser
than the original, for any set X. In other words, connected zones are either
left untouched or changed altogether. Likewise, an operator ψ is a connected
operator if for every image f , the partition Pψ(f) of the output image ψ(f) is
coarser than the partition Pf of the input image f [46].
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Figure 2.5: Upper panels show the resulting images after the pixel labeling pro-
cess. Segmented erythrocytes are superimposed upon these images at bottom
panels.
Connected components are structured as a zonal graph, which is the graph
that takes the regions of P (X) as vertices and whose arcs represent the adja-
cency of the regions. In the common case where connectivity is based on adja-
cency, connected operators can be described and implemented by re-coloring
and merging vertices in the zonal graph. When objects in the image are hierar-
chically related, connected operators can be seen as pruning strategies of a tree
representation, which are implemented by re-coloring and merging operations
on the nodes of the tree.
After the binarization process, many erythrocyte centers result being la-
beled as background (Figure 2.5), herein called erythrocyte holes. The geo-
metrical Inclusion-Tree used in this work is built as follows: two conventional
connected component trees of lower (0) and upper (255) values are firstly built
(as observed in figure 2.6). Afterward, regions corresponding to erythrocyte
holes (grey regions in figure 2.6) are searched into the lower value tree for each
of the connected components. These holes are connected components in the
upper value tree since both trees are dual. The found connected components
and their children in the upper value tree are then assigned as the spring of
the connected component in the lower value tree. Finally, all these regions
i.e. the connected component in the lower value tree in which a hole has been
detected and its equivalent spring in the upper value tree, are merged together
as illustrate in figure 2.6 [41]. The resulting Inclusion-Tree is reduced to a two
level structure representing the background (root) and the foreground objects.
Once the tree representation is complete, a number of connected operators are
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Figure 2.6: Inclusion-Tree construction: the resulting labeled image is shown
at the top. Mid panels show the corresponding upper and lower value trees
(holes are colored in gray). The inclusion-Tree, obtained by merging these
trees is shown at the bottom.
then successively applied for removing redundant information and identifying
the erythrocytes:
• Background noise in the original image may lead to small mislabeled
areas in the binary image. They are removed by applying the area oper-
ator, which is calculated by measuring the area of each node N1. If the
area Ak is smaller than a threshold, the node is removed from the tree
and the pixel value for these pixels is switched to the background. The
value for which areas are recolored is chosen smaller than the smallest
erythrocyte.
• Erythrocytes touching image boundaries are incomplete forms and are
removed with a black leave increasing operator
• Foreground objects with a largest area than a threshold are considered
clumped erythrocytes that should be separated for total quantification.
This process is presented in section 2.2.5
Splitting of clumped erythrocytes
As already mentioned, one major problem associated with the total quantifi-
cation of stained cells is the number of overlapped or connected cells. In this
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work, a novel method for separating clumped erythrocytes is proposed, based
on a template matching approach. The basic idea is that a template segments
these shapes by finding the better correlation between a clumped shape and
the template, which is an “ideal” erythrocyte constructed from the image un-
der examination. Correlation is determined on a chain code representation of
both erythrocyte and connected cells. This gold standard erythrocyte is in-
ferred from a set of isolated erythrocytes coming from the image tree and which
have been previously selected for matching some criteria, used for conserving
the essential erythrocyte shape properties. This set is used to maximize the
expectation of the searched shape likelihood using an EM algorithm.
Template Construction via the EM Algorithm For the cell template
construction, we assume that each single cell drawn from the image is one
instance of a true model. Each is assumed to be generated from a process
that modifies the true model by adding a random noise, which models the
complex interaction of factors such as the biological variability, the cytological
procedure and the illumination capturing conditions.
Let Di = (D1i , . . . , Dni ) be a vector of n elements, which stores the n binary
pixel values of a single cell image, with i = 1 . . . N and N the number of single
cells extracted from the image. Let I be a vector of n elements too, which
stands for the pixel values of the ideal cell (true model) so that
Dji = Ti(I
j)
 2.1
where T is a stochastic function that generates the model instance and is
defined as follows
Ti(1) =
{
1 with probability pi
0 with probability 1− pi
Ti(0) =
{
1 with probability 1− qi
0 with probability qi  2.2
Where pi and qi control the probability of error on the generated instance.
A Ti with pi = qi = 1 means that instances generated by Ti corresponds to the
true model. The problem is then to find the pi and qi values which maximize
the likelihood of the instances being generated from the model:
(p, q, I) = argmax
p,q,I
(L(D|p, q, I))
 2.3
where the likelihood
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L(D|p, q, I) =
N∏
i=1
n∏
j=1
P (Dji |pi, qi, Ij)
=
N∏
i=1
n∏
j=1
P (Dji |pi, qi, Ij = 1)I
j
P (Dji |pi, qi, Ij = 0)1−I
j
=
N∏
i=1
n∏
j=1
p
IjDji
i q
(1−Ij)(1−Dji )
i (1− pi)I
j(1−Dji )(1− qi)(1−Ij)D
j
i
 2.4
A first naive approximation to this problem could be an intensive search
of the parameters, but this is not feasible because of the size of the parameter
space, which is potentially infinite. An alternative approach is to iteratively
improve the estimation of the optimal parameters. For this purpose, an Ex-
pectation Maximization (EM) strategy was adapted from [47].
The main idea of the approach is to consider the true model (I) as a hidden
variable, which is estimated from the observed data and a set of values for the
parameters pi and qi. The initial values of pi and qi are further improved
by local optimization. The process of alternatively estimate I (expectation
step) and improve the pi and qi values (maximization step) is iterated until
convergence. This convergence is guaranteed since the likelihood function has
an upper bound, as stated in [48].
The initial parameter estimates pi and qi are set to 0.9, as the fundamental
hypothesis in this work is that the instances do not differ too much from the
true model. The final estimation of I corresponds to the true model that will
be later used as a template to find cells in the input image.
Splitting via template matching strategy Traditionally template match-
ing techniques have been considered as expensive regarding computational re-
sources since the template must slide over the whole image. However, the ap-
proach herein used is mainly based on a simplified version of both the template
and the clumped shape through a chain code representation, which searches
for an anchorage point that results in a “best match" when the two shapes are
superimposed. A chain code is typically used to represent the object bound-
ary by a sequence of straight-line segments with their associated directions.
A randomly selected pixel from the object boundary is chosen as the initial
point. Afterward, the pixel’s neighbors are numbered from 0 to 7 (8-neighbor
mask) and the pixels belonging to the boundary are selected following a clock-
wise direction. Finally, the obtained chain code is normalized for achieving an
invariant representation regarding the initial point and orientation.
The proposed method searches for the best correlation between chain codes
of the clumped shape and several scale variations, {s1, . . . , sn}, of the template
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shape. The i-th scaled template shape and the clumped chain code are aligned
starting at point j, the correlation is calculated and stored at the position (i, j)
of a matrix. The noise produced by small variations in the correlation function
is filtered by applying a gaussian function. Then, a local maximum is located
for each scale and labeled as a possible match point. Using these match points
as a fixation, a registration strategy calculates the best rotation between the
two chain codes i.e. the clumped shape and the scaled ideal erythrocyte. This
registration algorithm aims to maximize the intersecting area between the
two shapes, finding the best scale, position and rotation of the original ideal
erythrocyte. After a first cell is found, its corresponding intersection surface
is eliminated from the clumped shape as well as the optimal match point from
a list of possible match points. Likewise, possible match points next to the
optimal match point are removed. This procedure is iterated until possible
match points exist or the remaining area is proportionally lower than a given
threshold, α.
The performance of the proposed splitting method depends on the scale
variation values, {s1, . . . , sn}, and the minimum ratio threshold, α. The
method was applied to a set of representative images using different values for
these parameters. The best performing set of parameters was found by varying
the scale between 0.9 and 1.1 with increment steps of 0.02 and α = 0.2. Values
of α larger than 0.2 prevented separation of highly-clumped cells and values
less than 0.2 produced oversplitting.[49]
2.2.6 Classification of erythrocytes
Visual classification of erythrocytes requires identification of complex patterns
that involves color, shape, intensity, texture features or neighbor relationships.
Complex combinations of these attributes constitute high-level concepts such
as “infected erythrocyte with schizonts”, which represent the semantic content
of the image. An automatic classification system should be able to identify
these high-level concepts within the context of real images, i.e. noisy images
with great variability. This problem may be approached from two different
perspectives: analytic and inductive. The analytic standpoint requires to fully
understand how the low-level features are combined to structure high-level
concepts. The inductive standpoint automatically builds a model of high-level
concepts based on a number of training samples, a perspective herein used
through several machine learning approaches.
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Cell content representation
The aim of the cell content representation process is to identify and extract
relevant information from the image that allows discrimination of healthy from
infected erythrocytes and infection stages. Visual identification and classifica-
tion of Plasmodium falciparum is based on the variations of the cytoplasm
and the presence of crhomatine dots or hemozoine remains. These variations
manifest themselves as changes in the distribution of color, intensity, texture
and edges in the cell image so that these features were selected for the repre-
senting the visual cell content.
Provided that an image is mainly a stochastic process, it is convenient to
model it as a random variable which is described by its corresponding proba-
bility density function. Therefore any erythrocyte feature is a random variable
described by a set of histograms, as follows:
• Color histogram (CH): Histograms are represented using partitions of
the color space as described in [50]. Normalized RGB color representation
was evaluated using different histogram resolutions. Partitions of 64
(8× 8), 256 (16× 16) and 576 (24× 24) bins were assessed. Only the r
and g values were used for constructing the histogram.
• Saturation Level Histogram (SLH): this descriptor is able to specifically
discriminate malaria parasites since the dark pink coloration of the par-
asite nuclei is easily observable in the saturation channel of the HSV
space [36]. For saturation images, the SLH was partitioned in 256 bins,
as described in [50].
• Gray scale (GH): Represents the intensities distribution on the image,
a 256 bin histogram was extracted from gray-scale images.
• Tamura texture histogram (TTH): There are 6 different Tamura fea-
tures: coarseness, contrast, directionality, linelikeness, regularity and
roughness. Only the first three were used since they are strongly cor-
related to human perception [51], according to the adapted formulation
in [52]. Textures histogram was calculated from a 8× 8× 8 = 512 parti-
tion.
• Sobel histogram (SH): the Sobel operator is one of the most popular
image processing operator for edge detection [53]. It calculates a pixel
derivative estimation by finding intensity differences in the horizontal and
vertical directions. A 3×3 mask was used to analyze the 8-neighborhood
and a 512 bin histogram was computed.
Although histogram features can be used as features vectors, for the sake
of saving computational resources, it is better to reduce the dimensionality
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problem, i.e. to generate feature vectors with a least number of possible fea-
tures. We used mean, standard deviation, skewness, kurtosis and entropy as
basic descriptors of the histogram properties. In summary, the visual content
of a cell is represented by 25 features that characterize 5 histograms, each
represented by 5 histogram-features.
Classification
Overall, parasite quantification basically aims to separate healthy from infected
erythrocytes. However, development of new antimalarics demands a precise
determination of the parasite stage since these drugs are designed to specifically
attack a particular parasite stadium. The approach herein developed carries
out the parasite classification into two steps: firstly, a classifier was used for
deciding whether or not an erythrocyte was infected. Then, the type of the
infection was determined using a set of classifiers composed of four learning
models identifying the different classes, three of them specialized on classifying
each of the three different stages of infection and another on detecting possible
artifacts. Only those erythrocytes classified as infected in the previous step are
taken into account for this phase. Provided that some healthy erythrocytes
may be wrongly classified in the first step, this phase include an artifact class
into the analysis. Those erythrocytes that are misclassified into none, two
or more classes are ruled out and left to the user for a later visual decision.
Two state-of-the-art nonlinear classifiers were evaluated for these phases: a
multilayer perceptron neural network (MLP) [54] and a support vector machine
(SVM) [55].
Model evaluation
Each classifier was separately trained through an exhaustive search of their
learning parameters. For the SVM training, two commonly used kernel types
were evaluated: radial basis function (RBF) and polynomial functions. For the
RBF kernel, the γ parameter was varied from 0.1 to 2 with increment steps
of 0.1, while the polynomial kernel degree was set at 1, 2 and 3. Finally, the
regularization parameter C, was varied between 1 and 20 with increment steps
of 0.2. On the other hand, the MLP performance was tuned by varying the
number of neurons in the hidden layer between 1 and 9 and the value of the
learning rate between 0.1 to 2.0 with a step of 0.1.
Selection of the best parameters was carried out through a two fold ap-
proach. First a conventional 10-fold cross validation was performed for every
parameter combination and the best values for each algorithm were again eval-
uated using a different data set. Finally, the best classifier was selected and
evaluated using the test data set.
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The performance of the classification tasks is commonly quantified in terms
of its predictive accuracy. However, this approach is inappropriate here be-
cause of the unbalanced class distribution between the infected and healthy
erythrocytes. The contribution of each class to the entire accuracy rate is
a function of its cardinality (misclassification of minority class instances has
insignificant impact on the performance). As an alternative, some authors
[56] have proposed the use of statistical metrics related to effectiveness as the
F-measure, which is computed as:
Fβ =
TPR ∗ PR
β ∗ TPR + (1− β) ∗ PR
 2.5
with
TPR =
TP
TP + FN
PR =
TP
TP + FP
where TP stands for the true positives, FN for the false negatives, and FP
for the false positives. The β coefficient (0 < β < 1) allows to assign relative
weights to both the true positive and precision rates [56]. In this work, Fβ was
calculated setting β to 0.4, so the search was addressed to detection of TP .
2.3 Experimental Results
The performance of the proposed method was assessed in the two main sub-
tasks: recognition of erythrocytes and parasitemia estimation, for which, five
different thin blood films were digitized. These samples were stained about
a year ago and presented typical stain variations, close to routine laboratory
conditions. 450 digitized images were randomly selected from these slides for
evaluation.
2.3.1 Recognition of erythrocytes
The performance of the proposed clump splitting method was evaluated. Fig-
ure 2.7 illustrates the entire splitting process: first row (a) shows different
clumped erythrocytes and the whole process is illustrated by the sequence of
rows. Notice the high degree of overlapping in row a, which along with the color
and luminance variability result in the clumped shapes of row b. Row b shows
binary images after the segmentation process. In some cases the binarization
strategy can even increase the overlapping between cells as the obtained shape
in panel eight. The sequence of phases of the splitting process is shown in rows
c, d and e for each of the clumped shapes i.e. a first best matching in row c, a
second best matching in row d and a third best matching in row e. Note that
the results are highly independent of the degree of overlapping, as observed in
clumped shapes of the fourth and fifth panels. Furthermore, the strategy is
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Figure 2.7: Application of splitting process. Red color corresponds to the
clumped shape contour and green color stands for the contour of the found
cells. Row a displays the original digital images. Row b depicts the binarized
images after the color classifier has segmented objects, rows c, d and e show
first, second and third iterations of the procedure and finally, row f shows the
superimposed results of the splitting cells and the clumped contour shape.
robust against partially hidden structures such as the middle cell within the
clumped cell of the second panel, in which the cell was occluded in about a
80%. Likewise, observe that there is not a systematic trend about a preferred
initial location among the set of assessed shapes. Finally, row f shows the
original clumped contour superimposed with the different locations at which
the template has found a relevant shape. These results demonstrate that the
proposed technique is able to find variable degrees of overlapping. Even bet-
ter, distorted cells such as the shown in third panel can be quantified with
this technique. A total of 192 clumped cells were found, split and quantified.
These results were compared against a visual quantification performed by two
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experts, with a reported experience of at least five years in the domain. Auto-
matic quantification (the number of found cells for clumped shapes) coincided
in 182 of the 192 clumped cells found, resulting in a 95% agreement.
A semi-automatic quantification of erythrocytes was performed on a total
of 100 digital images, randomly selected and compared with the visual results.
Both, manual or semi-automatic counts did not take into account erythrocytes
touching the image boundary. The method capability for finding erythrocytes
was estimated as a cumulated average of the differences between the semi-
automatic and visual methods. Table 2.1 shows this cumulated average in the
second column for expert 1, expert 2 and their arithmetic mean. In the third
column the counting error, expressed as a percentage of the number of cells in
the image, is shown. The proposed approach achieves a quantification near to
the arithmetic mean of the two experts and an average error of 0.18% with a
standard deviation of 5.48, corresponding to less than 1 missing erythrocyte
per image, in average. Also, a correlation analysis was carried out and a very
high correlation (0.99) was observed between each of the experts and the semi-
automatic approach (Table 2.2). In general, large differences were mainly due
either to overlapping cells that were not correctly split or to cells touching the
image boundaries that were counted by the experts.
Average Difference %Difference
Expert1 −0.23 1.25± 5.43
Expert2 0.27 1.78± 6.64
Table 2.1: Differences in the quantification of erythrocytes between the pro-
posed approach and visual quantifications.
Expert1 Expert2 Automatic
Expert1 1
Expert2 0.993 1
Automatic 0.992 0.988 1
Table 2.2: Correlation coefficient between the quantification performed by the
two experts and the automatic method
2.3.2 Estimation of parasitemia
Experiments for total parasitemia quantification and life stage differentiation
were performed with the overall dataset, which was randomly divided into
training (40%), validation (30%) and test (30%) image sets. Training and
validation sets were used for parameter tuning of the classifiers while the test
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set was used for the final evaluation of the method performance. Objects of
interest (erythrocytes) were automatically cropped out from the pictures by
the recognition process (see section 2.2.5) and used to create new image files
which were preclassified by the expert either as healthy, ring, trophozoite or
schizont infection. A set of 12 557 erythrocytes composed of 11 844 healthy
erythrocytes, 521 in ring stage infection, 109 in trophozoite stage infection and
83 in schizont stage infection, was used.
Detection of infected erythrocytes
The first stage of the classification process was carried out on the full set
of erythrocytes. Effectiveness of the learning models was assessed using the
Fβ measure and varying the parameters of each algorithm. Figure 2.8 shows
the contour plots of Fβ measure for SVM and MLP, dark regions correspond
to the values of parameters that report best performance. Each Fβ value
corresponds to the average of 10 experiments from a 10-fold cross validation
process. Results show that the effectiveness was always above 0.89 and stable
in many points of the parameter space. In these cases it is useful to pick those
that present the largest performance with lower complexity. Figure 2.8 (a)
shows the performance of SVM with radial base kernel, in this case better
performance was reached for γ values between 1.2 and 1.8 and low complexity
values. So, optimum combination of the parameters γ and C was set at 1.2
and 3 respectively, which presented an average Fβ of 0.941. In the case of
SVM with polynomial kernel (shown in Figure 2.8 (b)), better performance
was reported by degree 2 and many complexities values. So, complexity was
set at 3, which presented a Fβ measure of 0.937. Finally, optimum parameters
for the MLP were set at 7 neurons in the hidden layer and a learning rate of
0.1 with Fβ of 0.925 (see Figure 2.8 (c)).
With the optimized learning models, the validation and test sets were clas-
sified and the results shown in Table 2.3. The three learning models achieved
excellent results, i.e. effectiveness above 0.92 in the three cases. In general,
there was a low number of false negatives, most of them in the early stages
of infection. Also there were few false positives mainly caused by staining ar-
tifacts. As it is shown in Table 2.3, better performance was achieved by the
SVM classifier with a 2 degree polynomial kernel and a complexity of 3. This
classifier achieved a sensitivity of 94% and a specificity of 99.7% in detection
of infected erythrocytes on the full data set.
Identification of infection stage
A total of 670 erythrocytes, classified as infected in the previous step, were
evaluated for determining the infection stage. The best learning parameters
for each classifier were selected using the same process described in subsection
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Figure 2.8: Contour plots of the Fβ measure for SVM and MLP. x-axis corre-
sponds to the complexity levels in the two upper panels while in the bottom
one, it stands for the learning rate. the y-axis in the two upper graphics cor-
respond to variations of the γ parameter and polynomial degrees, while at the
bottom panel the y-axis stands for the number of neurons of the hidden layer.
Each Fβ value corresponds to the average of 10 experiments from a 10-fold
cross validation process. The dark red color represents parameters with the
better performance for each case.
2.2.6. 656 erythrocytes were automatically classified whilst 44 were considered
as “no- decision”, i.e. classified as undefined class or more than one class. Ta-
ble 2.4 shows the best classifiers for each infection class and the Fβ measure
obtained for training, validation and test sets from automatically classified in-
stances. Performance for ring stage was better than for the other classes. This
may be explained by the fact that the number of samples of this class was con-
siderable higher that the number of samples of the other classes. This allowed
to build a more accurate classification model for this class. 464 erythrocytes
infected in this stage were automatically classified using a MLP classifier with 7
neurons in the hidden layer and a learning rate of 0.1, achieving an effectiveness
of 95% a sensitivity of 99.1% and a specificity of 80.4%. As it was expected,
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SVM_RBF SVM_Poly MLP
γ = 0.8, C =4 P = 2, C=3 neurons = 7, l_rate = 0.1
Training set 0.940 0.937 0.925
V alidation set 0.937 0.954 0.936
Test set 0.934 0.961 0.937
Table 2.3: Fβ optimal measures for SVM with polynomial kernel, SVM with
radial kernel and MLP, validation and test sets of the infected erythrocyte
detection process.
performance on the trophozoite class was poorer, probably because this class
corresponds to a transitional stage of the parasite from ring to schizont stages,
i.e. erythrocytes from this class share many characteristics with erythrocytes
from the other infection classes. 93 erythrocytes infected in this stage were
automatically classified using a SVM_RBF with γ and complexity parameters
set at 0.2 and 14. Effectiveness, sensitivity and specificity values in this case
were of 67.1%, 62.4% and 95.7%. Finally, classification of schizont infection
was performed using a SVM_RBF with γ and complexity parameters set at
0.2 and 12.4. This classifier showed an effectiveness of 78.4% and sensitivity
and specificity of 75% and 97.4% respectively. All erythrocytes infected in this
stage were automatically classified and false negatives were always identified
as trophozoites, as expected.
Ring Stage Throphozoite Schizont
MLP SVM_RBF SVM_RBF
neurons = 7, l_rate = 0.1 γ = 0.2, C =14 γ = 0.2, C =12.4
Training set 0.973 0.771 0.780
V alidation set 0.923 0.519 0.739
Test set 0.947 0.677 0.882
Table 2.4: Fβ measures for training, validation and test sets of the automatic
infection stage classification process.
A 2 degree polynomial SVM with a complexity of 1.2 was used for detecting
those healthy erythrocytes incorrectly classified in the previous step i.e. arti-
fact class. There were 29 non-infected erythrocytes in the data set, 15 of them
classified as ring stage infections and 14 correctly considered as “no-decision”.
None of them was classified as artifact.
Quantification assisted by the user
As explained in section 2.2.6, when the set of classifiers was not able to deter-
mine the erythrocyte membership to a unique class, it was left to the user for
visual classification. From 12 557 evaluated erythrocytes, only 44 had to be
34
2.4. DISCUSSION
classified by the user, which represent a 0.3% of the total cells. This set was
composed of 18 ring stage infections, 12 trophozoite and 14 healthy erythro-
cytes. Quantification assisted by the user improved the overall performance in
detection of infected erythrocytes and determination of ring and trophozoite
stages. Table 2.5 shows the final system effectiveness for each class after of user
assisted classification. Infected erythrocyte detection effectiveness and speci-
ficity increased to a 96.2% and 99.9%, respectively. Likewise, identification of
the infection stage performance was improved. In the trophozoite stage effec-
tiveness improved from 67.1% to 71.1% and sensitivity from 62.4% to 66.7%,
whereas in the ring stage effectiveness and sensitivity increase to 94.9 and 99.2,
respectively.
Infected erythrocytes Ring Stage Throphozoite Schizont
Training set 0.952 0.974 0.792 0.780
V alidation set 0.962 0.928 0.552 0.739
Test set 0.972 0.949 0.754 0.882
Table 2.5: Fβ measures of training, validation and test sets after user inter-
vention.
2.4 Discussion
This work presented an original method for quantification of infected erythro-
cytes in thin blood films as well as a precise determination of their infection
stage. Discrimination of each erythrocyte class was achieved through a bank
of classifiers, using a set of low level features which was computed for erythro-
cytes automatically extracted from digitized images. The proposed approach
was tested on a total of 450 images, composed of 12 557 erythrocytes with a
parasitemia of 5.6%, obtaining a sensitivity of 94% and a specificity of 99.7%.
These images were randomly selected from five thin blood films, they presented
typical color and luminance variations as well as different erythrocyte density.
The proposed method was simple and allowed an adequate identification of
both the infected erythrocytes and their infection stage.
It must be stressed out that no standardization process was performed ei-
ther at the cytological procedures or at the microscopical acquisition settings.
Images were digitized from an unrelated study carried out a year ago. The
resulting images were very noisy and presented many stain differences and ar-
tifacts which made them difficult even for visual diagnosis. A first step for
reducing such artifacts was performed by locally low-pass filtering these im-
ages so that background luminance differences were reduced while foreground
objects were preserved. The main role of this phase was to smooth the back-
ground out and to improve the low-level pixel classifier performance.
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Automatic malaria parasite detection has been broadly studied [36, 38, 37,
39, 40], but most of these methods no focus on the problem of determination
of the infection level. As far as we know, there exists only one investigation
that attempted to identify infection stages [36]. Overall, a common strategy
for all these methods has consisted in segmenting the image into three compo-
nents: background, erythrocytes and parasites and therefore the found stage is
dependent on the achieved segmentation accuracy. When detecting infections
which are characterized by the presence of mature trophozoites and schizonts,
a complete separation of the erythrocyte and parasite has been reported [36],
but these reports have not included early infection stages. As observed in Fig-
ures 2.2 (c) and 2.2 (d), the basic features of trophozoites and schizonts are
very different from the occupied erythrocytes since they are stained in a strong
purple while erythrocytes present a pink tone. In these cases, it is relatively
easy to distinguish parasite and erythrocyte, but very difficult to identify the
parasite stage since differences are mainly based on size. Besides, in early in-
fections (rings and young trophozoites) such boundaries are even much more
diffuse (see Figure 2.2 (b) and 2.2 (c)). Importantly, for the case of developing
antimalaric drugs, a high presence of young stages is observed. In the present
study for instance, a 71% of the infected erythrocytes corresponded to ring
stages. Furthermore, since the stain process is variable and it is frequent to
observe healthy erythrocytes with hemozoin or dye remains, the entire strategy
needs to include rules which permit to discriminate young parasites from these
artifacts (see Figure 2.2 (a)). This is why the whole strategy herein proposed is
addressed to analyze the erythrocyte-parasite as a whole concept and use this
to determine whether or not an erythrocyte is infected along with its infection
stage.
The obtained results outperform what has been so far reported in the lit-
erature for both detection of infected erythrocytes and determination of in-
fection stages. In addition, the number of evaluated images in the present
work is larger than previous ones (450). Specifically, the proposed method
exhibits a sensitivity of 94% for detection of infected erythrocytes, larger than
that reported by Tek et al. (74%)[38], Ross et al. (85%)[39] and Halim et
al. (91%)[37]1. Di Ruberto’s method was compared with two experts in a
set of 12 images, detecting young trophozoites, mature trophozoites and sch-
izonts. That investigation informed that correlation with each of the experts
was higher than correlation between the two experts. Nevertheless, an aver-
age correlation of 0.5 for parasite detection and 0.56 for discrimination of the
parasite species, turn out to be not enough provided that no early stages were
considered. Likewise, Di Ruberto’s method showed a quantification average
difference of 9.3± 1% , Sio’s work reported a difference of 2.04± 2.8% and the
1This method was devised for detection of gametocytes and schizonts
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present investigation found a 0.26% ± 0.67 when difference where computed
on 100 images visually quantified by two experts, a better performance in a
larger group of evaluations.
The developed method allows reliable erythrocyte recognition, as inferred
from Tables 2.1 and 2.2, where high correlation between visual (two expert
microscopists) and automatic analysis is observed (0.99). Erythrocyte recog-
nition has been previously approached using conventional segmentation tech-
niques such as thresholding [36, 39, 37] and edge detection. However these
techniques are highly dependent on image quality, they need a particular pa-
rameterization for each image and are computationally expensive. On the
contrary, the approach herein proposed performs an image binarization using
the expert knowledge through a trained classifier which is capable to assign a
pixel to a particular class within the RGB normalized space. A minimal user
intervention is needed to select the sample pixels for training the statistical
classifier. Afterward, objects are constructed from pixels by inclusion trees
which bring together a set of rules representing again prior knowledge about
these objects. These trees allow to filter artifacts or noise generated by the
acquisition process. On the other hand, time is saved through the construction
of a lookup table (LUT) in which pixel classes are precalculated for the whole
parameter space i.e. the normalized RGB color space. In the present study
this was fully justified because the number of possible classes is smaller than
the number of possible prototypes.
Full automation of erythrocyte quantification is limited by the presence
of overlapping cells. Previous works have attempted to solve this problem
by application of a series of morphological operators [36, 39] or a concavity
analysis [40] which depends on implicit conditions about cell shape or size.
Morphological operations are limited by the overlapping degree between cells
since it is a well known fact that two shapes can be separated if their centers
are separated [57]. This constitutes a limitation for actual applications because
cells tend to aggregate in random configurations which occlude center shapes
so that they are not available anymore. In contrast, we attempt to find cells
within clumped shapes similar to those erythrocytes found in the same image.
The matching approach is independent of the existence of cell centers, and
many difficult cases such as the second panel in Figure 2.7 were successfully
achieved. On the other hand, a concavity analysis supposes variability is so
small as to apply a set of rigid rules to every case. Yet an erythrocyte is a
cell with a well defined shape and small size variation, these clumped cells are
present in places where they are deformed by the agglutination process and
both shape and size patterns are altered. The approach presented here was
capable of splitting a 95% of the clumped shapes in the test images.
Automatic classification approaches are evaluated using four metrics: sen-
sitivity or true positive rate (TPR), specificity or true negative rate (TNR),
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false positive rate (FPR) and false negative rate (FNR) [58]. However, only the
former two are generally used because they are explicitly derived from the two
latter ones. These measures indicate the accuracy of a quantitative lab test
i.e. the probability that a particular classification is correct. A good classifier
has to make a proper trade off between sensitivity and specificity, a key point
which depends on a pre-defined threshold over the problem. This threshold
is a difficult decision when class representation is biased. In this class imbal-
ance problem, it is important to assess the method capability for identifying
the rare cases since this class is usually the most relevant. Herein, we use an
effectiveness measure in which TPR and PPV may be combined i.e. the Fβ-
measure. This metric allows to weight the relevance of a correct classification,
which means that larger effectiveness values are correlated to better sensitivity,
even if there exists some accuracy loss. This evaluation method ensures that
the selected classification models report better performance when detecting
infected erythrocytes as well as determining its correct life stage. Importantly,
this metric allowed to observe a large stability of the evaluated models to the
variation of the learning parameters, as observed in figure 2.8. These results
indicate that the performance of this method could highly improve by stan-
dardizing the acquisition conditions of the cytologic sample before training the
model.
A set of features that not only include color, luminance, texture or edge
distributions, but also other characteristics such as the saturation level, were
used for describing each erythrocyte. The importance of the saturation channel
was previously described [36] and turns out to be a specific chemical reaction
of the parasite DNA to the Giemsa stain which is observable in the satura-
tion channel. Two commonly non linear classifiers, including support vector
machines (SVM) and multi layer perceptron (MLP), were evaluated for find-
ing the best learning parameters that allow to identify each erythrocyte class.
The first step towards erythrocyte classification is to divide the erythrocytes
in infected and non infected. Infected erythrocytes were effectively detected
by the optimized classifiers, as shown in Table 2.3. The best performing clas-
sifier was the SVM with a polynomial kernel, which exhibited an effectiveness
of 0.95, a sensitivity of 94%, and a specificity of 99.7%. Identification of the
infection stage presented a smaller performance, indicating that infected par-
asite features are strongly mixed up, a condition which is more evident for the
trophozoites. In this case it is nearly impossible to find a boundary between
young trophozoites and ring stages, Similar to the case of mature trophozoites
and schizonts. As shown in Table 2.4 the best performance is obtained for
ring stage identification. These results can be explained by the fact that the
number of instances of trophozoites and schizonts was relatively small.
One important feature of the proposed method is that it is able to determine
when there is not enough confidence on the automatic results. In this case,
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the user is asked to visually classify these samples. In the present study only
a 0.3% of erythrocytes were assessed by the expert i.e. 44 among 12 557,
increasing the overall effectiveness by one percentage point.
Efficiency of semi-automatic approaches can be two-fold evaluated: the
required time of human supervision (for example for training or parameter
initialization) and the computational time [58]. In the present investigation,
human intervention is required at three processes: selection of points for train-
ing the color model, visual classification of erythrocytes and the final user
assisted diagnosis. The required time for training is about 30 minutes for the
models while the assisted final intervention takes less than one minute per
slide. Most of the computational cost lies on the splitting and feature extrac-
tion phases. Using a Intel Core Duo at 2.4 Ghz processor, each 640 × 480
image was processed in 9± 1.4 s while a classification model is approximately
constructed in 60 s.
The use of generic pattern recognition algorithms makes this method easily
adaptable to discrimination of other organisms or cell types in microscopical
images.
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Micro-structural Tissue Components
Analysis for the Annotation of
Histopathological Images
Gloria Díaz and Eduardo Romero.Semantic Color Analysis of Micro-structural
Tissue Components for Automatic Histopathological Images Annotation. sub-
mitted to the Microscopy Research and Techniques Journal. 2010.
This chapter presents a new strategy for extracting high level semantic
concepts from digital images of histopathological tissues. The presence of
a searched concept is estimated by the occurrence analysis of a set of local
patches, each corresponding to a biological micro structure present in the im-
age (typically a cell part). The proposed approach introduces the use of the
stain distribution as natural source of information for describing the visual
content in this type of images. Additionally, knowledge about the relationship
between minimal semantic units, implicitly defined in a set of training images,
is captured by the use of a latent semantic analysis model and discriminative
classifiers.
3.1 Introduction
Microscopic pathology, a subdiscipline of pathology, is by far the most im-
portant para-clinic support for diagnosis, prognosis and therapy of several
diseases, particularly in cancer. This is the only technique that so far allows
examination of the underlying tissue and cell architectures, not visible under
any other medical image modality [5, 6]. The art of microscopic examina-
tion is a complex combination of different skills that physicians develop during
their training periods, in which the know-how is achieved by exposing students
to the analysis of as many cases as possible. Actual medical activity is con-
structed around agreement; many cases require different experts and technical
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opinions, a scenario known in practice as the clinical meeting. However, in
the routine consultation these periodic meetings are hardly available and have
been partially supplied in the last decade by the appearance of Computer-aided
decision systems (CAD) [21]. Traditionally, these systems have supported di-
agnosis using exclusively “pathological content”, but they can also be used for
showing normal tissue when assessing the pathology itself. The fact is that the
pathological process is determinated not only by what is abnormal, but also by
what is normal and by the way these components are distributed. The impor-
tant issue is that for building systems with levels of actual clinical and research
usability, they should draw semantic meaning, i.e. a useful description of ev-
ery component of the histological image. Yet these systems are still evolving,
several researchers from both the image analysis and pathology domains have
already acknowledged their potential in the pathology practice [6, 21, 59, 60].
The main challenge when developing pathology CADs consists in building an
effective model that extracts information with semantic meaning of the visual
content of the histological image. The problem is that the required level of
semantic description is really hard to achieve in such images, an important
reason for which the development of these CADs has been delayed while their
clinical use is still very limited.
Biological tissues are composed of several colorless complex components
that are highlighted by using dyes [61]. The most common coloration in
histopathology is the hematoxylin and eosin (H&E), a well known technique
for more than hundred years. The basic dye hematoxylin stains structures rich
in nucleic acids such as ribosomes and chromatin cell nucleus in a blue-purple
color, whilst the alcohol-based acidic eosin stains the remaining cell structures,
such as the cytoplasm and connective tissue, in a bright pink color. It is quite
frequent to observe complex mixes of colors when tissue structures overlap or
when some microstructures respond positively to the two dyes. These stain
characteristics reveal the very complicated structure of cellular and extracel-
lular elements that compose each tissue, complex mixes of low level visual
features, namely shapes adapted to the particular organ function, colors asso-
ciated to the chemical tissue composition and orientations that depend on the
cut procedure.
In the present work a novel strategy that captures the hidden semantic
tissue characteristics of histopathological images, based on the analysis of their
constituent stain features is presented.
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3.2 Previous Work
Interpretation of histopathological images is a new research field in the medical
imaging domain and computer vision area [21]1. Research efforts have been
dedicated so far to develop decision support tools: 1) CAD systems for specific
pathologies [62, 6, 63, 64, 65], attempting to achieve a pre-classification of
tissues as malign or benign [66, 67], including sometimes a disease grading
[68, 69, 70, 71, 72], and 2) Development of content based retrieval (CBIR)
systems [73, 74, 75, 76], defined as systems capable of retrieving the most
similar (distinct) images from the entire collection of images. The decision
process is thus supported by using the semantic information contained in the
database. Both strategies use the same framework at constructing semantic
information, i.e., image dimensionality is reduced to smaller vectors, known as
descriptors, and some type of metrics is then set to obtain a notion of distance
between these image descriptors.
Overall, descriptors are low level features which attempt to emulate the
diagnosis basis that an expert uses for a particular disease diagnosis[21]. Pro-
vided the large number of disease variations and diagnosis procedures, it results
impossible to use a unique descriptor for every possible illness [77]. Conse-
quently, several feature descriptors have been proposed, falling into one of
the three categories: object-based, architectural and global features. Object-
based features [78, 79, 70, 72, 71, 80], predominantly nuclear and glandular
morphometric features, have been used when the searched concepts are asso-
ciated to specific histological microstructures. Likewise, architectural features
use nuclear centroids to generate graph statistics that describe the spatial
arrangement of the image cells [66, 75, 69]. In both cases, classification is
straightforwardly related to the segmentation accuracy of the particular tissue
components, a very difficult job in routine histopathological images. In addi-
tion, global features, such as texture or color descriptors [76, 68] have shown
to be successful for classifying well differentiated tissues, for instance degrees
of tumoral tissues [68, 72]. However, these descriptors fail at differentiating
complex biological structures that exhibit superimposed features [81]. The
recognition of semantic concepts that show such mixture of features has been
approached through two main strategies: combining low level features, as an
attempt to provide the learning model with more discriminative information
[82, 83, 84, 81], or combining multiple classifiers, each specialized in separating
a small set of concepts [85, 86, 87].
Recently, some methods that extract semantic information by representing
visual primitives and latent semantic concepts in the image, have been suc-
cessfully applied in several image classification problems [88, 89, 90, 91]. These
1For a comprehensive review of digital analysis methods for histopathology images, we
refer to [21, 60]
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approaches are inspired by the fact that the visual system perceives an object
at integrating its constituent parts [92, 93, 94]. It turns out that the human
brain is able to probabilistically infer the presence of learned objects, based
on their global geometry, their parts and their structural relations [92, 93].
Ultimately, it has been demostrated that many algorithms improve their per-
formance by emulating what the visual system does i.e. recognition of the
constituent parts (local patches) which are then used to approaching complex
tasks. Several strategies have been reported in the literature for extracting lo-
cal patches, including dense regular image partitions [95, 96], coarse segmented
regions [97] and local keypoint detectors [98, 88]. In general, dense grid sam-
plers have shown to be more effective for classification tasks [96, 88]. However,
their efficiency have been questioned because they need a large number of local
patches for representing each image [88]. The use of conventional part extrac-
tion approaches has been explored in histological [81] and histopathological
images [99, 100, 101], but with no specific interest on searching visual and
structural features.
Overall, histopathological images are composed of randomly arranged struc-
tures, supported upon the connective tissue. Cells are organized in structures
that perform a particular function, while the rest, the stroma, is the support
tissue that contains the connective tissue and the cells that produce it. There-
fore, they are always annotated with more than two concepts: the biological
structures and the stroma. Different investigations for approaching such multi-
class problem have been reported in the literature. In histopathological images,
Caicedo et al. [76, 100] proposed to train a bank of learning models, each model
specialized on deciding whether or not an image contained one of the searched
concepts. These approaches report a very poor annotation performance (a sen-
sitivity below 0.23, and an effectiveness below 0.25). The main drawback with
these approaches is that they base their analysis on a global frequentist strat-
egy, either using global [76] or local [100] features, thereby missing small or
single concepts. In contrast, Tang et al. [102] proposed a block-based strategy
for extracting different levels of semantic concepts from images of the gastroin-
testinal tract (GI). Instead of attempting to extract a unique concept from the
whole image, they try to describe each component inside using three classi-
fication levels: coarse, semi-fine and fine. The coarse level uses a three-layer
neural network that constructs normalized color and gray-level histograms for
classifying blocks of 64 × 64 pixels into one of ten categories, corresponding
to the different general tissues (mucosa, submucosa, muscularis externa and
Serosa) and their histological junctions. The semi-fine detector introduces a
texture measurement using Gabor features, for distinguishing more than 70
categories from the gastrointestinal tractus, corresponding to specific organ
tissues and their different histological junctions. Finally, specialized fine de-
tectors are constructed using morphological priors. The main advantage with
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Figure 3.1: Graphical model representation of the proposed method.
the latter strategy is that it allows not only detection of multiple concepts,
but also identification of their particular location. The drawback of this ap-
proach is that requires extra work to obtain the training subimages of every
possible concept. In other applications, object-oriented approaches such as
roughly segmentation [103, 104, 105] or window sliding [106, 107, 108], have
been proposed. These methods try to detect complex objects in the image,
a very difficult task in histological images since object boundaries are really
hard to establish, even for experts.
3.3 Materials and Methods
3.3.1 Method overview
An overview of the proposed approach is illustrated in figure 3.1. Two main
phases are well identified: learning (up) and test(down). Arrows represent the
flow of data between processing steps. In the learning phase, represented by
the continuous line, a set of cropped images is used for training a classification
model, under the restriction that each cropped image contains mainly a single
concept. Provided that the feature space was dominated by the contribution
of two main semantic tissue components i.e. the basophilic (stained by the
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hematoxylin) and eosinophilic (stained by the eosin) microstructures, the im-
age processing starts by separating them, under the restriction that any contri-
bution should be always non negative. Afterward, local patches are extracted
as the regions around each basophilic structure detected on the hematoxylin
component. A feature vector describing the distribution of both hematoxylin
and eosin dyes is then computed for any local patch. These feature vectors are
clustered for defining a visual vocabulary of patch prototypes, which is used for
characterizing each image as the conditional probability distribution of a set
of hidden semantic topics. These topics correspond to simple occurrences of
a statistical model whose dynamics is behind our observations: image patches
with semantic meaning. Finally, the hidden topic probability distribution of
the training set is used for learning a classification model, which group up
these topics into concepts, previously defined by an expert pathologist.
Once the training phase is achieved, images are annotated using a block-
based classification strategy. The input image is split into a set of overlapped
blocks. Each block is then characterized and classified using the combination
of the part-based representation and the classification model. Finally, each
overlapped area is annotated as the most frequent concept found in the blocks
intersecting that area.
3.3.2 Stain Decomposition and Normalization
The main challenge of this task consists in obtaining an estimation of the dye
contribution at the pixel level. This stage is a two step process, color unmixing
and stain normalization.
Color Unmixing by Non-Negative Matrix Factorization
Even the more complex amalgam of colors, observed in actual microscopical
images, can be described as a linear combination of simpler elements, not
necessarily independent but with a maximal statistical independence (Barlow’s
principle of redundancy reduction [109]) . In the present problem, the observed
color comes from the two dyes applied to the sample, described by equation
3.1 [110].
It = V st + et
 3.1
where It denotes a 3 × 1 vector of the r, g, b color components, st the
2 × 1 stain color-base, V is the 3 × 2 matrix containing the unknown mixing
coefficients that correspond to the contribution of the each dye, and et a 3× 1
vector, representing an additive noise. Provided that different observed colors
can be represented in a 3×m matrix I (where rows correspond to the number
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of single colors in the image and columns to a RGB component) and assuming
that noise can be neglected, the problem of dye unmixing can be formulated
as a linear factorization problem:
I ≈ V S
 3.2
There exist several methods for solving such linear factorization, SV , of I,
among others, Principal Component Analysis (PCA) [111], Independent Com-
ponent Analysis (ICA) [112] and non-negative Matrix Factorization (NMF)
[113]. Rabinovich et al. [114] have shown that NMF outperforms ICA factor-
ization, under the restrictions that there are two stain sources (S) and their
contributions are forced to be non-negative. In other words, only additive
combinations ammong different sources are allowed. So, NMF should expose
a basis source that is optimized for the linear approximation of the data in I,
which allows to discover the structure that is latent in the data [115]. In this
work, the NMF approach finds non-negative matrices V and S aiming at min-
imizing the Frobenious norm between the observed data and their respective
factorizations. For doing so, we use the projected gradient bound-constrained
optimization method, proposed by Lin [116], which has better convergence
properties than the standard (multiplicative actualization rules), used in [114].
Before factorization, images were converted to their corresponding optical
density (OD) units by taking the negative log of the RGB sample, with each
component normalized to [0,1]. For stability reasons, the colors that represent
pixels with little stain were not considered (OD ≤ 0.1). consequently, for
avoiding a boundary effect on the reconstructed images, after the stain color-
bases were defined, we linearly unmixed the unconsidered data (UOD), i.e.
OD ≤ 0.1, using the transpose of the Moore-Penrose pseudoinverse (pinv) of
S [117]
SUD = pinv(VUD)
′ × I
 3.3
Figure 3.2 illustrates the unmixing process of typical histopathological skin
images. Original images are shown in the first row, second and third rows
show the resulting hematoxylin and eosin contributions, respectively.
Stain Normalization
Many factors may jeopardize any histological preparation, among others, the
environment illumination conditions, the relative dye quantity or the remaining
film inhomogeneities produced by slide storage and handling. These variability
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Figure 3.2: Results of the unmixing process, with Hematoxylin and Eosin
images of skin. The first row displays the original images, second and third
rows, Hematoxylin and Eosin contributions, respectively
sources contribute in many different ways and scales to the observed differences
of the same microstructural concept, for instance basophilic organelle appear
as a large palette of different blues, as observed in figure 3.2. A rigorous
control of this chain of events results then essential for obtaining slides with a
proper final quality, a pre-condition difficult to meet in actual clinical scenarios.
Therefore, this method attempts to reduce the influence of the mentioned
factors at normalizing the stain components to a gold standard, extracted
from a selected target image. This normalization process is guided by the
statistical properties of the two stain distributions, similar to what Reinhard
et al. proposed [118], but instead of using a perceptual ιαβ color model, we
introduced the unmixed stains distributions, whereby the mean and standard
deviations are separately equalized for each of the two stains, as suggested in
[118].
Figure 3.3 illustrates the normalization process (same images of figure 3.2),
first and second rows display the normalization of the Hematoxylin and Eosin
contributions, while the third row shows the resulting RGB image as a linear
combination of the first two. Notice that images stained with the same dye
looks pretty similar, that is to say, about the same red and blue spectral values.
3.3.3 Image Representation
Each image, at the training stage (sub-image at the test stage), is represented
by the probability distribution of the hidden topics, inferred from its con-
stituent parts, using a probabilistic Latent Semantic Analysis (pLSA) model
[119]. This representation attempts to capture the semantic structure of
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Figure 3.3: Results of the normalization process applied to actual histopatho-
logical images in Figure 3.2. The first and second rows show the Hematoxylin
and Eosin normalized contributions. Third row show the reconstructed RGB
images, when linearly combining the first two.
smaller visual components, which is then used for predicting the concepts
that are present in the image. 2 In this section the process of generating such
representation is introduced.
Representing images as a bag of visual primitives
Overall, a linear representation model on the whole image hardly captures
the complete richness of image structures, because they are constructed under
non-linear rules. However, if the image is analyzed at the level of small local
patches, it is possible that non linearity can be linearly approximated [94].
Image semantic can thus be captured when expressing the global contents as
a combination of its atomic components, for instance using a Bag-of-Features
(BOF) [120]. The BoF representation is generated when selecting a set of
local image patches (LiPs), which are then characterized in a feature space.
Instances of this feature space are grouped up using a conventional clustering
algorithm, e.g. k-means, with k fixed. The image is finally represented as a
k-bin histogram of visual primitives i.e the quantized visual patches.
The success of the BoF strategy lies upon finding the semantic image parts
i.e how to select the LiPs and how to characterize them [88]. Several approaches
have been proposed for selecting LiPs, including the use of multiscale keypoint
detectors (Laplacian of Gaussian, Harris-affine, Scale Invariant Points, etc.)
2In this context topics are given by the co-occurrence of quantized smaller parts (lo-
cal regions), without an specific biological meaning, whilst concepts are associated to the
biological structures that we are attempting to identify.
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and many densely sampling strategies (regular grids, random sampling, etc.).
Such selectors have proven their effectiveness in matching and classifying nat-
ural scenes [88, 89, 90, 91], but they were not designed at all for capturing
the relevant patches of histopathology images. In the present work, these sim-
ple semantic units are captured when detecting and describing the basophilic
structures, typically cells, within the histopathological image.
Extracting local patches (LiPs) based on stain features LiPs corre-
sponding to image cells were determined as regions surrounding the detected
cell nuclei, easily segmented from the Hematoxylin dye contribution. For do-
ing so, a simple Otsu threshold [121] was applied, followed by a morphological
grey-scale opening filter with a 2×2 squared structuring element. Clumped or
superimposed nuclei were split using a morphological grey-scale closing filter
on areas larger than the largest found nucleus.
Figure 3.4: Selected visual patches extracted from the original images by de-
tection of nuclei in the hematoxylin stain contribution image.
Describing the stain features of visual patches Once regions were de-
termined, the next step was the characterization of these regions by projecting
the raw data into a feature space. Two different descriptors were evaluated for
representing local regions: Scale-invariant feature transform (SIFT) descriptor
and Discrete Cosine Transform (DCT) coefficients.
• SIFT descriptors. This descriptor characterizes a texture using edge
orientation histograms. The SIFT descriptors were computed using the
standard parameter configuration proposed by Lowe [122] i.e. LiPs were
split into 4 × 4 blocks and 8 orientation histograms were computed for
each block, resulting in a 128−dimensional feature vector for each stain
component. A final 256−dimensional feature vector was thus obtained
when the SIFT descriptors, corresponding to the two stain components,
were concatenated.
• DCT Coefficients. This descriptor allows to determine the important
spatial frequencies. It is obtained by applying the Discrete Cosine Trans-
form on each stain component image and preserving the most significant
coefficients. In this work the first 21 DCT coefficients were used.
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Constructing the visual vocabulary Once the sets of feature vectors are
computed, the space of characteristics is partitioned into k clusters and a vi-
sual vocabulary is obtained, i.e. a reduced set of visual primitives defined by
the cluster centers. The clustering algorithm herein implemented was the in-
cremental k−means, which minimizes the intra-cluster variance given by the
sum of square errors [123]. This algorithm starts with a set of k randomly
selected instances as cluster centers, which are iteratively updated using a
learning function that adjusts each cluster center to the closer training LiP,
such that the distance between the training LiP and the new cluster center
is gradually reduced. Finally, the visual vocabulary is used for generating a
k−bin histogram that represents the frequency of each visual primitive within
the image. A new image histogram is generated by associating each corre-
sponding LiP feature vector to the closest visual primitive, using an Euclidean
distance.
Representing images as distribution of hidden topics
So far images are represented with local feature descriptors, the histogram of
visual primitives. This simple description of visual primitive frequencies ig-
nores the co-occurrence among primitives an information that might contain
important cues to identify the content of an image. This issue results fun-
damental for figuring out the semantics of histopathological images, because
semantic is associated with the architectural organization of tissues, character-
ized by well organized structures of repetitive patterns, composed by minimal
semantic units (cells) that could be present in more than one tissue [7]. In
consequence, a further extraction process was applied, aiming at finding the
hidden topics which make up the searched visual concepts.
This second-level of processing uses a Probabilistic Latent Semantic Anal-
ysis (pLSA) which represents an image as a mixture of latent or hidden topics.
The pLSA is a generative model that maps a hidden interactions, expressed in
terms of latent variables, to observations [119]. This model, frequently used in
text analysis, assumes that a image I and a visual primitive w are condition-
ally independent, given the unobserved topic z so that each image Ii can be
expressed as a mixture of latent topics. The probability distribution functions
P (z|Ii) and P (w|zl) are frequently modeled as multinomial distributions. The
key idea consists in introducing a latent variable zl whose pdf depends on Ii,
expecting that maximizing p(zl|Ii) is easier than maximizing p(wj|Ii) [124].
The probabilistic model for generating a set of observations (w, I) is defined
by eq. 3.4.
P (Ii, wj) = P (Ii)P (wj|Ii), P (wj|Ii) =
k∑
l=1
P (wj|zl)P (zl|Ii)
 3.4
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Learning the distribution parameters As mentioned before, the prob-
ability distribution functions are modeled as multinomial distributions when
every image and visual primitive are picked by chance and with the same prob-
ability. Therefore, the probability distribution functions P (zl|Ii) and P (wj|zl)
can be learned from the likelihood of the observed data as:
L =
M∏
i=1
N∏
j=1
P (wi|Ij)n(wi,Ij)
 3.5
where N is the number of images, M is the number of visual primitives in
the vocabulary (given by the number of clusters), n(wi, Ij) is the number of
occurrences of a visual primitive wi in the image Ij and P (wi|Ij) is given by eq.
3.4. Best parameters could be found using the Expectation Maximization (EM)
algorithm, case in which z must be a variable such that the chain I → z → w
is a Markov chain and the latent variable maximizes the intraclass variance
of the two observed variables: I and w [124]. EM iteratively estimates the
posterior probabilities of the latent variables P (zk|Ii, wj) (expectation step)
and optimizes the P (wj|zk) and P (zk|Ii) estimations (maximization step), until
convergence.
• E-step: compute the posterior probabilities of the latent variables.
P (zk|Ii, wj) = P (wj|zk)P (zk|Ii)∑k
l=1 P (wj|zl)P (zl|Ii)
 3.6
• M-step: maximize the expected complete data log-likelihood.
P (wj|zk) =
∑N
i=1 n(Ii, wj)P (zk|Ii, wj)∑M
m=1
∑N
i=1 n(Ii, wm)P (zk|Ii, wm)
 3.7
P (zk|Ii) =
∑M
j=1 n(Ii, wj)P (zk|Ii, wj)
n(Ii)
 3.8
Inferring the topic distribution of a new image The conditional prob-
ability distribution of a new image (P (z|Inew)) can be inferred by maximizing
the likelihood of the image (Inew) with respect to the conditional probability
distribution P (wj|zk) learned from the training data. For doing so, a partial
version of the EM algorithm was used, keeping P (wj|zk) fixed at each maxi-
mization step.
3.3.4 Classification model of single concept images
After the pdf P (z|Ii) is computed, the set of probability values of each topic
within the image forms a feature vector given by:
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di = {P (z1|Ii), P (z2|Ii), ..., P (zk|Ii)}
 3.9
This vector represents a a middle semantic level, which allows to describe
the probability of a each hidden topic is in the image. This information is then
used for inferring the biological concepts present in the image, which could be
interpreted as an attempt to model the presence of different topics for describ-
ing a biological tissue. In this work, the vectors described by the Equation 3.9,
are then used as the input for training a discriminative learning model, a bank
of support vector machines (SVM’s) that learn whether a particular concept
is present in the image.
The SVM strategy maps input vectors into a high dimensional feature
space, induced by a kernel function. In the feature space, the learning algo-
rithm produces an hyperplane that optimally separates two classes, minimizing
a convex quadratic form. This optimal hyperplane corresponds to the one with
the maximal distance to the closest training data and is represented as a linear
combination of training points, called the support vectors [55]. Yet SVM is a
linear discriminator, non-linear discrimination can be achieved using an appro-
priate kernel. In the present investigation we used the Radial Base Function
(RBF) kernel because of its well known performance in classification tasks.
The multi-class classification problem is approached using a bank of these bi-
nary RBF classifiers, whit a learning model for each pair of classes. At the
end, each classifier gives one vote to the winning class and the data is labeled
with the class having most votes.
3.3.5 Annotation of multiple concept images
Multiple concepts are detected by partitioning the image into several blocks
that are independently classified using the part-based representation approach
described above. Provided that an object can be missed during the partitioning
process, spatial information between adjacent patches is preserved by splitting
the image into overlapped blocks, as illustrated in figure 3.5, introducing a
redundancy that avoids any information lost.
The figure shows an image partition composed of twelve blocks which are
vertically and horizontally displaced, generating two additional partitions with
nine and eight blocks, respectively. The image semantics is now hidden in a
set of 29 blocks, twelve from the original partition and nine (eight) from the
vertical (horizontal) shifts. Each of these 29 blocks is associated to a single se-
mantic concept, set by the learning model. A further redistribution of concepts
is achieved by evaluating the overlap influence. For doing so, the concept asso-
ciated to a particular image region is set by a rule which takes into account the
labels of the intersecting blocks. The rule uses a simple majority vote weighted
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Figure 3.5: The partition itself may hamper the annotation task because some
information may be lost. The image to annotate is first split into a grid of
4 × 3 blocks, which is then half-a-block shifted in the horizontal and vertical
directions, resulting in two complementary partitions, as shown in the figure
(panels b and c). These two additional partitions generate two redundant sets
of blocks.
by the confidence interval. This approach makes that concepts are spatially
located, a semantic advantage to characterize more complex entities.
3.3.6 Model Evaluation
The proposed approach was evaluated by classifying normal and pathological
skin tissues. The performances of the three main methodological issues were
separately assessed: the sampling strategy, the feature descriptor and the an-
notation task. The sampling strategy was evaluated and compared with two
baseline sampling techniques. The stain-based descriptor was also compared
with three baseline feature descriptors. Finally, we evaluated the performance
of the block-based strategy for annotating multiple concept images.
Histopathological material and image acquisition
Slides provided by the pathology department of the National University of
Colombia were used for evaluation. Skin biopsies of patients diagnosed with
different types of basal cell carcinoma, were fixed in formalin, embedded in
paraffin and stained with Hematoxylin-Eosin. Images were digitized using a
standard microscope (eclipse E600 Nikon), coupled to a colour digital camera
(DXM1200 Nikon), controlled by Akt-1 V. 2.62 software from Nikon Corpora-
tion.
This carcinoma was herein selected as our use case because of its particular
richness in pathological concepts, i.e., characteristic arrangements of cells, sur-
rounded by several combinations of normal-abnormal epithelial and connective
tissues, also found in many other pathologies [7]. Moreover, this pathology is
highly variable as a whole but also regarding the number of associated con-
cepts. With the available biological material, ten concepts were established,
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Figure 3.6: The first row displays the five normal concepts, from left to right:
a hair follicle, a section of collagen, a section of epidermis, sebaceous glands,
and eccrine glands. The second row shows the remaining five pathological
concepts, from left to right: a section of a nodular basal cell carcinoma(BCC),
a section of a morpheiform BCC, a micronodular BCC, a cystic change BCC,
and an Inflamatory infiltration.
including normal biological structures (Hair follicles, sebaceous glands, eccrine
glands, collagen and epidermis), different kinds of Basal cell carcinoma (nodu-
lar, morpheiphorm, micro-nodular and cystic) and the inflammatory infiltra-
tion, a particular pathological finding characterized by large macrophage and
lymphocytic presence within the stroma. Figure 3.6 shows examples of the ten
concepts, notice their morphological differences, while figure 3.7 illustrates the
large visual variability of two single concepts, i.e., the hair follicles (first row)
and the nodular basal cell carcinoma (second row) .
Data set composition
The evaluation set was composed of 655 digital images. The entire image set
was randomly divided into training (40%), validation (40%) and test (20%).
Square regions of 300 × 300 pixels, were manually cropped from the training
and test image sets, aiming at reducing the number of concepts to one. A total
of 775 (training) and 757 (test) regions were finally obtained and annotated
by an expert, with a single one among the ten possible concepts. The concept
distribution of these sets is presented in table 3.1.
The test set was composed of 131 images, annotated by an expert. These
images may contain more than one concept and were used for the evaluation
of the block-based annotation strategy.
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Figure 3.7: Examples of biological concepts visual variability. In the first
row, typical examples of hair follicles. In the second row, different sections of
nodular basal cell carcinoma(BCC)
Label Description #of training regions #of validation regions
HF Hairfollicles 63 50
CO Collagen 189 180
NBC Nodularbasalcellcarcinoma 130 89
MBC Morpheiphormbasalcellcarcinoma 61 74
MnBC Micro− nodularbasalcellcarcinoma 38 48
CyBC Cysticbasalcellcarcinoma 58 47
EP Epidermis 75 81
SG Sebaceousglands 60 57
EG Eccrineglands 55 61
II Inflamatoryinfiltration 66 70
Table 3.1: Concept distribution of the training and validation sets
Experimental Setup
The proposed strategy was twofold evaluated: firstly, an exhaustive parameter
search was performed on a validation image set, each image labeled with a
unique concept. For the RBF kernel, the complexity parameter γ was varied
from 0.1 to 2.0, with increment steps of 0.1, and the regularization parameter C
(complexity) was varied between 1 and 10, with increment steps of 0.2. On the
other hand, the size of the visual vocabulary and the number of hidden topics
were also evaluated. The former was varied from 100 to 500, with increment
steps of 100, while the latter was varied from 10 to 50, with increments of 10.
Best parameter values were stored and used to evaluate the annotation task
in a test image set, containing more than one concept.
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Base-line techniques
Proposed LiPs detector and description strategies used for generating the vi-
sual vocabulary were compared against baseline techniques. Provided that
the whole strategy utilizes a standardization process in which any image is
mapped to a model, any comparison should be carried out in the same space.
For doing so, images were fully reconstructed in the RGB color space as a
linear combination of the two matrices S and V from the unmixing process.
• Sampling: The proposed LiPs detector (noted as stainP), described in
the Section 3.3.3, was compared to two state-of-the-art strategies: a SIFT
point detector (siftP) [122] and a dense grid partition (gridP) [100, 99].
The former finds relevant regions around local keypoints while the latter
captures every local feature in the image, typically using a 8×8 partition
window .
• Feature description: three local descriptors were used for comparison,
two describing intensity characteristics, the SIFT and DCT descriptors
(computed on the intensity channel), and a third one,which preserves
color information, the DCT coefficients of each of the RGB channels
(rgbDCT), concatenated into a single feature.
Performance Measurement
The classification task, i.e. the identification of the biological concepts in the
single-concept images, was assessed using the effectiveness F-measure, given
by equation 3.10.
Fβ =
TPR ∗ PPV
β ∗ PPV + (1− β) ∗ TPR
 3.10
with,
PPV =
TP
TP + FP
where PPV stands for the precision or positive predictive value. The β
coefficient (0 < β < 1) allows to assign relative weights to both the true
positive and precision rates [56]. In this work, Fβ was calculated setting β
to 0.4, so that the parameter search was addressed to favor the approach
sensitivity.
On the other hand, the performance of the annotation tasks, i.e. the iden-
tification of the concepts present in a image with multiple biological concepts,
was quantified in terms of its sensitivity, or true positive rate, specificity or
true negative rate and accuraccy as:
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TPR =
TP
TP + FN
SPC =
TN
FP + TN
ACC =
TP + TN
TP + TN + FP + FN
where TP stands for the true positives, TN for the true negatives, FN for
the false negatives, and FP for the false positives.
3.4 Experimental Results
3.4.1 Sampler strategy assessment
Classification effectiveness of the proposed sampler (stainP) was compared to
three baseline techniques (siftP, gridP). The presented results were obtained
using 300 clusters, a complexity C set to 2.0 and a regularization parameter γ
set to 1.0. These parameters reported a stable trade-off between the classifica-
tion performance and the model complexity. Results are twofold reported, on
the one hand the effectiveness measure (Fβ) is presented for the three feature
descriptors in the three left panels: SIFT (upper panel), DCT (mid panel) and
rgbDCT (lower panel). Each individual graph plots the effectiveness measure
(Fβ) for the evaluated sampling strategies in the y-axis against the number of
hidden topics in the x-axis. A good descriptor should be able of capturing most
statistical properties of the original data set, while spending a minimal possible
computational cost. Therefore, we also evaluated the efficiency provided by
any of the three descriptors, herein defined as the ratio between the effective-
ness and the average number of patches used for representing the image. The
computational cost of generating the visual patches was not here considered. 3
This efficiency was plotted in the right panels for the three descriptors: SIFT
(upper panel), DCT (mid panel) and rgbDCT (lower panel). Each individual
graph plots the efficiency measure in the y-axis against the number of hidden
topics in the x-axis.
Overall, the best and steadier performance is always observed for the gridP
sampler with any of the used decriptors (left panels). The proposed sampling
approach is slightly smaller, showing also a high and stable performance. In
contrast, the siftP detector performance is variable and shows a lower value
(lower than 0.3) when the sift descriptor was used (upper left panel). Lower
left panel shows the evaluated descriptors that used color information, case
in which differences among the sampling strategies decreased, i.e., yet the
3Recall that for overall cases images were processed for normalizing the color properties.
So, detection is reduced to thresholding stage in our case, to partitioning the image in the
regular grid case and to applying the SIFT detector approach in the respective case.
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Figure 3.8: Classification performances for different sampling strategies against
the number of hidden topics. Left plots correspond to the effectiveness mea-
sure, whilst efficiency is depicted in right panels as follows: SIFT (upper panel),
DCT (middle panel) and rgbDCT (lower panel) descriptors. In all cases, the
proposed approach (continuous line) shows the best tradeoff between effective-
ness and efficiency.
gridP sampler performance was still high, the other samplers improved their
performance. Descriptors played a main role in the final performance, more
important than the sampling strategy. This statement is illustrated when
evaluating the SIFT feature vector (upper left panel), which showed the lower
performance for any of the sampling strategies. 4
4Recall that the SIFT descriptor is devised to capture only information about the main
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Figure 3.9: Number of points detected by each sampling strategy for a set of
100 images radomly selected from the training set.
Right panels in figure 3.8 plot the efficiency reported for each of the pairs
samplers-descriptors, depicted in the corresponding left panels. The results
demonstrate that the best trade-off between classification accuracy and com-
putational cost is our proposed strategy. The plot presents the number of
patches for an image of 300 × 300 pixels: while the gridP sampler required a
constant number of 1444 patches, the other two approaches required a vari-
able number of patches, which was a function of the information contained
in the image, i.e. the same image was represented with an average of only
189 (our proposal) and 385 (SIFT point detector) patches, calculated from the
validation and training sets.
Figure 3.9 shows the plot of the number of patches used to represent the
visual content of 100 randomly selected images. Again, the gridP sampler uses
a constant number of patches, while the other two require a variable number.
Note that the SIFT point detector almost always uses a larger number of
regions that the propossed LiPs detector.
3.4.2 Feature Descriptor assessment
The second evaluated factor was the effect of using stain based visual features
as LiP descriptors, for the same classification task. The performance obtained
with stain based SIFT and DCT descriptors (stainsift and staindct respectiv-
elly) was compared with the standard intensity SIFT and rgbDCT descriptors.
Figure 3.10 shows the plots of the Fβ measures for the three sampling strate-
gies: gridP, siftP and stainP (from top to down). Each of these graphs show
orientations around a relevant point. This low level characteristic definitely results insuffi-
cient in cases in which the concept is a complex mix of textures, shapes, particular edges
and orientations.
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the performance measure in the y axis against the number of hidden topics in
the x axis for the four feature descriptors. In these experiments the number of
clusters, complexity and regularization parameters were also set to 300, 2 and
1, respectively.
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Figure 3.10: Classification effectiveness reported for different feature descrip-
tors and the three assessed samplers. From top to down: SIFT point detector,
grid partition with blocks of 8 × 8 pixels and the proposed sampler. Figure
shows that the stain-based descriptors improve the classification performance
for every sampling strategy.
In the three panels it is systematically observed that the use of the pro-
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posed stain-based descriptors improves the classification performance. The
stain-based SIFT descriptor obtained a higher performance, when comparing
to the baseline intensity SIFT descriptor, which reports the poorer perfor-
mance among the three samplers. The stainSift performance was nevertheless
lower than the obtained with the stainDCT descriptor (continuous line), which
outperforms every descriptor in every assessed sampler.
The best performance was obtained with the combination gridP sampler -
stnDCT descriptor (second panel). Interestingly, there is a high performance
improvement when combining this descriptor with any other sampler, up to
reducing differences from 6.5% to 1.5%, in average. Likewise, the use of stain-
based features highly improved the proposed sampler performance, as much as
what was reported for the combination GridP and rgbDCT, which showed an
effectiveness of 0.69 in section 3.4.1.
3.4.3 Annotating images with multiple concepts
The block-based annotation strategy estimated the visual concepts contained
in the test set. The optimized learning model, resulting of representing the
training images with the proposed approach, was used to classify each over-
lapped image block. Afterwards, a weighted voting strategy was applied for
selecting a list of the definitive concepts per image.
Figure 3.11 illustrates the process of annotating a 1024× 768 pixel image,
using the block partition described in the section 3.3.5. The two upper panels
and the left lower one, show the same image, partitioned following the pro-
tocol defined in section 3.3.5, whilst the right lower panel displays the final
annotation. In this particular example there are multiple errors which are
corrected when the final voting strategy decides. For instance, in the upper
left panel, the image is partitioned in twelve blocks and the rigth block of
the uper row was erroneously classified as a hair folicle (HF). Similarly, in the
down left panel, the image is partitioned in eight blocks and the four block of
the second row was erroneously annotated as sebaceous glands (SG). Observe
that the area defined by these blocks intersect different blocks in the other
partitions, that is to say, in the upper right and lower left panels. Notice also
that the classification label is different and that the voting strategy corrects
these misclassifications. The lower right panel shows that label was correctly
assigned: a hair folicle (HF) in a great percentage of this image, a block of
epidermis (EP) correctly found at the upper right corner, the normal collagen
sections (CO) and the irregular distribution of inflammatory infiltration (II),
again correctly labeled.
Table 3.2 shows the performance per concept in the test set. The proposed
method was evaluated using accuracy, sensitivity and specificity measurements.
In average, the method reports an accuracy of 71%, a sensitivity of 84%, and a
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Figure 3.11: Example of the block-based annotation process. Classifications
of the single blocks obtained for every partition layer are shown in the two
upper panels and the left lower. Final annotation is displayed in the right
lower panel.
67% of specificity. Sensitivity was always higher than 67%, except for the hair
follicles (58%). This outlier illustrates the complexity of the annotation task:
hair follicles are composed of different cellular arrangements, surrounding a
tubular structure, making the variability of this concept much higher (see for
example images in the first row of figure 3.7). Indeed, the histological appear-
ance of this concept depends on many factors: the section cuts (cross, oblique,
longitudinal, etc.), the section depth and the hair growth phase, among others.
The relevancy in these images is associated to the concepts related to the
types of different carcinomas. Overall, the proposed approach found proper
sensitivity values, around a 90 percent, except for the micronodular (67%).
This type of cancer is characterized by small arrangements of atypical cells
that group together into nodules. When these nodules reach a certain size,
this cancer is easily confused with the nodular carcinoma because structurally
they are very alike and differ only in the size of such cell arrangements. Like-
wise, the cystic change is a nodular cancer characterized by the presence of
cysts that are observed as empty spaces, produced by the fixation procedure.
When these cysts are small and are scattered through the sample, some regions
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Label Accuracy Sensitivity Specificity
HF 55 58 54
CO 83 89 78
NBC 63 97 51
MBC 62 93 58
MnBC 72 67 73
CyBQ 81 90 81
EP 83 90 81
SG 69 94 60
EG 76 95 72
II 66 69 60
Average 71 84 67
Table 3.2: Block based annnotation performance for every searched concept.
can be easily confused with the nodular cancer. These facts contributed to the
lower specificity of the nodular carcinoma (51%). Similarly, the morpheirform
carcinoma and the inflammatory concepts are usually confused, they are char-
acterized by a high degree of cell infiltration under a loss of the architectural
organization, resulting in low specificities (58% and 60%, respectively).
3.5 Discussion
This study has introduced a novel method for finding high level concepts in dig-
ital images of histopathological tissues. The method allows not only determin-
ing the type of concept associated to an image, but also a coarse location which
allows more complicated spatial associations, and eventually further semantic
corrections. The proposed approach decomposes the image into Hematoxylin
and Eosin parts, attempting to determine the natural sources of information.
Afterwards, a set of keypoints is determinated in the hematoxylin channel as
the centers of nuclei (basophilic structures), around which local patches (typ-
ically, 24× 24 pixels) are defined. These patches are represented by the stain
features of the two previously determined channels: eosin and hematoxylin.
Semantic concepts are then drawn from the image using a a part-based la-
tent semantic analysis upon the set of patches. A complementary block-based
partition splits the image into regions containing a single concept so that a
coarse concept location is achieved. The proposed model was assessed in a set
of 655 skin tissue images, containing 10 different biological concepts: normal
biological structures (hair follicles, sebaceous glands, eccrine glands, collagen
and epidermis), and different kinds of pathological tissues (four types of basal
cell carcinoma and the inflammatory infiltration). The strategy was compared
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to state-of-the-art strategies [99, 81], improving the sensitivity from a reported
15% to a 70%.
The problem of extracting the semantic content of histopathological im-
ages is still one of the most complicated medical image analysis challenges.
As illustrated in figures 3.6 and 3.7, these images are characterized by a large
within-class foreground variation and a cluttered background. Since global fea-
tures are known to be limited at dealing with these problems, part-based image
analysis approaches have recently attracted the attention of many researchers
[125]. The main idea behind a part-based representation is to describe images
using set of local keypoint features. These points are supposed to focus on
the image regions that provide the most discriminative information, so that a
relatively small number of patches should be enough for achieving high recog-
nition accuracy [88]. However, some authors have shown that strategies based
on densely sampling local regions are most effective because these keypoint
detectors fail at finding the most relevant patches [126, 88]. Provided that
every semantic concept in histopathology is built upon how cells are organized
and that these cells are hardly segmented, our approach uses the nuclei as the
generator of semantics so that the relevant keypoints are set by analyzing the
hematoxilin stain contribution.
A main goal of the present investigation was to develop automatic strate-
gies for useful annotation of actual histopathological images i.e. a variable
distribution of very complex concepts. Annotation of multiple concepts was
herein successfully performed using a block-based partition strategy, evaluated
on a very complex pattern recognition task. Yet a straight comparison was
not possible since the evaluation data sets were different from those used in
the literature, the obtained results largely outperform what has been so far
reported in similar tasks. Specifically, the proposed method exhibits an aver-
age sensitivity of 84% for the annotation task, much larger than what Caicedo
et al. reported (15.5%) [99]. Likewise, the precision of the annotated regions
was visually evaluated by an expert, resulting in an average precision of 49%
and an average effectiveness of 0.6, also larger than what has been reported for
effectiveness: 0.24 [99]. The observed sensitivity and specificty values indicate
that the proposed approach maybe used in real clinical and learning scenarios,
however the observed precision value was not so high (49%). Systematic er-
rors were reported because of the similarity among tissues, for instance some
small regions of epidermis and hair follicles were erroneously marked as any
of the basal cell carcinomas, or a carcinoma was confused with another type,
or sebaceous and eccrine glands were mixed up. These misclassifications were
observed in small regions and affected very little the reported sensitivity which
was always high (larger than 89% in almost cases), while its influence on the
reported precision was more important. These systematic errors could be re-
duced by introducing spatial or structural contextual information, chosen for
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the specific classification tasks. For instance, in this kind of images a prior
knowledge about the relative location of the epidermis could be used for cor-
recting misclassifications of this concept in unexpected regions.
In absence of standardized histological and capturing procedures, histopatho-
logical images exhibited several variations regarding their color and inten-
sity properties. This problem has been bypassed by transforming images to
grayscale [68, 87] or to another color space that provides high discrimina-
tion [127, 128, 129]. When image representation schemes highly depend on
color and intensity information, color standardization must be applied. The
color linear normalization proposed by Reinhard [118] has been used in pre-
vious works [130, 131]. However, they apply normalization to the whole im-
age, resulting in inappropriate color transfers when there exist imbalance of
stain components (For instance, images mainly composed of connective tis-
sue). This drawback was herein overcome by normalizing each stain compo-
nent separately. In the present work, color normalization was fundamental for
preserving the meaning of local patches.
Our fundamental hypothesis was that the stain decomposition process al-
lowed to determine the basic information units. The construction of a new
representation space was accomplished using a conventional non-negative ma-
trix factorization approach. As stated in section 3.3.2, this approach assumed
that the observed color comes from two sources, the two dyes. However, this
assumption can fail when artifacts or other pigments are present. This draw-
back can be overcome by introducing a term of data fidelity in the nmf for-
mulation, as it is shown in annex B. The stain decomposition allowed a re-
liable detection of nuclei cells, which were herein used as relevant keypoints.
Several approaches have been proposed for detecting cell nuclei in histopatho-
logical images[132, 133, 134, 135, 136]. In some of them, a prior information
about color of the cell nucleus has been used to choose a channel or color
space with a large contrast between the nuclei and its surrounding cytoplasm
[137, 135, 138]. However, some difficulties such as co-localization of structures
and saturated eosin staining can produce erroneous nuclei recognition. In con-
trast, the present study has established that the basophilic structures are easily
detected in the hematoxylin component by applying a simple threshold. As the
representation approach proposed here did not require accurate cell segmenta-
tion, endeavors were not focused towards splitting the clumped cells. However,
these cases were easily solved using simple mathematical morphology tools.
Once relevant local patches were found, endeavors were dedicated to model
the complex contextual relationships between the minimal semantic units (lo-
cal patches). The conditional analysis made by the pLSA model was used to
capture part of these dependences, allowing to describe the image in terms
of middle semantic concepts, the hidden topics. Although this model can be
used as a classifier by setting the category of every instance with the higher
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probability topic, we found that this strategy showed poor classification per-
formance (results not shown). It should be strengthen out that the conditional
probability of these local patches varies for different instances of the same con-
cept, because of the large variability of biological structures and the variable
connective tissue. Provided that the number of possible background-structure
combinations is finite, it was possible to learn this semantics using a bank of
discriminative pair-wise classifiers that sets a unique concept associated to an
image block.
Before annotating images with multiple concepts, learning models were
trained and validated with images mainly containing a single concept. Per-
formance was evaluated in terms of effectiveness and efficiency measures. Ef-
fectiveness combines in a single measure the well known precision and recall
(sensitivity) measures. Herein, we give relevance to the classification sensitiv-
ity, allowing some accuracy loss. On the other hand, the ratio between the
effectiveness and the average number of patches used for representing the im-
age, gives an idea of the method efficiency. Performance results were compared
to state-of-the-art techniques. Two sampling strategies (SIFT point and dense
regular grid) and two descriptors (DCT coefficients and SIFT descriptor) were
evaluated. Results indicated that: 1) the low frequency information, captured
by the DCT coefficients, was a best descriptor of the differences between the lo-
cal patches. 2) Unlike what has been reported for global descriptors, color is a
very important feature in local part based representations of histopathological
images. 3) Description based on the stain contributions improves the classifi-
cation performance for every sampler, with largest improvements reported to
the proposed sampler. 4) The proposed sampler is able to identify the most
informative local regions in the classification task, i.e., for very similar perfor-
mance, the number of local patches used by the grid sampling strategy is large
(1444 per 300× 300 pixel image), whilst our approach barely uses an average
of 191, much lower than the first. A side gain is of course that the proposed
method could be used in actual scenarios of large image data bases or large
images.
The proposed stain-based representation model allowed to identify the lo-
cal relevant image regions in terms of a set of semantic concepts. The good
performance shown in our experiments, suggests that this approach can be
applied to analyzing any other type of histopathological image in which the
biological concepts are defined by their cell composition.
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Conclusions and Perspectives
4.1 Conclussions
This thesis has addressed the problem of extracting semantic information from
histopathological images. Our endeavors were mainly focused on developing
very simple and intuitive strategies for representing the visual content of these
images so that they may be used by conventional learning models for dis-
tinguishing different biological concepts. Appropriate representations were a
result of a careful analysis of the specific characteristics of this type of images.
The proposed approaches were assessed using actual slides, provided by the
Pathology and the Pharmacy departments of the National University of Colom-
bia. A main challenge was then to process these slides, obtained from unrelated
studies, with no standardization procedures of capture at all. Several color dif-
ferences, intensity variations, different stain features and the intrinsic sample
variability made that the acquired digital images were really difficult for au-
tomated interpretation. These differences were reduced by applying intensity
and stain standardization procedures. In the cytology application, differences
were mainly seen in the luminance channel, and a simple locally low-pass filter
was enough for decreasing those differences. On the other hand, in histopatho-
logical images, differences were mainly due to stain features, therefore a more
sophisticated approach was carried out so that these differences were reduced
by independently processing each dye contribution. This approach allows to
preserve the stain distributions in each image, whilst it reduces the color dif-
ferences between images.
Cytological samples are taken for determining the morphological cell char-
acteristics and estimating the number of groups of particular cells. Methods
were herein developed for semi-automatic quantification and classification of
erythrocytes infected with malaria parasites. In this problem, the combina-
tion of three different representation levels allowed an optimal identification
of the biological objects in the image. First, a pixel representation was used
for segmenting background and foreground objects. Then, a graph-based rep-
resentation allowed to eliminate the foreground artifacts preserving only the
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objects of interest. Finally, a low-level description of the main features allowed
to distinguish the specific semantic concept related with every image object.
In that task, a hierarchy of classes. defined explicitly by the expert was used
for improving the object classification performance. One important issue is
that the proposed approach was able to determine when there was not enough
confidence on the automatic interpretation, case in which manual adjustments
were required. Results demonstrated that quantification of a very large num-
ber of blood smears can be quantified, requiring a minimal time of correction.
Such application can be very useful in the specific domain of the development
of new antimalarial treatments, case in which the experimental protocols de-
mand a strict follow-up of the side effects of the developed drugs and the animal
models so that a huge quantity of blood smears must be processed. A main
contribution of this work was that an appropriate determination of the parasite
stage in the red cell (the semantics of this problem) did not require accurate
segmentation of the parasite. This idea was further exploited in the problem
of determining complex concepts in images of different skin carcinomas. In
this case, different strategies for characterizing the relevant information was
assessed and results suggest that semantics can be found with no need of de-
limiting the specific boundaries of the searched concepts. A main conclusion
is then that semantics may be constructed upon the particular arrangement
of spatial information rather than on the particular shape of the object. Seg-
mentation is a very high cost in these cases in which object boundaries are so
poorly defined. Finally, the proposed approach could be extended to several
applications that attempt to distinguishing different types of cells. The great
advantage is that in this case there is no need of using complex morphometric
measures of the constituent cell components, which are also very complicated
to segment (see for example different hematologic applications in the annex A
which are based on the segmentation of nucleus and cytoplasm components).
Unlike other medical modalities in which images preserve the general anatom-
ical structure, histopathological images undergo a number of different proce-
dures that make that the original structure is deformed, resulting in several
morphological concept variabilities. Pathologists span large training periods,
learning how to deal with such challenging images. Overall, it is really difficult
to establish what and where is the difference between foreground and back-
ground, between cells and stroma, even for the trained experts. Such challenge
was herein approached using a part-based image representation that attempted
to capture the semantic meaning, using a set of small relevant patches. A new
local relevant patch detector, based on the recognition of basophilic struc-
tures, was proposed. Robust detection of these structures was performed by
unmixing the stain image components. These components were also used for
describing the relevant detected regions. Semantic classification was performed
using a combination of two state-of-the-art learning models: first a probabilis-
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tic latent semantic analysis (pLSA), which allowed to model the conditional
probability of relevant local patches. Then, a bank of discriminative learning
models used a representation based on the calculated probability for setting
the concept associated. An important conclusion of the present investigation
is that concepts can be very local and embedded in a large tissue variability, a
condition that very hardly global image analysis can capture. The block-based
partition strategy allowed us to deal with this fact, while conserving a general
approach. Annotation results demonstrated the effectiveness and versatility
of the proposed strategy. These results also suggest that the whole strategy
can be used in the analysis of many other types of histopathological images,
in which biological structures are defined by their cell components. Last but
no least, the difficulties found in this kind of histopathological images enriched
the number of methods and approaches that we had used to deal with many
of them.
4.2 Perspectives
This thesis was developed in the context of an ambitious project, the virtual
pathology laboratory. It aims to provide visualization, exploration, analysis
and interpretation tools for learning, diagnosis and research processes in mod-
ern laboratories of pathology. In this context, the methods herein developed
can be integrated to some of specific applications, such as content based image
retrieval, large database exploration, selective compression and transmission
of images, among others. Some of the possible extensions to this work include:
1. Standardization of the capturing process of digital images. This
is a very important challenge towards a virtual pathology laboratory. The
huge variability introduced by factors such as the random sampling of
the biological specimen, the fixation and staining procedures may hamper
the performance of many of these interpretation approaches. The present
investigation focused on developing new strategies for interpreting such
images, nevertheless the standardization of the biopsy and imaging pro-
cedures would highly contribute to improve the obtained performance.
Furthermore, the presented methodology may be used for evaluating the
quality of the whole work flow in a real pathology laboratory by including
in the semantic analysis, concepts such as the typical artifacts observed
in histological images, i.e., stain precipitates, tearing, holes and folds.
2. Improvement of the knowledge extraction process.. A great chal-
lenge is still the learning process of the expert knowledge. The evaluation
data sets used in this thesis were manually annotated by experts and al-
gorithms were developed aiming at capturing this knowledge. However,
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it is a non realistic scenario since Doctors can not spend any time at
manually drawing on these images. Therefore, it is important to develop
new tools which allow online learning from the interaction of the expert
and the images in the daily diagnosis and education environments.
3. Integration of contextual information. In chapter 3 we have shown
that the block-based partition strategy failed at assigning semantic con-
cepts to some small regions, by which the method precision was consid-
erably affected. These errors could be reduced by introducing spatial
context models that take into account the biological concepts previously
detected. For instance, the use of random field models (RFM) have been
shown to be useful for representing the contextual relations between local
regions. RFM such as adjacency graphs or quad trees may be applied on
different representations of the labeled regions. In cytological applica-
tions the contextual information may also be useful to eliminate certain
artifacts that are confused with cells or to include deformed cells that
may be confused con artifacts. In this case the contextual information is
used via a a prior knowledge about the impossibility of the presence of
a particular cell type in the sample under analysis or the probability of
the presence of a particular cell type given that another cell population
was already determined in that sample.
4. Visual semantic learning. In the present work, semantic relations
were twofold defined: in the cytological application we used explicit prior
information for defining some rules that allowed to rule out undesirable
objects in a graph that represented the image content. Likewise, in
the histological analysis, relations between minimal semantic units were
modeled by the conditional analysis made by the pLSA. However, we
never addressed the problem of constructing visual hierarchies rather
than semantic hierarchies. That is to say, the image itself should allow
to figure out the particular configurations that define the local concepts
and the way they are associated. This approach would allow to establish
more complex semantic relations (is-a, belonging, inclusion, etc.), derived
from the visual content of training datasets.
5. Whole slide interpretation. The part-based representation strategy
proposed in this thesis may result computationally expensive at analyzing
whole slides, usually digital images of the order of thousands× thousands
pixels. In this case, the model can be extended by using a multiresolution
analysis, searching recursively relevant regions in each resolution.
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ABSTRACT  
Visual examination of blood and bone marrow smears is an important tool for diagnosis, prevention and 
treatment of clinical patients. The interest of computer aided decision has been identified in many medical 
applications: automatic methods are being explored to detect, classify and measure objects in 
hematological cytology. This chapter presents a comprehensive review of the state of the art and currently 
available literature and techniques related to automated analysis of blood smears. The most relevant image 
processing and machine learning techniques used to develop a fully automated blood smear analysis 
system which can help to reduce time spent for slide examination are presented. Advances in each 
component of this system are described in acquisition, segmentation and detection of cell components, 
feature extraction and selection approaches for describing the objects, and schemes for cell classification.  
 
INTRODUCTION 
Traditionally, visual microscopical examination is used to perform quantitative and qualitative analysis of 
blood smears, which are very valuable for diagnosis of many diseases. Human visual analysis is tedious, 
time consuming, repetitive and has limited statistical reliability. Thus, methods that automate visual 
analysis tasks have been developed for enhancing the performance in hematological laboratories.   
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Since the end of the 80’s, commercially available systems for automatic quantification of blood cells, 
allow to count the numbers and types of different cells within the blood (Beckman Coulter LH series, 
Sysmex XE-2100, Siemens ADVIA 120 & 2120). These counters use flow cytometry techniques, which 
measure some physical and/or chemical characteristics of blood cells going through a detector of light, 
fluorescence or electrical impedance, allowing to identify the type of cell. Although quantification results 
are very precise, some morphological abnormalities can be misidentified or not detected by the machine, 
and then microscopic blood smear analysis is required. The development of automated methods for 
classification of blood cells from digitized blood smears started in 70´s decade (Miller, 1972; Bentley & 
Lewis, 1975) and is now a current problem in pattern recognition. So far, fully automated microscopy 
systems are under development, which combine advances in image processing and machine learning for 
reducing the human intervention in the process (Ceelie et al., 2006).  
An automatic analysis system for blood or bone marrow smears generally consists in the phases 
illustrated in Figure 1.  First, image preprocessing of the digitized smears is applied for suppressing noise 
and improving luminance and contrast differences in the images. Second, a segmentation process is 
applied for finding and isolating the interest objects in the image. The third phase aims at characterizing 
the objects previously extracted to be used in the last phase, i.e. classification stage. Feature selection can 
be applied to reduce the redundant information. Selected features are used as input to the classification 
method which makes the decision about the class assignment. 
  
 
Figure 1. Automatic analysis of  blood and bone marrow smears 
 
 Blood Smears 
 
Blood analysis is commonly carried out on peripheral blood smears since anomalies in blood cells are 
indicators of disturbances in their origin organs (Hoffbrand et al., 2006). However, in some cases bone 
marrow biopsies or aspirations are indicated to evaluate diseases which cannot be diagnosed and classified 
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in peripheral blood analysis. Bone marrow is a tissue found inside the bones where the blood cells are 
produced, and released to the peripheral blood once reached their maturity level.  
Blood smears are thin films of peripheral blood or bone marrow which are examined by a microscopist 
for visualizing the morphological features of the cells (Jenkins & Hewamana, 2008). A blood smear is 
made by placing a drop of blood or bone marrow sample on a highest purity, corrosion-resistant glass 
slide and then dispersed using a spreader slide (Houwen, 2000). It is then fixed and stained for 
highlighting morphological cell characteristics.  
Diagnosis of blood diseases is performed by the differential discrimination of normal and abnormal 
cells, based on identification and quantification of changes in their visual features.  Visual features of 
blood cells depend on smearing, staining and capturing processes. Variations in these processes can 
mistake the entire technique and generate different kinds of artifacts, as for instance dye remains, damaged 
cells or cells with poor morphology (e.g. crenated or superimposed cells).  Sample images of typical 
peripheral blood and bone marrow smears are shown in Figure 2. (top) Although peripheral blood and 
bone marrow smears are visually similar, specimens of peripheral blood are observed as a homogeneous 
layer without any apparent structure, whereas bone marrow smears are not homogeneous and contain 
inner structured portions. On the bottom the same figure shows sample images of different blood cell 
types from left to right  a normal erythrocyte, a retyculocyte, a target cell, an erythrocyte infected with 
malaria, an eosinophil, a lymphocyte, a neutrophil, a myeloblast and a myelocyte. 
 
Figure 2. Peripheral blood and bone marrow smear samples. 
Normal bone marrow contains cells at all stages of development, from the earliest precursor stem-cells 
to functionally mature cells, including hematopoietic stem cells which are precursors of most blood cells, 
mesenchymal stem cell which are considered as “gatekeeper “ cells of bone marrow, and endothelial stem 
cells. Provided all blood cell are derived from a common stem cell, it is impossible to establish rigid 
morphological distinctions between certain cells in some stages of the maturation process. On the other 
hand, peripheral blood normally only contains mature leukocytes, erythrocytes and platelets which have 
specific morphological features that allow to distinguish them. The erythrocyte is a non nucleated cell, a 
biconcave disk of 6-8 microns. In microscopic smear these cells are commonly viewed as a reddish 
circular cell, lighter towards the center. The leukocytes (9-15 microns), present a spherical shape in 
suspension, but take an amoeba shape inside a solid substrate. In microscopic smears, leucocytes are 
viewed as circular or oval cells with a blue cytoplasm and big nucleus with clumped chromatin structure. 
Finally, the platelets (thrombocytes) are very sparse, small, disk shaped and non-nucleated corpuscles, 
whose size is between 1-15 microns.  In blood smears, they show up agglutinated and present a translucent 
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clear blue part, which contains many purple stained grains. Also, infecting parasites such as the malaria 
parasite can be seen in a blood smear.   
Automatic or semi-automatic approaches for analysis of blood and bone marrow smears have been 
used in many applications, such as differential counting of blood cells (Micheli-Tzanakou et al., 1997; 
Ongun et al., 2001; Bikhet et al., 2000; Kats,2000), hemoparasite  and hematological diseases diagnosis 
(Di Ruberto et al., 2002; Halim et al., 2006, Tek et al., (2006); Ross et al., 2006; Sio et al., 2007; Díaz et 
al., 2009; Markiewicz et al., 2005; Sabino et al. 2004), and content based image retrieval systems by 
supporting medical decisions (Comaniciu et al., 1998; Aksoy et al., 2002).   Because features such as 
morphometry or visual appearance, and their relationships, cannot be modeled accurately for 
distinguishing different types of cells, learning from sample approaches are commonly used as 
classification strategies in these applications.  
This chapter exhibits a comprehensive review of how machine learning and image processing 
approaches are applied in automatic analysis of blood and bone marrow smears. It presents the general 
architecture of a general system and describes relevant techniques proposed for performing each stage. 
Some examples of applications of these techniques are shown.    
 
IMAGE DIGITIZATION 
The starting point of any digital image analysis system is the image capturing process.  Many image 
analysis methods have been evaluated on images acquired in controlled conditions. However, a fully 
automated examination of blood and bone marrow smears requires approaches that can be used in real 
laboratory conditions. 
Technologies for digitization of whole slides have been investigated and are commercially available 
(Aperio, Cellavision, Carl Zeiss). A proper visual analysis requires that images of blood and bone marrow 
smears should be captured with a 100x objective lens. In this magnification, a whole slide of a 15mm x 
15mm tissue area results in an image of 76GB approximately, whereby automatic selection of regions of 
interest is an open research topic.  In some cases these regions can be single cells, for instance nucleated 
cells for diagnosis based on differential leukocytes.  In other cases, like in hemoparasite diagnosis or 
differential erythrocyte analysis, a working area should be selected. A technique for optimal area detection 
when analyzing peripheral blood smears was proposed by Angulo et al. (2003), which firstly extracted 
erythrocytes from images scanned at low magnification. Then some scattering and overlapping measures 
are computed for defining the working area. 
 
IMAGE ENHANCEMENT 
Inherent variability of many factors such as environment illumination conditions, dye duration, film 
thickness or film defects result in visual artifacts, non uniform background or different image luminance 
and color distribution in digitized images. So, images should be enhanced for improving particular image 
characteristics and reducing the processing required in the latter analysis stages. 
Two major problems are commonly addressed at this stage: noise reduction and feature enhancement.  
Traditionally, noise has been reduced by application of median filters (Micheli-Tzanakou et al., 1997; 
Anoraganingrum, 1999; Bikhet et al., 2000, Di Ruberto et al., 2000). While, image enhancement, has been 
accomplished using a range of tonal, spatial or spectral domain methods (Heijden, 1995).   
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The tonal domain methods are related to the redistribution of pixel grey levels. The most classical 
transformation is the histogram equalization: ( )new max I oldv N R v= , where oldv and newv are respectively the 
grey level values before and after equalization, maxN is the maximal grey level value, and IR  is the 
cumulative distribution of grey level values in image I. In some approaches, the histogram transformation 
is defined on a target histogram that represents a standardized image. Tek et al. (2006) proposed a 
normalization procedure using an adapted grey world normalization method based on the diagonal model 
of illumination change. After a rough segmentation based on a threshold, the background and the 
foreground values are independently processed so that every pixel value is normalized using the mean 
background (foreground) values. 
Spatial domain methods are indeed local contrast enhancement techniques, which are classically 
performed by combining the image with its derivatives (unsharp mask). Typically:   oldne olw dI I Iα= − ∆ , where 
  α > 0
 is a gain parameter, and 2 2 2 2/ /I I x I y∆ = ∂ ∂ + ∂ ∂  is the Laplacian of the image. By adjusting the width of 
the spatial kernel used to compute the derivatives, the local contrast enhancement techniques can be 
adapted to the scale of the relevant features.  
Finally, the spectral domain methods refer to techniques operating in transformed domains, such as 
Fourier or wavelet bases. One useful operation in this category is the homomorphic filter, which allows 
correcting non-uniform background. Its principle is to model the background variation by a low frequency 
multiplicative noise, and to remove it in the log-Fourier domain:  
1( ( (ln( )). ))
 
old fF F I
w
H
ne
eI
−
=  
where  and  are the direct and inverse Fourier transforms respectively, and fH is the ideal high-pass 
filter of minimal frequency . 
 
Figure 3.  Image enhancement approaches. Fist row corresponds to the original images. Bottom row 
displays enhanced images obtained by application of an unsharp masking followed by a color median filer 
(left), and the color normalization process proposed by Tek et al. (right). 
Figure 3 illustrates two examples of image enhancement procedures. First row corresponds to the 
original blood smears and bottom row displays their corresponding enhanced images. Left image is the 
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result of applying an unsharp mask on the V component of HSV color space, followed by a color median 
filter computed by minimization of the L1 distance in the RGB color space. Right image corresponds to 
the application of the color normalization process proposed by Tek et al. (2006). Note that object 
properties, such as color or contrast between objects, are visually highlighted.  
OBJECT SEGMENTATION 
Generally, segmentation is the process of partitioning an image into disjoint regions based on a 
homogeneity criterion (Lucchese & Mitra, 2001). Two main levels of segmentation are commonly used in 
blood smear analysis: cell level segmentation, which aims at separating the whole cells from the 
background or plasma, and component level segmentation, which tries to separate the different 
components into the cell, such as nucleus from cytoplasm or intracell hemoparasites. Latter case is 
commonly used in applications in which the cell class depends on morphological features of its 
components. However, when finding the boundaries between components is not feasible, analyzing the 
components as a whole and trying to describe these morphological features as properties of the cell can be 
useful (Díaz et al. 2009). In this section the most popular cell segmentation approaches will be presented.  
Image segmentation approaches have been divided in two complementary perspectives: the region-
based and boundary-based approaches.  In the former the goal is to determine whether a pixel belongs to 
an object or not, whereas in the latter the objective is to locate the frontier curves between the objects and 
the background.  
Region Based Segmentation 
Thresholding. This is the simplest technique used to segment an image. This method allows to separate 
the objects from the background using a pixel feature value that is compared with a threshold value in 
order to determine the class of the pixel. The feature generally used is the illumination value, although 
other feature descriptors have been used, such as gradient information (Bacus et al., 1976), entropy 
histogram (Bikhet et al., 2000) and intensity computed as mean of red, green and blue components from 
the RGB color space (Hengen et al., 2002).  Other authors have found that specific color components in 
different color spaces stress the differences between blood smear components. Cseke et al.(1992) found 
that nuclei of white cells are most contrasted on the green component of RGB color space, while 
differences between cytoplasm and erythrocytes are most perceptible in the blue component. This has 
been used by other authors for segmenting leukocytes (Katz, 2000) and hemoparasites (Le et al., 2008). 
The saturation component from the HSV color space also allows distinguishing the nucleated component 
(Di Ruberto et al. 2002; Ross et al., 2006; Wu & Zeng. 2006). Moreover, thresholds may be either global 
or local. In the latter case, some information relative to the pixel’s neighborhood is taken into account to 
perform adaptive threshold (Cseke et al., 1992; Hengen et al., 2002).  
The critical issue for the performance of the threshold algorithm is a good selection value, which can 
be determined heuristically from the grey level histogram of the image to be segmented (Micheli-
Tzanakou et al., 1997) or computed automatically. Harms et al. (1986) found that it is possible to estimate 
automatically a threshold for segmenting leukocyte nucleus, using the largest color difference value from 
a grey level image obtained as the combination of the red, green and blue color components (R + B – 2G). 
A similar approach was used by Poon et al. (1992), using a subtraction of the red and blue components (R 
– B +128). Analysis of the histogram shape for detecting the separating value between modal peaks was 
used by Le for segmenting nucleated components (Le et al., 2008). A straight line is drawn from the first 
prominent peak to the first empty bin of the histogram; the threshold is then selected as the abscissa of the 
point of the histogram with maximal perpendicular distance to the line.  
Clustering algorithms are used as another way of performing automatic thresholding. Originally, these 
algorithms assume that the image contains two classes of pixels i.e. foreground and background, and 
calculate the optimum threshold separating those two classes. Otsu (1979) proposes an optimal threshold 
by maximizing the between-class variance through an exhaustive search. This approach was adapted to 
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multiple thresholds for separating background, cytoplasm and nucleus (Cseke, 1992; Scotti, 2006). In Wu 
et al. (2006), Otsu’s algorithm was applied on a circular histogram from the HSI color space; this 
representation prevents to lose the periodicity of the hue attribute (Wu & Zeng, 2006).  Figures 4a and 4b 
shows segmentation results of blood and bone marrow smears shown in Figures 2 and 3.  In this case, 
automatic thresholds on the green value histograms were computed using the Otsu algorithm. 
Segmentation based on threshold can work well in blood and bone marrow smears because background 
and foreground objects maintain constant visual feature values which constitute multimodal histograms. In 
particular, staining procedures highlight cell components containing DNA, such as white cell nuclei and 
parasites, in such a way that finding appropriate thresholds for segmenting them becomes easy. However, 
boundaries between cytoplasm, plasma and earlier parasite stage are harder to find (see Figure 4b).  
Pixel based classification.  Given an input image I, the classification of a target pixel I(x,y) is performed 
according to a feature vector 1( ,... )mµ µ  describing it. Strategies in this category are composed of two steps: 
feature extraction and pixel class identification. Intensity or chromatic features, along with supervised 
classification, explained in section 3.5, are commonly used approaches. Tek et al. (2006) classify the 
pixels in a blood smear as stained or not stained, according to a their R,G,B values using a Bayesian 
classifier which is trained using a set of pixels classified by an expert. Classification of whole color space 
was proposed by Díaz et al. (2007) for reducing the image segmentation time. This method is based on a 
classification process that labels all components of a color space in one of the three classes: background, 
erythrocytes and parasites. Then, the labeled color space is used as a look-up-table for defining the class of 
each pixel in the images. The combined choice of a color space representation and a particular classifier 
was evaluated, showing that a normalized RGB color space together with a K-nearest neighbor (K-nn) 
classifier obtained the best performance. Images in Figures 4c and 4d show results of pixel classification 
for images of Figure 2. A K-nn classifier (k set to 15) was trained for separating the normalized RGB 
color space in three classes. In Figure 4c, parasites, erythrocytes and background were segmented. In 
Figure 4d, classifier was trained for distinguishing nuclei cells from cytoplasm (erythrocytes and 
leukocytes) and background. 
Region Growing. These are classical algorithms for which a set of regions are defined, each one initially 
constituted by a single pixel, and then an iterative growing procedure is performed according to a 
homogeneity criterion. Main issues of region growing are: to establish a criterion that decides whether a 
neighbor pixel is similar to the seed, and to find the suitable seed.  
Region growing algorithms have been used in segmentation of leukocytes. Pixels inside nuclei, which 
are easily identified, are used as seeds, and cytoplasm are segmented by growing region; once nucleus is 
located, cytoplasm is detected by iterative growing of a ring surrounding the nucleus, and a gradient 
threshold is used as stopping condition (Kovalev et al., 1996). Lezoray et al. (1999) proposed a leukocyte 
segmentation approach based on region growing in which region seeds are found by prior knowledge on 
color information of nucleus pixels. Then a growing procedure is applied based on color homogeneity and 
gradient information.  
Region clustering. Region clustering approaches are similar to region growing, but the region clustering 
focuses on the region directly without any seed. In contrast with pixel based classification strategies these 
approaches identify coherent regions instead of classifying single pixels independently. The k-means 
algorithm is a well-known clustering method. In (Sinha & Ramakrishnan, 2003), pixels represented by a 
vector of 3 components from the HSV color space were automatically clustered, using k-means algorithm, 
for identifying leukocyte nucleus, cytoplasm and background. Then results were further refined by an 
Expectation-Maximization algorithm. In (Thera-Umpon, 2005), fuzzy k-means algorithm was proposed as 
an over segmentation algorithm applied on grey level image for detecting regions corresponding to 
nucleus in leukocytes. Comaniciu & Meer (2001) proposed a method, which detects clusters in the 
L*u*v* color space and delineates the border cells using the gradient ascent mean shift procedure. 
Segmentations obtained by application of the k-mean algorithm on green value component of previous 
images are presented in Figures 4e and 4f.  
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Figure 4.  Segmentation result samples. (a,b) Segmentation obtained by applying the Otsu algorithm on 
the green value histograms. (c,d) segmentation using a pixel classification approach. (e,f) Segmentation 
by k-means clustering. 
Morphological Segmentation – Watershed transform. The watershed transform is the fundamental tool 
of the mathematical morphology for segmentation of images. For a complete review of this topic we refer 
the reader to (Dougherty, 2003). The watershed concept comes from considering the image as a 
topographic surface, in which grey levels correspond to terrain altitudes. Segmentation is performed by 
flooding or rain falling simulation, and the resulting catchment basins (which correspond initially to the 
regional minima of the image) form the final segmentation. Classical watershed transform is applied to a 
gradient image, generally presenting many regional minima, which leads to oversegmentation. 
 
In order to overcome this problem many strategies have been proposed. An extended watershed 
approach for color images was proposed by Lezoray et al. (1999, 2002), in which color information is 
used for extracting the markers and for defining a function that combines the color gradient module with 
the mean color value of the region for determining whether one point is inside the region. Likewise, 
markers were extracted from bone marrow images by a mean shift procedure, and used as the seed in a 
watershed segmentation applied on the color gradient image (Pan et al., 2003).  Multiple markers within 
the same object can be obtained when they are extracted by thresholding. Then, a unique marker is 
associated to one object by performing a morphological closing on the markers so that they touch each 
other. The parameters used for these operations are related to the maximum object size which can be 
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previously determined from a granulometric analysis (Mahona Rao & Dempster, 2002). In addition, 
watershed region merging was also used for enhancing the watershed segmentation by Wang et al. (2006). 
For doing this, a series of rules on surface, depth and volume of adjacent watershed regions were used as 
merge criteria.  
Boundary Based Segmentation 
Edge detectors.  Classical edge detection approaches are based on detection of abrupt neighborhood 
change s in the pixel values. In many cases, the boundaries between cells and their components are not 
clearly defined, and then edge detection performs poorly on these images (Wu & Zeng, 2006). Even so, 
edge operator performance can be improved when it is combined with other techniques. The Teager 
energy filter and morphological operators were proposed for segmenting leukocytes (Kumar, 2002). 
Similar scheme was used by Piuri et al. (2004), but the Canny edge operator was used.  
Deformable contour models or active contours.  A deformable model is a curve that evolves toward 
boundary contours using local information of the image. Two main models of active contours have been 
proposed: explicit models (snakes) and implicit models (level sets).   
Explicit models aim at minimizing the energy attached to a curve describing the contour of the object. 
The optimization function is defined as a linear combination of external forces (computed from the image 
properties) and internal forces (defined by elasticity and stiffness of the curve). Ongun et al. (2001b) 
proposed a snake for segmenting leukocytes, for which external forces are computed from the intensity 
and gradient magnitude of the image and a corner force attraction. Likewise, a gradient flow vector was 
used to define these external forces in (Theerapattanakul et al., 2004; Zamani & Safabakhsh, 2006). This 
approach was also used by Yang et al. (2005) but the gradient flow vector was computed from the L*u*v* 
color space (this was also used by Tuzel et al., 2007). 
Implicit models represent the evolving object contour through a function of higher dimension defined 
over the image area, which is positive inside the region, negative outside and zero on the boundaries. The 
deformation of the contour is generally described by a partial differential equation (PDE).  Level sets can 
be viewed as region or boundary based approaches. In boundary based methods, the function determining 
the evolution of the contour (stopping function) is based on the gradient of the image. Nilsson & Heyden 
(2001; 2005) used this scheme to segment leukocyte components. For nuclei segmentation, the stopping 
function is defined by a threshold value on the RGB color space, while the image gradient is used for 
cytoplasm segmentation. On the other hand, region based level sets define the contour derivative as a 
function that depends on the stiffness of the curve and an energy term, which is minimum if inside and 
outside regions are homogeneous. Dejmal et al. (2005) proposed a linear combination of region and 
boundary criteria for segmenting erythrocytes.  
Active contours are useful in segmentation of clusters of cells, however they require a relatively high 
computational cost, and resulting contours do not correspond with the exact borders of the cells. Then, 
they are not appropriate in differentiation process based on the contour shape, like in erythrocyte 
classification. 
Segmentation Improvement 
After segmentation, an image can be thought of as a binary map of background and foreground objects. In 
some cases, this initial segmentation is not satisfactory, as holes and artifacts can appear. Improving the 
segmentation results can be done through a set of operations based on a priori knowledge.  Morphological 
operators are commonly used for this purpose.
  
Basic morphological operators are often used after segmentation process for reducing artifacts, filling 
holes or removing border objects (Anoraganingrum, 1999; Sabino et al., 2004; Jian et al., 2006, among 
others). Binary erosion shrinks image regions and eliminates small objects, whereas binary dilatation 
enlarges image regions, allows connecting separated blobs and fills small holes.  
Segmented objects that are not interesting for the analysis can be removed using connected operators, 
such as the opening by reconstruction or the area opening. These operators are filtering techniques that 
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eliminate some regions without modifying the boundaries of the remaining regions. Connected operators 
implemented as pruning strategies of a tree representation was presented by Díaz et al. (2009) for 
removing staining artifacts and border touching cells. 
SPLITTING OF CLUMPED CELLS 
An important problem in analysis of blood and bone marrow smears is the clumped or touching cells. 
Many approaches have been proposed for separating them, some of them included as part of the 
segmentation and other specifically dedicated to separate superposed cells. For instance,  some leukocytes 
segmentation approaches working on a sub-image that are extracted from the original image, cutting a 
square around the segmented nucleus (Kovalev et al., 1996; Jiang et al, 2003, Sinha & Ramakrishnan, 
2003; Theerapattanakul et al., 2004; Zamani & Safabakhsh, 2006). Under the assumption that each sub-
image has only one white cell, other a priori are included for segmenting it. Kovalev et al. (1996) and 
Katz (2000) introduce circle-shaped restrictions, whereas color information is used for performing 
clustering around the detected nucleus by Jiang et al. (2006) and by Sinha & Ramakrishnan (2003). On the 
other hand, restrictions included into the fitness function of deformable models allow to deal with 
overlapped cells (Liu & Sclaroff, 2001; Theerapattanakul et al., 2004; Zamani & Safabakhsh, 2006). 
Single and complex morphological operators have proved useful for the segmentation of touching 
blood cells. Opening operator was applied for separating leukocytes (Kumar, 2002; Dorini et al., 2007; 
Pan et al., 2003). Hence, a series of morphological operations was applied for splitting composite 
erythrocytes by Di Ruberto et al. (2002). This procedure was composed of a morphological opening by a 
flat disk-shaped structuring element, followed by a morphological gradient, an area closing and a thinning 
operator.  
Distance transform (i.e. a function associating to every pixel of a binary image its distance to the 
border) of the segmented clumped shape is also used in some clump splitting approaches. The maxima in 
the distance image can be used as markers for subsequent segmentation of the original image by the 
watershed algorithm (Malpica et al. 1997; Angulo & Flandrin, 2003a, Nilsson & Heyden, 2005) or another 
region growing approach (Hengen et al., 2002). But the watershed segmentation can also be applied 
directly on the distance image for separating circular shapes (Lindbland, 2002). These approaches present 
good results for splitting clumped cells with small overlaps, but they fail when the overlapping area is too 
important. An improved approach which introduces geometrical restrictions on the distance function was 
presented by Pan et al. (2006a). The purpose of these restrictions is to improve the segmentation accuracy 
and to reduce the computational cost of the watershed computation. Figure 5 shows an example of 
splitting clumped cells using the watershed transform applied on distance transform. On the segmented 
image (Fig.5b), the Euclidean distance transform is computed (Fig.5c) and the regional maxima of the 
distance transform (Fig.5d), are used as markers of the watershed transform (Fig.5e). 
 
Figure 5. Clump splitting using distance transform and watershed segmentation 
Other approaches for separating clumped cells are based on a concavity analysis, which assume that 
superimposed objects can be separated by one line joining two specific cut points where the boundary 
curvature abruptly changes. Concavity analysis is commonly composed of three sequential steps: detection 
of concavity points, detection of candidate split lines and selection of best split lines. Poon et al. (1992) 
presented a method for splitting clumped cells that uses the difference of the tangent angles between 
neighborhood boundary pixels for finding two cut points on the boundary which are then joined by a line 
for separating the shape. This approach separates pairs of cells but cannot handle clusters of multiple cells. 
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An approach that allows to separate complex clumped cells proposed by Kumar (2002) was used in 
(Sio et al., 2007).  In this approach, cut points are detected by measuring the concavity depth, defined as 
the distance from the boundary point to the convex hull border. Then candidate split lines are selected 
from those obtained by joining all possible pairs of concavity pixels, based on the distance and alignment 
of points. Finally a “measure of split” is computed for selecting the best split lines (Kumar, 2002). 
The drawback of these methods is that they depend on implicit conditions about cell shape or size. 
Morphological operations are limited by the overlapping degree between cells since two shapes can be 
separated if their centers are separated (Serra, 1982). Whereas, concavity analysis demands very accurate 
segmentation in order to detect the cut points. 
Template matching strategies attempt to find parts in the image which correspond to predefined shapes 
named templates, without any other a priori information. These approaches have two important 
components: the template definition and the matching strategy, which is commonly formulated as an 
optimization problem. Halim et al. (2006) proposed a template matching strategy for detection of 
erythrocytes. A healthy erythrocyte represented by a gray scale template was constructed from the original 
image, based on cross correlations between the predefined binary templates and the image. Then, cross 
correlation was also used as optimization criterion in order to detect the actual erythrocytes. On the other 
hand, Díaz et al. (2007a) proposed a matching strategy based on superposition of the chain code 
representation of the clumped shape contour and an ideal erythrocyte, estimated from the original image 
by an Expectation-Maximization algorithm. Although these strategies can overcome the drawbacks 
previously described, they are computationally expensive and are applicable only for separating shapes 
that do not present large shape and size variations.  
 
FEATURE EXTRACTION AND SELECTION 
Differential analysis of blood and bone marrow smears is feasible thanks to the capacity of visual system 
to distinguish image patterns, which are associated to specific cell classes.  Thereby, the challenge of 
automatic image analysis systems is to carry out computational methods to calculate objective cell 
measures related to those visual patterns. The aim of feature extraction step is to obtain a set of 
descriptors, which will be further separated in different classes by a classification procedure. 
The feature extraction can be formally defined as a function , which maps the original image I onto a 
feature vector x,  i.e. 1 2: x ( , ,..., ) df I x x x→ = , where d is the number of features used for characterizing 
the image.   
 
 Visual Descriptors 
Computational visual descriptors can be classified as chromatic, textural and shape measures. Chromatic 
features are related to the color image information, textural features provide statistical information on the 
local structures in the image, and shape measures describe geometrical information of objects like 
perimeter, area, circularity, etc. In the rest of this section we discuss some common measurements used 
for describing the blood and bone marrow cells. 
Chromatic features 
These features describe the grey-level or color distribution of the images, which are the most 
discriminative features of blood and bone marrow cells.  Let  1 2{ , ,..., }nR p p p=  be a set of pixels that 
belong to a segmented object (nucleus, cytoplasm, parasite or complete cell). Intensity and chromatic 
features are computed from histograms of R. Color histograms can be represented by one single multi 
dimensional histogram or multiple separate 1-D histograms. 
Considering an image as a stochastic process where every pixel value is modeled as a random variable, 
the histogram can be regarded as the probability density function of grey level or color distribution. The 
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most used measures from a histogram h are provided by its moments:  mean, variance, standard deviation, 
kurtosis and skewness, which describe the histogram shape and are computed as1: 
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The standard deviation is a measure of dispersion of the histogram, whereas the skewness and kurtosis 
respectively measure the dissymmetry and flatness (or acuteness) of the distribution. 
An important issue in chromatic descriptors is the color space used for representing the color in the 
images. Traditionally, images are acquired using the RGB color model, in which each color pixel is 
represented by its three components: R(Red), G(Green) and B(Blue). But the statistical distributions of 
those three components are highly correlated, and then, many decorrelated models have been proposed for 
digital image processing (Plataniotis & Venetsanopoulos, 2001) and some of them have been used for 
blood and bone marrow cells description.  
Discrimination of platelets, red and white cells in peripheral blood smears has been correctly 
accomplished using only the average intensities of R, G and B color components and cell size (Lin et al. 
1998). Nevertheless, discrimination of subclass cells as leukocyte or erythrocyte types usually requires 
other features, such as textural or geometrical measures.  
Leukocyte classification systems have used chromatic statistical measures as part of a feature vector. 
Kovalev et al. (1996) used standard deviation of red and green intensities for describing chromatic 
features of leukocytes. R, G and B components and color ratios green/red and green/blue were used by 
Katz (2000), together with the nucleus area and perimeter, for the same purpose. Similar features were 
used by Song et al. (1998) and by Sinha & Ramakrishnan (2003). Likewise, RGB color histograms 
computed from original and gradient  images, were used along with many other features (Siroic et al., 
2007). On the other hand, CieLab and HSV transformations have also been used in leukocyte color 
characterization (Ongun et al, 2001; Comaniciu & Meer, 2001; Angulo & Serra, 2002). 
Chromatic features have also been used for distinguishing live stages of hemoparasites, particularly 
malaria.  HSV color model histograms were used for describing segmented parasites which were classified 
as mature and immature throphozoites (Di Ruberto et al., 2002). For the authors, parasites in these live 
stages are differentiated by their nucleus and spot of chromatins, which are evident in the hue and 
saturation components. Statistical features derived from the red, green, blue, hue and saturation 
components were part of a set of features used by Ross for classifying malaria parasites into different live 
stages (Ross et al., 2006).  Same measures computed from the normalized RGB color model, were used 
for classifying erythrocytes as healthy or infected at any infection stage by Díaz et al. (2009). 
 
                                                 
1 In some cases only mean and standard deviation are utilized together with features from other categories such as texture or 
geometrical measures (Beksak, 1997; Bikhet, 2000, Hengen, 2002.) 
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Shape descriptors 
Another important feature to the human visual system is the shape. Many shape measurements have been 
proposed in the literature. A comprehensive review of general purpose shape descriptors was published in 
(Zhang & Lu, 2004). In hematological applications, the geometrical or “simple” shape descriptors are the 
most popular because they are easy to compute, but indiscriminative for small dissimilarities. Other used 
descriptors include geometrical moments, structural representations and spectral features. 
Geometrical features. Geometrical features describe different aspects of the cell or component 
structure, such as size or shape.  In hematological applications they are widely used because various cells 
differ greatly by their size or nucleus shapes. Geometrical features are computed on a region of interest R, 
which has a well defined closed boundary composed of a set of consecutive pixels 1 2{ , ,..., }nS s s s= .   
Simplest geometrical features are area, perimeter, centroid, tortuosity (area/perimeter) and radius. The 
area feature is computed as the number of pixels enclosed by the cell boundaries (Bacus, 1976), 
{ ( )}A card R=
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.  Other features for describing shape structure 
include measures of major and minor axis, which are provided by the eigenvalues of the second order 
moments matrix; the circularity or elongation (Thera-Umpon & Gader, 2002), computed as the ratio of the 
square of the perimeter to the area ( ); the eccentricity, defined as the ratio between the major and 
minor axes (Sinha & Ramakrishnan, 2003); the symmetry, calculated as the difference between lines 
perpendicular to the major axis to the cell boundary (Stanislaw et al.,2004; Markiewicz & Osowski, 
2005); and the spicularity, proposed by Bacus et al. (1976), spicules are defined as the points where chain 
code derivate change of sign. 
In addition, other specific features have been proposed, which are more strongly linked with blood cell 
analysis. For example, the nucleus and cytoplasm areas ratio and the number and structure of nucleus 
lobes are prominent features used for identifying the class of the leukocytes (Beksak et al., 1997, Sinha & 
Ramakrishnan, 2003, Hengen et al, 2002, Ballaro et al., 2008). Likewise, number of chromatin dots, and 
the ratio between parasite area and cell area have been used for identifying the infection stage and class in 
malarial image analysis (Ross et al, 2006).  
The main drawback of the geometrical features is that their application demands accurate segmentation 
of the region of interest, and then they are commonly used together with other features more robust to 
segmentation errors, such as texture or chromatic descriptors. 
Structural based representations. Structural methods decompose the shape or contour region into 
parts that are geometrically meaningful for the image. A structural representation widely used is the 
convex hull (de Berg et al., 2000), corresponding to the smallest convex polygon H containing the region 
R ( R H⊂ ). Once computed the convex hull, shape can be represented by a string of concavities as chain 
code representations or by measures based on convex hull such as its area or region compactness 
computed as cell area/convex hull area ratio (Mircic & Jorgovanovic, 2006; Ballaro et al, 2008). 
Region skeleton it is another shape representation that allows to encode both boundary and region 
information for every object (connected component). Many algorithms for generating skeletons have been 
proposed. Di Ruberto et al. (2002) applied the sequential thinning process for representing segmented 
malarial parasites as connected thin lines. The end points of the obtained skeletons are used as shape 
descriptors for distinguishing either immature disk-shaped parasites or mature irregularly-shaped 
parasites.  
Spectral based features. In order to provide descriptors less sensitive to noise and boundary 
variations, several authors have proposed to use a representation of pattern shapes in frequency domain. 
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Those spectral features include Fourier descriptors and wavelet descriptors, which are usually derived 
from spectral transform on shape signatures (functions derived from the shape boundary points). 
Features obtained from the direct application of the discrete Fourier transformation are not  invariant to 
geometrical transformation, and then different extensions have been proposed. Elliptic Fourier descriptor 
(EFD) proposed by Kuhl & Giardina (1982) was used for characterizing nuclei shapes of leukocytes 
(Comaniciu et al., 1999) and megakaryocytes (Ballaro, et al., 2008). EFD is a Fourier expansion of the 
chain coding contour, which is represented as a composition of ellipses defined as contour harmonics that 
result from expanding separately the components  and  in the complex function of coordinates 
.  The EFD corresponding to any closed curve S with Euclidean length l and 
composed of k points is described by the nth harmonics given by: 
 
 
Where ∑
=
∆=
i
j
ji ss
1
, is the length of the first i vectors,  ( ) ( )22 iii yxs ∆+∆=∆ , 
( )1−−=∆ iii xxx  and ( )1−−=∆ iii yyy . The coefficients of the EFDs are normalized to be invariant with 
respect to the size, rotation, and starting point, using the ellipse of the first harmonic. 
Another extension of the Fourier descriptor used as cell shape feature is the UNLF (Universidade Nova 
de Lisboa, Portugal) descriptor. The UNLF descriptor is computed by applying 2-D Fourier transform on 
the image curves transformed to the normalized polar coordinates. The main advantage of this descriptor 
is that it is able to handle open curves, lines and patterns composed of parametric curves as well as cells 
with interior components. Kyungsu et al. (2001) used it as shape descriptor of erythrocytes in order to 
include information about its concavity, observed as holes in a binarization process. The main drawback 
of UNLF descriptor is that it produces feature vectors of high dimensionality, and then feature selection 
approaches should be applied.  
The use of wavelet transformation has been proposed as shape descriptor in many applications in order 
to achieve description of shape features in a joint spatial and frequency space. However, they have not 
been much used for cell description. In Sheik et al. (1996) only, largest wavelets coefficients were used 
for classifying cells as  platelets, white or red cells.  
Textural features 
Traditional machine vision and image processing approaches assume uniformity of intensities in local 
image regions, but some objects present a repeated pattern as principal visual feature, which is called 
texture. In hematological applications the texture property has proved valuable for distinguishing some 
abnormal cells and parasite presence and evolution. 
Texture analysis is generally applied on a grey scale representation of the image. However, as in 
segmentation approaches, different color models have been used for textural analysis. Hengen et al. (2002) 
perform the texture analysis in H component of HSI model (Hengen et al. 2002). Ongun et al. (2001) use 
an image distance as input for computing a grey level co-occurrence matrix which is computed as the 
distance between the pixel color and coordinate origin in the CIELab model.  Finally, Angulo and Serra 
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(2002) extend the texture analysis to all RGB channels that are then integrated to compose one single 
texture feature (2002). Methods for extracting textural measures can be classified as: statistical, model 
based and geometric. 
Statistical approaches: these are the most popular texture analysis methods, in which the texture can be 
defined by its statistical features, related to the pixel gray level conditional probability given its 
neighborhood. The goal of these methods is to deduce statistical properties of this function from observed 
data (gray levels value of pixels). These methods are easy to implement, which is their main advantage. 
The gray-level co-occurrence matrix (GLCM) is a second order statistics, which is defined as follows:  
( , ) #{( , ) {0, 1} {0, 1},
( , ) ( , ) )} / ( * )
d
x y
GLCM i j x y W H
I x y i I x d y d j W H
= ∈ − × −
= ∧ + + =
 
where ( , )x yd d d= is a displacement vector, W and H are the width and height of the image I, and #S is 
the cardinality of set S. Hence, GLCMd(i,j) is the probability of finding two pixels separated by vector d, 
which have respective grey values i and j. Many feature vectors can be computed from the GLCM 
(Haralick, 1979, Tuceryan & Jain, 1998). For example, Sinha and Ramakrishnan used the entropy, energy 
and correlation of the GLCM for characterizing the cytoplasm in leukocytes (Sinha & Ramakrishnan, 
2003). Additionally, Sabino et al. (2004a) used the contrast feature for recognition of leukocyte. The main 
drawback of the GLCM approach is that their calculation is computationally expensive even if the grey 
level values are quantized. Sum and difference histograms are a modification of GLCM in which two 
histograms are calculated counting grey level differences and sums for all the pixel couples separated by 
vector d. In hematological applications this method has been used in the differentiation of blood cells type 
(Siroic et al., 2007) and the classification of leukemia blast cells (Stanislaw et al., 2004; Markiewicz & 
Osowski, 2006). 
Another statistical approach used to characterize blood cells is the autocorrelation coefficients (Sinha 
& Ramakrishnan, 2003); this second order statistic may be calculated as: 
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where  are neighborhood size parameters.  
Model based approaches.  These approaches are based on the assumption that the texture corresponds to 
instances of mathematical models, in which parameter models should be found. Feature extraction based 
on the Markov random fields (MRF) is a representative model based approach. It is a generalization of 
Markov chains in 2-dimensional space, where the time index is replaced by spatial indexes and the 
Markov restriction is applied into the neighborhood of each pixel. Hence, texture is characterized by the 
parameters that define the MRF for observed pixel values and a certain topology, defining the local 
dependencies. According to the Hammersley-Clifford theorem, solving this problem is equivalent to 
estimating the parameters of a Gibbs distribution if the MRF has translation invariance and isotropic 
properties, which is assumed in image processing applications. MRFs have been used as feature descriptor 
of leukemia blast cells (Stanislaw et al., 2004; Markiewicz & Osowski, 2006). 
Other model based approaches used in blood cells characterization are the autoregressive models, 
which were used for characterizing bone marrow cells for differential counting analysis (Ongun et al., 
2001) and malignant lymphomas and chronic lymphocytic leukemia in peripheral blood smears 
(Comaniciu et al., 1999; Comaniciu & Meer, 2001). The autoregressive model of order n+2 is a time 
series of order n, in which the time variable is defined in a 2D spatial domain. The other 2 parameters 
correspond to the mean and variance of a white noise added to the model. Maximum likelihood estimation 
is commonly used for inferring the model parameters.  
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Geometric approaches. Texture features may also be derived from geometric models.  In these 
approaches, texture is defined as a repetitive pattern composed of texture element named textons. 
Granulometry analysis was proposed as a texture feature for describing nucleus granules, in order to 
characterize different kinds of leukocytes. Angulo & Serra (2002) applied the granulometry analysis for 
calculating texture features used in cell retrieval and leukocyte classification systems. A similar work was 
presented by Theera-Umpon and Dhompongsa in classification of leukocytes (Theera-Umpon, 2007). A 
texture descriptor based on resulting regions of a watershed segmentation was proposed in (Hengen et al., 
2002). A cell nucleus is segmented applying standard watershed and then the ratio between the interior 
area (i.e. without boundary) of watershed regions and the area of the whole nucleus is computed. 
( 1 /n i nucleusi A A=∑  with n= number of watershed regions). 
Recently, image analysis approaches based on analogy with syntactical document analysis have been 
proposed. In texture description, the idea of a texton element associated to a visual word was used by 
Tuzel et al. (2007) for characterizing cell nucleus and cytoplasm. A texton dictionary is generated from a 
set of training images of each class. For this, a filter bank was designed, composed of two rotationally 
symmetric filters (Gaussian and Laplacian of Gaussian) and 36 edge and bar filters with different scales 
and orientations. Then filter responses inside the segmented images were clustered using the k-means 
algorithm and the cluster centers were the selected textons.  Using the resulting texton dictionary, the new 
cells are represented with their texton histograms. 
 
Feature selection 
Feature selection is a process commonly used in pattern recognition, which allows determining the most 
relevant, discriminating and uncorrelated features of a classification task, while reducing the 
dimensionality of vectors associated to objects. Although original feature vectors extracted from blood 
and bone marrow cells are usually large, feature selection processes are not often applied in published 
studies.  
There are many techniques of feature selection, which can be classified into three categories: filter 
methods, wrapper methods and embedded methods (Molina et al., 2002; Saeys et al., 2007). In the first 
category, feature selection is based on quantitative measures of how well the features discriminate the 
classes, independently of a specific classification algorithm. In the wrapper approaches, the contribution 
performance of every component is taken into account by the classifier algorithm. Embedded methods 
refer to classification procedures that include the feature selection as a step in the whole classification 
procedure, for example decision trees. Wrapper models outperform other models because they are 
optimized for the specific classification approach, but they are computationally feasible only for small 
feature vectors.  
Another relevant issue in the feature selection processes is the search strategy which can be exhaustive 
(brute-force or complete search), heuristic (sequential) or non-deterministic (randomized) (Molina et al., 
2002). Exhaustive search generates the optimal subset of n features in a search space of possible subsets. 
Heuristic approaches select features that maximize a criterion function. Sequential forward selection starts 
selecting the best single feature and successively adds one feature at the time, whilst sequential backward 
selection starts with the whole set of features and then deletes one feature at the time. 
In hematological applications, comparison of several feature selection approaches has been performed. 
Markiewicz et al. (2006) evaluated two filter approaches (correlation analysis, mean and variance 
measures) and one wrapper of linear support vector machine (SVM) for selecting features from a vector of 
164 dimensions, in order to distinguish 10 classes of leukocytes. The best approach was the correlation 
between the feature and the class as well as the linear SVM ranking. Likewise, a wrapper method with 
sequential forward search strategy applied on a naive Bayes classifier was used in (Sabino et al., 2004a). 
12 relevant features were selected exploring morphometry, texture and color feature sets separately, i.e. 4 
features for each one.   
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Genetic algorithms have been proposed as a feature selection process in (Siroic et al., 2007). In this 
approach, each set of possible features is represented as chromosomes and genetic operators such as 
mutation and crossover are applied in order to find the best solution(s) according to a fitness function, 
defined as the classification error on the validation data set when a SVM is used as classifier algorithm. 
From reported results, features selected with this approach proved better classification performance than 
the ones selected by wrapper of linear SVM.  
On the other hand, some approaches called by many authors “feature selection”, do not properly  
perform a selection of features, but carry out a reduction of dimensionality by projection or combination 
of them. Principal component analysis (PCA) is the most popular technique for dimensionality reduction. 
The aim of the PCA is to find a set of orthogonal vectors in feature space corresponding to directions 
along which the data present the maximal variance. Dimensionality reduction is performed projecting the 
data from their original space onto the orthogonal subspace. Kyungsu et al. (2001) used PCA for reducing 
a 76d vector in order to classify erythrocytes and leukocytes, achieving dimension reductions between 
12% and 50%. A non-linear extension of PCA, called kernel-PCA, which maps input data into high 
dimension feature space using the kernel trick was employed by Pan et al. (2006) 
 
SINGLE CELL CLASSIFICATION 
Once the cell features are extracted and selected, they should be input into a process that classifies the 
cells according to hematological concepts.  An automatic classification system should be able to identify 
these concepts within the context of real images, i.e. noisy images with visual differences between 
concepts, which are variable. This problem may be addressed from two different perspectives: analytic 
and inductive. The analytic standpoint requires a deep understanding of the way the low-level features are 
combined to structure concepts. The inductive standpoint automatically builds a model of concepts based 
on a number of training samples, a framework commonly used through several machine learning 
approaches.  
Many learning approaches have been used to classify blood cells. The simplest model is the Bayesian 
classification (Aksoy, 2002; Sabino, 2004; Theera-Umpon, 2004), which is based on applying the Bayes 
theorem with independence assumptions between features. In the training step the a priori probabilities of 
each class are computed, and then used for estimating the class of new instances by the maximum a 
posteriori rule. Despite its simplicity, Bayesian classification can perform accurate classifications if 
features are discriminative. Conversely, k-NN classifies unlabeled samples based on their similarity with 
samples in the training set without any knowledge of a priori class probabilities. Given the knowledge of 
N prototype features and their correct classification into M classes, the k-NN rule assigns an unclassified 
pattern to the class that is most heavily represented among its k nearest neighbors in the pattern space, 
under some appropriate metric. k-NN was used by Tek et al. (2006) to classify stained regions as parasites 
or not. Likewise, Comaniciu et al. (1999) use this technique for distinguishing lymphoproliferative 
disorders.  
Artificial neural networks (ANN) are the most used classifiers in hematological applications.  ANNs 
are networks of interconnected simple processors that emulate the behavior of human brain.  Many 
network architectures and training algorithms have been proposed and are well described in literature 
(Bishop, 1995). The most popular learning algorithm is the multilayer back propagation (ML-BP), which 
was used in many studies (Lin et al, 1998; Kim et al., 2001; Mircic & Jorgovanović, 2006; Ross, 2006; 
Theera-Umpon & Gader, 2002). Other algorithms used in the literature include ALOPEX (Lin et al., 
1998), Radial basis function – (RBF, Djemal et al., 2005) and Linear Vector Quantization (Ongun et al., 
2001).  
Recently Support Vector Machines (SVM) approaches have received increasing interest because they 
have outperformed other methods in several pattern recognition problems. The SVM underlies upon the 
mapping of the input vectors into a high dimensional feature space, induced by a kernel function chosen a 
priori. In the feature space the learning algorithm produces an optimal separating hyperplane between two 
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classes. In principle, a SVM is a linear discriminator; however it can perform non-linear discrimination 
thanks to the fact that it is a kernel method. The multi-class classification problem is solved constructing 
several binary classifiers and combining them. The strategies mostly used are one-against-one and one-
against-all combinations. In the former, a binary classifier is trained for all combinations of classes and 
final decision is made by majority rule among the classifiers (Stanislaw et al. 2004; Ramoser et al., 2005; 
Markiewicz et al, 2005; Guo et al., 2006; Siroic, 2007; Tuzel, 2007). In the latter, for each class a binary 
classifier is trained by labeling the samples from the class as positive examples and samples from the other 
classes as negative examples, the final decision is assigned to the class having maximum decision function 
among all classes (Pan, 2006). 
An important issue found in hematological applications is the fact that cells can be classified using 
hierarchical classifier structures, which take advantage of morphological taxonomy of the blood cells for 
extracting the most discriminative features in each classification level. Kim et al. (2001) proposed a two 
stage structure of ANN for classifying erythrocytes according with their shape features. Firstly, the most 
varied shapes were discriminated, and then circular shapes were classified as normal, target, spherocyte or 
stomatocyte. The same strategy was used by Ross (2006) in the classification of infected erythrocytes; 
first stage decides whether erythrocyte is infected or not and second stage defines the infection stage. 
Similar strategy was used by Díaz et al. (2009), but based on a SVM classifier. 
CASE OF APPLICATION   
To conclude this chapter with an application case, we briefly present in this section the application of the 
general framework to the analysis of malarial infected blood smears. More details can be found in Díaz et 
al. (2009).  The main goal of analysis of malarial infected smears is to estimate the infection level of each 
smear. For this, we need to count the number of infected and non-infected erythrocytes but also to 
estimate the life stage of each parasite. As shown in Figure 6, discrimination of these cells is very difficult 
due to the slight differences 
between consecutive life stages. 
 
Figure 6  Single erythrocyte samples. From left to right: two healthy erithrocytes, two ring infection stage, 
two throphozoite infection stage and two schizont infection stage. 
 Image Acquisition 
Images were digitized using a Sony high resolution digital video camera, which was coupled to a Carl 
Zeiss Axiostar Plus microscope. Use of intermediate lens and a 100×  power objective yielded a total 
magnification of 1006× . Optical image corresponded to 2102 76 mµ×  for a 640 480×  image size, 
resulting in a resolution of 20.0252 mµ . 
Image Preprocessing 
Original images presented luminance variations mainly due to film inhomogeneities and varying 
illumination condition of acquisition devices. In order to correct the background inhomogeneities, a local 
low-pass filter was applied on the luminance channel from the YCbCr color space i.e. a low pass filter 
applied on sub-windows of approximately the larger size of erythrocytes in the image, and smoothed out 
using a moving window whose size was adjusted in order to eliminate the tiling effect of the filter. Figure 
7b shows an example of application of this procedure.  
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Figure 7 Processing results of malarial infected blood smear images. (a)Original Image. (b) Image 
enhancing result. (c) Pixel-based classification result. (d) Result after filtering by inclusion-tree 
representation. 
Erythrocyte segmentation 
Automatic quantification of malarial infected blood smears has been designed on the base of detecting 
parasites and erythrocytes independently, and to locate the former into the latter to quantify the infection 
level.  However, in early infection stages, the boundaries are not clearly defined, and segmentation is very 
difficult. So, the analysis of the erythrocyte-parasite as a whole was proposed as an alternative procedure. 
This stage tries to extract single erythrocytes from the background as follows: first, a pixel classification 
allows to label each image pixel as either background or foreground, based on its color features. Then, 
segmentation is improved using an Inclusion-Tree structure, which is simplified to satisfy the restrictions 
imposed by the erythrocyte morphological structure and its spatial organization. This simplification allows 
to remove artifacts generated at the staining or digitization processes. Figure 7c shows an example of an 
image segmented with pixel classification procedure and its corresponding result after to filtering process 
is shown in Figure 7d. 
 
 
Figure 8. splitting of clumped cells. Top: Original overlapped cells. Down: splitting results. In white 
image edges, in green cells found by the proposed approach (Díaz et al. 2009). 
AUTHOR’S COPY 
As the presence of clumped cells affects the automation of erythrocyte quantification, splitting was 
achieved by a template matching strategy that searched for the best match between a chain code 
representation of the clumped shape contour and an ideal erythrocyte, estimated from the original image 
by an Expectation-Maximization algorithm. This approach attempts to find cells in clumped shapes 
similar to erythrocytes found in the same image. 
Feature Extraction 
Visual features of erythrocytes were described by the moments (mean, variance, standard deviation, 
kurtosis and skewness) of a set of histograms that represent the probability density function of the color, 
saturation, intensities, texture and edges inside the whole cell. So, an image was represented by 25 
features that characterize the five histograms.  
Cell Classification 
Erythrocyte classification was carried out by a learning from sample approach composed of a   
hierarchical (two levels) ensemble of classifiers. At first level, a classifier was trained for deciding 
whether or not an erythrocyte was infected. Once an erythrocyte classified as infected, a second level 
determined the stage of infection using a set of classifiers, composed of four learning models: one model 
for each class and one more for detecting possible artifacts. The erythrocytes that were misclassified into 
none, two or more classes were ruled out and left to the user for a later visual decision. Training algorithm 
for any learning model was selected by evaluation of their performance using a one-against-all strategy, 
resulting in an array of: one polynomial SVM, two radial basis function SVM and a neural network 
training models.  
The performance of classification task was evaluated using a Fβ measure, which is related to 
effectiveness. Parameter β  allows to assign relative weights to both the true positive and precision rates 
for dealing with class imbalance problem. A set of 12,557 erythrocytes composed of 11,844 healthy ones, 
521 in ring stage infection, 109 in trophozoite stage infection and 83 in schizont stage infection, was used, 
which were automatically extracted from malarial infected blood smears. The whole set was randomly 
divided into training (40%), validation (30%) and test (30%) sets. Training and validation sets were used 
for parameter tuning of the classifiers while the test set was used for the final evaluation of the method 
performance. 
Using the strategy of classification presented above, this approach achieves good performance in 
classification of the different stages of infection on single erythrocytes extracted from malarial blood 
smears. Table 1 presents result obtained for the two levels of classification. Each Fβ  value corresponds to 
the average of 10 experiments from a 10-fold cross validation process. 
 
Infection 
Detection Ring stage Throphozoite Schizont 
Training Set 0.937 0.973 0.771 0.780 
Validation Set 0.954 0.923 0.519 0.739 
Test Set 0.961 0.947 0.677 0.882 
Table 1. Fβ measures for training, validation and test sets of the automatic infection stage 
 
FUTURE RESEARCH DIRECTIONS 
An open issue in automatic hematological diagnosis is the development of algorithms that perform 
accurate segmentation of single cells and their components, and splitting of the cell clusters.  Likewise, an 
emerging trend is the development of feature extraction techniques that allow a suitable object 
representation, which is less dependent on the quality of the segmentation. 
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Generalization of learning models is another open research question. Approaches for classifying many 
types of cells have been developed, however most of them are very specialized. The framework for 
analyzing these images is very similar and the main difference lies in the features used for describing the 
objects, and the classification models varying by the training data. Modern machine learning approaches 
include on-line learning classifiers, which can dynamically extract object features and perform 
classification without retraining the learning model.  These technique combined with robust descriptors 
can be used for constructing a reliable hematological analysis system. 
SUMMARY AND CONCLUSIONS 
Automatic differential diagnosis of blood and bone marrow smears is a typical problem of pattern 
recognition, which is usually realized in four stages: preprocessing, segmentation, feature 
extraction/selection, and classification. This chapter presents a comprehensive review of the methods 
proposed in the literature for performing each stage. 
The accuracy of computer-assisted hematology image analysis depends on the slide preparation, 
staining procedures and digitization settings. Consequently, algorithm efficiency may be enhanced by 
developing optimized acquisition protocols. Unfortunately there exist few system studies on this issue for 
this kind of images.  
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Abstract. In this paper, an automated stain decomposition approach
for digital images of (H&E) stained histopathological tissues is pre-
sented. The proposed approach aims to provide an effective decompo-
sition robust to pigments. The proposed approach introduces prior infor-
mation to the standard non-negative matrix factorization (NMF ) for-
mulation, which restricts the base stains to be similar to the “ideal”
produced by the analyzed dyes.
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1 Introduction
Biological tissues are composed of several colorless complex components that
are observable in a microscope when they are highlighted by specific dyes.
Hematoxylin-eosinH&E is nowadays the most used stain in any biological prepa-
ration, its importance comes from the fact that yet it is not specific it allows to
estimate nucleus-cytoplasm relationships. The staining procedure uses the basic
dye hematoxylin for stain structures rich in nucleic acids, such as ribosomes and
chromatin cell nucleus, and the alcohol-based acidic eosin for stain the remaining
cell structures, such as the cytoplasm and connective tissue. Classically nucleus
structures are stained in a dark blue while cytoplasmic organelle in a bright pink
color. Other colors, yellow or brown, are observed when endogenous or exogenous
pigments such as the melanin are present [1].
Measurements on the relative concentration of each stain turns out to be use-
ful for digital or computer assisted processing and analysis of histopathological
images, such as color standardization [2,3],color improving to interpretation by
colour-blind individuals [4] and computer assisted diagnosis systems [5]. Some
approaches attempt to separate the complex color-image into a set of single color
images, where each displays a single stain [6,7,8,3]. Yet these techniques prop-
erly separate colors in conventional images, most of them fail when additional
? This work was supported by the Colombian Administrative Department of Science
and Technology (COLCIENCIAS)
2pigments, decoloration effects or oxydation spots are present. It is worthy to
strengthen out that even under the more strict standardization laboratory pro-
cesses, colored samples may include some of them. Moreover, some pathologies
are based on whether or not a particular pigment is present and in such cases,
it is important a quantification. None of this is possible if simply the pigment is
ruled out from the analysis method, using those mentioned approaches.
In this paper, an automated stain decomposition approach for digital images
of (H&E) is presented. The proposed method aims to provide an effective decom-
position, robust to presence of pigments or any strong variation of the present
colors. The main idea underlying the proposed approach is that dyes system-
atically color samples within a restricted interval of the visible spectrum and
this information is introduced to the standard non-negative matrix factorization
(NMF ) formulation as a restriction condition which forces the base stains to be
similar to an “ideal” color produced by dyes under analysis.
1.1 Background and Previous Work
Stain decomposition approaches, which attempt to deal with the colocalization
problem, are based on assumption that the more complex amalgam of colors,
observed in actual microscopical images, can be described as a linear combination
of two sources, the dyes applied to the sample, described by the equation 1.
I = SV +  (1)
where I denotes a 3 × n matrix, whose columns represent the r, g, b com-
ponents of observed pixels in the image, which are stacked in the rows of I. V
is the 3 × 2 matrix, whose rows form a stain color-basis, S the 2 × n matrix,
whose rows correspond to the decomposition or mixing coefficients of these basis
for generating the corresponding row of I, and  a 3× n vector representing an
additive noise for each row in I. On the other hand, provided that the intensities
values of the r, g, b color components non linearly depend on the stain concen-
tration [6], images are converted to optical density (OD) units before applying
linear decomposition algorithms. This conversion, based on the Lambert-Beer’s
law [1], provides a linear relationship between image intensity (given by the OD
values) and the concentration of the absorbed dyes [6].
The most simple stain decomposition algorithm, named color deconvolution,
was proposed by Ruifrok and Johnston in 2001 [6]. This method obtains the stain
saturation V from a fixed value of stain color-bases S, which could be either a
precalculated vector obtained from slides stained with a single stain or computed
from manually selected areas that contain only one stain. Although this approach
is capable of separating colored regions, it is very tedious, subjective and time-
consuming. In 2008, Newberg and Murphy [8] proposed a simple strategy for
automatically determining the stain color-basis in a image database, separating
DNA and Hematoxylin sources. The strategy found the hue, saturation and
brightness values corresponding to two peaks that represent hues of “pure” DAB
and hematoxylin in the hue histogram of the HSV color space. Afterwards, the
3HSV coordinates are mapped into the RGB to define the color-bases matrix, S.
This strategy presents three main drawbacks, namely, its performance is highly
dependent on the image quality, it requires a threshold selection for finding the
hue peaks and finally it fails when any artifact is present.
On the other hand, total automatic stain decomposition could be thought of
as an instance of the well known blind source separation problem. This consists
in recovering a set of unobserved source signals from a set of mixtures, with
no information (or very little) about the mixture process or the source signals
[9]. Several powerful algorithms have been developed for solving the blind source
separation problem described by the equation 1, among others Independent Com-
ponent Analysis (ICA), Principal Component Analysis (PCA), Singular Value
Decomposition and non-negative Matrix Factorization (NMF). Rabinovich et al.
[7] proposed the use of NMF as a method for unsupervised stain decomposition
of stained tissue images. Under the restriction that there exist uniquely two stain
color-bases (S) and that stain contributions are forced to be non-negative, NMF
outperforms ICA solution in more than 40% with respect to the decomposition
error. Although, this approach was initially proposed for working on multispec-
tral images, their use has been extended to decomposition of RGB images [8].
Likewise, an approach based on Singular Value Decomposition has been pro-
posed by Macenko et al. in [3]. This approach defines the stain color-bases as
the two main peaks of an orientation histogram, calculated by the projection of
every RGB color component to the plane defined by the two main singular color
values. These approaches properly work with images obtained from histopatho-
logical tissues stained with combination of two different dyes (hematoxylin, eosin
or DAB). However, they fail at finding correct stain color-bases when images are
stained with more than two dyes or contain endogenous or exogenous pigments
(melanin, haemosiderin,lipofucsio, etc.).
2 Materials and Methods
2.1 Image Acquisition
A total of 29 images, acquired from biopsies fixed in formalin, embedded in
paraffin and stained with Hematoxylin-Eosin, were herein used for evaluation.
Images were digitized using a standard microscope (eclipse E600 Nikon), coupled
to a colour digital camera(DXM1200 Nikon), controlled by Akt-1 V. 2.62 software
from Nikon Corporation. The proposed algorithm was assessed on human liver,
colon and skin biopsies, stained with H&E. These biological specimen contained
different kinds of endogenous pigments.
2.2 Non-Negative Matrix Factorization (NMF)
NMF [10,11] is a well known blind source separation approach that finds an
aproximation of the observed matrix I ∈ <n×m as a product of two simpler
non-negative matrices S ∈ <r×m and V ∈ <n×r, so that:
4I ≈ SV, with, Iij , Slj , Vil ≥ 0 (2)
with 0 ≤ i ≥ n − 1, 0 ≤ j ≥ m − 1 and 0 ≤ l ≥ r − 1. Assuming noise
can be neglected, m and r take then values 3 and 2 respectively, representing
the number of original color components (r, g, b) and the number of source dyes
(H&E). This algorithm should be calculated at any pixel in the image, however
a better approach consists in defining n as the number of different colors within
the image.
The standard approach to find V and S consists in minimizing the distance
between the original data I and the approximation V S, using the Frobenius
norm ‖· ‖F (equation 5) as the metrics.
min
S,V
f(V, S) = 12
∑N
i
∑M
j (Ii,j − (V S)i,j)2 (3)
subject to Iij , Vil, Slj ≥ 0 (4)
‖ I − (V S) ‖F=
N∑
i
M∑
j
(Ii,j − (V S)i,j)2 (5)
It is possible that the cost function 5 exhibits local minima, in that case
the minimization problem defined by the equation 4 has not a unique global
minimizer. Therefore, the problem is not easy to solve and many algorithms
have been developed in an attempt to achieve a good factorization.
Several minimization strategies have been lately proposed, attempting at
achieving a good factorization and speeding up the convergence of the original
iterative algorithm proposed by Lee and Seung [11]. In this work we use the
projected gradient bound-constrained optimization method, proposed by Lin
[12], which has better convergence properties than the standard multiplicative
actualization rules, used in [7].
2.3 NMF with Prior Restrictions
In many applications it is also necessary to impose more constraints than non-
negativity upon to rows of V or S matrices, to reduce the ambiguity in NMF
factorization solution. These constraints are included when it is necessary to
compensate large noise or other data presences that break out the assumption
that the noise could be neglected, and are defined based on qualitative knowledge
about the distribution of source signals [13,14].
As was mentioned, presence of endogenous or exogenous pigments may pro-
duce that NMF solution move away of the desired H&E stain color-bases, gen-
erating an undesirable color decomposition. Herein we propose extending the
basic NMF formulation 2, including in the cost fuction a measure that helps to
maintain the solution nearest to the “ideal” stain color-bases of the dyes used
for staining the slide, i.e. red or dark purple of the H&E dyes, as illustrates
5the equation 7. Consequently, Lin’s algorithm was modified to solving these cost
function.
f(V, S) =‖ I − (V S) ‖2F +λψ(V,R) (6)
subject to Iij , Vil, Slj ≥ 0 (7)
where ψ(V, r) represents a measure of distance between the computed (V )
and a reference (R) stain color-bases matrices, and λ is a positive number, which
determines the weight given by that measure. Conveniently, we use the frobenius
norm as metric of those differences. So, ψ(V,R) is defined by equation 8
ψ(V,R) =
∑r
i ‖ JiR− JiV ‖2F
where Ji are n×2 matrices with 1′s in the i− th column and 0′s on the other
ones.
3 Experimental Results
3.1 Data processing and Experimental Details
Before factorization, images were converted to their corresponding optical den-
sity (OD) units by taking the negative log of the RGB sample, with each com-
ponent normalized to [0, 1]. I data matrices were generated including only the
different colors at the images and then, the components that could represent
unstained regions, i.e. with optical density less than a threshold (typically 0.1),
were substracted from the analysis.
For objective comparison of the results, randomly initialization was controlled
so that two NMF algorithms starting always with the same S and V matrix
values. Likewise, other Lin’s algorithm parameters were set equal to two NMF
methods. On the other hand, the λ parameter in the cost function was varied
from 0 to 1 with increment steps of 0.2
3.2 Model Evaluation
Color deconvolution approach of Ruifrok provided by Landini et al. [6] was used
for generating a set of ground truth image components, which were used for
obtaining a quantitatively evaluation of the decomposition performance. Pure
component samples were manually selected from each image, and the resulting
components were stored for posterior analysis. Once two stain color-bases have
been found, RGB images showing each dye concentration must be reconstructed
for evaluating decomposition performance. For avoiding a boundary effect on
the unconsidered data (i.e. OD ≤ 0.1), after the stain color-bases were defined,
6we linearly unmixed the image using the transpose of the Moore-Penrose pseu-
doinverse of S [15]. Differences between the stain components automatically
generated for each image and their corresponding ground truth were quantified
using the root mean square error (RMSE), computed as:
RMSE(X,Y ) =
√√√√ 1
3NM
∑
k∈r,g,b
n∑
i=1
m∑
j=1
|yk,i,j − xk,i,j |2 (8)
Proposed approach performance was compared with the obtained by two
state-of-the-art unmixing algorithms: the basic NMF formulation solved by the
projected gradient (NMF PG), and the SVD-based method proposed by Ma-
cenko et al. [3].
3.3 Results and Discussion
Reconstructed images using the stain color-bases generated by the proposed ap-
proach and by the two state-of-the-art methods were compared with the ground
truth and the mean RMSE values are shown in Table 1. As expected, the com-
puted error was reduced when the similarity constraint was incorporated to the
cost function. However, small values of λ parameter report better performances
in both Hematoxylin and Eosin component reconstructions. It can be mean that
the stain bases obtained by the original NMF and Macenko approaches are really
far away from the ”ideal”bases for H&E, so that a small weight of the restriction
correct it. However, as it is also expected, when the restriction weight is larger,
error is increasing because the factorization SV moves away of data I. Note that
larger errors are reported to eosin stain, which is explained because this stain
mixed up with the undesired pigments, more than hematoxylin stained objects.
λ = 0.2 λ = 0.4 λ = 0.6 λ = 0.8 λ = 1 NMF PG Macenko
Hematoxylin 18.31 19.61 19.81 19.81 19.69 20.80 23.57
Eosin 19.14 20.70 21.07 21.26 21.39 27.98 26.76
Mean 18.72 20.16 20.44 20.53 20.54 24.39 25.16
Table 1. Mean error reported for the two stain components by the proposed method
(with different λ parameter values) and by the two state-of-the-art approaches.
Figure 1 shown an example of the reconstructed hematoxylin and eosin image
components, obtained by different aproaches, in the second and third columns,
respectively. In the left top row, original image is showed. The first row cor-
responds to ground truth decomposition. Second row, show the image compo-
nents obtained by the Macenko’s approach. In third row, basic NMF results are
shown. Finally, the last row shows the stain components obtained by the pro-
posed approach, with λ set at 1. Small circle, located in the left-down corner of
each hematoxylin component, evidence the difficulty for separating correctly the
stains when pigments are present.
7Fig. 1. Ground truth and digital staining components of haematoxylin and eosin for
a single tissue section of skin. Original image is placed on the top-left corner. Ground
thruth components are shown in the first row. Second and third rows present the
Macenko and basic NMF decompositions. Finally, decomposition performed by the
proposed approach is shown in bottom row.
4 Conclusions
This paper presented a new automatic procedure to unmixing color components
from RGB images of H&E stained tissues, robust to the presence of endogenous
and exogenous pigments. From the results, this approach outperforms state-of-
the-art methods. However, these results can be biased by the manual selection
of reference regions performed to generate the ground truth. So, validation of
8these results should be performed, comparing the obtained components with an
objective ground truth, such as chemical staining.
Acknowledgments
Histopathology slides used in this study were supplied by the Pathology Department
of the National University of Colombia.
References
1. Bancroft, J.D., Gamble, M.: Theory and practice of histological techniques. Else-
vier Health Sciences (2008)
2. Magee, D., Treanor, D., Crellin, D., Shires, M., Smith, K., Mohee, K., Quirke, P.:
Colour normalisation in digital histopathology images. In: Proceedings of Optical
Tissue Image analysis in Microscopy, Histopathology and Endoscopy. (2009)
3. Macenko, M., Niethammer, M., Marron, J.S., Borland, D., Woosley, J.T., Guan,
X., Schmitt, C., Thomas, N.E.: A method for normalizing histology slides for
quantitative analysis. In: Proceedings International Symposium on Biomedical
Imaging. (2009)
4. Landini, G., Perryer, G.: Digital enhancement of haematoxylin and eosin stained
histological images for red green colour blind observers. Journal of Microscopy
(2009) 293–301
5. Cataldo, S.D., Ficarra, E., Acquaviva, A., Macii, E.: Automated segmentation of
tissue images for computerized ihc analysis. computer methods and programs in
biomedicine (2010)
6. Ruifrok, A., Johnston, D.: Quantification of histological staining by color decon-
volution. Anal Quant Cytol Histol 23 (2001) 291–299
7. Rabinovich, A., Agarwal, S., Laris, C.A., Price, J.: Unsupervised color decompo-
sition of histologically stained tissue samples. In: Advances in Neural Information
Processing Systems. (2003)
8. Newberg, J., Murphy, R.F.: A framework for the automated analysis of subcellular
patterns in human protein atlas images. Journal of Proteome Research (2008)
9. Cichocki, A., Zdunek, R., Phan, A.H., Amari, S.I.: Nonnegative Matrix and Tensor
Factorizations Applications to Exploratory Multi-way Data Analysis and Blind
Source Separation. John Wiley and Sons (2009)
10. Paatero, P., Tapper, U.: Positive matrix factorization: A non-negative factor model
with optimal utilization of error. Environmetrics 5 (1994) 111–126
11. Lee, D.D., Seung, H.S.: Learning the parts of objects by nonnegative matrix fac-
torization. Nature 401 (1999) 788–791
12. Lin, C.J.: Projected gradient methods for non-negative matrix factorization. Neural
Computation 19 (2007) 2756–2779
13. Chen, Z., Cichocki, A., Rutkowski, T.: Constrained non-negative matrix factor-
ization method for eeg analysis in early detection of alzheimer disease. In: 2006
IEEE International Conference on Acoustics, Speech and Signal Processing, 2006.
ICASSP 2006 Proceedings. (2006)
14. Li, H., Adali, T., Wang, W., Emge, D., Cichocki, A., Cichocki, A.: Non-negative
matrix factorization with orthogonality constraints and its application to raman
spectroscopy. Journal of VLSI Signal Processing (2007)
15. Penrose, R.: A generalized inverse for matrices. In: Proceedings of the Cambridge
Philosophical Society. (1995)

C
Brain Volumes Analysis and
Classification
Gloria Díaz, Eduardo Romero, Juan Antonio Hernández-Tamames, Norberto
Malpica. Automatic Classification of Structural MRI for Diagnosis of Neu-
rodegenerative Diseases. Acta Biológica Colombiana.Diciembre, 2010.
123
AUTHOR’S COPY 
AUTOMATIC CLASSIFICATION OF STRUCTURAL MRI FOR DIAGNOSIS OF 
NEURODEGENERATIVE DISEASES 
Created by usuarioadmin 
Autor: Gloria Díaz 
Rango Académico: PhD(c) in Electrical Engineering 
Afiliación: Grupo de Investigación Bioingenium, Universidad Nacional de Colombia.  
Ciudad/País: Bogotá, Colombia 
 
Autor: Eduardo Romero  
Rango Académico: Medical Doctor, Ph.D in Biomedical Science 
Afiliación: Grupo de Investigación Bioingenium, Universidad Nacional de Colombia. 
Ciudad/País: Bogotá, Colombia 
 
Autor: Juan Antonio Hernández-Tamames 
Rango Académico: Ph.D in Telecommunication Engineering 
Afiliación: Laboratorio de Análisis de Imagen Médica y Biometría, Universidad Rey Juan 
Carlos 
Ciudad/País: Madrid, España 
 
Autor: Vicente Molina  
Rango Académico: Medical Doctor 
Afiliación: Hospital Clínico de Salamanca 
Ciudad/País: Salamanca, España 
 
Autor: Norberto Malpica 
Rango Académico: Ph.D in Telecommunication Engineering 
Afiliación: Laboratorio de Análisis de Imagen Médica y Biometría, Universidad Rey Juan 
Carlos 
Ciudad/País: Madrid, España 
 
Autor responsable de la Correspondencia: Eduardo Romero Castro 
Dirección: Universidad Nacional de Colombia. Facultad de Medicina 
Carrera 30 45-03 Edificio 471 Medicina, Piso 1.  edromero@unal.edu.co 
AUTHOR’S COPY 
RESUMEN 
 
Este artículo presenta un método automático para la clasificación de individuos en grupos 
patológicos o controles sanos haciendo uso de imágenes de resonancia magnética.  El 
método propuesto usa los valores de deformación del sujeto analizado a un cerebro 
plantilla, para entrenar un modelo de clasificación capaz de identificar las fronteras que 
separan los grupos de estudio en un espacio de características dado.  Con el fin de reducir la 
dimensionalidad del problema, un conjunto de regiones relevantes es automáticamente 
extraído en un proceso que selecciona las regiones estadísticamente significativas en una 
prueba t-student, con la restricción de mantener coherencia en dicha significancia en una 
vecindad de 5 voxeles. El método propuesto fue evaluado en la clasificación de pacientes 
con esquizofrenia y sujetos sanos. Los resultados mostraron un desempeño entre el 74% y 
el 89%, el cual depende principalmente del número de muestras empleadas para el 
entrenamiento del modelo.  
 
ABSTRACT 
 
This paper presents an automatic approach which classifies structural Magnetic Resonance 
images into pathological or healthy controls. A classification model was trained to find the 
boundaries that allow to separate the study groups. The method uses the deformation values 
from a set of regions, automatically identified as relevant, in a process that selects the 
statistically significant regions of a t-test under the restriction that this significance must be 
spatially coherent within a neighborhood of 5 voxels. The proposed method was assessed to 
distinguish healthy controls from schizophrenia patients. Classification results showed 
accuracy between 74% and 89%, depending on the stage of the disease and number of 
training samples. 
Palabras clave: Enfermedades neurodegenerativas, Resonancia magnética estructural, 
Reconocimiento de patrones, SPM, VBM, DARTEL, maquinas de vectores de soporte 
(SVM). 
 
Keywords:  Neurodegenerative disease, structural MRI, pattern classification, SPM, VBM, 
DARTEL, support vector machines. 
 
1. INTRODUCTION 
 
Neurodegenerative diseases are characterized by a progressive loss of neurons of the 
central nervous system, or their synaptic function. It is estimated that more than 24 million 
elderly adults are affected by these disorders at the world, and this number will increment 
with the development of aging population. Schizophrenia is a particular case of 
neurological disease in which there is no neuronal death, but neuron connection loss, so that 
it can be considered as a neurodegenerative disease (Marenco and Weinberger, 2000). 
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Currently, there are no approaches or biomarkers that allow to make a definitive 
diagnosis of most of these diseases.   Possible pathological cases are identified based on 
symptoms and signs that are observed into thorough interviews of the patient and relatives, 
neuropsychological tests and clinical examinations that rule out other diseases (Chaves et 
al., 2009). These strategies are not capable of identifying the early stage of the diseases, 
because they are applied when the patient presents symptoms that are observable after the 
neuron death has months or years of evolution. Therefore, the development of tools for 
diagnosis of early stages of neurodegenerative diseases is an important research topic.  
Recent studies suggest that morphological changes, produced by a number of 
neurodegenerative diseases, could be used as early diagnosis information (Mechelli et al., 
2005).  But, the enormous inter and intra-subject variability and noise leads to a non trivial 
establishment of the membership group for unclassified individuals. Figure 1. shows 
images of different healthy and pathological subjects. Although all of them corresponding 
to the same slice of the MRI volume, there is not easy to identify visible differences 
associated to pathology. Moreover, differences intra groups can be more visible than 
differences between groups.  
Voxel-based morphometry (VBM) is an automatic objective whole brain analysis 
method that allows to identify inter-subject brain differences. This method provides a 
statistical estimation of inter-group brain density or volume differences using a voxel-by-
voxel basis in a standardized space.  Overall, this method computes statistical parametric 
maps (SPM) for localizing significant differences between two or more experimental 
groups using a general linear model (GLM) (Ashburner, 2009). 
On the other hand, Machine learning classifiers had shown that they can learn complex 
patterns and trends from sample data for creating accurate decision surfaces. However, a 
suitable selection of the features used for describing each instance is necessary for 
obtaining good performance. The aim of this work was to evaluate a machine learning 
approach for classifying T1-weighted MRI images of pathological patients and normal 
controls, using VBM to identify relevant brain regions that are then used as region of 
interest in the feature extraction process. Mean, variance and standard deviation of those 
regions are used as features for the classification stage. A SVM-RFE approach is used for 
selecting the most discriminative features that are finally used for training a SVM learning 
model, which classifies individual subjects.    
2. RELATED WORK 
At the last years, advances on machine learning and pattern recognition methods have 
been used for predicting the diagnosis of individuals from morphological analysis of 
structural and functional MRI (Pereira et al. 2009). From a pattern recognition point of 
view, the main challenge is to identify signatures of disease in the structural images, named 
feature vectors, which allow to discriminate pathological from healthy patients.  
Machine learning algorithms have been used to discriminate pathological patients from 
controls based on Positron Emission Tomography (PET) or Single-Photon Emission 
Tomography (SPECT) functional volumes (Johnson et al. 1998, Stoeckel and Fung, 2005, 
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Ramirez et al. 2009, Horn et al. 2009),  perfusion fMRI scans (Wang et al. 2007), fMRI 
brain activation maps (Ford et al. 2003, Demirci et al. 2008, Tripoliti et al. 2008), Diffusion 
Tensor Images (Kloppel et al. 2007, Caprihan et al. 2008, Hua et al. 2009, Robinson et al. 
2010), among others. Moreover, advances in medical imaging acquisition are able to 
generate high-resolution volumetric MRI, which improve the morphological features that 
are captured. This fact, offer opportunities to develop computer aided diagnosis tools based 
on this information.  
Most of the approaches proposed as classification system for the diagnosis of 
neurodegenerative diseases based on structural MRI fall on one of two categories: 1) 
classification based on shape descriptors of specific anatomical regions, known to be 
affected by the disease, which are segmented manually (Wang et al. 2009, Hua et al. 2008, 
Chetelat and Baron, 2003, Ford et al, 2002) or automatically (Gerardin et al. 2009, Xu et al. 
2000, Lao et al. 2004, Li et al. 2007, shen et al. 2005, McEvoy et al. 2009, Magnin et al. 
2009) from the original brain volume.  2) Classification based on unbiased analysis of the 
whole brain that requires no prior assumptions to be made (Fan et al. 2007, Chu et al. 2009, 
Costafreda et al. 2009, Fan and Shen, 2009, Misra et al. 2009). In the former case, results 
are limited by the accuracy of the segmented structure or the reliability of a priori 
knowledge used for defining the affected brain areas, while in the latter case statistics 
inferred from observed data is used as unique knowledge about the classification problem 
and no prior regions are necessarily considered.  The framework proposed in this paper 
falls in the second category, so a more extensive review of former methods is beyond the 
scope of this paper. 
The first step in a whole brain based classification approach is to infer the voxels in 
which morphological structures differ between groups, in order to include only disease 
discriminative information to train the learning model. This is commonly achieved by a 
voxel-wise statistical analysis of structural MRI images. Moreover, because the 
morphological changes of brain structures resulting from pathological processes usually do 
not occur in isolated regions (Fan et al. 2007), most of the proposed approaches cluster the 
discriminative voxels in irregular regions which are used to characterize the whole brain 
changes.  
Fan et al. (2007) proposed the COMPARE (Classification of Morphological Patterns 
Using Adaptive Regional Elements) method for classification of structural brain magnetic 
resonance images by combining deformation-based morphometry with support vector 
machines (SVM).  Density maps, extracted for each individual using the RAVENS 
approach (Davatzikos et al. 2001), are segmented by a watershed algorithm according to 
the similarity of discriminative measure of near voxels. This measure results from the 
combination of the Pearson correlation measure between voxel tissue density value and 
classification labels, and their spatial consistency.  A volume increment algorithm, similar 
to a region growing strategy, is applied to grouping voxels that show similar relationships 
to the discrimination measure.  Finally, a support vector machine model is trained to 
classify between schizophrenia patients and healthy controls using the mean tissue density 
value of all selected regions as feature vector.  Although the reported results are optimistic 
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(accuracy upper to 90%), the dataset used to evaluate the algorithms does not include 
patients at early stages of the disease. This approach has been widely used as diagnostic 
tool in other neurodegenerative disease (Davatzikos et al. 2008, Davatzikos et al., 2008a, 
Fan et al. 2008, Misra et al., 2009), However, its main drawbacks are the high 
computational cost of the region extraction process and the use of proprietary methods for 
generating the tissue density maps.    
As was mentioned in the introduction, Statistical Parametric Mapping (SPM) and Voxel 
Based Morphometry (VBM) are increasingly used and actually can be considered as 
standard tools in the study of neurodegeneration.  So, some approaches for pathologic 
classification of brain volumes using SPM and SVM have been lately reported (Costafreda 
et al., 2009). Costafreda et al. (2009), propose using whole-brain ANOVA filtering of tissue 
density maps computed using SPM to select the areas of maximum group differences 
between depressed patients and healthy controls, which were then used for predicting both 
the diagnostic classification and the clinical response to antidepressant medication.   A two-
sample t-test was applied on grey matter density maps for extracting regions which were 
used for classify Alzheimer disease patients (Zhang et al. 2008).  Similarly, Savio et al. 
(2009) use voxel clusters detected by applying VBM to detect Alzheimer’s disease on MRI. 
In this case three descriptors were evaluated: grey matter proportion, mean and standard 
deviation of VBM detected clusters and all the grey matter segmentation values for voxels 
belonging to it. Best performance was obtained with statistical measures of detected 
regions.     
3. MATERIALS AND METHODS 
A statistical machine learning classifier model is a function that predicts the class of an 
unclassified instance based on the information provided by features. A model is constructed 
based on a set of training instances that belong to a known class.  Figure 2 illustrates the 
main stages of the proposed approach.  In an off-line process healthy and pathological 
images are processed in order to automatically extract relevant regions which were 
significantly related to the particular disease. Then, a feature extraction and selection 
process is applied for generating descriptors of these regions, which are then used for 
training a learning model able to separate the feature space into the two classes.  Finally, 
when a new subject’s brain volume is presented, the relevant regions are located and 
characterized with the same descriptors used in the training stage, and the trained model is 
used to classify the individual as healthy or pathological.  
3.1. Image Preprocessing 
From a morphometrical analysis standpoint, diseases should have measurable 
manifestations, that allow to establish hyper/atrophies related to the disease under study by 
comparing the different three-dimensional T1 weighted MRI among different subjects. 
However, acquired studies can not be directly compared voxel-by-voxel because of large 
anatomical variability which results in unbearable amounts of noise.  Therefore, the main 
goal of the deformation stage is to provide a standard spatial space in which brain structures 
can be compared. 
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Standard neurological image analysis methods provided by the SPM8 software1 were 
used for processing images (Ashburner, 2009). First, a manual alignment to the AC/PC line 
was performed for achieving proper correction of the brain orientation differences. Then 
the cerebral hemispheres were segmented into grey (GM) and white matter (WM) tissues, 
using the SPM8 segmentation approach (Ashburner, 2009). Segmented tissue maps were 
then warped to a template space via an image registration approach known as DARTEL 
(Diffeomorphic Anatomical Registration Through Exponentiated Lie Algebra) (Ashburner 
et al., 2007). In order to obtain deformation measures associated principally to diseases, the 
brain template should be very approximate to all healthy brains in the study. For this 
reason, the template used in this study was computed from the all control samples of the 
same study using also the DARTEL algorithm.  The gray level of the spatially normalized 
images was rescaled in order to maintain the same quantity of tissue as in the original 
images, a process known as normalization. Finally, deformed tissue maps were smoothed 
applying an 8mm FWHM Gaussian kernel for reducing differences between brain 
anatomies. So, in the resulting pre-processed images, the intensity value of every voxel 
encoded the deformation needed in that voxel to fit the template. 
3.2. Relevant Region Location 
This phase attempted to locate areas with significant morphological differences, between 
the groups that we want to classify. In the pre-processing stage all images were aligned, so 
that a tissue density comparison at each voxel between groups could be carried out. The 
general linear model (GLM) was used to identify regions of grey and white matter in which 
each tissue density was significantly different for the two groups (control and pathological) 
in the training data set. A student t-test, which basically established significant inter-group 
mean differences, was used to compute a statistical map that was thresholded for selecting 
voxels which met these two conditions: their value was statistically significantly and they 
could be grouped together within regions with more than five neighbor voxels with similar 
statistical properties. Therefore a set of regions scattered through the two brain tissue maps, 
grey and white matter, were identified as regions of interest and used in the classification 
task. 
3.3. Feature Extraction  
The aim of feature extraction step was to obtain a set of descriptors, and will be further 
separated in different classes by the learning model. The feature extraction can be formally 
defined as a function , which maps the original tissue density maps onto a feature vector x,  
i.e.  1 2: x ( , ,..., ) df I x x x→ = , where d is the number of features used to characterize the 
image. 
Our main hypothesis is that the classification of brain MRI studies is possible by 
evaluation of the tissue density values on selected region of interests. This feature 
extraction step computes measures which allow an objective description of the tissue 
density variation.  One efficient way to describe these variations is to model each region as 
                                                 
1 http://www.fil.ion.ucl.ac.uk/spm/ 
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a random variable, described by its corresponding probability density function and compute 
the first order moments for each.  In this work we evaluate the effect of using uniquely the 
first order moment and the concatenation of the first two and first three order moments as 
region descriptors. Order moments were computed as described by Equation (1).  
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where )( iRN  is the number of voxels belonging to region iR  and )( iRµ  is the mean tissue 
density value in the region iR .  
3.4. Feature Selection  
The problem of the high number of dimensions was partially solved with the relevant 
region extraction process. However, the remaining feature vector was also large because it 
was composed by statistical measures of all located regions for both density tissues: grey 
and white matter. So, a feature selection process was carried out in order to reduce the final 
feature vector as much as possible. 
Feature selection is a process commonly used in pattern recognition, which allows 
determining the most relevant, discriminating and uncorrelated descriptors for a 
classification task, while reducing the dimensionality of vectors associated to instances. 
Recursive Feature Elimination (RFE) is a simple and effective method for reducing the 
feature vector size, which iteratively removes the descriptors with the smallest ranking 
criterion, whilst optimize the classification rate for a specific learning model.  In this work 
the SVM-RFE algorithm was used, which found the features which reported the largest 
margin of class separation, using the square weight values of the support vectors as ranking 
criteria (Guyon et al. 2004).   
3.5. Classification  
Based on the regional features selected in the previous stage, a support vector machine 
(SVM) learning model was trained for classifying individual MRI images.  SVM is a 
supervised binary classification algorithm that has received increasing interest because it 
has outperformed other methods in several pattern recognition tasks. Intuitively, SVM 
produces an optimal separating hyperplane between two classes in a feature space, in which 
each training instance has been represented. These hyperplane corresponds to the largest 
separation, or margin, between the two classes.  When a new instance should be classified, 
original feature vector is mapped to the same space and the distance to SVM hyperplane 
allows to decide if the new instance falls into one category or the other.  
In general, the original SVM algorithm proposed by Vladimir Vapnik ( Platt, 1999)  was 
a linear discriminator, but subsequent modifications suggested that non-linear 
discrimination tasks can be achieved thanks to the “kernel trick”. This is, mapping the 
original non-linear observations into a higher-dimensional space in which boundaries 
among classes become linear.   In this work, the Gaussian radial basis function kernel, 
defined as Equation (2) was used ( Platt,1999).  
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where x and y are two feature vectors, and γ controls the size of the Gaussian kernel. 
 
 
4. EXPERIMENTAL RESULTS AND DISCUSSION 
4.1. Test Subjects 
The performance of the classification approach was evaluated on one dataset of T1-
weighted MRI images, which included schizophrenia patients (SP), patients with a first-
time seizure that developed the pathology (FTS), patients with a first-time seizure that did 
not develop the pathology (FT), and healthy controls (HC).  Previous works have shown 
that there exist important differences between brains of women and men, which can 
introduce more noise to the classification problem.  For these reasons, our dataset was 
divided into female and male subjects for conforming two datasets. A total of 221 brain 
volumes were used for evaluating the proposed approach. Distribution of this dataset 
corresponds to the showed in the Table 1.  
The patients, whose images were analyzed, participated in a longitudinal study of first-
break schizophrenia. Patients were include in the protocol after having a first psychotic 
episode with symptoms for longer than 1 week, not attributable to organic or toxic causes, 
and not related to other axis I disorders. The absence of marked stressors, according to the 
Diagnostic and Statistical Manual (A.P.M,2000), clearly related to the episode was also 
required for inclusion. These criteria were aimed at avoiding the inclusion of patients with 
transient psychotic symptoms. The imaging studies took place within 2 weeks following 
enrolment. The FE was defined as the first contact with psychiatric services. Information 
from patients and their families was used to estimate the length of the episode and thus the 
onset of symptoms. After inclusion, all patients were followed up, in monthly visits, for 
2 years on an outpatient basis to confirm or rule out a diagnosis of schizophrenia at the end 
of this period. After this follow-up, two experienced psychiatrists, who were blind to the 
results of the MRI scans, diagnosed each patient and decided whether the index episode 
was a first break of schizophrenia or, instead, a single psychotic episode that had not 
evolved into schizophrenia 2 years after the enrolment. For this final diagnosis they used all 
the available follow-up information (including the total duration of significant symptoms), 
the data from a semi-structured interview (SCID, Clinical Version), and the information 
provided by the families and clinical personnel. For diagnostic purposes, the duration of 
symptoms was calculated covering the period before and after initiation of treatment. 
4.2. Model Evaluation 
SVM learning models were trained through an exhaustive search of their learning 
parameters. The regularization parameter C was varied from 1 to 10 with increment steps of 
1, while the parameter γ , that defines the nonlinear mapping from input space to some 
high-dimensional feature space, was varied from 0.01 and 1 with increment steps of 0.02.  
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Finally, the number of features selected via SVM-RFE, was varied from 10 to 100 with a 
step of 10.  
Parameter evaluation was carried out through a conventional 10-fold cross validation 
approach, in which the original sample set is randomly partitioned into 10 subsamples. 
Nine of these subsamples are used as training data whilst the remaining subsample is used 
as the validation data. This process is repeated 10 times, so that each subsample is used 
exactly once as the validation data. On the other hand, performance of the classification 
tasks was quantified in terms of its predictive precision, sensitivity and specificity. 
Effectiveness, computed as Fβ-measure, was used to combine sensitivity and precision 
measures. Performance measures were computed as shown in equation (3).  
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where TP stands for the true positives, FN for the false negatives, and FP for the false 
positives. The β coefficient (0 < β< 1) allows to assign relative weights to both the 
precision and recall measures (Daskalaki2006). In this work, Fβ was set at 0.4, so the 
search was addressed to detection of TP. 
4.3. Regions detected and selected in the process. 
Figures 4 and 5 show the regions included in the classification process.  Regions considered 
as significant by the SPM analysis appear in red color, and the regions among those that 
were considered significant for classification appear in pink color. Among the selected 
regions were the thalamus, the caudate nucleus, the basis pedunculi, the parahippocampal 
gyrus and the superior frontal gyrus. In the case of female subjects (shown on the right of 
figures 4 and 5) the superior vertebral peduncles and the amigdala are also considered as 
important features for classification. 
4.4. Classification Performance 
 
Six SVM learning models were created for classifying the different combinations of 
binary healthy-vs-pathological problems i.e HC-vs-SP, HC-vs-FTS and HC-vs-FT for both 
male and female datasets.  Learning model effectiveness was assessed using the Fβ measure 
varying the learning parameters as was described in section 4.3.  A comprehensive analysis 
of all parameter combination was assessed using many contour plots as shown in Figure 3. 
We found that the number of selected feature was the parameter that has larger effect on the 
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performance. On the other hand complexity (C) and γ  parameters of the SVM learning 
model did not have relevant effect. Figure 3 shows the contour plots of Fβ measure for the 
six learning models, using a SVM with C and γ fixed and varying number of selected 
features and order moments used as descriptor. Each Fβ value corresponds to the average 
of 10 experiments from 10-fold cross validation process i.e. a total of 100 experiments were 
carried out for each classification task. Dark red regions correspond to the values of 
parameters that report best performance.  Note that, using the third first order moments as 
region feature descriptor improve the classification performance, with respect to use of 
mean value used in previous work. Interestingly, classification of healthy controls-vs-patients 
with a first-time seizure that developed the pathology was improved when selected features was 
around of 50, which mean that discriminative information is only in a few of specific regions. 
 
Results show that the proposed approach achieves different performances on each subset 
of samples. That can be explained because it is expected that the brain structural differences 
between healthy controls and schizophrenia patients are be greater than with the other 
patient sets, and therefore selected features should be more discriminative.  However, the 
unbalanced number of training samples for each dataset might be an important issue that 
affects the performance of the method.   
In the HC-vs-SP classification task the effectiveness was always above 0.76 in both 
cases male and female datasets. The best performance is reported when great values of 
selected features and three order moments are used. In the case of males, a better 
performance was reached for complexity and γ parameters set to 1, and order moments and 
selected features set to 3 and 100, respectively, which presented an average Fβ of 0.86. In 
the female case better performance was reported by the SVM with complexity 1, 
γ = 0.1 and order moments and selected features set at 3 and 90, which presented a 
Fβ measure of 0.89.   
In the HC-vs-FT classification task the effectiveness was lower than HC-vs-SP. Besides 
major difference was present between male and female classification performance, which 
shows the relevance of number of training samples to improve the results. On the other 
hand, in this classification task, the Gaussian kernel size had a major effect on the overall 
performance.  For both male and female best performances were reported for γ lower than 
0.06., this mean that the instances of the same group are most scattered in the feature space. 
Likewise than HC-vs-SP classification task, best effectiveness was achieved when selecting 
higher number of features and order moments. In the male case better performance was 
reported for complexity = 1, γ = 0.06, selected features = 80 and order moments = 3, which 
presented an average Fβ of 0.85. In the female case a Fβ measure of 0.72 was achieved 
with complexity, γ, selected features and order moments set at 1, 0.01, 70 and 3, 
respectively.  
 Finally, the HC-vs-FTS classification task reports the worse performance. Effectiveness 
does not exceed the 0.59 value for male and 0.47 for females. So, the results can’t be 
considered reliable due that the small number of training images in two datasets.  
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Table 2. presents the overall performance of the proposed approach for each 
classification task, using the selected parameters. Note that the precision measure of all 
cases is relative worse (between 47.9% and 89.6%). This can be explained by the fact that 
the parameters selected considered preference by the correct classification of the 
pathological samples, by which miss classification of healthy controls are most accepted 
than if selection was based on overall accuracy or mean error.   Recall measure, also named 
sensitivity, reports how the proposed approach is able to identify pathological patients, 
which in this case is high for HC-vs-SP and HC-vs-FT tasks.  On the other hand, 
specificity, the approach capacity to distinguish healthy controls, was between 71.8% and 
89.4%. 
5. CONCLUSIONS 
In this paper a pattern classification approach for predicting individual categories 
according to morphological brain differences was studied. This approach looks for relevant 
regions from T1 brain images, which are identified as discriminative to the classification 
task without a priori information about regions affected by specific disease . The approach 
has been tested on a study on schizophrenia, providing promising results on the 
classification between controls and pathological brains, which should be used as baseline to 
recognition of patients with other neurodegenerative diseases.    
In this study we demonstrate that it is feasible to make use of standard tools as SPM and 
VBM, that are frequently applied in comparisons between pathological and healthy groups, 
for extracting morphological regions that come be relevant in classification tasks. However, 
an exhaustive learning a feature selection must be carried out in order to rise the expected 
results.  
A conventional non linear SVM learning algorithm was built on a set of selected 
features that described the morphological brain deformations respect to a brain template. 
From the results we can observe that classification accuracy is highly dependent of sample 
size, which is a critical problem in neurodegenerative disease research, as it is not easy to 
find a highly number of patients for each pathological stage. So, initiatives as multicentre 
dataset for research development, as ADNI2, must be promoted.  On the other hand, an 
important issue found in this study was the improvement achieved when statistical 
measures of deformation degree are used to describe the brain variations instead of using 
only the mean deformation as proposed in previous works.  
In the future, we plan to deal with the multiclass classification problem, which requires 
more sophisticated feature extraction process and machine learning approaches to be 
investigated. Moreover, we plan to integrate or combine multimodal information such as 
fMRI, sMRI, signals and clinical data in order to look for other patterns that provide higher 
discrimination power for assisting in the early diagnosis of neurodegenerative diseases in 
which morphometrical changes may not be enough.   
                                                 
2 http://www.loni.ucla.edu/ADNI/ 
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Figure 1.  MRI images of healthy and pathological subjects. (a) Healthy subjects. (b) Pathological 
subjects with different schizophrenia grades. 
 
Figure 2. Overview of proposed approach. 
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Figure 3 Contour plots of the Fβ measure for male (left) and female (right) classification between 
healthy controls and schizophrenia patients (row a), healthy controls and patients with a first-time 
seizure that did not develop the pathology (row b), and healthy controls and patients with a first-time 
seizure that developed the pathology (row c).  x-axis corresponds to the order moments used as feature 
vector . The y-axis corresponds to number of selected feature. 
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Figure 4 Local regions extracted and selected as input of classification process. Pink regions correspond 
to remaining regions after to feature selection stage, which were more discriminative for classification 
task. Red regions correspond to regions detected by SPM analysis that were removed after selection 
stage.  In (a) row, regions found for HC-vs-SP classification, in (b) row, regions found for HC-vs-FTS 
classification and in (c) row, regions found for HC-vs-FT classification.   
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Figure 5.  Local regions extracted. Pink correspond to remaining regions after to feature selection 
stage, which were more discriminative for classification task. Red regions correspond to regions 
detected by SPM analyis that were removed after selection stage.  In (a) row, regions found for HC-vs-
SP classification, in (b) row, regions found for HC-vs-FTS classification and in (c) row, regions found 
for HC-vs-FT classification.   
Male Female  
n Age n Age 
Healthy Controls 26 30/17-45 29 30/19-51 
SP patients 60 36/20-63 30 38/19-69 
Patients with a first-time seizure 
without posterior pathology 39 27/18-43 18 25/19-63 
Patients with a first-time seizure 
with posterior pathology 9 33/22-49 10 27/20-34 
Table  1 Data set distribution, with n: number of samples per class. 
 
Male Female 
 PR RC SP PR RC SP 
C-vs-SP 80.4 92.4 75.2 89.6 88.9 89.4 
C-vs-FT 91 81 87.8 62.2 79 71.8 
C-vs-FTS 59.5 58.8 84.2 47.9 47.3 83.2 
Table  2 Average Accuracy (ACC), Precision (PR), Recall (RC) and specificity (SP) measures of 
proposed approach achieved by the learning models with the selected parameters for each classification 
task 
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Abstract. Quantitative analysis on diffusion tensor imaging (DTI) has
shown be useful in the study of disease-related degeneration. More and
more studies perform voxel-by-voxel comparisons of fractional anisotropy
(FA) values, aiming at detecting white matter alterations. Overall, there
is no agreement about how the normalization stage should be performed.
The purpose of this study was to evaluate the effect of the normalization
strategy on voxel-based analysis of DTI images, using the performance
of a classification approach as objective measure of normalization qual-
ity. This is achieved by using a Support Vector Machine (SVM) which
constructs a decision surface that allows binary classification with two
types of regions, generated after a statistical evaluation of the grey level
values of regions detected as statistically significant in a FA analysis.
1 Introduction
Statistical comparison between brains of different groups of subjects is a com-
mon procedure in brain research. The standard framework for statistical group
analysis is the Statistical Parametric Mapping (SPM) [1]. Initially designed for
functional image analysis, it can be used to compare any group of images with
scalar values. Voxel Based Morphometry [2], for example, allows to study mor-
phological changes in the complete brain, by encoding the deformation of every
brain to a standard template. Diffusion tensor Imaging provides information
about water diffusion in several directions, obtaining a complete tensor that de-
scribes the direction of water diffusion in a specific voxel [3]. From the tensor
image, several scalar values (e.g. mean diffusivity, fractional anisotropy), that
characterize diffusion in brain regions, can be computed. Although in recent
years, a high number of studies comparing Fractional Anisotropy (FA) images
have been published [4–7], the image processing protocol used by the different
⋆ Gloria Dı´az is supported by a grant from the Colombian Department of Science,
Technology and Innovation (COLCIENCIAS), Grant no. 109-2005
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groups is not standard. The SPM package does not include a FA template, so the
existing T1, EPI and T2 templates have to be used. A non-weighted image, sim-
ilar to T2 which is always acquired in the DTI protocol, is used by some authors.
This image is normalized to the template, and the resulting deformation is then
applied to the FA images [7]. In other cases, an anatomical T1 image is acquired
to be used in the normalization step [4]. Some authors create an intermediate
FA template from the normalized FA images, to which the original FA images
are then renormalized [5, 6]. Although several different normalization protocols
have been used, no specific reason for choosing one or the other is provided or
even suggested. Evaluation of several normalization protocols was carried out by
Pell et al. [8]. However, reported results were limited to qualitative differences.
On the other hand, pattern recognition techniques has been recently used
as classification tools for discriminating subjects affected by a brain pathology,
based on the analysis of Diffusion Tensor Images [9–14]. The main challenge
to these approaches is to identify signatures of disease in the images, named
feature vectors, which allow to discriminate pathological from healthy patients.
These features can be computed on regions extracted from a voxel-based anal-
ysis of anatomical images. In this work, we propose to use the classification
performances as an objective measure of the effect of normalization protocols
on a FA analysis, assuming that accurate discriminative regions produce better
classification performance. For doing that, a support vector machine classifier is
trained for learning the set of boundaries that optimally separates pathological
from healthy patients, according to Fractional Anisotropy measures of regions
detected as statistically significant in a voxel-based analysis. Then, this learning
model is used for classify unobserved brain volumes and average classification
performance is reported. We analyze the performance of the classifier when the
FA images are normalized with the different protocols proposed in the literature.
2 Methods
2.1 Image Acquisition
Data were acquired on a 3-T scanner (GE Signa II), equipped with 40 mT/m
gradients, using an eight-channel phased array coil. Imaging parameters were b
= 1000 s/mm/mm and TE=73 ms. Sixty 2.4-mm-thick contiguous slices were ac-
quired with a 96x96 matrix on 24 cm field of view, reconstructed to 128x128, with
an in-plane resolution of 1.875x1.875 mm. The sequence acquired unweighted
(b=0) images and 15 diffusion-weighted images. The Fractional Anisotropy maps
were calculated using Functool (GE 4.3. Advantage Windows WS).
2.2 Statistical Parametric Mapping
Statistical Parametric Mapping is a framework that allows statistical compar-
ison of brain images of different groups. All brains are normalized to a stan-
dard anatomical space and are then voxel wise compared to find statistically
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significant differences in gray values. The technique was initially designed for
the analysis of functional images (PET and fMRI), but it can be applied to
any set of images in which the gray value of the voxels has a meaning. Voxel-
based morphometry (VBM) is the application of the SPM methodology to detect
inter-subject morphological brain differences. This method provides a statistical
estimation of inter-group brain density or volume differences using a voxel-by-
voxel basis in a standardized space, in which the deformation needed for each
brain to fit the template has been encoded as a gray valued on the normalized
image (a process known as modulation). Overall, this method computes statisti-
cal parametric maps (SPM) for localizing significant differences between two or
more experimental groups using a general linear model (GLM) [2].
Diffusion Tensor Imaging (DTI) characterizes brain tissue structure, based
on underlying water diffusivity, providing a proper characterization of the white
matter. It has extensively been used for studying pathologies such as schizophre-
nia, where the white matter is known to have been affected [3]. DTI acquisition
provides full tensorial information that describes the direction of water diffusion.
The diffusion tensor at each voxel is a 3x3 positive-definite symmetric matrix D,
which can be represented by its eigen-decomposition as eq. 1
D = λ1g1g1
T + λ2g2g2
T + λ3g3g3
T (1)
where, λ1 ≥ λ2 ≥ λ3 and g1,g2,g3 are the eigenvalues and eigenvectors of
D respectively.
Multiple scalar features can be extracted from the tensor data. The most
commonly used is Fractional Anisotropy that characterizes the anisotropy of the
diffusion tensor, providing measure of ’directionality’, which is computed by eq.
2.
FA =
√
(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2√
2 ·
√
(λ21 + λ
2
2 + λ
2
3
(2)
Once a Fractional Anisotropy image is obtained for each subject, the stan-
dard SPM statistical analysis can be applied over these scalar images for eval-
uating morphological differences between groups. The problem arises with the
normalization step, i.e., there is no Fractional Anisotropy template in SPM. The
complete DTI acquisition includes ones unweighted image (b=0), which we will
name b0 and 15 weighted (b=1000) images. Also, a T1 anatomical image of the
subject is always acquired. The b0 image is similar to a T2 acquisition, so it can
be used to normalize the study to the T2 template. The anatomical T1 image can
also be used as a normalization image. Once all FA images are normalized, we
can create a study specific FA template, to which the FA images can be directly
normalized. Thus, depending on the image used for normalization and on the
creation of a FA template, different normalization pipelines can be implemented.
We have tested six of them in this work:
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1. Normalizing to an EPI template (N1): all b=0 images are registered
and normalized to the Montreal Neurological Institute (MNI) EPI template,
included in the SPM8 package. Then, the spatially transformation is applied
to the FA maps, and smoothed with Gaussian kernels with Full Width at
Half Maximum of 4× 4× 4 millimeters.
2. Normalizing to a T2 template (N2): all b=0 images are registered and
normalized to the MNI T2 template. Then, the spatial transformation is
applied to the FA maps, and smoothed with FWHM of 4×4×4 millimeters.
3. Normalizing to a T1 template (N3): each b=0 image and FA map
are registered to the corresponding T1-weighted image. After that, all T1-
weighted images are registered and normalized to the MNI T1 template,
supplied by the SPM8 package, applying the transformation to the FA maps.
Finally, the FA maps are smoothed with FWHM of 4× 4× 4 millimeters.
4. Normalizing to a FA template: in this method, a FA template is cre-
ated from the FA maps of the control group. This is done by registering
and normalizing the b=0 images and the FA maps using one of the three
previous methods i.e normalization to EPI template (named in this work
N4), normalization to the MNI T2 template (named in this work N5) and
normalization to the MNI T1 template (named in this work N6). Then, the
FA maps are smoothed with a 4× 4× 4 millimeters FWHM Gaussian kernel
and averaged to created the FA template. Finally, all registered FA maps
are normalized to this template, and smoothed with FWHM of 4 × 4 × 4
millimeters.
In all methods, the creation of a binary mask is performed in order to improve
the normalization of b=0 images (and the corresponding FA map) to the selected
template.
2.3 Brain Volume Classification
A statistical machine learning classifier model was used to evaluate the discrim-
inative capacity of regions identified as relevant from the different normalization
approaches in a t-Test. This classification model is a function, constructed from
a set of training instances, which is able to predict the class of an unclassified
instance, based on the information provided by a set of features computed from
those regions. So, most discriminative regions will be those that report the best
classification performance for a set of test samples.
Figure 1 illustrates the main stages of the approach used in this evaluation.
Images were first off-line processed in order to automatically extract regions
with significant morphological differences between the groups that we wanted
to classify. For doing so, statistical parametrical maps, obtained from each nor-
malization scheme, were thresholded for selecting statistically significant regions
with a t-Test, under the restriction that this significance should be spatially co-
herent within a neighborhood of 5 voxels. Then, a feature extraction process was
applied for generating features which were used for training a learning model,
able to separate the feature space into the two groups.
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Eeach region was modeled as a random variable, described by its correspond-
ing probability density function, and their mean computed as a regional descrip-
tor. So, a feature vector composed of mean values of all selected regions was
built up for describing each brain volume. Based on these features, a support
vector machine learning model (SVM), with a radial based kernel was trained
for finding the optimal separating hyperplane between two classes in the feature
space, in which each training instance was represented [15]. When a new MRI
volume had to be classified, the relevant regions were located and characterized
with the same descriptors used in the training stage and the feature vector that
describe the volume was building up. This feature vector was mapped to the
same training space and the distance to SVM hyperplane allows to decide if the
new instance falls into one category or the other.
Fig. 1. Classification model used for assessing the discriminative capacity of regions
detected by each normalization strategy
2.4 Classification Model Evaluation
SVM learning models were trained through an exhaustive search of their learn-
ing parameters. The regularization parameter C was varied from 1 to 10 with
increment steps of 1, while the parameter α that defines the nonlinear mapping
from the input space to some high-dimensional feature space, was varied from
0.01 to 1 with increment steps of 0.02.
Evaluation of parameters was carried out through a leave-one-out cross val-
idation. In each test case, one instance was selected as the testing set while the
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remaining subset was used for extracting the relevant regions and training the
learning model. Each subsample was therefore used exactly once as the testing
data. By using a Dell PowerEdge 2950 with 24 GB memory, it takes around 9
minutes to finish a leave-one-out cross-validation for control-vs-PSP evaluation,
and around 10 minutes for control-vs-EPK evaluation. So, a total of 8.5 hours
were required for running all evaluation experiments.
On the other hand, the performance of the classification tasks was quantified
in terms of its average predictive precision, sensitivity and effectiveness as shown
equation 3.
Precision =
TP
TP + FP
Sensitivity =
TP
TP + FN
Fβ = 2
Precision ∗ Sensitivity
Precision+ Sensitivity
(3)
where TP stands for the true positives, FN for the false negatives, and FP
for the false positives. Fβ measure allows to combine both the precision and
sensitivity rates.
3 Experimental Results
3.1 Subjects
The performance of the normalization approaches was evaluated on two datasets
of Difusion Tensor MRI images. The former was composed of 14 patients diag-
nosed with Parkinson (EPK) disease and 15 control subjects, and the latter was
composed of 11 patients diagnosed with Progressive Supranuclear Palsy (PSP)
and the same control subjects.
3.2 Morphometrical Differences
Figure 2 shows the volume differences observed when healthy controls and PSP
patients were compared using SPM of the fractional anisotropy with p < 0.001,
for each normalization strategy evaluated. In the upper row, regions from the
VBM analysis when MNI maps were used as the template for the normalization
process (N1, N2 and N3). In the bottom row, regions involved in the VBM
analysis when we used customized FA maps, computed from the control subjects
as template (N4, N5 and N6). The pons and corpus callosum appear clearly
affected. However, better identification depends on the normalization method
applied.
Figure 3 shows the volume differences observed when healthy controls and
EPK patients were compared using VBM with p < 0.01, for each normalization
approach evaluated here. We try to find regions with the larger statistically
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Fig. 2. Morphometrical differences between PSP and Control groups for the six nor-
malization approaches evaluated
Fig. 3. Morphometrical differences between EPK and Control groups for the six nor-
malization approaches evaluated
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significance p < 0.001, but they were very small (less than 4 voxels). In the upper
row, regions from the VBM analysis when MNI maps were used as the template
for the normalization process (N1, N2 and N3). In the bottom row, regions
involved in the VBM analysis when we used customized FA maps, computed
from the control subjects as template (N4, N5 and N6). In most cases, parts of
the internal capsule turn out to be affected. It would appear that the creation of
customized templates worsen the detection of specific regions as the pons, which
appers affected when analysis is performed on FA images, normalized to MNI
templates.
3.3 Classification Based Assessment
Two learning models were trained for classifying control-vs-EPK and control-
vs-PSP subjects. Effectiveness of the learning models was assessed using the Fβ
measure and varying the algorithm parameters, as explained in 2.4. We found
that the γ parameter of the SVM learning model did not have relevant effect on
the performance (values smaller than 0.1). Figures 4 and 5 show the graphic of
Fbeta measure reported by each normalization strategy, for control-vs-EPK and
control-vs-PSP classification tasks respectively. In both cases, the γ parameter
was fixed to the best average performance (results not shown) i.e. γ = 0.06 for
control-vs-EPK and γ = 0.08 for control-vs-PSP. Each Fβ value corresponds to
the average of all experiments from the leave-one-out cross validation process.
These results evidence that the effectiveness was mainly affected by the
pathological disease, as expected, due to the larger variability found in the PSP-
vs-control subjects (see Figures 2 and 3). Then, a decision on whether or not a
subject belongs to a control or PSP group, is much easier than deciding on EPK
or control group.
Although, apparently there are not large visible differences between regions,
resulting from the different normalization strategies, performance of classifiers
trained with these regions showed an important variability. For the control-vs-
EPK classification task, the use of customized templates outperforms strategies
based on MNI templates in more than 22%. The best overall performance was
accomplished when FA images were normalized to a FA template created from
the FA maps of the control group after normalization to MNI T2 template.
On the other hand, the control-vs-PSP classification task does not show a
clear improvement when customized templates were used. This can be explained
by the large regions selected in the SPM analysis because small changes can not
affect the mean value of FA computed from each region. It is likely then than
a finer selection of these regions, i.e. a more restrictive threshold, allows to find
more explicit bias.
Regarding strategies using MNI templates, normalization to the T2 template
produced the best results in both cases, whilst normalization to T1 template
produce poorer results. The reason could be that the T2 images (b=0 images) are
acquired simultaneously to the DTI volume, whilst the T1 images are acquired
prior to the DTI, so there can be a bigger misalignment between them.
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Fig. 4. Effectiveness performance for control-vs-EPK subject classification task.X-axis
corresponds to the complexity values of SVM learning model and y-axis corresponds
to Fβ measure reported in each case.
4 Conclusions
In this paper, classification performance is proposed as an objective measure of
the normalization quality in a voxel-by-voxel analysis of DTI images. Capacity
of normalization strategies for generating most discriminative regions for a clas-
sification task, were used as a quality measure. Here we used a SVM learning
model for finding the boundaries that optimally separate controls from patho-
logical subjects according to mean of the deformation values of regions extracted
from a SPM analysis.
Six normalization strategies for analysis of fractional anisotropy maps, pro-
posed in the literature, were evaluated. We find that the normalization procedure
selection affects the accurate detection of discriminative regions related to a spe-
cific disease. The effect was more remarked when differences between groups were
smaller, such as control-vs-EPK study.
From the results, there is no evidence that one strategy is definitively better
than others; however strategies that used customized templates report good
performance in general whilst strategies that used MNI templates report most
unstable results.
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Fig. 5. Effectiveness performance for control-vs-PSP subject classification task. X-axis
corresponds to the complexity values of SVM learning model and y-axis corresponds
to Fβ measure reported in each case.
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Abstract. This paper presents a CBIR (Content Based Information Re-
trieval) framework for automatic description of mammographic masses
according to the well known BI-RADS lexicon. Unlike other approaches,
we do not attempt to segment masses but instead, we describe the re-
gions an expert selects, after the series of rules defined in the BI-RADS
lexicon. The content based retrieval strategy searches similar regions by
automatically computing the Mahalanobis distance of feature vectors
that describe main shape and texture characteristics of the selected re-
gions. A description of a test region is based on the BI-RADS description
associated to the retrieved regions. The strategy was assessed in a set
of 444 masses with different shapes and margins. Suggested descriptions
were compared with a ground truth already provided by the data base,
showing a precision rate of 82.6% for the retrieval task and a sensitivity
rate of 80% for the annotation task.
Key words: Automatic Annotation, BI-RADS, Computer Aided Diag-
nosis, Content-based Image Retrieval
1 Introduction
Breast cancer is the most frequent type of cancer in women and is considered
as the largest public health problem in women population [1, 2]. This disease
is fully curable if diagnosis is achieved early and mammography is the more
efficient method for visualizing these first abnormalities [3, 4]. However, mam-
mographic interpretation is really hard, studies have shown that between 10%
and 25% of breast cancers are not detected [5]. An agreement to reduce variabil-
ity between radiologists resulted in the Breast and Imaging Report and Database
System (BI-RADS), designed by the the American College of Radiology , as a
standard description to report breast lesions for allowing to categorize different
pathologies as well as their severity level [6]. This standard established that ba-
sic descriptors for masses are shape, margin and density. Thus, automatic mam-
mography categorization based on BI-RADS descriptors is becoming important.
Most of related works have classified the tissue density of mammograms based
on the four BI-RADS categories [7–9]. But, shape and margin descriptors there
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are not considered. Recently, an approach to classify the shape and margin of
mammographic mass into different categories was presented [10]. In this case
masses were previously segmented in order to extract the boundaries that were
then characterized and classified, results reported a precision lower than 70%.
On the other hand, development of Computer Assisted Diagnosis Systems
(CAD) for mammography has decreased the variability effects, becoming a well
accepted clinical practice to assist radiologists interpreting mammograms when
they search and identify micro-calcification clusters [11]. However, the relatively
low performance of CAD schemes in mass detection [12], make them less ac-
cepted as mass diagnosis tools. As an alternative, the interactive CAD systems,
based on content-based information retrieval schemes [13–15], identify visually
similar mass lesions that eventually are clinically relevant to the actual lesion
[16]. Actually, CBIR-based CAD schemes have a potential to provide radiolo-
gist with visual aid and increase their confidence in accepting CAD-cued results
in the decision making process. However, their main drawback is that they are
also based on the segmentation of mass regions, which is a very difficult task
especially for masses with blurred boundaries.
This paper proposes a new approach to support and assist the task of de-
scribing mass lesions from a set of Regions of Interests (RoIs). Given a particular
query or region under examination, the method finds the most similar regions
from a database, according to the BI-RADS lexicon, using the two most impor-
tant diagnostic features for describing masses: morphology and texture. Mor-
phology is described using the Zernike moments [17], and texture is captured
via the Neighborhood Gray Tone Difference Matrix (NGTDM) [18]. Once these
basic features are computed, a further reduction of dimensionality is achieved us-
ing a standard Principal Component Analysis (PCA), assembling a descriptor of
15 dimensions. Finally, a multiclass retrieval algorithm based on a k-NN scheme
is constructed for the shape, margin descriptions and pathology classification.
The rest of this article is organized as follows: after this introduction, next
section presents the methodology, then results are shown and last section dis-
cusses future work and conclusions.
2 Methods
An overview of the proposed framework is shown in Fig. 1. Firstly, a radiologist
manually selects a region of interest as the queried RoI, which is preprocessed
to improve the mass visual details. Afterward, morphology and texture features
are extracted, compared with the information stored in the database (reference
database) so that the most similar regions are retrieved. Finally, the BI-RADS
is used to assign the most probable description to these regions.
2.1 RoI Pre-processing
Mammography analysis generally must deal with regions difficult to interpret [19]
since they are associated to hard acquisition conditions. Every image was en-
hanced and two resulting images were prepared for analysis, the former aimed to
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Fig. 1. Method overview.
highlight mass edges by stretching the maximum and minimum gray level values
to the interval [0, 255], followed by a bin reduction from 256 to 12 bins. The lat-
ter captured differences between patterns associated with mass and parenchyma
tissue by adaptively equalizing the histogram so that structural details were
preserved. In both cases, resultant images were smoothed out by a median filter
in order to remove remaining noise [20]. Mass descriptors were drawn from the
former image while texture features were extracted from the latter.
2.2 Feature Extraction
According to the BI-RADS lexicon, morphology and texture are the most im-
portant criteria for mass diagnosis [5, 21]. Tradionally, Zernike moments, a class
of statistical moments [22], have shown to be very effective for morphological
representation i.e. rotation-invariant and robust to the noise [23]. Furthermore,
representation with Zernike moments allows reconstruction with minimal losses
and constitute a classical multiresolution representation for shapes [24, 23]. The
Zernike polynomials are a set of complex polynomials that form an orthogo-
nal complete set Vpq(x, y) within the unitary circle, which are defined by the
equation 1.
Vpq(x, y) = Rpq(r)e
jqθ, r ∈ [−1, 1] (1)
where r =
√
x 2 + y2 is the vector magnitude and θ = tan−1
(
y
x
)
its angle.
The complex Zernike moments are derived from the real-valued radial poly-
nomials, given by [2].
Rpq(r) =
(p−|q|)/2∑
s=0
(−1)s (p− s)!
s!(p+|q|2 − s)!(p−|q|2 − s)!
rp−2s (2)
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where p and q are subject to p − |q| is even, 0 6 |q| 6 p, and p > 0. Then, the
complex Zernike moments of order p, with q repetitions for an image intensity
function f(x,y) are given by [3].
Zpq =
p+ 1
pi
∑
x
∑
y
V ∗pq(x, y)f(x, y) (3)
where ∗ stands for the conjugated complex of Vpq(x, y).
In this work the Hosny implementation [25] of Zernike moments was used for
describing shapes. For achieving so, the RoI was mapped onto the unitary circle
so that the image center coincides with the unitary circle center, subjected to
the condition that every pixel is within the RoI. The number of order moments
used for generating the shape descriptor was selected by minimization of the
reconstruction error ε given by the equation 4. The first 60 order moments were
heuristically selected for generating a descriptor of 961 features.
εn =
N−1∑
i=0
N−1∑
j=0
{ [f(i, j)− F (i, j)n]
2
[f(i, j)]
2 } (4)
where f(i, j) is the original image and F (i, j)n is the image reconstructed using
n first order moments, as presented by Chong et al. [17].
On the other hand, the essential texture features were captured via the Neigh-
borhood Difference Gray Tone Matrix [18] as follows: a neighborhood is firstly
set and the absolute difference of the central pixel with its neighborhood average
is computed. This average difference constitutes an occurrence that is stored in
a histogram whose bins 1, 2, 3, 4 and 5 corresponded to the neighborhood sizes.
So, this descriptor allows to capture pattern differences around to mass bound-
ary in an area of 25 pixels, larger neighborhood sizes were evaluated but poor
performance was obtained. So, five histograms of 256 positions were generated
and five features were calculated from each, as described in [18]:
1. Contrast =
(
1
Ng(Ng−1)
Gh∑
i=0
Gh∑
j=0
pipj(i− j)2
)(
1
n2
Gh∑
i=0
s(i)
)
2. Busyness =
(
Gh∑
i=0
pis(i)
)
/
(
Gh∑
i=0
Gh∑
j=0
ipi − jpj
)
3. Complexity =
Gh∑
i=0
Gh∑
j=0
[|i− j|/(n2(pi + pj))] [pis(i) + pjs(j)]
4. Texture strength =
[
Gh∑
i=0
Gh∑
j=0
(pi + pj)(i− j)2
]
/
[

Gh∑
i=0
s(i)
]
5. Coarseness = +
Gh∑
i=0
pis(i)
where Ng is the total number of different gray levels with n = N − 2d, for an N ×N
image, Gh is the highest gray tone in the image, pi is the probability of occurrence of
the ith gray tone, s(i) is the histogram value at ith gray tone and  is a small number
that prevents these values become infinite.
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2.3 Automatic Mass Description
A content based information retrieval strategy that uses the K-NN rule ( K-Nearest
Neighbor [26]), was implemented. Such algorithm uses the information associated a
certain number of images retrieved from the reference data base to assign a label to a
particular RoI. Given the knowledge of N prototype RoIs (each marked by an expert
radiologist) and their correct classification into several classes, it assigns an unclassified
RoI to the class that is most heavily represented among its k nearest neighbors. The
algorithm used a weighted Mahalanobis distance (wd) to measure the similarity among
the feature vectors describing both the database and queried RoIs. Once a set of K
RoIs are retrieved, each shape, margin and pathology BI-RADS description is set using
the decision rule in equation 5, where Label(S) assigns the value description with the
largest weight.
Label(S) = arg max
Si
|S1, ..., Sn|, Si =
K∑
i=1
wsid (5)
where wd = 1/d(x,y) is the relative weight of each possible value description and
Sn corresponds to number of possible labels for each shape, margin and pathology
BI-RADS description.
3 Experimental Results
A total of 444 regions extracted from the Digital Database for Screening Mammography
(DDSM) [27], which were previously BI-RADS annotated by a group of breast radiol-
ogists, were used to evaluate the performance of the proposed approach. These regions
were split into training (344 RoIs) and testing (100 RoIs) sets. Both the content-based
image retrieval scheme and the automatic annotation algorithm were independently
assessed.
Before applying the retrieval process, a PCA analysis was used to reduce the feature
vector dimensionality. From 986 extracted features (961 from shape descriptor and 25
from texture descriptor), 15 were selected, the ones which reported the larger eigen-
value variability in the training subset.
3.1 Content-based image retrieval evaluation
Retrieval performance was assessed by computing the relevance of the recovered im-
ages, according to the ground truth of DDSM mammogram databases, identified by an
experienced radiologists. Furthermore, shape, margin and pathology characteristics are
taken into consideration in this evaluation. Therefore, We used four levels to describe
the degree of relevance , namely Score = 1 for three correct targets, Score = 0, 66
for two, Score = 0, 33 for one and Score = 0 for zero. The Precision-Recall (P-R)
graph was used for evaluating the performance of CBIR scheme. The precision (P ) was
defined as the relevance of images that the system was able to find among all images
retrieved by the system, while recall (R) was the relevance of images that the system
was able to find among all the relevant images stored in the database.
P =
∑k
i=1 Si
K
, R =
∑k
i=1 Si∑n
i=1 Si
(6)
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where Si is the score assigned to the i
th RoI, K is the number of retrieved images and
n is the total number of images in the reference database.
Retrieval performance for a set of 100 image queries was evaluated, using the 15
most similar images for annotation. An average precision and recall of respectively 82%
and 42%, were obtained.
Figure 2 shows the Precision-Recall curve obtained when the average precision and
recall measures were computed for a number of retrieved regions which varied from
1 to 15, with incremental steps of 1.The first point, the leftest curve point represents
the average precision and recall rates for the first returned image. The second point
corresponds to the precision and recall for the first two retrieved images, and so forth.
It is observed from the graph that the first retrieved image report a relevance up to
80%. As expected, as long as the number of retrieved images increases, this precision
decreases. However and interestingly, precision was higher than 65% in general. On
the other hand, high recall values were found basically because the number of relevant
images in the database was lower than the number of queried images.
Fig. 2. Precision-Recall Average Curve
3.2 Automatic annotation assessment
Each shape, margin and severity BI-RADS description was assigned to each ROI query,
based on equation 5. The optimal number of images used to assign each BI-RADS mass
description was estimated by a 10-fold cross validation assessment. Results showed that
a minimal of 7 images are needed for annotating shape and margin descriptions while 9
are required for establishing a severity level. Table 1 shows the accuracy (ACC), positive
predictive value (PPV) and true positive rate (TPR) computed from the automatic
annotation for each BI-RAD description. The most difficult annotation was the margin,
probably because of the blurred boundaries presented in many mass classes. However,
average performance annotation is higher than 80%, a figure very acceptable for a
system that tries to assist a diagnosis task.
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Table 1. Performance of Automatic BI-RADS description.
Accuracy PPV TPR
Shape 80.3 0.791 0.80
Margin 75.1 0.752 0.76
Pathology 85.3 0.861 0.87
Average 80.23 0.801 0.81
4 Conclusions
In this paper a new strategy for assisting the diagnosis of mammography, based on
a content based image retrieval scheme was proposed, implemented and evaluated.
This strategy provided a BI-RADS mass description of a region of interest, which was
supported by a set of diagnosed images that were shown to the expert. Instead of
attempting to segment masses, we proposed a mass feature description, based on its
internal structure with no explicit mass boundary detection.
The proposed approach was evaluated on a public image database (DDSM). Re-
trieval results have shown that this approach is successfully able to find the most similar
images of a RoI query in a reference database. Likewise, the annotation results have
also shown the capability of the method for generating the shape, margin and severity
descriptions associated to the RoI, according to the BI-RADS lexicon, especially for
discriminating the severity label i.e to decide whether a mass is benign or not.
These preliminary results have opened up new strategies for the computer assisting
tools based on CBIR schemes in mammographic diagnosis, although a validation of the
impact on diagnostic improvement of inexperienced radiologists is required.
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ABSTRACT
Most CBIR-based CAD systems (Content Based Image Retrieval systems for Computer Aided Diagnosis) identify
lesions that are eventually relevant. These systems base their analysis upon a single independent view. This
article presents a CBIR framework which automatically describes mammographic masses with the BI-RADS
lexicon, fusing information from the two mammografic views. After an expert selects a Region of Interest
(RoI) at the two views, a CBIR strategy searches similar masses in the database by automatically computing
the Mahalanobis distance between shape and texture feature vectors of the mammography. The strategy was
assessed in a set of 400 cases, for which the suggested descriptions were compared with the ground truth provided
by the data base, showing a retrieval precision rate of 89.6%. The performance obtained for shape, margin and
pathology determination, using a ROC methodology, was reported as Az = 0.86, Az = 0.72 and Az = 0.85,
respectively.
Keywords: Automatic Annotation, BI-RADS, Computer Aided Diagnosis, Content-based Image Retrieval
1. INTRODUCTION
Mammography is still the choice method for early detection of breast cancer, which is the largest public health
problem in women population.1,2 Mammography has the reputation of being the most difficult radiological
examination. It has been reported that radiologists fail to detect about 10−25% visible cancers on mammograms.3
Computer-aided detection and diagnosis (CAD) systems had been developed to assist radiologists in the diagnosis
process. On the other hand, an agreement to reduce diagnosis variability among radiologists resulted in the
Breast and Imaging Report and Database System (BI-RADS), a standard description which reports breast lesions,
allowing to categorize different pathologies as well as their severity level.4
One of the most challenging tasks, for both radiologists and CAD systems, is to accurately detecting and
classifying mammographic masses. According to the BI-RADS lexicon, masses are described as “space occupying
lesions visible in at least two mammographic views”4 i.e. craniocaudal (CC) and Medio Lateral Oblique (MLO)
views. Therefore, one important principle in the radiologist’s practice consists in reading, comparing and com-
bining information from the two different views to reach a final decision.5,6 However, most CAD systems ignore
it and limit their analysis to single views.7
In a previous work8 we proposed an interactive CAD system ∗ that provided a BI-RADS mass description of
a manually selected region of interest (RoI). In that work the multi-view and multi-region breast dependences
were ignored. In this paper, we evaluate the effect of using information extracted from both CC and MLO
views using the same CBIR scheme. Given a particular mass query (CC-MLO regions), the method retrieves
the most similar masses from a database, according to the BI-RADS lexicon, using the two most important
diagnostic features for describing masses: shape and texture. Once these basic features are computed, these are
combined in a unique vector that integrate multi-feature (texture and shape) and multi-view (CC and MLO)
information. Finally, a multiclass retrieval algorithm, based on a k-NN scheme, is constructed for shape, margin
and pathology classification.
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2. METHODS
The framework used in this investigation is similar to that presented in.8 Briefly, first the radiologist selects a ROI
from each of the two views, considered as complementary. They are preprocessed to enhance the mass shape and
texture characteristics. Afterward, the mass description is extracted and compared with the information stored
in a reference database, so the most similar cases are retrieved. Finally, the BI-RADS descriptions associated to
the retrieved cases, are used for assigning the most probable description to the queried mass. A brief methods
description is as follows, further details can be found in.8
RoI Pre-processing Each single-view RoI was pre-processed for generating two enhanced images, one capture
mass edges by stretching the maximum and minimum gray level values, the other adaptively equalizing the
histogram so that structural details were preserved. In both cases, resultant images were smoothed out by a
median filter.
Feature Extraction According to the BI-RADS lexicon, morphology and texture are the most important
criteria for mass diagnosis. In this work, shapes were described using the Hosny’s implementation9 of Zernike
moments, which constitute a multiresolution shape representation10 that allows reconstruction with minimal
losses. The number of order moments used for generating the shape descriptor was set by minimizing the
reconstruction error. So, the first 60 order moments were selected for generating a descriptor of 961 features for
both CC and MLO views, independiently. On the other hand, the essential texture features were captured via
the Neighborhood Difference Gray Tone Matrix.11 The average difference was stored in a histogram whose bins
1, 2, 3, 4 and 5 corresponded to the neighborhood sizes. Five histograms of 256 positions were generated and
five features were calculated from each, as described in.11
Information Fusion Once the feature extraction is performed, multi-feature (texture and shape) and multi-
view (CC and MLO) information is fused together for being used in the classification stage. In this work we
evaluate two fusing schemes as illustrated in Figure 1. The description from each view is firstly obtained by
concatenating the 961 shape and the 25 texture features. Then, two fusion methodologies were assessed. In the
former scheme (SCA, dashed lines), a PCA analysis was performed to each view description and the resulting
projected vectors were finally concatenated into a unique vector of 30 dimensions. In the second scheme (SCB,
continuous line), the feature descriptors from the two mammographic views were first concatenated, generating
a unique vector of 1972 features, which was then PCA projected for assembling a descriptor of 35 dimensions.
In both cases, the eigenvectors that reported a variability larger than 85% were selected.
Figure 1. Schemes assessed in the information fusion stages
Automatic Mass Description A CBIR strategy that uses the K-NN rule was implemented using a weighted
Mahalanobis distance to measure the similarity among the feature vectors, describing both the database and the
query mass. Once a set of K cases is retrieved, each shape, margin and pathology BI-RADS description of the
query mass is set using the decision rule in equation 1, where Label(S) assigns the value description with the
largest weight.
Label(S) = arg max
Si
|S1, ..., Sn|, Si =
K∑
i=1
wsid (1)
where wd = 1/d(~x, ~y) is the relative weight of each possible value description and Sn corresponds to number of
possible labels for each shape, margin and pathology BI-RADS description.
3. EXPERIMENTAL RESULTS
The strategy was evaluated on a total of 400 cases, including pathological masses previously annotated by a group
of radiologists, extracted from the Digital Database for Screening Mammography (DDSM).12 This dataset was
split into training (300) and test (100) subsets. Both the CBIR scheme and the automatic annotation algorithm
were independently assessed.
Content-based image retrieval evaluation Retrieval performance was assessed by computing the relevance
of the recovered images, according to the ground truth of DDSM mammogram database using a conventional
Precision-Recall (P-R) graph. Precision (P ) quantifies the relevance of the retrieved images (P =
∑k
i=1 Si/K),
whilst recall (R) amounts to the relevance of retrieved images among all the relevant images stored in the database
(R =
∑k
i=1 Si/
∑n
i=1 Si). Figure 2 shows the Precision-Recall curve from evaluation of the testing set, when the
15 most similar cases were retrieved. The first point represents the average precision and recall rates for the first
returned case, the second point corresponds to the precision and recall for the first two retrieved cases and so
forth. As expected, as long as the recall measure increases, the precision decreases. However and interestingly,
precision was higher than 70% in general. As it is observed the second fusion scheme (SCB) reports the best
performance with a precision up to 78% in all cases, whilst the first scheme (SCA) achieve precisions higher than
70%. This shown that fusion of whole information is able to preserve cross information relevant to discriminating
mammographic masses that is lost when dimensionality reduction is applied for each view descriptor separately.
As expected, both results outperform those reported by use of single view mass description,8 which reached to
65%.
Figure 2. Precision-Recall Average Curve
Automatic annotation assessment Each shape, margin and pathology BI-RADS description was assigned
to each case query, based on equation 1. The optimal number of used cases was estimated by a 10-fold cross
validation assessment. Results showed that the best shape and texture descriptions were acchieved using the
first 7 retrieved images, whilst best pathology description was obtained using 9 of them. Results from automatic
BI-RADS description in the testing set are shown in Table 1. As expected, performance reported by using
images retrieved by the scheme B was higher than the scheme A. The three BI-RADS descripores achieved very
good results, i.e. accuracy above 75.1 and 65.1 for schemes A and B, respectivelly. In general, the most difficult
description was the margin, probably due the blurred boundaries presented in many mass classes. However,
average performance annotation was higher than 80, 23% to the best scheme, a figure very acceptable for a
system that tries to assist a diagnosis task.
Table 1. Performance of Automatic BI-RADS description for the two information fusion schemes.
Label Accuracy AUC ROC (AZ) Accuracy AUC ROC (AZ)
Shape 78.6 0.76± 0.03 80.3 0.86± 0.03
Margin 65.2 0.65± 0.04 75.1 0.72± 0.04
Pathology 80.2 0.78± 0.04 85.3 0.85± 0.04
4. CONCLUSIONS
Identification and description of mammographic masses is performed by the simultaneous visual analysis of both
craniocaudal (CC) and Medio Lateral Oblique (MLO) views. In this paper a new content based image retrieval
and annotation strategy based on multi-feature (shape-texture) and multi-view (CC-MLO) information fusion
is introduced. The experimental results demonstrated that information fusion could represent accurately mass
characteristics allowing retrieval and description results that outperform results reported for a similar strategy
in which analysis was limited to single views. CBIR and BI-RADS description strategy presented here, maybe
will become an useful tool for radiologists in the diagnosis of breast cancer in mammograms.
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