Abstract. Regularly and rapidly varying functions are studied as well as the asymptotic properties related to several classical inequalities and integral sums.
Introduction
Regular and rapid variation of functions was initiated by Karamata [3] . It is sometimes called Karamata theory. Nowadays, it is a well developed theory used in asymptotic analysis of functions, Tauberian theorems, probability and analytic number theory.
Recall that a measurable function f : [a, ∞) → (0, ∞), a > 0 is called regularly varying in the sense of Karamata if for some α ∈ R it satisfies lim x→∞ f (λx) f (x) = λ α for every λ > 0, and we denote f ∈ R α . The classes R α , α ∈ R were introduced in [3] , where it is proved (see also [1] ) that if a function f ∈ R α , α > 0, is locally bounded, then
We will use Potter's theorem (see e.g., [1] ): If f ∈ R α , α > 0, then for every µ > 1 and ε > 0 there exists x 0 > 0 such that 
In this case we also know that f is a nondecreasing function and f f . We will use the following properties of rapidly varying functions:
Results
Our first theorem is connected with Chebyshev's inequality: if f, g : [a, b] → R are monotonic functions of the same monotonicity, then
If f, g are of different monotonicity, then the above inequality holds in the opposite direction.
The following theorem is connected with Jensen's inequality: let f : R → R be a convex function and ϕ : [a, b] → (0, +∞) a nondecreasing function. Then 
Proofs
Proof of Theorem 2.1. It is enough to prove that for every
for sufficiently large x. There exists m ∈ (0, 1) and
Further on, there exists x 2 > 0, such that if x > x 2 , then from (1) and (3) we obtain
Now for x > x 0 = max{x 1 , x 2 }, by Chebyshev's inequality for the nondecreasing functions f , g on the interval
In a similar way we can show
Let i : [0, +∞) → (0, ∞) be a locally integrable function such that lim x→∞ i(x) = 1 and
For sufficiently large x and t
Now by (1), we obtain
There is a function j : (0, +∞) → R, lim x→∞ j(x) = 1 such that, for every x > 0
and (2), we have
Proof of Theorem 2.3. Let k ∈ N so that (1 + 2k)
k (where [·] denotes the integer part). Obviously ϕ ∈ R k and g ∈ R ∞ . Using Theorem 2.2 we get = ∞.
, n → ∞, and now by (2) and (1 + 2k)
