A major challenge in cancer epidemiologic studies, especially those of rare cancers, is observing enough cases. To address this, researchers often join forces by bringing multiple studies together to achieve large sample sizes, allowing for increased power in hypothesis testing, and improved efficiency in effect estimation. Combining studies, however, renders the analysis difficult owing to the presence of heterogeneity in the pooled data. In this article, motivated by a collaborative nested case-control (NCC) study of ovarian cancer in three cohorts from United States, Sweden, and Italy, we investigate the use of penalty regularized partial likelihood estimation in the context of pooled NCC studies to achieve two goals. First, we propose an adaptive group lasso (gLASSO) penalized approach to simultaneously identify important variables and estimate their effects. Second, we propose a composite agLASSO penalized approach to identify variables with heterogeneous effects. Both methods are readily implemented with the group coordinate gradient decent algorithm and shown to enjoy the oracle property. We conduct simulation studies to evaluate the performance of our proposed approaches in finite samples under various heterogeneity settings, and apply them to the pooled ovarian cancer study.
Shrinkage methods for pooled studies
INTRODUCTION
Cancer is both a rare and a complex disease and thus a large number of subjects are often needed to elucidate the relationship between the disease and risk factors. As a single study is unlikely to be sufficient or definitive, researchers have devoted increasing efforts to build large pooled datasets by bringing multiple studies together, such as the projects in the NIH/NCI Cohort Consortium (http://epi.grants.cancer.gov/ Consortia/cohort.html). The pooling strategy has allowed researchers to examine rare cancers, rare exposures, risk factors with small effects, and the interplay among multiple risk factors.
The motivating study for this paper is a collaboration between the New York University Women's Health Study (NYUWHS), the Northern Sweden Health and Disease Study (NSHDS) , and the Italian Hormones and Diet in the Etiology of Cancer Study (ORDET) to assess the effects of circulating levels of inflammation markers on the risk of invasive epithelial ovarian cancer (Clendenen and others, 2011) . This joint effort identified 230 cases from the three cohorts and, for each case, 2 controls were selected from the same cohort using the nested case-control (NCC) sampling design (Thomas, 1979) . The inflammatory markers were measured from stored blood samples collected at enrollment, and other risk factors were assembled from the questionnaires. We know that heterogeneity is often present in pooled observational epidemiological studies (Friedenreich, 1993; Ioannidis and others, 2002) . The potential source of heterogeneity for our study included recruitment, disease ascertainment methods, and sample types (serum/plasma). Implementing the NCC design that selected cases and controls nested within the same cohort facilitated the pooling and reduced the heterogeneity in our study. But we still found that some markers exhibited heterogeneous effects across cohorts when examining the heterogeneity using a likelihood ratio test comparing models with and without biomarker × cohort-membership interaction terms (Clendenen and others, 2011) .
Statistical methods for pooled studies need to recognize heterogeneity. A commonly used method for pooled analysis is the two-stage method to combine study-specific results using either a fixed-effects model (Hedges and Olkin, 1985) or a random-effects model (DerSimonian and Laird, 1986) . The method originates from the meta-analysis of randomized clinical trials and has been extended to meta-regression to adjust heterogeneous study characteristics (Greenland, 1994; Thompson and Higgins, 2002) . Bayesian approaches to random-effects meta-analysis (Smith and others, 1995) and a Bayesian hierarchical model (Liu and others, 2011) have also been proposed to integrate multiple studies and accommodate heterogeneity. In recent papers focusing on variable selection in pooled genetic studies, group penalty regularized regressions that consider the effects of a genetic variant over multiple studies in a group manner have been adopted, e.g. the group lasso (gLASSO) penalized regression for genome-wide mapping in ancestry admixed population (Puniyani and others, 2010) ; gene selection in pooled microarray studies using the group minimax concave penalty (Ma and others, 2011) or the group bridge penalty (Ma and others, 2011) .
In this article, we propose two approaches based on penalized partial likelihood with group selection feature to integrate multiple NCC studies with potential heterogeneity. In the first approach, we adopt the adaptive gLASSO (agLASSO) penalty technique proposed by Wang and Leng (2008) to incorporate heterogeneity to the analysis of pooled NCC studies and show that the agLASSO penalty regularized maximum partial likelihood estimators have the oracle property (Fan and Li, 2001 ) for selection and estimation. Furthermore, identifying covariates with heterogeneous effects has great implications for building accurate cancer risk prediction models. Statistical tests for heterogeneity, such as Cochran Q-test (Cochran, 1954) and I 2 -test , often have low power. In our second approach, we introduce a hierarchical structure over a variable's effects by modeling heterogeneous effects through interactions of the variable with cohort-membership indicators, and propose a composite agLASSO (cagLASSO) method to identify this hierarchical structure for variables with heterogeneous effects. Our cagLASSO method generalizes Zhao and others (2009) by applying data-adaptive weights to different components in the cagLASSO penalty and can achieve a consistent selection for heterogeneous effects.
The rest of the article is organized as follows. In Section 2, we propose the agLASSO and cagLASSO approaches for pooled NCC studies with heterogeneity, and establish asymptotic properties for our proposed estimators. Numerical simulations and the analysis of the ovarian cancer study are presented in Section 3. A discussion with concluding remarks is presented in Section 4.
PENALIZED PARTIAL LIKELIHOOD APPROACHES FOR POOLED NCC STUDIES
Consider a pooled NCC study from K parent cohorts with each size of N k , k = 1, . . . , K . Let T * ki be the failure time and C ki be the censoring time for the ith subject in cohort k. Denote the observed time-toevent by T ki = min(T t), where I (·) denotes the indicator function throughout. Within cohort k, cases are identified as subjects with δ ki = 1, and for a given case i, the NCC design randomly samples m controls without replacement from the risk set at T ki excluding the case itself. Let R ki denote the indices of the case and its m selected controls. Covariates of interest Z (·) are ascertained for each case-control set at the case failure time.
Variable selection and effect estimation
In each cohort k, the failure time follows a Cox proportional hazards (PHs) model (Cox, 1972) :
where λ 0k (t) is the cohort-specific baseline hazard function, and β q k is a p × 1 vector of coefficients characterizing the effects of covariates in cohort k. Parameters of interest are
where each row β j q is a K × 1 vector denoting the effects of the jth covariate across K studies. The Cox PH model assumes that covariates have multiplicative effects on the hazard function of failure time and yields interpretation of the coefficients as hazard ratios. Furthermore, the Cox PH model is commonly used to analyze NCC data because of its easy implementation using the partial likelihood technique (Thomas, 1979; Oakes, 1981) . Under the Cox PH model and time-invariant covariates, the expression of Thomas' partial likelihood function is equivalent to the conditional logistic likelihood. The study-specific log partial likelihood takes the form of
Researchers often think that covariates have similar effects across pooled studies while acknowledging the existence of heterogeneity. This is essentially the idea behind the meta-analysis random-effects method in which study-specific effects are assumed to distribute around a central effect. Thus, it is natural to impose a group structure to each covariate's effects over K studies and select the covariate in the group manner. Denote the L 2 -norm of β j q by β j q 2 = (
1/2 . The proposed agLASSO penalized partial likelihood estimator is defined aŝ The convexity of the negative of log partial likelihood functions (2.2) (Goldstein and Langholz, 1992 ) and of the agLASSO penalty facilitates the optimization in (2.3). Meier and others (2008) propose a group coordinate gradient descent algorithm for the logistic regression with gLASSO penalty, and have implemented it in R-package grplasso. Using a quadratic approximation for the log-likelihood function, the algorithm iterates through each covariate group by first examining the penalized approximation function via the Karush-Kuhn-Tucker (KKT) condition to either set the coefficients to be exact zeros or estimate them to be non-zero, and then supplements the non-zero estimates with an inexact line search until convergence. We adapt the algorithm to our context with the partial likelihood function for NCC data and with adaptive weights.
To select the tuning parameter, we use a BIC-type criterion because of its consistence property for the adaptive LASSO estimation with least square approximation (Wang and Leng, 2007) . Our numerical experiences also suggest the superior performance of the BIC-type criterion. Specifically, BIC λ = −2l n (B) + df λ log(n), where the degree of freedom df λ = Yuan and Lin (2006) for the gLASSO estimators.
The proposed agLASSO method selects important variables that have large group norms of their effects over K studies and accommodates heterogeneity by allowing the variable to have different magnitudes or directions for its effects across studies. Sometimes it is also important to know which covariates have heterogeneous effects for model building using the pooling strategy, because heterogeneous effects need to be modeled by distinct parameters to avoid misrepresenting effects; the homogenous effect can be represented by a common coefficient across studies to reduce the model's complexity and improve efficiency. Therefore, we next develop a method to identify variables with heterogeneous effects.
Identification of heterogeneous effects
We reparameterize the cohort-specific Cox model (2.1) into
where the p × 1 vectorᾱ denotes the average covariate effects and α * k denotes the deviation of covariate effects in cohort k fromᾱ. To incorporate the constraint of K k=1 α * k = 0, we use the "sum to zero contrast" matrix C K ×(K −1) (e.g. contr.sum in R) and transform the original parameter matrix B into
where 1 K is a vector of 1's. Now heterogeneous effects of each variable are represented by the coefficients of interaction terms of the variable with the contrast created from cohort membership, motivating us to consider the hierarchical selection method with composite absolute penalty (CAP) for identifying interactions (Zhao and others, 2009 ). We propose to estimate A by minimizing the following cagLASSO penalized partial likelihood function, i.e.
A = arg min
1/2 , and weights
The two penalty terms in (2.5) have overlap on α j q and thus can yield a hierarchical selection that once heterogeneous effects α j q deviate from zero, bothᾱ j and α j q will be estimated to be non-zero together (Zhao and others, 2009 ). The extra penalty on α j q leads to the identification of only a non-zero average effect without heterogeneous effects. The calculation of (2.5) can be carried out by slightly modifying the algorithm described in Section 2.1. Specifically, in each iteration over the group of coefficients of the jth covariate, we examine the penalized approximation function via two KKT conditions to either set bothᾱ j and α j q to be zero, or only set α j q= 0 and obtain a non-zero estimate forᾱ j , or estimate both to be non-zero. We apply the inexact line search to the non-zero estimates and iterate the algorithm until convergence. The tuning parameter is selected using
Theoretical properties
We study the asymptotic properties of the proposed agLASSO and cagLASSO estimators, with respect to estimation consistency, selection consistency, and oracle property. For the discussion of the agLASSO estimator, we assume that the first p 1 rows of the true parameter matrix B 0 are the effects of important variables, i.e. β 0 j q 2 > 0 for j p 1 and β 0 j q 2 = 0 for j > p 1 . We reorganize the parameters into a vector form as β = (β 1 q , . . . , β p q) and decompose it into β a = (β 1 q, . . . , β p 1 q) and
. We denote the Fisher information matrix of l n (β 0 ) by I (β 0 ), which is positive-definite under the regularity conditions (1)-(6) given in Goldstein and Langholz (1992) 
. Following the arguments in Wang and Leng (2008) , we define a n = max{λ j , j p 1 } and
THEOREM 2.1 Under the regularity conditions, the agLASSO estimator in (2.3) satisfies:
For the ease of discussion of the cagLASSO estimator, we assume that the first p 1 rows of true parameter matrix A 0 have α 0 j q 2 > 0; the next p 2 rows have |ᾱ 0 j | > 0 and α 0 j q 2 = 0; the remaining rows have (ᾱ 0 j , α 0 j q ) 2 = 0. Then we denote the vector form of A by α and decompose it into two parts:
THEOREM 2.2 Under the regularity conditions, the cagLASSO estimator in (2.5) satisfies:
Proofs for the theorems are given in Appendix of supplementary material available at Biostatistics online. The theorems show that the agLASSO and cagLASSO estimators consistently select and estimate variables, and, furthermore, the cagLASSO estimator consistently identifies covariates with heterogeneous effects or with non-zero average effects. We estimate the covariance of the proposed estimators using the local quadratic approximation method proposed by Fan and Li (2001) to incorporate the penalty effect on finite sample estimation. We denote the non-zero components of the agLASSO estimator byβ a * and estimate its covariance matrix by the following sandwich formula: 
For the cagLASSO estimatorα, denote its non-zero components byα a * and estimate its covariance using (2.6) with
NUMERICAL STUDIES

Simulations to evaluate the agLASSO method
We simulated a pooled study consisting of NCC samples from three parent cohorts with sample sizes of (N 1 , N 2 , N 3 ). For subjects in cohort k, we generated failure times from the Cox PH model λ k (t|Z ) = λ 0k (t)e β q k Z , where covariate vector Z was a 20D multivariate normal random vector with mean of 1, variance of 1, and pairwise correlation of corr(
were associated with disease risk and the rest were assumed to be null covariates. Specifically, β 1 q= (0.4, 0.4, 0.4) represented a homogeneous effect; β 2 q= (0.4, 0.6, 0.3) was heterogeneous with small differences; β 5 q= (−0.4, 0, −0.3) was heterogeneous with moderate differences and had one zero effect; β 7 q= (0, −0.7, 0) was heterogeneous with big differences and had two zero effects. Four settings were used: (i) equal cohort size of N k = 1000 and an equal baseline rate λ 0k = 0.03; (ii) N k = 2000 and equal baseline rate λ 0k = 0.03; (iii) different a cohort sizes of (2000, 1000, 4000) and equal baseline disease rate of 0.03; and (iv) different cohort sizes of (2000, 1000, 4000) and different baseline disease rates of (0.022, 0.022, 0.012). Censoring times were generated from a uniform distribution Un(0, 5) and yielded censoring rates ranging from 85% to 95% with different settings. We conducted 200 runs of simulations for each setting.
We compared the performance of our proposed agLASSO method with (i) cohort-specific method analyzing each cohort separately; (ii) pooled method ignoring any heterogeneity; (iii) meta-analyses using random-and fixed-effects models; and (iv) the gLASSO method. The cohort-specific method selects variables based on the χ 2 -test combining cohort-specific estimates, and the pooled and meta-analysis methods select variables based on the Wald test, all at the 0.05 significance level. Table 1 summarizes the model selection results. The average mean squared error (MSE)
is used to measure the prediction accuracy, and the relative MSE (RMSE) with respect to the result of the cohortspecific method is also reported. Overall, our proposed method outperforms all other competitors in terms of being the closest to the true model size, the smallest number of false positives, the highest percentage of correctly fitted models, and having the smallest MSE. The proposed agLASSO method improves its performance as sample size increases, and handles different situations of heterogeneity reasonably well. Although the cohort-specific method is unbiased for estimation, it shows the largest MSEs in all settings due to large variances from only using the data of each sub-study. The meta-analysis methods generally improves the model selection, but the random-effects method can be very conservative, partially because when large heterogeneous effects are modeled by a random effect, the estimated variance for the random "Cohort specific" refers to the method treating each cohort separately and the significance test is based on the χ 2 -test combining cohort-specific results; "Pooled analysis" refers to the pooled analysis ignoring any heterogeneity; "Meta-random" refers to the meta-analysis with random-effects modeling; "Meta-fixed" refers to the meta-analysis with fixed-effects modeling; "gLASSO" refers to the group LASSO method; "agLASSO" refers to the adaptive group LASSO method; "No. of identified variables" refers to the average number of identified variables by each method in 200 runs of simulations; "No. of false positive" refers to the average number of selected variables out of those true values being 0 by each method in 200 runs of simulations; "No. of false negatives" refers to the average number of missed variables out of those true non-zero values by each method in 200 runs of simulations; "Under-fitted%" refers to the percentage of simulation runs that miss at least one true variable; "Over-fitted%" refers to the percentage of simulation runs that include all true variables and at least one null covariate; "Correct-fitted%" refers to the percentage of simulation runs that correctly identify all variables.
effect would mask the central effect. The gLASSO method tends to over-select variables with large numbers of false positives. Table 2 presents the results on selecting individual variables. For covariates Z 1 and Z 2 where effect signals are strong with no or minor heterogeneity, all methods can pick up the signal with good power. For null covariates Z 3 and Z 4 , the proposed agLASSO method shows the best performance excluding these variables. For covariates Z 5 and Z 7 with moderate or large heterogeneity, the cohort-specific method, and "Cohort specific" refers to the method treating each cohort separately and the significance test is based on the χ 2 -test combining cohort-specific results; "Pooled analysis" refers to the pooled analysis ignoring any heterogeneity; "Meta-random" refers to the metaanalysis with random-effects modeling; "Meta-fixed" refers to the meta-analysis with fixed-effects modeling; "gLASSO" refers to the group LASSO method; "agLASSO" refers to the adaptive group LASSO method.
the penalized methods of gLASSO and agLASSO perform well. The pooled analysis method deteriorates dramatically for Z 7 under the settings of different cohort sizes and/or different disease rates that aggravate the heterogeneity across cohorts. Meta-analysis methods yield unsatisfactory results as well.
To examine the accuracy of the proposed variance calculation in Section 2.3, we compare the sample standard deviation of estimates over simulations and the average formula-based estimates of standard errors in Table 3 . First, the proposed agLASSO method shows smaller standard errors than the cohort-specific method across the board, indicating that our proposed method can improve efficiency by integrating information across multiple studies. Second, when heterogeneity is small in β 1 q and β 2 q, the agLASSO asymptotic variance estimates are close to their sample counterparts, especially when the sample size is large. Third, for β 5 q and β 7 q with moderate or large heterogeneity, the agLASSO asymptotic variance estimates display some discrepancy with the sample standard deviations. One explanation could be that applying the same group penalty to a heterogeneous vector tends to penalize the small coefficients more than the large ones, and thus the estimates for small coefficients demonstrate smaller variability.
Additional simulations with a cohort size of N = 500 were also conducted and showed that all methods had low power to select important variables when the sample size is small. The penalized methods of gLASSO and agLASSO generally exhibited better performances than others, but the superiority of the agLASSO over gLASSO was not obvious under situations with low sample size.
Simulations to evaluate the cagLASSO method
We compared the proposed cagLASSO method, the interaction method including marker×cohort-membership terms, and the CAP method with group L 2 -penalties (Zhao and others, 2009) important variables and yields the smallest MSE under all settings ( Table 4 ). Note that three out of the four important variables have heterogeneous effects and demonstrate different magnitudes of heterogeneity. Although the cagLASSO method seems to be inferior to the other two methods in selecting variables with heterogeneous effects, it has comparable performance for selecting the correct heterogeneous variables. From Table 5 , we note that the cagLASSO method has the lowest false-positive rate to correctly recognize the absence of heterogeneity in Z 1 . For Z 2 with small heterogeneous effects, none of the methods detects the heterogeneity signal with good power. For variables of Z 5 and Z 7 with moderate or large heterogeneity, the cohort-specific method works generally well, but performances by the CAP estimator and the cagLASSO estimator fluctuate. In general, we find that the cagLASSO estimator shows better performance than the CAP method for Z 7 with large heterogeneity but lower selection frequency for Z 5 with moderate heterogeneity. This observation can be due to the fact that, in finite samples, the data-adaptive weight ω 2 j in (2.5) may over-penalize the heterogeneous effects when the group norm of heterogeneous effect is small.
The pooled ovarian cancer study
We applied the proposed agLASSO method to the pooled NCC study on ovarian cancer to identify important risk factors and compared its results with those from the cohort-specific analysis, pooled analysis, meta-analysis with random-effects and fixed-effects models, and gLASSO method. Specifically, we "Cohort interaction" refers to the pooled analysis using the interaction terms of covariates with cohort-specific membership indicators; "CAP" refers to the composite absolute penalty method; "cagLASSO" refers to the composite adaptive group lasso penalty method; "No. considered all 17 inflammation markers and 6 potential confounders including pregnancy history, use of oral contraceptive, use of hormone replacement therapy, age at menarche, body mass index, and current smoking status. The analysis was based on 229 ovarian cancer cases and 429 matched controls (NYUWHS: 81 cases and 160 controls; ORDET: 41 cases and 82 controls; NSHDS: 107 cases and 187 controls). Four subjects were removed due to missing data. All biomarker data were log-transformed and standardized within each cohort. Both the gLASSO and agLASSO methods select interleukin-4 (IL4) as an important risk factor for ovarian cancer and thus we present the results from different methods focused on IL4 in Table 6 . The cohortspecific method indicates that IL4 may have heterogeneous effects across three cohorts: it shows positive association with disease risk in NYUWHS ( p < 0.05) and NSHDS but negative association in ORDET although the results from NSHDS and ORDET are not statistically significant. The results are consistent with the findings in Clendenen and others (2011) . The proposed agLASSO method reaches a similar conclusion as the cohort-specific analysis but with more regularized estimates and tighter confidence intervals by integrating three studies together. Under this pattern of heterogeneity, however, the pooled analysis or meta-analysis does not show any significant result. Furthermore, our proposed cagLASSO method also demonstrates the existence of heterogeneity in IL4 effects across three cohorts and estimates (in the log of hazards ratio scale) the average effect as 0.107 and the heterogeneous effects as (0.196, −0.207, 0.011) for NYUWHS, ORDET, and NSHDS, respectively. "Cohort interaction" refers to the pooled analysis using the interaction terms of covariates with cohort-specific membership indicators; "CAP" refers to the composite absolute penalty method; "cagLASSO" refers to the composite adaptive group LASSO penalty method; "Ave." refers to the average effect of the covariate and its true value is listed below in the parenthesis; "Hetero." refers to the heterogeneous effects of the covariate and the true values are listed below in the parenthesis. "HR" refers to the hazards ratio estimate corresponding to 1 standard deviation increase of the IL4 level (in the logscale); "95% CI" refers to the 95% confidence interval. *The statistical significance at 0.05 level.
DISCUSSION
In this article, we develop the penalized partial likelihood methods for variable selection and estimation of the Cox PH model in pooled NCC studies. The proposed methods can be easily extended to pooled analysis of other types of data, or even for combining studies with different designs, such as matched case-control and unmatched case-control studies. Other choices of penalty function can also be used to incorporate investigators' prior knowledge on the magnitude or structure of heterogeneity. For example, we can use the group L q penalty with q > 2 to shrink coefficients toward the diagonal and thus can encourage similarity of effects across multiple studies; the proposed cagLASSO method can adopt other penalties with hierarchical structure induced from a directed graph. Also from our numerical experience, when the sample size is sufficiently large, the simple definition for the degree of freedom that counts the number of non-zero coefficient estimates (Wang and others, 2007) can be used for calculating the BIC to select the final model. After significant heterogeneity is detected across studies, the sparse gLASSO penalty also can be used to select cohort-specific important variables. Using the adaptive weights in our penalized methods is important for achieving the oracle property and good practical performance. When the number of covariates is large, the data-dependent weights from the cohort-specific estimates may not always be estimable. We can use some initial estimates that are zeroconsistent as the weights (Huang and others, 2006) . Some other non-convex penalty regularized methods also have the oracle property, such as using the group bridge penalty (Ma and others, 2011) , however, are more complex in terms of both numerical implementation and theory. In addition, when small heterogeneous effects are present, a very large sample would be necessary for the proposed methods to achieve a perfect fit on all variables.
Lastly, it is of great interest to study other survival models that can relax the PHs assumption for the analysis of pooled NCC studies with heterogeneity. The inverse selection probability weighted technique (Samuelsen, 1997) potentially can be used for this purpose, but the construction of an effective loss function that can simultaneously accommodate the selection weights and couple with penalties needs further investigation.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
