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Abstract
In decentralized networks (of sensors, connected
objects, etc.), there is an important need for effi-
cient algorithms to optimize a global cost func-
tion, for instance to learn a global model from
the local data collected by each computing unit.
In this paper, we address the problem of decen-
tralized minimization of pairwise functions of the
data points, where these points are distributed
over the nodes of a graph defining the commu-
nication topology of the network. This general
problem finds applications in ranking, distance
metric learning and graph inference, among oth-
ers. We propose new gossip algorithms based
on dual averaging which aims at solving such
problems both in synchronous and asynchronous
settings. The proposed framework is flexible
enough to deal with constrained and regularized
variants of the optimization problem. Our the-
oretical analysis reveals that the proposed algo-
rithms preserve the convergence rate of central-
ized dual averaging up to an additive bias term.
We present numerical simulations on Area Under
the ROC Curve (AUC) maximization and metric
learning problems which illustrate the practical
interest of our approach.
1. Introduction
The increasing popularity of large-scale and fully decen-
tralized computational architectures, fueled for instance by
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the advent of the “Internet of Things”, motivates the devel-
opment of efficient optimization algorithms adapted to this
setting. An important application is machine learning in
wired and wireless networks of agents (sensors, connected
objects, mobile phones, etc.), where the agents seek to min-
imize a global learning objective which depends of the data
collected locally by each agent. In such networks, it is typi-
cally impossible to efficiently centralize data or to globally
aggregate intermediate results: agents can only communi-
cate with their immediate neighbors (e.g., agents within a
small distance), often in a completely asynchronous fash-
ion. Standard distributed optimization and machine learn-
ing algorithms (implemented for instance using MapRe-
duce/Spark) require a coordinator node and/or to maintain
synchrony, and are thus unsuitable for use in decentralized
networks.
In contrast, gossip algorithms (Tsitsiklis, 1984; Boyd et al.,
2006; Kempe et al., 2003; Shah, 2009) are tailored to
this setting because they only rely on simple peer-to-peer
communication: each agent only exchanges information
with one neighbor at a time. Various gossip algorithms
have been proposed to solve the flagship problem of de-
centralized optimization, namely to find a parameter vec-
tor θ which minimizes an average of convex functions
(1/n)
∑n
i=1 f(θ;xi), where the data xi is only known
to agent i. The most popular algorithms are based on
(sub)gradient descent (Johansson et al., 2010; Nedic´ &
Ozdaglar, 2009; Ram et al., 2010; Bianchi & Jakubow-
icz, 2013), ADMM (Wei & Ozdaglar, 2012; 2013; Iutzeler
et al., 2013) or dual averaging (Duchi et al., 2012; Yuan
et al., 2012; Lee et al., 2015; Tsianos et al., 2015), some
of which can also accommodate constraints or regulariza-
tion on θ. The main idea underlying these methods is that
each agent seeks to minimize its local function by applying
local updates (e.g., gradient steps) while exchanging infor-
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mation with neighbors to ensure a global convergence to
the consensus value.
In this paper, we tackle the problem of minimizing an av-
erage of pairwise functions of the agents’ data:
min
θ
1
n2
∑
1≤i,j≤n
f(θ;xi, xj). (1)
This problem finds numerous applications in statistics and
machine learning, e.g., Area Under the ROC Curve (AUC)
maximization (Zhao et al., 2011), distance/similarity learn-
ing (Bellet et al., 2015), ranking (Cle´menc¸on et al., 2008),
supervised graph inference (Biau & Bleakley, 2006) and
multiple kernel learning (Kumar et al., 2012), to name a
few. As a motivating example, consider a mobile phone ap-
plication which locally collects information about its users.
The provider could be interested in learning pairwise sim-
ilarity functions between users in order to group them into
clusters or to recommend them content without having to
centralize data on a server (which would be costly for the
users’ bandwidth) or to synchronize phones.
The main difficulty in Problem (1) comes from the fact that
each term of the sum depends on two agents i and j, mak-
ing the local update schemes of previous approaches im-
possible to apply unless data is exchanged between nodes.
Although gossip algorithms have recently been introduced
to evaluate such pairwise functions for a fixed θ (Pelck-
mans & Suykens, 2009; Colin et al., 2015), to the best of
our knowledge, efficiently finding the optimal solution θ in
a decentralized way remains an open challenge. Our con-
tributions towards this objective are as follows. We propose
new gossip algorithms based on dual averaging (Nesterov,
2009; Xiao, 2010) to efficiently solve Problem (1) and its
constrained or regularized variants. Central to our methods
is a light data propagation scheme which allows the nodes
to compute biased estimates of the gradients of functions
in (1). We then propose a theoretical analysis of our algo-
rithms both in synchronous and asynchronous settings es-
tablishing their convergence under an additional hypothesis
that the bias term decreases fast enough over the iterations
(and we have observed such a fast decrease in all our exper-
iments). Finally, we present some numerical simulations
on Area Under the ROC Curve (AUC) maximization and
metric learning problems. These experiments illustrate the
practical performance of the proposed algorithms and the
influence of network topology, and show that in practice
the influence of the bias term is negligible as it decreases
very fast with the number of iterations.
The paper is organized as follows. Section 2 formally intro-
duces the problem of interest and briefly reviews the dual
averaging method, which is at the root of our approach.
Section 3 presents the proposed gossip algorithms and their
convergence analysis. Section 4 displays our numerical
simulations. Finally, concluding remarks are collected in
Section 5.
2. Preliminaries
2.1. Definitions and Notation
For any integer p > 0, we denote by [p] the set {1, . . . , p}
and by |F | the cardinality of any finite set F . We denote
an undirected graph by G = (V,E), where V = [n] is the
set of vertices and E ⊆ V × V is the set of edges. A node
i ∈ V has degree di = |{j : (i, j) ∈ E}|. G is connected
if for all (i, j) ∈ V 2 there exists a path connecting i and j;
it is bipartite if there exist S, T ⊂ V such that S ∪ T = V ,
S∩T = ∅ andE ⊆ (S×T )∪(T×S). The graph Laplacian
of G is denoted by L(G) = D(G)−A(G), whereD(G) and
A(G) are respectively the degree and the adjacency matri-
ces of G.
The transpose of a matrix M ∈ Rn×n is denoted by M>.
A matrix P ∈ Rn×n is termed stochastic whenever P ≥ 0
and P1n = 1n, where 1n = (1, . . . , 1)> ∈ Rn, and bi-
stochastic whenever both P and P> are stochastic. We
denote by In the identity matrix in Rn×n, by (e1, . . . , en)
the canonical basis of Rn, by I{E} the indicator function of
any event E and by ‖ · ‖ the usual `2-norm. For θ ∈ Rd and
g : Rd → R, we denote by ∇g(θ) the gradient of g at θ.
Finally, given a collection of vectors u1, . . . , un, we denote
by u¯n = (1/n)
∑n
i=1 ui its empirical mean.
2.2. Problem Statement
We represent a network of n agents as an undirected graph
G = ([n], E), where each node i ∈ [n] corresponds to an
agent and (i, j) ∈ E if nodes i and j can exchange infor-
mation directly (i.e., they are neighbors). For ease of expo-
sition, we assume that each node i ∈ [n] holds a single data
point xi ∈ X . Though restrictive in practice, this assump-
tion can easily be relaxed, but it would lead to more techni-
cal details to handle the storage size, without changing the
overall analysis (see supplementary material for details).
Given d > 0, let f : Rd × X × X → R a differentiable
and convex function with respect to the first variable. We
assume that for any (x, x′) ∈ X 2, there exists Lf > 0
such that f(·;x, x′) is Lf -Lipschitz (with respect to the
`2-norm). Let ψ : Rd → R+ be a non-negative, con-
vex, possibly non-smooth, function such that, for simplic-
ity, ψ(0) = 0. We aim at solving the following optimiza-
tion problem:
min
θ∈Rd
1
n2
∑
1≤i,j≤n
f(θ;xi, xj) + ψ(θ). (2)
In a typical machine learning scenario, Problem (2) is a
(regularized) empirical risk minimization problem and θ
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Algorithm 1 Stochastic dual averaging in the centralized
setting
Require: Step size (γ(t))t≥0 > 0.
1: Initialization: θ = 0, θ¯ = 0, z = 0.
2: for t = 1, . . . , T do
3: Update z ← z + g(t), where E[g(t)|θ] = ∇f¯n(θ)
4: Update θ ← pit(z)
5: Update θ¯ ← (1− 1
t
)
θ¯ + 1
t
θ
6: end for
7: return θ¯
corresponds to the model parameters to be learned. The
quantity f(θ;xi, xj) is a pairwise loss measuring the per-
formance of the model θ on the data pair (xi, xj), while
ψ(θ) represents a regularization term penalizing the com-
plexity of θ. Common examples of regularization terms in-
clude indicator functions of a closed convex set to model
explicit convex constraints, or norms enforcing specific
properties such as sparsity (a canonical example being the
`1-norm).
Many machine learning problems can be cast as Problem
(2). For instance, in AUC maximization (Zhao et al., 2011),
binary labels (`1, . . . , `n) ∈ {−1, 1}n are assigned to the
data points and we want to learn a (linear) scoring rule x 7→
x>θ which hopefully gives larger scores to positive data
points than to negative ones. One may use the logistic loss
f(θ;xi, xj) = I{`i>`j} log
(
1 + exp((xj − xi)>θ)
)
,
and the regularization term ψ(θ) can be the square `2-norm
of θ (or the `1-norm when a sparse model is desired). Other
popular instances of Problem (2) include metric learning
(Bellet et al., 2015), ranking (Cle´menc¸on et al., 2008), su-
pervised graph inference (Biau & Bleakley, 2006) and mul-
tiple kernel learning (Kumar et al., 2012).
For notational convenience, we denote by fi the partial
function (1/n)
∑n
j=1 f(·;xi, xj) for i ∈ [n] and by f¯n =
(1/n)
∑n
i=1 fi. Problem (2) can then be recast as:
min
θ∈Rd
Rn(θ) = f¯
n(θ) + ψ(θ). (3)
Note that the function f¯n is Lf -Lipschitz, since all the fi
are Lf -Lipschitz.
Remark 1. Throughout the paper we assume that the func-
tion f is differentiable, but we expect all our results to hold
even when f is non-smooth, for instance in L1-regression
problems or when using the hinge loss. In this case, one
simply needs to replace gradients by subgradients in our
algorithms, and a similar analysis could be performed.
2.3. Centralized Dual Averaging
In this section, we review the stochastic dual averaging op-
timization algorithm (Nesterov, 2009; Xiao, 2010) to solve
Problem (2) in the centralized setting (where all data lie on
the same machine). This method is at the root of our gos-
sip algorithms, for reasons that will be made clear in Sec-
tion 3. To explain the main idea behind dual averaging, let
us first consider the iterations of Stochastic Gradient De-
scent (SGD), assuming ψ ≡ 0 for simplicity:
θ(t+ 1) = θ(t)− γ(t)g(t),
where E[g(t)|θ(t)] = ∇f¯n(θ(t)), and (γ(t))t≥0 is a non-
negative non-increasing step size sequence. For SGD to
converge to an optimal solution, the step size sequence
must satisfy γ(t) −→
t→+∞ 0 and
∑∞
t=0 γ(t) = ∞. As no-
ticed by Nesterov (2009), an undesirable consequence is
that new gradient estimates are given smaller weights than
old ones. Dual averaging aims at integrating all gradient
estimates with the same weight.
Let (γ(t))t≥0 be a positive and non-increasing step size
sequence. The dual averaging algorithm maintains a se-
quence of iterates (θ(t))t>0, and a sequence (z(t))t≥0 of
“dual” variables which collects the sum of the unbiased
gradient estimates seen up to time t. We initialize to
θ(1) = z(0) = 0. At each step t > 0, we compute
an unbiased estimate g(t) of ∇f¯n(θ(t)). The most com-
mon choice is to take g(t) = ∇f(θ;xit , xjt) where it and
jt are drawn uniformly at random from [n]. We then set
z(t + 1) = z(t) + g(t) and generate the next iterate with
the following rule:
θ(t+ 1) = piψt (z(t+ 1)),
piψt (z) := arg min
θ∈Rd
{
−z>θ + ‖θ‖
2
2γ(t)
+ tψ(θ)
}
.
When it is clear from the context, we will drop the depen-
dence in ψ and simply write pit(z) = pi
ψ
t (z).
Remark 2. Note that pit(·) is related to the proximal op-
erator of a function φ : Rd → R defined by proxφ(x) =
arg minz∈Rd
(‖z − x‖2/2 + φ(x)). Indeed, one can write:
pit(z) = proxtγ(t)ψ (γ(t)z) .
For many functions ψ of practical interest, pit(·) has a
closed form solution. For instance, when ψ = ‖ · ‖2, pit(·)
corresponds to a simple scaling, and when ψ = ‖ · ‖1 it is a
soft-thresholding operator. If ψ is the indicator function of
a closed convex set C, then pit(·) is the projection operator
onto C.
The dual averaging method is summarized in Algorithm 1.
If γ(t) ∝ 1/√t then for any T > 0:
ET
[
Rn(θ¯(T ))−Rn(θ∗)
]
= O(1/
√
T ),
where θ∗ ∈ arg minθ∈Rd Rn(θ), θ¯(T ) = 1T
∑T
i=1 θ(t) is
the averaged iterate and ET is the expectation over all pos-
sible sequences (g(t))1≤t≤T . A precise statement of this
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result along with a proof can be found in the supplemen-
tary material for completeness.
Notice that dual averaging cannot be easily adapted to our
decentralized setting. Indeed, a node cannot compute an
unbiased estimate of its gradient: this would imply an ac-
cess to the entire set of data points, which violates the com-
munication and storage constraints. Therefore, data points
have to be appropriately propagated during the optimiza-
tion procedure, as detailed in the following section.
3. Pairwise Gossip Dual Averaging
We now turn to our main goal, namely to develop efficient
gossip algorithms for solving Problem (2) in the decentral-
ized setting. The methods we propose rely on dual aver-
aging (see Section 2.3). This choice is guided by the fact
that the structure of the updates makes dual averaging much
easier to analyze in the distributed setting than sub-gradient
descent when the problem is constrained or regularized.
This is because dual averaging maintains a simple sum of
sub-gradients, while the (non-linear) smoothing operator pit
is applied separately.
Our work builds upon the analysis of Duchi et al. (2012),
who proposed a distributed dual averaging algorithm to
optimize an average of univariate functions f(·;xi). In
their algorithm, each node i computes unbiased estimates
of its local function ∇f(·;xi) that are iteratively aver-
aged over the network. Unfortunately, in our setting, the
node i cannot compute unbiased estimates of ∇fi(·) =
∇(1/n)∑nj=1 f(·;xi, xj): the latter depends on all data
points while each node i ∈ [n] only holds xi. To go around
this problem, we rely on a gossip data propagation step
(Pelckmans & Suykens, 2009; Colin et al., 2015) so that
the nodes are able to compute biased estimates of ∇fi(·)
while keeping the communication and memory overhead to
a small level for each node.
We present and analyze our algorithm in the synchronous
setting in Section 3.1. We then turn to the more intricate
analysis of the asynchronous setting in Section 3.2.
3.1. Synchronous Setting
In the synchronous setting, we assume that each node has
access to a global clock such that every node can update
simultaneously at each tick of the clock. Although not very
realistic, this setting allows for simpler analysis. We as-
sume that the scaling sequence (γ(t))t≥0 is the same for
every node. At any time, each node i has the following
quantities in its local memory register: a variable zi (the
gradient accumulator), its original observation xi, and an
auxiliary observation yi, which is initialized at xi but will
change throughout the algorithm as a result of data propa-
gation.
Algorithm 2 Gossip dual averaging for pairwise function
in synchronous setting
Require: Step size (γ(t))t≥1 > 0.
1: Each node i initializes yi = xi, zi = θi = θ¯i = 0.
2: for t = 1, . . . , T do
3: Draw (i, j) uniformly at random from E
4: Set zi, zj ← zi+zj2
5: Swap auxiliary observations: yi ↔ yj
6: for k = 1, . . . , n do
7: Update zk ← zk +∇θf(θk;xk, yk)
8: Compute θk ← pit(zk)
9: Average θ¯k ←
(
1− 1
t
)
θ¯k +
1
t
θk
10: end for
11: end for
12: return Each node k has θ¯k
The algorithm goes as follows. At each iteration, an edge
(i, j) ∈ E of the graph is drawn uniformly at random.
Then, nodes i and j average their gradient accumulators zi
and zj , and swap their auxiliary observations yi and yj . Fi-
nally, every node of the network performs a dual averaging
step, using their original observation and their current aux-
iliary one to estimate the partial gradient. The procedure
is detailed in Algorithm 2, and the following proposition
adapts the convergence rate of centralized dual averaging
under the hypothesis that the contribution of the bias term
decreases fast enough over the iterations.
Theorem 1. Let G be a connected and non-bipartite graph
with n nodes, and let θ∗ ∈ arg minθ∈Rd Rn(θ). Let
(γ(t))t≥1 be a non-increasing and non-negative sequence.
For any i ∈ [n] and any t ≥ 0, let zi(t) ∈ Rd and
θ¯i(t) ∈ Rd be generated according to Algorithm 2. Then
for any i ∈ [n] and T > 1, we have:
ET [Rn(θ¯i)−Rn(θ∗)] ≤ C1(T ) + C2(T ) + C3(T ),
where 
C1(T ) =
1
2Tγ(T )
‖θ∗‖2 + L
2
f
2T
T−1∑
t=1
γ(t),
C2(T ) =
3L2f
T
(
1−
√
λG2
) T−1∑
t=1
γ(t),
C3(T ) =
1
T
T−1∑
t=1
Et[(ω(t)− θ∗)>¯n(t)],
and λG2 < 1 is the second largest eigenvalue of the matrix
W (G) = In − 1|E|L(G).
Sketch of proof. First notice that at a given (outer) iteration
t+ 1, z¯n is updated as follows:
z¯n(t+ 1) = z¯n(t) +
1
n
n∑
k=1
dk(t), (4)
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where dk(t) = ∇θf(θk(t);xk, yk(t + 1)) is a biased esti-
mate of∇fk(θk(t)). Let k(t) = dk(t)− gk(t) be the bias,
so that we have E[gk(t)|θk(t)] = ∇fk(θk(t)).
Let us define ω(t) = pit(z¯n(t)). Using convexity of Rn,
the gradient’s definition and the fact that the functions f¯n
and pit are both Lf -Lipschitz, we obtain: for T ≥ 2 and
i ∈ [n],
ET [Rn(θ¯i(T ))−Rn(θ∗)]
≤ Lf
nT
T∑
t=2
γ(t− 1)
n∑
j=1
Et
[
‖zi(t)− zj(t)‖
]
(5)
+
Lf
nT
T∑
t=2
γ(t− 1)
n∑
j=1
Et
[
‖z¯n(t)− zj(t)‖
]
(6)
+
1
T
T∑
t=2
Et[(ω(t)− θ∗)>g¯n(t)]. (7)
Using Lemma 4 (see supplementary material), the terms
(5)-(6) can be bounded by C2(T ). The term (7) requires a
specific analysis because the updates are performed using
biased estimates. We decompose it as follows:
1
T
T∑
t=2
Et
[
ω(t)− θ∗)>g¯n(t)
]
=
1
T
T∑
t=2
Et
[
(ω(t)− θ∗)>(d¯n(t)− ¯n(t))
]
≤ 1
T
T∑
t=2
Et
[
(ω(t)− θ∗)>d¯n(t)
]
(8)
+
1
T
T∑
t=2
Et
[
(ω(t)− θ∗)>¯n(t)
]
.
The term (8) can be bounded by C1(T ) (see Xiao, 2010,
Lemma 9). We refer the reader to the supplementary mate-
rial for the detailed proof.
The rate of convergence in Proposition 1 is divided into
three parts: C1(T ) is a data dependent term which corre-
sponds to the rate of convergence of the centralized dual
averaging, while C2(T ) and C3(T ) are network dependent
terms since 1 − λG2 = βGn−1/|E|, where βGn−1 is the sec-
ond smallest eigenvalue of the graph Laplacian L(G), also
known as the spectral gap of G. The convergence rate
of our algorithm thus improves when the spectral gap is
large, which is typically the case for well-connected graphs
(Chung, 1997). Note that C2(T ) corresponds to the net-
work dependence for the distributed dual averaging algo-
rithm of Duchi et al. (2012) while the term C3(T ) comes
from the bias of our partial gradient estimates. In practice,
C3(T ) vanishes quickly and has a small impact on the rate
of convergence, as shown in Section 4.
Algorithm 3 Gossip dual averaging for pairwise function
in asynchronous setting
Require: Step size (γ(t))t≥0 > 0, probabilities (pk)k∈[n].
1: Each node i initializes yi = xi, zi = θi = θ¯i = 0, mi = 0.
2: for t = 1, . . . , T do
3: Draw (i, j) uniformly at random from E
4: Swap auxiliary observations: yi ↔ yj
5: for k ∈ {i, j} do
6: Set zk ← zi+zj2
7: Update zk ← 1pk∇θf(θk;xk, yk)
8: Increment mk ← mk + 1pk
9: Compute θk ← pimk (zk)
10: Average θ¯k ←
(
1− 1
mkpk
)
θ¯k
11: end for
12: end for
13: return Each node k has θ¯k
3.2. Asynchronous Setting
For any variant of gradient descent over a network with a
decreasing step size, there is a need for a common time
scale to perform the suitable decrease. In the synchronous
setting, this time scale information can be shared easily
among nodes by assuming the availability of a global clock.
This is convenient for theoretical considerations, but is un-
realistic in practical (asynchronous) scenarios. In this sec-
tion, we place ourselves in a fully asynchronous setting
where each node has a local clock, ticking at a Poisson rate
of 1, independently from the others. This is equivalent to
a global clock ticking at a rate n Poisson process which
wakes up an edge of the network uniformly at random (see
Boyd et al., 2006, for details on clock modeling).
With this in mind, Algorithm 2 needs to be adapted to this
setting. First, one cannot perform a full dual averaging up-
date over the network since only two nodes wake up at each
iteration. Also, as mentioned earlier, each node needs to
maintain an estimate of the current iteration number in or-
der for the scaling factor γ to be consistent across the net-
work. For k ∈ [n], let pk denote the probability for the
node k to be picked at any iteration. If the edges are picked
uniformly at random, then one has pk = 2dk/|E|. For sim-
plicity, we focus only on this case, although our analysis
holds in a more general setting.
Let us define an activation variable (δk(t))t≥1 such that for
any t ≥ 1,
δk(t) =
{
1 if node k is picked at iteration t,
0 otherwise.
One can immediately see that (δk(t))t≥1 are i.i.d. random
variables, Bernoulli distributed with parameter pk. Let us
define (mk(t)) ≥ 0 such that mk(0) = 0 and for t ≥
0, mk(t + 1) = mk(t) +
δk(t+1)
pk
. Since (δk(t))t≥1 are
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Bernoulli random variables, mk(t) is an unbiased estimate
of the time t.
Using this estimator, we can now adapt Algorithm 2 to the
fully asynchronous case, as shown in Algorithm 3. The up-
date step slightly differs from the synchronous case: the
partial gradient has a weight 1/pk instead of 1 so that all
partial functions asymptotically count in equal way in every
gradient accumulator. In contrast, uniform weights would
penalize partial gradients from low degree nodes since the
probability of being drawn is proportional to the degree.
This weighting scheme is essential to ensure the conver-
gence to the global solution. The model averaging step
also needs to be altered: in absence of any global clock, the
weight 1/t cannot be used and is replaced by 1/(mkpk),
where mkpk corresponds to the average number of times
that node k has been selected so far.
The following result is the analogous of Theorem 1 for the
asynchronous setting.
Theorem 2. Let G be a connected and non bipartite
graph. Let (γ(t))t≥1 be defined as γ(t) = c/t1/2+α
for some constant c > 0 and α ∈ (0, 1/2). For i ∈
[n], let (di(t))t≥1, (gi(t))t≥1, (i(t))t≥1, (zi(t))t≥1 and
(θi(t))t≥1 be generated as described in Algorithm 3. Then,
there exists some constant C < +∞ such that, for θ∗ ∈
arg minθ′∈Rd Rn(θ
′), i ∈ [n] and T > 0,
Rn(θ¯i(T ))−Rn(θ∗) ≤C max(T−α/2, Tα−1/2)
+
1
T
T∑
t=2
Et[(ω(t)− θ∗)>n(t)].
The proof is given in the supplementary material.
Remark 3. In the asynchronous setting, no convergence
rate was known even for the distributed dual averaging al-
gorithm of Duchi et al. (2012), which deals with the sim-
pler problem of minimizing univariate functions. The ar-
guments used to derive Theorem 2 can be adapted to de-
rive a convergence rate (without the bias term) for an asyn-
chronous version of their algorithm.
Remark 4. We have focused on the setting where all pairs
of observations are involved in the objective. In practice,
the objective may depend only on a subset of all pairs. To
efficiently apply our algorithm to this case, one should take
advantage of the potential structure of the subset of inter-
est: for instance, one could attach some additional concise
information to each observation so that a node can easily
identify whether a pair contributes to the objective, and if
not set the loss to be zero. This is essentially the case in
the AUC optimization problem studied in Section 4, where
pairs of similarly labeled observations do not contribute to
the objective. If the subset of pairs cannot be expressed
in such a compact form, then one would need to provide
each node with an index list of active pairs, which could be
memory-intensive when n is large.
4. Numerical Simulations
In this section, we present numerical experiments on two
popular machine learning problems involving pairwise
functions: Area Under the ROC Curve (AUC) maximiza-
tion and metric learning. Our results show that our al-
gorithms converge and that the bias term vanishes very
quickly with the number of iterations.
To study the influence of the network topology, we perform
our simulations on three types of network (see Table 1 for
the corresponding spectral gap values):
• Complete graph: All nodes are connected to each
other. It is the ideal situation in our frame-
work, since any pair of nodes can communicate di-
rectly. In this setting, the bias of gradient esti-
mates should be very small, as one has for any k ∈
[n] and any t ≥ 1, Et[dk(t)|θk(t)] = 1/(n −
1)
∑
y′ 6=yk(t)∇θf(θk(t);xk, y′). For a network size
n, the complete graph achieves the highest spectral
gap: 1 − λG2 = 1/n, see Bolloba´s (1998, Ch.9) or
Chung (1997, Ch.1) for details.
• Cycle graph: This is the worst case in terms of con-
nectivity: each node only has two neighbors. This
network has a spectral gap of order 1/n3, and gives
a lower bound in terms of convergence rate.
• Watts-Strogatz: This random network generation
technique (Watts & Strogatz, 1998) relies on two pa-
rameters: the average degree of the network k and a
rewiring probability p. In expectation, the higher the
rewiring probability, the better the connectivity of the
network. Here, we use k = 5 and p = 0.3 to achieve
a compromise between the connectivities of the com-
plete graph and the cycle graph.
AUC Maximization We first present an application of
our algorithms to AUC maximization on a real dataset.
Given a set of data points x1, . . . , xn ∈ Rd with associ-
ated binary labels `1, . . . , `n ∈ {−1, 1}, the goal is to learn
a linear scoring rule x 7→ x>θ parameterized by θ ∈ Rd
which maximizes:
AUC(θ) =
∑
1≤i,j≤n I{`i>`j}I{x>i θ>x>j θ}∑
1≤i,j≤n I{`i>`j}
.
It corresponds to the probability that the scoring rule asso-
ciated with θ outputs a higher score on a positively labeled
sample than on a negatively labeled one. This formulation
leads to a non-smooth optimization problem; therefore, one
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Dataset Complete graph Watts-Strogatz Cycle graph
Breast Cancer (AUC Maximization, n = 699) 1.43 · 10−3 8.71 · 10−5 5.78 · 10−8
Synthetic (Metric Learning, n = 1000) 1.00 · 10−3 6.23 · 10−5 1.97 · 10−8
Table 1. Spectral gap values 1− λG2 for each network.
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chronous)
Figure 1. AUC maximization in synchronous and asynchronous settings.
typically minimizes a convex surrogate such as the logistic
loss:
Rn(θ) =
1
n2
∑
1≤i,j≤n
I{`i>`j} log
(
1 + exp((xj − xi)>θ)
)
.
We do not apply any regularization (i.e., ψ ≡ 0), and use
the Breast Cancer Wisconsin dataset,1 which consists of
n = 699 points in d = 11 dimensions.
We initialize each θi to 0 and for each network, we run 50
times Algorithms 2 and 3 with γ(t) = 1/
√
t.2 Figure 1(a)
shows the evolution of the objective function and the asso-
ciated standard deviation (across nodes) with the number
of iterations in the synchronous setting. As expected, the
average convergence rate on the complete and the Watts-
Strogatz networks is much better than on the poorly con-
nected cycle network. The standard deviation of the node
estimates also decreases with the connectivity of the net-
work.
The results for the asynchronous setting are shown in Fig-
ure 1(b). As expected, the convergence rate is slower in
terms of number of iterations (roughly 5 times) than in the
synchronous setting. Note however that much fewer dual
averaging steps are performed: for instance, on the Watts-
Strogatz network, reaching a 0.1 loss requires 210, 000
1https://archive.ics.uci.edu/ml/datasets/
Breast+Cancer+Wisconsin+(Original)
2Even if this scaling sequence does not fulfill the hypothesis
of Theorem 2 for the asynchronous setting, the convergence rate
is acceptable in practice.
(partial) gradient computations in the synchronous setting
and only 25, 000 in the asynchronous setting. Moreover,
the standard deviation of the estimates is much lower than
in the synchronous setting. This is because communica-
tion and local optimization are better balanced in the asyn-
chronous setting (one optimization step for each gradient
accumulator averaged) than in the synchronous setting (n
optimization steps for 2 gradient accumulators averaged).
The good practical convergence of our algorithm comes
from the fact that the bias term n(t)>ω(t) vanishes quite
fast. Figure 1(c) shows that its average value quickly
converges to 0 on all networks. Moreover, its order of
magnitude is negligible compared to the objective func-
tion. In order to fully estimate the impact of this bias
term on the performance, we also compare our algorithm
to the ideal but unrealistic situation where each node is
given an unbiased estimate of its partial gradient: instead
of adding ∇f(θi(t);xi, yi(t)) to zi(t), a node i will add
∇f(θi(t);xi, xj) where j ∈ [n] is picked uniformly at ran-
dom. As shown in Figure 2, the performance of both meth-
ods are very similar on well-connected networks.
Metric Learning We now turn to a metric learning ap-
plication. We consider the family of Mahalanobis dis-
tances Dθ(xi, xj) = (xi − xj)>θ(xi − xj) parameter-
ized by θ ∈ Sd+, where Sd+ is the cone of d × d posi-
tive semi-definite real-valued matrices. Given a set of data
points x1, . . . , xn ∈ Rd with associated labels `1, . . . , `n ∈
{−1, 1}, the goal is to find θ ∈ Sd+ which minimizes the
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Figure 2. AUC maximization: comparison between our algorithm and an unbiased version.
0 1e4 2e4 3e4 4e4 5e4
Number of iterations
0.0
0.5
1.0
1.5
2.0
2.5
3.0
M
e
tr
ic
 l
e
a
rn
in
g
 c
ri
te
ri
o
n
Asynchronous
Complete
Cycle
Watts
(a) Evolution of the objective function and its stan-
dard deviation (asynchronous setting)
0 1e4 2e4 3e4 4e4 5e4
Number of iterations
-4e-4
-3e-4
-2e-4
-1e-4
0
1e-4
B
ia
s 
te
rm
Asynchronous
Complete
Watts
Cycle
(b) Evolution of the bias term
Figure 3. Metric learning experiments.
following criterion (Jin et al., 2009):
Rn(θ) =
1
n2
∑
1≤i,j≤n
[
`i`j(b−Dθ(xi, xj))
]
+
+ ψ(θ),
where [u]+ = max(0, 1 − u), b > 0, and ψ(θ) = ∞
if θ /∈ Sd+ and 0 otherwise. We use a synthetic dataset
of n = 1, 000 points generated as follows: each point is
drawn from a mixture of 10 Gaussians in R40 (each corre-
sponding to a class) with all Gaussian means contained in
a 5d subspace and their shared covariance matrix propor-
tional to the identity with a variance factor such that some
overlap is observed.
Figure 3(a) shows the evolution of the objective function
and its standard deviation for the asynchronous setting. As
in the case of AUC maximization, the algorithm converges
much faster on the well-connected networks than on the
cycle network. Again, we can see in Figure 3(b) that the
bias vanishes very quickly with the number of iterations.
Additional Experiment We refer to the supplementary
material for a metric learning experiment on a real dataset.
5. Conclusion
In this work, we have introduced new synchronous and
asynchronous gossip algorithms to optimize functions de-
pending on pairs of data points distributed over a network.
The proposed methods are based on dual averaging and can
readily accommodate various popular regularization terms.
We provided an analysis showing that they behave similarly
to the centralized dual averaging algorithm, with additional
terms reflecting the network connectivity and the gradient
bias. Finally, we proposed some numerical experiments on
AUC maximization and metric learning which illustrate the
performance of the proposed algorithms, as well as the in-
fluence of network topology. A challenging line of future
research consists in designing and analyzing novel adap-
tive gossip schemes, where the communication scheme is
dynamic and depends on the network connectivity proper-
ties and on the local information carried by each node.
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A. Outline of the Supplementary Material
The supplementary material is organized as follows. In Section B, we recall the standard proof of convergence rate for
the (centralized) dual averaging. Then, in Section C, we improve the analysis of the decentralized version of the dual
averaging algorithm for simple sums of functions, and provide insights to analyze the case of sum of pairwise functions.
Our asynchronous variant is investigated in Section D. Technical details on how to extend our framework to the case with
multiple points per node are given in Section E. Finally, additional numerical results are discussed in Section F.
B. Centralized Dual Averaging
B.1. Deterministic Setting
We introduce the dual averaging algorithm for minimizing the sum f + ψ, in a context where f is convex and smooth,
ψ(0) = 0, ψ is convex, non-negative and possibly non-smooth, with a proximity operator simple to compute. In the
centralized framework, this algorithm reads as follows:
θ(t+ 1) = arg min
θ′∈Rd
{
θ′>
t∑
s=1
g(s) +
‖θ′‖2
2γ(t)
+ tψ(θ′)
}
, (9)
for any t ≥ 1, where γ(t) represents a scale factor similar to a gradient step size use in standard gradient descent algorithms,
and g(t) is a sequence of gradient of f taken at θ(t). Moreover we initialize θ(1) = 0. The function f we consider is here
of the form f¯n(θ) = 1/n
∑n
i=1 fi(θ), where each fi is assumed Lf -Lipschitz for simplicity (so is f then). We denote
Rn = f¯
n + ψ. As a reminder, note that the Centralized dual averaging method is explicitly stated in Algorithm 4.
This particular formulation was introduced in (Xiao, 2009; 2010), extending the method introduced by (Nesterov, 2009) in
the specific case of indicator functions. In this work, we borrow the notation from (Xiao, 2010).
In order to perform a theoretical analysis of this algorithm, we introduce the following functions. Let us define, for t ≥ 0
Vt(z) := max
θ∈Rd
{
z>θ − ‖θ‖
2
2γ(t)
− tψ(θ)
}
.
Remark that with the assumption that ψ(0) = 0, then Vt(0) = 0. We also define the smoothing function pit that plays a
crucial role in the dual algorithm formulation:
pit(z) := arg max
θ∈Rd
{
z>θ − ‖θ‖
2
2γ(t)
− tψ(θ)
}
= arg min
θ∈Rd
{
−z>θ + ‖θ‖
2
2γ(t)
+ tψ(θ)
}
Strong convexity in θ of the objective function, ensures that the solution of the optimization problem is unique. The
following lemma links the function Vt and the algorithm update and is a simple application of the results from (Xiao, 2009,
Lemma 10):
Lemma 1. For any z ∈ Rd, one has:
pit(z) = ∇Vt(z) , (10)
and the following statements hold true: for any z1, z2 ∈ Rd
‖pit(z1)− pit(z2)‖ ≤ γ(t)‖z1 − z2‖ , (11)
and for any g, z ∈ Rd,
Vt(z + g) ≤ Vt(z) + g>∇Vt(z) + γ(t)
2
‖g‖2. (12)
With this notation one can write the dual averaging rule as θ(t+ 1) = pit (−z(t+ 1)), where z(t) :=
∑t−1
s=1 g(s), with the
convention z(1) = 0. Moreover, adapting (Xiao, 2009, Lemma 11) we can state:
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Algorithm 4 Centralized dual averaging
Require: Step size (γ(t))t≥1 > 0.
1: Initialization θ = 0, θ¯ = 0, z = 0.
2: for t = 1, . . . , T do
3: Update z ← z + g(t), where g(t) = ∇f¯n(θ)
4: Update θ ← pit(z)
5: Update θ¯ ← (1− 1
t
)
θ¯ + 1
t
θ
6: end for
7: returnθ¯
Lemma 2. For any t ≥ 1 and any non-increasing sequence (γ(t))t≥1, we have
Vt (−z(t+ 1)) + ψ(θ(t+ 1)) ≤ Vt−1 (−z(t+ 1)) . (13)
We also need a last technical result that we will use several times in the following:
Lemma 3. Let θ(t) = pit(
∑t−1
s=1 g(s)), and let (γ(t))t≥1 be a non-increasing and non-negative sequence sequence (with
the convention γ(0) = 0), then for any θ ∈ Rd:
1
T
T∑
t=1
g(t)>(θ(t)− θ) + 1
T
T∑
t=1
(ψ(θ(t))− ψ(θ)) ≤ 1
T
T∑
t=1
γ(t− 1)
2
‖g(t)‖2 + ‖θ‖
2
2Tγ(T )
. (14)
Proof. Use the definition of VT to get the following upper bound
1
T
T∑
t=1
g(t)>(θ(t)− θ) + 1
T
T∑
t=1
(ψ(θ(t))− ψ(θ)) = 1
T
T∑
t=1
g(t)>θ(t) + ψ(θ(t)) +
‖θ‖2
2Tγ(T )
− ψ(θ)
−
(
z(T + 1)
T
)>
θ − ‖θ‖
2
2Tγ(T )
≤ 1
T
T∑
t=1
(
g(t)>θ(t) + ψ(θ(t))
)
+
‖θ∗‖2
2Tγ(T )
+ VT (−z(T + 1)) . (15)
Then one can check that with (12) and Lemma 2 that:
Vt(−z(t+ 1)) + ψ(θ(t+ 1)) ≤Vt−1(−z(t+ 1))
=Vt−1(−z(t)− g(t))
≤Vt−1(−z(t))− g(t)>∇Vt−1(−z(t)) + γ(t− 1)
2
‖g(t)‖2
=Vt−1(−z(t))− g(t)>θ(t) + γ(t− 1)
2
‖g(t)‖2.
From the last display, the following holds:
g(t)>θ(t) + ψ(θ(t+ 1)) ≤ Vt−1(−z(t))− Vt(−z(t+ 1)) + γ(t− 1)
2
‖g(t)‖2.
Summing the former for t = 1, . . . , T yields
T∑
t=1
g(t)>θ(t) + ψ(θ(t+ 1)) ≤ V0(−s0)− VT (−sT ) +
T∑
t=1
γ(t− 1)
2
‖gt‖2.
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Remark that V0(0) = 0 and ψ(θ(1))− ψ(θ(T + 1)) = −ψ(θ(T + 1)) ≤ 0, so the previous display can be reduced to:
T∑
t=1
g(t)>θ(t) + ψ(θ(t)) + VT (−z(T + 1)) ≤
T∑
t=1
γ(t− 1)
2
‖g(t)‖2. (16)
Combining with (15), the lemma holds true.
Bounding the error of the dual averaging is provided in the next theorem, where we remind that Rn = f¯n + ψ:
Theorem 3. Let (γ(t))t≥1 be a non increasing sequence. Let (z(t))t≥1, (θ(t))t≥1, (θ¯(t))t≥1 and (g(t))t≥1 be generated
according to Algorithm 4. Assume that the function f¯n is Lf -Lipschitz and that θ∗ ∈ arg minθ′∈Rd Rn(θ′), then for any
T ≥ 2, one has:
Rn(θ¯(T ))−Rn(θ∗) ≤ ‖θ
∗‖2
2Tγ(T )
+
L2f
2T
T−1∑
t=1
γ(t). (17)
Moreover, if one knows D > 0 such that ‖θ∗‖ ≤ D, then for the choice γ(t) = D
Lf
√
2t
, one has:
Rn(θ¯(T ))−Rn(θ∗) ≤
√
2DLf√
T
.
Proof. Let T ≥ 2. Using the convexity of f¯n and ψ, we can get:
Rn(θ¯(T ))−Rn(θ∗) ≤ 1
T
T∑
t=1
f¯n(θ(t))− f¯n(θ∗) + ψ(θ¯)− ψ(θ∗)
≤ 1
T
T∑
t=1
g(t)>(θ(t)− θ∗) + 1
T
T∑
t=1
(ψ(θ(t))− ψ(θ∗))
≤ 1
T
T∑
t=1
γ(t− 1)
2
‖g(t)‖2 + ‖θ‖
2
2Tγ(T )
.
where the second inequality holds since g(t) = ∇f¯n(θ(t)), and the third one is from an application of Lemma 3 with the
choice θ = θ∗. Provided that ‖g(t)‖ ≤ Lf , which is true whenever f¯n is Lf -Lipschitz.
B.2. Stochastic Dual Averaging
Similarly to sub-gradient descent algorithms, one can adapt dual averaging algorithm to a stochastic setting; this was
studied extensively by Xiao (2009). Instead of updating the dual variable z(t) with the (full) gradient of f¯n at θ(t), one
now only requires the expected value of the update to be the gradient, as detailed in Algorithm 1.
As in the gradient descent case, convergence results still hold in expectation, as stated in Theorem 4.
Theorem 4. Let (γ(t))t≥1 be a non increasing sequence. Let (z(t))t≥1, (θ(t))t≥1 and (g(t))t≥1 be generated according
to Algorithm 1. Assume that the function f¯n is Lf -Lipschitz and that θ∗ ∈ arg minθ′∈Rd Rn(θ′), then for any T ≥ 2, one
has:
ET
[
Rn(θ¯(T ))−Rn(θ∗)
]
≤ ‖θ
∗‖2
2Tγ(T )
+
L2f
2T
T−1∑
t=1
γ(t), (18)
where ET is the expectation over all possible sequence (g(t))1≤t≤T .
Moreover, if one knows that D > 0 such that ‖θ∗‖ ≤ D, then for γ(t) = D
Lf
√
2t
, one has:
ET
[
Rn(θ¯(T ))−Rn(θ∗)
] ≤ √2DLf√
T
.
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Proof. One only has to prove that the convexity inequality in Lemma 3 holds in expectation. The rest of the proof can be
directly adapted from Theorem 3.
Let T ≥ 2; using the convexity of f¯n, one obtains:
ET [f¯n(θ¯(T ))− f¯n(θ∗)] ≤ 1
T
T∑
t=1
ET [f¯n(θ(t))− f¯n(θ∗)].
For any 0 < t ≤ T , E[θ(t)|g(0), . . . , g(t− 1)] = θ(t). Therefore, we have:
ET [f¯n(θ(t))− f¯n(θ∗)] = Et−1[f¯n(θ(t))− f¯n(θ∗)].
The vector Et[g(t)|θ(t)] is the gradient of f¯n at θ(t), we can then use f¯n convexity to write:
Et−1[f¯n(θ(t))− f¯n(θ∗)] ≤ Et−1
[
(θ(t)− θ∗)>Et[g(t)|θ(t)]
]
.
Using properties of conditional expectation, we obtain:
Et−1
[
(θ(t)− θ∗)>Et[g(t)|θ(t)]
]
= Et−1
[
Et[(θ(t)− θ∗)>g(t)|θ(t)]
]
= Et[(θ(t)− θ∗)>g(t)].
Finally, we can write:
ET [f¯n(θ¯(T )− f(θ∗)] ≤ 1
T
T∑
t=1
Et[(θ(t)− θ∗)>g(t)] = ET
[
1
T
T∑
t=1
(θ(t)− θ∗)>g(t)
]
. (19)
C. Convergence Proof for Synchronous Pairwise Gossip Dual Averaging
In (Duchi et al., 2012), the following convergence rate for distributed dual averaging is established:
Rn(θ¯i(T ))−Rn(θ∗) ≤ 1
2Tγ(T )
‖θ∗‖2 + L
2
f
2T
T∑
t=2
γ(t− 1)
+
Lf
nT
T∑
t=2
γ(t− 1)
n∑
j=1
(
‖zi(t)− zj(t)‖+ ‖z¯n(t)− zj(t)‖
)
.
The first part is an optimization term, which is exactly the same as in the centralized setting. Then, the second part is a
network-dependent term which depends on the global variation of the dual variables; the following lemma provides an
explicit dependence between this term and the topology of the network.
Lemma 4. Let W (G) = In − L(G)|E| and let (G(t))t≥1 and (Z(t))t≥1 respectively be the gradients and the gradients
cummulative sum of the distributed dual averaging algorithm. If G is connected and non bipartite, then one has for t ≥ 1:
1
n
n∑
i=1
E‖zi(t)− zn(t)‖ ≤ Lf
1−
√
λG2
,
where λG2 is the second largest eigenvalue of W (G).
Proof. For t ≥ 1, let W (t) be the random matrix such that if (i, j) ∈ E is picked at t, then
W (t) = In − 1
2
(ei − ej)(ei − ej)>.
As denoted in (Duchi et al., 2012), the update rule for Z can be expressed as follows:
Z(t+ 1) = G(t) +W (t)Z(t),
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for any t ≥ 1, reminding that G(0) = 0, Z(1) = 0. Therefore, one can obtain recursively
Z(t) =
t∑
s=0
W (t : s)G(s),
where W (t : s) = W (t) . . .W (s + 1), with the convention W (t : t) = In. For any t ≥ 1, let W ′(t) := W (t) − 1n1
>
n
n .
One can notice that for any 0 ≤ s ≤ t, W ′(t : s) = W (t : s)− 1n1>nn and write:
Z(t)− 1nzn(t)> =
t∑
s=0
W ′(t : s)G(s).
We now take the expected value of the Frobenius norm:
E
[∥∥Z(t)− 1nzn(t)>∥∥F ] ≤ t∑
s=0
E [‖W (t : s)G(s)‖F ]
≤
t∑
s=0
√
E
[
‖W (t : s)G(s)‖2F
]
=
n∑
i=1
t∑
s=0
√
E
[
g(i)(s)>W ′(t : s)>W ′(t : s)g(i)(s)
]
,
where g(i)(s) is the column i of matrixG(s). Since for any s ≥ 0,W (s) is a symmetric projection matrix,W ′(s)>W ′(s) =
W ′(s); moreover, conditioning over Fs leads to:
E
[
g(i)(s)>W ′(t : s)>W ′(t : s)g(i)(s)
]
= E
[
g(i)(s)>E[W ′(t : s)|Fs]g(i)(s)
]
≤ λG2 ‖g(i)(s)‖2. (20)
Using the fact that for any s ≥ 0, ‖G(s)‖2F ≤ nL2f , one has:
E
[∥∥Z(t)− 1nzn(t)>∥∥F ] ≤ √nLf t∑
s=0
(
λG2
) t−s
2 ≤
√
nLf
1−
√
λG2
.
Finally, using the bounds between `1 and `2-norms yields:
1
n
n∑
i=1
E‖zi(t)− zn(t)‖ ≤ 1√
n
E
∥∥Z(t)− 1nzn(t)>∥∥F ≤ Lf
1−
√
λG2
.
With this bound on the dual variables, one can reformulate the convergence rate as stated below.
Corollary 1. Let G be a connected and non bipartite graph. Let (γ(t))t≥1 be a non-increasing and non-negative sequence.
For i ∈ [n], let (gi(t))t≥1, (zi(t))t≥1 and (θi(t))t≥1 be generated according to the distributed dual averaging algorithm.
For θ∗ ∈ arg minθ′∈Rd Rn(θ′), i ∈ [n] and T ≥ 2, one has:
Rn(θ¯i(T ))−Rn(θ∗) ≤ 1
2Tγ(T )
‖θ∗‖2 + L
2
f
2T
T−1∑
t=1
γ(t)
+
3L2f
T
(
1−
√
λG2
) T−1∑
t=1
γ(t),
where λG2 < 1 is the second largest eigenvalue of W (G).
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We now focus on gossip dual averaging for pairwise functions, as shown in Algorithm 2. The key observation is that, at
each iteration, the descent direction is stochastic but also a biased estimate of the gradient. That is, instead of updating a
dual variable zi(t) with gi(t) such that E[gi(t)|θi(t)] = ∇fi(θi(t)), we perform some update di(t), and we denote by i(t)
the quantity such that E[di(t)− i(t)|θi(t)] = E[gi(t)|θi(t)] = ∇fi(θi(t)). The following theorem allows to upper-bound
the error induced by the bias.
Theorem 5. Let G be a connected and non bipartite graph. Let (γ(t))t≥1 be a non increasing and non-negative sequence.
For i ∈ [n], let (di(t))t≥1, (gi(t))t≥1, (i(t))t≥1, (zi(t))t≥1 and (θi(t))t≥1 be generated by Algorithm 2. Assume that the
function f¯n is L-Lipschitz and that θ∗ ∈ arg minθ′∈Rd Rn(θ′), then for any i ∈ [n] and T ≥ 2, one has:
ET [Rn(θ¯i(T ))]−Rn(θ∗) ≤ 1
2Tγ(T )
‖θ∗‖2 + L
2
f
2T
T−1∑
t=1
γ(t)
+
3L2f
T
(
1−
√
λG2
) T−1∑
t=1
γ(t)
+
1
T
T−1∑
t=1
Et[(ω(t)− θ∗)>¯n(t)].
Proof. We can apply the same arguments as in the proofs of centralized and distributed dual averaging, so for T > 0 and
i ∈ [n]:
ET [Rn(θ¯i(T ))]−Rn(θ∗) ≤ L
nT
T∑
t=2
γ(t− 1)
n∑
j=1
E
[
‖zi(t)− zj(t)‖+ ‖z¯n(t)− zj(t)‖
]
+
1
T
T∑
t=2
Et[(ω(t)− θ∗)>g¯n(t)].
However, Lemma 3 can no longer be applied here since the updates are performed with dj(t) and not gj(t) = dj(t)−j(t).
With the definition of dj(t), the former yields:
1
T
T∑
t=2
Et[ω(t)− θ∗)>g¯n(t)] = 1
T
T∑
t=2
Et[(ω(t)− θ∗)>(d¯n(t)− ¯n(t))].
Now Lemma 3 can be applied to the first term in the right hand side and the result holds.
D. Asynchronous Distributed Setting
In this section, we focus on a fully asynchronous setting where each node has a local clock. We assume for simplicity that
each node has a clock ticking at a Poisson rate equals to 1, so it is equivalent to a global clock ticking at a Poisson rate of
n, and then drawing an edge uniformly at random (see (Boyd et al., 2006) for more details). Under this assumption, we
can state a method detailed in Algorithm 3.
The main difficulty in the asynchronous setting is that each node i has to use a time estimate mi instead of the global
clock reference (that is no longer available in such a context). Even if the time estimate is unbiased, its variance puts an
additional error term in the convergence rate. However, for an iteration T large enough, one can bound these estimates as
stated bellow.
Lemma 5. There exists T1 > 0 such that for any t ≥ T1, any k ∈ [n] and any q > 0,
t− := t− t 12+q ≤ mk(t) ≤ t+ t 12+q =: t+ a.s.
Proof. Let k ∈ [n]. For t ≥ 1, let us define δk(t) such that δk(t) = 1 if k is picked at iteration t and δk(t) = 0 otherwise.
Then one has mk(t) = (1/pk)
∑t
s=1 δk(t). Since (δk(t))t≥1 is a Bernoulli process of parameter 1/pk, by the law of
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iterative logarithms (Dudley, 2010), (Nedic´, 2011, Lemma 3) one has with probability 1 and for any q > 0
lim
t→+∞
|mk(t)− t|
t
1
2+q
= 0,
and the result holds.
Theorem 6. Let G be a connected and non bipartite graph. Let (γ(t))t≥1 be defined as γ(t) = c/t1/2+α for some constant
c > 0 and α ∈ (0, 1/2). For i ∈ [n], let (di(t))t≥1, (gi(t))t≥1, (i(t))t≥1, (zi(t))t≥1 and (θi(t))t≥1 be generated as stated
previously. For θ∗ ∈ arg minθ′∈Rd Rn(θ′), i ∈ [n] and T > 0, one has for some C:
Rn(θ¯i(T ))−Rn(θ∗) ≤ C max(T−α/2, Tα−1/2) + 1
T
T∑
t=1
Et[n(t)>ω(t)] . (21)
Proof. In the asynchronous case, for i ∈ [n] and t ≥ 1, one has
θ¯i(T ) =
1
mi(T )
T∑
t=1
δi(t)
pi
θi(t).
Then, using the convexity of Rn, one has:
ET [Rn(θ¯i(T )]−Rn(θ∗) ≤ ET
[
1
mi(T )
T∑
t=1
δi(t)
pi
Rn(θi(t))
]
−Rn(θ∗). (22)
By Lemma 5, one has for q > 0
ET [Rn(θ¯i(T )]−Rn(θ∗) ≤ 1
T−
T∑
t=1
ET
[
δi(t)
pi
Rn(θi(t))
]
−Rn(θ∗).
Similarly to the synchronous case, one can write
ET
[
δi(t)
pi
f¯n(θi(t))
]
=
n∑
j=1
1
n
ET
[
δi(t)
pi
fj(θi(t))
]
=
1
n
n∑
j=1
ET
[
δi(t)
pi
(fj(θi(t))− fj(θj(t))
]
+
1
n
n∑
j=1
ET
[
δi(t)
pi
fj(θj(t))
]
.
In order to use the gradient inequality, we need to introduce δj(t)fj(θj(t)) instead of δi(t)fj(θj(t)). For j ∈ [n], one has:
1
T−
T∑
t=1
ET
[
δi(t)
pi
fj(θj(t))
]
=
1
T−
T∑
t=1
ET
[(
δi(t)
pi
− δj(t)
pj
)
fj(θj(t))
]
+
1
T−
T∑
t=1
ET
[
δj(t)
pj
fj(θj(t))
]
.
Let Nj =
∑T
t=1 δj(t) and let 1 ≤ t1 < . . . < tNj ≤ T be such that δj(tk) = 1 for k ∈ [Nj ]. One can write
1
T−
T∑
t=1
ET
[(
δi(t)
pi
− δj(t)
pj
)
fj(θj(t))
]
=
1
T−
ET
Nj−1∑
k=1
((
tk+1−1∑
t=tk
δi(t)
pi
)
− 1
pj
)
fj(θj(tk))

+
1
T−
ET
[(
t1∑
t=0
δi(t)
pi
)
fj(θj(0))
]
+
1
T−
ET
 T∑
t=tNj
δi(t)
pi
− 1
pj
 fj(θj(tNj ))

≤+ 1
T−
ET
Nj−1∑
k=1
((
tk+1−1∑
t=tk
δi(t)
pi
)
− 1
pj
)
fj(θj(tk))

+
fj(0)
pipjT−
+
L2fET [γ(tNj − 1)]
pipj
. (23)
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We need to study the behavior of δi and δj in the first term of the right hand side. One can check that
ET
Nj−1∑
k=1
((
tk+1−1∑
t=tk
δi(t)
pi
)
− 1
pj
)
fj(θj(tk))
 = ET
Nj−1∑
k=1
(
E
[
tk+1−1∑
t=tk
δi(t)
pi
∣∣∣∣∣tk, tk+1
]
− 1
pj
)
fj(θj(tk))
 .
δi(t) will not have the same dependency in tk whether i and j are connected or not. Let us first assume that (i, j) ∈ E.
Then,
E[δi(tk)|tk] = E[δi(t)|δj(t) = 1] = 1
dj
.
Also, for tk < t < tk+1, we get:
E[δi(t)|tk] = E[δi(t)|δj(t) = 0] = pi − 2/|E|
1− pj .
Finally, if (i, j) ∈ E, we obtain
E
[
tk+1−1∑
t=tk
δi(t)
pi
∣∣∣∣∣tk, tk+1
]
=
(
1
dj
+ (tk+1 − tk − 1)pi − 2/|E|
1− pj
)
1
pi
.
Before using this relation in the full expectation, let us denote that since tk+1 − tk is independent from tk, one can write
E
[(
1
dj
+ (tk+1 − tk − 1)pi − 2/|E|
1− pj
)
1
pi
∣∣∣∣∣tk
]
=
(
1
dj
+
(
1− pj
pj
)
pi − 2/|E|
1− pj
)
1
pi
=
1
pj
.
We can now use this relation in the full expectation
ET
[(
δi(t)
pi
− δj(t)
pj
)
fj(θj(t))
]
= ET
Nj−1∑
k=1
(
E
[
E
[
tk+1−1∑
t=tk
δi(t)
pi
∣∣∣∣∣tk+1 − tk
] ∣∣∣∣∣tk
]
− 1
pj
)
fj(θj(tk))
 = 0. (24)
Similarly if (i, j) 6∈ E, one has
E[δi(tk)|tk] = E[δi(t)|δj(t) = 1] = 0,
and for tk < t < tk+1,
E[δi(t)|tk] = E[δi(t)|δj(t) = 0] = pi
1− pj ,
so the result of Equation (24) holds in this case. We have just shown that for every j ∈ [n], we can use δj(t)fj(θj(t))/pj
instead of δi(t)fj(θj(t))/pi . Combining (22) and (23) yields:
ET [Rn(θ¯i(T ))]−Rn(θ∗) ≤ 1
nT−
T∑
t=2
n∑
j=1
ET
[
δi(t)
pi
(fj(θi(t))− fj(θj(t))
]
(25)
+
1
nT−
T∑
t=2
n∑
j=1
ET
[
δj(t)
pj
(fj(θj(t))− fj(θ∗))
]
(26)
+
1
T−
T∑
t=2
ET
[
δi(t)
pi
(ψ(θi(t))− ψ(θ∗))
]
(27)
+
fj(0)
pipjT−
+
L2fET [γ(tNj − 1)]
pipj
. (28)
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Let us focus on the second term of the right hand side. For t ≥ 2, one can write
1
n
n∑
j=1
ET
[
δj(t)
pj
(fj(θj(t))− fj(θ∗))
]
≤ 1
n
n∑
j=1
ET
[
δj(t)
pj
gj(t)
>(θj(t)− θ∗)
]
=
1
n
n∑
j=1
ET
[
δj(t)
pj
gj(t)
>(θj(t)− ω(t))
]
(29)
+
1
n
n∑
j=1
ET
[
δj(t)
pj
gj(t)
>(ω(t)− θ∗)
]
(30)
• Here we control the term from (30) using ω(t) := pimi(t)(z¯n(t))
1
n
n∑
j=1
ET
[
δj(t)
pj
gj(t)
>(ω(t)− θ∗)
]
= ET

 1
n
n∑
j=1
δj(t)
pj
gj(t)
> (ω(t)− θ∗)

= ET
[
g¯n(t)>(ω(t)− θ∗)] ,
and the reasoning of the synchronous case can be applied to obtain
1
nT−
T∑
t=2
n∑
j=1
ET
[
δj(t)
pj
gj(t)
>(ω(t)− θ∗)
]
≤ L
2
f
2T−
T∑
t=2
γ(t− 1) + ‖θ
∗‖2
2γ(T )
+
1
T
T∑
t=2
Et[n(t)>ω(t)]
+
1
T−
T∑
t=2
(ψ(θ∗)− ET [ψ(ω(t))]). (31)
Let us regroup the term from (31) and (27) together:
1
T−
T∑
t=2
ET
[
δi(t)
pi
(ψ(θi(t))− ψ(θ∗))
]
+
1
T−
T∑
t=2
(ψ(θ∗)− ET [ψ(ω(t))]) = 1
T−
T∑
t=2
ET
[
δi(t)
pi
ψ(θi(t))− ψ(ω(t))
]
=
1
T−
T∑
t=2
ET
[
δi(t)
pi
(ψ(θi(t))− ψ(ω(t)))
]
+
1
T−
T∑
t=2
ET
[
(
δi(t)
pi
− 1)ψ(ω(t))
]
=
1
T−
T∑
t=2
ET
[
δi(t)
pi
(ψ(θi(t))− ψ(ω(t)))
]
,
(32)
where we have used for the last term the same arguments as in (24) to state 1T−
∑T
t=2 ET
[
( δi(t)pi − 1)ψ(ω(t))
]
= 0. Then,
one can use the fact that pit is γ(t)-Lipschitz to write:
1
piT−
T∑
t=2
ET
[
2Lfγ(mi(t− 1))‖z¯n(t)− zi(t)‖+ γ(mi(t− 1))‖z¯
n(t)− zi(t)‖2
2(mi(t− 1))
]
.
Provided that γ(t) ≤ C√
t
for some constant C, then using Lemma 5 we can bound this term by C
′√
T
.
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• Now we control the term in (29) as follows:
1
n
n∑
j=1
ET
[
δj(t)
pj
gj(t)
>(θj(t)− ω(t))
]
≤ Lf
npj
n∑
j=1
ET [‖θj(t)− ω(t)‖] (33)
≤ Lf
npj
n∑
j=1
ET
[
‖θj(t)− θ˜j(t)‖+ ‖θ˜j(t)− ω(t)‖
]
(34)
≤ Lf
npj
n∑
j=1
ET
[
γ(mj(t− 1))‖zj(t)− z¯n(t)‖+ ‖θ˜j(t)− ω(t)‖
]
. (35)
where θ˜j(t) = pimj(t−1)(−z¯n(t)). We can apply Lemma 6 with the choice θ1 = θ˜j(t), θ2 = ω(t), t1 = mj(t), t2 = mi(t)
and z = z¯n(t).
‖ω(t)− θ˜j(t)‖ ≤‖z¯n(t)‖
(
|γ(mi(t))− γ(mj(t))|+(
3
2
+ max(
γ(mj(t))
γ(mi(t))
,
γ(mi(t))
γ(mj(t))
)
)(
1
mj(t)
+
1
mi(t)
)
|mj(t)γ(mj(t))−mi(t)γ(mi(t))|
)
. (36)
We use Lemma 5 with the choice q = α/2, so we can bound for t large enough the former expression by a term of order
‖z¯n(t)‖|γ(mi(t))− γ(mj(t))|. Note also that ‖z¯n(t)‖ ≤ Lf maxk=1,...,nmk(t), so for t large enough we obtain:
‖ω(t)− θ˜j(t)‖ ≤ LF t+|γ(t−)− γ(t+)| . (37)
With the additional constraint that γ(t) = Ct−1/2−α, ‖ω(t)− θ˜j(t)‖ is bounded by C ′t−α/2 for t large enough, and so is
1
n
∑n
j=1 ET
[
δj(t)
pj
gj(t)
>(θj(t)− ω(t))
]
.
• To control the term in (25) we use that fj is Lf -Lipschitz
|fj(θi(t))− fj(θj(t)| ≤Lf‖θi(t)− θj(t)‖ (38)
≤Lf (‖θi(t)− ω(t)‖+ ‖ω(t)− θj(t)‖). (39)
and we use now the same control as for (33), hence the result.
Lemma 6. Let γ : R+ → R+ be a non-increasing positive function and let z ∈ Rd. For any t1, t2 > 0, one has
‖θ2 − θ1‖ ≤‖z‖
(
|γ(t2)− γ(t1)|+
(
3
2
+ max(
γ(t1)
γ(t2)
,
γ(t2)
γ(t1)
)
)(
1
t1
+
1
t2
)
|t1γ(t1)− t2γ(t2)|
)
, (40)
where
θ1 = pit1(z) := arg max
θ∈Rd
{
z>θ − ‖θ‖
2
2γ(t1)
− t1ψ(θ)
}
θ2 = pit2(z) := arg max
θ∈Rd
{
z>θ − ‖θ‖
2
2γ(t2)
− t2ψ(θ)
}
.
Proof. Using the optimality property of the minimizers, for any s1 ∈ ∂ψ(θ1) (resp. s2 ∈ ∂ψ(θ2)):
(γ(t1)z − t1γ(t1)s1 − θ1)>(θ2 − θ1) ≤ 0
(γ(t2)z − t2γ(t2)s2 − θ2)>(θ1 − θ2) ≤ 0
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Re-arranging the terms, and using properties of sub-gradients yields:
‖θ2 − θ1‖2 ≤(γ(t2)− γ(t1))z>(θ2 − θ1) + (t1γ(t1)s1 − t2γ(t2)s2)>(θ2 − θ1) (41)
≤(γ(t2)− γ(t1))z>(θ2 − θ1) + (t1γ(t1)− t2γ(t2))(ψ(θ2)− ψ(θ1)) (42)
Also, using the definition of θ1 and θ2, one has:
|ψ(θ1)− ψ(θ1)| ≤ ‖z‖‖θ1 − θ2‖
(
3
2
+ max(
γ(t1)
γ(t2)
,
γ(t2)
γ(t1)
)
)(
1
t1
+
1
t2
)
. (43)
With relation (41) and (43) we bound the distance between θ1 and θ2 as follows:
‖θ2 − θ1‖ ≤‖z‖
(
|γ(t2)− γ(t1)|+
(
3
2
+ max(
γ(t1)
γ(t2)
,
γ(t2)
γ(t1)
)
)(
1
t1
+
1
t2
)
|t1γ(t1)− t2γ(t2)|
)
(44)
E. Extension to Multiple Points per Node
For ease of presentation, we have assumed throughout the paper that each node i holds a single data point xi. In this
section, we discuss simple extensions of our results to the case where each node holds the same number of points k ≥ 2.
First, it is easy to see that our results still hold if nodes swap their entire set of k points (essentially viewing the set of k
points as a single one). However, depending on the network bandwidth, this solution may be undesirable.
We thus propose another strategy where only two data points are exchanged at each iteration, as in the algorithms proposed
in the main text. The idea is to view each “physical” node i ∈ V as a set of k “virtual” nodes, each holding a single
observation. These k nodes are all connected to each other as well as to the neighbors of i in the initial graph G and
their virtual nodes. Formally, this new graph G⊗ = (V ⊗, E⊗) is given by G × Kk, the tensor product between G and the
k-node complete graph Kk. It is easy to see that |V ⊗| = kn and |E⊗| = k2|E|. We can then run our algorithms on G⊗
(each physical node i ∈ V simulating the behavior of its corresponding k virtual nodes) and the convergence results hold,
replacing 1− λG2 by 1− λG
⊗
2 in the bounds. The following result gives the relationship between these two quantities.
Proposition 1. Let G be a connected, non-bipartite and non-complete graph with n nodes. Let k ≥ 2 and let G⊗ be the
tensor product graph of G and Kk. Let 1− λG2 = βGn−1/|E| and 1− λG
⊗
2 = β
G⊗
kn−1/|E⊗|, where βGn−1 and βG
⊗
kn−1 are the
second smallest eigenvalues of L(G) and L(G⊗) respectively. We have that
1− λG⊗2 =
1
k
(
1− λG2
)
.
Proof. Let A ∈ {0, 1}n×n and A⊗ ∈ {0, 1}nk×nk be the adjacency matrices of G and G⊗ respectively. Similarly, let
D ∈ Nn×n and D⊗ ∈ Nnk×nk be the diagonal degree matrices of G and G⊗ respectively, i.e., Dii =
∑n
j=1Aij and
D⊗ii =
∑nk
j=1A
⊗
ij . Denoting the Kronecker product by ⊗, we can write:
A⊗ = 1k1Tk ⊗A,
D⊗ = kIk ⊗D.
Recall that L(G) = D −A and L(G⊗) = D⊗ −A⊗.
Let (v, βG
⊗
) ∈ Rnk×R be an eigenpair of L(G⊗), i.e., (D⊗−A⊗)v = βG⊗v and v 6= 0nk. Let us write v = [v1 . . . vk]>
where v1, . . . , vk ∈ Rn. Exploiting the structure of A⊗ and D⊗, we have:
kDvi −
k∑
j=1
Avj = β
G⊗vi, ∀i ∈ {1, . . . , k}. (45)
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Figure 4. Metric learning: comparison between our algorithm and an unbiased version
Summing up (45) over all i ∈ {1, . . . , k} gives
D
k∑
i=1
vi −A
k∑
i=1
vi =
βG
⊗
k
k∑
i=1
vi,
which shows that if (v, βG
⊗
) is an eigenpair of L(G⊗) with ∑ki=1 vi 6= 0n, then (∑ki=1 vi, βG⊗/k) is an eigenpair of
L(G). In the case where∑ki=1 vi = 0n, then there exists an index j ∈ {1, . . . , k} such that vj = −∑i 6=j vj 6= 0n. Hence
(45) gives
Dvj =
βG
⊗
k
vj ,
which shows that (vj , βG
⊗
/k) is an eigenpair of L(G). Observe that βG⊗ = kdi for some i ∈ {1, . . . , n}.
We have thus shown that any eigenvalue βG
⊗
of L(G⊗) is either of the form βG⊗ = kβG , where βG is an eigenvalue of
L(G), or of the form βG⊗ = kdi for some i ∈ {1, . . . , n}.
Since L(G⊗) is a Laplacian matrix, its smallest eigenvalue is 0. Let βG⊗nk−1 be the second smallest eigenvalue of L(G⊗).
Note that G⊗ is not a complete graph since G is not complete. Therefore, βG⊗nk−1 is bounded above by the vertex connectivity
of G⊗ (Fiedler, 1973), which is itself trivially bounded above by the minimum degree d⊗min = min
kn
i=1D
⊗
ii of G
⊗. This
implies that βG
⊗
nk−1 = kβ
G
n−1, and hence
1− λG⊗2 =
βG
⊗
kn−1
|E⊗| =
kβGn−1
k2|E| =
1
k
(1− λG2 ).
Proposition 1 shows that the network-dependent term in our convergence bounds is only affected by a factor k. Further-
more, note that iterations involving two virtual nodes corresponding to the same physical node will not require actual
network communication, which somewhat attenuates this effect in practice.
F. Additional experiments
In this section, we present additional results of decentralized metric learning. First, we discuss the comparison to the unbi-
ased basline for metric learning on the synthetic dataset introduced in Section 4. Then, we analyze numerical experiments
of decentralized metric learning on the Breast Cancer Wisconsin dataset3.
3https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Original)
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Figure 5. Metric learning experiments on a real dataset.
Synthetic Dataset In Section 4, we discussed the results of decentralized metric learning over a synthetic dataset of
n = 1, 000 points generated from a mixture of 10 Gaussians in R40 such that all gaussian means are contained in a 5d
subspace.
We compare the logistic loss associated to our algorithm’s iterates to the loss associated to the following baseline: instead
of adding ∇f(θi(t);xi, yi(t)) to its dual variable zi(t), a node i ∈ [n] receives a vector drawn uniformly at random from
the set {∇f(θi(t);xi, x1), . . . ,∇f(θi(t);xi, xn)}. The bias introduced by the random walk procedure is already shown to
be very small in comparison to the objective function on Figure 3(b). Here, Figure 4 evidences the fact that this small bias
has close to no influence on the optimization process for well-connected networks.
Breast Cancer Wisconsin Dataset We now focus on decentralized metric learning on the Breast Cancer Wisconsin
Dataset already used in Section 4 for AUC maximization. This dataset contains n = 699 observations of dimension 11.
Figure 5(a) shows the evolution of the metric learning criterion with the number of iterations, averaged over 50 runs. As
in previous experiments, there is almost no difference between the convergence rate of the Watts-Strogatz network and the
complete network. Moreover, the bias term is again largely negligible when compared to the metric learning criterion, as
shown on Figure 5(b).
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