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ABSTRACT. Strain-based design for offshore pipeline requires a considerable 
experimental work aimed to determine the material fracture toughness and 
the effective strain capacity of pipe and welds. Continuum damage mechanics 
can be used to limit the experimental effort and to perform most of the 
assessment analysis and evaluation in a simulation environment. In this work, 
the possibility to predict accurately fracture resistance of X65 steel using a 
CDM model proposed by the authors, is shown. The procedure for material 
and damage model parameters identification is presented. Damage model 
predictive capability was demonstrated predicting ductile crack growth in 
SENB and SENT fracture specimens. 
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INTRODUCTION  
 
ipelines for transporting hydrocarbons are required to operate safely in extreme environments that include low 
temperature, sour surroundings, high stress and large deformation. In remote areas, such as arctic regions, these 
systems are exposed to unique environmental conditions not normally present in other regions of the world, which 
includes ice scours, permafrost thaw and/or frost heave. For buried pipelines, the key design issue is the potential for large 
bending strain resulting from frost heave and thaw settlement, ice gouging in the shallow waters and severe seismic events 
[1].  
P 
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Under these varying operating conditions, a safe pipeline requires a combination of design and operational measures. It is 
recognized that design and operational measures are not mutually exclusive, and the interacting combinations must be 
appropriately considered. Conventional pipeline design uses the Allowable Stress Design (ASD) approach, which limits 
pipeline stress to a prescribed fraction of its specified minimum yield strength, such as 72% of the yield strength in hoop 
direction and 90% of the yield strength for combined hoop and longitudinal stresses. This criterion, while appropriate for 
buried pipelines, is difficult to satisfy for pipelines that must withstand ground movements or buckling due to operating 
conditions. Moreover, the ASD approach makes no distinction between load-controlled and displacement-controlled 
conditions, between stable and unstable failure modes, or between the loss of serviceability and loss of pressure containment. 
Thus, the safe-design process requires developing an understanding of the strains imposed on the pipe (strain demand) and 
the safe strain limits that the pipe can withstand without failure (strain capacity). Recognizing these limitations, an increasing 
number of industry standards allow application of strain-based design for loading conditions outside those typically 
considered for more conventional pipelines. Strain-based design is a specific application of a limit-state design approach: 
here, the capacity of the pipeline to withstand longitudinal strain without failure is quantified and compared to the strain 
expected in service under displacement-controlled conditions [2]. Quantification of the strain demand side of the design 
condition requires a comprehensive understanding of the pipeline route, which includes soil characteristics and geothermal 
analysis, wall-thickness differences, and mechanical properties of adjacent pipe joints [3]. Tensile strain capacity is generally 
governed by the strain capacity of the girth weld region and it is determined through a combination of tests and finite 
element analysis or semi-empirical models. These models are typically based on attempts to modify fracture assessment 
criteria in the form of failure assessment diagrams [4]. They often lead to highly conservative criteria with large uncertainties. 
These diagrams imply the presence of a plastic collapse load and, if the pipeline stress-strain response is relatively flat in the 
plastic region, are not representative of strain capacities.  
In strain-based design, fracture resistance is usually assessed by CTOD fracture toughness. As for other fracture mechanics 
concepts, the CTOD fracture criterion is valid only when some conditions are satisfied. CTOD controlled crack growth 
under plain strain condition is ensured when: 
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where = 50 and = 0.1 for bend and compact tension specimens, b is the specimen ligament, B is the thickness and W 
the specimen width [5]. Gordon et al. [6] showed that the limits for the CTOD controlled crack growth are material 
dependent. Based on experimental measures on different material grades, it was postulated that the crack growth limit for 
CTOD controlled crack growth in R-curves is 15% of the initial uncracked ligament, although this condition alone would 
not be sufficient to ensure size/geometry independent results. Today, in ASTM 1820 the  limit is reduced to 35 [7]. 
In high toughness material grades operating over the mid-to-upper end of the ductile-to-brittle (DTB) transition region, 
these limits may not be fulfilled and, therefore, material resistance can be even strongly affected by the loss of constraint 
occurring at the crack tip.  In these cases, fracture resistance and R-curve shows a significant geometry dependence that may 
hinder the transferability from laboratory samples to full-scale components [8]. When dealing with large plastic deformation, 
damage modelling is a valid alternative to investigate and predict material failure.  
Recently, the use of finite element analysis simulating crack growth by means of damage modelling has been introduced in 
DNV design recommendations for submarine pipeline systems [9]. In the literature, several examples using porosity models 
(Gurson-Tvergaard-Needleman (GTN), and Rousselier) are available. Fehringer et al. [10] investigated the stress triaxiality 
effect on the strain capacity of 20MnMoNi5-5 grade steel calibrating Rousselier model parameters on round notched bar 
tensile test results and validating predicting crack growth in CT-0.5T samples. Acharyya and Dhar [11] calibrated the GTN 
model parameters based on compact tension (CT) specimen fracture data and then used the model to predict crack growth 
in circumferentially cracked pipes. Xu et al. [12] performed a systematic numerical investigation predicting circumferential 
crack growth in pipes with different sizes and properties using the complete GTN model finding a good transferability to 
single edge notch in tension (SENT) specimen.  
Geometry transferability is a major requirement for any micromechanical model. The GTN suffers the transferability of 
model parameters to different stress triaxiality [13]. For this reason, crack data of laboratory samples with constraint similar 
to that expected in full-scale components are necessary for model parameters calibration.  Furthermore, numerical solutions 
obtained with porosity models show mesh dependency because of softening in the flow curve caused by damage. Because 
of this, a reference element length is often introduced as an additional material parameter. 
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Alternatively, continuum damage mechanics (CDM) provides a framework for constitutive modelling of damaged material 
in which some of the aforementioned issues can be avoided. In CDM, the damage variable accounts for the detrimental 
effects on the reference material properties caused by a generic damage state. Differently from the concept of porosity, the 
damage in CDM is not strictly defined for a specific micromechanism of failure, making it suitable for describing progressive 
deterioration caused by the development of inelastic deformation at different length scales. Bonora [14] proposed a damage 
model formulation for describing ductile damage evolution in different classes of metals and alloys. The model was 
successfully used to predict ductile rupture under different loading conditions and material microstructural states [15, 16]. 
One of the key feature of this model formulation is the capability to account for stress triaxiality effects on material ductility 
[17]. Recently, Carlucci et al. [18] used the Bonora damage model (BDM) to predict fracture resistance of flaw in girth weld 
pipes showing the possibility to use CDM in support of strain-based design procedure [19].  
A major limitation to the use of advanced material modelling for structural assessment route of engineering components 
relies on the difficulties of the determination of material model parameters. In porosity-based micromechanical models, 
material model parameters, in most of the cases, do not have a physical meaning and are determined numerically by inverse 
calibration of selected laboratory-scale test results. This approach relies on the experience and sensitivity of the operator, 
which becomes a major cause of uncertainty in model parameters identification. In CDM, in general, fewer material model 
parameters are required. In the BDM, these parameters are four but can be reduced to two for quasi-static loading. In this 
work, the BDM was used to predict the strain limit capacity of X65 steel grade used for pipeline application. The procedure 
for the identification of damage model parameters is presented. Once determined, damage model parameters allow building 
the limit strain diagram (LSD) to predict strain capacity as a function of stress triaxiality. The solution is validated comparing 
the predicted limit strain with onset crack propagation data in SENT specimen. 
 
 
DAMAGE MODEL 
 
Formulation 
he Bonora Damage Model (BDM) is formulated in framework of continuum damage mechanics. The basic concept 
in CDM is that the constitutive response of the damaged material is described by the same set of equations of the 
undamaged material simply replacing the stress with the “effective” stress concept [20]: 
 
1 D
               (2) 
 
Here, D is the damage variable that, under the assumption of isotropic damage, is a scalar. The definition of the “effective” 
stress together with the principle of strain equivalence [21] leads to the following definition of damage as,  
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where E and 0E are the effective and the reference Young modulus of the material, respectively.  
Assuming that the mechanical and thermal dissipations are uncoupled, the second principle of thermodynamics requires the 
mechanical dissipation to be positive: 
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p
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kV  indicates the rate of internal variables, Ak designates the associated variables, and -Y is the damage (elastic) strain energy 
release rate given by,  
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R accounts for stress triaxiality, defined as the ratio of the mean and equivalent Von Mises stress, and  is the Poisson ratio. 
Because plastic flow can occur without damage and, similarly, damage can occur without noticeable macroscopic plastic 
flow, it can be assumed that the dissipation potential for plastic deformation and damage are independent, 
 
    , ; ; ,p ij k DF f A T f Y T D           (7) 
 
where T is the temperature. From the generalized normality rule, the following expression for damage evolution law is 
obtained,  
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The BDM differentiates from similar CDM formulations for the following additional assumptions. 
a) The damage rate depends on the “active plastic strain” rate defined as: 
 
 
pˆ meq
eq
p  
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Here, peq  is the rate of the equivalent plastic strain, 〈… 〉 is the Heaviside function that is equal to 1 when the stress 
triaxiality is positive and 0 otherwise. Under compressive state of stress, damage cannot accumulate and its effects 
are temporarily restored ( 0 & 0D D  ). 
b) The damage dissipation potential depends on the total accumulated active plastic strain. The following expression 
was proposed,  
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where, S0 is a material constant,  is the damage exponent, = (2+n)/n and n is the hardening exponent. This 
assumption implies that the damage dissipation depends on the deformation history, which leads to a nonlinear 
evolution of damage with the active plastic strain for constant stress triaxiality load paths. 
c) In the experiments, it is impossible to separate plasticity (hardening) and damage (softening) effects. If performed 
correctly, damage measurement shown that the critical damage at rupture is very small and no larger than 0.1 for 
pure metals and alloys. Consequently, it is convenient to assume that damage effect on the material plastic flow are 
already accounted for in the mathematical expression of the material flow curve identified in uniaxial tensile tests 
[22],  
 
   0p eq yf p              (11) 
 
This assumption, which is also justified by the fact that damage process are highly localized in the material 
microstructure and therefore their detrimental effects are overcome by hardening at macroscopic scale, eliminates 
softening in the expression of the flow curve with the advantage to avoid mesh dependence effect in finite element 
applications.  
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From Eq. (8) and Eq. (10) together with the definition of Y, and assuming a power law expression for the material flow 
curve, the following expression for the kinetic law of damage evolution can be obtained, 
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where 
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A detailed derivation of Eq. (12) can be found elsewhere [23]. Under the assumption of proportional loading, Eq. (12) can 
be integrated analytically,  
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At failure, for D=Dcr, assuming that the strain threshold for damage initiation is pressure independent - which is reasonable 
at relatively low stress triaxiality while it is not true in general [16, 24, 25] - the following expression can be obtained,  
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ˆ Rff th
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This expression provides the relationship between the equivalent “active” plastic strain at failure and stress triaxiality and 
can be used to build the LSD.  
 
Damage model parameters identification 
The model requires four material parameters to be determined: the uniaxial threshold strain at which the damage initiates 
ɛth; the failure strain for stress triaxiality equal to 1/3, ɛf, the damage at failure Dcr and the damage exponent α. Under quasi-
static loading condition, the damage exponent does not affect the failure condition. It does have an effect on the damage 
rate that becomes relevant in time dependent deformation processes. The critical damage defines the maximum reduction 
of the elastic modulus and the released damage strain energy. For several classes of metals and alloys this value is usually 
less than 0.1, [26]. The remaining damage parameters can be identified by means of experiments and finite element 
simulation. Firstly, uniaxial tensile tests on round notched bar samples (RNB) with at least three different notch radii are 
performed. The notch radius is selected to ensure that rupture will occurs at the specimen center (cup-cone type rupture). 
At least three samples for each notch radius shall be tested in order to have indication on the experimental scatter. From 
these tests, the diameter at fracture is measured and used to determine the average plastic strain at rupture according to the 
Bridgman expression, 
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Successively, finite element simulation of each notched geometry is performed and the stress triaxiality versus plastic strain 
at the specimen center is obtained. The stress triaxiality does not remain constant during the traction; therefore, the average 
stress triaxiality for the selected sample is defined as follow,  
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Finally, the data points (T , ˆ fp ) are plotted and fitted using Eq. (15) to determine th and f . Since, the average stress 
triaxiality requires the knowledge of both the threshold and failure strain, an iterative procedure is required.  Firstly th  and 
f  are assumed equal to 0 and ˆ fp respectively, and used in Eq. (17). After fitting, the new th  and f values are obtained 
and used until convergence is reached.  
Alternatively, th  and f can be determined by means of optimization of the calculated applied load vs diameter reduction 
(or axial elongation) response of notched samples. It was found that best results are obtained if the failure point on the 
traction-displacement curve is selected as the point at which the load starts to drop down. With this approach, no fitting is 
necessary, and the optimization will return the best estimate for th  and f that minimize the error in terms of predicted 
failure for all available data. Experimental data obtained from uniaxial smooth bar samples, used for the determination of 
material flow curve, shall not be considered in the fitting because the stress triaxiality in the sample varies considerably 
because of necking. These data can eventually be used for a preliminary assessment of the quality of damage parameters and 
prediction.  
 
 
MATERIAL AND EXPERIMENTAL TESTING 
 
he material under investigation is API X65, customer grade, seamless pipe steel in as-received and welded conditions, 
hereafter indicated as “base metal” (BM) and “welded metal” (WM), respectively. The nominal composition is given 
in Tab. 1.  
 
GRADE C Si Mn P S Cr Ni Mo Al 
API X65 0.094 0.195 1.420 0.011 0.004 0.19 <0.0025 0.003 0.34 
 
Table 1: Nominal composition of X65 steel.  
 
The BM was characterized along pipe axial (L) and circumferential (T) directions. Tensile tests were performed at different 
temperatures (RT, 0°, -20° and -40°C), with a nominal strain rate of 10-4/s, using a smooth axisymmetric sample geometry 
(SB). The specimen geometry used is shown in Fig. 1. 
 
 
Figure 1: Uniaxial tensile specimens: smoothed round bar (SB) and round notched bars (NTs). Dimensions in mm. 
 
Axial deformation was measured by means of extensometer with a reference base length of 9.625 mm. Uniaxial tensile test 
results showed limited differences in the response along the two directions. In Tab. 2, the summary of average tensile tests 
results at different temperature along T and L direction, are shown. Here, Rp0.2 is the engineering yield stress at 0.2% strain, 
Rm is the engineering ultimate stress and εr is the strain at rupture calculated according to Bridgman expression given in Eq. 
(16).  
Stress triaxiality effect on material ductility was investigated performing tractions on round notched bar samples with three 
different round notch radii: 1.2, 2.4 and 4.0 mm respectively. These geometries have the same minimum diameter of the SB 
T 
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(= 6.0 mm) and are identified hereafter by the ratio between the notch radius and the minimum diameter: NT2, NT4 and 
NT6 respectively. Specimen dimensions are given in Fig. 1. During the tests, axial deformation and the minimum diameter 
reduction as a function of the applied load were measured and used for comparison with finite element simulation results.  
 
Temperature Direction Rp0.2 [MPa] Rm [MPa] r [mm/mm] Rp0.2/Rm 
RT 
L 445.40 548.35 0.135 81.23 
T 446.50 552.25 0.140 80.85 
-20°C 
L 467.50 594.30 0.110 78.67 
T 462.60 582.30 0.160 79.27 
-40°C 
L 488.50 610.60 0.160 80.00 
T 468.10 13.00 0.130 75.64 
 
Table 2: Average tensile properties of X65 custom grade steel at different temperatures. 
 
 
FINITE ELEMENT ANALYSIS 
 
ll finite element simulations were performed using the commercial code MSC MARC v2016. Round samples have 
been simulated using four node axisymmetric elements with bilinear shape functions. Elastic-plastic analyses were 
performed using large displacement, finite strain and Lagrangian updating formulation. The BDM is ready available 
in MSC MARC and was used for the purpose of the work.  
 
Base and weld metal flow curve 
The identification of the material plastic flow curve was performed as follow. Among all available uniaxial traction tests, 
those in which necking occurred in the gauge length, were selected. Test results, in term of applied load vs extensometer 
displacement P vs L, were selected as objective function and used in an optimization procedure based on the minimization 
of the error between experimental data and FEM calculated response. For the optimization procedure, the mathematical 
expression of the flow curve needs to be assumed. Among all candidate functions, a Voce type law allows to account for 
the fact that stress has to saturate asymptotically at large strain. For BM, two terms Voce-type expression was found to be 
appropriate. However, because the material under investigation shows a considerable Lüders plateau, the following 
description was used, 
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wherey0 is the reference yield stress at 0.2% of strain. The hardening in the weld metal was found similar to that of the 
BM. Therefore, it was decided to assume for the WM the same expression as in Eq. (18) scaling only the reference yield 
stress by the overmatching ratio. The material parameters are summarized in Tab. 3. 
 
MATERIAL y0 A0 R0 R1 b0 b1 
BM 450 370.65 146.6 345.94 0.0233 0.384 
WM 560 370.65 146.6 345.94 0.0233 0.384 
 
Table 3: Flow curve parameters for BM and WM. 
 
Damage model parameters 
Assuming a trial set for the damage parameters, the identification was carried out by optimization, minimizing the error 
between the estimated displacement ( axial elongation for SB and minimum diameter reduction for NTs), at which the load 
drop occurs, and the experimental values for different specimens. The critical damage and the damage exponent were 
A 
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assumed the same for BM and WM since these values do not affect the determination of rupture condition. The damage 
parameters identified with this procedure are summarized in Tab. 4.  
It is worth to be noted that the identification of damage parameters, based on the use of round notched bar samples only, 
suffers the fact that all the experimental points lays on a limited stress triaxiality range. This may lead to overestimate the 
ductility expected in the low stress triaxiality range (<1/3). To avoid this issue, failure data under pure torsion should be 
also used. This information would provide better insight about the possible change in rupture mechanism and the influence 
of other parameters such as the Lode angle. However, this type of test is very difficult to be performed correctly for very 
ductile materials for which also the definition of the effective strain become an issue as discussed extensively in [27]. 
 
MATERIAL th f Dcr 
BM 0.23 3.5 0.1 0.3 
WM 0.10 6.2 0.1 0.3 
 
Table 4: Damage model parameters for BM and WM. 
 
 
MODEL VERIFICATION AND VALIDATION 
 
irstly, model verification was performed comparing the predicted response of NTs specimens, given as applied load 
vs axial elongation, with experimental data. This comparison provides a first assessment of the transferability of 
material flow curve and damage model parameters, at least for the stress triaxiality range typical of these sample 
geometries. In Fig. 2, the calculated applied load vs displacement curve for all three notched bar specimen geometry and 
for both BM and WM is shown. Numerical simulation results are compared with experimental data from different tests. In 
all cases, the comparison seems to be adequately good.  
In Fig. 3, the predicted failure locus for X65 BM is shown. Here, the stress triaxiality vs plastic strain load path at the critical 
location for all three notched bar samples is also plotted. Experimental data are also compared with data reported by Oh et 
al. [28] for a commercial X65 grade which are consistent with present results. Similar results are plotted for X65 WB in Fig. 
4. 
Successively, the model transferability was verified predicting crack propagation in SENT and SENB specimens with 
shallow crack (a/W=0.25). Fracture mechanics tests were carried out to determine the critical CTOD at the onset crack 
propagation as prescribed in ECA design route. The numerical simulation of these specimen geometries requires the use of 
3D FEM models. Numerical simulation of 3D crack is prone to mesh sensitivity. In fact, the size of the elements in the 
near tip region along the entire crack front, has an effect on the computed plastic deformation field and consequently on 
the calculated damage.   
Because of the steep plastic strain gradient, finite element calculation of cracked geometries showed that damage extension 
is usually limited to the first element along the crack ligament [29]. In general, reducing the element size increases the 
accuracy of the calculated stress field but leads to overestimating the plastic strain gradient at tip. From the damage 
calculation point of view, this results in a faster crack growth rate.  
In order to limit this mesh effect, the size of the elements to be used in the 3D simulation of cracked geometries was 
established a priori performing a mesh sensitivity study on NT2 specimen geometry. This geometry was selected because the 
stress triaxiality, under fully developed plastic deformation, is similar to that in SENT. A parametric finite element analysis 
was performed, varying the element length along the radial direction and the element aspect ratio, measuring the variation 
of the relative error in the estimate of specimen axial displacement at failure. The largest element size and aspect ratio for 
which error convergence is obtained was selected for 3D simulation of cracked geometries (0.2 mm (ligament direction) x 
0.05 mm x 0.05 mm in this present case).  
Crack propagation was simulated by means of element removal technique: when damage becomes critical at the element 
Gauss points, the element is removed and stresses are released. This feature, available in MSC MARC, does not suffer of 
convergence issues if the load step is relatively small to limit the overall number of elements that are removed at the same 
time. In Fig. 5 and Fig. 6, the comparison of the calculated response applied load vs displacement for SENT and SENB 
with experimental data is shown. For SENT a parametric investigation on the effect of the ligament size on the calculated 
applied load vs displacement response was performed. This analysis was motivated by the difference initially found using 
the nominal specimen dimensions in the simulation. It was found that an uncertainty of 5% (0.5 mm in this case) in the 
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ligament size has a significant effect on the predicted specimen response. A posteriori measurements confirmed such 
uncertainty in the effective crack ligament of machined samples.  
 
 
 
 
a) 
 
d) 
 
b) 
 
e) 
 
c) 
 
f) 
 
Figure 2: Comparison of predicted applied load vs diameter reduction and rupture in NTs samples for BM and WM. 
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Figure 3: Failure locus for X65 BM showing the stress triaxiality vs plastic strain load path at the critical location in different notched 
bar samples. 
 
Figure 4: Failure locus for X65 WM. 
 
 
Figure 5: Comparison of calculated specimen response with experimental data for SENB sample. Multiple partial unloadings for R-
curve determination are shown.  
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Figure 6: Comparison of calculated specimen response with experimental data for SENT sample. Results of FEM sensitivity analysis are 
given for different crack depths.  
 
Figure 7: Comparison of calculated crack resistance curve for X65 BM with SENB a/W=0.25. 
 
Finally, in Fig. 7 the comparison of predicted crack resistance with experimental data obtained using unloading compliance 
method, given in ASTM E-1820, is shown. In the simulation, the J-integral was calculated using the domain integral method 
[30]. Here, the comparison is very good all over the crack growth range of interest. At the intercept with the exclusion line, 
the error in the J-integral estimate is approximately 10%. At 0.2mm offset, the JIC is correctly predicted with an error of 
1.7%. 
 
 
CONCLUSIONS 
 
n this work, the possibility to use CDM modelling to predict material strain capacity was demonstrated. The proposed 
modelling has the major advantage to capture correctly the effect of stress triaxiality on material ductility, which is 
critical for predicting the occurrence of rupture in ductile materials. This is of particular importance for high toughness 
materials, such as carbon steels operating in the right end side of ductile-to-brittle transition region, for which fracture 
mechanics validity limits are hard to be satisfied.  
I 
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In its simplest implementation, the proposed damage model requires the identification of only two material parameters that 
can be determined performing simple tensile tests on round notched bar samples. The identification procedure, as discussed 
in this work, is suitable to be performed at industrial level and do not requires particular abilities.  
The geometry transferability of material model parameters has been demonstrated predicting the crack growth in geometry 
samples with different crack tip constraints. In particular, it was shown that numerical simulation with CDM could be used 
to carry on “virtual experiments” for the determination of the material fracture toughness with high degree of accuracy. 
Consequently, the proposed CDM modelling could also be used to predict by simulation the resistance of components 
under different load/geometry configuration, reducing full-scale test effort for component qualification.  
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