We discuss the vanishing theorem on a convex domain of the Wiener space. We show that there is no harmonic form satisfying the absolute boundary condition. Our method relies on an expression of the bilinear form associated with the Hodge-Kodaira operator.
Introduction
In this paper, we discuss the vanishing theorem on a domain of the Wiener space. Our object is the Hodge-Kodaira operator for differential forms. On a whole Wiener space, this problem is well-known (see [5] ). In fact, the HodgeKodaira operator is nothing but the Ornstein-Uhlenbeck operator and all the spectrum is known and there is no harmonic p-forms for p ≥ 1. But the Hodge-Kodaira operator on a domain has not been considered. In this paper, assuming the convexity of the domain, we prove that the spectrum of the Hodge-Kodaira operator for p-forms is contained in (−∞, −p]. Here our domain has a boundary and so we have to specify the boundary condition. We take the absolute boundary condition and the relative boundary condition (the precise definition will be given later.)
The organization of the paper is as follows. We give an integration by parts formula in §2 . It is a kind of Gauss' formula. We also generalize it to differential forms.
In §3 , we discuss the Hodge-Kodaira operator for differential forms. Our domain having a boundary, we need to introduce boundary conditions. Two boundary conditions are classical in finite dimensional case. They are the absolute boundary condition (corresponding to the Dirichlet boundary condition) and the relative boundary condition (corresponding to the Neumann boundary condition, see, e.g., [7] ). We show that the same boundary conditions can be defined in infinite dimensional case. We give an expression of the associated bilinear form. The second fundamental form naturally appears. Using this expression, we show the vanishing theorem on a convex domain. We also give an example with the relative boundary condition. 
M is nothing but a subset of B but we regard it as a smooth manifold with boundary. The boundary ∂M of M is naturally defined by
Since F can be chosen to be quasi-continuous, we always take a quasicontinuous modification. ∂M depends on a choice of modification but it is unique up to quasi-sure equivalence. We set
Here D denotes the Malliavin derivative (H-derivative). ω N is an H * -valued function. Since H and H * are isomorphic to each other by the Riesz theorem, we denote the isomorphism by : H * → H. Using this notation, we can define the inner normal vector field N on the boundary as
The surface measure σ on ∂M is given by
where δ 0 (F ) is a composite of the Dirac measure and F in the sense of Watanabe.
The Gauss' divergence formula is formulated as follows; Proof. Take any φ ∈ C ∞ 0 (the set of all C ∞ functions on R with compact support). It follows from the definition of δ t (F ) that
Here we denote by E the integral with respect to µ. The identity above holds for any φ and hence we have
Integrating both hands from −∞ to 0 with respect to t, we get
which completes the proof.
Set η = fθ for a scalar function f and a 1-form θ. Then it holds that
Now the proposition above leads to
Thus we have
Using this identity, we can have the integration by parts formula for tensor fields as follows. Set
. H * ⊗p -valued function is called a tensor field of type (0, p). If in addition it is alternate, it is called a differential form of order p or p-form for short. We need to introduce the covariant derivative ∇ for tensor fields, but it is nothing but the Malliavain derivative in our case: ∇u := Du. For (0, p)-tensor u, the interior product i is defined by
Proposition 2.2. Let u be a tensor of type (0, p) and v be a tensor of type (0, p + 1). Then it holds that
Proof. It is enough to prove this in the case where
Here f , g are smooth scalar functions and ω i ,ω i are constant 1-forms (i.e., elements of H * ). We have
This completes the proof.
A similar formula holds for differential forms. We recall that the exterior differentiation is defined as follows: for a p-form θ,
where τ runs over all permutations of degree p + 1. The dual operator d * of d (with respect to the measure µ) coincides with ∇ * . Now we can easily get the following identity for forms.
Proposition 2.3. Let θ be a p-form and η be a p + 1-form. Then it holds that
3 Hodge-Kodaira operator on a domain of the Wiener space
In this section, we discuss the Hodge-Kodaira operator for differential forms.
To do this, we use the following bilinear form:
with the domain
denotes the set of all smooth p-forms in the sense of Malliavin. Taking closure, we obtain a closed bilinear form which we also denote by E a (p) . The associated self-adjoint operator is called the Hodge-Kodaira operator with the absolute boundary condition and will be denoted by a (p) . We introduce a different kind of boundary condition as follows: consider the bilinear form is given by
Here ω N is a 1-form defined by (2.3) . We also denote its closure by E r (p) and the associated self-adjoint operator by r (p) . In this case, the boundary condition is called the relative boundary condition.
We have to see the closability of bilinear forms. It follows from the following theorem. 
Proof. By virtue of Proposition 2.3 , we have
In the case of absolute boundary condition, we can easily see that the boundary integrals above vanish and we get the desired results. In the case of relative boundary condition, note that (i(N )dθ, η) = (dθ, ω N ∧ η). We can see that the boundary integral vanishes as well. This completes the proof.
In Theorem 3.1 , we have imposed the additional boundary condition. We show that such functions are rich enough. Let us first see the absolute boundary case. We take C ∞ -function φ such that φ ≤ 1 and
and set φ ε (t) = εφ(t/ε). p-form θ is assumed to satisfy i(N )θ = 0 on ∂M . Set η = dθ(N, ·). Then, taking the same function φ ε as before, we have
Thus, settingθ 
Thus, settingθ
θ ε satisfies ω N ∧θ ε = 0 and ω N ∧d * θ ε = 0 on ∂M . Moreover lim ε→0θε = θ and lim ε→0 ∇θ ε = ∇θ in L 2 . So we can find dense set satisfying the additional boundary condition.
Next we rewrite the bilinear forms in terms of covariant derivatives. To do this, we need the second fundamental form on ∂M . It is defined as follows. Let X, Y be vector fields tangential to ∂M . The following bilinear form α is called the second fundamental form:
α is expressed in terms of F as follows:
Proposition 3.2. α is given as follows:
In particular, α is symmetric.
Proof. Since Y is tangential to ∂M , it follows that DF, Y = 0. Therefore
which implies (3.8) .
Define an operator A acting on any 1-form θ by
A can be extended to differential forms as follows
Using this notation, we have a different expression of E a (p) .
Theorem 3.3. It holds that, for
We have to calculate ∇ N θ. First we calculate this when p = 1. By the definition of exterior differentiation, we have
By the boundary condition i(N )dθ = 0 on ∂M , it follows that
Thus we have ∇ N θ = α(·, θ ) = Aθ. This proves (3.11) for p = 1. So far, we have imposed the boundary condition i(N )dθ = 0 on ∂M . We have to remove this restriction. Now we only assume that i(N )θ = 0 on ∂M . We takeθ ε as in (3.5) . Then,
Since lim ε→0θε = θ and lim ε→0 ∇θ ε = ∇θ in L 2 , letting ε go to 0, we get the desired result.
For general p, we may assume θ = θ 1 ∧· · ·∧θ p and θ j satisfies the boundary
This shows (3.11) .
Let us proceed to the relative boundary condition case. In the same way as above, we may assume
From the assumption, ξ = 0 holds on ∂M . Further d * θ can be calculated as
We note that d * ξ = 0 on ∂M . In fact, recall the following identity (see [1, Proposition 2.5])
Here d * ∂M is the dual operator on ∂M with respect to σ. We do not give the explicit form of Qd * Q, but we can see that i(Qd * Q)ξ = 0 on ∂M from the assumption. Further we have, on ∂M ,
and d * ∂M ξ = 0 since ξ = 0 on ∂M . Combining these identities, we have
Now we are ready to compute (∇ N θ, η). On ∂M , we have
which shows (3.12) . This completes the proof.
α is non-negative definite when the boundary ∂M is convex. In fact, since α = D 2 F/|DF |, the positivity of α is equivalent to the positivity of D 2 F . By the expression of (3.11) , we easily obtain the following theorem. Therefore, on the set ∂M = {F = C},
Thus, assuming 2C ≥ (1 +
)T 2 , we have the vanishing theorem for 1-forms with the relative boundary condition.
