Abstract. We show that from the asymptotic behavior of an evaluation of the colored Jones polynomial of the figure-eight knot we can extract the ChernSimons invariant and the twisted Reidemeister torsion associated with a representation of the fundamental group of the knot complement to the twodimensional complex special linear group.
Introduction
Let J N (K; q) be the colored Jones polynomial of a knot K in the three-sphere S 3 associated with the N -dimensional irreducible representation of sl(2; C). We normalize it so that J N (unknot; q) = 1. Note that J 2 (K; q) is the celebrated Jones polynomial [11] after a suitable change of variable.
In 1995 Kashaev introduced a complex valued knot invariant for each natural number N by using quantum dilogarithm [12] and observed that its asymptotic behavior for large N determines the hyperbolic volume for several hyperbolic knots [13] . He also conjectured that it is also true for any hyperbolic knot. Here a knot is called hyperbolic if its complement has a unique complete hyperbolic structure with finite volume. It is proved in 2001 by J. Murakami and the author that his invariant coincides with J N K; exp(2π √ −1/N ) [21] . We also generalized Kashaev's conjecture to the following volume conjecture. Conjecture 1.1 (Volume Conjecture [13, 21] ). Let K be a knot in S 3 and Vol(K) denote the simplicial volume of S 3 \ K. Then the following equality would hold:
See for example [20] about recent developments of the conjecture and its generalizations.
As one of the generalizations Yokota and the author [22] proved that for the figure-eight knot the colored Jones polynomial knows much more. Actually we showed that if we perturb the parameter 2π √ −1 a little the corresponding limit determines the SL(2; C) Chern-Simons invariant associated with an irreducible representation of π 1 (S 3 \ K) to SL(2; C) in the sense of Kirk and Klassen [14] . In fact we showed the following theorem.
Theorem 1.2 ([22])
. Let E be the figure-eight knot. There exists a neighborhood U ⊂ C of 0 such that if u ∈ (U \ π √ −1Q) ∪ {0} then the following limit exists:
log J N K; exp((u + 2π √ −1/N )) N .
Moreover the limit determines the SL(2; C) Chern-Simons invariant associated with an irreducible representation of π 1 (S 3 \ E) to SL(2; C) which is determined by the parameter u.
On the other hand, Andersen and Hansen [1, Theorem 1] refined the volume conjecture for the figure-eight knot as follows. For physical interpretations of this conjecture, see for example [7, 2] . For torus knots we know the following result. Let T (a, b) be the torus knot of type (a, b) for positive coprime integers a and b. It is known that the SL(2; C) character variety of π 1 (S 3 \ T (a, b)) has (a − 1)(b − 1)/2 components [15] (see also [18] ). Such components are indexed by a positive integer k that is not a multiple of a or b. See [9, § 2] for details. Let ρ k be an irreducible representation in the component indexed by k, S k (u) be the Chern-Simons invariant associated with ρ k with exp(±u/2) the eigenvalues of the image of the meridian by ρ k , and T k be the cohomological twisted Reidemeister torsion associated with ρ k . Then we have the following formulas [9] :
and
ab .
Dubois and Kashaev [5] , and Hikami and the author [9] obtain the following asymptotic equivalences.
Theorem 1.7 ([5]
). For u = 0 we have
Note that since T k vanishes if a or b divides k, the summation is for all the irreducible components of the character variety.
Theorem 1.8 ([9]
). Let u be a complex number with 0 < |u| < 2π/(ab). Then we have
when Re u > 0 and
when Re u < 0, where ξ := u+2π √ −1 and ∆(T (a, b); t) is the Alexander polynomial. See [9] for more details.
The paper is organized as follows. In Section 2 we give an integral formula for the colored Jones polynomial using the quantum dilogarithm. We study its asymptotic behavior by using the saddle point method to give a proof of Theorem 1.4 in Section 3. In Section 4 we give topological interpretations of S(u) and T (u). Sections 5 to 8 are devoted to miscellaneous calculations.
Integral formula for the colored Jones polynomial
In this section we use the quantum dilogarithm function to express the colored Jones polynomial of the figure-eight knot as an integral. We mainly follow [1] .
First of all we recall the following formula due to Habiro and Le (see for example [17] ).
For a complex number γ with Re(γ) > 0, define the quantum dilogarithm S γ (z) as follows [6] :
where | Re(z)| < π + Re(γ) and [1] it is assumed that γ is real and 0 < γ < 1 but we can define S γ (z) when Re(γ) > 0. See [3, (3.21) ]. (Our quantum dilogarithm S γ (z) is equal to Φ(z/(2π); γ/π) in [3] .) We give a proof of the analyticity of S γ in Lemma 5.1.
The following formula is well known and its proof can be found in [1, p. 530] . Note that they assume that γ is real but their proof is also valid in our case.
So for k = 1, 2, . . . , N − 1 we have
Similarly we have
Therefore we have
Using S γ we define
The function g N (Φ, respectively) is defined between the two dotted (thick, respectively) lines. The dashed parallelogram indicates the contour C + (ε) ∪ C − (ε).
For 0 < ε < 1/(4N ), let C + (ε) be the polygonal line that connects 1 − ε, 1 − u/(2π) − ε + √ −1, −u/(2π) + ε + √ −1, and ε, and C − (ε) be the polygonal line that connects ε, u/(2π) − √ −1, 1 + u/(2π) − √ −1, and 1 − ε. See Figure 1 . Put C(ε) := C − (ε) ∪ C + (ε). Note that the domain of g N (w) contains C(ε).
By the residue theorem we have
since the set of the poles of tan(N πw) inside C(ε) is {(2k + 1)/(2N ) | k = 0, 1, 2, . . . , N − 1} and the residue of each pole is −1/(N π). Putting
we have (2.4)
Approximating the integral formula
In this section we approximate the integral formula for the colored Jones polynomial obtained in the previous section.
Since tan(N πw) is close to √ −1 (− √ −1, respectively) when Im(w) is positive and large (negative and | Im(w)| is large, respectively), we can approximate G ± (N, ε) by the integral of g N (w) on C ± (ε). In fact if we write
then we have the following lemma.
Proposition 3.1 (see Equation (4.7) in [1] ). There exists a positive constant K 1,± independent of N and ε such that the following inequality holds:
A proof is given in Section 6. Now we approximate the integral of g N (w) along C ± (ε). Define
Since Li 2 is analytic in the region C \ (1, ∞), the function Φ is analytic in the region Figure 1 ). Proposition 3.2 (see Equation (4.9) in [1] ). Let p(ε) be any contour in the parallelogram bounded by C(ε) connecting ε and 1 − ε, then there exists a positive constant K 2 independent of N and ε such that the following inequality holds.
A proof is given in Section 7.
We will study the asymptotic behavior of C±(ε) exp N Φ(w) dw for large N . Since Φ(w) is analytic in the region {w ∈ C | − 2π u Re(w) < Im(w) < − 2π u (Re(w) − 1)}, we have
by Cauchy's integral theorem.
We will apply the saddle point method (see for example [16, § 7.2] ) to approximate the integral C−(ε) exp(N Φ(w)) dw.
First we find a solution to the equation d Φ(w)/d w = 0. Since we have
a solution to the equation
can be a saddle point that we need. Put
where we choose the square root of (e u +e −u +1)(e u +e −u −3) as a positive multiple of √ −1 and the branch of log so that −π/3 < Im ϕ(u) < 0.
Remark 3.3. Note that ϕ(u) andφ(u) are purely imaginary since
It is easy to see that d Φ(w 0 )/d w = 0. Since we have
w 0 is in the domain of Φ.
We choose a path P from ε to 1−ε that passes through w 0 so that near w 0 it keeps Im Φ(w) constant and that Re Φ(w) takes its maximum (over all w on P ) at w 0 as indicated in the thick curve in Figures 2. Then the integral C−(ε) exp(N Φ(w)) dw is approximated by the integral near w 0 along the path we choose. More precisely we have 
From Propositions 3.1 and 3.2, choosing P as a contour in Proposition 3.2 we have Figure 2 . A contour plot of Re Φ(w) on the complex plane for u = 0.9. A brighter part is higher than a darker part. The path P is indicated by a thick curve and the saddle point w 0 is marked by a circle.
Here we use the following lemma which will be proved in Section 3.4.
So we have
Therefore from (2.4) we have
from the lemma below. 
Therefore we have the following asymptotic equivalence:
A proof of the lemma is given in Section 5.
Remark 3.6. When u = 0, we have
Since
, we have the following asymptotic equivalence from (3.2):
, where we choose the square root of −ξ (e u + e −u + 1)(e u + e −u − 3) so that it is in the fourth quadrant from (3.3). Therefore we finally have
Here we put
Remark 3.7. When u = 0, we have
Since w 0 = 5/6 in this case we have
Therefore from Remark 3.6, we have Theorem 1.3.
Topological interpretations of S(u) and T (u)
In this section we describe topological interpretations of S(u) and T (u).
4.1.
Representation. Let x and y be the Wirtinger generators of the fundamental group π 1 (S 3 \ E) (with a base point above the paper) of the complement of the figure-eight knot E depicted in Figure 3 . The group π 1 (S 3 \ E) has the following Figure 3 . Generators of the fundamental group of the complement of the figure-eight knot presentation:
Due to [25] any non-abelian representation ρ of π 1 (S 3 \ E) into SL(2; C) is, up to conjugation, given as follows:
Since the longitude λ is given by xy −1 xyx −2 yxy −1 x −1 if we read it off from the top right, we have
See also [19, Section 3.1] . Let ρ u be the representation given by putting m := e u . We introduce a parameter v so that ℓ(e u ) = e v/2 . Since we assume that 0 < u < log (3 + √ 5)/2 , we have 2 < e u + e −u < 3. Therefore we have
and so v is purely imaginary. The representation ρ u gives an incomplete hyperbolic structure to S 3 \ E and its completion is the generalized Dehn surgery [26] with parameter (p, q) with pu+qv = 2π √ −1. Since v is purely imaginary p = 0 and q = 2π √ −1/v. Therefore the completion is a cone manifold whose underlying space is the 0-surgery of S 3 along the figure-eight knot with singularity the core of the surgery and with cone angle α = Im(v) = v/ √ −1. Note that when u = 0, the cone angle is 2π and when u = log (3 + √ 5)/2 , the cone angle is 0. See [10] for more details about the geometric structure of this manifold.
In the following two subsections we will calculate the Reidemeister torsion and the Chern-Simons invariant associated with ρ u . 
Since ℓ(e u ) = e v/2 , we have
Therefore T (u) that appears in Theorem 1.4 coincides with T E µ (ρ u ) up to sign.
4.3.
Chern-Simons invariant. Let M be a closed three-manifold and
where A is the sl(2; C)-valued 1-form on M with dA + A ∧ A = 0 such that ρ is given as the holonomy representation induced by the flat connection on M ×SL(2; C) defined by A . In [14] Kirk and Klassen defined the SL(2; C) Chern-Simons invariant cs M (ρ) for a three-manifold with boundary. It is a triple [α, β; z] of complex numbers modulo the following relation:
For i = 1, 2, let M i be a three-manifold with boundary ∂M i a torus and put M :=
Define the Chern-Simons invariant CS u (K) for a knot K to be
Then as described in [9] we have
Note that we are using the PSL(2; C) normalization of the Chern-Simons invariant [14, P. 543] . So the function f (u) in [23] is − CS u (E)/4 (up to a constant) and the function f (u) in [14, P. 543] and [27] is −2 √ −1 CS u (E)/π.
Calculation of S γ
In this section we first show the analyticity of S γ and then calculate its special values.
Lemma 5.1. If a complex number γ has the positive real part, then
We will show that the improper integrals 
If t is positive and sufficiently large we have
and similarly we have
Therefore the integral ∞ R L γ t dt converges since x < π + a. If t is negative and |t| is sufficiently large we have
t(e 2πt − 1)(e 4at + 1 − 2e 2at ) .
Next we prove Lemma 3.5.
Proof of Lemma 3.5 . By the definition we have
We will calculate the integral CR e 
. We use r ′ instead of r just to avoid the poles of coth(κt). Then we have
We also have −ur
and so we have
1 − e u .
Proof of Proposition 3.1
In this section we follow [1, Appendix A] to show Proposition 3.1. From [1, § 4.1] we have the following integral expression for | Re(z)| < π, or | Re(z)| = π and Im(z) ≥ 0:
Therefore we have 
We first give an estimation for |I γ (z)|.
Proof. We follow 
Consider the following integrals I 0 (z) and I 1 (z) so that I γ (z) = I 0 (z) + I 1 (z):
Since lim w→∞ wψ(w) = 0, ψ(w) has poles at w = mπ √ −1 (m = ±1, ±2, . . . ), and Im(γ) = 0, we have |γtψ(γt)| ≤ E for a positive number E. Note that E depends only on the argument of γ and so only on ξ = γ × 2 √ −1N . So we have |ψ(γt)| ≤ E |γt| for any t. Therefore we can apply the argument (replacing γ there with |γ|/E and a with δ/|γ|) in [1, Page 532] to conclude
Next we estimate I 0 (z). Let M (z, R) be the maximum of
From (6.2) we have
since |γt| = |γ|R < π when t ∈ Ω R and R < 1. Then putting L(R) := max t∈ΩR |h(z)/k(z)| and N (z, R) := max t∈ΩR |e zt /(e πt − e −πt )| we can apply the argument in [1, Page 533] to have the following estimation. for a constant B (depending only on R). Now we will estimate the rest of I 0 (z). We have
Since ψ(w)/w is continuous in D 0 (π) and lim w→0 ψ(w)/w = 1/6, there exists δ > 0 such that min |w|<δ |ψ(w)/w| = D > 0. Therefore if a < δ/|γ|, then |γt| ≤ |γ|a < δ in the integral and so we have 
when | Re(z)| ≤ π, and
The lemma follows by putting
Now we prove Proposition 3.1. First note that since g N (x) has no poles inside C + (ε) ∪ C − (ε), we can assume that ε = 0 without changing the sum, that is, 1, 2, 3 ). We will show that |I ±,i (N )| is bounded from above by K ±,i /N for a positive constant K ±,i independent of N . We will give the following estimations for I ±,i (N ).
Proof of (6.3). We first estimate | tan(
Since the denominator is bigger than 1 if N ut < π/2 we have
, then the denominator is bigger than equal to 1 − e −2N πt . So we have
when t ≥ π/(2N u). Therefore for any 0 ≤ t ≤ 1 we have
So we have (6.10) 
From Lemma 6.1, there exist A > 0 and B > 0 such that |I γ (z)| ≤ 2A + B|γ|(1 + e − Im(z)R ). So we have
for 0 ≤ t ≤ 1. Now we want to estimate Re Φ (−ut/(2π) + √ −1)t + ε . From the definition we have
Since we may assume that Re(u + |ξ| 2 t/(2π) − ξε) = (1 − ε)u + |ξ| 2 t/(2π) > 0, there are two cases to consider; the case where u − |ξ| 2 t/(2π) < 0 and the case where u − |ξ| 2 t/(2π) ≥ 0. If |z| > 1, it is convenient to replace Li 2 (z) with Li 2 (z −1 ) using the following well-known formula.
where we choose a branch of log(−z) so that −π < Im log(−z) < π.
• The case where u − |ξ| 2 t/(2π) < 0. We choose ε small enough so that u − |ξ| 2 t/(2π) + εu < 0. From (6.12) we have
where in the first equality we choose the sign of √ −1π so that Im(u + |ξ| 2 t/(2π) − εξ + π √ −1) = −εu + π is between −π and π. Since the dilogarithm function Li(z) is analytic when Re(z) < 1, we have
Since Li 2 (z) is real when z is real and z < 1, we have
• The case where u − |ξ| 2 t/(2π) ≥ 0. In this case we have
Therefore for any t we have Re Φ (−u/(2π) + √ −1)t + ε ≤ 0 for small ε > 0. So from (6.10) and (6.11) we have
Proof of (6.6). Since tan is an odd function we have from (6.9)
So we have (6.14)
We estimate |g N ((u/(2π) − √ −1)t)|. As in the case of I +,1 we need to calculate g N (g N ((u/(2π) − √ −1)t) + ε).
From (6.1) we have
From Lemma 6.1, there exist A > 0 and B > 0 such that
for 0 ≤ t ≤ 1. Now we want to estimate Re Φ (ut/(2π) − √ −1)t + ε . From the definition we have
Since Re(u + |ξ| 2 t/(2π) + εξ) = (1 + ε)u + |ξ| 2 t/(2π) > 0, there are two cases to consider; the case where u − |ξ| 2 t/(2π) < 0 and the case where u − |ξ| 2 t/(2π) ≥ 0.
• The case where u−|ξ| 2 t/(2π) ≤ 0. In this case we have u−|ξ| 2 t/(2π)−εu < 0. From (6.12) we have
and so
We can easily prove Re Φ u 2π − √ −1 t + ε < πt in this case.
• The case where u−|ξ| 2 t/(2π) > 0. We choose ε so that u−|ξ| 2 t/(2π)−εu > 0. In this case we have
Therefore for any 0 ≤ t ≤ 1 we have Re Φ (u/(2π) − √ −1)t + ε ≤ πt for small ε > 0.
So from (6.14) and (6.15) we have
Proof of (6.5). Since tan has period π we have
from (6.9) From (6.16) we have
As in the case of I +,1 (N ) we consider the integral on the segment (−u/(2π) + √ −1)t + 1 − ε (0 ≤ t ≤ 1) for small ε. We estimate Φ (−u/(2π) + √ −1)t + 1 − ε . We have
Since we may assume that Re(u + |ξ| 2 t/(2π) − (1 − ε)ξ) = εu + |ξ| 2 t/(2π) > 0, there are two cases to consider; the case where 2u − |ξ| 2 t/(2π) ≤ 0 and the case where 2u − |ξ| 2 t/(2π) > 0.
• 2u − |ξ| 2 t/(2π) ≤ 0. In this case, since u − |ξ| 2 t/(2π) + (1 − ε)u < 0, from (6.12) we have
Since the dilogarithm function Li(z) is analytic when Re(z) < 1, we have
The last inequality follows since
2π − u, is a quadratic function with respect to u with non-positive maximum.
• 2u − |ξ| 2 t/(2π) > 0. In this case we may choose ε small so that u − |ξ| 2 t/(2π) + (1 − ε)u > 0. Then we have
2 t/(2π) ) + 2u
Putting s := |ξ| 2 t/(2π) and consider the function
We will show f (u, s) ≤ 0 for 0 ≤ s < 2u ≤ 2. We have
Therefore it can be shown that for fixed u, f (u, s) is increasing for 0 ≤ s < u − arccosh(cosh(u) − exp(−2π 2 /u)/2), decreasing for u − arccosh(cosh(u) − exp(−2π 2 /u)/2) < s < u + arccosh(cosh(u) − exp(−2π 2 /u)/2), and increasing for u + arccosh(cosh(u) − exp(−2π 2 /u)/2) < s < u. Since a graph of f u, u − arccosh(cosh(u) − exp(−2π 2 /u)/2) looks as Figure 4 and Therefore we finally have
Proof of (6.8) . Since tan has period π we have
From (6.18) we have
As in the case of I +,1 (N ) we consider the integral on the segment (u/(2π) − √ −1)t + 1 − ε (0 ≤ t ≤ 1) for small ε. We estimate Φ (u/(2π) − √ −1)t + 1 − ε . We have
We will calculate lim εց0 Φ (u/(2π) − √ −1)t + 1 − ε . Note that Re(u + |ξ| 2 t/(2π) + (1 − ε)ξ) = 2u + |ξ| 2 t/(2π) − εu > 0 for small ε. Since Re(u − |ξ| 2 t/(2π) − (1 − ε)ξ) = −|ξ| 2 t/(2π) + εu, if t > 0 we assume that Re(u − |ξ| 2 t/(2π) − (1 − ε)ξ) < 0. Therefore we assume that t > 0. In this case from (6.12) we have
if 0 < u < 1 and 0 < t ≤ 1. Therefore we finally have
Proof of (6.4) . From [1, Equation (4.6)] we have
From (6.1) we have
from (6.12). Therefore we have 
for a positive constant K +,2 . Here we use the inequality
Proof of (6.7). From [1, Equation (4.6)] we have
Now estimate Re(Φ(u/(2π) − √ −1 + t)). We have
from (6.12). Therefore we have
For 0 < r < 1 and 0 < θ < 2π we have
We also have
2 − π (since 0 < t < 1 and 0 < u < π/2). 
Proof of Proposition 3.2
In this section we again follow [1] to prove Proposition 3.2. From (6.1) we have Note that h γ (w) is defined for w with 0 < Im(ξw) < 2π, that is, for w between the two parallel thick lines depicted in Figure 1 . for some positive constants A ′ and B ′ , where we put f (t) := 1/t + 1/(1 − t). Since f (t) ≥ 4 for 0 < t < 1 we have ≤4A + B|γ| 2 + e (1+t)uR + e (1−t)uR .
Since |γ| = |ξ|/(2N ), we have
So we have 
Proof of Lemma 3.4
We will show that ξΦ(w 0 ) is purely imaginary with positive imaginary part. Then since ξ is in the first quadrant, Φ(w 0 ) is in also in the first quadrant and so Re Φ(w 0 ) > 0.
Since ϕ(u) is purely imaginary (Remark 3.3), we have Li 2 (e u−ϕ(u) ) = Li 2 (e u+ϕ(u) ). Therefore from (3.4) and (6.12) we have Therefore Im(ξΦ(w 0 )) > 0 for 0 < u < log (3 + √ 5)/2 , completing the proof of Lemma 3.4.
