In protein structures the peptide bond is found to be in trans conformation in the majority of the cases. Only a small fraction of peptide bonds in proteins is reported to be in cis conformation. Most of these instances (>90%) occur when the peptide bond is an imide (X-Pro) rather than an amide bond (X-nonPro). Due to the implication of cis/trans isomerization in many biologically significant processes, the accurate prediction of the peptide bond conformation is of high interest. In this study, we evaluate the effect of a wide range of features, towards the reliable prediction of both proline and non-proline cis/trans isomerization. We use evolutionary profiles, secondary structure information, real-valued solvent accessibility predictions for each amino acid and the physicochemical properties of the surrounding residues. We also explore the predictive impact of a modified feature vector, which consists of condensed position-specific scoring matrices (PSSMX), secondary structure and solvent accessibility. The best discriminating ability is achieved using the first feature vector combined with a wrapper feature selection algorithm and a support vector machine (SVM). The proposed method results in 70% accuracy, 75% sensitivity and 71% positive predictive value (PPV) in the prediction of the peptide bond conformation between any two amino acids. The output of the feature selection stage is investigated in order to identify discriminatory features as well as the contribution of each neighboring residue in the formation of the peptide bond, thus, advancing our knowledge towards cis/trans isomerization.
Background
In peptides and proteins, adjacent amino acids are linked together via a peptide bond. Due to its partial double-bond character, only two conformations are energetically preferred, cis and trans, depending on the value of the dihedral angle x [Ca(i) À C(i) À N(i + 1) À Ca(i + 1)], with x = 0°and 180°, respectively [1] (Fig. 1) .
It should be noted that the [Ca(i) À Ca(i + 1)] distance in cis conformation is nearly 1 Å shorter than in the trans conformation and thus, there is strong correlation between the resolution of the protein structure and the cis conformation content [2] . The cis conformation occurs rarely in polypeptides because of the higher intrinsic energy compared to the trans conformation. However, in the case of X-Pro amino acid pairs the situation is slightly different, due to the smaller energy difference between the cis and trans isomer. The functional relevance of the proline cis/trans equilibrium is supported by the existence of special enzymes called peptidyl prolyl isomerases which catalyze the cis/trans isomerization of the XPro bond [3] . A survey conducted by Weiss et al. [4] in a nonredundant set of 571 proteins, reported that 0.03% of the X-nonPro and 5.2% of the X-Pro peptide bonds are in cis conformation.
Studies in the past have reported several factors which affect the peptide bond conformation. nuclear magnetic resonance (NMR) 1 experiments have shown strong dependence of the cis/ trans ratio to the primary amino acid sequence [5] . It has also been suggested that the occurrence of cis peptide bonds may be affected by the secondary structure element they belong [6, 7] . Recent experiments have shown a slight preference of cis conformations to surface accessible areas [7] . Also, the physicochemical properties of the surrounding residues have been proven to contribute considerably in the discrimination between the peptide bond isomers [6, 8] .
cis Peptide bonds are very important in a variety of biological processes. cis Prolyl residues are more often conserved than the surrounding amino acids, which show the same extent of conservation as the whole protein, pointing out the significance of cis peptide bonds in protein structure and function during evolution [9] . In addition, cis peptide bonds, especially the ones between non-proline residues, are located near the active sites of proteins or have roles in the function of the protein molecule [4, 6, 10, 11] . Despite the fact that non-proline cis peptide bonds have been underrated in the past due to the limited amount of structural information available, with more three dimensional structures of proteins at hand today, a more systematic study has become feasible. Several cis peptide bonds play a vital role in the final structure and function, as well as the folding and stability of many proteins [3, 10, [12] [13] [14] . Moreover cis prolyl residues were also shown to be an important step in regulation, cell signaling and splicing of the protein molecules [3, 6] . The occurrence of cis amide peptide bonds has been associated with steric strain in proteins and it has been speculated that these sites of strain comprise some kind of energy reservoir for the protein [3] . The isomerization of proline cis peptide bonds is catalyzed by the peptidyl prolyl isomerases, which are also implicated in the induction of severe diseases such as cancer, AIDS, Alzheimer's disease and other neurodegenerative disorders [15] . Hence, accurate discrimination between the cis/trans conformations, will greatly contribute towards reliable prediction of protein structure and function. Moreover, a recent review in the field indicated that prolyl cis/trans isomerization can act as a novel molecular timer to help control the amplitude and duration of a cellular process, making it a new target for therapeutic interventions [16] .
Several studies aiming to predict the peptide bond between amino acids have been published. Frömmel and Preissner [8] were the first to attempt prediction of the peptide bond conformation of prolines, on the basis of amino acid sequence. Based on the physicochemical properties of amino acids (hydrophobicity, charge, polarity, etc.) they used six different patterns to discriminate between the two conformations. Wang et al. [17] used only single sequence information, coded in binary form, as input to an SVM with polynomial kernel in order to predict the conformation of proline peptide bonds. In their study, a sliding window of 20 amino acids provided optimal results. COPS algorithm [18] was the first attempt to predict the peptide bond between any two amino acids. The algorithm is based on an extension of Chou-Fasman parameters and derived four rules to predict conformation of the peptide bond by taking into account only the secondary structure of amino acid triplets. Recently Song et al. [19] developed CISPEPpred, a web server, in order to predict the conformation of proline peptide bonds. The method encompasses both multiple sequence alignment profiles, in the form of position-specific scoring matrices Fig. 1 . Representation of the cis and trans isomerization in a cysteine-proline (CYS-PRO) peptide bond of the PDB protein 1NEP. The labels in the zoomed particles denote the Ca. In the cis conformation the two Ca atoms are locked on the same side of the peptide bond, whereas in the trans configuration the Ca atoms lie on opposite sides of the double bond.
(PSSM), and secondary structure information as input vector to an SVM with radial basis function (RBF) kernel.
In the current work we propose a method for the prediction of the peptide bond conformation that presents several innovative features compared to the previously published works. Most of the aforementioned studies focus only on the proline residues, ignoring the rare but highly important non-proline cis peptide bonds. For this purpose, in the proposed work, a distinction into four classes, namely cis imide (cis-Pro), trans imide (trans-Pro), cis amide (cis-nonPro) and trans amide (trans-nonPro) is made. Hence, our method not only predicts the peptide bond conformation between any two amino acids, but also designates potential cis-nonPro formations. Moreover, in the proposed work, the use of a wide range of features is investigated such as the PSSMs, which have been previously proven to be a powerful feature in bioinformatics [20] , the secondary structure of the surrounding amino acids, the solvent accessibility and the physicochemical properties of the neighboring residues, and their contribution is evaluated in the prediction of the peptide bond conformation. Also the influence of a combination of the PSSMs with the physicochemical properties (PSSMX) [21] is explored towards the discrimination of the peptide bond formation. Furthermore, feature selection is performed for the first time in this problem, in order to remove redundant or probably irrelevant attributes hindering the performance of the cis/trans predictor. Specifically, feature selection was carried out using the wrapper approach which often outperforms other feature selection algorithms due to the fact that it is tuned to a specific prediction method. In addition, the output of the feature selection stage is investigated in order to quantify the contribution of every feature towards the occurrence of cis/trans isomerization, as well as the influence of each neighboring residue in the peptide bond formation. Moreover, great attention is given in order to overcome the class imbalance problem and obtain a reliable error estimate of the proposed method. An SVM, combined with the wrapper algorithm for feature selection, achieves enhanced discriminative potential.
Methods
The proposed method, as illustrated in Fig. 2 , consists of three stages: (a) feature extraction, (b) feature selection and (c) peptide bond classification. In the first stage solely from the primary sequence provided, a wide range of features is extracted such as multiple sequence alignment profiles, secondary structure, solvent accessibility and the physicochemical properties of the surrounding amino acids. We name the feature vector comprising of the above features FV-PSSM. A second feature vector is also composed, named FV-PSSMX, which consists of a fusion of PSSMs with the physicochemical properties, resulting in the PSSMXs, the secondary structure and the solvent accessibility of the neighboring amino acids. Then a feature selection algorithm discards redundant and irrelevant features and the derived subset of features is supplied to the classifier, in order to predict the peptide bond conformation between any two amino acids. Fig. 2 . The flowchart of the proposed three-stage method. First, solely from the primary amino acid sequence, a wide range of features is extracted using a sliding window with size w = 11. Then, a powerful feature selection algorithm, such as the wrapper, is employed in order to discard redundant and irrelevant attributes. Next, this nearly optimal feature subset is provided as input to a multiclass SVM classifier to discriminate among the formations of the peptide bond.
Feature extraction
Many attributes that have been reported in the literature to correlate (or even slightly correlate) with cis/trans isomerization, are employed in the construction of the feature vectors and their influence towards the peptide bond formation is quantified. We incorporate information from PSSMs, secondary structure, solvent accessibility, amino acid physicochemical properties and condensed position-specific scoring matrices with respect to the physicochemical properties (PSSMXs).
The PSSMs used in this work are generated after three iterations of position-specific iterated BLAST (PSI-BLAST) [22] against the NCBI non-redundant protein sequence database [23] , with a cutoff E-value 10 À3 and the obtained intermediate vectors are normalized in the range [0, 1]. PSI-BLAST is a tool that produces position-specific scoring matrices constructed from a multiple alignment of the highest scoring hits in an initial BLAST search.
Predicted secondary structure information is also incorporated in the feature vector of the proposed classification approach. The predictions are obtained from PSIPRED [20] , which provides reliability indices for all three secondary states (helix, coil, and strand) for each residue in the query sequence. PSIPRED incorporates two feed-forward neural networks which perform an analysis on the output obtained from PSI-BLAST, in order to predict the secondary structure state of each amino acid in the sequence.
The predicted relative solvent accessibility is also included. Predictions about the relative solvent accessibility of each residue are obtained by the RVP-net [24] . The output of the RVP-net provides real-valued predictions of accessible surface area for each amino acid, which are generally considered to be more informative than binary or generally discrete predictions, thus introducing more accurate information to the input vector used by the classifier.
Since our aim is to create an automated tool for the prediction of the peptide bond in unknown proteins, we employed a predicting algorithm both for the secondary structure and the solvent accessibility. Predictions were also used during the training of our method in order to fine-tune our algorithm with the specifications of the predictors but also to achieve a more uniform distribution of the prediction error in the training and testing phases.
The peptide bond formation is affected by the physicochemical properties of the surrounding amino acids as reported in [6, 8] . Thus, we have also employed six properties for each amino acid (volume, hydrophobicity, polarity, charge, and aromatic/aliphatic character) in the feature vector. For volume, hydrophobicity and polarity, real-valued indices were used [25, 26] .
In the second feature vector we employ a modified representation of PSSMs with respect to physicochemical properties of amino acids in order to construct more informative features, with biological insight. Condensed PSSMs with respect to physicochemical properties [21] have been used in predicting protein disorder [27] , yielding encouraging results. In this study, every entry p ik of position i and property k in the PSSMX is defined as follows:
where AP kj is the value of each physicochemical property and x ij is the raw value of jth type of amino acid in the position i of the PSSM. Thus, we produce feature vectors with fewer but more informative attributes. In contrast with previously used condensed PSSMs, which represented the physicochemical properties of each amino acid as binary attributes, in this study real-valued indices were used, where possible. Finally the produced vectors p ik were scaled in the 0-1 range.
All the above features were extracted using a sliding window with size w = 11, centered at a certain residue, whose peptide bond conformation with the preceding amino acid we are trying to predict, resulting in a feature vector of 331 attributes in FV-PSSM ( Fig.  2 ) and 111 attributes in FV-PSSMX. Since an efficient feature selection algorithm, such as the wrapper, is used in the next stage of the proposed method, an initial adequately large window was adopted.
Feature selection
Some of the features described above might be redundant or irrelevant, degrading the performance of the classifier. From a theoretical perspective, the ideal feature selection involves an exhaustive search of 2 nÀ1 possible combinations, when n features are considered. There are two standard approaches for feature selection; filter and wrapper [28] .
Filter approaches are independent of the classification task and are based on certain metrics like correlation to evaluate features or subsets of features, filtering out attributes that are useless in the analysis of the data. On the other hand wrapper approaches use the target learning algorithm as a black box to estimate the worth of attribute subsets by measuring accuracy estimates. Feature wrappers often achieve better results than filters due to the fact that they are tuned to the target data mining algorithm [29] . Moreover, the wrapper feature selection approach provides some protection against overfitting because of the internal crossvalidation function used for accuracy estimation. In addition, feature wrappers depend upon the capability of the classifier used to handle a multiclass case, hence when coupled with a powerful machine learning algorithm, such as SVM, feature subspaces with possibly enhanced discriminative potential could be determined. In this work we employed a wrapper approach which is based on the Best First search algorithm for feature selection [28] .
Peptide bond classification
In the third stage of our method an SVM is employed in order to predict the conformation both for proline and non-proline peptide bonds, using the reduced set of features. SVM is a machine learning algorithm that has its roots in statistical learning theory and has shown promising results in a variety of bioinformatics problems [30, 31] .
Let a training set of instance-label pairs be (x i , y i ), i = 1,. . . , l where x i is the input vector and y i is the corresponding class label. SVM trains a classifier by mapping the input samples, using a kernel function in most cases, into a high dimensional space (Fig. 3) , and seeking a hyperplane that separates the classes with maximal margin and minimal error. The decision function for new predictions on unseen examples can be defined as:
where a i are weighting factors, b is the bias term and K(x i , x j ) is the kernel function. The above parameters are determined by maximizing:
a i a j y i y j Kðx i ; x j Þ ð 3Þ subject to:
The variable C is the regularization parameter that controls the trade-off between the margin and the classification error. Here we adopted the polynomial kernel function:
where d is the degree of the polynomial kernel. SVMs perform well with high dimensional data avoiding the curse of dimensionality problem. A special property of SVMs is that by choosing decision boundaries with large margins, they simultaneously minimize the classification error and maximize the geometric margin; hence they are also known as maximum margin classifiers. Moreover, the SVM learning problem can be formulated as a convex optimization problem, for which efficient algorithms are available to find the global minimum of the objective function. Other classification methods, such as rule-based classifiers and artificial neural networks have a tendency to find only locally optimum solutions since they employ greedy-based strategies to search the hypothesis space.
Although, SVMs are originally designed for binary classification problems, they can be extended to handle multiclass problems as well. Here, we adopted the one-against-rest (1 À r) approach, which decomposes the multiclass problem into K binary problems. Let Y = {y 1 ,y 2 , . . . , y k } be the set of classes of the input data; for each class y i 2 Y, a binary problem is created where all instances that belong to y i are considered positive examples, while the remaining instances are considered negative examples. A binary classifier is then constructed to separate instances of the class y i from the rest of the classes. A test instance is classified by combining the predictions made by the binary classifiers. A voting scheme is employed to combine the predictions, where the class that receives the highest number of votes is assigned to the test instance [28] .
Dataset
The dataset used includes 3050 protein sequences obtained from the protein sequence culling server (PISCES) [32] . The above structures have been determined by X-ray crystallography to a resolution of 2.0 Å or better and R-factor less than 0.25. The obtained sequences are related to one another by no more than 25% sequence identity. The protein chains with sequence length larger than 1000 amino acids were excluded from our dataset due to limitations imposed by the RVP-net. The dihedral angles x between adjacent residues were calculated using Volume area dihedral angle reporter (VADAR) [33] which accepts PDB formatted files as input and calculates a large number of key structural parameters. A peptide bond was considered to be in cis conformation if the x angle was between À30°and +30°, whereas bonds with angles 180°(±30°) were assumed to be in trans conformation.
As we have already mentioned we employ four classes, the instances of which are highly unbalanced thus hindering the performance of the classifier. There are totally 690,359 peptide bonds in our dataset with a very uneven distribution among the four categories. More specifically, our dataset consists of 318 cis-nonPro, 1416 cis-Pro, 30,657 trans-Pro and 657,968 trans-nonPro peptide bonds (Table 1 ). In terms of data preprocessing, three sampling based approaches have been proposed to address the class imbalance problem: oversampling, undersampling and a hybrid approach which performs a combination of oversampling the rare classes and undersampling the majority classes. In this work, 200 instances ($70% of the most underrepresented class) are randomly chosen with no resubstitution, from each class thus creating a fully balanced dataset of 800 bonds, in which each class is equally represented. Moreover, because of the large imbalance in our dataset, the above undersampling procedure is repeated multiple times, i.e. 10 times, thus forming 10 fully balanced datasets, each containing 800 instances, equally distributed to the four classes [28, 34] . In each of these fully balanced datasets 10-fold cross-validation is performed and the obtained results are averaged in order to gain more representative and reliable results about the performance of our method. In our attempt to evaluate more thoroughly our method, all instances in the dataset, except the 800 that we used for training, are provided as a test set. Again this procedure is repeated randomly 10 times, thus resulting in 10 train sets and 10 test sets. The results acquired from all test sets are averaged in order to yield an overall error estimate. In that case the evaluation metrics are calculated from the normalized confusion matrix [35, 36] . 
Results
In order to validate our method we employed three widely used measures: sensitivity (Se), positive predictive value (PPV) and accuracy (Acc). Sensitivity is defined as the fraction of positive examples, predicted correctly by the model, PPV determines the fraction of bonds that actually turns out positive in the group where the classifier has declared as a positive class and accuracy is a measure of the overall correctness of the model.
Receiver operating characteristic (ROC) analysis was also adopted, in order to assess the performance of the proposed classification model. A ROC curve is a graphical plot which displays the trade-off between the true positive rate and the false positive rate of a classifier. Each point along the curve corresponds to one of the models induced by the classifier. The resulting area under the ROC curve (AUC) is considered as an important index for the evaluation of the classification performance.
The prediction performance of three more classification schemes was analyzed and compared with our method, using a representative dataset and performing 10-fold cross-validation.
First, an SVM with RBF kernel c = 1.0 and c = 0.01, with a wrapper feature selection algorithm was employed. We also performed principal component analysis (PCA), excluding features that contribute less than 5% to the total variance, and used a multilayer perceptron (MLP) to classify the instances into the respective classes. Finally, a decision tree classifier was used after performing wrapper feature selection. The performance comparison of the above classifiers and the proposed method is provided in Table 2 .
Furthermore, we explored the impact of two feature vectors in the prediction performance. In the first feature vector, named FV-PSSM, we adopted the PSSMs, the secondary structure, the solvent accessibility and the physicochemical properties of the surrounding amino acids. The second feature vector, named FV-PSSMX, consists of a fusion of PSSMs with the physicochemical properties, which results in the PSSMXs, the secondary structure and the solvent accessibility of the neighboring amino acids. Moreover two validation schemes were employed; specifically, in the first scheme 10-fold cross-validation was performed in 10 fully balanced datasets and the results were averaged in order to obtain more reliable estimates about the performance of our method. In the second scheme 10 large independent test sets were used for testing and again the results were averaged. Table 3 presents the results obtained when we performed stratified 10-fold cross-validation in the fully balanced datasets. It should be mentioned that the average values for each evaluation metric over the 10 datasets are reported. Although the results obtained from the two input vectors are comparable, a slight superiority is observed in the case of the FV-PSSM. In addition, for FV-PSSM four ROC curves are provided in Fig. 4 , one for each class, demonstrating the classification performance of the adopted SVM classifier. All ROC curves were produced following the class reference formulation [37] . According to that, each ROC curve represents the trade-off between the instances of the class under consideration against all other classes. Moreover AUC values were calculated for each class by measuring the area under each curve. High values of AUC for every class denote that the proposed method is robust and predicts adequately all four classes. Moreover, a total AUC was calculated by summing the four AUCs weighted by the reference class's prevalence in the data. The total AUC is equal to 0.906, demonstrating the overall discriminative potential of the proposed predictor.
The results acquired when we employed the independent test sets for evaluation are also reported in Table 3 . For each feature vector we can see the average sensitivity and PPV for each class over the 10 test sets. Sensitivity and PPV for the two general classes (cis/trans) as well as the overall accuracy of the method are also provided in Table 3 . FV-PSSMX proves to be slightly better, even though the sensitivity for the trans-Pro class is inferior to the respective sensitivity achieved with the FV-PSSM. Generally the results obtained from both feature vectors are quite similar and favor the detection of the cis classes.
Finally, Table 4 summarizes the results of the peptide bond conformation prediction methods reported in the literature. Besides the main characteristics of each method and the datasets used, performance assessment measures are also provided. The results were obtained after performing 10-fold cross-validation on a representative dataset. The proposed method, which constitutes of a wrapper feature selection algorithm and an SVM with polynomial kernel, outperforms all other methods. For each feature vector (FV-PSSM and FV-PSSMX) we can see the average sensitivity and PPV for each class over the 10 datasets. The overall accuracy of our method for each feature vector is also reported in bold. The average values for each evaluation metric for the 10 datasets are reported both for the independent testing and for the 10-fold cross-validation. In the parentheses we can see the standard deviation of each metric for the 10 datasets.
Discussion
In this paper a three-stage method is developed for the prediction of the peptide bond conformation between any two amino acids. First, feature extraction is conducted; from the primary sequence provided as input, a large and informative feature vector is composed. Then, feature selection is performed; all the redundant features are eliminated facilitating that way the classification task. Finally, the peptide bond conformation both for proline and non-proline residues is predicted using SVM.
As reported in the literature, both X-Pro and X-nonPro cis peptide bonds bear great biological importance [4, 6, 10, 11] . We proposed a method to predict the peptide bond conformation between any two amino acids in one out of four classes, namely, cis-Pro, cis-nonPro, trans-Pro, trans-nonPro. Two feature vectors were investigated, the first containing PSSMs, secondary structure, solvent accessibility and the physicochemical properties of the neighboring residues and the second PSSMXs, secondary structure and solvent accessibility of the surrounding amino acids. As it is shown in Table 3 , both input vectors provided comparable results and slightly favored the detection of cis peptide bonds.
The final feature vector in both cases was quite large containing many redundant and probably irrelevant attributes. In addition, the large number of input attributes hinders the learning and the performance of the classifier [28] . For this purpose a wrapper feature selection algorithm was employed. The wrapper algorithm retained for both feature vectors (FV-PSSM and FV-PSSMX) from 8 to 27 attributes (the number of features ranges since several experi- Fig. 4 . ROC curve for each class, using FV-PSSM as input to an SVM with polynomial kernel. The area under the curve (AUC) for each class is also shown. The grey line displays the trade-off between cis-nonPro instances and the instances of all other classes. In the same way, the red, blue and green lines show the same information for trans-Pro, cisPro and trans-nonPro, respectively. The high values reported for the AUC for each class, indicate the robustness of the proposed method. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) For each method we can see the employed dataset, the target of prediction, the features each method incorporated, the evaluation technique as well as representative evaluation metrics. a PhCh: physicochemical properties. b SS: secondary structure. c ASA: accessible surface area.
ments on different datasets were conducted), which bear high discriminative potential, but are also sufficiently few to train adequately the SVM classifier. Wrappers often outperform other feature selection algorithms, as they take into account the interaction between the classification algorithm and the training data. Assessing the features maintained from the feature selection algorithm over the 10 datasets yields some interesting results. For FV-PSSM the results are plotted in Fig. 5(a) . Each column represents the contribution of each feature in the final input vector maintained by the wrapper algorithm. The maintenance of each attribute after the feature selection stage shows the impact of each feature towards the formation of the peptide bond. It is obvious that PSSMs are very important towards the discrimination of the peptide bond conformation both for proline and non-proline residues. This means that the primary amino acid sequence and especially the evolutionary profile (i.e. PSSMs) of a sequence, encodes the configuration of the peptide bond. On the other hand, solvent accessibility is hardly maintained in the final input vector indicating weak predictive strength, whereas the secondary structure and the physicochemical properties of the surrounding amino acids contribute to a certain extent in the final classification outcome. These findings agree with the findings by Pahlke et al. [7] who reported that the secondary structure of the surrounding residues fairly affects the peptide bond formation, whereas the solvent accessibility shows very slight correlation with the peptide bond conformation. A slightly different situation is observed for FV-PSSMX as it is plotted in Fig. 5(b) ; PSSMXs are maintained to a large extent after the feature selection stage, but also secondary structure participates more substantially than before in the final feature vector. Solvent accessibility again shows poor contribution to the classification results. In order to further evaluate the contribution of secondary structure, additional experiments are conducted, employing the right values of secondary structure for each amino acid in the sequence. Wrapper feature selection is performed and the retained features are assessed. The use of the right values for secondary structure slightly increases the feature's contribution from 14% ( Fig. 5(a) ) to 16%. This outcome is expected, since the right values contain more accurate information than the predicted ones. However, such a small improvement in the contribution of the secondary structure indicates good interaction of PSIPRED with our data.
Furthermore, the contribution of each residue in the final input vector was investigated. For each residue in the sliding window, the summed indices of every feature maintained after the feature selection stage are shown in Fig. 6(a) . Every column represents the overall contribution of each residue in the classification results. The graph in Fig. 6(a) reveals an underlying pattern in the contribution of every residue in the FV-PSSM. Besides the center residue i which was expected to participate substantially in the peptide bond configuration, residues at the positions i À 1 and i + 1 also contribute relatively higher than the other residues in the final feature vector. It should be noted that features from residues at positions i À 2 and i + 2 are maintained less frequently than residues at the positions i À 3 and i + 3, even less frequently than the more distantly located residues at positions i À 4 and i + 4. In the case of FV-PSSMX, again a similar pattern is observed, yet slightly altered, as it is shown in Fig. 6(b) . The role of the center residue is slightly diminished and residue at position i À 1 proves to be highly discriminatory. We can also observe that the preceding residue at position i À 1 participates in the final vector mostly through the PSSMX and partly through the secondary structure information, whereas as far as the center residue is concerned, its secondary structure state is more important than the information contained in the PSSMX. The same underlying pattern as before can also be noted in FV-PSSMX too; residues at positions i À 2 and i + 2 are maintained by the feature selection algorithm less than more distant residues such as those at positions i À 3, i À 4 and i + 4.
In the last stage of our method a powerful and efficient classification algorithm, such as the SVM, was utilized. Although a hybrid two-stage classifier could be justified to simplify the problem into two binary classification tasks, the results indicate perfect discrim- ination between proline and non-proline bonds. Thus, the adopted classification scheme is rational and valid.
The performance of other studies aiming to predict the peptide bond conformation cannot be compared directly with our method, mainly because different datasets were employed. In addition, most of these methods considered only X-Pro bonds in their investigation ignoring the significant cis amide conformations. Also different performance assessment methods were employed (Table 4) .
Based on the physicochemical properties of amino acids (hydrophobicity, charge, polarity, etc.) Frömmel and Preissner [8] used six different patterns to discriminate between the two conformations. Initial experiments which took into account only the preceding amino acid failed to predict peptide bond conformation adequately, whereas by taking into account the neighboring ±6 residues of prolines they correctly assigned about 73% of cis prolyl residues. Despite the encouraging results, the relatively small dataset (242 X-Pro bonds) diminishes the reliability of the proposed rules. Another disadvantage of this method is that it took into account only the physicochemical properties of the surrounding amino acids. Wang et al. [17] using only single sequence information, coded in binary form, as input to an SVM, achieved a prediction accuracy of 70% and 77% when assessed by the independent and the jackknife test, respectively. This method does not include important properties which affect the proline isomerization such as the secondary structure, the solvent accessibility and the physicochemical properties of the surrounding amino acids. Furthermore, predictions are provided only for the proline residues. In addition, during the evaluation of this method full undersampling was performed only once, resulting in screening of valuable instances of the trans class, thus reporting possibly biased results. COPS algorithm [18] based on an extension of the Chou-Fasman parameters, employed only the secondary structure of amino acid triplets and reached sensitivity 35% and specificity 97% by using 10-fold cross-validation. Even though this method predicts the peptide conformation between any two amino acids, the reported results are quite low. This is partly because of the small sliding window adopted, but also due to the feature vector's deficiency, which lacks several discriminatory features for the peptide bond conformation. Song et al. [19] using multiple sequence alignment profiles and secondary structure information as input vector to an SVM with RBF kernel achieved sensitivity 71%, specificity 72% and overall prediction accuracy 71% after performing 5-fold cross-validation. The main drawback of this method is that its scope is limited to the proline residues only, ignoring the highly important cis-nonPro peptide bonds. In addition, the solvent accessibility and the physicochemical properties of the surrounding residues, which have been proven to influence the proline isomerization, were not included in the feature vector. Moreover, the training and evaluation of this method involved full undersampling just once, failing to confront adequately the class imbalance problem.
Furthermore, we compared the proposed method with three widely used classification schemes, using a representative dataset. A detailed comparison is provided in Table 2 . An SVM with RBF kernel was employed after performing wrapper feature selection algorithm, yielding quite unsatisfactory results. The overall accuracy was decreased by 12% and the behavior was similar for the other evaluation metrics. Only sensitivity for cis-nonPro bonds was better by 2% but with a significant reduction in PPV (12%). In the results obtained from the MLP approach and the decision tree classifier, the accuracy difference is 14% and 16%, respectively, and the same tendency is observed for all the other evaluation metrics. Therefore, the proposed method outperforms the above schemes towards the discrimination of the peptide bond conformation.
Conclusions
We presented a new method to discriminate between cis and trans between any two amino acids, based on support vector machines. We also made a further distinction of the peptide bonds into four classes, namely cis-Pro, trans-Pro, cis-nonPro, trans-nonPro, so that the highly important cis-nonPro formations were also detected. Two informative input vectors were evaluated towards the prediction of the peptide bond conformation between two amino acids. Moreover, the proposed method utilizes an efficient feature selection algorithm which eliminates irrelevant attributes and maintains a nearly optimal feature subset. The output of the feature selection stage was carefully assessed in order to quantify the contribution of every feature and every neighboring amino acid towards the peptide bond formation. The performance of our method compares well with previously published studies, although it is evaluated on different datasets and using different evaluation methods. Furthermore, the selected properties from the feature selection algorithm are demonstrated to be useful in finding discriminating patterns for cis/trans isomerization prediction. Future work could focus on the utilization of several non-local structural descriptors of proteins, such as structural classes and homologs but also in the exploitation of our method in a wide range of heterogeneous protein datasets, such as NMR solved structures and transcription factors. . Overall contribution of each neighboring residue in the final feature vector maintained by the feature selection algorithm: (a) Plot for FV-PSSM: as expected the center residue, as well as the residues at positions i ± 1 contribute significantly in the peptide bond formation. However, the residues at positions i ± 2 are less frequently maintained than the more distant residues at positions i ± 3 or i ± 4. (b) Plot for FV-PSSMX: similarly, the residues at positions i ± 1, especially i À 1 and the center residue i are primarily maintained from the feature selection algorithm. Again residues at positions i ± 2 contribute to a limited extent compared to even more distant residues.
