Abstract. In this paper, we present a technique for developing user simulators which are able to interact and evaluate conversational agents. Our technique is based on a statistical model that is automatically learned from a dialog corpus. This model is used by the user simulator to provide the following answer taking into account the complete history of the interaction. The main objective of our proposal is not only to evaluate the conversational agent, but also to improve this agent by employing the simulated dialogs to learn a better dialog model. We have applied this technique to design and evaluate a conversational agent which provides academic information in a multi-agent system. The results of the evaluation show that the conversational agent reduces the time needed to fulfill to complete the the dialogs, thereby allowing the conversational agent to tackle new situations and generate new coherent answers for the situations already present in an initial model.
Introduction
As we move towards a world where all the information is in the digital domain, it becomes necessary to provide straightforward ways of retrieving it. To achieve this goal it is necessary to provide an effective, easy, save and transparent interaction between the user and the system. Thus, it is important to identify which modality or combination of modalities would be optimal to present the information and interact with the user. To do so, in the last years there has been an increasing interest in simulating human-to-human communication, including the so-called conversational agents in multi-agents system [8] . There is a high variety of applications in which conversational agents can be used, one of the most wide-spread of which is information retrieval. One of the most recent applications of these agents is for the development of e-learning and tutoring systems [7] .
Multi-agent systems are designed as a collection of interacting autonomous agents, each having their own capacities and goals that are situated to a common environment. This way, the development of multi-agent systems offers the capability of simulating autonomous agents and the interaction between them. In the literature, there are several corpus-based approaches for developing user simulators, learning optimal dialog strategies, and evaluating conversational agents [10, 9, 6, 3] . The construction of user models based on statistical methods has provided interesting and well-founded results in recent years and is currently a growing research area. A probabilistic model to emulate the user agent can be trained from a corpus of human-computer dialogs to simulate user answers. Therefore, it can be used to learn a dialog strategy by means of its interaction with the conversational agent. A summary of user simulation techniques for reinforcement learning of the dialog strategy can be found in [9] .
In this paper, we present a technique to develop a user agent simulator to automatically interact with a conversational agent and generate the dialogs required to learn an enhanced dialog model for a conversational agent. Our user simulation technique is based on a classification process in which a neural network is employed to take into account the previous dialog history to select the next user answer. We have applied this technique to develop a conversational agent which provides academic information in Spanish. The results of the evaluation of the conversational agent show that the conversational agent reduces the time needed to fulfill the different tasks, thereby allowing the conversational agent to tackle new situations and generate better answers for the situations already present in an initial model.
Design of an Academic Conversational Agent
The design of our conversational agent is based on the requirements defined for a dialog system developed to provide spoken access to academic information about the Department of Languages and Computer Systems in the University of Granada [1] . To successfully manage the interaction with the users, the conversational agent carry out six main tasks: automatic speech recognition (ASR), natural language understanding (NLU), dialog management (DM), database access and storage (DB), natural language generation (NLG), and text-to-speech synthesis (TTS).
The dialog manager of the the conversational agent has been developed using VoiceXML documents that are dynamically created using PHP. This way, it can adapt the system responses to the context of the conversation and the dialog state, which improves the naturalness of the interaction. For example, the help messages provided by the conversational agent take into account the topic that the user and the agent are addressing at a particular moment. The context is used as well to decide the confirmation strategy to use. In addition, we have implemented a statistical module to automatically select the next system response (i.e, a VoiceXML file by using a model which is learned from a dialog corpus for the task [2] .
The information that the conversational agent provides has been classified in four main groups: subjects, professors, doctoral studies and registration. The information that the agent provides for each of these categories is shown in Table 1 . As can be observed, the conversational agent must have gathered some data by asking the user about the name of the subjects, the professors, etc. The way in which the user is queried for this information follows in most cases a system-directed initiative. As in many other conversational agents, the semantic representation that we have chosen for the task is based on the concept of frame, in which one or more concepts represent the intention of the utterance, and a sequence of attribute-value pairs contains the information about the values given by the user. In the case of user turns, we defined four concepts related to the different queries that the user can perform to the system (Subject, Lecturers, Doctoral studies, Registration), three task-independent concepts (Affirmation, Negation, and Not-Understood), and eight attributes (Subject-Name, Degree, Group-Name, Subject-Type, Lecturer-Name, Program-Name, Semester, and Deadline). The labeling of the system turns is similar to the labeling defined for the user turns. A total of 30 task-dependent concepts was defined:
• Task-independent A set of 100 dialogs was acquired with the conversational agent by means of its interaction with real users using an initial version of the system [1] . The acquisition process resulted in a spontaneous Spanish speech dialog corpus with 60 different speakers. The total number of user turns was 422. The recorded material has a duration of 150 minutes. Figure 1 shows an example of a dialog extracted from this corpus. Turns with S refer to system turns, and turns with U refer to user turns. 
Our Proposal to Develop a User Agent Simulator
Our proposed architecture to provide context-aware services by means of conversational agents is described in [5] . It consists of five different types of agents that cooperate to provide an adapted service. User agents are configured into mobile devices or PDAs. Provider Agents supply the different services in the system and are bound to Conversational Agents that provide the specific services. A Facilitator Agent links the different positions to the providers and services defined in the system. A Positioning Agent communicates with the ARUBA positioning system to extract and transmit positioning information to other agents in the system. Finally, a Log Analyzer Agent generates user profiles that are used by Conversational Agents to adapt their behaviour taking into account the preferences detected in the users' previous dialogs. The user simulator replaces the user agent in our architecture. This agent simulates the user intention level, that is, the simulator provides concepts and attributes that represent the intention of the user utterance. Therefore, the user simulator carries out the functions of the ASR and NLU modules, i.e., it generates frames in the same format defined for the output of the NLU module.
The methodology that we have developed for user simulation extends our work for developing a statistical methodology for dialog management [4] . The user answers are generated taking into account the information provided by the simulator throughout the history of the dialog, the last system turn, and the objective(s) predefined for the dialog.
In order to control the interaction, our user simulator uses the representation the dialogs as a sequence of pairs (A i , U i ), where A i is the output of the dialog system (the system answer) at time i, expressed in terms of dialog acts; and U i is the semantic representation of the user turn (the result of the understanding process of the user input) at time i, expressed in terms of frames. This way, each dialog is represented by (A 1 ,U 
where A 1 is the greeting turn of the system (the first turn of the dialog), and U n is the last user turn. We refer to a pair (A i ,U i ) as S i , the state of the dialog sequence at time i.
In this framework, we consider that, at time i, the objective of the dialog manager is to find an appropriate user answer U i . This selection is a local process for each time i and takes into account the sequence of dialog states that precede time i, the system answer at time i, and the objective of the dialog O. If the most probable user answer U i is selected at each time i, the selection is made using the maximization:
where set U contains all the possible user answers.
As the number of possible sequences of states is very large, we establish a partition in this space (i.e., in the history of the dialog preceding time i).This data structure, that we call User Register (UR), contains the information provided by the user throughout the previous history of the dialog. After applying the above considerations and establishing the equivalence relations in the histories of the dialogs, the selection of the best U i is given by:
We propose the use of a multilayer perceptron (MLP) to make the assignation of a user turn. The input layer receives the current situation of the dialog, which is represented by the term (UR i−1 , A i , O) in the previous equation. The values of the output layer can be viewed as the a posteriori probability of selecting the different user answers defined for the simulator given the current situation of the dialog. The choice of the most probable user answer of this probability distribution leads to the previous equation. In this case, the user simulator will always generate the same answer for the same situation of the dialog. Since we want to provide the user simulator with a richer variability of behaviors, we base our choice on the probability distribution supplied by the MLP on all the feasible user answers.
A real corpus includes information about the errors that were introduced by the ASR and the NLU modules during the acquisition. This information also includes confidence measures, which are used by the conversational agent to evaluate the reliability of the concepts and attributes generated by the NLU module. This way, an error simulator agent has been designed to perform error generation. This agent modifies the frames generated by the user simulator once the UR is updated. In addition, the error simulator adds a confidence score to each concept and attribute in the frames.
Results of the Evaluation
A dialog corpus of 3000 successful dialogs was acquired using the proposed user simulation technique following the same set of scenarios defined for the acquisition with real users. A maximum number of 14 user turns per dialog was defined for the acquisition. A user request for closing the dialog is selected once the system has provided the information defined in the objective(s) of the dialog.
We have considered three dimensions in order to evaluate the initial conversational agent and its evolution once the simulated dialogs are incorporated to learn a new dialog model: high-level features (dialog and turn lengths), dialog style (speechact frequency and proportion of goal-directed actions), and dialog efficiency (goal completion rates and times). Table 2 shows the comparison of the different highlevel measures defined for the evaluation. As it can be seen, after the incorporation of the simulated dialogs there is a reduction in the average number of turns required to fulfill the complete set of objectives defined in the scenarios. This reduction can also be observed in the number of turns of the longest, shortest and most seen dialogs. Figure 2 shows the previously described evolution of the average duration in terms of total dialog turns (duration). It also shows the reduction in the number of responses provided by the conversational agent which cause a failure of the dialog (#error) and the number of unseen situations for which there is not a system response in the dialog model (#unseen). As it can be seen from these results, the final conversational agent not only reduces the time required to fulfill each one of the objectives of the dialog, but also it reduces the possibility of selecting an erroneous response. Finally, Table 3 shows the frequency of the most dominant user and system dialog acts in the initial and final conversational agents. From its comparison, it can be observed that there are significant differences in the dialog acts distribution. With regard to user actions, it can be observed that users need to employ less confirmation turns in the final agent, w hich explains t he h igher proportion f or the r est of user actions using the final conversational agent. It also explains the lower proportion of yes/no actions in the final agent, which are mainly used to confirm that the system's query has been correctly provided. With regard to the system actions, it can be observed a reduction in the number of system confirmations for data items. This explains a higher proportion of turns to inform and provide data items for the final agent. Both results show that the final conversational agent carries out a better selection of the system responses.
Conclusions
In this paper, we have described a technique for simulating user agents and evaluate conversational agents. Our technique is based on a statistical model which takes the complete history of the interaction into account to decide the next user answer. This decision is modeled by a classification process in which a neural network is used. In addition, the simulated dialogs are used to automatically reinforce the dialog model of the conversational agent. We have described the application of this technique to develop an enhanced academic conversational agent. The results of the evaluation of this agent show that the proposed user simulation methodology can be used not only to evaluate Conversational agents but also to explore new enhanced dialog strategies. As a future work, we are adapting the proposed user simulation technique for its application in more difficult domains in our multi-agent architecture.
