Academics and practitioners have extensively studied Value-at-Risk (VaR) to propose a unique risk management technique that generates accurate VaR estimations for long and short trading positions and for all types of financial assets. However, they have not succeeded yet as the testing frameworks of the proposals developed, have not been widely accepted. A two-stage backtesting procedure is proposed to select a model that not only forecasts VaR but also predicts the losses beyond VaR.
Introduction
The need of major financial institutions to measure their risk started in 1970s after an increase in financial instability. Baumol (1963) first attempted to estimate the risk that financial institutions faced. He proposed a measure based on standard deviation adjusted to a confidence level parameter that reflects the user's attitude to risk. However, this measure is not different from the widely known Value-at-Risk (VaR), which refers to a portfolio's worst outcome that is likely to occur at a given confidence level. According to the Basle Committee, the VaR methodology can be used by financial institutions to calculate capital charges in respect of their financial risk.
Since JP Morgan made available its RiskMetrics system on the Internet in 1994, the popularity of VaR and with it the debate among researchers about the validity of the underlying statistical assumptions increased. This is because VaR is essentially a point estimate of the tails of the empirical distribution. The free accessibility of the RiskMetrics and the plethora of available datasets triggered academics and practitioners to find the best-performing risk management technique. However, even now, the results are conflicting and confusing. Futures, the APARCH model under the normal (Student-t) distribution must be used by risk managers to calculate the VaR number at the lower (higher) confidence level.
accurate. In other cases, they advise the market practitioners to combine the two measures for best results.
Our study sheds light on the issue of volatility forecasting under risk management environment and on the evaluation procedure of various risk models. It compares the performances of the most well known risk management techniques for different markets (stock exchanges, commodities, and exchange rates) and trading positions. Specifically, it estimates the VaR and the ES by using 11 ARCH volatility specifications under four distributional assumptions, namely normal, Student-t, skewed Student-t, and generalized error distribution. We investigated 44 models following a two-stage backtesting procedure to assess the forecasting power of each volatility technique and to select one model for each financial market. In the first stage, to test the statistical accuracy of the models in the VaR context, we examined whether the average number of violations is statistically equal to the expected one and whether these violations are independently distributed. In the second stage, we employed standard forecast evaluation methods by comparing the returns of a portfolio, whenever a violation occurs with the ES forecast.
The results of this paper are important for many reasons. VaR summarizes the risk exposure of the investor in just one number, and therefore portfolio managers can interpret it quite easily iii .
Yet, it is not the most attractive risk measure. On the other hand, ES is a coherent risk measure and hence its utility in evaluating the risk models can be rewarding. Currently, however, most researchers judge the models only by calculating the average number of violations. Moreover, even if the risk managers hold both long and short trading positions to hedge their portfolios, most of the research has been applied only on long positions. Therefore, it is possible to investigate if a model can capture the characteristics of both tails simultaneously.
This study, to best of our knowledge, is the first that estimates the VaR and ES numbers iv for three different markets simultaneously and therefore, we can infer if these markets share common features in risk management framework. Therefore, we combined the most well-known and concurrent parametric models with four distributional assumptions to find out which model has the best overall performance. Even though we did not include all ARCH specifications available in the literature, we estimated the models that captured the most important characteristics of the financial time series and those that were already used or were extensions of specifications that were implemented in similar studies. Finally, we employed a two-stage procedure to investigate the forecasting power of each volatility technique and to guide on VaR model selection process.
Following this procedure, we could select a risk model that predicts the VaR number accurately and minimizes, if a VaR violation occurs, the difference between the realized and the expected losses In contrast to this, earlier research focused mainly on the unconditional coverage of the models.
To summarize, this study juxtaposes the performance of the most well-known parametric techniques, and shows that under the proposed backtesting procedure, for each financial market, there is a small set of models that accurately estimate the VaR number for both long and short trading positions and two confidence levels. Moreover, contrary to the findings of the previous research, the more flexible models do not necessarily generate the most accurate risk forecasts, as a simpler specification can be selected regarding two dimensions: (a) distributional assumption and (b) volatility specification. For distributional assumption, standard normal or GED is the most appropriate choice depending on the financial asset, trading position, and confidence level. Besides the distributional choice, asymmetric volatility specifications perform better than symmetric ones, and in most cases, fractional integrated parameterization of volatility process is necessary.
The rest of the paper is organized as follows: Section 2 describes the ARCH models and presents the calculation of VaR and ES, whereas section 3 describes the evaluation framework of
VaR and ES forecasts. Section 4 presents preliminary statistics for the dataset, explains the estimation procedure, and presents the results of the empirical investigation. Section 5 presents the conclusions.
ARCH Volatility Models
To fix notation, let { } (
refer to the continuously compounded return series, where t p is the closing price at trading day t . The return series follows the stochastic process: | denotes the conditional mean, given the information set available at time
is the innovation process with unconditional variance ( )
. g is any of the functional forms presented in Table 1 and θ is the vector of the unknown parameters.
[Insert Table 1 Engle's (1982) paper, the density function was assumed the standard normal, which is described as:
However, as the empirical distribution of financial assets is fat-tailed, Bollerslev (1987) introduced the Student-t distribution:
where ( ) . Γ is the gamma function. As v tends to infinity, the Student-t tends to the normal distribution. As Student-t is not the only fat tailed distribution available, we also considered the generalized error distribution (GED), which is more flexible than the Student-t as it can include both fat and thick tailed distributions. It was introduced by Subbotin (1923) and applied in ARCH framework by Nelson (1991) . Its density function is given in the following equation: 
where ( ) ( ) 
where g is the asymmetry parameter, 2 > v denotes the degrees of freedom of the distribution, ( ) Having estimated the vector of the unknown parameters, it is straightforward to calculate VaR using the following equation: 
In particular, ES is a probability-weighted average of tail loss and therefore, to calculate it, we follow Dowd (2002) who suggested that for any distributional assumption "slice the tail into a large number κ of slices, each of which has the same probability mass, estimate the VaR associated with each slice and take the ES as the average of these VaRs". To implement this approach, we set 5000 = κ to increase the accuracy.
Evaluate VaR and ES Forecasts
Having presented various risk management techniques, we now discuss their formal statistical evaluation. Given that VaR is never observed, not even after violation, we have to first calculate the VaR values and then rank the risk models by examining the statistical properties of the forecasts. Specifically, in the first stage, a model is deemed adequate only if it has not been rejected by both the unconditional and the independence hypotheses. The first hypothesis examines if the average number of violations is statistically equal to the excepted one and the second hypothesis if these violations are independent. However, risk managers who use these tests cannot rank the adequate models, because a model with greater p-value need not be superior to its competitors and hence, cannot be the best-performing model.
We extended the forecast evaluation approach of Lopez (1999) and Sarma et al. (2003) as the ES measure was introduced in the second stage by creating a loss function that calculated the difference between the actual and the expected losses when a violation occurred. For all the bestperforming models of the first stage, we implemented Hansen's (2005) superior predictive ability (SPA) test to evaluate their differences statistically. As Yamai and Yoshiba (2005) pointed out, the two risk measures must be combined to take the most of them and hence, under the proposed backtesting framework, the selected models not only calculate the VaR number accurately but also minimize the difference between the actual loss and the ES.
First Stage Evaluation
The most widely used test, developed by Kupiec (1995) , examines whether the observed exception rate is statistically equal to the expected one. Under the null hypothesis that the model is adequate, the appropriate likelihood ratio statistic is:
where N is the number of days over a period T that a violation occurred and ρ is the desired coverage rate. Therefore, the risk model is rejected if it generates too many or too few violations, but based on it, the risk manager can accept a model that generates dependent exceptions.
Christofersen (1998) proposed a more elaborate criterion, which simultaneously examines if (i) the total number of failures is equal to the excepted one and (ii) the VaR failure process is independently distributed. The appropriate likelihood ratio test of the first hypothesis is given by equation (30) and that of the second one by the following equation: X LR n n n n n n n n in
where ij n is the number of observations with value i followed by j , for 1 , 0 , = j i and
denotes that a violation has been made, whereas 0 , = j i indicates the opposite, which implies that the process of VaR failures must be spread over the entire sample vi . The main advantage of using these two tests is that the risk managers can reject a VaR model that generates too few or too many clustered violations and thereby identify the reason for its failure. However, they cannot rank the models based only on the p-values of these tests.
Second Stage Evaluation
The 
should be better compared with the ES measure and not with the VaR, as VaR does not give any indication about the size of the expected loss, given a VaR violation. Therefore, with these limitations, the proposed loss functions can be described by the following equations:
and
To judge the models in the second stage, we computed for each model i the mean absolute error (MAE),
, and the mean squared error (MSE),
According to the two-stage backtesting procedure, the best performing model will (i) calculate the VaR number accurately, as it will satisfy the prerequisite of correct unconditional and conditional coverage and (ii) forecast the expected loss, given a VaR violation, as it minimizes the total loss value,
The statistical significance of the volatility forecasts is investigated by testing Hansen's , is investigated against the alternative hypothesis that the benchmark model is inferior to one or more of the competing models. The null hypothesis, Under the proposed backtesting environment, the risk manager achieves three goals: forecasts
VaR accurately and thus satisfies the prerequisites of the Basel Committee for Banking Supervision;
selects one model or a family of models among various candidates following a statistical inference procedure; and finally knows in advance the amount that may be needed if a VaR violation occurs, and therefore is better prepared to face the future losses by forecasting the ES measure accurately.
The next figure briefly demonstrates the two-stage backtesting procedure. In the first stage, the investor can work with fewer than the available models by applying the two tests (equations 30 and 31). In the next stage, according to the developed loss functions (equations 33 and 34), the ES measure is used to evaluate statistically the best-performing models.
Empirical Analysis
To evaluate all the available volatility models, we generated out-of-sample VaR and ES forecasts for S&P500 equity index, Gold Bullion $ per Troy Ounce commodity and US dollar/British pound exchange rate, obtained from Datastream for the period April 4 th 1988 to April 5 th 2005. The daily prices, the log-returns, and the autocorrelations for the absolute log-returns are presented in Figure 1 . Volatility clustering is clearly visible and suggests the presence of heteroskedasticity. The absolute log-returns are significantly positive serial autocorrelated over long lags, whereas the sample autocorrelations decrease too fast at the first lags; at higher lags however, the decrease becomes slower, indicating the long-memory property of volatility process and the utility of fractionally integrated volatility specifications.
[Insert Figure 1 about here]
A question that naturally arises is the order of p and q of the conditional volatility specifications. We choose to set 1 = = q p , given that in the majority of empirical volatility forecasting studies, the order of one lag has proven to work effectively. So and Yu (2006) concluded that "the best fitted model according to AIC (Akaike, 1973) and SBC (Schwarz, 1978 ) criteria does not necessarily lead to better VaR estimates", whereas Degiannakis and Xekalaki (2006) demonstrated that in the volatility forecasting arena, the best-performing model could not be selected according to any in-sample model selection criterion.
Based on a 3000 = T ( rolling sample, we generated 1435 = T vii out-of-sample forecasts (the parameters are re-estimated each trading day) to calculate the 95% and 99% VaR and ES values for long and short trading positions. The parameters of the models were estimated using the G@RCH (Laurent and Peters, 2002) package of Ox (Doornik, 2001 ).
[Insert Table 3 about here]
[Insert Table 4 about here]
[Insert Table 5 Tables 3 to 5 for all the models that survived the first evaluation (equations 30 and 31) viii .
Irrespective of the volatility models and the financial assets, ARCH specifications under the Student-t distribution and its corresponding skewed version overestimate VaR numbers at both confidence levels. A similar observation was made in several earlier studies (see Guermat and Harris, 2002 and Billio and Pelizzon, 2000 among others). Even at a 99% confidence level, they did not show any major improvement, as the average realized exception rates were significantly lower than the expected ones. The introduction of the asymmetry parameter ) (ξ in the underlying distribution did not make any significant difference. In most cases, the VaR numbers were overestimated, mainly because ) log(ξ was close to zero and therefore, the two distributions in the VaR context, were similar ix .
ES is at least 0.25% greater than VaR, which implies that the risk manager must adjust accordingly the capital that holds to face the unforeseen losses. Moreover, this adjustment should be mainly implemented for equity and commodity assets, as for these assets ES is almost 0.7% greater than VaR.
For each financial asset, there appears to be a different model that forecasts the VaR number accurately. For example, So and Yu (2006) favored using different models for stock indexes and exchange rates; for stock indexes, they favored an asymmetric specification and for exchange rates, a symmetric function was preferred.
Specifically, for the S&P500 index, five models (FIEGARCH-N, EGARCH-N, APARCH-N, TARCH-N, and FIGARCH-GED) generate adequate VaR forecasts, as the p-values of the backtesting measures are greater than 10% for both confidence levels and both trading positions.
Even if the more complex models generate, in some cases, the most accurate VaR forecasts (i.e.
FIEGARCH-GED for 95% confidence level and long trading position), they do not give the best overall performance. This finding is in line with that of Brooks and Persand (2003) For $/£ exchange rate, the choice of the most appropriate distribution is not straightforward, even if the Student-t and skewed Student-t distributions are rejected. For long (short) trading position and at 99% confidence level, the best overall distribution is the GED (normal), whereas for the other two cases, the results are mixed. EGARCH under the normal distribution appears to have the best overall performance, as only this model generates adequate VaR forecasts for long and short trading positions and for both confidence levels. At the lower confidence level and for long (short) trading position, the exception rate of the model equals 4.67% (4.25%), whereas the corresponding rates at the higher confidence level are 1.39% (0.91%). Furthermore, according to the two loss functions, the EGARCH under the normal distribution model is always ranked first except for higher confidence level and long trading position. Therefore, it is plausible to consider this model, which forecasts the VaR number accurately for trading positions and confidence levels, the most appropriate specification.
Τhe difference among the VaR models cannot be evaluated statistically as neither the greatest p-value of the backtesting criteria nor the lowest value of the loss functions indicates the superiority of a model. Therefore, to evaluate the reported differences statistically, we implemented the SPA test taking the following as benchmark models: FIEGARCH-N, EGARCH-N, APARCH-N, TARCH-N, and FIGARCH-GED for S&P500, GARCH-GED, IGARCH-GED, FIGARCH-GED, FIGARCHC-GED, and FIAPARCHC-GED for Gold and EGARCH-N for US dollar to British pound. These models predicted the VaR number accurately for all cases (long and short trading positions, and at 95% and 99% confidence levels).
[Insert Table 6 about here] only one survived the proposed evaluation framework. In the case of Gold, the GARCH-GED and the IGARCH-GED models are statistically superior to their competitors, whereas at least for 95%
confidence level and short trading position, FIGARCH-GED, FIGARCHC-GED, and FIAPARCHC-GED models do not generate significantly better forecasts. Finally, for the US $ to UK £ exchange rate, the forecasting ability of EGARCH-N model is superior to those of other models. Also, it is to be noted that the evaluation of the models is robust to the choice of the used loss function, because irrespective of the measurement method, we select the same models as the most appropriates x .
According to the two-stage backtesting procedure, the risk manager has two choices: (a) to select one model for each trading position and each confidence level from those models that have not been rejected by the backtesting measures and (b) to use the model that forecasts the VaR number accurately for both trading positions and both confidence levels. Naturally, the second choice is better, because it reduces the complexity and computational costs. Consequently, the researcher focuses only on one model for each financial asset. Moreover, by employing the two-stage backtesting procedure, the researcher evaluates statistically the differences between the models, and selects, in most cases, only one volatility specification.
In summary, only some models can forecast the VaR number accurately in all cases.
Specifically, in the case of S&P500 index, the FIEGARCH-N generates adequate forecasts for both confidence levels and both trading positions, whereas in the case of Gold, two models (GARCH-GED and IGARCH-GED) give the best overall performance. Lastly, for the US $ to UK £ exchange rate, EGARCH-N is considered the best specification.
Conclusions
We examined the performance of the most recently developed risk management techniques utilizing a proposed combined backtesting procedure. Specifically, for S&P500 equity index, Gold commodity and US $ to UK £ exchange rate, we computed the VaR and ES measures for two confidence levels (95% and 99%) and for two (long and short) trading positions. We investigated whether the models forecast accurately the expected number of violations, generate independent violations, and predict the ES number. As Hansen (2005) rightly suggested, a filtering procedure must be accounted for the full data exploration, before a legitimate statement of the statistical differences among the candidate models. The reduction of the under consideration models was achieved because the evaluation was made in two stages. In the first stage, the framework developed by Kupiec (1995) and Christofersen (1998) was implemented and in the second, the SPA hypothesis testing was applied.
Different volatility models achieve accurate VaR and ES forecasts for each dataset. In summary, the proposed models are the following:
FIEGARCH-N Gold Bullion $ per Troy Ounce GARCH-GED/ IGARCH-GED US dollar / British pound EGARCH-N Although the most appropriate conditional volatility models are not the same for the three financial assets, they share some common characteristics. The Student-t and skewed Student-t distributions overestimate the true VaR. Asymmetry in volatility specification is inevitable, as all the selected models incorporate some form of asymmetry, whereas fractional integration is also important in forecasting the one-day-ahead VaR and ES numbers.
A VaR model selection procedure is proposed. As multiple risk management techniques exhibit unconditional and conditional coverage, the utility function of risk management must be brought into picture to evaluate statistically the differences among the adequate VaR models. Since the investor is also interested on the loss function, given a VaR violation, we introduce the ES measure to the loss function. According to the SPA test, the risk manager can select, for each financial asset, a separate model that forecasts both the risk measures accurately. Therefore, the number of under consideration techniques is reduced to a smaller set of competing models. Daily log-returns Sample autocorrelations for the absolute daily log-returns, Bali and Theodosiou (2006) suggested either the TS-GARCH, proposed by Taylor (1986) and Schwert (1989) , or the EGARCH model, introduced by Nelson (1991) , as they estimate the VaR and ES measures accurately and give the best overall performance. The skewed Student-t distribution was introduced by Fernandez and Steel (1998) and was applied by Lambert and Laurent (2000) in ARCH framework. Moreover, Kuester et al. (2006) argued that compared to the normal distribution, substantial improvement in predicting VaR was achieved when asymmetrical fat tailed distribution was used. We set the cut off point to 10% to ensure that the successful models will neither over nor underestimate the true VaR and the sequence of violations will be independent. Detailed results for all the models are available upon request. ix The rolling parameters are available upon request. x Hansen and Lunde (2006) and Patton (2005) noted that not all the loss functions rank the volatility forecasting models consistently. Specifically, Hansen and Lunde noted that some loss functions, including the MAE criterion, can be distorted by the substitution of a proxy for the latent population measure of volatility. Hence, if we take under consideration only the MSE loss function, we would add to the appropriate models the EGARCH-N and APARCH-N volatility specifications for the S&P500, as well as the FIGARCH-GED model for the Gold case.
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