On a multi-stage nonlinear programming problem  by Arimoto, S
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 17, 161-I 71 (1967) 
On a Multi-Stage Nonlinear Programming Problem 
S. ARIMOTO 
Department of Mathematical Engineering, The Faculty of Engineering, 
University of Tokyo, Tokyo, Japan 
Submitted by Richard Bellman 
1. INTRODUCTION 
In optimization problems of multi-stage processes or discrete-time control 
processes, some types of necessary conditions for optimality were proposed 
in several papers, like the maximum principle for continuous-time control 
processes. In the earliest paper [l], Chang proposed a necessary condition 
for optimality and called it “the digitized maximum principle.” Similar 
results were also obtained by Katz [2]. Butkovsky [3], in addition to a 
counter-example to Katz’s theorem, offered the local maximum principle 
which implies that the Hamiltonian attains the maximum value in a neighbor- 
hood of the optimal control. However, the local maximum principle for 
discrete-time processes does not hold in general as shown by a counter- 
example which will be given in the last section of this paper. 
Recently, the two important papers by Halkin [4], Jordan and Polak [5] 
were published. Halkin showed geometric aspects of necessary conditions 
for optimality, and Jordan and Polak established the local maximum or 
stationary principle. 
In the present paper we shall consider more general optimization problems 
for multi-stage processes than those in the above cited references. 
The problem stated in Section 2 is a discrete version of Berkovitz’s 
problem [6] formulated for continuous-time control systems. It is also 
regarded as a generalization of nonlinear bottleneck-type programming 
problems in multi-stage production processes first discussed by Bellman [7]. 
In Section 4 a necessary condition for optimality will be proved. 
Sections 5 and 6 treat a special case of the problem. In Section 5 a sufficient 
condition for local optimality will be given in Theorem 2. In Section 6, a 
global maximum principle will be proposed in Theorem 3 under an additional 
condition which is analogous to that given by Fillipov [8] for the proof of 
the existence of an optimal control for continuous-time systems. 
In our previous work [9] we proposed the analogous theorem to Theorem 3 
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given in Section 6, but, in the proof, we falsely used the local maximum 
principle which does not hold in general. 
2. PROBLEM STATEMENT 
Let us consider a multi-stage process whose state at the tth stage 
(t = 0, I,...) or time t is described by an n-vector xt governed by the difference 
equation 
X t+1 = f&t ! 4, (2.1) 
where ut is an v-vector called a decision and ft is an n-vector valued function 
which has continuous first derivatives with respect to all arguments of xt 
and ut . Given an initial state x0 and a sequence u = {ut ; t = 0, I,..., N - l} 
of decisions, there exists a unique solution of (2.1) denoted by xt = x1(x,, u). 
The problem to be considered is 
PROBLEM 1. Given an initial state x,, , find a sequence of decisions 
us , u1 ,..., I+-~ which minimizes 
N-l 
J(N; xo , 4 = c 4%(X0 3 4, ut), (2.2) 
t=o 
subject to the process Eq. (2.1) and the inequality side constraints 
&t(xo 3 4, %) 3 0, i = 1, 2,..., 111 (2.3) 
for t = 0, l,..., (” N - 1, where g, has continuous first derivatives with 
respect to all arguments. 
Throughout this paper we assume that there exist at least one sequence 
of decisions and the corresponding sequence of states xt(xo , U) along which 
(2.1) and (2.3) are satisfied. We shall call such a sequence of decisions to be 
admissible. 
3. PRELIMINARY FORMULATIONS 
Let vt be an m-vector and define 
A+1 = Bt + 4% 9 4 + vt’gt(xt , %), 
PO = 0, (3.1) 
where the prime denotes the transpose and g,(x, , ut) is the m-vector whose 
components are composed of gi”(x, , UJ in (2.3). Let u* = {zQ*) be a fixed 
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admissible sequence of decisions and denote the corresponding state by 
xt * = xt(xo , u*) and the solution of (3.1) by &* = flt(xO, u*). Then, after 




- 41 = vt(xt*, %*I 
ax,* 
(xt - Xt*) + ayu;*ut*) (ut - ut*) 
+ w - xt*) + wh - f+*) (3.2) 
_ & _ pt*) = +4xt*9 %*l+$Lt(xt*~ %*)I (xt _ &.t*) 
+ %4x,*9 %*) + o,‘gt(xt*, %*)I 
Zk,* (Ut - ut*> 
+ W(xt - xt*j + ktO(ut - ut*)> (3.3) 
where h, , k, are n-vector valued functions and h,O, kto are scalar functions 
such that 
I ht(xt - xt*> I = 00 xt - xt* IZ 
I k&t - Ut*) I = ‘31 Ut - ut* I), 
I htO@t - xt*> I = WI xt - xt* I>, 
I kt”(ut - at*) I = O(l it - ut* I). 
Here the symbol I x 1 implies the norm of the vector x, i. e., 
(3.4) 
1 x / = max I x(j) ( , 
3 
and the symbol 1 A(x)1 = O( x 1) implies that for an arbitrarily given E > 0 
there exists a positive number p such that ) h(x)J < E 1 x I for every x 
satisfying I x I < p. 
Next we introduce the following notations: 
Ht(xt*, pt*, Ut) = - %(xt*, Ut) + p3&*, Ut), 
F&t*, Pt*, Ut) = Ht - wigt(Xt*, ut), 






@t(xt*, Pt*, ut*) 
ax,* ’ (3.7) 
together with the boundary condition 
p;-, = 0. (3.8) 
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d,(u, u*) = /3f - /&* -pTL,(xt - q*). 
Then it follows from (3.2) and (3.3) that 
d,+,(u, u*> - d,(u, u*) = - aFt(%*Y pt*, %*) (Ut _ Ut*) 
au+* 
Note that 
+ hi” + k,o -P:‘& + kt). 
I 
d&l, u*) = 0, 
d&, =*I = rBN - t%*. 
4. NECESSARY CONDITION 
Let 
and define 




CONDITION 1. For an arbitrarily fixed X, U,(X) is a convex subset of R'. 
CONDITION 2. If gy’(x, U) = 0 for j = il ,..., & and for arbitrarily fixed 
X, II, then it holds 
THEOREM 1. Assume Conditions 1 and 2. Let u* = (ut*} be an optimal 
admissible sequence of decisions which minimizes (2.2). Then for every 
t = 0, l,..., N - 1 it holds that (i) there exists an m-vector v, which satisjies 
vpgp(xt*, Ut”) = 0 i = l,..., m, (4-l) 
ww, A*, ut*) o 
au,* = 7 (4.2) 
(ii) .t(i) GO i = l,..., m, (4.3) 
(iii) 
for all ut E U,(x,*). 
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PROOF. At first we assume that the part (i) holds for every t. Assume 
that for t = s + I,..., N - 1 the conclusions (ii) and (iii) hold but for t = s 
do not. Then, by Lemma 1 stated later, there exists a decision zi, E US(xS*) 
such that 
w@&*, ps*, Us*) -
au,* (us - u,*) = p > 0. (4.5) 
Let h be a small positive number and 
us(A) = hi, + (1 - qu,*. 
Then we have u,(h) E US(xS*) by Condition 1 and 
w(x,*, ps*, us*) 
au,* (u,(h) - us*> = A, > 0 
by using (4.5). Consider now the following process: 
-%+1(4 == .fM~>> 49) t = s, s + l)..., N - 1, 
x,(h) = x,*. (4.6) 
Here, u,(h) is determined successively such that 
%‘gt(W, u,(4) = 0 t = s + l,..., N - 1. (4.7) 
We note that, from Lemma 2 stated later, it is possible to choose u,(h) such 
that, in addition to (4.7) 
ut(4 E Ut(xt@)), I 49 - ut* I < CA (4.8) 
for t = 5 + l,..., N - 1, where c is a positive constant independent of h. 
Thus, if X is sufficiently small, we have from (3.1) (3.8)-(3.11) that 
N-l 
J(N - s; x,*, u*) = c c+t*, %*) 
t=s 
N-l 
= .gs [a&*, ut*> + ~;ift(xt*, +*)I 
= &@) - dN(u(x), u*) 
N-l 
= g* bt(W, 4v + vt g&m, Gu + w 




vs'gs(x,*, u,(h)) = w,,'gs(x,*, 24,") + awig$$T %*) (us@) - us*) i- O(h) 
s 
- aHsy;us*) (u,(h) - us*) + O(h) 
we get 
= AP 4 O($ 
J(N - s; xs*, u(h)) = J(N - s; x8*, u*> - hp + O(h) 
< J(N - s; xs*, 24”) 
by choosing h smaI1 enough. This contradicts the optimality of the sequence 
u*. Finally, the proof of the part (i) follows from Lemma 3 stated later. 
Now, it remains only to prove the following lemmata. 
LEMMA 1. If the inequality (4.4) holds for all ut E U$(x,*), then (4.3) holds. 
PROOF. For simplicity we omit the subscript and asterisk. We assume, 
without loss of generality, that for j = I,..., m, , go)(x, U) = 0 and for 
j = m, + I,..., m, g(j)(x, u) > 0. Note that by Condition 2 there exist the 
vectors 2c1, u2,..., ZP~ such that 
To prove this lemma by contradiction we assume that o(e) > 0 for some K. 
Let 
@(A) = Au” + (1 - A) 24, 
zzk(A) = (1 - 7) &(A) + 6 c uj(X), 
j#k 
where y and 6 are small positive numbers such that y = 
taken small enough, then 
This implies nk(A) E U(x). Hence 
~(1 - y) w(k) + AS c w(j) = 
j#k 
"Hk 4 (qy - 
= (m, - l)& If h is 
j = k, 
j # k. 
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by using (4.2). The last inequality follows from the assumption of the lemma. 
On the other hand, the left-hand side of the above equation becomes positive 
by choosing 6 sufficiently small. Thus the contradiction has been derived. 
LEMMA 2. Assume that 
v(‘)g(yx, 24) = 0 for j=l ,..., m W) 
and 
I 44 - x I < MC& u E U(x) (4.10) 
for all h such that 0 < h < p, where M,, and p are positive constants. Then 
for any sujficiently small h there is a decision u(h) such that 
v’g(x(4, u(q) = 0 (4.11) 
and 
I 44 - ~1 <MA 44 E w+v)~ (4.12) 
where MI is a positive constant independent of A. 
PROOF. Without loss of generality, we assume that for j = m,, + l,..., m, 
go)(x, u) > 0, and for j = I,..., m, , 
gyx, 24) = 0. (4.13) 
Keeping in mind of Condition 2 and the property (4.10), and applying the 
theory of implicit functions to equation (4.13), we find that there exists a 
u(h) such that 
g’3’(x(h), u(h)) = 0 j = I,..., m. 
and 
1 u(h) - u / < MI;\. 
On the other hand, if h is sufficiently small, we have 
g’i’(x(A), u(A)) > 0 j = m, + l,..., m. 
These imply (4.11) and (4.12). 
LEMMA 3. Assume that for given x and u, 
gqx, u) = 0 j = I,..., k, 
where k < m, and 
F(x, p, 24, v) = H - i ?F)g(i) (x, u). 
d-1 
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Then there exist v(j)(j= I,..., k) such that 
a@, P, u, v) = 0 
au , 
PROOF. The proof of this lemma follows immediately from Condition 2. 
5. SUFFICIENT CONDITION 
In this section and the subsequent we consider the special case of Problem 1 
when U,(x) is independent of x, namely, xt does not enter the constraint 
inequality (2.3). Hence we say that a sequence u = (ZQ> of decisions is 
admissible if every ut belongs to the set U, which is a subset of R’. 
COROLLARY. Assume that U, is a convex set for all t. Let u* = {ut*} be 
an optimal admissible sequence of decisions minimizing (2.2). Then it holds for 
all t = 0, l,..., N - 1 that 
=ft(x t*, pt*, %*I 
au,* (Ut - I+*) < 0 
for all ut 6 U, . 
Now we introduce the following notions. 
DEFINITION. If for an admissible sequence u* = {ut*} of decisions 
there is a positive number E such that it holds 
J(N; xo , ~“1 < JP; xo 74 (5.1) 
for all admissible sequences u = {uJ satisfying / ut - ut* 1 < E for 
t = 0, I,..., N - 1, we say that the sequence u* is locally optimal. 
DEFINITION. In addition to the local optimality, if the equality symbol in 
(5.1) occurs only when u = u*, we say that II* is locally strict-optimal. 
THEOREM 2. Let u* = (ut*} be an admissible sequence of decisions and 
assume that for all t = 0, l,..., N - 1 it holds 
aH,(x,*, pt*, ut*> 
au,* (ut - Ut*) < 0 
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for any ut such that ut E U, , ut # ut* and 1 uI - ut* 1 d p, wbe p is some 
positive constant. Then the sequence u* is locally strict-optimal. 
PROOF. We prove this theorem by contradiction. Assume that there are 
infinite admissible sequences of decisions u(k) = (u,(K)), k = 1,2,..., such 
that 
0 < I u(k) - u* 1 = m;x 1 u,(k) - u* 1 < f 
and 
JV’; xo , 44) < J(N; xo , u*), 
and denote the corresponding states by x,(k) = xt(xO , u(k)). Let 
(5.3) 
(5.4) 
aff,c%*, pt*, %*I 
au,* (u,(k) - ut*) = - c,(k) < 0. 
At first we note that it follows from the assumptions (5.2) and (5.3) that 
I ~~@) - ut* I < M,@) < M,Ik, 
where MI and M, are positive constants independent of t and k. Hence, 
by the same proceeding as in the proof of Theorem 1, we obtain 
JW; xo , u*) = J(N; xo , 
Thus we have 
J(N; xo , u(k)) > J(N; xo , u*> 
if k is sufficiently large. This contradicts (5.4). 
REMARK. It should be noted that the conclusions in Theorem 1 and 
Corollary are valid even if u* is locally optimal. 
6. GLOBAL MAXIMUM PRINCIPLE 
We requires the following property. 
CONDITION 3. For all x, any given ul, uz E U, , and any positive number 
0 < X < 1, there exists at least a decision us E U, such that 
Aft(x, a’) + (1 - 4f t(% @“) = f t(% u”), 
X%(X, 4 + (1 - 4 4% u”) 2 4% u”) (6-l) 
for every t = 0, l,..., N - 1. 
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Now we prove the global maximum principle. 
THEOREM 3. Assume Condition 3. Let u* = {ut*} be an optimal admissible 
sequence of decisions. Then it holds for al! t = 0, l,..., N - 1 that 
H&t*, P,*> ut*> 2 fft(xt*, it*, 4 (6.2) 
for all ut E U, . 
PROOF. Let u = (uJ be an arbitrarily fixed admissible sequence of deci- 
sions and A = {A,} b e a sequence such that 0 < A, < 1 for t = 0, l,..., N - 1. 
Let 
X t+1 = &f&t, 4 + (1 - Qf& 9 tit*> (6.3) 
and denote the state vector for given x,, and h = {A,) by x,(A) = x,(x,, A). 
We now consider the new optimization problem of choosing an optimal 
sequence h = A* = {At*} such that it minimizes 
N-l 
JW; xo , 4 = c 4x44, h). (6.4) 
t=0 
subject to 0 < A, < 1. Of course, it follows immediately from the meaning 
of this problem that 
mjn J(N; x0 ,A) < JW; x0 , u*>. (6.5) 
On the other hand, we have from Condition 3 that 
mAin J(N; x0 , h) = J(N; x0, X*) >, J(N; x0, u*). (6.6) 
To prove this, we assume that J(N; x0 , A) attains the minimum at h = A*. 
Then there exists another admissible sequence zi = (z&} satisfying 
&*ft(4~*>, 4 + (1 - &*)f*M~*)Y Ut”) = f&h@*>, 3, (6.7) 
b*%(%(~*), %> + (1 - &*)+t@*), ut*> 3 %(xt(~*), Is,). (6.8) 
Noting that x,(h*) = x,(x,, A*) = xt(xO , G) and taking into account of (6.8), 
we find 
l(N; x0 , A*) 2 J(N; x0 , q. (6.9) 
Consequently, 
.Tw x0 > A”) = J(N; x0, u*). (6.10) 
Now we take A* such that A,* = 0 for t = 0, I,..., N - 1 and apply Corollary 
to the above mentioned problem. Then we have 
a[A,*H,(xt*, pt*, ut) + (1 - &*I H&t*, Pt*s %*)I (h, _ h *) < o 
a,* t -.* 
This implies (6.2). 
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7. COUNTER-EXAMPLE 
Consider the problem of minimizing J(2; x,, , U) subject to 
X&l = xt f Ut > 
JR xo , 24) = i [2x,2 - ut2], 
t=o 
x0 = 0, I % I < 1. 
By the easy calculation, the optimal decisions are 
zJo* =o , Ul * = 1 or -1. 
Along these decisions, the Hamiltonian becomes 
Ho(xo*, PO*, 110) = uo2. 
This implies that Ho does not attain the local maximum at the optimal 
decision uo* = 0. 
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