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Abstract
Continuing recent efforts in extending the classical singularity theorems of General
Relativity to low regularity metrics, we give a complete proof of both the Hawking
and the Penrose singularity theorem for C1-Lorentzian metrics - a regularity where
one still has existence but not uniqueness for solutions of the geodesic equation.
The proofs make use of careful estimates of the curvature of approximating smooth
metrics and certain stability properties of long existence times for causal geodesics.
On the way we also prove that for globally hyperbolic spacetimes with a C1-
metric causal geodesic completeness is C1-fine stable. This improves a similar older
stability result of Beem and Ehrlich where they also used the C1-fine topology to
measure closeness but still required smoothness of all metrics.
Lastly, we include a brief appendix where we use some of the same techniques in
the Riemannian case to give a proof of the classical Myers Theorem for C1-metrics.
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1 Introduction
The classical singularity theorems of General Relativity show that a Lorentzian manifold
with a C2-metric satisfying certain physically reasonable curvature and causality conditions
cannot be causal geodesically complete. In particular, if one attempts to ”extend” such
a manifold to make it complete, one cannot accomplish this with a C2-Lorentzian metric
without violating at least one of these physically reasonable conditions. It is then natural
to ask whether one could extend with a lower regularity Lorentzian metric - a question that
was already raised in [21, Sec. 8.4] and is of major physical importance because a plethora of
physical models involve spacetime metrics which are not C2 (e.g., the Oppenheimer–Snyder
model of a collapsing star [36], matched spacetimes [31], self-gravitating compressible fluids
[5], gravitational shock waves, thin mass shells, . . . ). In this paper we show that in the
specific cases of both the Hawking theorem, [20], and the Penrose theorem, [37], even
C1-regularity of the metric is sufficient to guarantee causal geodesic incompleteness.
In recent years, low regularity analytic methods have become increasingly important
within Mathematical General Relativity, allowing to phrase physically well-founded intu-
itions in a framework promising for a rigorous resolution of pressing questions. Looking at
the particular issue of extending the singularity theorems to lower regularity metrics, one
immediately notices that the parts of the analysis involving Jacobi fields to get the exis-
tence of conjugate/focal points become very problematic once the regularity of the metric
drops below C2. Further, even some standard results from causality theory employed in
the smooth proofs have only recently been investigated for metrics of regularity below C2.
This was most successful in the case where the metric is still C1,1, see [32, 25, 26], but
also lower regularities have been treated ([8, 39]). Using these advances and approxima-
tion techniques adapted to the causal structure allowed the proof of the Hawking and the
Penrose singularity theorem for C1,1-metrics (see [27, 28]) and, finally, also a proof of the
more general Hawking–Penrose Theorem in this regularity could be given, [14].
The next major threshold in lowering the regularity of the metric required for the sin-
gularity theorems is C1. Compared with C1,1-metrics we lose both uniqueness of geodesics
and well-definedness of the curvature in L∞loc but we retain the following key properties:
(i) The Levi-Civita connection is continuous. This is, therefore, the lowest regular-
ity where the classical Peano existence theorem gives existence of solutions of the
geodesic equations.
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(ii) The curvature of the metric is well-defined as a distribution.
After going from C2 to C1,1 this step down to C1 further reduces the gap between
the regularity in which singularity theorems are available and the lower, but physically
very relevant regularities obtained from even classical existence results for the Cauchy
problem (Hsloc with s > 5/2, cf., e.g.,[38]) or used in the currently favored formulation of
the strong cosmic censorship conjecture (locally square integrable Christoffel symbols, see
[7], regarded as the lowest regularity where weak solutions of the Einstein equations are
well defined).1
While it would of course be most satisfactory from a physical point of view to have
versions of the singularity theorems for these regularities, multiple new mathematical prob-
lems arise when attempting to go below C1: Even for metrics that are still Lipschitz one
would either have to avoid the geodesic equation entirely or choose one of many different
solution concepts available for ODEs with right hand side in L∞loc (one of the possibilities
is using Filippov solutions, [12], see also [42, 40], where this concept is used to define
geodesics). Another more technical problem is that the Friedrichs lemma type estimates
in Lemma 4.9 already appear to be quite sharp, so they might fail even when lowering
regularities just a little. And once one goes below Lipschitz even pure causality theory
departs significantly from classical theory: Example 1.11 in [8] shows that the push-up
Lemma does not necessarily hold in C0,α spacetimes, α ∈ (0, 1), and that lightcones no
longer have to be hypersurfaces (i.e., ”causal bubbling” may occur).
While there exist a handful of recent inextendibility results where even a very low level
of regularity cannot be maintained, these either concern concrete situations with a large
amount of symmetry or assume timelike geodesic completeness. For example, in recent
work, Sbierski [41] has shown that the Schwarzschild solution cannot be extended as a
continuous Lorentzian metric, and [34] show the same for timelike geodesically complete
spacetimes.
Lastly we want to mention that a first synthetic singularity theorem for a specific family
of Lorentzian length spaces was recently shown in [1]. There the vast improvement in the
regularity of the metric/spacetime (in fact one does not need a spacetime in the usual sense
at all) comes at the expense of requiring a large amount of general structure/symmetry.
The main results of this paper are the following three theorems from sections 4 and 5:
Theorem 4.11 (C1-Hawking, version 1). Let (M, g) be a time-oriented Lorentzian man-
ifold with g ∈ C1. If (M, g) has non-negative timelike Ricci curvature (in the distribu-
tional sense of Def. 3.3) and there exists a smooth compact spacelike hypersurface Σ with
g(H,n) > 0 (where n denotes the future pointing unit normal to Σ and H is the mean
curvature vector field) on Σ, then M is not timelike geodesically complete (i.e., there exists
at least one incomplete timelike geodesic).
1In general there seems to be a bit of a mismatch between common regularity classes used when one
takes a more causality theoretic (C2, C1,1, C1, C0,α, . . . ) or a more PDE based approach (Sobolev spaces).
Of course these regularities can be compared using Sobolev embedding theorems, e.g., we haveW 2,ploc →֒ C1
if p is strictly greater than the spacetime dimension.
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Theorem 4.13 (C1-Hawking, version 2). Let (M, g) be a time-oriented Lorentzian man-
ifold with g ∈ C1. If (M, g) has non-negative timelike Ricci curvature (in the distribu-
tional sense of Def. 3.3) and there exists a smooth spacelike Cauchy hypersurface Σ with
(n− 1)g(H,n) > β > 0 on Σ, then τΣ(p) ≤ n−1β for all p ∈ I+(Σ).
Theorem 5.7 (C1-Penrose). Let (M, g) be a time-oriented globally hyperbolic Lorentzian
manifold with g ∈ C1 and non-compact Cauchy hypersurfaces. If (M, g) satisfies the dis-
tributional null energy condition (in the sense of Def. 5.1) and contains a closed smooth
achronal spacelike (n − 2)-dimensional submanifold S with past pointing timelike mean
curvature vector field H, then it is null geodesically incomplete.
With these results C1 becomes the current lowest regularity for which straight-up gener-
alizations of classical singularity theorems exist. Whether also the more general Hawking-
Penrose theorem can be generalized to this regularity is still open.
On the way, in section 2, we prove some basic facts about geodesics for C1-metrics,
including the following stability result for causal geodesic completeness:
Theorem 2.17. Let (M, g) be globally hyperbolic with a C1-metric g which is causal
geodesically complete. Then there exists a C1-fine neighborhood U in the space of C1
pseudo-Riemannian metrics on M around g such that all g′ ∈ U are globally hyperbolic
Lorentzian metrics that are causal geodesically complete.
This improves a similar older stability result of Beem and Ehrlich where they also used
the C1-fine topology stability to measure closeness but still required smoothness of all
metrics.
In section 3 we review distributions (in the sense of generalized functions) on manifolds
and define distributional curvature and curvature bounds for C1-metrics.
Lastly, we include a brief appendix, appendix A, where we use some of the same tech-
niques in the Riemannian case to give a proof of the classical Myers Theorem for C1-metrics:
Theorem A.1. Let (M,h) be a Riemannian manifold with a C1-metric h. Assume that
h is geodesically complete and that there exists a constant λ > 0 such that Ric(X ,X ) −
(n− 1)λ h(X ,X ) is a non-negative distribution for all smooth vector fields X on M . Then
diam(M) ≤ pi√
λ
.
Notation and Conventions
All manifolds are assumed to be smooth, Hausdorff, second countable, n-dimensional (with
n ≥ 2 except in section 5, where n ≥ 3), and connected. On such manifolds M we will
consider Lorentzian (or, as in appendix A, Riemannian) metrics g that are at least C1.
We always assume that (M, g) is time orientable and that its time orientation is fixed by
a smooth vector field.
We say a curve γ : I → M from some interval I ⊆ R to M is timelike (causal, null,
future or past directed) if it is locally Lipschitz and γ˙(t), which exists almost everywhere by
Rademacher’s theorem, is timelike (causal, null, future or past directed) almost everywhere.
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Following standard notation, for p, q ∈ M we write p≪ q if there exists a future directed
timelike curve from p to q (and p ≤ q if there exists a future directed causal curve from
p to q or p = q) and set I+(A) := {q ∈ M : p ≪ q for some p ∈ A} and J+(A) := {q ∈
M : p ≤ q for some p ∈ A}. We call a spacetime (M, g) globally hyperbolic if it is non-
total imprisoning (i.e., no future or past inextendible causal curves may be contained in a
compact set) and J(p, q) := J+(p) ∩ J−(q) is compact for all p, q ∈M (cf. [39, Def. 3.1]).
As usual, for p, q ∈M the future time separation from p to q is defined by
τ(p, q) := sup({L(γ) : γ is a future directed causal curve form p to q} ∪ {0}),
where L(γ) denotes the Lorentzian arc-length of γ, i.e., for a causal curve γ : I → M one
has L(γ) :=
∫
I
√|g(γ˙(t), γ˙(t))|dt. Similarly one defines the future time separation to a
subset Σ by
τΣ(p) := sup
q∈Σ
τ(q, p).
Remark 1.1 (Regarding the regularity of causal curves). Note that in line with, e.g., [8,
14, 39, 16] we only require causal and timelike curves to be Lipschitz, whereas classical
accounts use smooth or piecewise smooth or piecewise C1 curves instead (see, e.g., [21, 35]).
Another convention that is sometimes used is requiring timelike curves to be piecewise C1
while causal curves only have to be Lipschitz (e.g., [33]). For a general discussion of the
different conventions and their relations see also [16], Section 2.
In our case it does not matter whether one uses smooth or Lipschitz timelike curves
for the definition of the relation ≪ because g ∈ C1 and hence in particular causally plain
(cf. [8], [16, Theorem 2.15]). For the relation ≤ it will follow from Proposition 2.13 that
J+(p) ≡ J+Lip(p) = J+C1(p) if (M, g) is globally hyperbolic (when using Lipschitz causal
curves). Proposition 2.13 further implies that for globally hyperbolic spacetimes also the
definition of the time separation function does not depend on whether one uses Lipschitz
or C1 causal curves.
For two Lorentzian metrics g1 and g2 we define
g1 ≺ g2 :⇐⇒ g1(X,X) ≤ 0 =⇒ g2(X,X) < 0.
We say that g1 has narrower lightcones than g2 (or alternatively that g2 has wider lightcones
than g1).
We use π : TM → M to denote the canonical projection and we also fix a complete
smooth Riemannian background metric on M , denoted by h. Note that nothing we are
going to do will depend on the choice of h, we nevertheless fix h for simplicity. By a slight
abuse of notation we also write h for the complete Riemannian metrics on TM and T ∗M
induced by h. For any continuous (r, s)-tensor field T on M and any subset A ⊆ M we
define
||T ||∞,A := sup{|T |x(ω1, . . . , ωr, X1, . . . , Xs)| : x ∈ A, ωi ∈ T ∗xM, ||ω||h = 1,
Xj ∈ TxM, ||Xj||h = 1}.
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If A ⊆ M is compact, then a net {Tε} of continuous (r, s)-tensor fields converges to T
w.r.t. ||.||∞,A if and only if (T αε )i1,...,irj1,...,js → (T α)i1,...,irj1,...,js uniformly on Uα ∩ A for any chart
(ψα, Uα). If Tε → T w.r.t. ||.||∞,A for any compact A ⊆ M we say that Tε → T locally
uniformly (or in C0loc).
If T , Tε are Ck, we say Tε → T in Ckloc if both Tε → T and (h∇)i Tε → (h∇)i T in C0loc
for all 1 ≤ i ≤ k where h∇ denotes the Levi-Civita connection of the background metric h.
Note that convergence of h∇Tε → h∇T in C0loc is equivalent to locally uniform convergence
of ∂js+1(T αε )i1,...,irj1,...,js → ∂js+1(T α)i1,...,irj1,...,js for any chart (ψα, Uα). Further, for C1-metrics the
Levi-Civita connection ∇ ≡ g∇ is well defined (e.g. via the Koszul formula) and (as long
as T , Tε are at least C1) one has that ∇T ,∇Tε are a continuous (r, s+1)-tensor fields and
h∇Tε → h∇T in C0loc if and only if ∇Tε →∇T in C0loc.
2 Geodesics for C1-metrics
Since g ∈ C1 the Christoffel symbols are continuous and we can make the following defini-
tion:
Definition 2.1 (Geodesic). Let (M, g) be a spacetime with a C1-metric g. A C2 curve
γ : I →M is a geodesic if it satisfies ∇γ˙ γ˙ = 0, i.e., in coordinates γ¨k = −Γkij ◦ γ γ˙iγ˙j. It is
called a pre-geodesic if there exists a continuous function λ : I → R such that ∇γ˙ γ˙ = λγ˙.
A geodesic γ : I →M is called extendible if there exists J ) I and a geodesic γ˜ : J →M
such that γ˜|I = γ. It is called inextendible or maximal2 if it is not extendible.
Remark 2.2 (Geodesics versus locally length maximizing causal curves). Up to parametriza-
tion there are two different equivalent descriptions of causal geodesics for smooth (and even
C1,1, cf. [32, Theorem 6]) metrics: Either as above as causal curves solving the geodesic
equation or as locally length maximizing causal curves. While in this paper ”geodesic”
will exclusively refer curves as in Definition 2.1 the second description is also commonly
used to define causal geodesics in low-regularity Lorentzian geometry. This has the advan-
tage of being a well-defined concept even in very low regularities but ignores the issue of
parametrization. In the timelike case the correct parametrization can easily be determined:
For smooth metrics a locally length maximizing timelike curve parametrized with respect
to Lorentzian arc-length is C2 and solves the geodesic equation. It is unknown whether
this continues to be true if the metric is only C1. The converse, i.e., any timelike solution
of the geodesic equation being locally maximizing, fails already for metrics in C1,α for any
α < 1 (see [40, Ex. 2.4]). However, as far as I am aware there is no way of determining the
parametrization which turns locally maximizing null curves into solutions of the geodesic
equation without using the geodesic equation. Thus, to sensibly talk about null geodesic
completeness one has to define geodesics via the geodesic equation.
Note that for any initial data γ˙(0) ∈ TM there exist geodesics, but one does in general
not have uniqueness. This is immediate from the Christoffel symbols being continuous
2Not to be confused with the separate notion of being (length-)maximizing.
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but not necessarily Lipschitz and explicit examples of non-uniqueness can be found e.g. in
[40, Ex. 2.4] (cf. also [19, Sec. 5] for the Riemannian case). Despite possible issues with
non-uniqueness lots of the usual basic properties remain true: A geodesic is inextendible if
and only if γ˙ leaves every compact subset of TM , any geodesic has fixed causal character
and a causal geodesic γ : (a, b) → M is extendible as a geodesic if and only if it can be
extended as a continuous curve. The first of these facts is basic continuous ODE theory
(note that boundedness of γ˙ implies that the end of γ lies in single chart, so this is just
[18, Thm 3.1]), the other two will be shown using the next lemma.
Lemma 2.3. Let (M, g) be a spacetime with a locally Lipschitz metric. If g is C1 on some
open subset O ⊂ M and γ : [0, 1)→ O is a causal geodesic that is continuously extendible
to p := γ(1) ∈ ∂O then γ˙ remains bounded on [0, 1). Further, γ˙(t) cannot converge to zero
as t→ 1.
Proof. W.l.o.g. γ is future directed and contained in a single chart around p and in this
chart −dt2 + 4∑i dx2i ≺ g ≺ −dt2 + 14 ∑i dx2i . Then since γ is causal, we estimate
|γ˙i| ≤ 2|γ˙0| for n − 1 ≥ i ≥ 1 on [0, 1), i.e., the function t 7→ f i(t) := γ˙i(t)
γ˙0(t)
is bounded on
[0, 1). By the geodesic equation
γ¨0(t) =
[−Γ000(γ(t))−2
n−1∑
i=1
f i(t)Γ00i(γ(t))−
n−1∑
i,j=1
f i(t)f j(t)Γ0ji(γ(t))
]
(γ˙0(t))2 =: f(t)(γ˙0(t))2
for t ∈ [0, 1) and f is continuous and bounded on [0, 1). Integrating this gives γ˙0(t) =
1
c0−
∫ t
0
f(s)ds
, where c0 =
1
γ˙0(0)
. This cannot converge to zero and diverges if and only if∫ 1
0
f(s)ds = c0. But then |c0−
∫ t
0
f(s)ds| ≤ C|t−1| because the function t 7→ c0−
∫ t
0
f(s)ds
is Lipschitz on [0, 1]. So γ˙0(t) = |γ˙0(t)| ≥ 1
C|t−1| , contradicting integrability of γ˙
0 on
[0, 1).
So the velocity γ˙ of any causal geodesic γ that is continuously extendible will remain
in a compact set of TM , hence γ will be extendible as a geodesic.
Corollary 2.4. Geodesics have fixed causal character.
Proof. We first note that, as for smooth metrics, g(γ˙, γ˙) is constant along geodesics. This
leaves only one possible scenario in which the causal character of γ changes, namely that
γ˙ might switch from being null (and non-zero) to being zero (which is spacelike). That
this cannot happen follows from limt→a γ˙(t) 6= 0 for any geodesic γ : [0, a] → M which is
causal on [0, a) (cf. Lemma 2.3).
Definition 2.5 (Geodesic completeness). A spacetime (M, g) with a C1-metric g is called
timelike (respectively null) geodesically complete if all inextendible timelike (respectively
null) solutions of the geodesic equation are defined on R.
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2.1 Existence time estimates for gε-geodesics
In this section we will consider a net of C1-Lorentzian metrics {gε}ε>0 converging to a
C1-Lorentzian metric g in C1loc and study what timelike (or null) completeness of g implies
for the existence time of geodesics for the gε-metrics. This will be later applied to the
situation where the gε are actually smooth approximations.
The main goal of this section is to establish Propostion 2.10, stating that gε-geodesics
must have arbitrarily long existence times if corresponding g-geodesics are complete. The
strategy of the proof is similar to [12, Theorem 5], which shows that, even for ODE with
a right-hand side having certain mild discontinuities, if all solutions for given initial data
exist on [a, b], then the set of points lying on the graphs of these solutions is bounded and
closed.
We will split the argument into several Lemmas for easier reference later on. To start
with we note that the following holds:
Lemma 2.6. Let {γ˙n : [0, an] → TM}n∈N be a sequence of gεn-geodesics with εn → 0 and
assume there exists a compact set B ⊆ TM such that im(γ˙n) ⊆ B, γ˙n(an) ∈ ∂B for all n
and γ˙n(0)→ v ∈ B◦. Then there exists 0 < a ≤ ∞ and a g-geodesic γ˙v : [0, a)→ B ⊆ TM
such that a subsequence of the γ˙n’s converges uniformly on compact subsets of [0, a) to γ˙v.
Proof. This is basically a consequence of Arzela-Ascoli. W.l.o.g. γ˙n(an) → q ∈ ∂B, an →
a ∈ [0,∞]. First we argue that a > 0: Since q ∈ ∂B and v ∈ B◦, there exists c > 0
such that dh(γ˙n(0), γ˙n(an)) ≥ c for n sufficiently large, so if an → 0, then γ¨n cannot
remain bounded (uniformly in n), contradicting the geodesic equation since γ˙n ⊆ B and
εnΓ→ Γ ∈ C0 uniformly on the compact set π(B) ⊆M .
The sequence γ˙n is uniformly bounded and by the geodesic equation and convergence
of the εnΓ’s the same is true for the sequence of derivatives γ¨n, hence γ˙n is equicontin-
uous. Thus, by Arzela-Ascoli, there exists a subsequence converging uniformly on com-
pact subsets of [0, a) to a function f : [0, a) → TM . By the geodesic equation also
the (sub)sequences of derivatives γ¨in converge uniformly on compact sets to functions
gi = −Γijk(π(f))f jfk. This implies that f is differentiable and f˙ = g, hence f is a
solution of the g-geodesic equation with initial data f(0) = lim γ˙n(0) = v.
Lemma 2.7. Let {γ˙n : [0, tn)→ TM}n∈N be a sequence of inextendible gεn-geodesics with
εn → 0, tn ≤ N and γ˙n(0) → v ∈ TM . Then there exists an inextendible g-geodesic
γ˙ : [0, b)→ TM with γ˙(0) = v and b ≤ N . Further, a subsequence converges uniformly on
compact subsets of [0, b) to this solution γ˙.
Proof. Let {Km}m∈N be a compact exhaustion of TM such that v ∈ K◦1 . W.l.o.g. vn ∈ K1
for all n. Then, since γ˙n(s) leaves every compact subset of TM as s → tn, for all (n,m)
there exists s(n,m) < tn ≤ N such that qn,m := γ˙n(s(n,m)) ∈ ∂Km and γ˙n|[0,s(n,m)) ⊆ K◦m.
By the previous Lemma 2.6 we can choose a subsequence {γ˙φ2(k)}k∈N of {γ˙n} such that
s(2) := limk→∞ s(φ2(k), 2) and s(1) := limn→∞ s(φ2(k), 1) exist and {γ˙φ2(k)|[0,s(φ2(k),2))}k∈N
converges (uniformly on compact subsets) to a g-geodesic η˙2 : [0, s(2)) → TM . For this
solution η˙2(s(1)) ∈ ∂K1. Next, we choose a subsequence {γ˙φ3(k)} of {γ˙φ2(k)} such that
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s(3) := limk→∞ s(φ3(k), 3) exists and γ˙φ3(k) converges (uniformly on compact subsets) to a
g-geodesic η˙3 : [0, s(3)) → TM . For this solution, η˙3(s(2)) ∈ ∂K2 (and η˙3(s(1)) ∈ ∂K1).
Additionally, η˙3|[0,s(2)) = η˙2.
Continuing this construction, we obtain sequences {{γ˙φi(k)}k∈N}i∈N and {s(i)}i∈N. The
sequence s(i) is increasing and bounded above by N , hence s(i) → b ∈ (0, N ]. By con-
struction the diagonal sequence {γ˙φk(k)}k∈N converges to a g-geodesic η˙ : [0, b)→ TM with
η˙(s(k)) ∈ ∂Kk for all k ∈ N, i.e., η˙(s)→∞ as s→ b ≤ N .
The desired result is now an easy consequence:
Proposition 2.8. Let g, gε ∈ C1, gε → g in C1loc and let and K ⊆ TM be compact and
assume that all g-geodesics starting in K are defined on [0,∞). Then for any N ∈ N there
exists ε0(N,K) such that for all ε ≤ ε0(K,N) all gε-geodesics starting in K are defined on
[0, N ].
Proof. Assume not. Then there exists N ∈ N, a sequence εn → 0 and inextendible gεn-
geodesics γ˙n : [0, tn) → TM with tn ≤ N and γ˙n(0) = vn ∈ K. W.l.o.g. vn → v ∈ K.
Then, by the previous Lemma 2.7, there exists an inextendible g-geodesic γ : [0, b) → M
with b ≤ N and γ˙(0) = v ∈ K, a contradiction.
Remark 2.9. Clearly, the following modified version of Propostion 2.8 holds:
Let g ∈ C1, K ⊆ TM compact and T ≥ 0 and assume that all g-geodesics starting
in K are defined on [0, T ). Then for any T˜ < T there exists ε0(K, T˜ ) such that for all
ε ≤ ε0(K, T˜ ) all gε-geodesics starting in K are defined on [0, T˜ ].
To state and prove our final result in this section, we first need to introduce some
more notation: For a compact K ⊂ TM , N > 0 we denote the union of the images of all
g-geodesics γ˙ (restricted to [0, N ] if they exist longer) with γ˙(0) ∈ K by FK,N , i.e.,
FK,N :=
⋃
{γ˙: g−geodesic with γ˙(0)∈K}
im(γ˙|[0,N ]) ⊆ TM. (2.1)
We define Fε,K,N the same way, only using gε-geodesics instead of g-geodesics.
Proposition 2.10. Let g ≡ g0 ∈ C1 and ε 7→ gε be continuous from [0, 1] to the space of
C1-metrics with respect to C1loc-convergence. Assume that K ⊆ TM is compact and that
all g-geodesics starting in K are defined on [0,∞). Then for any N ∈ N the union
F≤ε0,K,N :=
⋃
0<ε≤ε0(K,N)
Fε,K,N ∪ FK,N
(where ε0(K,N) is given by Proposition 2.8) is relatively compact.
Proof. If not, there exist points pn = γ˙εn(tn) ∈ F≤ε0,K,N with pn → ∞. W.l.o.g. εn →
ε¯ ∈ [0, ε0(N,K)], tn → t0 ∈ [0, N ] and γ˙εn(0) → v ∈ K. Since ε 7→ gε was assumed to be
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continuous we have that gε → gε¯ in C1loc as ε → ε¯ and we may proceed as in the proof of
Lemma 2.7: Since pn →∞ we can assume γ˙εn|[0,tn] ∩ ∂Km 6= ∅ for all n ≥ m (passing to a
subsequence if necessary). Let qn,m and s(n,m) ≤ tn ≤ N be as in Lemma 2.7 (well defined
for n ≥ m). Then as in the proof of Lemma 2.7 one obtains a solution η˙ : [0, s0)→ TM of
the gε¯-geodesic equation with s0 = limm→∞ limn→∞ s(n,m) ≤ N and η˙(s(k)) ∈ ∂Kk, i.e.,
η˙(s(k))→∞. This contradicts Proposition 2.8, since ε¯ ≤ ε0(N,K).
Remark 2.11. (i) It is also not hard to see that F≤ε0,K,N is actually compact but we will
not need this.
(ii) As for Propostion 2.8, the following modified version of Propostion 2.10 holds:
Let g ∈ C1 and K ⊆ TM compact, T ≥ 0 and assume that all g-geodesics starting
in K are defined on [0, T ). Then for any T˜ < T the union
F≤ε0,K,T˜ :=
⋃
0<ε≤ε0(T˜ ,K)
Fε,K,T˜ ∪ FK,T˜
(where ε0(K, T˜ ) is as in Rem. 2.9) is relatively compact.
2.2 Existence of maximizing geodesics
We now turn to discussing the existence of length maximizing geodesics for globally hyper-
bolic C1-metrics. It is well known that for smooth metrics any length maximizing causal
curve must be a geodesic (cf. e.g. [35, Propostion 14.19]). Further, from [39], we know
that maximizing causal curves in globally hyperbolic spacetimes always exist, even if the
metric is merely continuous. If g ∈ C1,1 it is still true that any maximizing causal curve is
a geodesic (cf. [32, Theorem 6]) and thus maximizing geodesics exist.
Now for C1-metrics it is unknown whether maximizing curves have to be (reparametriza-
tions of) geodesics and it is even unknown whether one can choose a parametrization in
which they are at least C2-curves.
While the arguments below don’t answer either of these questions for all maximizing
causal curves, they at least establish the existence of maximizing curves that are geodesics
between any two causally related points if g is globally hyperbolic.
Remark 2.12 (Regarding the definition of global hyperbolicity). Following [39, Def. 3.1] we
define globally hyperbolic using non-total imprisoning (i.e., no future or past inextendible
causal curves may be contained in a compact set) and compactness of causal diamonds
J(p, q) = J+(p)∩J−(q). It is shown in [33, Propostion 2.20] that for proper cone structures
(and thus in particular for continuous metrics) this definition is equivalent to demanding
causality and compactness of causal diamonds. Further, [23] shows that for spacetimes
of dimension greater than two with smooth or at least C1,1-metrics one may even replace
causality with the mere assumption of the spacetime being either non-totally vicious or
non-compact.
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These definitions are equivalent to the existence of a Cauchy hypersurface (i.e., a set
that is met exactly once by every inextendible causal curve), see [39, Theorem 5.7 and 5.9].
From this it is clear that if g is globally hyperbolic, then any g′ ≺ g (remember that this
was defined as g′(X,X) ≤ 0 =⇒ g(X,X) < 0) must be globally hyperbolic too.
Proposition 2.13. Let (M, g) be globally hyperbolic with a C1-metric g. Then for any
p < q there exists at least one maximizing causal geodesic from p to q.
Moreover, for any net gˇε of approximating metrics converging to g in C
1
loc with gˇε ≺ g
there always exists at least one Lg-maximizing g-causal g-geodesic γ : [0, 1]→ M from p to
q that is obtained as a C1-limit of a sequence of Lgˇεn -maximizing gˇεn-causal gˇεn-geodesics
γεn : [0, 1]→ M with εn → 0.
Proof. We first show that there always exists a timelike maximizing geodesic from p to
q for p ≪ q. First fix a smooth globally hyperbolic metric gˆ with g ≺ gˆ (such a metric
exists by [39, Theorem 4.5]). Further, note that there exists a sequence of metrics gˆn
with g ≺≺ gˆn ≺ gˆ (this follows essentially from [8, Proposition 1.2] and globalizing [39,
Lemma 1.4] using [22, Lemma 4.3], see also the proof of Lemma 4.2).
Since the gˆn have narrower lightcones than gˆ, they must all be globally hyperbolic as
well and Jgˆn(p, q) ⊆ Jgˆ(p, q) ⋐ M . Let γn : [0, 1] → M be a gˆn-maximizing gˆn-timelike
gˆn-geodesic from p to q (these exist because gˆn is globally hyperbolic and p≪gˆn q).
Let Ki be a compact exhaustion of TM and let ai,n be the maximum of s ∈ [0, 1] such
that γ˙n|[0,s] ⊂ Ki. If there does not exist N such that aN,n = 1 for all large enough n, then
as in Lemma 2.7 we can find a subsequence γ˙nk converging uniformly on compact subsets of
[0, a), where 1 ≥ a = limi→∞ limk→∞ ai,nk , to a g-geodesic γ˙ : [0, a)→ M . This γ must be
causal and γ˙(s) must leave every compact set as s→ a. By Lemma 2.3 for causal geodesics
inextendibility as a geodesic is equivalent to inextendibility as a continuous curve, so the
causal curve γ : [0, a) → M is inextendible. But since all curves γnk are contained in the
common compact set Jgˆ(p, q) the same must be true for the limit γ, so γ is an inextendible
causal curve imprisoned in a compact set. This contradicts global hyperbolicity. Hence,
for large n, all curves γ˙n are contained in a common compact subset of TM . This implies
that a subsequence γ˙nk converges uniformly to a g-geodesic γ˙ : [0, 1]→M .
It remains to show that γ is maximizing for g. This actually immediately follows from
[39, Proposition 6.5], but parts of the proof simplify due to the better convergence of
γnk → γ and for completeness we include an outline of the proof here. Let c : [0, 1] → M
be any g-causal curve from p to q parametrized proportional to h-arclength. Any such c is
also gˆn-causal and, by [39, Lemma 2.7], there exists a constant C such that h(c˙, c˙) ≤ C for
any such curve c. Then as in [39, Theorem 6.3] one can estimate
Lg(c) ≤
∫ 1
0
√
−gˆn(c˙, c˙) + C2δn ≤ Lgˆn(c) + C
√
δn ≤ τn(p, q) + C
√
δn,
where δn measures the distance between g and gˆn. Letting n → ∞, we obtain Lg(c) ≤
lim infn→∞ τn(p, q) and hence τ(p, q) ≤ lim infn→∞ τn(p, q). On the other hand, the C1([0, 1])-
convergence of γnk to γ implies that τnk(p, q) = Lgˆnk (γnk) → Lg(γ), hence τ(p, q) ≤
lim τnk(p, q) = Lg(γ), i.e., γ is maximizing and since τ(p, q) > 0 it is timelike.
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Now let gˇε be a net of approximating metrics converging to g in C
1
loc with gˇε ≺ g. We
show that for p≪ q a maximizing timelike g-geodesic can also be obtained as the C1-limit
of a sequence of Lgˇεk -maximizing gˇεk-causal gˇεk-geodesics. Since J(p, q) is compact and all
our curves lie in J(p, q) we may use [39, Lemma 1.4] to assume without loss of generality
that gˇε2 ≺ gˇε1 for ε2 < ε1. Let ε0 be such that p ≪gˇε0 q (such an ε0 exists because p ≪ q
and I+ =
⋃
ε I
+
gˇε
, see [8, Corollary 1.17 and Proposition 1.21]). Now for all ε < ε0, let
γε : [0, 1]→M be a gˇε-maximizing gˇε-timelike gˇε-geodesic from p to q (these exist because
gˇε is globally hyperbolic and the with of the gˇε-lightcones is increasing as ε decreases).
Proceeding exactly the same way as above, we obtain that a subsequence γεk converges to
a g-geodesic γ : [0, 1] → M in C1([0, 1]). It remains to show that γ is maximizing. Let
c be a timelike g-geodesic with Lg(c) = τ(p, q). Since c is timelike and C
1 there exists a
constant C˜ > 0 such that g(c˙, c˙) < −C˜ and hence c is gˇε-timelike for all small enough ε.
Therefore, for small enough ε, we can estimate τ(p, q) = Lg(c) ≤ τε(p, q) +C
√
δε as above.
From this it again follows that γ is a maximizing timelike g-geodesic.
Lastly, we treat the case p < q but not ≪ q: Choose a sequence εk → 0 and points
qk ∈ ∂J+gˇεk (p) converging to q and let γεk : [0, 1] → M be a gˇεk-maximizing gˇεk-null gˇεk-
geodesic from p to qk.
3 As before, passing to a subsequence if necessary, we may assume
that the γεk converge to a g-geodesic γ : [0, 1] → M in C1([0, 1]). This limit γ must be
g-null and we have τ(p, q) = 0 (else there would exist a maximizing curve from p to q of
positive length and since maximizing curves have fixed causal character, see [15], such a
curve would be timelike), so τ(p, q) = L(γ) and γ is maximizing.
Remark 2.14. The same holds for any net gˆε that converges to g in C
1
loc and satisfies
g ≺ gˆε ≺ gˆ for some globally hyperbolic gˆ: For p≪ q this is just the first part of the proof.
For p < q but not ≪ q one only needs to establish the existence of points qk ∈ ∂J+gˆεk (p)
converging to q. This follows similarly as in the gˇε case but needs
⋂
ε I
+
gˆε
(p) = J+g (p) which
can be shown using the same basic limit geodesic argument as in the proof of the previous
Lemma.
Using essentially the same proof, just replacing p with Σ or S we also get the following
results about the existence of maximizing geodesics to a Cauchy hypersurface Σ or a closed,
spacelike (n− 2)-dimensional submanifold S.
Corollary 2.15. Let (M, g) be globally hyperbolic with a C1-metric g and let Σ ⊆ M be
a smooth spacelike Cauchy hypersurface. Then for any q ∈ I+(Σ) there exists at least one
timelike geodesic from Σ to q maximizing the distance to Σ. Further, such a geodesic can
be obtained as a C1-limit of a sequence of gˇεn-geodesics γεn maximizing the gεn-distance to
Σ and thus must in particular start orthogonally to Σ.
3 Such qk exist by the same argument as in the proof of [14, Theorem 5.3]: Let Uk be a sequence of
neighborhoods of q with Uk+1 ⊆ Uk and
⋂
k Uk = {q}. Then for any Uk there exist points qek ∈ Uk \ J+(p)
and qik ∈ Uk ∩ I+(p). Let εk be such that qik ∈ I+gˇε
k
(p) and εk ≤ 1k and let ck be a curve in Uk connecting
qik and q
e
k ∈ Uk \ J+(p) ⊆ Uk \ J+gˇε
k
(p). Then this curve must intersect ∂J+gˇε
k
(p) and we choose qk to be
such an intersection point.
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Corollary 2.16. Let (M, g) be globally hyperbolic with a C1-metric g and let S ⊆ M be
a closed, spacelike (n − 2)-dimensional submanifold. Then for any q ∈ J+(S) \ I+(S)
there exists at least one null geodesic from S to q maximizing the distance to S. Further,
such a geodesic can be obtained as a C1-limit of a sequence of gˇεn-null gˇεn-geodesics γεn
maximizing the gεn-distance to S and thus must in particular start orthogonally to S.
These are easily recognized as corresponding to the situations in the Hawking theorem
and the Penrose theorem, respectively.
2.3 Stability of causal geodesic completeness
In this section we will refine the existence time results of the previous section to obtain
stability of causal (or null) geodesic completeness under the additional assumption of global
hyperbolicity.
This requires us to work with a finer topology than the C1loc one we used in the previous
section: Given a manifoldM we denote by Pseudk(M) the space of all semi-Riemannian Ck-
metrics on M . The fine Cr-topologies (sometimes also referred to as Whitney topologies)
can be defined on Pseudk(M) (k ≥ r) using the following basis of neighborhoods: Fix a
countable, locally finite atlas {Uα, ψα} such that each of the charts has compact closure
in a larger chart. A basis {W (g, f)} for the fine Cr–topology is obtained by taking semi-
Riemannian metrics g and positive functions f ∈ C0(M) and setting W (g, f) to be the set
of all g′ ∈ Pseudk(M) such that all components and mixed partials up to order r for g and
g′ in the fixed given atlas are f -close. For the C1-fine topology this just means that
||gij − g′ij||∞,Uα ≤ f and ||∂rgij − ∂rg′ij ||∞,Uα ≤ f.
Clearly C1-fine convergence implies convergence in C1loc, but the converse is not true.
In [2], Beem and Ehrlich investigated the stability of geodesic completeness for smooth
semi-Riemannian metrics and showed in particular that any null (resp. causal) geodesically
complete globally hyperbolic smooth Lorentzian metric g possesses a C1-fine neighborhood
U in the space Lor∞(M) of smooth Lorentzian metrics such that each g′ ∈ U is null (resp.
causal) geodesically complete.
Using results/techniques from the previous section (Lemmas 2.6 and 2.7) to circumvent
arguments using uniqueness of geodesics (and thus requiring higher differentiability of
the metric) we obtain that any globally hyperbolic C1-Lorentzian metric that is causal
geodesically complete possesses a C1-fine neighborhood U in the space Pseud1(M) such
that each g′ ∈ U is a causal geodesically complete Lorentzian metric. While this is a bit of
a tangent and will not be required for the proof of the C1-singularity theorems, it provides
a neat stability result in a very natural setting: Contrary to the older result of [2] the
regularity of the metrics now coincides with the regularity of the convergence.
Theorem 2.17. Let (M, g) be globally hyperbolic with a C1-metric g which is causal
geodesically complete. Then there exists a C1-fine neighborhood U ⊆ Pseud1(M) around g
such that all g′ ∈ U are globally hyperbolic Lorentzian metrics that are causal geodesically
complete.
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Proof. First note that by [39, Theorem 4.5] there exists a smooth metric gˆ with g ≺ gˆ and
gˆ globally hyperbolic. Given any such gˆ there always exists a C0-fine (and hence C1-fine)
neighborhood U ⊆ Pseud1(M) around g such that all g′ ∈ U are Lorentzian metrics and
satisfy g′ ≺ gˆ (this essentially follows from [39, Lemma 1.4]). Thus all g′ ∈ U are globally
hyperbolic and for any K ⊆M one has J+g′ (K) ∩ J−g′ (K) ⊆ J+gˆ (K) ∩ J−gˆ (K).
Since J+gˆ (K) ∩ J−gˆ (K) is compact for any compact K, we can construct a compact
exhaustion {Ki}∞i=1 ofM with the following properties: Ki−1 ⊆ K◦i and J+gˆ (Ki)∩J−gˆ (Ki) =
Ki. Note that for g
′ ∈ U any g′-causal g′-geodesic is gˆ-timelike and hence cannot re-enter
a K◦i after leaving it.
Set c0 = 0 and inductively define constants 0 < ci < ∞ such that all g-causal g-
geodesics γ starting in Ki with ||γ˙(0)||h ≤ ci−1 + 1 satisfy ||γ˙||h ≤ ci while γ remains in
Ki.
4 Further, by Proposition 2.10 and skipping over some of the Ki if necessary, we may
assume that all that all g-causal g-geodesics γ starting in Ki with ||γ˙(0)||h ≤ ci−1 + 1
remain in K◦i+1 for all parameters 0 ≤ s ≤ i.
We have the following
Lemma 2.18. For all i there exists εi such that for all g
′ ∈ U with ||g−g′||C1(Ki+2\K◦i−1) ≤ εi
all g′-causal g′-geodesics γ contained in M \K◦i−1 and starting in Ki \K◦i−1 with ||γ˙(0)||h ≤
ci−1 + 1
(i) exist and remain in K◦i+2 for parameters in [0, i] and
(ii) for each such geodesic γ there exists sγ such that γ|[0,sγ] ⊆ Ki \K◦i−1, γ(sγ) ∈ ∂Ki ⊆
Ki+1 \K◦i and ||γ˙(sγ)||h ≤ ci + 1.
Proof. Assume not. Then there exists i ∈ N, metrics g′n ∈ U with ||g − g′n||C1(Ki+2\K◦i−1) ≤
1/n and g′n-causal g
′
n-geodesics γn : [0, bn) → M \ K◦i−1 with γn(0) ∈ Ki \K◦i−1, γn(0) →
v ∈ Ki, and ||γ˙n(0)||h ≤ ci−1 + 1 such that either (i) or (ii) does not hold.
Assume (i) doesn’t hold. Then there exist tn ≤ i such that γn(tn) /∈ K◦i+2, but still
γn(tn) ∈ Ki+2 and hence γn|[0,tn] ⊆ Ki+2 \K◦i−1. If ||γ˙n|[0,tn]||h remains bounded, then, by
essentially Lemma 2.6, this implies the existence of a g-causal g-geodesic γ with γ(t) ∈
∂Ki+1, so /∈ K◦i+1, for some t < lim tn ≤ i, a contradiction. And if ||γ˙n|[0,tn]||h does not
remain bounded, then, by essentially Lemma 2.7, there exists an inextendible g-causal
g-geodesic that does not exist on [0,∞), also a contradiction.
Assume now that (ii) doesn’t hold. Because each γn must leave every compact subset
by global hyperbolicity of g′n an sn such that γn|[0,sn] ⊆ Ki \ K◦i−1 ⊆ Ki+2 \ K◦i−1 and
γn(sn) ∈ ∂Ki ⊆ Ki+1 \K◦i must exist. Now, similar to when looking at (i), when assuming
||γ˙(sn)||h > ci+1 we get a contradiction: Either to causal completeness of g (if ||γ˙n|[0,sn]||h
does not remain bounded), or to ||γ˙||h ≤ ci (in case ||γ˙n|[0,sn]||h remains bounded and
γ˙ : [0, s) → TM can be extended to s = lim sn, as then ||γ˙(s)||h = lim ||γ˙n(sn)||h), or
4To see that this is possible note that because of Propostion 2.10 it is sufficient to show that there exists
N ∈ N such that γ|[N,∞) ⊆ M \Ki for all such γ. Assume this were not true, then there exist g-causal
g-geodesics γn : [0,∞) → M with γn|[0,n) ⊆ Ki and by a limiting process as in Lemma 2.7 we obtain an
inextendible g-causal g-geodesic imprisoned in the compact set Ki. This contradicts global hyperbolicity.
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to the non-existence of inextendible causal curves imprisoned in a compact set (in case
||γ˙n|[0,sn]||h remains bounded but γ˙ : [0, s)→ TM cannot be extended to s = lim sn).
The desired result now follows almost immediately: Choose a function f such that for
all g′ ∈ W (g, f) we have ||g − g′||C1(Ki+2\K◦i−1) ≤ εi for all i. Let g′ ∈ U ∩W (g, f) and let
γ : (a, b)→ M be an inextendible g′-causal g′-geodesic. We show that γ is complete. First,
there exists N ∈ N such that γ ⊆ M \ ⋃i<N Ki and γ meets KN . Reparametrizing we
can assume γ(0) ∈ KN and ||γ˙(0)||h ≤ cN−1 + 1. From the lemma we get that γ exists on
[0, N ], hence b ≥ N . Further the lemma also tells us that γ|[sγ ,b) satisfies the assumptions
necessary to apply the lemma with N + 1 instead of N , hence b ≥ N + 1. Proceeding like
this, we get b ≥ N +n for all n ∈ N, hence γ is future complete. Past completeness follows
analogously.
Remark 2.19. As in [2] the result is also true for null geodesic completeness and it should
also be sufficient to assume that g is causally disprisoning and causally pseudoconvex
(instead of globally hyperbolic), but one would have to be a bit more careful in the con-
struction of the compact exhaustion and one needs to check that, as in [2, Lemma 3.1],
being causally disprisoning and causally pseudoconvex is C1-fine stable for g ∈ C1.
For the remainder of the paper we will return to using C1loc convergence instead of
C1-fine convergence because we only ever need estimates on compact sets.
3 Curvature for C1-metrics
Since we do not necessarily wish to assume that g ∈ W 2,ploc for some p,5 the definition of
curvature is not completely straightforward. Nevertheless, C1 is well above the minimal
regularities considered in general relativity6 and it is easy to see that the Riemann tensor
and the Ricci tensor as well as scalar curvature are still well defined as distributions.
In this section we are going to very briefly review what exactly this entails, focusing
especially on what it means for a distribution to be bounded (by a constant or another
distribution), how one may formulate bounds on timelike Ricci curvature equivalent to the
strong energy condition in the smooth case7 and how one regularizes both distributions
and non-smooth functions/tensor fields on manifolds. Nothing in this section is new, we
mainly follow [17], Section 3.1, but some information can also be found in, e.g., [10, 9]. See
also [29] for a concise summary on how to define distributional curvature for more general
connections in case M is orientable.
5 If g ∈ C1 ∩W 2,ploc , then curvature is well defined in Lploc. Any reader only interested in this case can
safely skip most of this section and just read all curvature bounds, in particular those in Def. 3.3 and
Def. 5.1, as pointwise a.e. bounds.
6The most general class of metrics that allow for a sensible definition of distributional curvature was
identified in [13] to be g ∈ W 1,2loc satisfying an appropriate non-degeneracy condition (see also [43]). Any
C1 metric belongs to this class.
7We postpone looking at possible ways to define the bounds on Ricci curvature necessary to prove
Penrose’s theorem to section 5.
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3.1 Very brief review: Distributions on manifolds
Analogous to the definition of distributions on an open subset of Rn the space of distri-
butions on a manifold M is defined as the dual space of certain smooth ’test objects’.
However, if one wants to preserve the embedding of smooth functions into distributions
via integration, the space of these test objects has to be the space of compactly supported
smooth sections of the volume bundle Vol (M) over M , rather than C∞c (M) itself.
If M is orientable, then Vol (M) is simply the well-known vector bundle of exte-
rior n-forms ΛnT ∗M . For non-orientable manifolds Vol (M) is still a one-dimensional
real vector bundle over M , but it is characterized by the transition functions φαβ(x) =
|detD (ψβ ◦ ψ−1α ) (ψα(x))| (instead of φαβ(x) = detD (ψβ ◦ ψ−1α ) (ψα(x)) which are the
transition functions for ΛnT ∗M). Locally, any smooth section of the volume bundle (i.e.,
a volume density) can be written as
µ|U = f |dx1 ∧ · · · ∧ dxn|
for a smooth function f on U .
The integral of a compactly supported volume density µ ∈ Γc (M,Vol (M)), with local
expressions αµ|dx1 ∧ · · · ∧ dxn|, is defined analogous to the integration of an n-form on an
orientable manifold by∫
M
µ =
∑
α
∫
Uα
ξαµ :=
∑
α
∫
ψα(Uα)
ξα
(
ψ−1α (x)
)
αµ
(
ψ−1α (x)
)
dx
for a given atlas (Uα, ψα) and a subordinate partition of unity ξα. This does not depend on
the choice of the atlas or the partition of unity. The volume density µ is called non-negative
(or positive) if every αµ ∈ C∞(Uα) is a non-negative (or positive) function.
The space of distributions on M is then defined as the space of continuous linear
functionals Γc (M,Vol (M)),
8 i.e.,
D′ (M) := Γc (M,Vol (M))′ .
We can embed C∞ →֒ D′ (M) by identifying a smooth function f with the functional
µ 7→ 〈f, µ〉 := ∫
M
fµ More generally, for the vector bundle T pqM over M , one defines the
space of T pqM-valued distributions or (p, q)-tensor distributions by
D′T pq (M) ≡ D′
(
M,T pqM
)
:= Γc
(
M,T qpM ⊗Vol (M)
)′
.
We will mainly use the following equivalent description of tensor distributions:
D′T pq (X) ∼= D′ (M)⊗C∞ T pq (M) .
The next proposition (cf. [17, Section 3.1.4]) will allow us to do everything in charts
and basically treat tensor distributions like families of distributions on open balls in Rn.
8Details on the topology on Γc (M,Vol (M)) can be found in [17]. However, these details will not be
important here.
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Proposition 3.1. (i) Given an atlas (Uα, ψα) of M , locally T |Uα ∈ D′
(
Uα, T
p
qM
)
can
be written as
T |Uα = (αT )
i1...ip
j1...jq
∂i1 ⊗ · · · ⊗ ∂ip ⊗ dxj1 ⊗ · · · ⊗ dxjq
with local coefficients (αT )
i1...ip
j1...jq
∈ D′ (Uα).
(ii) Extending the pushforward (ψα)∗ : C∞c (Uα) → C∞c (ψα(Uα)) to distributions (by set-
ting 〈(ψα)∗u, φ〉 := 〈u, (Ψα)∗φ〉, where Ψα is a chart for Vol (M) associated to ψα)
further allows us to identify (αT )
i1...ip
j1...jq
∈ D′(Uα) with its chart representations
(αT˜ )
i1...ip
j1...jq
:= (ψα)∗
(
(αT )
i1...ip
j1...jq
) ∈ D′(ψα(Uα)).
(iii) As in the case of smooth tensor fields, this process is reversible: For any family
{((αT˜ )i1...ipj1...jq) ∈ D′(ψα(Uα))np+q}α∈A obeying the right transformation rules there exists
a tensor distribution T on M such that
(ψα)∗
(
(αT )
i1...ip
j1...jq
)
= (αT˜ )
i1...ip
j1...jq
∈ D′(ψα(Uα)).
3.2 Distributional curvature and curvature bounds
As justified by the exposition in the previous subsection, we may do all our calculations
and definitions locally. So let Ω be an open ball in Rn and let gij ∈ C1(Ω) be a Lorentzian
metric on Ω. Then the inverse exists and is again C1 and all Christoffel symbols
Γkij =
1
2
gkl(∂igjk + ∂jgik − ∂kgij) (3.1)
are continuous on Ω. Hence, any partial derivatives of the Christoffel symbols are well
defined as distributions on Ω in the usual way (i.e., 〈∂mΓkij, φ〉 := −
∫
Ω
Γkij∂mφ). We now
define the distributional Riemann tensor by the usual expression, i.e.,
Riemmijk := ∂jΓ
m
ik − ∂kΓmij + ΓmjsΓsik − ΓmksΓsij ∈ D′(Ω). (3.2)
If gij comes from a C
1-metric on a manifold M , one can check (as in the smooth case)
that this expression indeed behaves correctly under a change of charts, so all such local
expressions together define a tensor distribution Riem[g] on M .
To obtain the distributional Ricci tensor we simply contract the distributional Riemann
tensor the usual way, i.e., Ricij := Riem
m
imj or in coordinates
Ricij := ∂mΓ
m
ij − ∂jΓmim + ΓmijΓkkm − ΓmikΓkjm ∈ D′(Ω). (3.3)
Note that this is entirely unproblematic because it does not involve any type changes.
Again this definition gives rise to a tensor distribution Ric[g] on M .
If we want to define scalar curvature by R = gijRicij we would multiply a distribution
with a non-smooth function which is problematic. The way around this is to instead define
R := ∂m(g
ijΓmij )− (∂mgij)Γmij − ∂j(gijΓmim) + (∂jgij)Γmim + gijΓmijΓkkm − gijΓmikΓkjm,
which, thanks to the product rule, is an equivalent expression in the smooth case.
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Curvature bounds: For distributions u ∈ D′(M) one has a natural notion of positivity,
namely
Definition 3.2. Let u ∈ D′(M). Then u ≥ 0 (resp. u > 0) if 〈u, µ〉 ≥ 0 (resp. > 0) for
any compactly supported non-negative (resp. positive) volume density µ.9
Using this, one defines u ≥ v (resp. u < v) for any two u, v ∈ D′(M) by non-negativity
(rep. positivity) of the distribution u− v.
This can be used to define energy conditions the following way: Given any smooth
vector field X , we define Ric(X ,X ) ∈ D′(M) locally via Ric(X ,X ) = RicijX iX j .
Definition 3.3. Let g be a C1-Lorentzian metric on M . We say that (M, g) satisfies the
strong energy condition or has non-negative timelike Ricci curvature, if the distribution
Ric(X ,X ) is non-negative (in the natural sense of Def. 3.2) for all smooth timelike vector
fields X on M .
Remark 3.4. (i) If g is smooth, this is equivalent to the pointwise condition Ricp(X,X) ≥
0 for all timelike vectors X ∈ TpM and all p ∈M because any suchX can be extended
to a smooth timelike vector field X on M and the smooth function Ric(X ,X ) ∈
D′(M) in non-negative in the sense of Def. 3.2 if and only if it is non-negative in
every point. If g ∈ C1,1, this is equivalent to the a.e. pointwise condition used in
[27].
(ii) The strong energy condition is equivalent to all local representations RicijX iX j ∈
D′(Ω) being non-negative distributions on Ω for any smooth timelike vector field X
on Ω.
3.3 Regularization of distributions and non-smooth tensor fields
A distribution u ∈ D′(Ω) with compact support10 can be regularized by convolution as
follows: Let ρε be a standard mollifier, then for ε small enough (i.e., ε < d(supp(u), ∂Ω))
the function
x 7→ (u ⋆ ρε)(x) := 〈u, ρε(x− .)〉 (3.4)
is smooth on Ω. Further, 〈u ⋆ ρε, φ〉 → 〈u, φ〉 for any test function φ and if u ≥ 0,
then u ⋆ ρε ≥ 0. If u = f ∈ L1(Ω), then this is just the usual convolution, i.e.,
(f ⋆ ρε)(x) =
∫
Ω
f(x− y)ρε(y)dy.
9A volume density µ is called non-negative (resp. positive), if locally, for every chart (Uα, ψα), µ =
µα|dx1 ∧ · · · ∧ dxn| with non-negative (resp. positive) smooth functions µα. This is equivalent to ∫
U
µ ≥ 0
(resp. > 0) for any open U ⊆M .
10The support of a distribution u ∈ D′(Ω) is defined as follows: x ∈ supp(u) if and only if for all open
neighborhoods V ⊆ Ω of x there exists some φ ∈ D(Ω) with supp(φ) ⊆ V with 〈u, φ〉 6= 0. If χ is a
compactly supported smooth function on Ω, then χu has compact support (in fact supp(χu) ⊆ supp(χ))
for any u ∈ D′(Ω)
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We now want to lift this to distributions on manifolds:11 We fix a countable atlas
{(Uα, ψα)}α∈N with relatively compact Uα, a subordinate partition of unity ξα : M → [0, 1]
and functions χα ∈ C∞c (Uα) with |χα| ≤ 1 and χα ≡ 1 on an open neighborhood of
supp (ξα) in Uα. Then for T ∈ D′T rs (M) we define a smooth (r, s)-tensor field T ⋆M ρε via
T ⋆M ρε :=
∑
α∈N
χα(ψα)
−1
∗
(
((ψα)∗(ξαT )) ∗ ρε
)
, (3.5)
where (ψα)∗(T ) :=
(
(αT )i1...ipj1...jq
) ∈ (D′(ψα(Uα)))np+q (see Propostion 3.1) and (ψα)∗(T ) ⋆ ρε
is to be understood component-wise via (3.4).
Clearly for any distribution u ∈ D′(M) we have
u ≥ 0 =⇒ u ⋆M ρε ≥ 0 ∀u ∈ D′(M). (3.6)
Extending definition (3.5) to Ck- or W k,ploc -tensor fields or functions on M one recovers
the usual way of smoothing tensor fields of these regularities. we have the following con-
vergence properties (which follow easily from the corresponding properties of smoothing
via convolution on Rn):
Proposition 3.5 (Convergence of T ⋆M ρε). We have:
(i) If T ∈ D′T pq (M), then
〈T ⋆M ρε, φ〉 → 〈T , φ〉 ∀φ ∈ Γc
(
M,T qpM ⊗ Vol (M)
)
.
(ii) If T is Ck, then T ⋆M ρε → T in Ckloc. Further, if k ≥ 1, then for any compact
K ⊆M there exists a constant cK > 0 and ε0(K) such that
||T − T ⋆M ρε||∞,K ≤ cKε (3.7)
for all ε < ε0.
(iii) If T is W k,ploc (1 ≤ p <∞), then T ⋆M ρε → T in W k,ploc .
Proof. We only give a brief sketch for (3.7), the rest follows similarly. It suffices to show that
for any compactK ⊆ U for some chart chart (ψ, U) we have ||ψ∗T −ψ∗(T ⋆Mρε)||∞,K ≤ cKε.
Since χα ≡ 1 on a neighborhood of supp ξα and |{α : K ∩ Uα 6= 0}| is finite, there exists
ε0(K) such that for all ε < ε0(K)
ψ∗(T ⋆M ρε) =
∑
{α:K∩Uα 6=0}
ψ∗
(
(ψα)
−1
∗
(
((ψα)∗(ξαT )) ⋆ ρε
))
.
Also,
ψ∗T = ψ∗(
∑
{α:K∩Uα 6=0}
ξαT ) =
∑
{α:K∩Uα 6=0}
ψ∗((ψα)−1∗ (ψα)∗(ξαT ))
and thus, since ||f − f ⋆ ρε||∞ ≤ ||∂f ||∞ε = cKε if f ∈ C1(Rn) with compact support, we
see that the difference of each summand will be bounded by some positive constant cK,α
times ε and the claim follows.
11See also [17, Theorem 3.2.10] for this construction.
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4 Hawking’s singularity theorem
4.1 Curvature bounds and approximations: A C1-version of [27,
Lemma 3.2]
One of the crucial observations in proving singularity theorems for C1,1-metrics was that,
while the non-negative timelike Ricci curvature condition itself does not survive the approx-
imation process, nearby approximating metrics still have to have ”almost non-negative”
timelike Ricci curvature in the following sense (cf. [27, Lemma 3.2]):
Lemma 4.1. Let M be a smooth manifold with a C1,1-Lorentzian metric g and smooth
background Riemannian metric hM on M . Let K be a compact subset of M and suppose
that Ric(X ,X ) ≥ 0 for every g-timelike smooth local vector field X . Then
∀C > 0 ∀δ > 0 ∀κ < 0 ∃ε0 > 0 ∀ε < ε0 ∀X ∈ TM |K
with g(X,X) ≤ κ and ‖X‖h ≤ C : Ricε(X,X) > −δ.
(4.1)
Here Ricε is the Ricci-tensor corresponding to a smooth approximating metric as in [27,
Propostion 3.1].
Before we can establish our own version of this for C1-metrics, we will need some prepa-
rations:
To begin with, we state and prove our own version of [26, Propostion 2.5] (which
itself goes back to, essentially, [8, Propostion 1.2]) adapted to the precise regularity of our
metric and the precise convergence properties we will need. We will postpone a discussion
comparing [26, Propostion 2.5] and Lemma 4.2 to Remark 4.4.
Lemma 4.2. Let (M, g) be a spacetime with a C1-Lorentzian metric. Then for any ε >
0, there exist smooth Lorentzian metrics gˇε and gˆε, time-orientable by the same smooth
timelike vector field as g, on M such that
(i) gˇε ≺ g ≺ gˆε for all ε
(ii) gˇε − g ⋆M ρε → 0 in C∞loc and for any compact K ⊆ M there exists cK > 0 and
ε0(K) > 0 such that
||gˇε − g ⋆M ρε||∞,K ≤ cKε
for all ε < ε0(K). The same also holds for gˆε.
(iii) gˇε and gˆε converge to g in C
1
loc
Proof. This essentially follows by doing the same construction as in the proof of [26, Pro-
postion 2.5]. In the spirit of making the present paper more self-contained, we nevertheless
include the full construction of gˇε here (especially since we are going to use gˇε while the
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proof in [26] only explicitly constructs gˆε). Also, to get (ii) one has to tweak their argu-
ments a bit: Essentially, the idea is to shift ηα(ε) ≡ η(λα(ε), α) from the ”convolution
term” to the ”correction term” in the construction.
We use the same notation as in section 3 but will additionally assume that each chart
ψα can be extended to a chart ψ
′
α on an open set U
′
α ⊃ Uα and Uα is compact.
Let ω be a smooth g-timelike one-form on M (exists by time-orientability, see [26,
Propostion 2.5] for a more detailed argument). Fix α and let {ανi}i=1,...,n−1 be smooth
g-spacelike one-forms on ψ′α(U
′
α) such that {(ψ′α)∗(ω)|p, αν1|p, . . . , ανn−1|p} forms a basis
of Rn for all p ∈ ψ′α(U ′α). On Vα := ψα(Uα) ⊆ Rn set αv :=
∑n−1
i=1
ανi ⊗ ανi and αgε :=
((ψα)∗(ξαg)) ⋆ ρε and define
αg˜ε :=
αgε + ηα(ε)
αv. (4.2)
We want to determine ηα(ε) such that
αg˜ε ≺ (ψα)∗g on Vα. This follows immediately if we
can show that ((ψα)∗g)|p(X,X) ≥ 0 implies αg˜ε|p(X,X) > 0 for all p ∈ Vα and X ∈ Rn
with ||X||e = 1. So, let p and X be as above, then αv|p(X,X) =
∑
(ανi|p(X))2 > 0
(else X would have to be proportional to the vector field dual to ω, hence g-timelike,
contradicting ((ψα)∗g)|p(X,X) ≥ 0). By (relative) compactness there exists κα > 0 such
that αv|p(X,X) > κα for all p ∈ Vα and X ∈ Rn with ||X||e = 1. Now combining this with
(3.7) shows
αg˜ε|p(X,X) = (ψα)∗(ξαg)|p(X,X) +
(
αgε|p − (ψα)∗(ξαg)|p
)
(X,X) + ηα(ε)
αv|p(X,X)
≥ 0 + (−cαε) + ηα(ε)κα > 0
if ηα(ε) = Cαε for any constant Cα >
cα
κα
.
We define g˜ε :=
∑
α∈N χα(ψα)
−1
∗ (
αg˜ε) ∈ T 02 M . This satisfies
(a) For all compact K ⊆M there exists a constant cK > 0 such that ||g˜ε−g⋆M ρε||∞,K ≤
cKε: We have
g˜ε =
∑
α∈N
χα(ψα)
−1
∗ (
αg˜ε) =
∑
α∈N
χα(ψα)
−1
∗ (
αgε) + ε
∑
α∈N
Cαχα(ψα)
−1
∗ (
αv)
= g ⋆M ρε + ε
∑
α∈N
Cαχα(ψα)
−1
∗ (
αv),
hence ||g˜ε − g ⋆M ρε||∞,K = ε||
∑
α∈N Cαχα(ψα)
−1
∗ (
αv)||∞,K ≤ cKε.
(b) g˜ε − g ⋆M ρε → 0 in C∞loc
(c) g˜ε → g in C1loc
(d) If g(X,X) ≥ 0 for some 0 6= X ∈ TM , then g˜ε(X,X) > 0: g(X,X) ≥ 0 implies
that ((ψα)∗g)(Xα, Xα) ≥ 0 (where Xα := (ψα)∗(X)) for all α with p ∈ Uα, hence
αg˜ε(Xα, Xα) > 0 and thus (ψα)
−1
∗ (
αg˜ε)(X,X) > 0.
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Further, by construction, (ε, p) 7→ g˜ε(p) is smooth and by (c) and (d) for any compact
K ⊆ M there exists some εK such that for all 0 < ε < εK , g˜ε is of the same signature as
g, satisfies g˜ε|K ≺ g|K and is time-orientable by the same smooth g-timelike vector field as
g. Thus (cf. e.g. [22, Lemma 4.3]) we can construct a smooth map u : (ε, p) 7→ R>0 such
that for each ε, the map gˇε : M → T 02M defined by gˇε(p) := g˜u(ε,p)(p) is a globally defined
Lorentzian metric, time-orientable by the same vector field as g and satisfying gˇε ≺ g and
which on any given compact K ⊆ M coincides with g˜ε for sufficiently small ε. This gˇε
satisfies (i)-(iii) as desired.
Similar estimates to (3.7) and Lemma 4.2 (ii) hold for the inverse metrics:
Corollary 4.3. For any compact K ⊆M there exists cK > 0 and ε0(K) > 0 such that
||(gˇε)−1 − (g ⋆M ρε)−1||∞,K ≤ cKε (4.3)
and
||g−1 − (g ⋆M ρε)−1||∞,K ≤ cKε (4.4)
for all ε < ε0(K).
Proof. Since both gˇε and g ⋆M ρε converge locally uniformly to g, both nets are lo-
cally uniformly bounded and locally uniformly non-degenerate. Using this and (3.7), re-
spectively Lemma 4.2 (ii), the results follow straightforwardly from the general formula
A−1 = 1
detA
C(A)T , where C(A) is the matrix of cofactors for A.
Remark 4.4 (Comparison with the approximations from [26]). For the estimates in the
upcoming Lemma 4.5 and Lemma 4.6 to work, it will be essential that gˇε− g ⋆M ρε → 0 in
C2loc and that both (4.3) and (4.4) hold. Note that while (4.4) is independent of the choice
of gˇε, this is not the case for the other two requirements.
For the approximations constructed in [26] (and used in the proofs of the C1,1-singularity
theorems), one has ||gˇε − g||∞,M = dh(gˇε, g) < ε2 , which together with (4.4) implies (4.3).
Unfortunately, it is unclear how to estimate the second derivatives of gˇε−g ⋆M ρε. Defining
g ⋆M ρη(ε) :=
∑
α∈N
χα(ψα)
−1
∗
(
((ψα)∗(ξαT )) ∗ ρη(λα(ε),α)
)
their construction gives gˇε−g ⋆M ρη(ε) → 0 in C∞loc and (4.3). While (4.4) might not hold for
g ⋆M ρη(ε), convergence of η(λα(ε), α)→ 0 as ε→ 0 gives at least g− g ⋆M ρη(ε) → 0 locally
uniformly. This is sufficient for the C1,1-metrics considered in [27] and for the other C1,1-
singularity theorems because if f in Lemma 4.9 is locally Lipschitz the assertion merely
requires aε → a locally uniformly.
It is only due to the lower regularity of g we are considering that it becomes essential to
have a finer control on how fast (g ⋆M ρη(ε))
−1 converges to g−1. One possibility to obtain
fine enough control is following the construction in [26] closely and noting that one can
always choose η(λα(ε), α) = cαε for constants cα > 0. This then implies (4.4) for g ⋆M ρη(ε).
However, the path chosen in our construction of gˇε in Lemma 4.2 allows us to simply use
g ⋆M ρε instead of g ⋆M ρη(ε), which improves the readability of follow-up arguments.
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As further preparation for the generalization Lemma 4.1 fromC1,1-metrics to C1-metrics
we show that Ric[gˇε] − Ric[g ⋆M ρε] → 0 locally uniformly. Note that due to the lower
regularity this is more complicated than in [27] and thus we include it as a separate Lemma
(instead of only being one step in the proof of [27, Lemma 3.2]).
Lemma 4.5. Ric[gˇε]− Ric[g ⋆M ρε]→ 0 locally uniformly.
Proof. It suffices to check local uniform convergence in any chart ψ. Since both g ⋆M ρε
and gˇε converge to g in C
1
loc we have for the products of their Christoffel symbols
Γmjs[gˇε]Γ
l
ik[gˇε]− Γmjs[g ⋆M ρε]Γlik[g ⋆M ρε]→ 0
locally uniformly and to see that ∂mΓ
k
ij [gˇε]−∂mΓkij[g ⋆M ρε]→ 0 locally uniformly it suffices
to check that (gˇε)
mk∂s∂r(gˇε)ij − (g ⋆M ρε)mk∂s∂r(g ⋆M ρε)ij → 0 locally uniformly for any
chart ψ (where we use the shorthand gij to refer to (ψ∗g)ij). We have:
|(gˇε)mk∂s∂r(gˇε)ij − (g ⋆M ρε)mk∂s∂r(g ⋆M ρε)ij | ≤
≤ |(gˇε)mk||∂s∂r(gˇε − g ⋆M ρε)ij |︸ ︷︷ ︸
→0 by Lemma 4.2
+ |(gˇε)mk − (g ⋆M ρε)mk|︸ ︷︷ ︸
≤cKε by (4.3)
|∂s∂r(g ⋆M ρε)ij |.
So it remains to estimate ε|∂s∂r(g ⋆M ρε)ij |.
In general, on any compact subset K of U , we have
|∂s∂r(g ⋆M ρε)ij| ≤
∑
β
Cklmdsrij (ψβ , ψ,K) ∂m∂d(((ψβ)∗(ξβg))kl ⋆ρε)◦ (ψβ ◦ψ−1)+C(ψβ, ψ,K),
because the transformation terms that come from ∂r∂sgij not being tensorial will involve at
most first derivatives of g ⋆M ρε which converge locally uniformly and hence are bounded.
So, ε||∂s∂r(g⋆M ρε)ij ||∞,K is bounded by a finite sum of terms that are themselves either
bounded by εC → 0 or of the form ε||∂m(f ⋆ ρε)||K,∞ for a continuous function f on Rn,
which converges to zero as ε→ 0 by Lemma 4.7.
We are now finally ready to state and prove our own version of the essential Lemma 4.1
([27, Lemma 3.2]) for C1-metrics. Note that there is a slight difference in the formulation
to make it more immediately applicable in the situations we will encounter, but both
formulations (Lemma 4.1, only with g ∈ C1 instead of g ∈ C1,1, and Lemma 4.6) are
equivalent.
Lemma 4.6. Let M be a smooth manifold with a C1-Lorentzian metric g. Let K be a
compact subset of TM and suppose that the distribution Ric(X ,X ) ≥ 0 for every g-timelike
smooth vector field X (cf. Def. 3.3). Then
∀δ > 0 ∃ε0 > 0 ∀ε < ε0 ∀X ∈ K with gˇε(X,X) = −1 : Ric[gˇε](X,X) > −δ (4.5)
for smooth approximating metrics gˇε as in Lemma 4.2.
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Proof. Because gˇε → g uniformly on compact sets it is sufficient to establish that (4.1)
remains true for C1-metrics, as this is easily seen to imply (4.5). To this end, we follow
the proof in [27, Lemma 3.2].
As in their case, it suffices if we prove the result for approximations gε := g ⋆M ρε,
because Ric[gˇε]−Ric[g ⋆M ρε]→ 0 locally uniformly by Lemma 4.5. As in [27, Lemma 3.2]
we proceed by showing that Ric[gε]− Ric ⋆M ρε → 0 locally uniformly:
This is clearly ok for all terms involving only the Christoffel symbols themselves and
not their derivatives (i.e., terms involving at most first derivatives of the metric). To deal
with the terms involving derivatives of the Christoffel symbols we proceed as in Lemma 4.5:
We look at the problem in a chart ψ and careful analysis of the behavior of the relevant
terms under a change of charts ψβ ◦ ψ−1 shows that it is sufficient to show that
((ψβ)∗gε)ij((ξ∂k((ψβ)∗g)lm) ⋆ ρε)− (((ψβ)∗g)ijξ∂k((ψβ)∗g)lm) ⋆ ρε → 0
in C1(ψβ(Uβ)) for any smooth function ξ on ψβ(Uβ) ⊆ Rn with compact support in ψβ(Uβ).
By (4.4), for all compact K there exist cK such that ||gij − gijε ||∞,K ≤ cKε, so this follows
from a general version of Friedrichs Lemma (which will be proved in Lemma 4.9).
Thus, we may replace Ric[gε] with Ric ⋆M ρε. Since we are in a compact set the latter
is, essentially, just a finite sum of component wise convolutions in charts. So it suffices
to look at the case where M = Rn and the rest of the argument proceeds exactly as in
[27, Lemma 3.2], with only one small modification due to Ric only being distributional: In
[27, eq. (8)] we replace setting R˜ic equal to zero outside of a small ball by multiplication
with an appropriate positive smooth cut-off function. The rest goes through word for word
(keeping in mind (3.6)).
A Friedrichs Lemma and related convergence results. We are now going to show
the exact version of the Friedrichs Lemma used in the proof of Lemma 4.2. The arguments
are based on similar estimates as in [6, Section 2]. We start by showing that if f is only
continuous but not Lipschitz, then ∂j(f ⋆ ρε) generally diverges as ε → 0, but it does not
diverge too fast:
Lemma 4.7. Let f be a continuous function on Rn and let ρε be a standard mollifier.
Then ε||∂j(f ⋆ ρε)||K,∞ → 0 as ε→ 0 for any compact set K ⊆ Rn.
Proof. Since c ⋆ ∂jρε ≡ 0 for any constant c we have
∂j(f ⋆ ρε)(x) = (f ⋆ ∂jρε)(x) = ((f − f(x)) ⋆ ∂jρε)(x).
Let ε˜ > 0, then there exists ε0 such that |f(x− y)− f(x)| ≤ ε˜ for all x ∈ K and y ∈ Bε0 .
Let ε < ε0, then
ε|((f − f(x)) ⋆ ∂jρε)(x)| ≤ ε
∫
Bε
|f(y − x)− f(x)| |∂jρε(y)|dy ≤ εε˜
∫
Bε
|∂jρε(y)|dy.
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So it is enough to estimate that ε
∫
Bε
|∂jρε(y)|dy remains bounded. We have
ε∂jρε(y) = ε
1
εn
∂j(ρ(
y
ε
)) = ε
1
εn+1
(∂jρ)(
y
ε
) =
1
εn
(∂jρ)(
y
ε
)
and thus by the integral transformation formula
∫
Bε
|ε∂jρε(y)|dy =
∫
B1
|(∂jρ)(y)|dy is in-
dependent of ε.
Next, we show convergence of (a ⋆ ρε)(f ⋆ ρε) − (af) ⋆ ρε → 0 in C1loc if a ∈ C1 and
f ∈ C0 using essentially the same techniques as in the previous proof.
Lemma 4.8 (A Friedrichs Lemma). Let a ∈ C1(Rn), f ∈ C0(Rn) and ρε be a standard
mollifier. Then (a ⋆ ρε)(f ⋆ ρε)− (af) ⋆ ρε → 0 in C1(K) for any compact K ⊆ Rn.
Proof. We only need to show that the first derivatives converge to zero locally uniformly,
i.e. we need to estimate
hε(x) :=
(
(af) ⋆ ∂jρε − (a ⋆ ∂jρε)(f ⋆ ρε)− (a ⋆ ρε)(f ⋆ ∂jρε)
)
(x)
for j = 1, . . . , n and x in K. We have
hε = ((a− a(x))f) ⋆ ∂jρε + a(x)(f ⋆ ∂jρε)− (a ⋆ ∂jρε)(f ⋆ ρε)− (a ⋆ ρε)(f ⋆ ∂jρε)
= ((a− a(x))f) ⋆ ∂jρε − (a ⋆ ∂jρε)(f ⋆ ρε)− ((a− a(x)) ⋆ ρε)(f ⋆ ∂jρε)
= ((a− a(x))(f − f(x))) ⋆ ∂jρε − (a(x)f(x)) ⋆ ∂jρε
− (a ⋆ ∂jρε)((f − f(x)) ⋆ ρε)− ((a− a(x)) ⋆ ρε)(f ⋆ ∂jρε)
= ((a− a(x))(f − f(x))) ⋆ ∂jρε − (a ⋆ ∂jρε)((f − f(x)) ⋆ ρε)
− ((a− a(x)) ⋆ ρε)(f ⋆ ∂jρε),
where we used c ⋆ ρε ≡ c and c ⋆ ∂jρε ≡ 0 for any constant c. Let CK := ||∂a||∞,K+B1,
ε˜ > 0 and assume that ε is small enough such that |f(x− y)− f(x)| ≤ ε˜ for all x ∈ K and
y ∈ Bε. We now estimate hε(x) term by term: First,∣∣ ∫ ((a(x− y)− a(x))(f(x− y)− f(x))∂jρε(y)dy∣∣ ≤ CK
∫
|f(x− y)− f(x)||y||∂jρε(y)|dy
≤ CK ε˜
∫
|y||∂jρε(y)|dy ≤ CK ε˜
∫
ε|∂jρε(y)|dy = C ′K ε˜.
Second,
∣∣ ∫ a(y − x)∂jρε(y)dy
∫
(f(y − x)− f(x))ρε(y)dy
∣∣ ≤ ε˜ ∣∣
∫
(a(y − x)− a(x))∂jρε(y)dy
∣∣
≤ ε˜CK
∫
|y||∂jρε(y)|dy ≤ ε˜C ′K .
And third,
∣∣ ∫ (a(y − x)− a(x))ρε(y)dy
∫
(f(y − x)− f(x))∂jρε(y)dy
∣∣ ≤ CKε ε˜
∫
|∂jρε(y)|dy ≤ ε˜C ′K .
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Combining the previous two Lemmas immediately also gives the following:
Lemma 4.9. Let a, aε ∈ C1loc(Rn) and assume that aε → a in C1loc and that for all compact
K there exists cK such that ||aε − a||∞,K ≤ cK ε. Further, let f ∈ C0(Rn). Then aε(f ⋆
ρε)− (af) ⋆ ρε → 0 in C1(K) for all compact K ⊆ Rn.
Proof. We estimate aε(f ⋆ ρε)− (af) ⋆ ρε = (aε− a ⋆ ρε)(f ⋆ ρε)+ (a ⋆ ρε)(f ⋆ ρε)− (af) ⋆ ρε.
The first term converges as desired by C1 convergence of aε − a ⋆ ρε → 0 and Lemma 4.7
(note that ||aε − a ⋆ ρε||∞,K ≤ c′Kε). The second term converges by Lemma 4.8.
4.2 Proof of Hawking’s theorems for C1-metrics
Now let Σ ⊆ M be a spacelike hypersurface and n be the future pointing unit normal
vector field along Σ. Since g ∈ C1, also n ∈ C1. We define the second fundamental
form by II(V,W ) := nor(∇VW ) for C1-vector fields V,W tangential to Σ and the mean
curvature vector H by
H :=
1
n− 1trΣII =
1
n− 1
n−1∑
i=1
II(Ei, Ei)
for (local) orthonormal vector fields Ei tangential to Σ.
The following lemma is a well known generalization of estimates used in the classical
proof of Hawking’s theorem. Still, in the interest of completeness we briefly sketch this
routine argument here.
Lemma 4.10. Let g be smooth. Let Σ be a spacelike hypersurface and γ : [0, b] → M ,
p := γ(0) ∈ Σ be a future directed unit speed timelike geodesic that maximizes the distance
to Σ, i.e., L(γ|[0,s]) = τΣ(γ(s)). Then γ˙(0) ⊥ TΣ. Further, if (n − 1)g(H, γ˙(0)) ≥ β > 0
and Ric(γ˙, γ˙) ≥ −δ with 0 ≤ δ ≤ 3β
b
(1− c) for some 0 < c ≤ 1, then b ≤ n−1
cβ
.
Proof. That γ˙(0) ⊥ TΣ is standard and does not involve curvature (cf. e.g., [35, Crol-
lary 10.26]). In particular, since γ was assumed to have unit speed, γ˙(0) is the future
pointing unit normal for Σ at p. The second claim is standard for Ric(γ˙, γ˙) ≥ 0 (cf. e.g.,
[35, Propostion 10.37]), but similar estimates work if Ric(γ˙, γ˙) ≥ −δ: If γ maximizes the
distance to Σ, it is a maximizing geodesic, hence for any t.l. variation γε of γ with γε(0) ∈ Σ
and γε(b) = γ(b) we have
d2
dε2
∣∣
ε=0
L(γε) ≤ 0. Let {ei} be an ONB of TpΣ and let Ei be
the vector field along γ obtained by parallel transport of ei. Then, for any variation with
variational vector field V (s) := (1− s
b
)Ei(s) this yields
0 ≤ 1
b
−
∫ b
0
(1− s
b
)2g(R(γ˙, Ei)Ei, γ˙)ds− g(II(ei, ei), γ˙(0)).
Taking the trace gives
0 ≤ n− 1
b
−
∫ b
0
(1−s
b
)2Ric(γ˙, γ˙)ds−β ≤ n− 1
b
+δ
b
3
−β ≤ n− 1
b
+β(1−c)−β = n− 1
b
−cβ.
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We can now state and prove our first version of Hawking’s theorem for C1-metrics.
This is a direct generalization of [35, Theorem 14.55B].
Theorem 4.11 (C1-Hawking, version 1). Let (M, g) be a time-oriented Lorentzian man-
ifold with g ∈ C1. If (M, g) has non-negative timelike Ricci curvature (in the distribu-
tional sense of Def. 3.3) and there exists a smooth compact spacelike hypersurface Σ with
g(H,n) > 0 on Σ, then M is not timelike geodesically complete (i.e., there exists at least
one incomplete timelike geodesic).
Proof. Assume to the contrary that (M, g) is timelike geodesically complete. Let gε := gˇε be
smooth approximations as constructed in Lemma 4.2. Let β := 1
2
(n−1)minΣ g(H,n) > 0,
where the minimum exists by compactness of Σ and continuity of H . Since gε ≺ g the
hypersurface Σ is spacelike for gε as well and the C
1
loc convergence of gε → g implies nε → n
and Hε → H uniformly on Σ. Thus, for all ε small enough, we have (n − 1)gε(Hε,nε) >
β > 0 on Σ.
Let now b := 4n−1
β
and δ0 :=
3β
b
1
2
= 3β
2
8(n−1) > 0. Let
K :=
⋃
0<ε≤1
{v ∈ TM |Σ : v ⊥ε TΣ, gε(v, v) = −1} ∪ {v ∈ TM |Σ : v ⊥g TΣ, g(v, v) = −1}.
This is a compact subset of TM . So F≤ε0,K,b ⊆ TM is relatively compact by Propos-
tion 2.10. Let K˜ ⊆ TM be compact with F≤ε0,K,b ⊆ K˜ (by Rem. 2.11 we could actually
just take K˜ = F≤ε0,K,b). So by Lemma 4.6 there exists ε1 > 0 (depending only on K˜ and
δ0, i.e., β) such that
∀ε < ε1 ∀X ∈ K˜ with gε(X,X) = −1 : Ricε(X,X) > −δ0.
Fix ε < min{ε1, ε0}. Then γ˙ ∈ F≤ε0,K,b ⊆ K˜ for all gε-unit speed gε-geodesics γ :
[0, b] → M starting gε-orthogonally to Σ, so for any such geodesic Ric(γ˙, γ˙) ≥ −δ0 and
(n − 1)gε(Hε, γ˙(0)) = (n − 1)gε(Hε,nε) > β. Thus, Lemma 4.10 applies and any future
directed gε-unit speed gε-geodesic starting gε-orthogonally to Σ will stop maximizing the
gε-distance to Σ after b0 := 2
n−1
β
< b.
We now proceed as in the classical proof of Hawking’s theorem: This shows that D+ε (Σ)
is contained in the compact set Fε,K,b0 ⊆ Fε,K,b, which implies that the future Cauchy
horizon H+ε (Σ) is compact and non-empty (since clearly ∅ 6= Fε,K,b \ Fε,K,b0 ⊂ I+ε (Σ) \
D+ε (Σ)) and get a contradiction by the usual argument (cf. e.g, [35, Theorem 14.55B]).
Remark 4.12. (i) We can even draw the following more precise conclusion: There ex-
ists at least one inextendible future directed timelike geodesic γ starting at Σ with
length less than n−1
β
for any β < (n− 1)minΣ g(H,n). This follows, essentially, from
restricting to future directed v in the definition of K and replacing Propostion 2.10
with the more precise Rem. 2.11.
(ii) Note that this neither uses nor shows that D+(Σ) ⊆ {p ∈ M : τΣ(p) ≤ n−1β }. This
can, however, be inferred from the next theorem.
The next theorem is a direct generalization of [35, Theorem 14.55A].
Theorem 4.13 (C1-Hawking, version 2). Let (M, g) be a time-oriented Lorentzian man-
ifold with g ∈ C1. If (M, g) has non-negative timelike Ricci curvature (in the distribu-
tional sense of Def. 3.3) and there exists a smooth spacelike Cauchy hypersurface Σ with
(n− 1)g(H,n) > β > 0 on Σ, then τΣ(p) ≤ n−1β for all p ∈ I+(Σ).
Proof. The key additional ingredient for this version is Propostion 2.13 or more specifically
Crollary 2.15. Assume there exists p ∈ I+(Σ) with τΣ(p) > n−1β . Let gˇε be approximations
as in Lemma 4.2, then by Crollary 2.15 there exists a sequence of gˇεk-geodesics γ˜εk : [0, 1]→
M maximizing the gεk-distance from Σ to p and converging in C
1([0, 1]) to a maximizing
g-geodesic γ˜ : [0, 1] → M . Let lk := Lεk(γ˜εk) and l := L(γ˜) = τΣ(p), then lk → l. We
reparametrize these geodesics to geodesics γk : [0, lk]→M (resp. γ : [0, l]→ M) that have
gˇεk (resp. g) unit speed and note that because of the C
1([0, 1]) convergence of the original
curves the set K :=
⋃
k∈N im(γ˙k) ∪ im(γ˙) is compact.
Let U be a neighborhood of γ(0) ∈ Σ and let N0 ∈ N be large enough such that
γk(0) ∈ U and (n − 1)gεk(Hεk ,nεk) > β on U for all k > N0. Let 0 < c < 1 be such that
τΣ(p) >
n−1
cβ
> n−1
β
and set δ := 3β
τΣ(p)
(1 − c). Then by Lemma 4.6 there exists ε0 > 0
(depending only on K and δ) such that
∀ε < ε0 ∀X ∈ K with gε(X,X) = −1 : Ricε(X,X) > −δ.
Now let k > N0 such that εk < ε0. Then for the gˇεn-unit speed gˇεk-geodesics γk :
[0, lk]→M we have Ric(γ˙, γ˙) ≥ −δ and (n− 1)gεk(Hεk , γ˙k(0)) = (n− 1)gεk(Hεk ,nεk) > β.
Thus, Lemma 4.10 applies and gives lk ≤ n−1cβ . But then lim supk→∞ lk ≤ n−1cβ < τΣ(p),
contradicting lk = Lεk(γk)→ L(γ) = τΣ(p).
Remark 4.14. Comparing Theorems 4.11 and 4.13 to their smooth counterparts, namely
[35, Theorem 14.55B] and [35, Theorem 14.55A], one can’t help but notice that the order
of presentation (and proof) has switched. For people familiar with the smooth proofs this
may at first seem a little strange since traditionally [35, Theorem 14.55A] is regarded as
the ”easier”/”first” version and is a crucial tool in the proof of [35, Theorem 14.55B]. What
is, intuitively, responsible for switching the ”natural” order of these theorems around for
C1-metrics is that geodesics may be non-unique which makes it harder to prove statements
about every g-geodesic starting orthogonally to Σ. Or expressed differently: Both Theorem
4.11 and 4.13 are proved using contradiction and assuming that all timelike geodesics
starting orthogonally to Σ are complete (or at least exist for very long times) gives much
more leverage than merely assuming that one maximizing curve has long length.
In particular, as shown in section 2, (subsequences of) geodesics for approximating
metrics gε will converge to g-geodesics, so it is a reasonable expectation that any property
which is satisfied by all g-geodesics will imply something for gε geodesics. And indeed this
is key in the proof of Theorem 4.11. But as discussed in subsection 2.2, it is unclear
whether any arbitrary maximizing curve or even maximizing geodesic is a limit of (a
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subsequence of) maximizing geodesics of approximating metrics.12 Luckily, the existence
result in Propostion 2.13 guarantees that given any maximizing curve between two points
p and q there must also exist a (possibly different) maximizing curve from p to q that is
exactly such a limit.
In light of there potentially being no relation between timelike geodesics and locally
maximizing timelike curves (see the discussion in Remark 2.2) one should also note that
Theorem 4.11 only shows the existence of an incomplete timelike geodesic while Theorem
4.13 implies both the existence of incomplete timelike geodesics and of incomplete timelike
locally maximizing curves.
5 The Penrose singularity theorem
To formulate a statement analogous to the Penrose singularity theorem for C1-metrics we
have to first discuss how the classical null energy condition, Ric(X,X) ≥ 0 for all null
vectors X ∈ TM , can be formulated for C1-metrics where Ric is merely distributional. In
the case of timelike Ricci bounds, Ric(X,X) ≥ 0 for all timelike vectors X ∈ TM , this
generalization was straightforward and we simply required Ric(X ,X ) ≥ 0 as a distribution
for all local smooth timelike vector fields X . This worked, essentially, because timelikeness
is an open condition and every timelike vector X ∈ TM can be extended to a smooth
timelike vector field even if the metric is merely C1. And, even further, any ”local enough”
smooth extension (i.e., extending to a small enough neighborhood) will be timelike. In
particular this is true for any extension which is constant in some chart, a crucial fact used
in the proof of both the C1,1 and the C1 Hawking theorem.
However, if X ∈ TM is null, we will in general only be able to extend X to a smooth
null vector field if the metric itself is smooth. And, no matter how smooth the metric is
and how small of a neighborhood one extends to, there will always be smooth extensions
which do not possess any causal character. In particular, we cannot control the causal
character of the extension of X to a constant vector field in some given coordinates. For
g ∈ C1,1, the workaround for this problem was to work with two different extensions:
First, one can locally extend a null vector to a Lipschitz continuous null vector field via
parallel transport. And second, local boundedness of Ric implies that on small enough
neighborhoods Ric of this null extension is arbitrarily close to Ric of a constant extension
in a given chart. Because of this it was sufficient to formulate the null energy condition in
[28, Theorem 1.1] as
(i) For any Lipschitz-continuous local null vector field X , Ric(X ,X ) ≥ 0 almost every-
where.
Now for a C1-metric parallel transport is ill-defined and so this method of extending
a null vector to a local null vector field is not available. While it should still be possible
12And it is easy to imagine that there exist different approximating sequences with different limit
geodesics, so at least once a choice of a specific net gε of approximating metrics is made one may no
longer be able to obtain any geodesic as a limit of a subsequence of gε geodesics.
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to extend any null vector X to a local C1-null vector field X using different methods,
this still would not help us much because Ric is no longer locally bounded and so having
some estimate for Ric(X ,X ) (which can be properly defined despite X only being C1
and not smooth because Ric is a distribution of order one) doesn’t tell us anything about
Ric(X ′,X ′) for another extension X ′ (e.g. a constant extension in a given chart), no matter
how close X and X ′ are.
We therefore give the following definition, essentially stating that if X is close to being
null, then Ric(X ,X ) has to be almost non-negative:
Definition 5.1 (Distributional null energy condition). We say that g ∈ C1 satisfies the
distributional null energy condition if for any compact K ⊆M and any δ > 0 there exists
ε(δ,K) such that Ric(X ,X ) > −δ (as distributions, cf. Def. 3.2) for any local smooth
vector field X ∈ X(U) (U ⊆ K) with ||X ||h = 1 and satisfying |g(X ,X )| < ε(δ,K) on U .
While this does not assume anything about the causal character of the smooth local
vector field X , the condition that |g(X ,X )| < ε(δ,K) in this definition is equivalent to X
being close to a C1-null vector field N . More precisely, we have the following lemma:
Lemma 5.2. A metric g ∈ C1 satisfies the distributional null energy condition if and only
if for any compact K ⊆ M and any δ > 0 there exists ε(δ,K) such that Ric(X ,X ) > −δ
for any (local) smooth vector field X ∈ X(U) (U ⊆ K) with ||X ||h = 1 and which is ε(δ,K)
close to a C1 g-null vector field N on U , i.e., ||X − N ||h < ε(δ,K) on U .
Proof. To show that this implies the distributional null energy condition we show that for
every compact K ⊆ M and any ε0(δ,K) > 0 there exists ε(ε0, K) > 0 such that for any
local smooth causal vector field X ∈ X(U) (U ⊆ K) with ||X ||h = 1 and |g(X ,X )| < ε on
U there exists a distributional null vector field N with ||N − X ||h < ε0.
Let E0, . . . , En−1 be C1 g-orthonormal vector fields on K with E0 timelike and E1,
. . . , En−1 spacelike. Then X = X iEi, X i ∈ C1(U), and −aε = g(X ,X ) = −(X 0)2 +
(X 1)2+ · · ·+(X n)2, where a : U → [0, 1) is C1. From ||X ||h = 1 we get that ||X ||e ≥ C > 0
and hence this implies |X 0|2 ≥ c > 0 on U for constants C, c depending on K (and h and
the Ei) but not on X . Define N := (
√
1− aε
(X 0)2X 0,X 1, . . . ,X n−1) (in the basis of the Ei).
This is null, C1 and
||X −N ||h ≤ C ′||X − N ||e = C ′ (1−
√
1− aε
(X 0)2 )||(X
0, 0, . . . , 0)||e
≤ C ′ (1−
√
1− a
c
ε)||X ||e ≤ C ′(1−
√
1− a
c
ε)→ 0 as ε→ 0,
where C ′ is a running constant depending only on K.
To show the other direction, we have to show that for every compact K ⊆ M and any
ε0(δ,K) > 0 there exists ε(ε0, K) > 0 such that any local smooth causal vector field X with
||X ||h = 1 and ||X−N ||h < ε for some C1 g-null vector fieldN satisfies |g(X ,X )| < ε0 on U .
This follows immediately from noting that |g(X ,X )| = |g(N ,N )−g(X ,X )| ≤ C||N −X ||h
on K.
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Note that Definition 5.1 and its equivalent condition in Lemma 5.2 can also be restated
in the following way by rescaling X :
Definition 5.3 (Distributional null energy condition, version 2). A Lorentzian metric g ∈
C1 satisfies the distributional null energy condition if and only if for any compact K ⊆M ,
any constants c1, c2 > 0 and any δ > 0 there exists ε(δ,K, ci) such that Ric(X ,X ) > −δ
(as distributions, cf. Def. 3.2) for any local smooth vector field X ∈ X(U) (U ⊆ K) with
0 < c1 ≤ ||X ||h ≤ c2 and satisfying |g(X ,X )| < ε(δ,K, ci) on U .
Remark 5.4 (The distributional null energy condition is equivalent to the usual null energy
condition if g is of sufficient regularity). From the characterization given in Lemma 5.2
and (local) boundedness of Ric it follows that the distributional null energy condition
defined above is indeed equivalent to the C1,1 null energy condition as formulated in [28,
Theorem 1.1] if the metric is C1,1. Further, as argued in [28], if g ∈ C2 this is equivalent
to the usual null energy condition.
Also, for C1,1-metrics one may omit the lower bound on ||X ||h in Definition 5.3 because
Ric ∈ L∞loc and thus Ric(X ,X ) must be close to zero a.e. for any X close to zero. In the
C1-case, however, definition 5.3 appears to be strictly weaker than a version where the
lower bound c1 is removed: Any such version would immediately imply that all distribu-
tions Ricij are locally bounded from below for any i, j, irrespective of the causality of the
corresponding coordinate vector fields ∂i, ∂j .
As for Hawking’s theorem, we will need our own C1-version of an important Lemma in
the proof of the C1,1-Penrose theorem ([28, Lemma 2.4]):
Lemma 5.5. Let M be a smooth manifold with a C1-Lorentzian metric g. Let K be a
compact subset of M , c1, c2 > 0 and suppose that (M, g) satisfies the distributional null
energy condition (in the sense of Def. 5.1). Then for all δ > 0 there exists ε0 > 0 (depending
on K, δ and c1, c2) such that
∀ε < ε0 ∀X ∈ TM |K with 0 < c1 ≤ ||X||h ≤ c2 and gˇε(X,X) = 0 : Ric[gˇε](X,X) > −δ
(5.1)
for smooth approximating metrics gˇε as in Lemma 4.2.
Proof. Completely analogous to the proof of Lemma 4.6 it suffices to show (5.1) for Ric⋆Mρε
instead of Ric[gˇε]. And further, since we are again in a compact setK ⊆M , where Ric⋆M ρε
is, essentially, just a finite sum of component wise convolutions in charts, it suffices to look
at the case where M = Rn.
Pick any compact K˜ such that K ⊆ K˜◦ and constants c′1, c′2 with 0 < c′1 < c1 < c2 < c′2.
Then there exists ε0 such that for anyX ∈ TM |K ⊆ Rn with |gˇε(X,X)| = 0 for some ε < ε0
the extension of X to the constant vector field X := x 7→ X ∈ Rn on the neighborhood
B2ε0(p) ⊆ Rn (where p := π(X) ∈ K) satisfies:
(i) π(X ) ∈ K˜
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(ii) 0 < c′1 ≤ ||X ||h ≤ c′2 and
(iii) |gˇε(p)(X,X) − g(p′)(X (p′),X (p′)| < ε(δ, K˜, c′i) for all p′ ∈ B2ε0(p), i.e., |g(X ,X )| <
ε(δ, K˜, c′i) (where ε(δ, K˜, c
′
i) is as in Def. 5.3)
Then by the distributional null energy condition we have Ric(X ,X ) > −δ. So (Ric(X ,X ))∗
ρε > −δ and
(Ric ∗ ρε)(X,X) = ((Ric(X ,X )) ∗ ρε)(p) > −δ
and we are done.
The following lemma for smooth metrics is the null version of Lemma 4.10.
Lemma 5.6. Let g be smooth. Let S be an (n− 2)-dimensional spacelike submanifold and
γ : [0, b]→ M , p := γ(0) ∈ S be a future directed null geodesic that maximizes the distance
to S, i.e., τS(γ(s)) = 0 = L(γ|[0,s]). Then γ˙(0) ⊥ TS. Further, if (n−2)g(H, γ˙(0)) ≥ β > 0
and Ric(γ˙, γ˙) ≥ −δ with 0 ≤ δ ≤ 3β
b
(1− c) for some 0 < c ≤ 1, then b ≤ n−2
cβ
.
Proof. That γ˙(0) ⊥ TS is standard. The second claim is usually only done for Ric(γ˙, γ˙) ≥
0 (cf. e.g., [35, Propostion 10.43]), but, as in the timelike version Lemma 4.10, similar
estimates work if Ric(γ˙, γ˙) ≥ −δ: We proceed analogously to [35, Propostion 10.43]. Let
{ei}ni=3 be an ONB of TpS and let Ei be the vector fields along γ obtained by parallel
transport of the ei. Then, since there are no focal points along γ, for any variation with
variational vector field V (s) := (1− s
b
)Ei(s) this yields
0 ≤ 1
b
−
∫ b
0
(1− s
b
)2g(R(γ˙, Ei)Ei, γ˙)ds− g(II(ei, ei), γ˙(0)).
Summing over all i = 3, . . . , n (and noting that Ric(γ˙, γ˙) =
∑n
i=3 g(R(γ˙, Ei)Ei, γ˙) in this
situation) gives
0 ≤ n− 2
b
−
∫ b
0
(1−s
b
)2Ric(γ˙, γ˙)ds−β ≤ n− 2
b
+δ
b
3
−β ≤ n− 2
b
+β(1−c)−β = n− 2
b
−cβ.
Using this in the same way as we used 4.10 in the proof of Theorem 4.13 we can now
generalize the Penrose theorem, see, e.g., [35, Theorem 14.61], to the C1-setting.
Theorem 5.7 (C1-Penrose). Let (M, g) be a time-oriented globally hyperbolic Lorentzian
manifold with g ∈ C1 and non-compact Cauchy hypersurfaces. If (M, g) satisfies the dis-
tributional null energy condition (in the sense of Def. 5.1) and contains a closed smooth
achronal spacelike (n − 2)-dimensional submanifold S with past pointing timelike mean
curvature vector field H, then it is null geodesically incomplete.
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Proof. Since H is past-pointing timelike, we have g(H,X) > 0 for all future pointing null
vectors X ∈ TS⊥. Set K := {X ∈ TS⊥ : 0 ≤ g(H,X) ≤ 2}, then K ⊆ TM is compact.
We now show that J+(S) \ I+(S) ⊆ FK,1 (where FK,1 is as in (2.1)): Assume not, and
let p ∈ (J+(S) \ I+(S)) \ FK,1. By Corollary 2.16 we have p = γ(1) for a null geodesic
γ : [0, 1]→M with γ˙(0) ⊥ TS which is the uniform C1-limit of a sequence of gˇεk-null gˇεk-
geodesics γεk : [0, 1]→M maximizing the gˇεk-distance from S to p. Since p /∈ FK,1 we have
g(H, γ˙(0)) > 2, hence for large enough k also (n−2)gˇεk(Hεk , γ˙εk(0)) > 2(n−2) =: β. By the
C1-convergence (and γ˙(s) 6= 0 for all s ∈ [0, 1]) we have γεk ⊆ K˜ for some compact K˜ ⊆M
and 0 < c1 ≤ ||γ˙εk||h ≤ c2 for some constants c1, c2. Thus Lemma 5.5 shows that for large
enough k we will have Ric[gˇεk ](γ˙εk , γ˙εk) ≥ −3β 14 =: −3β(1 − c). But then by Lemma 5.6,
since the γεk are null geodesics maximizing the distance to S, b = 1 ≤ n−2cβ = 12c = 23 , a
contradiction.
Thus J+(S) \ I+(S) is relatively compact and closed (by global hyperbolicity, see [39,
Propostion 3.1]), hence compact. Further, J+(S) \ I+(S) = ∂I+(S) by closedness of
J+(p) and push-up. Fix any smooth metric g′ ≺ g (close enough to g so that it can be
time oriented by the same smooth timelike vector field, e.g., g′ = gˇε from Lemma 4.2).
Then any Cauchy hypersurface for (M, g) is also a Cauchy hypersurface for (M, g′). So
(M, g′) has a non-compact Cauchy hypersurface, say Σ. Further, I+(S) is a g′-future
set since I+g′ (I
+(S)) ⊆ I+(I+(S)) = I+(S). Hence its boundary ∂I+(S) is a compact
g′-achronal topological hypersurface. Now one can do the usual construction (see [35, The-
orem 14.61]) to obtain a homeomorphism between the non-compact Cauchy hypersurface
Σ for g′ and the compact ∂I+(S), leading to a contradiction.
A Appendix: A C1 version of Myers’s Theorem
With the methods developed above it is easy to see that also a C1-version of the Myers
theorem holds. This is perhaps not very surprising, because it is known that there are
generalizations of Myers’s theorem even for metric measure spaces (see Crollary 2.6 in
[44]), but the C1-version below does not (or at least not immediately) follow from these
generalizations. The reason for this is the conceptually very different definition of the Ricci
curvature bounds in our setting (i.e., bounds on the distributions Ric(X ,X ) ∈ D′(M) for
smooth vector fields X ) and for metric measure spaces (see, e.g., [44, 30]). While it has
been shown that these definitions are equivalent for smooth metrics I am not aware of
any results relating distributional bounds on Ricci curvature to the metric measure space
setting.
As in the smooth case, for any manifold with a continuous Riemannian metric h one
can define a continuous distance function dh via
dh(p, q) := inf{L(γ) : γ is an absolutely continuous curve from p to q}
and (M, dh) becomes a locally compact length space [4, Proposition 4.1]. Thus, by the
length space version of Hopf-Rinow, the Hopf-Rinow-Cohn-Vossen Theorem, cf. [3, Theo-
rem 2.5.28], (metric space) completeness implies the existence of minimizing curves and is
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equivalent to relative compactness of bounded sets. If h is C1 a classical result using the
trick of Du Bois-Reymond is that any length minimizing curve parametrized with respect
to arc-length must be a solution of the geodesic equation (see, e.g., [40]). Thus metric
space completeness is equivalent to geodesic completeness: Any geodesic (i.e., solution of
the geodesic equation) of finite length must be contained in a bounded set. Hence, by met-
ric space completeness, it is also contained in a compact set and thus (after reparametrizing
to unit speed, if necessary) γ˙ is contained in a compact subset of TM , so the solution of
the geodesic equation is extendible. The converse is a direct consequence of [3, Theorem
2.5.28] and shortest paths being (reparametrizations of) geodesics.
Theorem A.1. Let (M,h) be a Riemannian manifold with a C1-metric h. Assume that h
is complete and that there exists a constant λ > 0 such that Ric(X ,X )− (n− 1)λh(X ,X )
is a non-negative distribution for all smooth vector fields X on M . Then diam(M) ≤ pi√
λ
.
Proof. Assume diam(M) > pi√
λ
and choose λ0 < λ1 < λ such that diam(M) >
pi√
λ0
.
Note that Ric(X ,X )− (n − 1)λh(X ,X ) being a non-negative distribution for all smooth
vector fields X implies that Ric(X ,X ) > (n − 1)λ1 for all smooth vector fields X with
h(X ,X ) > λ1
λ
.
Note that the following version of Lemma 4.6 holds:
Lemma A.2. Let K ⊆ M be compact, 0 < c < 1, λ1 > 0 and assume that Ric(X ,X ) >
(n− 1)λ1 for all smooth vector fields X with h(X ,X ) > c. Let hε be smooth approximating
Riemannian metrics converging to h in C1loc such that hε = h⋆M ρε on K for ε small. Then
for all δ > 0 there exists ε0 > 0 such that
∀ε < ε0 ∀X ∈ TM |K with hε(X,X) = 1 : Ric[hε](X,X) > (n− 1)(λ1 − δ). (A.1)
Proof. Because hε → h locally uniformly it suffices to show Ric[hε](X,X) > (n−1)(λ1−δ)
for all X ∈ TM |K with h(X,X) > c. As in the proof of Lemma 4.6 and Lemma 5.5 we
have Ric[hε]− Ric ⋆M ρε → 0 locally uniformly. So, again, it suffices to consider the case
M = Rn and the proof reduces to showing that (Ric ∗ ρε)(X,X) > (n− 1)λ1. Extending
X ∈ TpM = Rn to the constant vector field X : x 7→ X on a small neighborhood of
p preserves h(X ,X ) > c and the left hand side becomes (Ric(X ,X ) ∗ ρε)(p) and the
desired inequality follows immediately from properties of smoothing by convolution and
the assumption of Ric(X ,X ) > (n− 1)λ1.
Next we need to show that there exist smooth approximations hε such that, first, for
any compact K ⊆M one has hε = h ⋆M ρε on K for all ε small enough, and second, hε is
complete. We start by showing the existence of approximations satisfying the first point
and sup{|1− hε(X,X)| : X ∈ TM, |X|h = 1} ≤ 12 . First observe that by locally uniform
convergence for any compact K ⊆ M there exists εK such that sup{|1− hε(X,X)| : X ∈
TM |K , |X|h = 1} ≤ 12 for all ε ≤ εK . Thus (cf. e.g. [22, Lemma 4.3]) we can construct a
smooth map u : (ε, p) 7→ R>0 such that for each ε, the metrics hε : M → T 02M defined by
hε(p) := (h ⋆M ρu(ε,p))(p) have the desired properties.
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Now since sup{|1 − hε(X,X)| : X ∈ TM, |X|h = 1} ≤ 12 all metrics hε will be
Riemannian and by Hopf-Rinow it suffices to show relative compactness of Bε(p, r) for all
r > 0 and p ∈ M to show completeness of hε. This follows immediately from Bε(p, r) ⊆
B(p, 2r) (note that Lh(γ) ≤ 2Lε(γ) for any curve γ, since |X|h = 1 =⇒ 12 ≤ |X|hε ≤ 2).
Thus we have constructed approximating smooth metrics hε that are complete and for
which Lemma A.2 holds. Now let p, q ∈ M such that dh(p, q) ≥ pi√λ0 and let γ be a length
minimizing h-unit speed curve from p to q. Then by completeness of hε there exist hε-
minimizing hε-unit speed hε-geodesics γε from p to q. We have dε(p, q) = Lε(γε) ≤ Lε(γ) ≤
2Lh(γ) = 2dh(p, q). Since Lh(γε) ≤ 2Lε(γε) = 2dε(p, q) we obtain γε ⊆ B(p, 4dh(p, q)) ⊆
K ⊆ M . Now let ε be small enough such that for this K the approximations satisfy
Ric[hε] > (n − 1)(λ1 − δ)g > (n − 1)λ0g. Then by the proof of Myers’s Theorem (cf.
[11, Theorem 9.3.1]) we have Lε(γε) ≤ pi√λ1−δ <
pi√
λ0
. But this would imply that for small
enough ε also Lh(γε) <
pi√
λ0
, a contradiction to dh(p, q) ≥ pi√λ0 .
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