This paper presents a concept of a vision system which can simplify the way in which some basic functions of CNC machines can be controlled. The proposed system enables the operator to control a machine tool using gestures. The developed solution is based on Microsoft Kinect for a Windows v2 sensor with a time-offlight camera. A gesture recognition module was implemented in the VC 760 milling machine with an open control system (O.C.E.A.N.). To conduct tests of the proposed interface, a set of gestures used to control a CNC machine was developed. Furthermore, the concept, the structure of the system and the test results are discussed. In summary, the advantages and potential problems of the proposed control system and plans for future development are discussed.
Introduction

Current systems of CNC machine control
One of the most sought-after skills on the job market is expertise related to controlling CNC machine tools and programming machining operations. In recent years, productivity and accuracy of machining has increased in the machine tool industry. Numerous CNC control algorithms have been developed and machine vision systems have been introduced to improve precision and to support the reference positioning of the workpiece. However, methods of communicating with the machine through the operator interface have not been developing at the same rate. Despite developments in the graphic display of CNC interfaces or the introduction of touch panels, the CNC control systems that are currently available on the market are not very intuitive. Manual interfaces still rely on complicated control panels and require knowledge of how to use control systems, Fig. 1 (Siemens, Heidenhein, Fanuc).
As a consequence of the current nature of manual interfaces it is necessary to learn a set of procedures and key sequences, memorise the functions of diodes and switches, and what actions are triggered by what procedures. Since machines, CNC drivers and operator panels are often configured differently, this only adds to the current difficulties. As a result, the interface between the operator and the machine has become increasingly complex [1] . Only qualified operators can be employed to operate CNC machines -they must go through advanced training to improve their efficiency and minimise the risk of errors.
Smart control systems
With the increasing popularity of computers with huge processing capacity, the development of virtual reality technology and 3D imaging, the application of gestures and human senses to remotely control various machines (haptic feedback) [2, 3] seems inevitable [4] . This is evidenced by the current trends on the market of consumer and industrial electronics. While traditional control methods (remote control units, buttons, keys and joysticks) seem to be disappearing -new control solutions allowing the use of gestures, voice [5, 6] and eyes [7] are more frequently used in game consoles, smartphones and TV sets [8] . The next step in the development of control methods is the full integration of a user with a device through ordinary conversation. This is already being tested on the latest smartphones and computers using voice assistants, for example, Cortana (Microsoft), Siri (Apple) and Google Now (Google Inc.). It is only a question of time before new systems can be implemented into industrial machines.
Gesture control systems
While attempts to modify currently used control systems are being made, other attempts are being made to design virtual environments to use them for remote control purposes in modern factories [9] . These are intended to provide easy and remote operator/machine interaction methods. Gesture control and virtual reality systems might be of interest to the industry. The proper selection of gestures used to give precise commands enables effective and intuitive interaction with machinery without having to be close to it or to learn how to operate a complicated control panel. Gestures and hand-motion control systems can be used for mobile robots, humanoid robots [9] , flying robots [10] , industrial manipulators [11] , electro-hydraulic manipulators [12] and cranes [13] [14] [15] . Attempts have been made to use them in surgical robots [16] for controlling data displayed on a monitor without having to touch the keyboard or the mouse [17] as this would ensure maintaining a sterile environment within the operating theatre. In another attempt [18] , a virtual environment was used to program a CNC machine using gestures.
Three dimensional (3D) gesture control systems may be implemented using one of the following methods: vision [19] , sound [20] , magnetic [21] , mechanical [22] . The most commonly used vision method is stereovision. However, active methods based on laser scanning heads (RADAR, LIDAR) [23, 24] cameras depth (ToF) or light structure are increasingly being used in many projects. In active vision methods, it is particularly important to obtain information relating to depth. Besides recognising gestures, depth is used to analyse the environment around the machine or locate the position of objects. Despite its popularity and many advantages, optical methods for gesture recognition have several major drawbacks: they require many calculations (stereoscopy), they are expensive (time of flight) and sensitive to external factors (light structure). The effectiveness and reliability of the gesture control system, depends on the precision of the performed gesture and the processing of the gesture signal on each of four or five stages of operation of the system (in the case of tracking systems) [19] . The first important stage is how the user performs a gesture. Here, of particular importance is the accuracy, speed and environment in which the gesture is performed. The gesture is then captured by the sensor (for example, by using a camera, an accelerometer and a magnetic field sensor), which transforms it into a digital signal. The purpose of the following steps (algorithms) is to recognise and classify the received signal (image). Firstly, the image is subjected to segmentation and the feature extraction process.
The segmentation is the process of partitioning a digital image into multiple segments (sets of pixels, also known as super-pixels). The purpose of segmentation is to simplify and change the representation of an image into a form that is more meaningful and easier to analyse. Feature extraction is the process of defining a set of features, or image characteristics, which will most efficiently or meaningfully represent the information that is important for analysis and classification. The real-time tracking system are required to perform these processes and locate a tracking object in every frame of the video sequence. The most commonly used methods for segmentation and feature extraction are based on the skin colour model [25] and static [26] or dynamic [25] background subtraction. These are popular because of their simple implementation and applicability to real-time systems [27] . Some researchers use the infrared camera [28] to extract human I think you should insert another noun here such as 'forms' , 'elements' or 'features' here from the frame based on body temperature, as well as more advanced methods based on filters [29] .
The next task of the system is to classify the gesture performed by the operator. Therefore, features are used both before and after object segmentation to provide statistical parameters for classification by a recognition algorithm. A classification or recognition mechanism is a computational algorithm that takes the representation of an object and classifies it as some known class type. The most commonly used techniques for classification are the HMM (hidden Markov model) [30, 31] and other statistical methods, ANN (artificial network neutron) [32] , methods based on state space [33] wavelet transform [32] , matching the curves [34] , and database methods [35] . Since the issue of recognition of gestures is currently the subject of intensive research, there are many review papers in which authors present their research in detail and compare algorithms for segmentation, extraction, tracking and classification systems used in gesture recognition.
Concept of the proposed control system
This paper presents the concept of a CNC control system extension for a milling machine based on gesture monitoring and recognition. Its concept is based on tracking operator's gestures using a Microsoft Kinect v2 motion controller ( Fig. 2 ) with a built-in, time-of-flight camera. Data acquired by the system is processed by control algorithms and used for gesture recognition. The operator's hand, used as the controller, provides a natural and intuitive control interface. The environments of Kinect Studio, Microsoft Visual Studio, Visual Gesture Builder, Kinect SDK & Developer Toolkit libraries and C++ programming language were implemented in the system.
Depth sensor
Microsoft Kinect v2
The Microsoft Kinect sensor was unveiled by Microsoft in November 2010 and it was dedicated for the Xbox 360 game console. This then novel solution enabled its users to interact with their console without having to use pads or other control systems which were common at that time. The system implemented a new interface using hand gestures, body movements and spoken commands. Two years later, Microsoft released Kinect SDK (software development kit) enabling the sensor to cooperate with a PC, and in November 2013, the company launched Kinect v2 together with the new Xbox console.
The sensor is sold with a software package which contains Kinect Studio, Visual Gesture Builder and Kinect SDK 2.0 libraries. The new version of the sensor is more accurate owing to a camera with higher resolution and a ToF camera. This is an important feature since the sensor is used in a variety of professional and semi-professional applications, including advanced medical diagnostics, 3D image analysis (in computer tomography), robotics and IT.
The Kinect sensor consists of six modules: a multi-array microphone, a time-of-flight camera, an infrared emitter, an angularity controller, a USB 3.0 connection lead, and a colour RGB camera. The Kinect sensor has a range of 0.5-4.5 meters. The lens has an angular field of view of 60° vertically and 57° horizontally. The system features four microphones and a 24-bit analogue-to-digital converter which are able to isolate the voices of several users from the ambient noise. The controller uses 48-kHz, 24-bit mono pulse code modulation (PCM). Fig. 3 . Operational principles of ToF camera [36] The RGB camera features a CMOS sensor and enables user facial recognition and image processing. It operates at 1920x1080px at 30 fps. For depth data input, the sensor interprets the data stream from the time-of-flight camera. It can detect the position of points in 3D space with a resolution of 512x424 at 30 fps. The 3D time-of-flight camera projects structured light and then gathers the reflected light. Distance is measured by calculating the phase shift between the emitted and received modulated light. The principles of its operation are presented in Fig. 3 .
Either a semiconductor laser or LED diodes are usually used as near-infrared light sources (~850 nm). A modified image sensor then detects reflected light and converts the photonic energy to electrical current [36] . Since Kinect v2 uses a USB 3.0 interface, it supports 2 Gb/s data transfer rates. It can simultaneously track six people and 25 skeletal joints per person -including thumbs. It is also capable of detecting a user's pulse, face expression and muscle tension.
System description
Test stand
A VC 760 milling machine with an open control system (O.C.E.A.N.) [37] developed at the Centre for Mechatronics of the West Pomeranian University of Technology, Szczecin was used for the implementation and testing of the proposed system. O.C.E.A.N system is a conception, of the open, modular, fully reconfigurable and modifiable control system of the CNC cutting machine. The main goal of the system is to introduce an open interface to develop diagnostic functions of the milling machine, implement dynamic and static corrections within the cutting process, extend and test system kernel functions, and introduce new functions to users. The novelty of the system lies in its flexibility and the possibilities for extensions which would improve machining quality. The VC 760 machine has two kinematic chains of body element movement: object and tool branches. It has screw couplings in 3 axes, with power applied directly from the motor. The test stand is presented in Fig. 4 .
This equipment consists of: 1) O.C.E.A.N. control system, based on Acopos intelligent servo drives manufactured by B&R; 2) VC 760 milling machine; 3) Microsoft Kinect v2 sensor; 4) PC used for image processing and communication with the CNC machine.
Communication
The Kinect controller communicates with the milling machine according to the scheme presented in Fig. 5 . The control system of the VC 760 milling machine communicates with external devices through an OPC server, operating in the PLC driver (manufactured by B&R). Positioning data can be sent in two modes:
▶ Absolute -the table or the workpiece is moved directly to a position defined by (x, y, z) coordinates; ▶ Incremental -the table or the workpiece is moved by a pre-defined vector from its current position (Δx, Δy, Δz). Coordinates are fed using UDP protocol in specially designed frames. Every frame contains: coordinates, velocity data and acceleration data for each operation, global feed override and the move multiplier. Trajectory is automatically generated by the O.C.E.A.N. control system, based on received points or translations. For safety purposes and to avoid collision, the upper and lower motion ranges for all the axes are fixed. The second part of the program responsible for the Microsoft Kinect sensor operation, gesture recognition and feeding coordinates to the O.C.E.A.N. controller, was written in the Visual Studio 2013 environment using the Kinect for Windows Runtime package: Kinect SDK & Developer Toolkit library, Kinect Studio and Visual Gesture Builder. Visual Gesture Builder (VGB) is an interactive tool for building models of body gestures using the random forest regression (RFR) machine learning classifier. VGB utilises two detection technologies -AdaBoostTrigger (used to detect discrete gestures) and RFRProgress (used to detect continuous gestures).
The developed program consists of five modules responsible for: ▶ communication with Kinect v2 sensor -receiving data about the position of tracking points ▶ filtering of received coordinates -smoothing of tracking points using a simple average filter ▶ gesture recognition -we pre-programmed the gestures described in 3.3. Algorithms implemented directly in Kinect SDK and Visual Gesture Builder were used to detect two gestures. To improve the repeatability of gesture detection, the program was taught by gestures performed by three people of different height and weight. The process of 'learning' gestures is presented in Fig. 6 . ▶ Position, fitting and scaling -this part of the program is responsible for a calibration of the machine's coordinates and the operator's hand. This is critical for safety reasons, as Fig. 6 . The data-driven process of creating a gesture detector using Visual Gesture Builder without the function, the machine would first make an unknown move to assume the position signalled by the operator's hand. ▶ Communication with the O.C.E.A.N. controller -sending, receiving and scaling of data about the position of the table and the spindle.
Control methods
Programming of the VC 760 can be performed in manual or semi-automatic mode. Both modes use the appropriate buttons on the control panel, on the remote pedant or G-code commands (numerical control programming language). To perform simple adjustment movements in manual mode, the operator must perform the following operations: 1) move close to the operator panel (HMI) 2) set the following parameters with the appropriate button or command: c) operating mode -manual d) axis that will be controlled e) movement speed f) positioning accuracy 7) use the appropriate buttons to move the selected axis Use of the semi-automatic mode in which it is possible to move multiple axes at the same time requires the following steps: 1) move close to the operator panel (HMI) 2) set the following parameters with the appropriate button or command: c) operating mode -manual d) axis that will be controlled e) movement speed f) positioning accuracy 7) write a program in G-code 8) confirm the code execution with the appropriate buttons Operation of the CNC in each mode is inconvenient (due to the distance from the machining zone). For this reason, the control pedant is commonly used. This is connected by a flexible cable to the control system of the machine. The remote pedant allows the operator to control the axes movement close to the workpiece but only in manual mode. However, performing positioning moves requiring multiple axes simultaneously, forces the operator to write a simple program in G-code. Using buttons to move the axis is not intuitive because it causes problems such as mistaking different buttons for each other. The use of buttons based interface for the operation of more than one axis is not intuitive and may lead to dangerous situations. A deliberate procedure by constructors is therefore limiting the possibility of using the buttons for one axis only. For the aforementioned reasons, works have been initiated on the development of an intuitive system to control a machine tool using gestures. The idea of a manipulation system for the manual movement of body units of a CNC tool is based on gestures sets. This movement should be possible to perform within all the available axes of the machine tool simultaneously. The speed of movement of body elements should be dependent upon the movement speed of the operator's hand.
Three sets of gestures were developed for the purposes of the study. The first set includes four basic gestures to be performed by the left hand: start, stop, confirm and change precision (Fig. 7) .
The second set is used to control the table and the spindle -the machine follows the right-hand gestures. Hand gestures performed in the air are followed by the table. Up and down gestures control the spindle. The velocity of movement is proportional to the velocity of gestures performed by the operator. The tracking of the operator's hand starts when they clench their right hand into a fist and the operator confirms it by performing the start gesture with their left hand. From now, every hand movement is followed by movement of the machine along the appropriate axis (Fig. 8 ). An example of the gesture sequence from the second set is shown in Table 1 . activate drives and start following right hand with other movement precision step 10 axis movements -following right hand mode (Fig. 7) The third set of gestures is used to select the axis to be controlled. The axis is selected by indicating its number with the fingers. After selecting the axis and confirming it with a 'confirm' gesture, it is possible to control the machine with the right hand clenched into a fist in the tracking mode. An example of the gesture sequence from the third set is shown in Table 2 . 
EXPERIMENT RESULTS
The proposed system was tested on a test stand in the technology hall of the Institute of Materials Science and Engineering, West Pomeranian University of Technology, Szczecin. Experiments revealed that the proposed control system for the VC 760 milling machine was much more intuitive than the standard control panel or the joystick. In the tested system, the operator does not have to know how to use the control panel or command line, or know specific commands. The developed solution only requires the operator to know a basic set of gestures. When the operator takes position in front of the Microsoft Kinect sensor, they are ready to control the VC 760 milling machine. During the operation of the system, the background did not seem to affect its stability. The system could efficiently control the milling machine both with a homogeneous static white background and in a more standard environment (people moving around, objects in the background). The system worked correctly in complete darkness and in poor light conditions. However, a few problems were detected. Firstly, the system was sensitive to intensive light directed at the Kinect v2 sensor. The readings of hand coordinates and gesture detection were either random or assumed maximum values thus rendering proper control of the system impossible. Secondly, the repeatability of gesture detection worsened when the distance between the operator and the sensor was increased or when the operator was located not in front of to the sensor. This issue was observed in gestures involving fingers (axis choice, precision). In some instances, the sensor could not detect gestures when the end of one gesture merged into the beginning of a successive gesture. This problem was probably caused by an inadequate number of samples fed into the sensor during the teaching mode.
Also problematic was occlusion (moment when the hand being obscured) and gestures being performed at too great a speed. Because the hand is a complicated object with more than twenty DOF, it can have many different shapes and positions. Recognising them is particularly difficult, this is due to the mutual shadowing of the palm and fingers which hinders segmentation/extraction and consequently, the recognition of precise gestures. In addition, the speed of a moving hand is high and can reach up to 5 m/s in linear displacement and 300 deg/s in wrist rotation [38] . These factors necessitate either the use of high-speed cameras or advanced algorithms for slower cameras. This is related to delays during gesture recognition due to the problem of processing large amounts of data in real time. Average error rate for stop, start and confirm gestures was 10% for false positive errors and 5% for false negatives. Worse results were obtained for change precision gestures -22 % (false positives) and 9% (false negatives). Another problem was the control of the machine when the operator was close to the worktable. This is a very difficult situation for the system, because the operator is, to a large degree, obscured by the machine and is thus not visible to the sensor. Solving this problem requires further research and will probably enforce the use of an additional sensor for tracking the operator when working close to the machine. Due to the possibility of a collision of the machine with the operator, incorrect gesture recognition or uncontrolled movement of the operator, programmed axis limits were applied. In addition, the operator was equipped with a safety button which triggers the immediate activation of the brake motors. At the start of the study, a hand switch was used; however, it was decided to use a foot switch during the tests for ergonomic reasons. After all, the problem of incorrect movements or gesture classification is much more complex and requires deeper analysis and more comprehensive solutions than simply having a safety button. Thus, the safety system for the gesture control system will be the subject of further research.
Since the main aim of the research was to test the possibility of using gesture control to operate CNC machines, at this stage of the project, the precision with which an operator can control the machine tool was not measured. However, based on research on Kinect v2 [39] , it is possible to estimate the Kinect distance sensor accuracy. Depth accuracy in the middle of the sensor operating range (1000-2000 mm) is marked as: ±2 mm, while the at the ends of the range is marked as: ±4 mm. Additionally, changing movement resolution (feed override -a gesture change), the operator can obtain leverage effects. Hand movements in the range of 1-1000 mm, will move an appropriately selected axis by 0.001-1 mm. A similar solution is used in CAD software. Very precise parts are designed using an inaccurate computer mouse.
Given the purposes of the system, the values are sufficient for tasks such as pre-positioning the machine, tool setting and referencing the. It is also possible to apply additional support functions.
Summary
The paper presents and discusses the concept and the constituent elements of the proposed system and test results. The advantages and potential problems of the system are shown. Based on the conducted research and test results, a conclusion can be drawn that effective gesture control requires the careful and thoughtful selection of gestures. Gestures should be able to convey precise control signals. Therefore, gestures should be simple and intuitive for the operator. They should not cause problems with their recognition as this may lead to undesirable delays and latency in the system. The tests demonstrated that the Microsoft Kinect v2 sensor, which is dedicated to computer games, was quite efficient at communicating with the control system of the CNC machine tool and properly detected simple gesture commands. The presented results only reveal the potential of gesture control. An industrial implementation of a gesture control system would involve the use of professional tracking systems and advanced program functions that support various technological aspects of the programming CNC machine tools. To eliminate control panels, future systems would also feature voice control and augmented reality systems.
In this paper, a new approach to control basic function of CNC machines which uses the technology vision and gesture recognition has been proposed. The proposed core set of gestures do not allow the use of all possibilities and options of advanced CNC control systems, because the aim of the research is not to replace complex operator panels but add new capabilities to the CNC system and facilitating simple control movements. The G-code programming procedure is complicated, especially without access to the keyboard. Therefore, the complete replacement of the operator panel with the control system of gestures still requires a lot of research.
The proposed system extension represents a new approach with regard to CNC machine control. It uses vision and gesture recognition technologies. Although it has some drawbacks, it undoubtedly has a significant advantage -it is very intuitive and does not require CNC operators and programmers to undergo difficult and long-lasting training. It also allows the simultaneous use of a traditional control panel.
