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Abstract
In this paper a class of impulsive differential inclusions is investigated. The existence of solution bundle
is proved. And we also construct a nonlinear semigroup of operators on cb(E) (closed-bounded subset of E)
to describe the set of attainable states.
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1. Introduction
Let I ≡ [0, T ] be a closed bounded interval of the real line and define the sets D1 ≡ {t1 <
t2 < · · · < tn} ⊂ (0, T ), D2 ≡ {s1 < s2 < · · · < sn} ⊂ (0, T ) and D = D1 ∪ D2 ⊂ (0, T ). In this
paper we discuss the following impulsive differential inclusion:
⎧⎨
⎩






, si ∈ D2, i = 1,2, . . . , n,
(1)
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space E, the function f is a continuous nonlinear map from E to E, the functions Gi :E →
2E \∅, i = 1,2, . . . , n, are multifunctions, and x(si) ≡ x(si +0)−x(si −0) ≡ x(si +0)−x(si)
denotes the jump operator, which represents the jump in the state x at time si with Gi determining
the set of admissible jump sizes at time si . β is generally a nonnegative nondecreasing (except
for A generating groups) scalar valued function of bounded variation on bounded intervals of
R0 ≡ [0,∞),
β(t) ≡ t +
∑
k0
αkS(t − tk), t  0, tk ∈ D1, (2)
where the step function
S(t) =
{
1 if t  0,
0 otherwise,
αk ∈ R ∪ {(+/−)∞}, with α0 = 0, σk ≡ [tk, tk+1), k ∈ N0, and R0 =⋃k0 σk .
Impulsive systems have been widely investigated in finite dimensional spaces (see [4,5]).
Recently, impulsive evolution systems in infinite dimensional spaces have been considered (see
[6–10]). Particularly, N.U. Ahmed discussed a series of problems for impulsive system in infinite
dimensional spaces (see [6,7,12–14]). In [12], N.U. Ahmed studied such a class of impulsive
evolution equations with diffusion coefficient jumps:{
dx = Ax dβ,
x(0) = x0, (3)
and associated semilinear systems which may arise in population biology and many engineering
applications. β makes a jump at ti given by x(ti + 0) = (I − αiA)−1x(ti) (see [12, Section 3]).
In [15], Ahmed began to discuss the existence of solution bundle and evolution of attain-
able states of impulsive differential inclusion only with state jumps. In [11], we considered the
following impulsive system with both of diffusion coefficient jumps and state jumps:⎧⎨
⎩






, 0 s0 < s1 < · · · < sn < sn+1  T .
(4)
The existence, uniqueness, regularity properties and continuous dependence of mild solutions
have been presented.
In this paper based on the investigation above we consider a new impulsive inclusion model (1)
which is different from the models given by Ahmed in [15]. By semigroup theory (see [1] and
[2]), we obtain the existence of solution bundle, in addition we construct a nonlinear semigroup
on space cb(E) to describe the evolution of the set of attainable states. This is more difficult
problem due to the complexity of the state jumps.
The rest of the paper is organized as follows. In Section 2, we present an existence result
on solution bundle of differential inclusion system (1). In Section 3, we give the evolution of
attainable states.
2. Existence of solution bundle
We introduce the following assumptions:
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[F] f : I ×E → E,
(1) f is measurable in t on I ,
(2) f is locally Lipschitz in x on E, that is, for ρ > 0, there is L(ρ) > 0 s.t.∥∥f (t, x1)− f (t, x2)∥∥ L(ρ)‖x1 − x2‖E
provided ‖x1‖ < ρ, ‖x2‖ < ρ.
(3) f satisfies the growth condition∥∥f (t, x)∥∥K(t)(1 + ‖x‖)
for some K ∈ L+p (E).
[G] G :E → 2E \ ∅ is a multifunction with values from the class of nonempty closed bounded
subsets of E.
Let PC(I,E) = {x | x is a map from I into E such that x(t) is continuous at t ∈ I \ D and






is a Banach space.
For the semilinear problem (4), we give the following definition.
Definition 2.1. A function x ∈ PC(I,E) is called a mild solution of (4) if x satisfies the integral
equation



























χσj (θ)T (t − θ)
for t ∈ [tk, sk) and θ ∈ [0, t] (see [11,12]).
We have the following result.
Lemma 2.1. Suppose [A], [F] hold, the function β is given by the expression (2), where the
coefficients {αk} are nonnegative with α0 = 0. Then for every x0 ∈ E system (4) has a unique
mild solution x ∈ PC(I,E) (see [11]).
Now we consider the system (1) and give the following definition.
X. Yu et al. / J. Math. Anal. Appl. 327 (2007) 220–232 223Definition 2.2. A function x ∈ PC(I,E) is called a trajectory of (1) if x is a mild solution of (1)
in the sense of Definition 2.1. And {x | x is a trajectory of (1)} is called the solution bundle of (1).
We have the following result.
Theorem 2.2. Let β satisfy the assumptions of Lemma 2.1 and suppose [A], [F] and [G] hold.
Then for each x0 ∈ E, the system (1) has a bundle (or tree) of solutions T (·,0, x0) ⊂ PC(I,E).
Proof. It is sufficient to discuss the case ti < si (i = 1,2, . . . , n). We construct the solution
piecewise.
It follows from assumptions [A] and [F] that for each x0 ∈ E the evolution equation (1) has
a unique mild solution over the interval [0, t1) which is given by the solution of the integral
equation
x(t) = T (t)x0 +
t∫
0
T (t − θ)f (θ, x(θ))dθ.




∣∣∣∣ x(t) = T (t)x0 +
t∫
0
T (t − θ)f (θ, x(θ))dθ, t ∈ [0, t1)
}
.
Further, x ∈ PC([0, t1),E) and therefore has a unique extension till t1 and hence the principle
operator has the following jump at t1, given by x(t1 +0) = (I −α1A)−1x(t1). Thus the attainable
set at time t1, given by
A(t1 + 0) = (I − α1A)−1A(t1)
≡ {ξ ∈ E ∣∣ ξ = x(t1 + 0) = (I − α1A)−1x(t1), x(t1) ∈A(t1)},
is a closed bounded subset of E. The system starts afresh from an arbitrary point xt1 ≡ x(t1 +0) ∈
A(t1 + 0) and evolves during the next section of time [t1, s1), satisfying the integral equation
φ(t) = T (t − t1)xt1 +
t∫
t1
T (t − θ)f (θ,φ(θ))dθ, t ∈ [t1, s1),
where xt1 ∈A(t1 + 0). Under assumptions [A] and [F], this equation has a unique mild solution
which we denote by x(t, t1, xt1), t ∈ [t1, s1), where xt1 ≡ x(t1 +0). Thus we can define a solution
bundle (or a solution tree) as
T (·, t1,A(t1 + 0))≡ {x(t, t1, xt1), xt1 ∈A(t1 + 0)}.
Further, x ∈ PC([t1, s1),E) and therefore has a unique extension till s1. Thus by assumption [G],
G1(x(s1)) is well defined as a closed bounded subset of E and hence the set of admissible states
immediately following the jump at s1, given by
A(s1 + 0) ≡ x(s1)+G1
(
x(s1)
)= {ξ ∈ E ∣∣ ξ ∈ x(s1)+G1(x(s1)), x(s1) ∈A(s1)}
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A(s1 + 0) and evolves during the next period of time [s1, t2), satisfying the integral equation
φ(t) = T (t − t1)xs1 +
t∫
s1
T (t − θ)f (θ,φ(θ))dθ, t ∈ [s1, t2).
Under assumptions [A] and [F], this equation has a solution x(t, s1, x(s1 + 0)), t ∈ [s1, t2). Thus
we can define a solution bundle (or a solution tree) as
T (·, t1,A(s1 + 0))≡ {x(t, s1, xs1), xs1 ∈A(s1 + 0)}




t2, s1,A(s1 + 0)
)
and by virtue of assumptions, the jump at time t2 is uniquely determined by the expression
A(t2 + 0) = (I − α2A)−1A(t2) ≡
{
ξ ∈ E ∣∣ ξ = (I − α2A)−1x(t2), x(t2) ∈A(t2)}
which defines closed bounded subsets of E. Continuing this process we obtain the solution bun-
dle for the interval [t2, s2) as
T (·, t1,A(t2 + 0))≡ {x(·, t2, xt2), xt2 ∈A(t2 + 0)}
where x(·, t2, xt2) denotes the solution of the integral equation
φ(t) = T (t − t2)xt2 +
t∫
t2
T (t − θ)f (θ,φ(θ))dθ, t ∈ [t2, s2).
And, by continuity, the attainable set at time s2, just prior to the next jump, is given by
A(s2) ≡ T
(
s2, t2,A(t2 + 0)
)
.
By virtue of assumptions [F] and [G], this set and also the set of states immediately following
the jump at time s2, given by
A(s2 + 0) ≡A(s2)+G2
(A(s2))= {ξ ∈ E ∣∣ ξ ∈ x(s1)+G1(x(s1)), x(s1) ∈A(s1)},
are closed bounded subsets of E. Continuing this process we obtain the solution bundle for the
interval [s2, t3) as
T (·, s2,A(s2 + 0))≡ {x(·, s2, xs2), xs2 ∈A(s2 + 0)}.
Thus, in general, given any ti ∈ D1, i = 1,2, . . . , n, and the attainable setA(ti), prior to the jump
of β at time ti , we define the attainable set immediately following the jump as
A(ti + 0) = (I − αiA)−1A(ti) ≡
{
ξ ∈ E ∣∣ ξ = (I − αiA)−1x(ti), x(ti) ∈A(ti)}.
The associated solution bundle over the interval [ti , si) is given by
T (·, ti ,A(ti + 0))≡ {x(·, ti , xti ), xti ∈A(ti + 0)}
and by continuity the attainable set prior to jump of the initial state at time si is given by
A(si) ≡ T
(
si , ti ,A(ti + 0)
)
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A(si + 0) ≡A(si)+Gi
(A(si))= {ξ ∈ E ∣∣ ξ ∈ x(si)+Gi(x(si)), x(si) ∈A(si)}.
The associated solution bundle over the interval [si , ti+1) is given by
T (·, si ,A(si + 0))≡ {x(·, si , xsi ), xsi ∈A(si + 0)}.
For i = n, we have
A(T ) ≡ T (T , tn,A(tn + 0)) or A(T ) ≡ T (T , sn,A(sn + 0)).
In conclusion, we have constructed a solution bundle (tree) for the impulsive evolution inclu-
sion (1) and this is given by
T (t,0, x0) ≡
⎧⎨
⎩
x(t,0, x0) for t ∈ [0, t1),
T (t, ti ,A(ti + 0)) for t ∈ [ti , si),
T (t, si ,A(si + 0)) for t ∈ [si , ti+1),
i = 1,2, . . . , n.
Piecewise continuity of the solution bundle T follows from the piecewise continuity of its ele-
ments as evidenced by our construction. Since I is a bounded interval, boundedness of T follows
from the boundedness of the multifunctions {Gi} and (I −αiA)−1. This completes the proof. 
Remark. For ti > si , we can prove similarly.
3. Evolution of attainable states
It is interesting to describe the set of attainable states of the system at any given time t ∈ I . For
instance, let t ∈ (ti , si) and xti ∈ A(ti + 0) which is the attainable state immediately following
the jump at time ti . And by the procedure of Theorem 2.2 we can define a solution bundle as
T (·, ti ,A(ti + 0))≡ {x(·, ti , xti ), xti ∈A(ti + 0)}.
Clearly, this gives the funnel of solution trajectories starting from the state xti ∈ A(ti + 0) at
time ti . Thus, the associated attainable set at time t ∈ (ti , si) is given by
A(t) ≡ T (t, ti ,A(ti + 0)), t ∈ (ti , si). (5)
By virtue of continuous extension, for t ∈ (si , ti+1) the set of attainable states just prior to jump
at time si is given by A(si) and that immediately following the jump is given by
A(si + 0) ≡A(si)+Gi
(A(si))= {ξ ∈ E ∣∣ ξ ∈ x(si)+Gi(x(si)), x(si) ∈A(si)},
the associated attainable set at time t ∈ (si , ti+1) is given by
A(t) ≡ T (t, si ,A(si + 0)), t ∈ (si , ti+1). (6)
Now we can introduce a nonlinear semigroup of operators to describe the attainable states.
Suppose E is reflexive Banach space. Let cb(E) denote the class of nonempty closed-bounded
subsets of the Banach space E. On cb(E) we introduce the topology induced by the Hausdorff





where d∗(C,D) = supz∈C d(z,D) and d(z,D) = infy∈D ‖z − y‖E for C,D ⊂ cb(E). It is well
known that Y ≡ (cb(E), dH) is a complete metric space.
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x˙ = Ax + f (t, x), t ∈ I,
x(0) = x0, (7)
that is, system (1) with D = ∅. Then, in view of (5), (6) and time invariance of the generating
operator A, we can introduce the nonlinear semigroup of operators Γ (t), t  0, satisfying
(a1) Γ (0) = Id identity operator,
(a2) Γ (t + s) = Γ (t)Γ (s), s, t  0.
In the metric space Y the temporal evolution of attainable states of the system (1) with D = ∅
is given by
A(t) = Γ (t − r)A(r), 0 r  t < T , A(0) = {x0}.
Under an additional assumption we can show that the map t →A(t) is continuous in the Haus-
dorff metric dH. This will imply that the semigroup Γ is continuous in the metric topology of Y .
Using the semigroup Γ , we can now construct a nonlinear semigroup N (·) of operators on
cb(E) for the impulsive system (1) as follows. For t ∈ I \D we set




Γ (t − r)A(r + 0) for ti  r < t < si or si  r < t < ti+1,
Γ (t − ti )(I − αiA)−1A(r + 0) for si−1 < r < ti  t < si,
Γ (t − si)(Γ (si − r)A(r + 0)+Gi(Γ (si − r)A(r + 0)))
for ti−1 < r < si  t < ti+1,
(8)
and for t ∈ D, t  r , we set
A(t + 0) ≡N (t − r)A(r + 0) ≡
{A(t)+Gt(A(t)), t ∈ I \D1,
(I − αtA)−1A(r + 0), t ∈ I \D2, (9)




)= {0 for t ∈ I \D2,
Gi(x(si)) for t = si , si ∈ D2, (10)
and (I − αtA)−1 is given by
(I − αtA)−1A(·) =
{
0 for t ∈ I \D1,
(I − αtA)−1A(·,·) for t = ti , ti ∈ D1. (11)
Using this notation of the jump operator, we may substitute (8) into (9) and let t be any ar-
bitrary point in I . Thus we have a well-defined semigroup N (t), t  0, the metric space
Y ≡ (cb(E), dH). In order to discuss the continuity of the semigroup N (·) in cb(E) we impose
the assumption on G:
[G1] In addition to assumption [G], we suppose Gi (i = 1,2, . . . , n) satisfies the following prop-
erty:
For every {xn} ⊂ E, if xn → x0 in E, and yn ∈ G(xn), then there exists a subsequence
{ynk } such that
ynk −→ y0 in E,
and y0 ∈ G(x0). This property is a little more strong upper semicontinuity.
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Lemma 3.1. Under assumption [G1], let X1 be a compact subset of E, then X2 = {ξ = η + ζ |
η ∈ X1, ζ ∈ Gi(η) (i = 1,2, . . . , n)} is compact.
Proof. Let {ξn = ηn + ζn} ⊂ X2, then {ηn} ⊂ X1, {ζn} ⊂ Gi(ηn). Due to compactness of X1,
there exists a subsequence {ηnk } ⊂ {ηn} such that
ηnk −→ η0 ∈ X1 as k −→ ∞.
Since ζnk ∈ Gi(ηnk ), by virtue of the assumption [G1] we can find a subsequence of {ζnk }, de-
noted by {ζnk } again, such that
ζnk −→ ζ0 ∈ Gi(η0) as k −→ ∞.
Obviously, ξnk = ηnk + ζnk → η0 + ζ0 ∈ X2 as n → ∞. This implies that X2 is compact. 
Lemma 3.2. Let T (t) be a compact C0-semigroup on some Banach space E. Let p > 1 and




T (t − s)g(s) ds ∀g ∈ Lp(I,E).
Then S : Lp((0, T ),E) → C([0, T ],E) is compact (see [3]).
Lemma 3.3. Suppose [A] and [F] hold, {T (t), t > 0} is compact. Consider the following subset
Z =
{
z ∈ C([τ1, τ2],E)
∣∣∣∣ z(t) = T (t − τ1)z+
t∫
τ1
T (t − θ)f (θ, z(θ))dθ, z ∈ Q
}
,
where τ2 > τ1  0 and Q is a compact subset of E. Then Z is a compact subset of C([τ1, τ2],E).
Further, for every t ∈ [τ1, τ2],Z(t) = {z(t) | z ∈ Z} is compact subset of E.




∥∥T (t − τ1)∥∥‖z‖ +
t∫
τ1




























Now we show that Z is compact. Let {zn} ⊂ Z then
zn(t) = T (t − τ1)zn +
t∫
τ1
T (t − θ)hn(θ) dθ, t, τ1 ∈ I = [0, T ].
Define hn(t) = f (t, zn(t)) (n = 1,2, . . . , n). It is easy to see that∥∥hn(t)∥∥E M ′K(t),
where M ′ is a constant and K ∈ L+p (E). Due to reflexivity of E, there exists a subsequence {hnk }
such that
hnk
w−→ h0 in Lp
([τ1, τ2],E).
Hence by Lemma 3.2, we have
Shnk (·) −→ Sh0 in C
([τ1, τ2],E),
where h0 ∈ Lp([τ1, τ2],E). Since Q is compact, there exists a subsequence of {znk } denoted by{znk } again, such that
znk −→ z0 in E.
It is clear that z0 ∈ Q.
Define
z0(t) = T (t − τ1)z0 +
t∫
τ1
T (t − θ)h0(θ) dθ.
Then we have the associated subsequence of {znk (·)} ⊂ {zn(·)}, denoted by {znk (·)} again,
znk (·) −→ z0(·) in C
([τ1, τ2],E).
It is sufficient to show that h0(t) = f (t, z0(t)). In fact,∥∥∥∥∥znk (t)−
[
T (t − τ1)z0 +
t∫
τ1





T (t − τ1)znk +
t∫
τ1




T (t − τ1)z0 +
t∫
τ1
T (t − θ)f (θ, z0(θ))dθ
]∥∥∥∥∥
M‖znk − z0‖ +ML
t∫ ∥∥znk (θ)− z0(θ)∥∥dθ −→ 0 as k −→ ∞.τ1
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z0(t) = T (t − τ1)z0 +
t∫
τ1
T (t − θ)f (θ, z0(θ))dθ.
This means that Z is compact.
Further, for any t ∈ [τ1, τ2], {zn(t)} ⊂ Z(t) ⊂ E, we can consider {zn(·)} ⊂ Z corresponding
to {zn(t)}. Then there exists a subsequence {znk (·)} of {zn(·)} such that
znk (·) s−→ z0(·) in C
([τ1, τ2],E),
where z0 ∈ Z. It is obvious that
znk (t) −→ z0(t) in E,
z0(t) ∈ Z(t). Then for every t ∈ [τ1, τ2], Z(t) is compact. This completes the proof. 
Now we can state the following result of this paper.
Theorem 3.4. Consider the impulsive evolution inclusion (1) and suppose assumptions [A], [F]
and [G1] hold, and further {T (t), t > 0} is a compact semigroup. Then there exists a nonlinear
semigroup of operatorsN (t), t  0, on the metric space Y describing the evolution of attainable
sets in Y for t  r , by
A(t + 0) ≡N (t − r)A(r + 0) ≡
{
(I − αiA)−1A(r + 0), t ∈ [ti , si),
A(t)+Gi(A(t)), t ∈ [si , ti+1),
(12)
the {N (t), t  0} is left continuous with right-hand limit.
Proof. First we verify that the attainable sets {A(t), t ∈ I } are sequentially closed bounded
subsets of E. In fact, it is sufficient to verify that for t ∈ I A(t) is compact, hence A(t) is closed
and bounded subset of E.
In fact A(t1),A(t1 + 0),A(s1) are sets consisting of one point, so they are compact. By
Lemma 3.1, it easily verifies that A(s1 + 0) ≡A(s1) + G1(A(s1)) is compact. By Lemma 3.3,
A(t2) = T (t2, s1,A(s1 + 0)) is compact. A(t2 + 0) = (I − α2A)−1A(t2) is compact, since
A(t2) is compact and operator (I − α2A)−1 is linear and bounded. Similarly, by Lemma 3.3,
A(s2) ≡ T (s2, t2,A(t2 + 0)) is compact. By Lemma 3.1, one can verify that A(s2 + 0) =
A(s2)+G2(A(s2)) is compact.
Step by step we can verify that A(ti + 0) = (I − αiA)−1A(ti) is compact, since A(ti) is
compact and operator (I − αiA)−1 is linear and bounded. And using Lemma 3.1 one can verify
thatA(si +0) ≡A(si)+Gi(A(si)) is compact, i.e., by the closedness and compactness ofA(si)
and the properties of Gi (i = 1,2, . . . , n). For any t ∈ (ti , si) (t ∈ (si , ti+1)) using Lemma 3.3 we
have A(t) compact.
It remains only to verify that the map t →A(t) is continuous in the Hausdorff metric dH at




∣∣∣∣ η = T (t +t − ti )ξ +
t+t∫
ti
T (t +t − θ)f (θ, x(θ))dθ,
ξ ∈A(ti + 0)
}




∣∣∣∣ ζ = T (t − ti )ξ +
t∫
ti
T (t − θ)f (θ, x(θ))dθ, ξ ∈A(ti + 0)
}
.
For arbitrary ξ ∈A(ti + 0), η ∈A(t +t) and ζ ∈A(t) we consider
‖η − ζ‖ =
∥∥∥∥∥
[
T (t +t − ti )ξ +
t+t∫
ti




T (t − ti )ξ +
t∫
ti
T (t − θ)f (θ, x(θ))dθ
]∥∥∥∥∥
=
∥∥∥∥∥T (t − ti )[T (t)− I ]ξ + [T (t)− I ]
t∫
ti




T (t +t − θ)f (θ, x(θ))dθ
∥∥∥∥∥
M







∥∥T (t +t − θ)f (θ, x(θ))∥∥dθ
M













where M = sup‖T (t)‖E , M ′ = M‖ξ‖ + M
∫ T
ti
‖K(θ)‖(1 + ‖x(θ)‖) dθ , M ′′ = M(1 + ρ) and
K ∈ L+p (E). By the definition of dH we have
dH
(A(t +t),A(t))M ′∥∥T (t)− I∥∥+M ′′
t+t∫
t
∥∥K(θ)∥∥dθ −→ 0 as t −→ 0,
where η ∈A(t +t), ζ ∈A(t).
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dH
(A(t −t),A(t))−→ 0 as t −→ 0.
Similarly, it follows from property [G] of the multifunction Gi (i = 1,2, . . . , n) that one can
show that for t ∈ (si , ti+1), and t +t > si and t −t > si we have
dH
(A(t +t),A(t))−→ 0 as t −→ 0,
and
dH
(A(t −t),A(t))−→ 0 as t −→ 0,
respectively.
This implies that t ∈ I \ D, t →A(t) is continuous with respect to the Hausdorff metric dH.
The property of left continuity with right-hand limits follows from similar property of the indi-
vidual trajectories (see the illustration of (1)) and compactness of semigroup T (t), t > 0. This
completes the proof. 
4. An example
For illustration, here we present an example in which the differential operator may be sub-
jected to impulsive perturbation and the jump in the state x at time ti .
Let I = [0, T ] and Ω ⊂ RN a bounded domain with a C1-boundary ∂Ω . We consider the
following nonlinear parabolic problem⎧⎪⎨
⎪⎩
∂x(t, y) = Px(t, y)∂(t + S(t))+ cosx(t, y)∂t, t ∈ I,
x(0, y) = 0, x(t, y)|∂Ω = 0,




, 0 < s1 < s2 < · · · < sn < T,
(13)
where P is a Laplace operator,
S(t) =
{
1 if t  0,
0 otherwise,








)= [Ai,Bi] = {ξ ∈ R | Ai  ξ  Bi}, i = 1,2, . . . , n.
It is well known that the Laplace operator with the Dirichlet condition generates a C0-semigroup
{T (t), t  0} in L2(Ω). At the same time it is not difficult to check that our abstract results can
be used to discuss the existence on bundle of solutions of system (13) and describe the evolution
of attainable states.
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