Pure t-motives were introduced by G. Anderson as higher dimensional generalizations of Drinfeld modules, and as the appropriate analogues of abelian varieties in the arithmetic of function fields. In order to construct moduli spaces for pure t-motives the second author has previously introduced the concept of abelian τ -sheaf. In this article we clarify the relation between pure t-motives and abelian τ -sheaves. We obtain an equivalence of the respective quasi-isogeny categories. Furthermore, we develop the elementary theory of both structures regarding morphisms, isogenies, Tate modules, and local shtuka. The later are the analogue of p-divisible groups.
Introduction
In the arithmetic of number fields, elliptic curves and abelian varieties are important objects to study and their theory has been vastly developed in the last two centuries. For the arithmetic of function fields Drinfeld [Dr1, Dr2] has invented the concepts of elliptic modules (today called Drinfeld modules) and elliptic sheaves in the 1970's, both as the analogues of elliptic curves. Since then, the arithmetic of function fields has evolved into an equally rich parallel world to the arithmetic of number fields. As for higher dimensional generalizations of elliptic modules or sheaves there are different notions, for instance Anderson's abelian t-modules and t-motives [An1] , Drinfeld-Anderson shtuka [Dr3, HH] , or abelian τ -sheaves which were introduced by the second author in [Ha1] in order to construct moduli spaces for pure t-motives. In the present article we advertise the point of view that pure t-motives and abelian τ -sheaves are the appropriate analogues for abelian varieties. This is also supported by the results in [Ha1] and [BH2] . It is due to the fact that both structures have the feature of purity built in as opposed to general t-motives or Drinfeld-Anderson shtuka. For example non-zero morphisms exist only between pure t-motives or abelian τ -sheaves of the same weight (see 2.8 and 3.5 in the body of the article).
There is a strong relation between pure t-motives, which we slightly generalize to pure Anderson motives, and abelian τ -sheaves. To give their definition let C be a connected smooth projective curve over F q , let ∞ ∈ C(F q ) be a fixed point, and let A = Γ(C {∞}, O C ). For a field L ⊃ F q let σ * be the endomorphism of A L := A ⊗ Fq L sending a ⊗ b to a ⊗ b q for a ∈ A and b ∈ L. Let c * : A → L be an [An1] is recovered by setting C = P 1 Fq and A = F q [t] . In addition to this data an abelian τ -sheaf consists of a sequence of sheaves M i M i+1 lying between M 0 := M and M l := M(k · ∞) whose stalks at ∞ are the images of τ i for i = 0, . . . , l (see * The second author acknowledges support of the Deutsche Forschungsgemeinschaft in form of DFG-grant HA3006/2-1 2.1). The quasi-isogeny categories of pure Anderson motives and abelian τ -sheaves are equivalent (3. 1, 6.12 ). An abelian τ -sheaf of dimension d = 1 is the same as an elliptic sheaf. In this sense abelian τ -sheaves are higher dimensional elliptic sheaves. The concept of abelian τ -sheaves was introduced by the second author [Ha1] for the following reasons. In contrast to pure Anderson motives, abelian τ -sheaves possess nice moduli spaces which are Deligne-Mumford stacks locally of finite type and separated over C; see [Ha1] . Moreover, let c : Spec L → Spec A ⊂ C be the morphism induced by c * . The notion of abelian τ -sheaves is still meaningful if c : Spec L → C is not required to factor through Spec A. Indeed, the possibility to have im(c) = ∞ was crucial for the uniformization of the moduli spaces of abelian τ -sheaves and the derived results on analytic uniformization of pure Anderson motives in [Ha1] . For these reasons we develop the theory of abelian τ -sheaves and pure Anderson motives simultaneously in the present article.
Let Q be the function field of C. Then the endomorphism algebra of a pure Anderson motive or an abelian τ -sheaf is a finite dimensional Q-algebra (9.4, 9.5). In contrast the endomorphism algebra of an abelian variety is a finite dimensional algebra over the rational numbers. Through this fact pure Anderson motives and abelian τ -sheaves belong to the arithmetic of function fields. We further investigate their (quasi-) isogenies. An isogeny f : (M, τ ) → (M ′ , τ ′ ) between pure Anderson motives of the same characteristic is an injective morphism f : M → M ′ with torsion cokernel such that f • τ = τ ′ • σ * f . We show that in fact coker f is annihilated by an element of A (as opposed to A L ); see 5.4. Therefore every isogeny possesses a dual (5.4) and the group of quasi-isogenies equals the group of units in the endomorphism Q-algebra (6.5). We give various other descriptions for (quasi-)isogenies (5.1, 6.9). Also we prove that the existence of a separable isogeny defines an equivalence relation on pure Anderson motives over a finite field (8.9).
We develop the theory of Tate modules and local shtuka. The later are the analogy of Dieudonné modules for (the p-divisible groups of) abelian varieties, except that p-divisible groups are only useful for abelian varieties in characteristic p, whereas the local shtuka at any place of Q are important for the investigation of abelian τ -sheaves and pure Anderson motives. We prove the standard facts on the relation between Tate modules and isogenies (9.11, 1.6, 1.8) and derive the fact that Hom(M , M ′ ) is a projective A-module of rank ≤ rr ′ . In a continuation of this article we study in [BH2] the behavior of pure Anderson motives over finite fields and obtain answers which are similar to Tate's famous results [Tat] for abelian varieties. There is a two in one version [BH1] of the present article and [BH2] on the arXiv.
Notation
In this article we denote by F q the finite field with q elements and characteristic p, C a smooth projective geometrically irreducible curve over F q , ∞ ∈ C(F q ) a fixed F q -rational point on C, A = Γ(C {∞}, O C ) the ring of regular functions on C outside ∞, Q = F q (C) = Quot(A) the function field of C, Q v the completion of Q at the place v ∈ C, A v the ring of integers in Q v . For v = ∞ it is the completion of A at v.
For a field L containing F q we write
Note that this is not a field if
Frob q : L → L for the q-Frobenius endomorphism mapping x to x q , σ = id C × Spec(Frob q ) for the endomorphism of C L which acts as the identity on the points and on O C and as the q-Frobenius on L, σ * for the endomorphisms induced by σ on all the above rings. For instance
for an A L -module M and similarly for the other rings.
. This notation applies in particular to the divisor D = n · ∞ for n ∈ Z.
Pure Anderson Motives
Let L be a field extension of F q and fix an F q -homomorphism c * : A → L. Let J ⊂ A L be the ideal generated by a ⊗ 1 − 1 ⊗ c * (a) for all a ∈ A, and let r and d be non-negative integers. Pure Anderson motives were introduced by G. Anderson [An1] and called pure t-motives in the case where
In the slightly more general case we define: 
We call ε := ker c * ∈ Spec A the characteristic point of M . We say that M has finite characteristic (respectively generic characteristic) if ε is a closed (respectively the generic) point. For r > 0 we call
Remark. Phrased in the language of modules our definition of purity is equivalent to the following due to Anderson [An1, 1.9] . Let z be a uniformizing parameter of A ∞,L . The Anderson motive is pure if and only if there exists an
This follows from the fact thatM ∞ determines a unique extension M of M as above.
Proof. Using 1.3 below we compute
Let now G be a locally free sheaf of rank n.
and therefore deg σ * G = deg G due to the additivity of the degree in exact sequences. Finally, if G is an arbitrary coherent sheaf, then
for some torsion sheaf G ′ and some locally free coherent sheaf G ′′ because this sequence exists locally due to the fact that all local rings are principal ideal domains. Thus deg σ * G = deg G, as desired. Proof. We replace L by an algebraic closure and write
In the terminology of [Ha1, Definition 7 .3] the pair (N ∞ , τ ) is a Dieudonné F q ((z))-module over L (also called a local isoshtuka in Section 8 below). Due to the purity condition there exists an A ∞,L -latticê M ∞ inside N ∞ and positive integers k, l with
By the classification of local isoshtuka over algebraically closed fields (see [Ha1, Theorem 7.6] or [Lau, Theorem 2.4.5] ), N ∞ is isomorphic to the local isoshtuka
If follows that dim L coker τ ′ = dim L coker τ = d and that also coker τ ′ is annihilated by J d . The purity follows from the fact that one can extend f to an isomorphism M ′ ∞ → M ∞ of the stalks at infinity.
where τ nil is nilpotent and τé t is an isomorphism, satisfying f • τé t = τ • σ * f and g • τ = τ nil • σ * g. Moreover, if the base field L is perfect the extension splits uniquely.
Proof. This was proved by Laumon [Lau, B.3.10] . He takes Ké t := n≥1 im τ n . If L is perfect, Ké t has the natural complement n≥1 (σ * ) −n (ker τ n ) which is isomorphic to 2 Definition of abelian τ -sheaves
Since the purity condition (Definition 1.1/2) doesn't behave well in families one has to rigidify M at ∞ in order to get moduli spaces for pure Anderson motives. This was done in [Ha1] , where the rigidified objects are called abelian sheaves. Over a field their definition is as follows. Let L ⊃ F q be a field and fix a morphism c : Spec L → C. Let J be the ideal sheaf on C L of the graph of c. Let r and d be non-negative integers.
subject to the following conditions:
1. the above diagram is commutative, 2. there exist integers k, l > 0 with ld = kr such that the morphism
We call ε := c(Spec L) ∈ C the characteristic point and say that F has finite (respectively generic) characteristic if ε is a closed (respectively the generic) point.
Remark. 1. By the second condition coker Π i is only supported at ∞. Moreover, the periodicity condition implies F i+nl = F i (nk · ∞) and thus τ i+nl = τ i ⊗ 1 for all n ∈ Z.
2. The condition "annihilated by J " in 4 can equivalently be reduced to "supported on the graph of c ", since the local ring of C L at the graph of c is a principal ideal domain and the d-th power of a generator of J annihilates the d-dimensional L-vector space coker τ i .
3. Trivially, r = 0 implies d = 0 since in this case we have all F i = 0. Due to the second condition, the converse is also true because d = 0 implies r = l k d = 0 since the existence of such k, l = 0 is required. Without this the converse would in general not be true, because for example
has coker id O C S = 0 and therefore d = 0, but r = 1. This justifies the demand of the existence of such k, l = 0 since we do not want to consider the "degenerate" case r > 0, d = 0.
The case r = 0, d = 0 however is desired because it allows the zero sheaf 0 := (0, 0, 0) to be an abelian τ -sheaf of rank 0 and dimension 0. Trivially, the zero sheaf satisfies the second condition for all pairs k, l > 0.
4. For F = 0 one can ask whether the second condition is satisfied by the pair k, l > 0 with ld = kr and k, l relatively prime. This was required in the definition of abelian τ -sheaves in [Ha1] . We will call those F abelian τ -sheaves with k, l relatively prime. Since here we study the relation to pure Anderson motives we have to drop the requirement in the definition of abelian τ -sheaf that (k, l) = 1, see Theorem 3.1. As a convention, an abelian τ -sheaf F without further specifications comes with all its parameters F i , Π i , τ i (i ∈ Z) and r, d, k, l with k, l always chosen to be minimal. Similarly F ′ carries a prime on its parameters, like F spots a tilde on them, and so on. Note that the characteristic c is fixed. 5. Abelian τ -sheaves of dimension d = 1 are called elliptic sheaves and were studied by Drinfeld [Dr2] , Blum-Stuhler [BS] and others. The category of elliptic sheaves with (k, l) = 1 over L of rank r with deg F 0 = 1 − r and whose characteristic does not meet ∞, that is, im(c) ⊂ C {∞}, is anti-equivalent to the category of Drinfeld-A-modules of rank r over L, see [BS, Theorem 3.2 .1] and Example 2.3 below.
Definition 2.2. Let F be an abelian τ -sheaf of rank r, dimension d and characteristic c over S. We set
We call wt(F ) the weight of F .
L and let a ∈ L. Now consider the following diagram
where the vectors in O ⊕ O are considered as column vectors. This gives an example of an abelian τ -sheaf F of rank 2, dimension 1 with (k, l) = 1, and characteristic c over Spec L with wt(F ) = 1 2 . Since the dimension is 1, this abelian τ -sheaf is an elliptic sheaf and comes from a Drinfeld module which can be recovered as follows; see [BS] . 
Let ϕ : F q [ t ] → L{τ } be the ring morphism mapping t → ϑ − aτ + τ 2 . Then we have back the Drinfeld Module ϕ of rank 2 over L which induces the abelian τ -sheaf F .
Example 2.4. We give another example which does not come from Drinfeld modules. Let C = P 1
and c : S → C V (t) ⊂ C be given by c * (
is an abelian τ -sheaf over S of rank and dimension 2 with k = l = 1 since det 1+αt γt βt 1+δt = (1 − ζt) 2 . In fact S is the (representable part of the) moduli space of abelian τ -sheaves of rank and dimension 2 with (k, l) = 1 together with a level structure η at V (t) for which (F 0 , η) is stable of degree zero. See [Ha1, §4] for the precise meaning of these terms. This illustrates the fact that abelian τ -sheaves possess nice moduli spaces.
is an abelian τ -sheaf of the same rank and dimension as F.
is exact the proof is straightforward ones one notes that
Next we come to the definition of morphisms in the category of abelian τ -sheaves.
We denote the set of morphisms between F and
Definition 2.7. Let F and F ′ be abelian τ -sheaves and let f ∈ Hom(F ,
Abelian τ -sheaves are pure in the following sense.
Proposition 2.8. Let F and
Proof. Let 0 = f ∈ Hom(F, F ′ ) and let i ∈ Z. Consider the sheaf Hom(
Then the set of their degrees deg M is bounded above with upper bound B by [Ses, Lemma 1.I.3] .
Suppose
This is a contradiction and shows
3 Relation between pure Anderson motives and abelian τ -sheaves
is a pure Anderson motive of the same rank and dimension and of characteristic c * : A → L. Conversely we have the following result. Proof. Let M be a locally free sheaf on C L with M = Γ(C L {∞}, M) as in definition 1.1. Let k, l be positive integers with isomorphism
If we are allowed to extend the field L we may assume (k, l) = 1 by proposition 1.4. For i = 0, . . . , l let F i be the locally free sheaf of rank r on C L which coincides with M on C L {∞} and whose stalk at ∞ is the sum (im τ i + . . .
Clearly coker τ i is supported on Γ(c) for all i and isomorphic to coker τ which is an L-vector space of dimension d. We compute
Remark. Let F and F ′ be abelian τ -sheaves of the same weight. It is not hard to see that the periodicity condition 2 of definition 2.1 implies that every morphism
for some integer m by setting
for i > 0 and similarly for i < 0. We postpone the proof since we will demonstrate this result in a more general framework in proposition 6.10 below.
The aforementioned relation can more generally be described by the following terminology. Let SpecÃ ⊂ C be an affine open subscheme.
Let F be an abelian τ -sheaf. Consider a finite closed subset D ⊂ C such that either ∞ ∈ D or there exists a uniformizing parameter z at infinity insideÃ := Γ(C D, O C ). Note that by enlarging D it will always be possible to find such a z ∈Ã in the case ∞ ∈ D.
If ∞ ∈ D we have by the Π's a chain of isomorphisms
is equipped with the endomorphisms
is even an automorphism and the same holds for Π if z has no zeroes on C (D ∪ {∞}). They satisfy the relations
Before proving the lemma we note a direct consequence of its interaction with Theorem 3.1. 
are isomorphisms on the stalks at ∞. So for any n ∈ N we have for the stalk of f at ∞
In particular if
If ∞ / ∈ D and ε / ∈ D then with the τ from (3.1) the homomorphisms
are isomorphisms on the stalks at every point v ∈ D since ε / ∈ D. So again for any n ∈ N the stalk f v satisfies
There exists a pole v ∈ D of z. Then for
Example 3.6. We give an example showing that the assertion of the lemma is false in case ε = ∞ ∈ D.
and let Π i and τ i be the natural inclusions F i ⊂ F i+1 and σ * F i ⊂ F i+1 and likewise for
is an abelian τ -sheaf of weight 1 and
contradicting the assertion of the lemma.
Kernel sheaf and image sheaf
In this section we show that the kernel and the image of a morphism of pure Anderson motives are themselves pure Anderson motives and likewise for abelian τ -sheaves provided that the characteristic
Proposition 4.1. Let M and M ′ be pure Anderson motives and let f ∈ Hom(M , M ′ ). Then
are again pure Anderson motives with wt(ker f ) = wt(im f ) = wt(M ). 
are isomorphisms. This proves the proposition.
Proposition 4.2. Let F and F ′ be abelian τ -sheaves of characteristic different from ∞ and let f ∈ Hom(F , F ′ ). Then the kernel τ -sheaf and the image τ -sheaf
are abelian τ -sheaves of the same characteristic as F and F ′ .
Proof. We will conduct the proof for ker f and im f simultaneously. If f = 0, then ker f = F and im f = 0, and we are done. Otherwise, we have a non-zero morphism between F and F ′ , and by proposition 2.8 both abelian τ -sheaves F and F ′ have the same weight. We choose an integer l that satisfies 2.1/2 for both F and F ′ and we set k = l · wt(F). Let i ∈ Z. Since all local rings of C L are principal ideal domains the elementary divisor theorem yields that F i := ker f i ⊂ F i and F i := im f i ⊂ F ′ i are locally free coherent sheaves. The induced morphisms
map injectively into F i+1 since σ * ker f i = ker σ * f i due to the flatness of σ. Similarly, we get this for
By diagram chase we get an injective morphism coker Π i → coker Π i . Thus coker Π i is a torsion sheaf like coker Π i , andr := rank F i is independent of i. For the image sheaf, we have to go a bit further. By the snake lemma, we complete the diagram to
Thus coker Π i is also a torsion sheaf, and we analogously conclude that the rankr := rank F i is independent of i. To show that F and F are abelian τ -sheaves let Π and Π ′ be the identifying morphisms
, respectively. Since Π and Π ′ are isomorphisms we obtain the same for Π i+l−1 • . . . • Π i and Π i+l−1 • . . . • Π i , whence the periodicity condition 2.
To establish conditions 3 and 4 we need that the characteristic is different from ∞. Let c : Spec L → C ′ := C {∞} and let 
for all i ∈ Z. Clearly, cokerτ i is supported on the graph of c due to its injection into coker τ i . Again, this argument adapts to coker Π i and cokerτ i , as well. Example 4.4. As was pointed out to us by T. Richter the assumption ε = ∞ cannot be dropped. For instance consider the abelian τ -sheaf on
abelian τ -sheaf with r = l = 2, d = k = 1, and characteristic ∞. We rewrite everything in terms of the bases z
. With respect to these bases Π i and τ i are described by the matrices
There is an endomorphism f of F given by f i = z z z z for 2|i and
and
Therefore Π i | ker f i is an isomorphism if 2|i and has cokernel of L-dimension 1 for 2 ∤ i. Thus ker f is not an abelian τ -sheaf.
Isogenies between Abelian τ -Sheaves and Pure Anderson Motives
In the theory of abelian varieties the concept of isogenies is central, defining an equivalence relation which allows a classification of abelian varieties into isogeny classes that are larger than isomorphism classes. In the following, we adapt the idea of isogenies to abelian τ -sheaves. They are defined by the following conditions. Proof. 1 ⇒ 3 follows from 2.8 and the fact that Π i,η and Π ′ i,η are isomorphisms for all i. Since 3 ⇒ 2 is evident it remains to establish 2 ⇒ 1.
By the theorem of Riemann-Roch there exists a rational function t ∈ Q on C with poles only at ∞ and whose zeroes do not meet the characteristic point, nor the support of the coker f i . This function defines an inclusion of function fields F q (t) ⊂ Q and thus a finite flat morphism between the respective curves ϕ : C → P 1
Fq with ϕ −1 (∞ P 1 ) = {∞}. The direct images G := ϕ * F and G ′ := ϕ * F ′ under ϕ are abelian τ -sheaves on P 1 Fq of rank r · deg ϕ, dimension d, and characteristic ϕ • c by [HH, Proposition 1.6 ]. We defineÃ := Γ(P 1 Fq {0}, O P 1 ) such thatÃ = F q [ z ] for some z ∈Ã with a simple pole at 0 and a simple zero at ∞. We choose an integer l that satisfies 2.1/2 for both G and
see Definition 3.3. Set s := lr deg ϕ = rk M and e := ld = s · wt(G). Now chooseÃ-bases of M and M ′ . This is possible sinceÃ is a principal ideal domain and that was the reason why we constructed ϕ. With respect to these bases, the endomorphisms τ and τ ′ and thẽ A-morphism g = M (0) (ϕ * f ) : M → M ′ which is induced by f can be described by quadratic matrices T , T ′ and H, and we have the formula T ′ σ * H = HT .
Let ζ := c * (z) ∈ L. By the elementary divisor theorem we find matrices U, V ∈ GL s (Ã ⊗ Fq L) with
Since det H = 0 due to the injectivity of f we conclude
In an algebraic closure of L there exists a λ with
and, due to the σ-invariance, even a ∈ F q [ z ] =Ã (and hence λ ∈ L). Again using the elementary divisor theorem one sees that a annihilates coker g. Now our proof is complete as the support of coker f i is contained in the divisor of zeroes (ϕ * (a)) 0 ×Spec L on C L for 0 ≤ i < l by construction (for this purpose we used g = M (0) (ϕ * f ) which captures all these f i ) and for the remaining i ∈ Z by periodicity.
Definition 5.2 (Isogeny).

A morphism f : F → F ′ satisfying the equivalent conditions of proposition 5.1 is called an isogeny. We denote the set of isogenies between F and F
′ by Isog(F , F ′ ). 
An isogeny f : F → F ′ is called separable (respectively purely inseparable) if for all i the induced morphism τ
i : σ * coker f i → coker f i+1 is an isomorphism (respectively is nilpotent, that is, τ i • σ * τ i−1 • . . . • (σ * ) n τ i−n = 0 for some n).
there exists an element a ∈ A which annihilates coker f , 2. there exists a dual isogeny f
Proof. 1 follows from Corollary 3.5, Theorem 3.1 and the remark thereafter, and Proposition 5.1 by noting that D is contained in the zero locus of a suitable a ∈ A by the Riemann-Roch theorem.
For 2 consider the diagram
By diagram chase, we get a morphism f ∨ : M ′ → M which is dual to f in the sense that f ∨ • f = a and f • f ∨ = a.
Remark 5.5. The dual isogeny f ∨ clearly depends on a and there rarely is a canonical choice for a. If C = P 1 and A = F q [t] we obtain from the elementary divisor theorem a unique minimal monic element a ∈ A (which still depends on the choice of the isomorphism A ∼ = F q [t], though) that annihilates coker f . Also if f ∈ End(M ) is an isogeny of a semisimple pure Anderson motive over a finite field we will exhibit in [BH2, Theorem 7 .3] a canonical a. But in general there is no canonical choice. Nevertheless, since A is a Dedekind domain, a power of the ideal annihilating coker f will be principal and one may take a as a generator. This has the advantage that the support of coker f equals V (a) ⊂ Spec A. In particular if the characteristic point ε is not contained in the support of coker f and in V (a), also f ∨ will be separable. On the other hand, if f ∈ End(M ) then f is integral over A, since End(M ) is a finite A-module by Proposition 9.7 below. Then f generates a finite commutative Aalgebra A[f ]. Our discussion of the choice of a shows that the set V (f ) ⊂ Spec A[f ] of zeroes of f lies above supp(coker f ) ⊂ Spec A.
Lemma 5.6. Let f ∈ Hom(F, F ′ ) and f ′ ∈ Hom(F ′ , F ′′ ) be morphisms between abelian τ -sheaves and let D be a divisor on C.
If two of f , f ′ , and f ′ • f are isogenies then so is the third. 2. If f is an isogeny then also
f ⊗ 1 ∈ Isog(F (D), F ′ (D)) is an isogeny.
If D is effective then the natural inclusion F ⊂ F (D) is an isogeny.
Proof. 1 is obvious.
Clearly the tensored morphisms
remain injective and the support of coker f i ⊗ 1 equals the support of coker f i .
The inclusion F ⊂ F(D) is a morphism because the divisor D is σ-invariant.
Quasi-morphisms and quasi-isogenies
We want to establish the existence of dual isogenies also for abelian τ -sheaves. But if we follow the proof of Corollary 5.4, the problem is that multiplication with a is not an endomorphism of an abelian τ -sheaf, since it produces poles. We remedy this by defining quasi-morphisms and quasi-isogenies between F and F ′ which allow the maps to have finite sets of poles.
Definition 6.1 (Quasi-morphism and quasi-isogeny). Let F and F ′ be abelian τ -sheaves.
A quasi-morphism f between F and F
′ is a morphism f ∈ Hom(F, F ′ (D)) for some effective divisor D on C. 2. A quasi-isogeny f between F and F ′ is an isogeny f ∈ Isog(F , F ′ (D)) for some effective divisor D on C.
We call two quasi-morphisms f
commutes where the two arrows on the right are the natural inclusions.
Clearly, the relation ∼ defines an equivalence relation on the set of quasi-morphisms between F and F ′ . Since the divisors of quasi-morphisms are not particularly interesting, we fade them out by forming equivalence classes of quasi-morphisms according to this equivalence relation. We write QEnd(F) := QHom(F , F ) and QIsog(F) := QIsog(F , F).
Remark.
1. By Lemma 5.6, it holds for f 1 ∼ f 2 , that f 1 is a quasi-isogeny if and only if f 2 is a quasi-isogeny. This justifies our definition of QIsog(F , F ′ ). 2. Proposition 5.1 and Lemma 5.6 hold analogously for quasi-morphisms and quasi-isogenies, since
3. One easily checks that quasi-morphisms can be added, multiplied by elements of Q, and composed.
Corollary 6.3. Let F and F ′ be abelian τ -sheaves. With the above given structure, we have
the composition of quasi-isogenies is again a quasi-isogeny
Remark. The Q-vector spaces QHom(F, F ′ ) and QEnd(F ) are finite dimensional. We will prove this in Proposition 9.4 below.
As an abuse of notation, we will write f ∈ QHom(F,
Remark 6.4. For every a ∈ Q × , the multiplication by a is a quasi-isogeny on F. Since a injects F i into F i ((a) ∞ ) and commutes with the Π i and the τ i , it is a morphism of abelian τ -sheaves. Additionally, its cokernels are supported on (a) 0 , the divisor of zeroes of a. Now we come back to the idea of defining a dual isogeny. As already mentioned, a global definition fails because the annihilating multiplication by a N is not a morphism between F i and F ′ i . This problem will now be solved by using quasi-morphisms and quasi-isogenies.
Let F and F ′ be abelian τ -sheaves and let f ∈ QIsog(F , F ′ ) be a quasi-isogeny represented by an isogeny f : F → F ′ (D) for an effective divisor D on C. By the annihilating property of the support, we can find a ∈ Q × with a · coker f i = 0 for all i ∈ Z. Now consider the following diagram.
As in 5.4, we get a morphism f i ∨ :
) which is a quasi-morphism between F ′ and F.
Proposition 6.5. Let F and F ′ be abelian τ -sheaves.
QIsog(F) is the group of units in the Q-algebra QEnd(F ).
Proof. Since the f i and the multiplication by a = 0 are isomorphisms at the generic fiber the lemma follows from proposition 5.1.
Remark. The dual morphism f ∨ clearly depends on the choice of a and again there is in general no canonical choice of a. 
This isomorphism is compatible with composition of quasi-morphisms.
Proof. Clearly if f ∈ QHom(F , F ′ ) the map f → f 0,η is a monomorphism of Q-vector spaces. To show that it is surjective let f 0,η as above be given. As in the proof of 5.1 choose a finite flat morphism ϕ :
, and replace F and . If ε = ∞ let θ := c * (t) and set e := d and e ′ := d ′ . If ε = ∞ set e = e ′ = 0 and θ := 0 (the choice of θ will not play a role in this case).
Then in both cases det T = b · (t − θ) e and det
By considering the adjoint matrices we find in particular that (t − θ) e T −1 and (t − θ) e ′ (T ′ ) −1 have all their coefficients in L [t] . Write f 0,η with respect to these bases as a matrix
Consider the ideals of
and I σ := {σ * (h) : h ∈ I}. Note that I = (0). We claim that
Indeed, let h ∈ I and set g :
Hence g ∈ I and (t − θ) e ′ h ∈ I σ . Conversely let h ∈ I σ , that is, h = σ * (g) for g ∈ I. Then
proving the claim. Since L alg [t] is a principal ideal domain we find I = (h) and I σ = (σ * (h)) for some h ∈ I. In particular (t − θ) e ′ h = g · σ * (h) and (t − θ) e σ * (h) = f · h for suitable f, g ∈ L alg [t]. We conclude (t − θ) e+e ′ h = f g h and since the polynomials h and σ * (h) are non-zero and have the same degree,
and analogously for i < 0. To pass to the projective closure, we allow divisors
Since F and F ′ have the same weight, we have the periodical identification if l satisfies Definition 2.1/2 for both F and
Since the commutation with the Π's and the τ 's holds by construction, the collection of the f i is the desired quasi-morphism f ∈ QHom(F, F ′ ).
The following proposition connects the theory of quasi-morphisms of abelian τ -sheaves to the theory of morphisms of their associated pure Anderson motives and τ -modules.
Proposition 6.10. Let F and F ′ be two abelian τ -sheaves of the same weight and let D ⊂ C be a finite closed subscheme as in Section 3.
If ∞ ∈ D we have a canonical isomorphism of Q-vector spaces
2. If ∞ / ∈ D choose an integer l which satisfies 2.1/2 for both F and F ′ and assume F q l ⊂ L. Then we have a canonical isomorphism of Q-vector spaces
where the later is the space of all morphisms commuting with Π and Λ(λ) from (3.2) for all λ ∈ F q l .
By lemma 3.4 the condition on the weights can be dropped if
. We exhibit two monomorphisms of Q-vector spaces from QHom(F, F ′ ) to Hom(M , M ′ ) ⊗Ã Q in case 1 (respectively to Hom Π,Λ (M , M ′ ) ⊗Ã Q in case 2) and from the later to the Q-vector space
introduced in proposition 6.9 such that the composition of the two monomorphisms is the isomorphism from 6.9. Let f ∈ QHom(F , F ′ ). By the Riemann-Roch Theorem we can find some a ∈ Q such that a · f maps from F into F ′ (n · D) for some n > 0. Since a and f commute with the Π's and τ 's, we get for the first monomorphism
To construct the second monomorphism we treat each case separately.
The localization Hom
2. Let (g :
We map g ⊗ a to the localization a · (g 00 ) η at η. Since Πg = gΠ this map is injective and our proof is complete.
Remark. Again note the importance of the assumption that F and F ′ must have the same weight, since otherwise QHom(F , F ′ ) = (0) by 2.8 whereas
) could be non-zero. Consider for example the abelian τ -sheaves on C = P 1 Fq with C {∞} = Spec F q [t] given by
, where Π and Π ′ are the natural inclusions. They have wt(F ) = 1 and wt(F ′ ) = 2. If we choose D = V(t) and We call these the quasi-isogeny categories of abelian τ -sheaves of characteristic different from ∞ and of pure Anderson motives respectively.
Proof. This is just a reformulation of Theorem 3.1 and Proposition 6.10.
Simple and semisimple abelian τ -sheaves and pure Anderson motives
In this section we want to draw some first conclusions about QEnd(F ).
Definition 7.1. Let F be an abelian τ -sheaf.
1. F is called simple, if F = 0 and F has no abelian factor τ -sheaves other than 0 and F.
F is called semisimple, if F admits, up to quasi-isogeny, a decomposition into a direct sum
F ≈ F 1 ⊕ · · · ⊕ F n of simple abelian τ -sheaves F j (1 ≤ j ≤ n).
F is called primitive, if its rank and its dimension are relatively prime.
We make the same definition for a pure Anderson motive.
Remark 7.2. It is not sensible to try defining simple abelian τ -sheaves via abelian sub-τ -sheaves, since for example the shifted abelian τ -sheaf (F i−n , Π i−n , τ i−n ) by n ∈ N is always a proper abelian sub-τ -sheaf of (F i , Π i , τ i ). Furthermore we have for every positive divisor D on C a strict inclusion F(−D) ⊂ F . This shows that abelian τ -sheaves behave dually to abelian varieties. Namely an abelian variety is called simple if it has no non-trivial abelian subvarieties. Proof. First let F be simple and let f : M (F ) → M ′ be a surjective morphism of pure Anderson motives. By Theorem 3.1 there is an abelian τ -sheaf F ′ with M ′ = M (F ′ ). By 6.10 there is an integer n such that f ∈ Hom F, F ′ (n · ∞) and im f is an abelian factor τ -sheaf of F by 4.2. Hence f is injective or f = 0 proving that f :
Conversely let M (F ) be simple and let f : F → F ′ be an abelian factor τ -sheaf of F.
Clearly if F is semisimple then so is M (F ). Conversely if M (F) is isogenous to a direct sum M 1 ⊕ . . . ⊕ M n with M i simple, then we obtain from 3.1 and 3.5 simple abelian τ -sheaves F i of the same weight with M (F i ) = M i and F ≈ F 1 ⊕ . . . ⊕ F n by 6.12.
Proposition 7.4. Let F be an abelian τ -sheaf. If F is primitive, then F is simple.
Proof. Let F be an abelian factor τ -sheaf of F. Clearly, we haver ≤ r. Ifr = 0, then F = 0. Otherwise, the surjection f ∈ Hom(F, F ) is non-zero, and by 2.8 we getdr = dr. Since r and d are relatively prime, it followsr = r andd = d. Therefore, considering the ranks in 0 → ker f i → F i → F i → 0 , we conclude ker f i = 0 and hence f i is an isomorphism. Proof. Let f ∈ Hom(F , F ′ ) be a non-zero morphism. Since the characteristic is different from ∞, we know by 4.2 that im f is an abelian factor τ -sheaf. As F is simple, we have F ∼ = im f and therefore f is injective. Thus, by 5.1, f is an isogeny.
Remark 7.7. Note that the assumption on the characteristic in the proposition and the theorem below is essential. Namely, the abelian τ -sheaf F of Example 4.4 is primitive, hence simple, but the endomorphism f of F constructed there violates the assertions of the proposition and the theorem. Remark. We will show in [BH2, Theorem 6.11 ] that over a finite field also the converses to these statements are true.
Proof. 1. We saw in 6.3 that QEnd(F) is a Q-algebra. By 6.5, we can invert every quasi-isogeny in QIsog(F ). Thus, by proposition 7.6, QEnd(F ) is a division algebra. 2 is a direct consequence of Propositions 6.8 and 7.6.
The Associated Local Shtuka
Before treating Tate modules we want to attach another local structure to abelian τ -sheaves or pure Anderson motives which is in a sense intermediate on the way to the v-adic Tate module, namely the local (iso-)shtuka at v. It is the analogue of the Dieudonné module of the p-divisible group attached to an abelian variety. Note however one fundamental difference. While the Dieudonné module exists only if p equals the characteristic of the base field, there is no such restriction in our theory here. And in fact this would even allow to dispense with Tate modules at all and only work with local (iso-)shtuka.
Being not so radical here we shall nevertheless prove the standard facts about Tate modules through the use of local (iso-)shtuka.
To give the definition we introduce the following notation. Let v ∈ C be a place of Q and let L ⊃ F q be a field. Recall that A v,L denotes the completion of O C L at the closed subscheme v × Spec L. Note that v × Spec L may consist of more than one point if the intersection of L with the residue field of v is larger than F q . Then A v,L is not an integral domain and Q v,L is not a field. Local (iso-)shtuka were introduced in [Ha1] under the name Dieudonné F q [[z] ]-modules (respectively Dieudonné F q ((z))-modules). They are studied in detail in [An2, Ha3] ; see also [Ha2] . Over a field their definition takes the following form. Remark 8.2. Note that so far in the literature [An2, Ha1, Ha2, Ha3, Lau] it is always assumed that A v has residue field F q , the fixed field of σ on L. So in particular A v,L is an integral domain and Q v,L is a field. For applications to pure Anderson motives this is not a problem since we may reduce to this case by Propositions 8.5 and 8.8 below.
The rational Tate module ofM is the G-module
It follows from [TW, Proposition 6 .1] that T vM is a free A v -module of the same rank thanM and that the natural morphism
is a G-and φ-equivariant isomorphism of A v,L sep -modules, where on the left module G-acts on both factors and φ is id ⊗σ * . Since (L sep ) G = L we obtain If the residue field F v of v is larger than F q one has to be a bit careful with local (iso-)shtuka since Q v,L is then in general not a field. Namely let #F v = q n and let F q f := {α ∈ L : α q n = α} be the "intersection" of F v with L. Then
and σ * transports the i-th factor to the (i + 1)-th factor. Denote by
and similarly for Q v . Note that the factors in this decomposition and the ideals a i correspond precisely to the places v i of C F q f lying above v.
Proposition 8.5. Fix an i. The reduction modulo a i induces equivalences of categories
Proof. Since σ * a i = a i+1 the isomorphism φ yields isomorphisms σ * (N /a iN ) →N /a i+1N and similarly forM . These allow to reconstruct the other factors from (N /a iN , φ f ). The isomorphism between the Tate modules follows from the observation that an element (x j ) j∈Z/f Z is φ-invariant if and only if x j+1 = φ(σ * x j ) for all j and
Remark. The advantage of the (étale) local σ f -(iso-)shtuka at v i is that it is a free module over A v,L /a i = A v ⊗ F q f L, and the later ring is an integral domain. So the results from [An2, Ha1, Ha2, Ha3, Lau] apply. Now let F be an abelian τ -sheaf and v ∈ C an arbitrary place of Q. We define the local σ-isoshtuka of F at v as
Likewise if M is a pure Anderson motive over L and v ∈ Spec A we define the local σ-(iso-)shtuka of
These local (iso-)shtuka all have rank r. The local shtuka areétale if v = ε. Note that N ∞ (F) does not contain a local σ-shtuka since it is isoclinic of slope − wt(F) < 0. However, if v = ∞ the periodicity condition allows to define a different local (iso-)shtuka at ∞ which is of slope ≥ 0. Namely, choose a finite closed subscheme D ⊂ C as in Section 3 with ∞ / ∈ D and setÃ = Γ(C D, O C ). We define the big local σ-shtuka of F at ∞ as
and the big local σ-isoshtuka of F at ∞ as
Both have rank rl and depend on the choice of k, l and z. If ε = ∞ then M ∞ (F ) isétale. Note that M ∞ (F ) and N ∞ (F ) were used in [Ha1] to construct the uniformization at ∞ of the moduli spaces of abelian τ -sheaves.
The big local (iso-)shtuka at ∞, M ∞ (F ) and N ∞ (F) are always equipped with the automorphisms Π and Λ(λ) for λ ∈ F q l ∩ L from (3.2). We let ∆ ∞ be "the" central division algebra over Q ∞ of rank l with Hasse invariant − k l , or explicitly
Theorem 8.6. Let F and F ′ be abelian τ -sheaves of the same weight over a finite field L and let v be an arbitrary place of Q.
Then there is a canonical isomorphism of Q v -vector spaces
2. If v = ∞ choose an l which satisfies 2.1/2 for both F and F ′ and assume F q l ⊂ L. Then there is a canonical isomorphism of Q ∞ -vector spaces
Proof. 1. Since in the notation of proposition 6.9 the condition
is Q-linear in f 0,η we see that the left hand side of the asserted isomorphy is
, and 1 is proved. 2. Consider the isomorphism
whose existence is proved as in 1. Now 2 follows by applying 6.10 and noting that the commutation with Π and Λ(λ) cuts out linear subspaces on both sides which become isomorphic.
Theorem 8.7. Let M and M ′ be pure Anderson motives over a finite field L and let v ∈ Spec A be an arbitrary maximal ideal. Then
Tate Modules
In this section we define Tate modules for pure Anderson motives and abelian τ -sheaves and we prove the standard facts on the finiteness of the A-module Hom(M , M ′ ) and its relation with Tate modules by using local (iso-)shtuka. We also state the analogue of the Tate conjecture for abelian varieties, which was proved by Tamagawa [Tam] .
Definition 9.1. Let M be a τ -module onÃ over L (Definition 3.2) and let v ∈ SpecÃ such that the support of coker τ does not meet v. We set
where the superscript (...) τ denotes the τ -invariants. We call -modules) . Similarly the classical Tate module functor on abelian varieties is covariant. We chose our non standard convention here solely to avoid perpetual dualizations. This agrees also with the remark that abelian τ -sheaves behave dually to abelian varieties; see 7.2. Next we make the similar definitions for abelian τ -sheaves. We call T v F (respectively V v F) the (rational) v-adic Tate module associated to F . It is independent of the particular choice of D but depends on k, l and z if v = ∞.
By [TW, Proposition 6 .1], T v F (and V v F ) are free A v -modules (respectively Q v -vector spaces) of rank r for v = ∞ and rl for v = ∞, which carry a continuous G = Gal(L sep /L)-action.
Also the Tate modules T ∞ F and V ∞ F are always equipped with the automorphisms Π and Λ(λ) for λ ∈ F q l ∩ L from (3.2). And if F q l ⊂ L we identify the algebra ∆ ∞ from (8.3) with a subalgebra of End Q∞ (V ∞ F ) by mapping λ ∈ F q l ⊂ ∆ ∞ to Λ(λ).
The following is evident from the definitions. Proposition 9.3. If F is an abelian τ -sheaf over L, respectively M a pure Anderson motive over L and v ∈ C (respectively v ∈ Spec A) is a place of Q different from the characteristic point ε, then
In order to prove the finiteness of Hom(M , M ′ ) we first need the following facts.
Proposition 9.4. Let F and F ′ be abelian τ -sheaves over an arbitrary field L and let v be a place of Q different from ε.
If v = ∞ then the natural map is injective
QHom(F , F ′ ) ⊗ Q Q v −→ Hom Qv[G] (V v F , V v F ′ ) .
In particular QHom(F , F ′ ) is a Q-vector space of dimension ≤ rr ′ .
Proof. 1. Consider the morphisms Proof. Since M ′ is a locally free A L -module, H := Hom(M , M ′ ) is a torsion free, hence flat A-module, since all local rings of A are principal ideal domains. We prove that H is finitely generated by showing that H is a discrete submodule of a finite dimensional Q ∞ -vector space. Let F and F ′ be abelian τ -sheaves with M = M (F) and M ′ = M (F ′ ). Then Corollary 6.12 and Proposition 9.4 yield inclusions
The later Q ∞ -vector space is finite dimensional and we claim that H is a discrete A-lattice. 
With respect to these bases every element of H corresponds to a matrix in M r ′ l ′ ×rl (A L ). Now choose Q ∞ -bases n of V ∞ F and n ′ of V ∞ F ′ and denote the base change matrix from m to n by B ∈ GL rl (Q ∞,L sep ), and the base change matrix from m ′ to n ′ by B ′ ∈ GL r ′ l ′ (Q ∞,L sep ). Then H is contained in
which is discrete in M r ′ l ′ ×rl (Q ∞ ) This proves that H is a projective A-module. The estimate on the rank of H follows from 6.12 and 9.4. Proposition 9.7. Let M and M ′ be pure Anderson motives over an arbitrary field L and let v ∈ Spec A be a maximal ideal different from ε. Then the natural map
is injective with torsion free cokernel.
Proof. Consider the morphisms
which are injective because A v is flat over A, respectively because Hom A L (M, M ′ ) is flat over A L . Again the composite morphism factors through
2. Let F and F ′ be abelian τ -sheaves over a finitely generated field L and let v be a place of Q different from ε and ∞. If ε = ∞ assume wt(F ) = wt(F ′ ). Then
Finally we establish the relation between Tate modules and isogenies. 
