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Abstract 
Dry cutting operations offer economic and ecologic advantages over conventional machining. When machining conditions are pushed towards 
the regime of high performance cutting, the applicability of dry cutting is limited among others by the achievable geometric accuracy. In order 
to comply with increasing demands in machining precision and the necessity to expand the utilisation of dry cutting, a novel hybrid model has 
been developed exemplary for a face milling process. It enables a predictive minimisation of size and shape deviations in machining. The 
model takes into account deviations due to thermal expansion during the cutting operation and due to machining induced residual stresses 
which are especially important in the manufacturing of thin-walled high precision components. It is therefore based on two initially separated 
finite element sub-models. Sub-model 1 calculates the mechanic response of the workpiece loaded with a near surface residual stress field 
(source stresses) resulting from plastic deformations generated during the chip formation process. Sub-model 2 calculates the local thermal 
expansion of the workpiece during a three-dimensional simulation of a moving heat source. 
In this paper the focus lies on shape deviations resulting from thermo-elastic effects (sub-model 2). It covers a face milling process of plates 
made from normalized 42CrMo4. Transient three dimensional temperature fields are calculated in a FEM model of a moving surface heat 
source. The temperature fields are used to calculate the mechanical response of the workpiece which is coupled with a kinematic simulation of 
the tool movement to obtain the resulting surface shape. The results are validated against measured shape deviations for varying machining 
parameters. In the long term, the model will be applied to evaluate and identify optimal machining strategies. 
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1. Introduction 
The absence of liquid coolants in dry machining leads to an 
increased transfer of heat from the cutting zone into the 
workpiece. This causes several adverse effects of which 
especially thermal distortion impairs a broad application of 
dry cutting processes in industry [1]. From today’s point of 
view, the modelling of machining operations is an up-and-
coming tool to find possibilities to compensate shape 
deviations caused by thermal expansion during cutting 
[2,3,4,5]. These modelling approaches can be subdivided into 
microscopic modelling, e.g. chip formation, and macroscopic 
modelling. The latter, e.g. model of a moving heat source, is 
more suitable for the simulation of the machining of a whole 
workpiece. In these simulations the knowledge of the intensity 
and distribution of the moving surface heat flux is of special 
importance, since the simulation results mainly depend on 
them [6]. Literature review shows that the determination of 
the heat flow into the workpiece is still challenging. Two 
methods have emerged that are commonly used to tackle this 
problem. In calorimetric methods the overall temperature rise 
of a workpiece is measured after machining in an equilibrium 
state. The heat flow is then calculated from workpiece 
dimensions, temperature rise and material properties [7].  
Another feasible approach is the temperature matching 
technique. It incorporates a model of the physical and 
geometrical workpiece properties enabling a calculation of the 
internal heat flow and resulting temperature fields [8,9]. The 
heat flow into the workpiece is found from the simulation 
delivering the best fit with the measured temperature fields. 
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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This method can involve punctual measurements, e.g. with a 
thermocouple or a pyrometer, or two dimensional temperature 
fields, e.g. with thermography cameras [10,11].  
When the transient temperature fields in the workpiece 
during machining are known, the mechanic response of the 
workpiece caused by thermal strains can be calculated. The 
combination of the deformation state and a kinematic 
simulation enables the calculation of shape deviations due to 
thermo-elastic effects [12]. 
Although thermo-elastic effects are considered to be 
dominant for certain machining scenarios, undoubtedly more 
mechanisms exist which are responsible for shape deviations. 
Especially when thin-walled components are machined, shape 
deviations due to thermo-elastic effects are superimposed by 
the influence of machining induced residual stresses and must 
be combined [13,14]. When residual stresses can be neglected 
due to the workpiece geometry, additional mechanisms are the 
machining forces and the thermal elongation of the cutting 
tool. The significance of these mechanisms depends on the 
machining process and needs to be discussed in a comparison 
of simulated and measured shape deviations. 
2. Objectives and Procedure 
The work presented in this paper is aimed towards the 
development of an FEM based hybrid model for the 
prediction of shape deviations in dry milling of 42CrMo4 
(Figure 1). 
 
Fig. 1. Composition of the hybrid model [14]. 
The main focus of this work lies on the calculation of 
shape deviations from the non-uniform thermal expansion of 
the workpiece during machining (sub-model 2).  
In order to validate the model, milling experiments on steel 
plates (42CrMo4) were conducted. For the simulation 
procedure the milling process provides the machining 
parameters vc, vf, ap, ae, geometric data (workpiece, tool) and 
kinematic data (starting / ending points of the cuts, tool 
tilting). The simulation results crucially depend on the 
intensity and distribution of the moving heat source which 
needed to be determined experimentally in previous research 
[10]. The heat flux intensity qÚ(x,y) for different machining 
parameters is delivered by a linear regression model [15]. 
Temperature fields are then calculated using a 3D FEM model 
of a moving surface heat source. When the transient 
temperature fields -(x,y,z,t) are calculated for the duration of 
the machining process, thermal displacements ux(t), uy(t), uz(t) 
can be obtained via FEM in a 3D stress analysis. To get the 
predicted shape deviations the calculated thermal 
displacements then have to be combined with a three 
dimensional kinematic simulation of the machining process.  
The calculated surface data is then compared with the 
measurements (Figure 2). 
 
Fig. 2. Overall procedure. 
2.1. Experimental Procedure 
Workpieces made of 42CrMo4 were normalised and 
premachined to a length l = 78 mm, a width b = 78 mm and a 
thickness T = 33 mm. After premachining, the workpieces 
were again normalised to minimize the influence of 
premachining operations on the residual stress state. 
The milling experiments were conducted in down milling 
mode with feed direction along the width of the workpiece. 
For each cut the cutter was set back in feed direction and 
shifted along the workpiece length according to the width of 
cut ae = 12.5 mm. This procedure was repeated until the whole 
upper workpiece surface was machined. During milling, the 
tool was tilted at an angle of 0.09° in feed direction and 0.15° 
in pitch direction in order to avoid re-influencing of machined 
surfaces (Figure 3). The workpieces were mounted on a 
magnetic chuck. 
 
Fig. 3. Milling experiments. 
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In order to isolate shape deviations resulting from thermo-
elastic effects during machining (sub-model 2) and the effects 
of residual stresses (sub-model 1) each workpiece was 
machined from two sides. One side was machined with a 
depth of cut ap of 1 mm and the other side with an ap of 2 mm 
resulting in a workpiece thickness of 30 mm after machining. 
It is assumed that machining from both sides led to a nearly 
symmetric formation of residual stresses and ensured together 
with the relatively large thickness of the workpieces 
negligible bending and torsion due to machining induced 
residual stresses.  
 Before the experiments and after machining the first side, 
the workpieces were kept for an adequate duration at an 
air-conditioned laboratory at 20 °C.   
For the milling experiments an indexable shoulder face 
mill with a cutting diameter of 25 mm and a tool cutting edge 
angle of 90° was used. The four indexable inserts are made of 
tungsten carbide and were coated with titanium aluminium 
nitride. Cutting inserts were replaced after machining one 
workpiece to minimize the influence of tool wear. 
A series of experiments was conducted varying cutting 
speed vc, feed velocity vf and the depth of cut ap according to 
the same full factorial 23 design of experiments used in [10]. 
Each parameter set was realized once (Table 1). 
Table 1. Design of experiments. 
level vc / m/min vf mm/min ap / mm 
- 255 2000 1 
+ 373 2800 2 
 
In order to ensure that the measures taken to minimize the 
influence of residual stresses were successful, an optical 
measurement method which covers the whole workpiece 
surface was used. Detailed profile measurements were then 
taken with a tactile measurement method to validate the 
simulation results.  
The optical measurements were carried out with a Zygo 
Mesa general purpose noncontact surface analyzer of type 
H010. It can measure workpieces up to a diameter of 96 mm 
with a lateral resolution of 240 μm. The vertical measurement 
range equals 150 μm with a resolution of 2 nm. For the tactile 
measurements a contour measuring device of type MarSurf 
LD 120 Aspheric with a LD A14-10-500 ruby ball stylus tip 
(Ø = 1 mm) was used. The measurement device features a 
vertical resolution of 2 nm and a lateral resolution of 0.5 μm. 
The measurements were taken at 7 mN measuring force at a 
measuring velocity of 0.5 mm/s. 
2.2. Simulation Procedure 
Finite element simulations were conducted with the 
commercial FEM software ABAQUS Standard v. 6.11. The 
overall procedure was divided into three steps. 
In the first step 4-node linear tetrahedron elements were 
used in a 3D heat transfer analysis along with material data 
for 42CrMo4 shown in Table 2.  
 
Table 2. Material data for 42CrMo4 at 20 °C, heat transfer analysis [16]. 
description symbol value unit 
thermal conductivity O 45.1 W/m/K
heat capacity cp 461 J/kg/K
density U 7830 kg/m³ 
 
The geometrical representation was a cuboid of 
length l = 78 mm, width b = 78 mm and thickness T = 30 mm 
(Figure 4). The mesh used for the analyses had a constant 
element length seed of 1 mm on the upper side. Along the 
z axis the nodal distance decreased from 5 mm to 1 mm 
leading to a total of 152.000 elements. The displacements of 
all nodes at the bottom of the workpiece were set to zero 
according to the fixation on a magnetic chuck. All surfaces 
except the moving heat source were assumed to be adiabatic 
which allowed a linear model and therefore a faster 
simulation. 
 
Fig. 4. Geometrical representation of the FE model. 
The moving heat source was modelled to be the workpiece 
area newly generated during one tooth engagement (for 
vc >> vf). Its shape was similar to a comma of the width fz 
(feed per tooth). 
The heat source moved incrementally with feed velocity vf 
over the workpiece in x-direction. The time increment tincr 
equaled the time needed to cover the distance of fz with the 
speed vf. In this way the movement of the heat source 
resembled the machining process very closely. 
After each of the seven cuts needed to machine the 
complete workpiece surface an additional increment of one 
second was inserted to model the time needed to set back the 
milling tool in the experiments.  
In the second step 4-node linear tetrahedron elements were 
used in a 3D stress analysis with the same mesh as in 
step one. The mechanical simulation step involved the 
material data for 42CrMo4 shown in Table 3.  
Table 3. Material data for 42CrMo4 at 20 °C, 3D stress analysis [16]. 
description symbol value unit 
modulus of elasticity ( 212·109 N/m²
Poisson`s ratio Q 0.3 -
coefficient of thermal expansion Į 11.5·10-6 K-1 
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The second step used the previously calculated temperature 
fields for each time step to calculate the nodal displacements. 
Finally, shape deviations were calculated in the third step. 
It incorporated the initial position and the displacement of 
every node belonging to the upper surface of the workpiece 
model at all simulated increments.  
From the geometry of the cutting tool and the inserts it can 
be seen that cutting can only occur if the position of the 
currently evaluated node is between 10.2 mm (center cavity) 
and 12.5 mm (tool radius) away from the center axis of the 
cutting tool (Figure 5). 
 
Fig. 5. Milling tool with indexable inserts. 
When tilting is applied, the projected area where cutting 
can occur changes from an annular shape into the relative 
complement of two centered ellipses of which the maximal 
radii are equal to 10.2 mm and 12.5 mm (Figure 6). The 
minimal radii depend on the tilting angles. The vertical 
distance dz (z-axis) from the evaluated node and the virtual 
cutting plane are given by a linear function of the following 
type: 
cybxayxdz  ),(                              (1)
The parameters a, b and c depend on the feed direction, the 
current tool position and on both tilting angles described in 
the experimental section.  
For every time increment the initial nodal positions and the 
calculated displacements are added and compared to the 
virtual effective depth of cut (difference between the vertical 
distance dz and vertical displacement of the node uz). The 
maximal value of the virtual effective depth of cut “seen by 
the nodes” over all time increments is stored in a data array 
which finally gives the shape of the machined surface.  
 
Fig. 6. Cutting area and virtual cutting plane. 
3. Results and Discussion 
Evaluation of measured and simulated surfaces indicates a 
great similarity between different machining parameters 
according to the design of experiments. Therefore, in order to 
discuss the measured and simulated shape deviations, from 
the possible combinations of cutting velocity and feed 
velocity one combination was selected which was associated 
with the greatest thermal effects.  The higher cutting 
speed vc = 373 mm/min and the lower feed 
velocity vf = 2000 mm/min caused a small uncut chip 
thickness and therefore a high heat input into the workpiece. 
Additionally a depth of cut ap = 1 mm was selected. 
The optical measurement gives a general overview over the 
topology of the measured surface. The measured surface is 
extremely flat showing very low distortion. This points out 
that the workpiece thickness of 30 mm together with a both 
sided machining successfully eliminated the influence of 
machining induced residual stresses thus allowing an isolated 
analysis of thermo-elastic effects (Figure 7). Due to the 
measurement principle some regions of the surface are not 
accessible for the measurement leading to missing data at 
regions with a steep slope. Therefore tactile measurements 
were used to cover this region. 
 
Fig. 7. Optical measurement of the machined surface. 
The simulation results show that the topology of the 
machined surface mainly depends on the kinematics of the 
machining process as expected. Because the experiments as 
well as the simulations were carried out with a tilted milling 
tool and a width of cut ae = 12.5 mm the shape of the 
simulated surface shows a characteristic “saw tooth profile” 
with a step width of 12.5 mm. The step height is produced 
from both tilting angles described in the experimental 
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procedure and the width of cut. This can be seen explicitly 
from the simulations without thermo-elastic effects (Figure 8). 
 
Fig. 8. Simulated topology of the machined surface without consideration of 
thermo-elastic effects. 
When thermo-elastic effects and the resulting distortion 
due to transient temperature fields are taken into account, the 
simulated material removal varies along the cutting path. 
Depending on the position on the workpiece, the boundary 
conditions and the thermal flow, each node is differently 
displaced resulting in different effective depths of cut in the 
simulations (Figure 9). The characteristic profile resulting 
from pure kinematic simulation is superimposed with shape 
deviations resulting from thermo-elastic effects. 
 
Fig. 9. Simulated topology of the machined surface with consideration of 
thermo-elastic effects. 
Two effects can be observed which lead to a local variation 
of the depth of cut. The first effect is the accumulation of heat 
in the workpiece over the duration of seven cuts on the 
surface. Although all boundaries are adiabatic in the 
simulation, the effect on shape deviations is still relatively 
small in this analysis. It can be evaluated from the comparison 
of two profiles taken perpendicularly to the feed direction at 
x = 39 mm (Figure 10). The green line shows the profile of 
the simulated surface neglecting thermo-elastic effects. 
Because it is a pure geometric calculation, the profile is 
identical for each cut. The virtual effective depth of cut is 
constant. Therefore the lowest point of each cut is at 
z = 0 μm. On the other side the lowest point of each cut of the 
simulation including thermo-elastic effects (red line) shows an 
offset to the green profile of approximately -5 μm due to the 
thermo-elastic expansion. The lowest point of each cut on the 
red line slightly declines from left to right indicating an 
overall increase of the workpiece temperature, except for the 
last cut where the lowest point is altered by the proximity to 
the workpiece edge. 
 
Fig. 10. Comparison between simulated surface profiles perpendicular to the 
feed direction at x = 39 mm. 
The effect of thermal accumulation is superimposed with a 
second effect resulting from the workpiece geometry and the 
mechanical boundary conditions. When a thermal load is 
applied in the center region of the workpiece, the adjacent 
nodes can barely be displaced within the xy-plane due to 
material surrounding them. Therefore displacements mainly 
occur in vertical direction (z-axis) increasing the effective 
virtual depth of cut. When a thermal load is applied close to 
the workpiece edges, the nodes can be displaced more easily 
in the xy-plane which leads to lower vertical displacements 
and therefore a lower effective virtual depth of cut. This 
phenomenon leads to a typical “bath tub shape” which can be 
observed best in a profile taken in feed direction at 
y = -39 mm. The simulated profile (red line) matches the 
measured one (blue line) quite well. In both cases the peak-to-
valley-value is around 3 μm (Figure 11).  
 
 
Fig. 11. Comparison between simulated and measured surface profiles in feed 
direction at y = -39 mm. 
The evaluation of the profiles perpendicular to the feed 
direction gives a reasonably good agreement between 
measurement and simulation (Figure 12). A step height of 
approximately 20 μm is observed in the measurements and 
reproduced in the simulations. The width of the steps in both 
cases equals the width of cut of ae = 12.5 mm. Hence the 
location of the peaks and the lowest points on the profile are 
predicted quite well. Locally, the simulated profile shows 
some difference from the measured profile. 
Due to the measurement principle, the vertical origin 
position of the measured profile cannot be directly assigned. 
Thus only the relative profile of the measurement and 
simulation can be compared. In order to overcome this 
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problem, the measured profile (blue line) was placed in such a 
way that the peaks of both profiles match in the middle of the 
workpiece. The peaks mark the points on the profile where a 
cutting tooth on its rotating path engages the workmaterial 
and its position is not yet influenced by cutting forces and a 
local temperature rise. With this assumption, the difference 
between the simulated and measured profile indicates that in 
the experiments the cutting tooth cuts more material than is 
predicted by the simulation which is not explainable by 
cutting forces. It rather appears to be due to a rapid thermal 
elongation of the cutting inserts after tooth entry which would 
have to happen on a very short time scale and at a magnitude 
of approximately 5 μm. The verification of such additional 
effects on shape deviations currently go beyond the scope of 
the current modelling approach.  
 
 
Fig. 12. Comparison between simulated and measured surface profiles 
perpendicular to the feed direction at x = 39 mm. 
4. Summary and conclusions 
The main objective of this paper was to isolate and validate 
the influence of thermo-elastic effects during machining on 
shape deviations observed in the milling of steel. In order to 
calculate shape deviations, a series of simulations was 
conducted including the simulation of transient temperature 
fields within the workpiece, resulting thermal distortion and a 
kinematic model of the machining process. The present 
simulation approach reproduces the experimentally observed 
shape deviations caused by thermo-elastic strains of the 
workmaterial reasonably well. 
The simulation results show that the predicted shape can be 
derived from pure geometrical considerations (nominal depth 
of cut, width of cut, tilting of the milling tool) and in-process 
workpiece deformation due to thermo-elastic effects. A 
locally varying depth of cut during machining can be 
explained by heat accumulation over the whole machining 
time and a locally different potential for thermal 
displacements in vertical direction. Therefore the forming of a 
“bath tub profile” could be observed in the experiments and 
the simulations with a good agreement. Perpendicular to the 
feed direction the location of peaks and valleys as well as the 
step height could be reproduced. 
Because workpieces are usually prone to elastic distortion 
due to machining induced residual stresses, special measures 
had to be taken in order to separate thermo-elastic effects and 
effects of machining induced residual stresses on the shape 
deviations for the sake of validation. Although elimination of 
the influence of residual stresses turned out to be successful, 
additional effects could be observed which currently lie 
beyond the scope of the proposed modelling approach. 
Future research in this project will focus on the 
superposition and validation of both mechanisms within the 
framework of the developed hybrid model. 
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