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ABSTRACT
We present a new method that allows long-term and large-scale hydrodynamical simulations of
migrating planets over a grid-based Eulerian code. This technique, which consists in a remapping of
the disk by tracking the planetary migration, enables runs of migrating planets over a time comparable
to the age of protoplanetary disks. This method also has the potential to address efficiently problems
related with migration of multi-planet systems in gaseous disks, and to improve current results of
migration of massive planets by including global viscous evolution as well as detailed studies of the
co-orbital region during migration.
We perform different tests using the public code FARGO3D to validate this method and compare
its results with those obtained using a classical fixed grid.
Subject headings: planet-disk interactions – hydrodynamics – methods: numerical
1. INTRODUCTION
Giant planets form in gaseous environments, from
which they acquire most of their mass. The interaction
between both components, solids and gas, is extremely
complex and one of the key aspects in any planetary for-
mation theory. A planet immersed in a disk will accrete
gas and experience changes in its mass, temperature and
chemical composition. However, gravitational interac-
tions are also important, as they exert a force onto the
planet which dramatically alters its orbit, through an
exchange of energy and angular momentum between the
disk and the planet.
The gravitational force due to a planetary embryo ex-
cites spiral waves in the disk. These are launched at
certain specific regions, known as Lindblad resonances,
which combine to form a large scale asymmetric spiral
wake co-rotating with the planet (Ward 1986; Ogilvie
& Lubow 2002; Rafikov 2002). Additionally, material
trapped in the horse-shoe region also contributes to
the exchange of angular momentum. This so-called co-
rotation torque is typically of same order of magnitude
as the torque produced by the spiral wake (Baruteau &
Masset 2013, and references therein). The net effect, con-
sidering both Lindblad and co-rotational torques, yields
a time variation of the planet’s semi-major axis usually
referred to as type I migration.
The total gravitational torque between the gas disk and
a low mass planet can be estimated analytically under
certain simplifications, giving important insights about
the physical mechanisms involved in migration (e.g. Gol-
dreich & Tremaine 1979; Tanaka et al. 2002; Baruteau &
Masset 2008a; Paardekooper & Papaloizou 2009). How-
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ever, in the past two decades it has been increasingly
clear that numerical experiments are indispensable in or-
der to advance in migration theories.
Hydrodynamical simulations are computationally de-
manding and extremely costly since they must: (i) re-
solve the narrow region near the planet’s orbit for a
proper calculation of the co-rotation torque, (ii) main-
tain a good resolution far from the planet to resolve the
spiral wake, and (iii) consider the entire azimuthal ex-
tension of the orbit to adequately describe the horseshoe
motion.
Significant efforts have been made to gain in efficiency
and realism, either by developing new algorithms to im-
prove the orbital advection (Masset 2000) and/or by con-
sidering a self-consistent disk evolution during migration
(Crida et al. 2007). In particular, this second feature has
been shown to be crucial in studies of the so-called type
II migration, which occurs when the planet is massive
enough to open a gap around its horseshoe region.
Recent exoplanetary detections, particularly by the
Kepler mission, show the existence of many multi-
planetary systems close to the star, some of which are
located near (but outside) mean-motion resonances (Lis-
sauer et al. 2011; Fabrycky et al. 2014). It is yet unclear
whether these systems were formed in-situ (e.g. Hansen
& Murray 2013) or transported from beyond the ice line
as a result of disk-planet interactions (e.g. Baruteau &
Papaloizou 2013).
Hydro-simulations of multiple planets face two chal-
lenges. On one hand, they must be able to follow the
orbital decay from initial semi-major axes a ∼ 3 AU
down to final configurations with a ∼ 0.1 AU. In other
words, simulations must be large-scale. On the other
hand, even after the bodies reach the region close to the
central star, their orbital evolution must be extended
over a sufficiently long time scale to allow for the res-
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onant dynamics to act and guarantee that the outcome
actually corresponds to a stationary solution. Thus, sim-
ulations must not only be large-scale but also long-term.
So far, hydro-codes have not been able to comply with
these requirements. One of the main difficulties is caused
by the Courant-Friedrich-Levy (CFL) condition, a sta-
bility constrain inherent to all explicit hydrodynamic
solvers. In a cylindrical or spherical mesh, the CFL con-
dition generally limits the time step through the size of
the innermost cell. As a result, a gas disk that is modeled
to include the regions close to the star will have a very
small step size, even if the planets are initially located
at large semi-major axis and if an orbital advection al-
gorithm is used. Thus, radially extended and long-term
numerical experiments have been practically impossible,
and all simulations of planetary migration have been lo-
cal, both with respect to space and time, with a few par-
ticular exceptions (e.g. Martin et al. 2007; Crida et al.
2009).
In this paper we present a new numerical method that
overcomes these limitations. It basically consists of a
remapping technique, which updates the mesh bound-
aries of the disk according the location of the migrating
planets. The redefinition of the boundaries is automatic,
leading to high-resolution simulations that are indepen-
dent of the orbital evolution of the system. Moreover,
since the mesh is not defined in regions that are not re-
quired, the code gains in efficiency and precision, allow-
ing simulations virtually infinite in time and space.
Our paper is organized as follows: in section 2 we
present the standard disk model used for this work, in
section 3 we present the remapping method, in section
4 we present different tests used to validate our imple-
mentation. In section 5 we discuss the benefits of our
method compared with the current techniques. In sec-
tion 6 we present two simulations including 2 and 3 plan-
ets showing the capabilities of the method. In section 7,
we present a final discussion and the conclusions of this
work.
2. DISK MODEL
We describe the problem using the Navier-Stokes equa-
tions in a non-rotating inertial frame. For simplicity we
solve these equations integrated over z, assuming a two
dimensional non self-gravity gas disk orbiting a central
star of mass M∗. Continuity equation reads:
∂Σ
∂t
+∇. (Σ~v) = 0, (1)
where Σ is the surface density, and ~v is the velocity field
of the fluid. The momentum equations are:
ρ
(
∂~v
∂t
+ ~v.∇~v
)
= −∇P − ρ∇~φ+∇.~Π, (2)
where P is the pressure and φ is the gravitational po-
tential, which includes the contribution of the star and
planets. ~Π is the stress tensor, given by:
~Π = ρν
[
∇~v + (∇~v)T − 2
3
(∇.~v) ~I
]
, (3)
with ν the kinematic viscosity and ~I the identity tensor.
We use a locally isothermal equation of state, in which
the gas pressure is related to the surface density by P =
c2s(r)Σ, with cs the sound speed of the gas. cs is related
with the aspect ratio h of the disk by cs = rΩkh(r),
which is given in term of the vertical disk scale height H
by h(r) = H(r)/r. The Keplerian angular velocity is Ωk,
given by Ωk =
√
GM∗/r3, where G is the gravitational
constant and r denotes the distance to the central star.
In our model, we adopt power laws for Σ and the aspect
ratio h of the disk, with indices α and f respectively:
Σ ∝ rα and h ∝ rf . (4)
This implies a power law for the temperature T , with
index β = 2f − 1. The planet of mass mp orbits the
central star and feels the gravitational potential of the
disk. It has a softened potential of the form:
φp = − GM∗√
|r − rp|2 + 2
, (5)
where  is the softening length. We use a softening length
parametrized by the pressure scale height in the form
 = 0.6H. We neglect the indirect terms since they are
not relevant to our concerns.
Damping boundary conditions are applied following de
Val-Borro et al. (2006). These are required to match the
large-scale and long-term behavior of the disk, given ei-
ther by power laws or by an auxiliary one-dimensional
calculation. We use the hydrodynamical code FARGO3D
(Ben´ıtez-Llambay & Masset 2016) over a polar mesh
evenly spaced in radius and azimuth.
3. METHOD AND NUMERICAL IMPLEMENTATION
The main idea behind our method is to take a previ-
ous state as a spatially re-sampled initial condition to
advance the system into a new state. There are two pos-
sible ways to do this. One way is to integrate the system
to a specific state and then re-sample the physical quan-
tities and restart the simulation. A second possibility is
to use a continuous recipe, where for each time step the
mesh is re-sampled. We choose the second option since
it allows for smooth changes of all quantities.
Since we are interested in following planets while they
migrate, the re-sampling must be performed exclusively
radially. The algorithm we developed has three basic
steps, consisting of a suitable recipe to calculate the new
radial borders of the mesh, a method to re-fill the mesh
with appropriate values for the hydrodynamic quantities
and, finally, an update of the boundary conditions and
damping zones.
To find the radial borders for the new mesh we use
the planets’ location. The gas ring furthest from the
planet that is able to exert a torque is located at the inner
(outer) 2:1 (1:2) mean motion resonance (MMR) with
the planet (Goldreich & Tremaine 1979), which are the
furthest Lindblad resonances with respect to the planet.
Thus, the new border positions should be calculated as
a function of MMRs or period ratios with the planet
closest to them. In this way we ensure to incorporate
all the ingredients of type I migration during the entire
simulation.
Once we have computed the new border positions, we
radially split the mesh using the same number of cells
than in the previous step. This choice is motivated by
the simplicity of implementation.
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Fig. 1.— Flow chart showing how our implementation is coupled
to the standard flow of FARGO3D. For simplicity we show only
the part corresponding to a full update (see figure 2 in Ben´ıtez-
Llambay & Masset (2016) for details). Inside the main loop, we
follow the method described in §3.4 for un-shifting the Lindblad
Resonances and we use the time step already calculated by the
CFL condition to advance the 1D model for the surface density
under the effect of the viscous evolution of the disk (see §3.3).
After that, a complete time step is performed for all fields. Then,
we recompute the new location of the borders of the mesh. Finally,
before advancing another time step, we update the damping zones.
All fields are damped toward the updated reference values, given
by the prescriptions detailed in §3.2.
Finally, we perform a linear interpolation, using the
old fields, to calculate the values at the position of the
new cells. If the new cells fall outside the old domain,
we extrapolate the fields using analytical prescriptions
given either by initial conditions or by an auxiliary vis-
cous evolution model (see §3.3).
In Fig. 1 we present a simple flow chart showing how
the remapping algorithm is implemented.
3.1. Defining the new borders
To define the borders for the mesh we have to consider
two different zones: (i) the active mesh (where there is
no damping), and (ii) the damping zones.
The active mesh is defined in terms of period ratios
with respect to the planets located in the mesh:
r±d = r
±
p R±2/3d , (6)
where r±p is the semi-major axis of the closest planet to
the ± border and Rd is a positive real number greater
than one, which represents the period ratio between the
planet and the gas at the border of the active mesh (with-
out considering the damping zones).
Once we have determined the location of the active
mesh, we proceed to calculate the total extension of the
mesh. Since the characteristic time for damping is nor-
Planet
r−d
r+d
r−b
r+b
2:1 1:2
Not covered by 2D mesh
Damping region
Fig. 2.— A wedge of a typical perturbation of surface density.
The gray zone marks the region of the disk where the 2D mesh
is undefined. Black continuous lines represent the border of the
active mesh. The hatched zones show where damping boundary
conditions are applied to the fields. They are bounded by black
dashed lines. The mesh portion that extends from the inner to the
outer black dashed lines is referred as the active mesh. In the case
shown here, we set up the dashed lines using Eq.(6) with Rd =
5/2. For damping zones, the distance from the first ring to the
corresponding border of the mesh is computed using Eq.(8) with
Rb = 3/2. In red dashed lines we show the location of the 2:1/1:2
MMRs with the planet, which are important locations because only
between them the gas exert an effective torque onto the planet,
marked by a white cross.
mally chosen proportional to the local orbital period of
the damping cells (de Val-Borro et al. 2006), it is natural
to define its width so as to span a fixed extent in orbital
periods, in the same way as was done to define Rd:
r±b = r
±
d R±2/3b , (7)
where Rb is a positive real number greater than one,
which represents the period ratio between the first damp-
ing ring and the border of the mesh.
Using Eqs. (6) and (7) we obtain the location of the
borders that keeps a constant size in periods with respect
to the planet, given by:
r±b = r
±
p (RdRb)±2/3. (8)
In Fig. 2, we show a sketch of a wedge for a typical
simulation. The damping regions are represented by the
hatched zones and their limits indicated by dashed black
lines, whose location is determined by Eq. (6). The
limits of the 2D mesh (black continuous lines) are given
by Eq. (8). Red dashed lines show the location of the
2:1/1:2 MMR between gas and the planet. In this par-
ticular case, we have chosen the values Rb = 3/2 and
Rd = 5/2.
Fig. 3 shows the evolution of the semi-major axis of a
low mass planet for a typical simulation. The mesh is
modified continuously at runtime to keep the borders at
a fixed period ratio with the planet, so as to track it.
The mesh is shown by the blue region, and its extension
can be calculated by using Eq. (8).
3.2. Filling the mesh
Once we have computed the new borders, we radially
split the mesh using the same number nr of radial cells
as in the previous state. In this work we use an even
spacing between cells, but any other spacing is possible,
such as a logarithmic spacing. A further discussion on
this choice is given in §4.5.
For each new cell, we calculate its neighbors on the
old mesh and use them to estimate the new values using
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Fig. 3.— Semi-major axis evolution of a planet (thick black line)
using the remapping method. The blue region correspond to the
extension of the 2D mesh. Damping regions are hatched.
linear interpolation.
If two neighbors are not available, or if the updated cell
falls onto the damping rings, we use analytical prescrip-
tions to compute the corresponding values. These pre-
scriptions may be given by the initial conditions for the
sound speed (or temperature) and the azimuthal veloc-
ity. Similarly, the initial conditions are used to prescribe
the surface density and radial velocity if the viscous evo-
lution of the disk is not taken into account; otherwise, as
we will see in §3.3, we use Eq. (12) to update the surface
density and Eq. (13) to get the radial velocity.
Now we will discuss the basic algorithm for the case in
where the mesh is linearly spaced.
We start from a quantity q at location ri at time tn, and
denoted by qni . After a time step, the new updated value
qn+1i is obtained by solving the hydrodynamics equations
using finite difference upwind, dimensionally split meth-
ods, combined with the FARGO algorithm (Masset 2000)
for orbital advection and a fifth order Runge-Kutta in-
tegrator for advancing the planets (Ben´ıtez-Llambay &
Masset 2016).
The border locations are updated, from
(
r−b
)n
,
(
r+b
)n
to
(
r−b
)n+1
,
(
r+b
)n+1
following the recipe described by
Eq. (8). After that, we need to compute the new ra-
dial locations rj for each cell. In the evenly (or lin-
early) spaced case, this can be done using the sim-
ple relation rj = (r
−
b )
n+1 + j∆, j = 0...nr − 1, and
∆ =
[
(r+b )
n+1 − (r−b )n+1
]
/nr. For the sake of definite-
ness, we will assume that q is a face-centered (i.e. stag-
gered) quantity, such as vr, the radial velocity. Its value
after remapping is given by:
qn+1j = q
n+1
kj
+
qkj+1 − qkj
rkj+1 − rkj
∣∣∣∣n+1 (rj − rk), (9)
with kj a function of the old spacing. In the linearly
spaced case, the index kj is given by:
kj = int
[
rj − (r−b )n
(r+b )
n − (r−b )n
nr
]
, (10)
where int(x) represents the largest integer inferior to x.
The extension to the case of cell-centered variables is
(
r
−
b
)n
(
r
−
b
)(n+1)
(
r
+
b
)n
(
r
+
b
)(n+1)
qn+1j
qn+1iq
n+1
i−1
qni
Standard update
Interpolation
Fig. 4.— Diagram showing how a quantity qn+1j in the remapped
mesh is obtained from old values. In the bottom part we start at
time tn and update the quantity qni to a new value q
n+1
i (middle
step) by evolving the hydrodynamics equations. Finally, at the
top part we compute the new borders of the mesh and we fill it at
location rj by interpolating the recently updated field.
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Fig. 5.— Viscous evolution of a surface density profile initially
given by a power law Σ ∝ r−1.5 with no planet. The number of
cells used for the 1D viscous model (Eq. 12) is 2048 while the 2D
mesh has 256 radial zones. The viscosity ν is constant over the
entire domain and a zero surface density boundary condition is
applied at r = 0.05 and r = 10. The 2D mesh has an imposed,
constant migration rate. Labels are given in orbital periods at
r = 1.
straightforward. In Fig. 4 we depict this algorithm, and
we put in context all important quantities.
3.3. Viscous evolution of the disk
Since the remapping method allows to perform long-
term simulations over a wide spatial range, special con-
siderations regarding the global viscous evolution of the
disk should be taken into account. Describing a disk with
a power law for long-term simulations may not be an ap-
propriate choice. From the third term in the right hand
side of Eq. (2), the entire disk is expected to drift over a
time scale τν ∝ r2/ν (Pringle 1981). On the other hand,
the characteristic time scale for migration (τa = rp/r˙p) in
the type I regime scales as τa ∝ M2∗ (h/r)2(mpΣ)−1Ω−1
Ward (1986).
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Thus, the ratio between both time scales is given by:
τa
τν
∝ M
2
∗h
2ν
mpΩΣr4
. (11)
At r = R0 = 5.2 AU, typical parameters are h = 0.05,
ν = 10−5R20Ω0 and Σ ∼ 6 · 10−4MR−20 , and assum-
ing M∗ = 1 M, mp = 10−5 M it gives a ratio equal
to ∼ 4. This value depends on r as r−(2.5+α) (assuming
f = 0), where α is defined by Eq. (4), and in practice is a
negative number greater than −1.5. Thus, the migration
rate becomes negligible compared to the viscous time as
the planet migrates to the star. This simple analysis
shows that in order to perform a consistent simulation of
migrating planets in type I regime over a long scale (in
space and time), a self-consistent viscous evolution of the
disk should be considered. We address this issue by solv-
ing a simplified one-dimensional model for the angular
momentum conservation of the disk under the effects of
viscosity and neglecting gas pressure and planet torques
(Pringle 1981):
∂Σ
∂t
=
3
r
∂
∂r
[√
r
∂
∂r
(
νΣ
√
r
)]
. (12)
We evolve Eq. (12) explicitly over a sufficiently large
one-dimensional radially extended mesh at runtime dur-
ing the full two-dimensional simulation. We use the ad-
vanced surface density to update the boundaries at the
damping regions. Once the surface density is calculated,
the radial velocity can be inferred by the closed relation:
vr = − 3
Σ
√
r
∂
∂r
(
νΣ
√
r
)
. (13)
This implementation of the viscous evolution for the
disk by using a one-dimensional mesh can be compared
to the implementation of Crida et al. (2007). In our case
we treat reflections by using the well known damping
zones (de Val-Borro et al. 2006) and we do not address
the angular momentum conservation issue because we
assume that planets do not strongly alter the surface
density far away from its current location. This approach
is not as sophisticated as that of Crida et al. (2007), but
we will see in next sections that we can achieve very clean
and accurate results. One important difference with their
implementation is that the 2D mesh was fixed, so that
planets could get close to the boundaries and some care
had to be taken with the wake’s momentum flux into the
one-dimensional grid. Here our prescription of Eq. (8)
allows planets to stay clear of the boundaries, and our
damping boundary prescription is sufficient to ensure a
smooth transition between the 2D and 1D meshes.
Fig. 5 shows an example of how the 2D migrating mesh
(using the remapping method) can be altered by consid-
ering long-term simulations. In this figure can be com-
pared each of the continuous lines with the expected solu-
tion given by the corresponding dashed line. This figure
corresponds to the test shown in §4.3.
3.4. Un-shifting Lindblad resonances
Baruteau & Masset (2008b) show that a special treat-
ment for computing the torque is needed when self-
gravity is not included in simulations of migrating plan-
ets. They show that, due to a spurious shift of Lindblad
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Fig. 6.— Characteristic migration time for the static (orange)
and remapping (purple) cases. Continuous and dashed lines corre-
spond to results with and without correcting for the spurious shift
of Lindblad resonances respectively. In agreement with Baruteau
& Masset (2008b), the migration time scale is shorter when the
planet and the disk do not orbit the same potential.
resonances, a migrating planet in a non-self gravity disk
migrates faster than theoretical predictions and in fully
self-gravity simulations.
This spurious shift occurs because planet and disk orbit
a different effective potential, since the planet feels the
disk gravity but the disk does not feel itself.
The spurious resonance shifting can be easily addressed
by subtracting the azimuthal mean density prior to the
force calculation. This method does not impact on the
net torque, but changes the orbital frequency of the
planet, fixing the shift and ensuring an accurate migra-
tion rate.
To compute the gravitational force first, we subtract
the mean surface density at time tn:
δΣ(r, ϕ) = Σ(r, ϕ)− < Σ >ϕ, (14)
where ϕ is the azimuthal coordinate and < Σ >ϕ is de-
fined as:
< Σ >ϕ=
1
nϕ
nϕ−1∑
i=0
Σ(r, ϕi), (15)
and we calculate the gravitational force using δΣ.
To our concerns, this shift is extremely important to
obtain convergent migration rates, as can be seen in
Fig. 6, corresponding to the test of § 4.4. By considering
different radial extensions for the mesh (at a fixed reso-
lution), we are artificially including a different amount of
mass in the inner regions of the disk. This changes the
planet’s orbital frequency with respect to the disk and
directly impacts the net torque exerted onto the planet.
This effect is clearly shown by the purple dashed line of
Fig. 6, where the asymptotic value, corresponding the a
narrow and low mass mesh, tends to its respective fixed
case (purple continuous line).
4. NUMERICAL TESTS
In this section we show a set of tests to validate the
remapping method. Runs presented here include all the
features already described: (i) the remapping method,
(ii) the global viscous evolution and (iii) the shift to the
Lindblad resonances. For comparison purposes we do not
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include a certain feature in some tests, like the shifting
for the Lindblad resonances and the remapping method
for fixed-mesh simulations.
We used the public code FARGO3D1 adapted to in-
clude our method using the disk model presented in
§2. Our mass unit is M∗ = 1, our length unit is R0,
the planet’s initial orbital radius, and our time unit is
t = Ω−1k (in this unit system we have therefore G = 1).
We consider a planet of mass mp = 2 × 10−5M∗ and a
gaseous disk of parameters Σ(R0) = 10
−3, α = −0.5,
h(R0) = 0.05, f = 0. We use the prescription of Shakura
& Sunyaev (1973) for viscosity, defined by ν = ανH
2Ω,
with a constant value αν = 4 × 10−3. The azimuthal
domain is [0, 2pi]. The radial domain will be described
for each particular case. In the tests without remapping,
the damping regions span a period extension equal to 3/2
from each active border, using a prescription similar to
that employed for the remapping case (Eq. (7)).
4.1. Results without the remapping technique
In this section we measure the migration rate of a
single planet, considering a static (not remapped) disk.
Both the borders and damping regions are assumed
fixed. An important parameter involved in this test is
the characteristic damping time. By numerical exper-
iments we found that a good value to minimize reflec-
tions considering the adopted extension for the damping
zone is 0.3Ω−1. The limits of the mesh were chosen as
Rmin = 0.37 and Rmax = 2.08, and we consider three
different resolutions: nr × nΦ = 462 × 512, 924 × 1024
and 1386× 1536.
In Fig. 7 the evolution of the characteristic migration
time for the three different cases is shown. A converged
result is fairly achieved by the middle resolution case, as
is shown by the blue and red curves.
We observe very small oscillations in the migration rate
for the three cases, which don’t depend strongly on reso-
lution and can be explained as a reflection of the wake by
the borders of the mesh. We have checked this assump-
tion by performing simulations with different radial ex-
tension but at the same resolution. We have observed a
shift of these oscillations when the radial extent changes.
As we will see in the next sections, these oscillations are
not present when we use the remapping method for an
isolated planet and a non-flared disk (e.g. purple lines of
Fig. 6). This does not mean that the remapping method
allows to improve the value of the migration rate with
respect to the standard case for a comparable resolution.
It only means that the reflected wake maintains a fixed
position with respect to the planet for the entire sim-
ulation. This assertion can be easily proved using the
expression for the azimuthal position of the wake pro-
vided by Ogilvie & Lubow (2002). According to these
authors, the azimuthal angle of the wake scales linearly
with the distance of the planet and h. Since our method
sets the edges at a distance proportional to the planetary
orbital radius, this angle remains constant.
Finally, from the amplitude of these oscillations, we
can get an idea of the precision for the measured mi-
gration rates (not better than 3% in this case, which is
extremely good). In principle, the precision achieved de-
1 http://fargo.in2p3.fr/
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Fig. 7.— Characteristic migration time τa for three different sim-
ulations considering a static mesh (without the remapping method)
but considering different resolutions: the green continuous line cor-
respond to the lower resolution case, the blue continuous line dou-
bles it and the red one increases it by a factor 3. The three curves
shown a similar overall behavior. Higher oscillations are present
in the lower resolution case. At time ∼ 5.5 × 103 orbits curves
diverge because the planet reach the inner limit of the mesh, and
migration halts. As is described in the main text, oscillations can
be attributable to reflections of the wake on both boundaries.
pends on how well reflection can be avoided, so we could
modify the damping prescription to further decrease re-
flection and thus improve the measures.
At time ∼ 5.5 × 103 orbits all curves reach the inner
boundary of the mesh, migration halts and migration
rates diverge.
4.2. Convergence tests with the remapping algorithm
The remapping algorithm needs two different radial
extents to be defined: (i) the active mesh and (ii) the
damping zones, controlled by the dimensionless parame-
ters Rd,b. In this section we perform two tests to verify
how well migration rates are measured by varying both
of them. In all cases the characteristic time for damping
was chosen as 0.3Ω−1k .
The first test consists in simulating an isolated planet
in a disk with the same parameters already described,
but varying both the effective resolution and Rd on a
grid. We used three different resolutions, referred to by
the number of azimuthal zones: 512, 1024, 1536, corre-
sponding to the same resolutions used in the simulations
performed without the remapping algorithm. We varied
Rd linearly from 1.5 to 3 by steps of 0.1. We have run
each test for at least 103 orbits, and the values reported
here are an average of the characteristic migration time
over the last hundred of orbits (which is constant for
these parameters).
The left panel of Fig. 8 shows the results of this test.
The lower resolution case (in red) shows a systematic
increase of the migration time, evidencing that this res-
olution is not sufficient to resolve the physical processes
involved. The intermediate and high resolution cases
(green and blue respectively) display a nearly converged
rate. In this test we can see that the oscillations observed
in the static case are still present when we measure the
migration rate by considering different radial extents of
the mesh. This feature is an evidence of reflections of
the wake on the boundaries, producing a variable migra-
tion rate. The amplitude of these oscillations gives an
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Fig. 8.— Characteristic migration time as a function of Rd for the remapping case. The left panel shows a set of simulations with three
different resolutions (referred to as 512, 1024 and 1536) and same value Rd = 2. The black curve shows a set of intermediate resolution with
a stronger damping. The right panel shows a set of simulations with three different values for Rb (1.5, 2.0 and 2.5) for the intermediate
resolution set. It is noticeable how the amplitude of the curves decreases for larger Rb.
estimate of the precision achieved (not better than 3%
in this particular case). For all runs presented in this
panel we have used Rb = 1.5. Surprisingly, we do not
observe an important variation of migration rate by con-
sidering Rd < 2.0, probably due the smooth and large
damping regions used. This parameter should neverthe-
less be greater than 2 to capture all Lindblad resonances.
To test this idea we have run a set of similar simulations
but defining a very strong damping condition over a nar-
row region, showed by the black curve. In this case we
can see fast and strong variations in the migration rate
for Rd < 2.0. For Rd > 2.0 we still observe oscillations
with lower amplitudes, attributable to the reflection of
the wake as we show below.
The second test was designed to prove that oscillations
observed in the migration rate for different values of Rd
are consistent with reflections of the wake. To prove this
statement we have varied the value of the parameter Rb,
taking 1.5, 2.0 and 2.5 for the intermediate resolution
run (green curve in left panel of Fig. 8). The results are
presented in the right panel of Fig. 8. It is noticeable
how all curves return similar values for the mean migra-
tion rate, but the extreme values are shifted. Another
interesting feature is that the amplitude of oscillations
decreases when Rb increases. This is natural if we as-
sume that these oscillations are due to reflections, since
larger damping regions naturally better damp perturba-
tions.
It is important to note that these tests have been done
for a planet on a circular orbit. In the case one consid-
ers planets with a finite eccentricity, the size of the ac-
tive mesh should be validated by a similar convergence
test, since in such cases higher order Lindblad resonances
(such as the 3:1 MMR), located even further from the
planet’s orbit, may play a non-negligible role in the plan-
etary migration. Also, it could be important in some spe-
cific cases to take into account the physical size for the
resonances, which have an effective width that should not
be neglected. This size depends on the azimuthal wave
number and reaches a maximum for low values (Arty-
mowicz 1993).
4.3. Viscous evolution test
We carried out a viscous evolution test for an axi-
symmetric disk with no planet. We initialize a non-flared
(f = 0) locally isothermal and power law surface density
disk. We have used a uniform viscosity ν = 10−4 R20Ω0.
The 1D viscous model, given by Eq. (12), is evolved
using 2048 uniform radial zones between r = 0.05 and
r = 10, with null surface density boundary conditions.
The 2D mesh has 256 radial zones and the full radial
extent spans over 3 periods in space (Rd,b = 1.5). We
radially move the mesh at a constant speed to test how
the viscous method couples with the remapping one.
Fig. 5 shows the surface density evolution at different
times. In continuous lines 2D surface density is shown.
Dashed lines correspond to the solution of Eq. (12), used
to update the boundaries and damping zones, for differ-
ent times. In black, initial conditions are shown, while
the evolution of the surface density, under the effects of
viscosity, is presented in colored lines.
We have also checked that we are able to obtain a
steady solution by considering an αν disk model, with
α = −0.5 and f = 0, configuration used in all the tests
considering planets.
Results obtained are remarkably clean, allowing to
perform large-scale migration of planets considering the
global viscous disk evolution, and even open the possi-
bility for long-term simulations of type II migration.
4.4. Fixing orbital frequencies
An important characteristic that we have included in
our method is the correction for the Lindblad resonances
spurious shifting. It is a crucial component for having
converged simulations by using the remapping method,
as was already described in §3.4.
We have checked our implementation by using two
different simulations set, one without the remapping
method and the other one by considering all the ingredi-
ents. The parameters used are the same as those used in
the fixed cases (see §4.1), but in the remapping case we
consider Rd = 2.0 and Rb = 1.5. Both cases have same
initial resolution.
We have computed the gravitational force including the
mean background density and subtracting it, following
Eq. (14).
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Fig. 6 shows the evolution for the characteristic migra-
tion time for these four simulations. In orange lines we
show the simulations that do not include the remapping
method while purple lines show the simulations that in-
clude it. Dashed lines correspond to the non-corrected
cases and continuous lines correspond to the fixed ones.
As we evidenced in section 3.4, and in agreement
with Baruteau & Masset (2008b), the shifted cases (non-
corrected) have a shorter migration time scale.
It is interesting to note that the non corrected case
using the remapping method, has a non zero slope. It
is possible to prove by linear calculations (Tanaka et al.
2002, for instance), that this slope should be in fact flat
for this parameter set. Thus, it clearly shows that mi-
gration rate achieved without the correction is not right.
The same occur for the static case.
Another important feature of Fig. 6 is that both, the
static and the remapping cases tend toward the corrected
one at larger time. This is a consequence of having a
narrow and virtually massless disk in the inner regions.
Finally we remark that in the remapping case we do
not observe oscillations for the migration rate (for a one
planet case). This feature can be explained as a constant
shift between the reflected wake and the planet, as was
already discussed in § 4.1.
4.5. Resolving the disk pressure scale
A difficulty with the remapping method in the form
presented here is the requirement of maintaining an over-
all sufficient resolution for a given disk model.
The pressure scale length of the disk should be well
resolved at least near the planet, which also implies to
resolve the closest Lindblad resonances, accumulating at
r ' ±H (Artymowicz 1993).
In tests presented in this paper we have only considered
a non-flared disk, implying H ∝ r. In an evenly spaced
mesh, a uniform sampling remapping method has a lin-
early increasing resolution with rp, and the number of
cells per unit of H will be the same for the entire simula-
tion, thus ensuring converged results for migration rates.
However, when we consider a flared disk, the number of
cells per unit of H is ∝ r−f , which is a decreasing func-
tion for flared disks (f > 0). Thus, a growing number of
cells per unit of H is needed when the planet migrates
to the star.
This highlights the need for non-uniform grids to sim-
ulate migrating planets in a flared disk, which ideally
should be radially spaced as ∝ rf+1.
However, in real cases disks can not be flared over large
radial range, limiting the maximum flare allowed. Thus,
in practice a sufficiently resolved logarithmic migrating
mesh coupled with a realistic disk model, like a non-
global power law for density and or temperature, should
be good enough to capture all important details of plan-
etary migration for large-scale migration.
5. IMPROVEMENTS AND CONSERVATION PROPERTIES
If quantities are power laws of radius, such as the sur-
face density, the temperature and the rotational veloc-
ity, a procedure to minimize errors during interpolations
could be to perform them in a log-log space (which is ac-
tually an exact reconstruction in the unperturbed case).
It can be done by defining χ = log(r), ξ = log(q) and re-
placing r → χ and q → ξ in Eq. (9). However, all results
presented in this work were performed using interpola-
tions in the linear space. For comparison purposes we
have run a few of them using a logarithmic interpolation
method for quantities defined as a power law, showing
minute differences (∼ 0.2%) in the measured migration
rates over the whole time. In more realistic cases, in
which the disk cannot be modeled as a global power law,
we don’t expect to have a significant difference between
linear or logarithmic interpolation.
Another method for un-shifting the Lindblad reso-
nances was proposed by Baruteau & Masset (2008b), and
consists in adding to the star potential the potential of
an axi-symmetric disk that has same density profile as
the disk. This method is slightly more complex to im-
plement, and in theory slightly more accurate than the
one used in this work, because it matches more closely
the real orbital frequencies. Nonetheless the method used
here is largely sufficient to obtain migration rates within
a few percent accuracy.
Regarding conservation properties, our method cannot
ensure conservation of mass (and consequently neither
angular momentum) since a rescale of the cells plus an
interpolation procedure alters the amount of mass inside
a given cell. Despite of that, the total error accumulated
during a complete simulation by performing consecutive
interpolations is actually small. Our tests show that the
total error (compared with analytic expectations) in the
worst cases, such as one with low resolution and long-
range migration are up to ∼ 1% for all quantities. In
the majority of cases the errors will be actually much
smaller.
6. MULTI-PLANET SIMULATIONS
As pointed out in the introduction, part of the mo-
tivation for developing this method is to capture the
large temporal and spatial ranges involved in systems
with multiple planets.
In this multi-planet case, the borders of the mesh are
computed similarly as was done in the single-planet case.
We obtain the semi-major axis for all of them and then
we calculate r−d and r
−
b with Eqs. (6) and (8) using the
semi-major axis of the innermost planet, while the same
procedure is followed for r+d and r
+
b , using the outermost
planet.
Fig. 9 and Fig. 10 show two examples, the first corre-
sponding to a two-planet system, while the second ex-
plores a case with three planets. Initial conditions for
the bodies and the disk are detailed in the captions. In
both cases the dynamical evolution is carried out for long
timescales such that the final semi-major axes lie very
close to the central star. The systems naturally evolve
to resonant configurations, as shown by the behavior of
the resonant angles.
7. CONCLUSIONS
We have presented a new method that allows long-term
and large-scale hydrodynamical simulations of migrating
planets over a grid-based Eulerian code. Our method
consists in the following steps:
1. A prescription for calculating the new radial bor-
ders of the mesh (see §3.1)
2. An interpolation method for filling the new mesh
(see §3.2).
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Fig. 9.— Hydrodynamical simulation for a two-planet system with masses m1 = 10M⊕ and m2 = 20M⊕. Initial semi-major axes are
a1 = 5 AU and a2 = 8.19 AU, and initial eccentricities equal to 0.05. Disk parameters are Σ0 = 400 gr/cm2, f = 0, α = −0.5, h = 0.05
and αν = 4× 10−3. The left frame shows the disk’s surface density at t = 15.53× 104 orbits, where the planets are indicated with white
crosses. The middle frame shows the time evolution of the semi-major axes. The light gray region corresponds to the active mesh and
the hatched region to the damping zones. Approximately at t = 3 × 104 orbits, both planets are trapped in 3:2 MMR, after which both
resonant angles begin to librate around fixed values that slowly evolve with time (right plot).
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Fig. 10.— Hydrodynamical simulation of a three-planet system with masses m1 = 10M⊕, m2 = 20M⊕ and m3 = 40M⊕. Initial
semi-major axes are a1 = 5 AU, a2 = 8.19 AU and a3 = 13.44 AU, and initial eccentricities are equal to 0.05. Disk parameters are
Σ0 = 400 gr/cm2, f = 0.25, α = −1.0, h = 0.05 and αν = 4× 10−3. The left frame shows the disk’s surface density at t = 25× 104 orbits,
and the planets indicated with white crosses. The middle frame shows the time evolution of the semi-major axes. The light gray region
corresponds to the active mesh and the hatched region to the damping zones. All planets are captured in successive 2:1 MMRs leading
to a multiple-resonant configuration that it preserved throughout the simulation. The right plot shows the behavior of the main resonant
angle of the inner pair 2λ2 − λ1 −$1 (purple), the corresponding angle of the outer pair 2λ3 − λ2 −$2 (blue), and the Laplace resonant
angle λ1 − 3λ2 + 2λ3 in orange.
3. Damping boundaries to avoid reflections and match
the large-scale profiles (Eq. 6).
4. A method to un-shift the Lindblad resonances (see
§3.4).
5. Optionally, a method to follow the global viscous
evolution of the disk (see §3.3).
We have validated our method with a set of tests using
the public code FARGO3D and compared its results with
those obtained using classical calculations with a fixed
grid.
The remapping technique allows to achieve cleaner re-
sults compared to the standard case at lower computa-
tional cost. Due to the adaptive property of the algo-
rithm described to compute the border of the mesh, the
resolution naturally adapts when the planets migrate, al-
lowing for a self-similar behavior of the system.
Our method allows for the first time to perform simu-
lations not limited by the radial extent of the mesh. This
feature enables the possibility of performing long-range
and long-term hydrodynamical simulations of planetary
systems, during a time comparable to the lifetime of the
disk. It is important to underline that our algorithm
lies on the hypothesis that we can derive the structure
for the disk outside the active mesh to fill the damping
zones and ghost cells.
We have also discussed how to implement the viscous
evolution of the disk, which is important when simu-
lations are long-term. However, since such simulations
are also usually long-range, a realistic model for the disk
should also be considered with a realistic non-power law
for surface density and the temperature.
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We have discussed a possible improvement to the
method, such as a logarithmic interpolation to reduce
errors. However, this implementation is not strictly nec-
essary and, in the current state, the method has a largely
sufficient accuracy for practical purposes.
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