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42
42 : voilà la réponse à  la grande question sur la vie, l'univers et le reste . Tout du
moins, voilà la réponse que donne Deep Though [Ada79℄, ordinateur super puissant
réé par une rae d'hyper-intelligenes pan-dimensionnelles. Deep Though est un des
nombreux ordinateurs de siene-tion qui possèdent une intelligene artiielle supé-
rieure à elle des êtres humains. Bien que d'après de nombreux romans des ordinateurs
aussi intelligents que Hal 9000 [CK68℄ auraient dû exister dès 2001, les progrès de la
siene informatique font que l'homme reste supérieur à la mahine sur de nombreux
domaines. Certes, Deep Blue a battu Garry Kasparov aux éhes alors que e dernier
était hampion du monde. Cependant, e n'est pas toujours le as. Par exemple, les
logiiels de jeu de go sont enore loin du niveau des professionnels, voire des meilleurs
amateurs (le programme Crazy Stone [Cou06℄ peut battre des amateurs voire des
professionnels, mais uniquement ave des pierres de handiap). Que dire alors de trom-
per un humain ave un test de Turing : une personne disute ave X et doit deviner au
bout d'un ertain temps, siX est un être humain ou une mahine. Si es dernières tâhes
sont loin d'être aomplies, l'intelligene artiielle s'emploie à développer tehniques
et théories pour que les ordinateurs puissent raisonner, planier, perevoir, se mouvoir,
déplaer des objets, apprendre, et.
Parmi les nombreuses atégories de l'intelligene artiielle, l'apprentissage automa-
tique vise à permettre à un ordinateur d'apprendre : apprendre à raisonner, apprendre
à parler, et. De façon générale, l'ordinateur a aès à des données dites d'apprentissage
et en extrait une onnaissane, des règles, an de pouvoir être onfronté à des données
inonnues [CM08℄. Cette extration de règles permet alors de pouvoir reonnaître des
données qu'il n'a pas enore vues. Cela lui permet de généraliser et ainsi d'éviter un
apprentissage par ÷ur. Les appliations sont alors multiples : de la reonnaissane de
aratères manusrits ou de la parole [Cas90, GSVG94℄, aux ltres de spams, en pas-
sant par les jeux (éhes, bakgammon), la biologie [AM97, DEKM98℄, le traitement
de la langue naturelle, le projet DARPA et. Par exemple, on fournit des données à
l'apprenant, omme des aratères manusrits ou des ourriers indésirables, et la géné-
ralisation lui permet de se onfronter à de nouvelles données et don de reonnaître des
aratères érits par une nouvelle personne, ou enore ltrer des messages qu'il n'avait
jamais reçus.
Pour extraire es règles, il existe plusieurs tehniques, qui se révèlent plus ou moins
5
6 Introdution
bonnes selon la tâhe à aomplir. L'une d'entre elles s'appelle l'inférene grammatiale.
Comme son nom l'indique, ette tehnique permet d'inférer une grammaire, 'est-à-
dire un ensemble de règles basées sur des mots, haque mot étant la onaténation de
symboles issus d'un même alphabet. Nous pourrons par exemple avoir :
 {Chien, Le, Mange, . . .} ;
 {a, b, c, . . .} ;
 {0, 1}.
Ainsi, à partir d'un ensemble de mots omme :
 {LeChienMange,. . .} ;
 {abc, abcabc, . . .} ;
 {00001, 0111, . . .}.
et de toute autre aide extérieure disponible, un algorithme essayera de généraliser en
proposant des grammaires permettant de générer des mots qu'il n'a pas vu. Les règles
de grammaires pouvant être :
 {Phrase→ Sujet Verbe Complement, ArtileDeni → le | la | les, . . .} ;
 {S → SS |abc} ;
 {S → ZU,Z → ZZ|0, U → UU |1}.
Ces grammaires permettront alors à l'algorithme de trouver le langage assoié à es
règles
 la langue française,
 le langage formé des mots omposés de onaténations du mot abc,
 le langage dont les mots débutent par des 0, et se terminent par des 1.
De toute évidene, l'inférene grammatiale est partiulièrement adaptée à la re-
herhe d'un langage ible. Mais elle l'est également lorsque les données sont des mots
qui n'ont pas été générés par une grammaire. Nous parlons alors d'indution de gram-
maires. Par la suite, le terme inférene grammatiale regroupera l'inférene grammati-
ale à proprement parler ainsi que l'indution de grammaires [dlH05a℄.
Depuis 1957, une théorie est partiulièrement utilisée en inférene grammatiale :
elle de Noam Chomsky [Cho57℄. Cette théorie permet de diérenier les langages par
leurs règles de grammaires, nous parlons alors de la hiérarhie de Chomsky. Les langages
de base de ette hiérarhie sont appelés langages rationnels, ou enore langages réguliers.
Ils sont sensés être plus failes à apprendre que les langages de plus haut niveau, plus
omplexes.
La omplexité de l'apprentissage
Revenons maintenant un instant à Deep Though et à la question qui lui a été
posée. La réponse qu'il a donnée a néessité de très longues années de alul : plus de
sept millions. Par onséquent, les ingénieurs en avaient même oublié la question initiale.
Si nous pouvons omprendre que donner une réponse à  la grande question sur la
vie, l'univers et le reste  prenne bien plus de temps qu'eetuer une addition, nous
pouvons nous demander si sept millions d'années, e n'est pas un peu trop long. . . Pour
répondre à ela, il faut prendre en onsidération plusieurs points. Tout d'abord, la
Introdution 7
diulté de la question : faire une addition est plus simple que de aluler une raine
arrée. Ensuite la taille des données : faire une addition de 12 ave 3 demande moins
d'eorts qu'additionner deux nombres possédant haun une entaine de hires, il est
alors normal que la deuxième opération requière plus de temps que la première.
Lors de l'apprentissage de langages, la même question va se poser : mon programme
n'a-t-il pas mis trop longtemps pour apprendre ? Enore une fois, pour y répondre, il
faudra prendre en ompte deux fateurs. Tout d'abord, la taille de la grammaire ible :
un langage rationnel ne possédant que deux règles de grammaire doit être plus simple
à apprendre qu'un langage en possédant une dizaine. De même, la quantité de données
que le programme a à sa disposition va jouer un rle important : s'il ne dispose que
de peu de données, il ne devra mettre que peu temps pour formuler une hypothèse.
L'algorithme devra alors identier la ible en un temps raisonnable relativement à es
deux paramètres, plus formellement en un temps polynomial, pour pouvoir dire qu'il a
bien appris.
Ce onept de polynomialité est alors pris en ompte dans les diérentes dénitions
d'apprentissage. En inférene grammatiale, il existe plusieurs façons distintes d'ap-
prendre : les données peuvent être subies ou hoisies, l'inférene peut être exate ou
statistique. Trois paradigmes sont alors fréquemment utilisés :
1. L'identiation à la limite [Gol67, Gol78℄ qui orrespond à un apprentissage dit
exat : un algorithme identie à la limite une lasse de langages si quelque soit
le langage, lorsque nous lui donnons assez de données, il retourne exatement la
ible. De nombreuses variantes sont apparues pour mieux prendre en ompte les
ontraintes du monde réel : elles omptent le nombre de fois où l'apprenant hange
d'avis [AS83℄, le nombre d'erreurs qu'il fait [Pit89℄, ou bien bornent le temps
autorisé en fontion de la taille de la ible [dlH97℄. Des ontraintes probabilistes
ont également été ajoutées [CO94℄.
2. L'apprentissage atif [Ang87, Ang88b℄ qui modélise l'apprentissage de la langue
par un enfant qui interagit ave sa mère : un apprenant peut poser un ertain
nombre de question à un orale qui onnaît le langage ible. Les variations de
e paradigme sont alors liées aux types de questions qu'il est possible de poser
[Ang01, Tir08℄, ou à la façon de dénir l'orale [GM96, AKST97℄.
3. L'apprentissage Pa [Val84℄ pour Probablement Approximativement Corret : un
algorithme Pa apprend si la probabilité qu'il a de faire le moins d'erreur possible
est très grande. Ce paradigme sert essentiellement à prouver des résultats négatifs
d'apprenabilité [PV88, KV89℄, mais ertains travaux montrent qu'il est tout de
même possible d'apprendre dans e ontexte [War89, TC04℄.
Une lasse de langages apprenable dans un paradigme peut alors ne pas l'être dans
un autre. Il onvient don de hoisir onvenablement le paradigme en fontion de la
tahe à eetuer.
Une des lasses la plus intensivement étudiée est sans nul doute la lasse des langages
rationnels. Ces langages peuvent être représentés par des automates nis déterministes
(afd), modèles graphiques de leurs règles de grammaire. Depuis plusieurs années, de
nombreux travaux expliquent à travers diérentes méthodes omment les apprendre
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dans es diérents paradigmes en des temps raisonnables, que e soit en identiation à la
limite [Pit89, DMV94, dlH97, LPP98℄, en apprentissage atif [Ang90, BDGW94, BB06℄
ou enore en apprentissage Pa [LV91, Den01℄.
L'apprentissage à partir de données bruitées
Les données que vont utiliser les algorithmes d'apprentissage ontiennent des erreurs.
En eet, leur aquisition peut malheureusement être faussée pour plusieurs raisons :
mauvais alibrage d'une sonde, défaillane de fabriation d'un apteur, erreur de reopie,
oubli, et. Nous parlons alors de données bruitées.
Supposons par exemple que nous voulions lasser notre olletion de CD de musique
par genre. Nous allons utiliser un programme permettant de faire ela automatiquement.
Au préalable, nous donnons à notre programme quelques CD en préisant à haque fois
leur genre. Le programme onstruira alors des règles lui permettant de généraliser aux
CD qu'il n'a pas vu. Ainsi, il pourra lasser automatiquement le reste des CD.
Plusieurs problèmes peuvent alors se poser. Tout d'abord, lorsque nous préisons les
genres, nous pouvons nous tromper : la pohette nous indiquait de la musique lassique,
mais le CD n'était pas dans la bonne pohette ; 'était du jazz. Ensuite, lorsque nous
donnons le genre au programme, nous pouvons nous tromper dans l'ériture du genre :
nous pouvons taper  bluse  au lieu de  blues  par exemple. Enn, dans l'éhantillon
que nous donnons au programme, nous pouvons ne pas avoir de CD de hip-hop alors
qu'il en existe dans notre olletion.
De même, si nous voulons extraire ertaines règles à partir de plusieurs pagesHTML,
nous nous rendons très vite ompte que la plupart des sites internet ne respetent pas
la norme W3C. À haque balise ouvrante, il faut une balise fermante (omme pour les
parenthèses). Cependant beauoup de développeurs omettent, volontairement ou non,
de fermer les balises. De plus, ertains utilisent des balises à des endroits où ils n'ont
pas le droit selon leur DTD (la DTD ou  dénition de type de doument  permet de
spéier les règles d'utilisation des diérentes balises dans une page).
Ces deux exemples permettent d'appréhender le onept de bruit : quelques données
sont là par erreur, d'autres sont omises et enn, ertaines ont été modiées. En pratique,
quelques soient les moyens de réupérer des données, elles-i sont généralement bruitées.
Étudier l'apprentissage à partir de telles données semble alors essentiel.
Beauoup de travaux essaient de résoudre e problème diile [SG86, Sak93, SN98℄.
La plupart utilisent des statistiques pour déteter si une donnée n'est pas erronée.
Cependant, trop peu de travaux d'inférene grammatiale étudient l'apprentissage des
afd lorsque les données sont bruitées. De plus, es travaux utilisent pour la plupart un
modèle de bruit statistique, peu adapté à leur identiation : les données d'apprentissage
sont bruitées selon une ertaine distribution puis fournies à l'apprenant.
Identier les afd se fait alors généralement de la façon suivante : des algorithmes
 lassiques  d'identiation sont modiés pour être résistants au bruit. Ave des tests
statistiques, le nouvel algorithme déide si faire telle ation est légitime ompte tenu
des informations parfois ontraditoires qu'il possède (une donnée étiquetée positive et
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négative par exemple). Il prend alors un ertain risque à haque étape de son proessus
d'inférene [HBS03, SJT04℄.
Malheureusement, auun de es travaux n'arrive à gérer un taux de bruit signiatif
pour des automates non triviaux : à haque étape, la moindre erreur fausse l'automate
dans son ensemble. De plus, l'introdution de bruit fait perdre l'apprentissage exate
des automates : les algorithmes vont trouver un afd plus ou moins prohe de l'afd
ible, mais il n'existe auun moyen de savoir si l'algorithme a vraiment identié la ible.
D'un autre té, d'autres travaux ont déni des modèles de bruit non statistique.
Cependant, les auteurs montrent que les automates ne sont pas identiables dans es
adres bruités, mais mettent en avant d'autres lasses de langages, transversaux à la
hiérarhie de Chomsky. Par exemple, Stephan puis Case, Jain et Sharma [Ste97, CJS01℄
montrent qu'au travers un bruit non statistique, ertaines lasses réursivement énumé-
rables sont identiables.
Une lasse de langages apprenable en situations bruitées :
les boules de mots
La situation est don la suivante : d'un té, il est devenu ruial de pouvoir ap-
prendre à partir de données bruitées ; d'un autre, la plupart des travaux désirant iden-
tier les langages rationnels, langages de base de la hiérarhie de Chomsky, éhouent
dans leur tâhe.
Nous proposons don dans e travail e que pourrait être la base d'une hiérarhie
de lasses de langages identiables en présene de données bruitées : les langages topo-
logiques.
Supposons que nous voulions lasser des images. S'il est sans auun doute diile
pour un non-initié de diérenier une pipistrelle ommune d'une pipistrelle de Kuhl,
il est faile de diérenier un retangle d'un disque, et e, même si les images sont
outées ou en mosaïque (voir Figure 1). En fait, toutes les images omprenant des
formes géométriques simples peuvent aisément être identiées ave n'importe quel type
de modiations apportées à l'image.
Nous pensons qu'il en est de même pour les langages : les langages les plus simples,
reposant sur des notions de distane et don de topologie, doivent être reonnaissables,
même en présene de bruit.
Nous nous intéresserons en partiulier à la lasse des boules de mots, une boule étant
déni omme l'ensemble des mots dont la distane par rapport au entre est inférieure
à un ertain rayon. Contrairement à l'espae eulidien, les boules de mots ne sont pas
des objets  sphériques  et parfaitement symétriques. Néanmoins, elles peuvent être
apprises à partir de données bruitées.
De plus, les boules de mots sont en fait utilisées dans plusieurs autres travaux
où elles ne sont que rarement nommées. Elles servent alors à eetuer des reherhes
approximatives de haînes de aratères [SK83, Nav01℄, e qui permet également de
orriger des mots [SM02℄, mais aussi d'améliorer les performanes des algorithmes de
reherhe de plus prohes voisins [MOV94, BNC03℄.
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Fig. 1  Figures géométriques bruitées.
Reste du manusrit
Ce mémoire de thèse est omposé de six hapitres. Le premier hapitre ontient les
dénitions et notations élémentaires que nous utiliserons dans le reste du doument.
Nous y dénissons entre autres la distane d'édition qui nous servira à aluler la dis-
tane entre deux haînes de aratères, ainsi que la lasse des langages rationnels qui
sera notre point de omparaison pour l'apprentissage à partir de données bruitées.
Dans le hapitre 2, nous présentons les adres d'apprentissage  standards  de
l'inférene grammatiale. Nous y dénissons en partiulier la notion de requêtes de
orretion. Nous montrons alors omment apprendre les langages rationnels dans les
diérents paradigmes introduits.
Le hapitre suivant représente le ÷ur de la thèse : nous y expliquons dans un premier
temps e qu'apprendre à partir de données bruitées signie. Puis nous montrons que
les langages rationnels, bases de la hiérarhie de Chomsky, ne sont pas résistants au
bruit. S'en suit alors une disussion sur la néessité de onsidérer une nouvelle lasse de
langage omme point de départ pour une étude de l'apprentissage en situations bruitées.
Nous donnons dans le hapitre 4 la dénition de plusieurs lasses de langages basés
sur la distane d'édition dont nous pensons que l'apprentissage à partir de données
bruitées doit être possible. Nous étudions alors plus en détails les propriétés de l'une
d'entre elles, les boules de mots.
Dans les deux derniers hapitres, nous montrons que la lasse des boules de mots peut
être apprise à partir de données bruitées. Tout d'abord nous exhibons deux tehniques
d'identiation à la limite à partir de données bruitées systématiquement pour lesquelles
et apprentissage est possible. Puis nous terminons en proposant un modèle d'orale
pouvant répondre approximativement à des requêtes de orretion. Nous montrons alors
qu'un algorithme d'identiation des boules de mots peut être failement adapté pour
faire fae à e type d'orale.
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Enn, dans la onlusion, nous disutons des diérents résultats présentés et donnons




Le but de e hapitre est d'introduire les diérentes notations et dénitions nées-
saires à la ompréhension du reste du manusrit. Nous rappelons les dénitions usuelles
de la théorie des langages (par exemple les automates) puis nous nous intéressons aux
distanes entre haînes de aratères, et en partiulier à la distane d'édition.
1.1 Mot et ordre
Nous allons parler de langages formels. Dans la vie ourante, un  langage  est un
ensemble de phrases qui sont onstituées de mots ordonnés suivant ertaines règles (an
que la phrase appartienne au langage). Dans la théorie des langages, nous parlons de
lettres et de mots pour parler respetivement de mots et de phrases.
Dénition 1 (Alphabet et mot) Un alphabet Σ est un ensemble ni non vide de
symboles appelés lettres. Nous supposerons par la suite que |Σ| ≥ 2, sauf préisé autre-
ment. Un mot u (enore appelé haîne ou séquene) est une suite nie u = a1a2 . . . an
de lettres de Σ. Le mot vide (ne ontenant auune lettre) sera désigné par λ.
Exemple 1 ba, bbbbb, λ et a sont quatre mots dénis à partir d'un alphabet ontenant
au moins deux lettres, par exemple Σ = {a, b}.
L'ensemble de tous les mots (y ompris le mot vide) pouvant être onstruits à partir
de Σ est noté Σ∗. Soit k un entier, Σk, Σ≤k et Σ>k désignent respetivement l'ensemble
des mots de longueur k, de longueur inférieure ou égale à k et de longueur stritement
supérieure à k.
Nous notons |u| la longueur du mot u, et |u|a désigne le nombre d'ourrenes d'une
lettre a dans u.
Exemple 2 Les mots u = abba et v = aaaa = a4 sont de longueur |u| = |v| = 4, et
appartiennent tous les deux à Σ4, Σ≤10 ou enore Σ>2. Ils vérient |u|a = |u|b = 2,
|v|a = 4 et |v|b = 0.
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Dénition 2 (Sous-mots et fateurs) On dit qu'un mot u est un sous-mot de v,
noté u  v, si u est déni par u = a1a2 . . . an et s'il existe n+1 mots u0, u1, . . . , un ∈ Σ
∗
tels que v = u0a1u1 . . . anun.
 est un ordre partiel sur Σ∗. De plus, s'il existe deux mots u1, u2 ∈ Σ∗ tels que
u1uu2 = v, alors u est un fateur de v.
Exemple 3 Soient les mots u = aba, v = aabaa et w = ababbaa. u est alors un sous-
mot de v qui est lui-même un sous-mot de w : u  v  w. De plus, u est un fateur de
v et de w, mais v n'est pas un fateur de w.
Nous noterons lcs(u, v) (longest ommon subsequenes) l'ensemble des plus longs
sous-mots ommuns à u et v.
Exemple 4 Soient les mots u = abba et v = baab, alors lcs(u, v) = {aa, ab, ba, bb}.
Enn, l'ordre que nous utiliserons pour trier les mots est l'ordre hiérarhique (ou
enore length-lex ) :
Dénition 3 (Ordre hiérarhique) L'ordre hiérarhique < est déni par : ∀u, v ∈
Σ∗, u < v ⇐⇒ (|u| < |v|) ou (|u| = |v| et u <lex v) où <lex est la relation d'ordre
lexiographique, 'est-à-dire l'ordre utilisé dans le ditionnaire. Nous supposerons qu'il
existe un ordre sur l'alphabet Σ : par exemple, a < b < c < . . .
Exemple 5 Soit l'alphabet Σ = {a, b}. Les mots de Σ∗, lassés par ordre roissant selon
l'ordre hiérarhique, sont λ, a, b, aa, ab, ba, bb, aaa, aab, aba, abb, . . .
1.2 Langages et représentations standards
1.2.1 Dénitions
Dénition 4 (Langage) On appelle langage toute partie L ⊆ Σ∗, 'est-à-dire tout
sous-ensemble, ni ou inni, de Σ∗.
Exemple 6 Soit Σ un alphabet ontenant au moins les lettres a et b. Les langages
Σ≤100 et {ab, ba, aab, baa} sont des langages nis alors que Σ>2 et {w ∈ Σ∗ : |w|b = 0}
(l'ensemble de tous les mots ne ontenant pas de b) sont des langages innis.
Étant donné un ensemble ni de motsX, nous noterons ‖X‖ la somme des longueurs
des mots de X. La notation | · | est utilisée pour la ardinalité des ensembles.
Étant donnés L1 et L2 deux langages dénis sur un alphabet Σ, nous pouvons alors
dénir :
 l'union des deux langages : L1 ∪ L2 orrespondant à l'ensemble des mots de Σ
∗
appartenant à L1 ou L2,
 l'intersetion des deux langages : L1 ∩L2 orrespondant à l'ensemble des mots de
Σ∗ appartenant à L1 et L2,
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 la diérene symétrique des deux langages : L1 ⊕ L2 orrespondant à l'ensemble
des mots de Σ∗ appartenant soit à L1, soit à L2 (mais pas aux deux en même
temps), et
 la onaténation des deux langages : L1 ·L2 orrespondant à l'ensemble des mots
w = uv de Σ∗ dont u appartient à L1 et v appartient à L2.
1.2.2 Grammaires
Les langages sont représentables de plusieurs manières. L'une d'entre elles est sous
forme de grammaire :
Dénition 5 (Grammaire) Une grammaire formelle est un quadruplet 〈Σ, V, P, S〉
où Σ est l'alphabet des terminaux (ou lettres), V l'alphabet des non-terminaux, P ⊆
(V ∪ Σ)∗ × (V ∪ Σ)∗ un ensemble de règles de prodution et S ∈ V l'axiome.
Au milieu des années 1950, Noam Chomsky a hiérarhisé quatre grandes lasses
de grammaire [Cho57℄. Ces lasses sont dénies par des ontraintes sur les règles de
prodution :
Dénition 6 (Hiérarhie de Chomsky)
Les grammaires de type 0 n'ont auune ontrainte sur les règles de prodution.
Les grammaires de type 1 (ou grammaires sensibles au ontexte, en anglais ontext-
sensitive) ont des règles de prodution qui ne ontiennent qu'un seul non-terminal
en partie gauhe et une partie droite diérente de λ.
Les grammaires de type 2 (ou grammaires hors-ontextes, grammaires algébriques,
ou enore grammaires ontext-free) ont des règles de prodution dont les parties
gauhes sont formées d'un unique non terminal.
Les grammaires de type 3 (ou grammaires régulières, grammaires rationnelles) ont
des règles de prodution formées d'un non terminal en partie gauhe et soit d'une
unique lettre, soit d'une lettre puis d'un non terminal en partie droite.
À haque type de grammaire orrespond une lasse de langages (à λ près). Claire-
ment, un langage représentable par une grammaire de type 3 l'est par une grammaire
de type 2, et don 1 et bien sûr 0.
Un langage est dit régulier s'il est représentable par une grammaire régulière. De
même, il est dit purement hors-ontexte s'il peut être représenté par une grammaire
hors-ontexte, mais pas par une grammaire régulière.
1.2.3 Automates
Dénition 7 (Automate ni) Un automate ni est un quintuplet A = 〈Σ, Q, I, F, δ〉
où :
 Σ est un alphabet ni,
 Q est un ensemble ni d'états,
 I ⊆ Q est un ensemble d'états dits états initiaux,
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 F ⊆ Q est un ensemble d'états dits états naux ou aeptants, et
 δ est une fontion de transition de Q× Σ→ 2Q.
L'automate est dit ni ar il possède un nombre ni d'états. Ce nombre d'états sert
généralement omme taille de l'automate. Nous dénissons don la taille d'un automate
A omme étant |A| = |Q|.
Nous étendons la fontion de transition à une fontion de transition sur les mots
δ : Q × Σ∗ → 2Q. On dit que l'automate A aepte le mot w ∈ Σ∗ si ∃q ∈ I, δ(q, w) ∩
F 6= ∅. Dans le as ontraire, on dit qu'il le rejette. Le langage reonnu par A est
L(A) = {w ∈ Σ∗|∃q ∈ I, δ(q, w) ∈ F}
Exemple 7 Soit l'automate A = 〈Σ, Q, q0, F, δ〉 (voir Figure 1.1). A reonnaît le lan-




Fig. 1.1  Automate reonnaissant le langage a+b+.
Les langages dit réguliers sont reonnus par des automates nis déterministes.
Dénition 8 (Automate ni déterministe (afd)) Un automate ni déterministe
est un automate ni tel que :
 I = {q0}, 'est-à-dire qu'il n'y a qu'un état initial, et
 ∀q ∈ Q,∀a ∈ Σ, |{q′ : δ(q, a) = q′}| ≤ 1, 'est-à-dire que pour haque état, il existe
au plus une transition sortante par lettre de Σ.
Autrement dit, un automate ni est déterministe, si quelque soit w ∈ Σ∗, il existe
une unique façon d'aepter ou de rejeter w. L'automate donné Figure 1.1 n'est pas
déterministe. En eet, le mot aab peut être aepté (ou parsé) de plusieurs façons :
 soit en lisant le premier a par la boule sur q0, puis le seond par la transition de
q0 à q1,
 soit en lisant le premier a par la transition de q0 à q1, puis le seond par la boule
sur q1.
Pour haque automate ni non déterministe, il existe un automate ni déterministe
reonnaissant exatement le même langage.
Exemple 8 Si nous supprimons la boule sur l'état 0 de l'automate de la Figure 1.1,
nous obtenons un automate ni déterministe reonnaissant le même langage a+b+.
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L'étape pour passer d'un afn (automate ni non déterministe) à un afd est appe-
lée déterminisation. De plus, pour haque langage reonnu par un afd, nous pouvons
onstruire un afd minimal en nombre d'états. Cet afd minimal alors unique est ap-
pelé automate anonique. Minimiser un automate est un problème polynomial. Nous
pouvons don déterminer si deux afd sont équivalents, 'est-à-dire s'ils reonnaissent
le même langage, en les minimisant : ils le sont si les automates anoniques sont égaux.
1.3 Distanes entre mots
Une notion importante que nous allons utiliser est elle de distane. Si lorsque nous
parlons de distane dans la vie ourante, il est établi que e soit la distane eulidienne,
qu'en est-il des distanes entre mots ? Par exemple, le mot arré est-il plus prohe du
mot rond ou du mot retangle ? Tout dépend en fait de la distane utilisée. Au préalable,
rappelons la dénition mathématique d'une distane :
Dénition 9 On appelle distane sur un ensemble E une appliation d : E ×E → R+
vériant les propriétés suivantes :
1. Séparation : d(x, x) = 0
2. Symétrie : d(x, y) = d(y, x)
3. Non négativité : d(x, y) ≥ 0




1. Identité des indisernables : d(x, y) = 0 =⇒ x = y
2. Inégalité triangulaire : d(x, y) + d(y, z) ≥ d(x, z)
Exemple 9 Soient x et y deux veteurs tels que x = [x1, . . . , xn] et y = [y1, . . . , yn],
ave ∀i ≤ n, xi ∈ N . Des exemples typiques de distane sont alors :
 la distane disrète, dénie par d(x, y) =
{
0 si x = y
1 sinon
 la distane eulidienne, dénie par
√∑n
i=1 |xi − yi|
2
 la distane de Minkowski, dénie par
p
√∑n
i=1 |xi − yi|
p
ave p ≥ 1 (ou p-norme).
La distane eulidienne est alors la 2-norme.
Ces distanes sont largement utilisés sur des données numériques (vetorielles). Elles
sont en revanhe la plupart du temps inutilisables en l'état sur des données struturées
omme les arbres, les graphes ou les haînes.
Caluler la distane entre deux données struturées revient la plupart du temps à
aluler la distane entre les strutures. Bien souvent, on se donne un ensemble d'opéra-
tions réalisables et on ompte le nombre minimum d'opérations à eetuer pour passer
1
En réalité, une métrique au sens mathématique du terme doit vérier (i) d(x, y) ≥ 0,(ii) d(x, y) =
0 ⇔ x = y,(iii) d(x, y) = d(y, x) et (iv) d(x, z) ≤ d(x, y) + d(y, z).Telle qu'on la dénit, 'est-à-dire
en remplaçant (ii) par d(x, x) = 0, l'appliation dénit e que l'on appelle un éart sur l'ensemble E
induisant non plus un espae métrique mais un espae pseudométrique [Kel55℄.
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d'une struture à une autre. Cependant, plus la struture est omplexe, plus la distane
est diile à aluler : le alul de distane entre deux graphes onsiste simplement à
supprimer et à ajouter des sommets et des arêtes pour passer d'un graphe à l'autre.
Cependant, aluler ette distane peut alors être exponentiel dans le nombre de n÷uds
des graphes. . .
En revanhe, aluler la distane entre deux haînes se fait généralement en temps
polynomial dans la longueur de es haînes.
1.3.1 Distane d'édition
Une distane fréquemment utilisée pour omparer deux haînes est la distane d'édi-
tion, introduite en 1965 par Levenshtein [Lev65℄. Cette distane utilise trois opérations,
appelées opérations d'édition (ou opérations atomiques) :
 l'opération d'eaement, ou de suppression : elle transforme un mot w = uav en
w′ = uv ave u, v ∈ Σ∗ et a ∈ Σ ;
 l'opération d'insertion : opération inverse de la suppression, elle transforme un
mot w = uv en w′ = uav ave u, v ∈ Σ∗ et a ∈ Σ ;
 l'opération de substitution : pouvant s'apparenter à une suppression suivie d'une
insertion, elle transforme un mot w = uav en w′ = ubv ave u, v ∈ Σ∗, a, b ∈ Σ.
À haque opération d'édition est attribuée un oût. La distane d'édition est alors
dénie omme la somme minimale des oûts des opérations permettant de passer d'un
mot à un autre.
Il existe plusieurs variantes à la distane d'édition. Des variantes utilisant des trans-
position de deux lettres, voire des déplaements de sous-mots [CM07, SS07℄, et des va-
riantes utilisant diérents poids, omme par exemple la distane de Hamming [Ham50℄
qui n'utilise que les opérations de substitutions et qui est don un as partiulier de la
distane d'édition ave un oût inni pour les opérations d'eaement et d'insertion, et
un oût unitaire pour l'opération de substitutions.
Dans ertaines appliations, omme en biologie par exemple, il est néessaire d'avoir
des poids d'édition diérents, voire dépendants du ontexte. Par exemple, une insertion
en milieu de mot peut être plus oûteuse qu'en n mot, le remplaement d'un a par un
b être plus her que elui d'un b par un c. . . Certains travaux visent don à apprendre
les poids de la distane d'édition avant de l'utiliser [RY96, BJS06, OS06℄. D'autres
enrihissent la distane d'édition en autorisant des opérations plus omplexes omme
substituer deux lettres par une seule, par exemple hanger ph par f [BM00℄.
Sauf indiations ontraires, nous onsidérerons dans la suite du manusrit que le oût
des trois opérations d'édition est unitaire. Dans e as, nous pouvons alors redénir la
distane d'édition omme suit :
Dénition 10 (Distane d'édition) La distane d'édition entre deux mots w et w′,
notée d(w,w′), est le nombre minimum d'opérations d'édition néessaires pour réérire
w en w′.
Exemple 10 Soient w = babab et w′ = abbaa. d(w,w′) = 3. En eet, pour passer du
mot w à w′ il sut de supprimer le premier a de w, de l'insérer en tout début de mot
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et de remplaer le dernier b par un a. Comme il n'existe auune opération permettant
de passer diretement de w à w′, la distane d'édition entre le mot w = babab et le mot
w′ = abbaa est don de trois.
Une propriété de la distane d'édition que nous utiliserons souvent stipule que la
distane entre deux mots est au moins égale aux nombres d'insertions néessaires pour
égaliser les longueurs de es deux mots :
Proposition 1 Pour tous mots w,w′ ∈ Σ∗, d(w,w′) ≥
∣∣|w| − |w′|∣∣. De plus, d(w,w′)
=
∣∣|w| − |w′|∣∣ si et seulement si (w  w′ ou w′  w).
Pour aluler la distane entre deux mots, il existe souvent plusieurs suites d'opé-
rations possibles ayant un oût minimum. Dans l'exemple 10 i-dessus, nous pouvons
également utiliser trois substitutions pour passer de w à w′ : substituer le premier b et
le dernier b par des a puis le premier a par un b. La séquene d'opérations eetuées
pour passer d'un mot à l'autre est alors appelée sript d'édition.
Dénition 11 (Sript d'édition) Le sript d'édition est une suite de ouples (ai, bi)
tels que
1. haque ouple représente :
 la suppression de la lettre ai si bj = λ,
 l'insertion de la lettre bj si ai = λ et
 la substitution de la lettre ai par bj .
2. les onaténations a0a1a2 · · · et b0b1b2 · · · sont respetivement égales à w et w
′
, un
sript d'édition étant exéuté de gauhe à droite : le sript (a, b)(a, λ) transforme
don le premier a de aa en b et supprime le seond a.
Exemple 11 Pour passer de w = babab à w′ = abbaa, il existe quatre sripts d'édition
permettant de aluler d(w,w′) :
 (b, a), (a, b), (b, b), (a, a), (b, a)
 (b, λ), (a, a), (λ, b), (b, b), (a, a), (b, a)
 (λ, a), (b, b), (a, λ), (b, b), (a, a), (b, a)
 (b, λ), (a, a), (b, b), (λ, b), (a, a), (b, a)
Une façon plus visuelle mais équivalente permettant de représenter la suite d'opé-
ration utilisée dans le alul de la distane d'édition s'appelle l'alignement. On plae
des  espaes  à l'intérieur (ainsi qu'aux extrémités si néessaire) de w et w′ et on les
plae l'un au-dessus de l'autre an qu'ils s'alignent :
Exemple 12 Le sript d'édition (b, λ), (a, a), (λ, b), (b, b), (a, a), (b, a) est équivalent à
l'alignement :
b a λ b a b
| | | |
λ a b b a a
20 Dénitions
Une autre représentation, elle que nous utiliserons le plus souvent, s'inspire des
dérivations de réériture. Étant donnés deux mots w,w′ ∈ Σ∗, on dit que w se réérit
en w′ en un pas, noté w −→ w′ si une des opérations d'édition a été appliquée. On note
alors w
k
−→ w′ si w peut se réérire en w′ à l'aide de k opérations d'édition et w ∗−→ w′ la






−→. Dans e as2, la distane
d'édition est le plus petit entier k ∈ N tel que w
k
−→ w′.
Exemple 13 Le sript d'édition (b, λ), (a, a), (λ, b), (b, b), (a, a), (b, a) peut être repré-
senté par la dérivation babab −→ abab −→ abbab −→ abbaa. Il est à noter qu'une même déri-
vation peut représenter plusieurs sripts d'édition. Ainsi babab −→ abab −→ abbab −→ abbaa
représente également (b, λ), (a, a), (b, b), (λ, b), (a, a), (b, a).
1.3.2 Programmation de la distane d'édition
Il existe plusieurs façons de programmer le alul de la distane d'édition. La plupart
visent à améliorer la omplexité de l'algorithme général reposant sur la formule suivante :
d(ua, vb) = min


d(ua, v) + cout(insertion)
d(u, v) + cout(substitution)
d(u, vb) + cout(suppression)
(1.1)
où cout(insertion), cout(substitution), cout(suppression) représentent respetivement le
oût d'une insertion, d'une substitution et d'une suppression dans le as plus géné-
ral où le oût de haque opération peut être diérent. Les algorithmes que nous al-
lons donner seront généralement dénis pour cout(insertion) = cout(substitution) =
cout(suppression) = 1.
L'Algorithme 1 est l'algorithme de base du alul de la distane d'édition entre







ontienne la distane d'édition d(u, v), en alulant la distane
d'édition entre haque préxe de u et v.
Par exemple, le alul de la distane d'édition entre u = babab et w = abbaa par
l'Algorithme 1 permet de remplir M de la manière suivante :
u
λ(0) a(1) b(2) b(3) a(4) a(5)
v
λ(0) 0 1 2 3 4 5
b(1) 1 1 1 2 3 4
a(2) 2 1 2 2 2 3
b(3) 3 2 1 2 3 3
a(4) 4 3 2 2 2 3
b(5) 5 4 3 2 3 3
On omprend alors lairement pourquoi l'algorithme est orret : son invariant est
qu'il permet de passer du mot u1 · · · ui au mot v1 · · · vj en utilisant un nombre minimal
de M [i][j] opérations d'édition (grâe à l'équation 1.1).
2
En onsidérant que les poids des opérations valent 1.
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Algorithme 1 : Algorithme général du alul de la distane d'édition
Données : Deux mots u et v






M [0][0] ← 0;1
// Initialisation de la olonne
pour i← 0 à |u| faire2
M [i+ 1][0]←M [i][0] + 1;3
npour4
// Initialisation de la ligne
pour i← 0 à |v| faire5
M [0][i + 1]←M [0][i] + 1;6
npour7
pour i← 0 à |u| faire8
pour j ← 0 à |v| faire9
M [i+ 1][j + 1]← min


M [i][j + 1] + cout(insertion)
M [i][j] + cout(substitution)





1.3.3 Extensions de la distane d'édition
Bien qu'utilisant la programmation dynamique, l'Algorithme 1 a une omplexité
temporelle et spatiale de (|u|+ 1)× (|v|+ 1) (due au remplissage du tableau).
Cette omplexité peut alors être trop importante si nous travaillons sur de très
longues haînes. Une première amélioration plutt triviale onerne alors la omplexité
spatiale. En eet, plutt que de garder en mémoire tout le tableau, seule la dernière ligne
remplie est utile pour ompléter la suivante. On peut alors adapter l'algorithme pour





Une autre amélioration onerne la omplexité temporelle. Cette idée vient des au-
teurs Arlazarov, Dini, Kronrod et Faradzev [ADKF70℄ et a été adaptée par Masek et
Paterson [MP80, MP83℄. La tehnique, dite des quatre Russes, onsiste à partitionner





sur haun des blos. Pour ela, elle part du onstat que haque ase dans
M ne peut diérer qu'au maximum d'une valeur de 1 ave une ase adjaente. L'amélio-
ration onsiste alors à oder les blos ave des veteurs de valeurs dans {−1, 0, 1} dans
les premières et dernières lignes et olonnes de haque blo. Un pré-alul sur toutes les
façons d'obtenir un blo permet d'arriver au résultat. Au nal, la tehnique des quatre











Il peut également être intéressant d'utiliser d'autres algorithmes dans ertains as.




|u| + d(u, v)2
)
et de pire omplexité en O
(
|u| × d(u, v)
)
. Du oup, lorsque d << n,
'est-à-dire lorsque nous savons que les mots auront une faible distane par rapport à
leur longueur (lorsque nous omparons une haîne d'ADN et sa mutation par exemple),
et algorithme sera bien plus rapide que l'Algorithme 1. De même, dans [All92℄ Allison
tire avantage de la programmation fontionnelle
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. Dans les deux as, au lieu de remplir le tableauM ligne à ligne, les auteurs





Le leteur désireux d'en savoir plus sur le alul de la distane d'édition pourra
onsulter des ouvrages omme [Gus97, CHL01℄.
Il est également intéressant de noter qu'en gardant en mémoire un pointeur sur la
ase d'où provient le résultat deM [i][j], on peut retrouver les sripts d'édition ainsi que
les alignements en temps polynomial.
Outre dans les travaux ités i-dessus, la distane d'édition entre haînes est utilisée
dans diverses appliations. Elle peut servir en tant qu'aide à la reonnaissane de poly-
gones lorsqu'elle est utilisée sur des mots yliques [Mae91℄, d'esquisses faites à la main
[LTZ96℄, d'empreintes digitales [JPHP00℄ ou plus simplement de aratères manusrits
[CSS99℄.
Des travaux de biologie l'emploient aussi pour aluler des distanes entre strutures
arn [JLMZ02℄ ou pour omparer des génomes [San92℄. En linguistique, elle aide à
la déouverte de morphèmes [HMGS05℄, à la orretion orthographique de langages
agglutinatifs [OG94℄ et elle permet de dénir des analogies entre séquenes [MBD05℄.
On la trouve également en omparaison ou reherhe de musiques [LU00℄, de vidéos
[ALK99℄, d'ontologies [MS02℄ ou de fouille du web [GG08℄.
Enn, elle peut aussi être étudiée en tant que distane. Dans [OR07℄ par exemple,
les auteurs montrent que la distane d'édition peut être ramenée à une distane de
Manhattan, lorsqu'elle est utilisée sur des mots binaires, ave une faible distortion. Des
travaux plus lassiques se servent de ses propriétés de distane pour de la reherhe de
plus prohes voisins [MOV94, Ind04℄.
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Plus partiulièrement de l'évaluation paresseuse (lazy programming).
Chapitre 2
Les adres d'apprentissage
En inférene grammatiale, apprendre revient à présenter une hypothèse onsistante
ave les données qui sont portées à notre onnaissane. An de savoir si nous avons
 bien  appris, il onvient de onnaître e que nous voulions apprendre, à partir de
quoi, et ombien de  temps  a été néessaire pour formuler nos hypothèses.
La qualité du résultat d'apprentissage va fortement dépendre des exemples que l'al-
gorithme aura. Par exemple, s'il ne voit qu'un ensemble ni de données positives, il va
être diile de généraliser : si un apprenant ne généralise pas susamment, il risque
un apprentissage par ÷ur, 'est-à-dire reonnaître uniquement les données déjà vues, à
l'inverse s'il généralise trop, il risque de retourner rapidement des hypothèses aeptant
pratiquement tous les mots de Σ∗.
Dans le reste du manusrit, nous allons nous intéresser à l'apprentissage de diverses
lasses de langages. Ce qui nous intéresse en partiulier est l'apprentissage de langages
à partir de données bruitées. En eet, en pratique, les données dont nous disposons
sont bruitées, 'est-à-dire que parmi les données d'apprentissage, ertaines ont subi
des modiations. An de formaliser l'apprentissage à partir de données bruitées, nous
allons au préalable nous intéresser à e que signie apprendre.
L'apprentissage se fait à partir de données et un apprenant peut les obtenir de
deux moyens diérents : soit une séquene d'informations existe et l'apprenant peut
les prendre une par une, soit il peut demander de l'information à un orale. Pour es
deux moyens, l'évaluation de l'apprentissage peut se faire d'un point de vue probabiliste
(sommes-nous plus ou moins prohe de la réponse ?), ou d'un point de vue asymptotique
(avons-nous oui ou non la bonne réponse ?).
Dans e hapitre nous nous intéresserons dans un premier temps aux objets à ap-
prendre. Nous étudierons ensuite les trois paradigmes habituels d'apprentissage ara-
térisant quelles sont les  bonnes  façons d'apprendre :
 l'identiation à la limite : les données sont subies et l'apprenant doit trouver la
bonne réponse ;
 l'apprentissage atif ou apprentissage à partir de requêtes : l'apprenant hoisit ses
données via un orale et l'apprenant doit trouver exatement la réponse ;
 l'apprentissage Pa : l'apprenant peut hoisir ses données ou les subir, mais l'éva-
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luation de l'apprentissage se fait de façon probabiliste.
Enn, nous verrons omment apprendre les afd dans es diérents adres.
2.1 Classes de langages et représentations
Lorsque nous voulons identier un langage, nous avons le hoix entre plusieurs lan-
gages. Nous allons don identier la ible parmi une lasse de langages. De plus, les
hypothèses que nous émettons ne sont pas retournées sous formes de langages mais sous
formes de représentations.
Soient L une lasse de langages et R(L) une lasse de représentations des langages
de L. Typiquement, les lasses de langages que nous onsidérerons seront par exemple les
langages réguliers ou algébriques, et les lasses de représentations seront les grammaires
algébriques ou les automates nis déterministes.
Les lasses de langages L et de représentations R(L) sont reliées par une fontion
dite de nommage L : R(L) → L qui pour n'importe quelle représentation retourne le
langage orrespondant. Cette fontion est une fontion qui est totale, 'est-à-dire ∀G ∈
R(L),L(G) ∈ L. De plus, elle est surjetive : ∀L ∈ L,∃G ∈ R(L) tel que L(G) = L.
Il est à noter qu'elle n'est ependant pas néessairement injetive. En eet, un même
langage peut être représenté de plusieurs façons diérentes.
Pour n'importe quels mots w ∈ Σ∗ et langage L, nous érirons L |= w si w ∈ L.
De même, omme les grammaires peuvent être vues omme un ensemble d'informations
permettant à un analyseur, en anglais parser, de reonnaître des mots, pour n'importe
quel mot w ∈ Σ∗ et grammaire G, nous érirons G ⊢ w si l'analyseur reonnaît w. La
syntaxe et la sémantique sont alors liées par la fontion de nommage : G ⊢ w ⇐⇒
L(G) |= w.
Nous allons également nous intéresser par la suite à des problèmes de omplexité :
quels langages sont apprenables en peu de temps ? Quels sont eux qui ne le sont pas
même ave beauoup de données ? Pour ela il nous faut pouvoir mesurer la taille
des représentations et en partiulier, les tailles des grammaires. Cette taille doit être
raisonnable dans le sens où un langage possédant peu de données ou pouvant être dérit
simplement, doit avoir une taille plus petite qu'un langage exponentiellement plus grand.
Généralement, la taille d'une grammaire G est polynomialement liée au nombre de bits
néessaires pour enoder G. Nous utiliserons ‖G‖ pour noter ette taille. En e qui
onerne les automates, leur taille sera leur nombre d'états.
2.2 Identiation à la limite
Dans le paradigme standard d'identiation à la limite de Gold, un apprenant reçoit
une séquene innie d'informations. Cette séquene doit l'aider à trouver exatement la
représentation G ∈ G d'un langage ible inonnu L ∈ L.
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2.2.1 Notations préliminaires
Pour l'apprenant, tout se passe omme si une quantité innie de données arrivent
sans disontinuer. Cette suite d'information s'appelle une présentation :
Dénition 12 (Présentation) Soit L une lasse de langages, une présentation de
L ∈ L est une fontion N → X où X est un ensemble.
Étant donnée une présentation f, nous noterons fm l'ensemble {f(j) : j < m} des
m+ 1 premiers éléments de f, et f(n) son n-ème élément.
Nous notons Pres(L) un ensemble de présentations. Une présentation dénote un
langage de L. En d'autres termes, il existe une fontion yield : Pres(L) → L. Si
L = yield(f) alors nous dirons que f est une présentation de L, ou f ∈ Pres(L).
Ave ette dénition, les présentations sont à prendre au sens large : e sont des
séquenes de n'importe quel type d'informations pouvant aider à l'apprentissage du
langage.
Typiquement, les données qui arrivent sont des mots étiquetés du langage ible, mais
e n'est pas toujours le as.
Exemple 14 Considérons le langage L = a+b+.
 Si les mots de la présentation sont uniquement des mots appartenant au langage
ible, X vaut Σ∗. Si en outre, yield(f) = f(N), alors la présentation est appelée
un texte. Dans e as, nous noterons alors Pres = Texte.
Par exemple, f = {aab, abbbb, ab, aab, . . .} n'est omposée que de mots appartenant
à L. Si tous les mots de L sont présentés alors f est aussi un texte.
 Lorsque la présentation est omposée de paires étiquetées (w, l) où (w ∈ L ⇒
l = +) et (w 6∈ L⇒ l = −), 'est-à-dire à la fois d'exemples positifs et d'exemples
négatifs, nous parlerons d'un informateur. Nous avons alors X = Σ∗ ×{+,−} et
si f(N) = L(G)× {+} ∪ L(G)× {−}, nous noterons Pres = Informateur.
Soit f
′ = {(aab,+), (bab,−), (aa,−), (abb,+), (aaba,−), . . .}. f′ est une présen-
tation de L qui est onsidérée omme un informateur si tous les mots de Σ∗
apparaissent.
 Texte et Informateur sont habituellement les deux types de présentations uti-
lisées. Toutefois, X peut aussi être plus restreint : ela peut être une suite de
préxes des mots du langages, des indiations sur la plae des lettres dans les
mots, leur nombre et.
Nous noterons Pres = Presentation lorsque nous voudrons parler indiéremment
d'un Texte ou d'un Informateur.
Ensuite, pour apprendre, nous aurons besoin d'un algorithme d'apprentissage, 'est-
à-dire d'un programme qui utilisera une présentation an de retourner des hypothèses
sur le langage ible à apprendre. Ces hypothèses seront faites sous forme de représenta-
tions :
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Dénition 13 (Algorithme d'apprentissage) Un algorithme d'apprentissage Alg






Notez qu'étant données deux présentations f et g, si f(N) = g(N) alors yield(f) =
yield(g). En eet, si tel n'était pas le as, L ne serait pas apprenable à partir de
Pres(L) : deux langages partageant à l'inni une même présentation ne peuvent pas
être distingués l'un de l'autre. Il en déoule que si f ∈ Pres(L) et g : N → X telles que
g(N) = f(N) alors g ∈ Pres(L).
2.2.2 Identiation à la limite sans ontraintes de polynomialité
L'identiation à la limite réussit si à un ertain rang de la présentation, l'algorithme
arrive à retourner toujours la même hypothèse, elle orrespondant au langage ible. La
dénition suivante est une modiation de elle de [Gol78℄ :
Dénition 14 On dit que G est identiable à la limite à partir de Pres s'il existe un
algorithme Alg tel que pour tout G ∈ G et pour toute présentation f de L(G), il existe
un rang n tel que pour tout m ≥ n, Alg(fm) = Alg(fn) et L(Alg(fm)) = L(G).
L'identiation à la limite onduit parfois à des résultats négatifs. En partiulier :
Théorème 1 ([Gol67℄) Soit L une lasse de langages, si L ontient tous les langages
nis et au moins un langage inni (on dit alors que la lasse est super nie), alors L
n'est pas apprenable.
Toutefois, l'absene de ontraintes onduit souvent à des résultats d'apprentissage
positifs, mais à des algorithmes inutilisables en pratique. C'est pourquoi plusieurs au-
teurs ont essayé de dénir une identiation à la limite polynomiale, en introduisant
diérents ritères d'eaité et en les ombinant.
2.2.3 Contrainte de temps de mise à jour
An de pouvoir utiliser onrètement les algorithmes d'apprentissage, il est nées-
saire que eux-i n'utilisent qu'une petite quantité de temps à haque nouvelle donnée
reçue, sous peine de ne pas pouvoir onnaître le résultat de l'apprentissage avant un
long moment. Il est don raisonnable de penser que la polynomialité doit onerner la
quantité de temps dont l'algorithme dispose pour apprendre :
Dénition 15 (Temps de mise à jour polynomial) On dit qu'un algorithme Alg
a un temps de mise à jour polynomial s'il existe un polynme p() tel que, pour haque
présentation f et haque entier n, onstruire Alg(fn) néessite un temps en O(p(‖fn‖)).
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Cette ontrainte de temps de mise à jour polynomial n'est pas ependant pas sa-
tisfaisante. Dans [Pit89℄, Pitt montre en eet que même ave ette ontrainte, un ap-
prenant pourrait résoudre un problème NP-diile : il lui surait en eet d'attendre
patiemment tout en reevant des exemples. Lorsqu'il a aumulé un nombre exponen-
tiel d'exemples, il disposerait alors d'une quantité de temps susante pour résoudre un
problème NP-diile. . .
Plusieurs autres ritères sont alors envisageables en plus de la ontrainte de temps
de mise à jour : la quantité d'exemples reçus, le nombre de fois où l'apprenant fait une
fausse hypothèse ou enore le nombre de fois où il hange d'avis.
2.2.4 Contrainte de hangement d'avis
Le seond ritère de polynomialité que nous présentons onerne don le nombre de
fois où l'apprenant hange d'avis (Mind Changes, noté M) [AS83℄ :
Dénition 16 (Changement d'avis (M)) Étant donnés un algorithme Alg et une
présentation f, on dit que Alg hange d'avis au temps n si Alg(fn) 6= Alg(fn−1). On
dit que Alg est onservatif s'il ne hange jamais d'avis lorsque son hypothèse ourante
est onsistante ave le nouvel élément présenté.
Dans e as, l'apprentissage sera alors  bon  si le nombre de hangement d'hypothèses
n'est pas trop grand :
Dénition 17 (Identiation M polynomiale) Un algorithme Alg identie une
lasse G à la limite en temps M polynomial si
1. Alg identie G à la limite,
2. Alg a un temps de mise à jour polynomial et
3. Alg fait un nombre polynomial de hangement d'avis : il existe un polynme p()
tel que, pour haque grammaire G et haque présentation f de L(G), #M(f) ≤
p(‖G‖) où #M(f) est le nombre de M : #M(f) = |{k ∈ N : Alg(fk) 6=
Alg(fk+1)}|.
Notons que la dernière ondition n'implique pas les deux autres.
Exemple 15 Soient le langage Sn = {a
i : n ≤ i ≤ n + 9} et la lasse de langages S
omprenant tous les langages Sn,∀n ∈ N
+
. Chaque langage omprend don 10 mots et
∀i, j ∈ N, 0 < i < j, Si 6⊆ Sj, puisque a
i
n'est pas dans Sj et a
j+10
n'appartient pas à Si.
Soit l'algorithme suivant :
1. Lire la donnée f(n), soit u la plus petite des données de f et v la plus grande.
2. Si |v| = |u|+ 9 retourner S|u| sinon, retourner S1.
3. Aller en 1.
Cet algorithme identie à la limite S en faisant un seul hangement d'hypothèse. En
eet, l'algorithme n'a pas besoin d'être onsistant. Il peut don attendre d'avoir les 11
mots du langages (tout du moins les deux bornes) pour formuler son hypothèse. De plus,
il a un temps de mise à jour polynomial. S est don identiable à la limite en temps
M polynomial.
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Bien évidemment, il n'est pas toujours possible de faire un unique hangement d'hy-
pothèse, par exemple pour ertains langages innis. Cet exemple montre ependant qu'il
peut être possible de ne faire que peu de hangements d'hypothèses même si la taille de
la grammaire ible est grande : si les nouveaux exemples de la présentation ne sont pas
onsistants ave l'hypothèse ourante, l'algorithme peut attendre jusqu'à e qu'il juge
d'avoir assez de données pour formuler une autre hypothèse. Si un algorithme  passe 
jusqu'à voir tous les mots de Σ∗, il pourrait don n'eetuer qu'un seul hangement
d'hypothèse tout en vériant les deux autres points de la Dénition 17. En revanhe,
si le fait de hanger d'hypothèse est oûteux, il sera pertinent d'utiliser e ritère de
polynomialité pour apprendre.
Enn, une notion que nous retrouverons souvent ave les hangements d'hypothèses
est elle du témoin de minimalité :
Dénition 18 (Témoin de minimalité) Soit G ∈ G une grammaire telle que L =
L(G). Soit f ∈ Pres(L). Un témoin de minimalité pour G ∈ G est un ensemble
X ⊆ f(N) onsistant ave G tel que ∀G′ ∈ G, si X est aussi onsistant ave G′, alors
‖G′‖>‖G‖ ou bien G′ = G. Il peut exister zéro, un ou plusieurs témoins pour G ; nous
dirons alors que G admet un témoin s'il en existe au moins un.
En d'autres termes, si nous pouvons exhiber un témoin de minimalité, nous pouvons
garantir une borne inférieure quant à la taille de la représentation. De e fait, nous
verrons que s'il existe un témoin de minimalité pour toutes les grammaires d'une lasse,
es dernières seront identiables en temps M polynomial. Les témoins de minimalité
sont diérents des tell tales d'Angluin [Ang80℄ dans le sens où es derniers garantissent
la minimalité au sens de l'inlusion et non de la taille de la représentation. De plus, Les
tell tales sont inlus dans les langages alors que les témoins de minimalité sont inlus
dans les présentations et don peuvent ontenir des exemples négatifs.
Exemple 16 Soient le langage Sn = {a
i : n ≤ i ≤ n + 9} et la lasse de langages S
omprenant tous les langages Sn,∀n ∈ N
+
.
Soit f ∈ Pres(S) une présentation de type Informateur. Supposons qu'il existe
u, v ∈ f tels que v soit le plus petit exemple positif de f et u le plus grand exemple négatif
de f tel que |v − 10| < |u| < |v|. L'ensemble {u, v} est alors un témoin de minimalité
pour le langage S|u|+1. En eet, v garantit que la taille est omprise entre |v| − 10 et
|v| + 10 et le ontre-exemple u rend impossible toute grammaire de taille inférieure à
|u|+ 1.
2.2.5 Contrainte de nombres d'erreurs impliites
Troisièmement, nous pouvons borner le nombre de fois où l'apprenant se trompe
plutt que le nombre de M. Plus formellement, il s'agit du nombre d'erreurs impliites
[Pit89℄ que ommet l'algorithme durant son apprentissage :
Dénition 19 (Erreur impliite de prédition (Ipe)) Étant donnés un algorithme
d'apprentissage Alg et une présentation f, on dit que Alg fait une erreur impliite de
prédition (Impliit Predition Error, noté Ipe) au temps n si Alg(fn−1) 6⊢ f(n).
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Alg fait don une Ipe si le nouvel exemple positif n'appartient pas à l'hypothèse ou-
rante, ou si, dans le as d'un Informateur par exemple, l'exemple négatif appartient
à ette hypothèse.
Nous dirons que Alg est onsistant s'il hange d'avis haque fois qu'une erreur de
prédition est détetée ave le nouvel élément.
L'apprentissage sera alors  bon  si le nombre d'erreurs n'est pas trop grand par
rapport à la taille de la grammaire :
Dénition 20 (Identiation Ipe polynomiale) Un algorithme Alg identie une
lasse G à la limite en temps Ipe polynomial si
1. Alg identie G à la limite,
2. Alg a un temps de mise à jour polynomial et
3. Alg fait un nombre polynomial d'erreurs impliites de prédition : il existe un po-
lynme p() tel que, pour haque grammaire G et haque présentation f de L(G),
#Ipe(f) ≤ p(‖G‖) où #Ipe(f) est le nombre d'Ipe : #Ipe(f) = |{k ∈ N :
Alg(fk) 6⊢ f(k + 1)}|.
Exemple 17 Reprenons le langage Sn = {a
i : n ≤ i ≤ n + 9} et la lasse de langages
S omprenant tous les langages Sn,∀n ∈ N
+
.
Soit l'algorithme suivant :
1. Lire la donnée f(n), soit u la plus petite des données de f.
2. Retourner S|u|.
3. Aller en 1.
Cet algorithme identie à la limite S en faisant au plus 10 Ipe. Voii un exemple de
l'exéution de l'algorithme sur une présentation du langage ible S2 :
i : 0 1 2 3 4 5 6 7 8 9 10 . . .
f(i) : a10 a9 a8 a5 a4 a3 a8 a2 a7 a11 a4 . . .
Ipe : oui oui oui oui oui non oui non non non . . .
Retour : S10 S9 S8 S5 S4 S3 S3 S2 S2 S2 S2 . . .
L'algorithme fera alors au maximum 9 Ipe si les données apparaissent dans l'ordre
 inverse  (de an+9 à an). En revanhe, il est possible de faire moins d'Ipe en hangeant
d'hypothèse même si les nouvelles données sont onsistantes ave l'hypothèse ourante.
Soit l'algorithme suivant :
1. Lire la donnée u.
2. Retourner S|u|−5 (ou S1 si |u| − 5 ≤ 0).
3. Lire la donnée, soient u la plus petite des données de f et v la plus grande.
4. Retourner S⌈ |u|+|v|
2
⌉−5 (ou S1 si ⌈
|u|+|v|
2 ⌉ − 5 ≤ 0).
5. Aller en 3.
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Cet algorithme fera un nombre plus petit d'Ipe ar il essaie de regrouper le plus
possible de données au  entre  du segment hypothèse. Voii un exemple de l'exéution
de et algorithme sur la même présentation que préédemment :
i : 0 1 2 3 4 5 6 7 8 9 10 . . .
f(i) : a10 a9 a8 a5 a4 a3 a8 a2 a7 a11 a4 . . .
Ipe : non non non non non non non non oui non . . .
Retour : S5 S5 S4 S3 S2 S2 S2 S1 S1 S2 S2 . . .
Changer d'hypothèse pour essayer de oller au mieux aux données permet don ii
à l'algorithme de ne faire qu'une erreur. Évidemment, e n'est pas toujours le as. Ii,
l'algorithme fera un maximum de 3 Ipe :
i : 0 1 2 3 4 . . .
f(i) : a10 a15 a7 a16 a6 . . .
Ipe : oui oui oui non . . .
Retour : S5 S8 S6 S7 . . .
Nous avons dit que lorsqu'un algorithme Alg est onsistant, il hange d'avis haque
fois qu'une erreur de prédition est détetée. Il fera alors au moins autant de hange-
ments d'hypothèses que d'erreurs de prédition : #Ipe(f) ≤ #M(f). De la même façon,
si Alg est onservatif alors il ne hange jamais d'avis lorsque son hypothèse ourante
est onsistante. Nous avons don #M(f) ≤ #Ipe(f). Aussi, nous pouvons en déduire
le lemme suivant :
Lemme 1 Si Alg identie la lasse G à la limite en temps M polynomial et s'il est
onsistant, alors Alg identie G en temps Ipe polynomial. De même, si Alg identie
G en temps Ipe polynomial et s'il est onservatif, alors Alg identie G en temps M
polynomial.
2.2.6 Contrainte d'ensemble aratéristique
Le quatrième ritère onerne la quantité minimum de données qu'un algorithme doit
reevoir pour apprendre. Il est en eet raisonnable de penser que l'apprenant a le droit
d'apprendre plus  lentement  des grammaires qui ont des tailles plus importantes :
Dénition 21 (Ensemble aratéristique polynomial) Une lasse de grammaires
G admet un ensemble aratéristique polynomial s'il existe un algorithme Alg et un
polynme p() tels que pour toute grammaire G ∈ G, il existe Cs ⊆ X ave
1. ‖Cs‖ ≤ p(‖G‖),
2. L(Alg(Cs)) = L(G) et
3. pour tout f ∈ Pres(L), pour tout n ≥ 0, si Cs ⊆ fn alors Alg(fn) = Alg(Cs).
Un tel ensemble Cs est appelé ensemble aratéristique de G pour Alg, et si Alg existe,
nous dirons que G est identiable à la limite en temps Cs polynomial.
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Exemple 18 Soient le langage Sn = {a
i : n ≤ i ≤ n + 9} et la lasse de langages S
omprenant tous les langages Sn,∀n ∈ N
+
.
S est alors identiable à la limite en temps Cs polynomial. En eet, dénissons l'en-
semble aratéristique suivant pour haque langage Sn : Cs = {a
n, an+9}. Nous pouvons
alors failement onstruire un algorithme qui vérie l'existene d'un tel ensemble ara-
téristique dans la présentation et retourne le langage orrespondant. Comme la taille des
ensembles aratéristiques vaut ‖Cs‖ = n+n+9 = 2n+9, que ‖Sn‖ = 10n+45, nous
avons bien ‖Cs‖ ≤ p(‖Sn‖). De plus, l'algorithme retourne bien le bon langage à partir
de l'ensemble aratéristique. Enn, si l'ensemble aratéristique apparaît dans la pré-
sentation l'algorithme retournera toujours le même langage, alors S est alors identiable
à la limite en temps Cs polynomial.
Notons que si une lasse de grammaires admet seulement des ensembles aratéris-
tiques dont la taille est exponentielle, alors auun algorithme ne pourra onverger sans
reevoir une quantité déraisonnable de données ! L'existene d'un ensemble aratéris-
tique polynomial est néessaire mais pas susante. Des dénitions plus ontraignantes
d'ensembles aratéristiques polynomiaux existent [dlH97℄.
2.3 Apprentissage atif
Le seond paradigme d'apprentissage que nous utiliserons est dû à Angluin [Ang88b℄.
Dans e adre d'apprentissage, l'apprenant doit toujours trouver un langage ible mais,
pour s'aider, il peut interroger un orale qui onnaît e langage. Il peut alors poser
des questions à l'orale sous forme de diérents types de requêtes et e dernier doit y
répondre sans mentir.
L'interation orale-apprenant rappelle alors l'interation mère-enfant lorsque e
dernier apprend à parler. En eet, lorsque sa mère lui parle, nous pouvons dire que
l'enfant reçoit des exemples positifs. De même, si l'enfant essaie de faire des phrases sa
mère lui dira si sa phrase est orrete ou non.
L'apprentissage à partir de requêtes est alors intéressant d'un point de vue pratique.
Par exemple, plutt que de demander à un expert d'étiqueter tout un ensemble de
données, un apprenant pourra lui demander d'étiqueter seulement quelques exemples
qu'il aura hoisi. Le fait que l'orale puisse être un humain nous permet de omprendre
que lors de l'apprentissage à partir de requêtes, e qui va vraiment ompter est le nombre
de requêtes que l'apprenant fait.
2.3.1 Les requêtes usuelles
Depuis [Ang88b℄, de nombreux types de requêtes ont été dénis (sous-ensemble, ex-
haustivité, . . . ). Toutefois, beauoup de travaux amenant à des résultats d'apprenabilité
(et d'inapprenabilité) n'en utilisent seulement que deux : les requêtes d'appartenane
et elles d'équivalene.
Dénition 22 (Requêtes d'appartenane) Soit L une lasse de langages et soit le
langage ible L ∈ L onnu par l'orale et que l'apprenant essaie de trouver.
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Les requêtes d'appartenane, ou membership queries (notées mq), permettent à l'ap-
prenant de soumettre un mot w ∈ Σ∗ à l'orale. La réponse de elui-i, notée Mq(w),
est alors :
 Oui si w ∈ L,
 Non si w /∈ L.
Dénition 23 (Requêtes d'équivalene) Soient L une lasse de langages et L ∈ L
le langage ible onnu par l'orale que l'apprenant essaie de trouver.
Les requêtes d'équivalene, ou equivalene queries (notées eq), permettent à l'appre-
nant de soumettre une hypothèse H (en fait une représentation du langage H) à l'orale.
La réponse de e dernier, notée Eq(H), est
 Oui si H est équivalent à L,
 un ontre-exemple sinon, 'est-à-dire un mot de la diérene symétrique L⊕H.
En plus du temps de alul global de l'apprenant, e qui justie qu'un algorithme
est meilleur qu'un autre est le nombre total de requêtes eetuées :
Dénition 24 Soit Quer un ensemble de requêtes pouvant être utilisées. Une lasse G
est polynomialement identiable à partir de Quer s'il existe un algorithme Alg apable
d'identier haque G ∈ G et tel que, à haque appel de requêtes, le nombre total de
requêtes ainsi que le temps utilisé jusqu'à et appel par Alg est polynomial en ‖G‖ et
en la taille de l'information présentée par l'orale jusqu'à e point.
Exemple 19 Prenons une sous-lasse de S : S ′ = {Sn : n = 9k + 1,∀k ∈ N}. Les
langages de S ′ sont don disjoints deux à deux et pour tout j ∈ N+, aj appartient à un
unique langage de S ′ : S9∗⌊j/9⌋+1.
Nous allons montrer que S ′ n'est pas apprenable ave un nombre polynomial de
requêtes d'équivalene et d'appartenane. La preuve de la non apprenabilité repose sur
une tehnique utilisée par Angluin dans [Ang90℄ : l'orale est un adversaire jouant le
rle d'un orale malveillant. Il peut avoir aès à l'algorithme de l'apprenant et le fore
à faire le plus grand nombre de requêtes possibles en maintenant à jour l'ensemble X
des hypothèses onsistantes ave les données.
Au début, X ontient l'ensemble des langages de S ′. Pour haque requête d'apparte-
nane Mq(w), l'orale répond Non. Si w ontient la lettre b, auun langage n'est enlevé
de X. Si w = aj, j ∈ N+, un seul langage est enlevé de X (S9∗⌊j/9⌋+1). De même, pour
haque requête d'équivalene Eq(Sn), la réponse de l'orale est Non éliminant unique-
ment Sn de X.
Pour haque requête, un seul langage au maximum est enlevé de X, forçant ainsi
l'apprenant à faire un nombre exponentiel de requêtes. S ′ n'est don pas polynomialement
apprenable ave des requêtes d'appartenane et d'équivalene.
Dans la preuve i-dessus, les requêtes d'équivalene qui sont faites sont des requêtes
dites propres : les langages hypothèses soumis à l'orale sont des langages pouvant
réellement être un langage ible. À l'inverse, si l'apprenant à le droit de soumettre un
langage n'appartenant pas à la lasse ible, les requêtes d'équivalene sont impropres.
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Souvent, le fait d'avoir le droit de faire de telles requêtes permet une identiation plus
faile :
Exemple 20 Reprenons le langage Sn = {a
i : n ≤ i ≤ n + 9} et la lasse de langages
S omprenant tous les langages Sn,∀n ∈ N
+
. Soit l'algorithme suivant :
1. Faire la requête d'équivalene Eq{λ}, soient u le ontre-exemple et j = |u| sa
longueur.
2. Faire la requête d'appartenane Mq(aj−1).
3. Si l'orale répond Oui, j ← j − 1 puis aller en 2.
4. Sinon, retourner Sj .
Cet algorithme identie alors à la limite S en faisant au plus une eq et 10 mq.
Exemple 21 Toujours pour la même lasse de langages, soit l'algorithme suivant :
1. Faire la requête d'équivalene Eq(∅), soient u le ontre-exemple et j = |u| sa
longueur.
2. Faire la requête d'équivalene Eq(Sj−5) (si j − 5 ≤ 0, faire la requête Eq(Sj)).
3. Si l'orale répond Oui, l'inférene s'arrête. Sinon, soient u et v le plus petit et le
plus grand ontre-exemples retournés par l'orale.
4. Poser j = ⌈ |u|+|v|2 ⌉ et aller en 2.
Cet algorithme identie alors à la limite S en faisant uniquement des eq.
Nous pouvons noter une similarité entre et algorithme et elui identiant S en temps
Ipe polynomial. Nous verrons par la suite que les deux onepts sont eetivement reliés
dans ertaines preuves d'identiation.
De nombreux résultats et tehniques d'apprentissage utilisant seulement es deux
types de requêtes ont été trouvés [Ang01, ASA01, Sak90, HPRW96℄. Toutefois, les re-
quêtes d'équivalene sont rarement utilisables en pratique. En eet, si nous reprenons
l'exemple de la mère et de l'enfant, il est tout à fait onevable qu'un enfant demande
à sa mère si telle ou telle phrase est orrete (ela orrespondrait à une requête d'ap-
partenane) ; en revanhe les requêtes d'équivalene sont plus problématiques. En eet,
une requête d'équivalene reviendrait à une question de l'enfant demandant à sa mère
s'il onnaît le français. Question à laquelle il serait bien diile de répondre. De même,
en inférene grammatiale, la question de l'équivalene entre deux langages n'est pas
toujours possible. Un moyen de ontourner e problème est alors d'utiliser une méthode
dite d'éhantillonnage (ou sampling) [Ang87℄ où nous remplaçons les eq par un tirage
aléatoires de mots qui servent à poser des requêtes d'appartenane. Dans bien des as
ependant, l'éhantillonnage n'est pas possible non plus ar la distribution en question
est soit inonnue, soit inaessible [dlH06a℄.
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2.3.2 Les requêtes de orretion
Si la requête d'équivalene est souvent trop puissante et peu naturelle, un ompor-
tement se rapprohant plus de la réalité est le suivant : un enfant pose une question :
 Est-e que J'ai vu deux hevals est une phrase orrete ? , sa mère, plutt que
de lui répondre uniquement non (e qui serait le as d'une requête d'appartenane),
va plutt lui dire quelque hose omme :  Non, e n'est pas français. Par ontre, tu
peux dire J'ai vu deux hevaux. . En eet, l'enfant n'apprend pas uniquement ave
des exemples positifs ou des exemples négatifs, mais aussi à partir de orretions de
ses phrases fausses. C'est à partir de e onstat que des travaux ont ommené sur un
nouveau type de requête, les requêtes de orretion [BBBD05℄ :
Dénition 25 (Requêtes de orretion) Soient L une lasse de langages et L ∈ L
le langage ible onnu par l'orale que l'apprenant essaie de trouver.
Les requêtes de orretion permettent à l'apprenant de soumettre un mot w ∈ Σ∗ à
l'orale. La réponse de elui-i, notée Cq(w), est alors
 Oui si w ∈ L (ou Θ selon les travaux),
 une orretion de w relativement à L sinon.
Les requêtes de orretion ont onnu un rapide suès et plusieurs travaux ont pro-
posés des modèles de orretion diérent :
 Dans [BBBD05℄, la orretion orrespond au plus petit mot v tel que wv ∈ L. La
orretion est don basée sur le préxe.
 Dans [TK07℄, la orretion est la même mais elle borne la longueur de la orretion.
 Dans [Kin08℄, Kinber propose une orretion la plus prohe possible de la requête
en terme de distane d'édition, telle que la orretion n'ait jamais été vue, qu'elle
soit si possible de même longueur, sinon la plus petite selon l'ordre hiérarhique.
 Nous avons proposé dans [BBdlHJT07℄ des requêtes de orretion basées sur la
distane d'édition.
Dans les deux premiers as, la orretion est basée sur le préxe. Ce modèle n'est
alors pas très pertinent du point de vue de la langue naturelle. Dans le troisième as,
les orretions de l'orale sont hoisies de façon à aider l'apprenant. Les relations entre
es variantes ont été étudiées dans [Tir08℄.
Les requêtes de orretion proposées dans [BBdlHJT07℄ et basées sur la distane
d'édition semblent don à la fois plus naturelles et plus pertinentes. C'est elles-i que
nous utiliserons par la suite :
Dénition 26 (Requêtes de orretion (q
Edit
)) Soient L une lasse de langages
et L ∈ L le langage ible onnu par l'orale que l'apprenant essaie de trouver.
Les requêtes de orretion basées sur la distane d'édition, ou orretion queries
(q
Edit
), permettent à l'apprenant de soumettre un mot w ∈ Σ∗ à l'orale. La réponse
de elui-i, notée Cq(w), est alors
 Oui si w ∈ L,
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 une orretion prohe de w relativement à L sinon, 'est-à-dire un mot w′ appar-







Lorsque plusieurs réponses sont envisageables, l'orale en hoisit une. De plus, elui-i
est onsistant : même si plusieurs réponses sont possibles pour un mot w, Cq(w) sera
toujours la même orretion.
Exemple 22 Soit L = {a, b, aa, ab, ba, bb, aaaa, babbab} un langage ible. La réponse
à la requête de orretion du mot ab est Cq(ab) = Oui. Le mot baab étant à distane
d'édition 2 des mots aa, ab, ba, bb, aaaa et babbab, l'orale hoisira un de es mots omme
orretion, par exemple aa, et toutes les réponses aux requêtes du mot baab seront alors
Cq(baab) = aa.
Exemple 23 Reprenons le langage Sn = {a
i : n ≤ i ≤ i+ 10} et la lasse de langages
S omprenant tous les langages Sn,∀n ∈ N
+
.
Soit l'algorithme suivant :
1. Faire la requête Cq(λ), soient u la orretion et j = |u| sa longueur.
2. Retourner Sj .
Cet algorithme identie alors à la limite S en faisant une unique requête de or-
retion. En eet, la orretion obtenue étant la plus prohe possible de λ, ela ne peut
qu'être le plus petit mot du langage ible Sj, 'est-à-dire a
j
.
Si à la plae de λ nous avions demandé la orretion d'un mot w et que elui-i
appartenait au langage, il surait de demander la orretion de wa10. Supposons que
ak = Cq(wa10) soit ette orretion, le langage ible est alors Sk−10.
Dans notre dénition, la orretion donnée par l'orale est potentiellement la plus
mauvaise possible pour l'apprenant : si l'orale est malveillant, il pourrait avoir aès à
l'algorithme d'apprentissage, et proposer, lorsque plusieurs sont possibles, la orretion
la moins pertinente du point de vue apprentissage, 'est-à-dire elle apportant le moins
d'information (par exemple un mot dont l'apprenant sait déjà qu'il est un exemple posi-
tif). Lors de l'apprentissage, il faudra don toujours s'intéresser au nombre de requêtes
eetuées dans le pire as.
Si nous nous intéressons maintenant aux utilisations possibles des requêtes de or-
retion, il est à noter que ontrairement aux requêtes d'équivalene, elles sont bien plus
failes à simuler à partir du moment où nous onnaissons le langage ible. De plus,
elles existent déjà dans ertaines appliations. En eet, sur la plupart des moteurs de
reherhe sur internet, lorsque nous tapons des mots que le moteur ne onnaît pas, ou
lorsqu'ils ne sont pas fréquents, e dernier propose une alternative aux mots-lés que
nous avons tapés préédée d'un  Vouliez vous dire  ou  Essayez ave l'orthographe .
De même, le fontionnement de programmes de orreteurs orthographique tel qu'ispell,
est similaire à un apprenant qui ferait des requêtes de orretion pour tous les mots d'un
texte ave le ditionnaire omme langage ible.
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2.4 Pa apprenabilité
Introduit par Valiant dans [Val84℄, le paradigme Pa (pour Probablement Approxi-
mativement Corret) a été largement utilisé en apprentissage automatique. Intuitive-
ment, il vise à mesurer, ave une grande onane, de bonnes approximations d'un
onept ible inonnu. Plus formellement, un algorithme formule ave une probabilité
prohe de un, une hypothèse prohe de la grammaire ible à ǫ près :
Dénition 27 (Hypothèse ǫ-bonne) Soient G la grammaire ible et H une gram-
maire hypothèse. Soient D une distribution sur Σ∗×{+,−} et ǫ > 0. On dit que H est
une hypothèse ǫ-bonne par rapport à G si PrD(x ∈L(G)⊕ L(H)) < ǫ.
L'apprenabilité Pa des grammaires à partir de mots (de longueur variable) a tou-
jours été ompliquée à dénir [War89, KV89, KMR
+
94℄. En eet, dans la dénition
standard de l'apprentissage Pa, l'algorithme peut demander à un orale des exemples
tirés aléatoirement selon la distribution D. Or, dans le as des mots, il existe toujours
un risque de tirer un mot trop long pour être simplement lu en temps polynomial.
Pour éviter e problème, nous pouvons tirer des exemples à partir d'une distribution
restreinte à des mots plus petits qu'une ertaine valeur donnée par le lemme suivant :
Lemme 2 Soit D une distribution sur Σ∗×{+,−}. Alors ∀ǫ, δ > 0, ave probabilité
supérieure à 1 − δ, si nous tirons un éhantillon X d'au moins 1ǫ ln
1
δ mots suivant
D, la probabilité qu'un nouveau mot x soit plus long que n'importe quel autre mot de
X est au plus ǫ. Formellement, si nous dénissons µX = max{|y| : y ∈ X}, alors
PrD(|x| > µX) < ǫ.
Démonstration :
Soit ℓ le plus petit entier tel que Pr(Σ>ℓ) < ǫ. Une ondition susante pour que
PrD(|x| > µX) < ǫ est de prendre un éhantillon X susamment grand pour être
pratiquement sûr ('est-à-dire ave probabilité supérieure à 1− δ) d'avoir au moins un
mot plus long que ℓ. Clairement, la probabilité que n mots tirés selon D soient tous de
longueur inférieure à ℓ est inférieure à (1− ǫ)n. Don la probabilité qu'il y ait au moins
un mot de longueur supérieure à ℓ parmi n mots est supérieure à 1 − (1 − ǫ)n. Pour
onstruire X, nous voulons don 1− (1− ǫ)n > 1− δ, 'est-à-dire (1− ǫ)n < δ. Comme
(1− ǫ)n ≤ e−nǫ, il sut que n ≥ 1ǫ ln
1
δ pour obtenir une valeur onvenable de µX . ✷
Nous demandons maintenant à un algorithme d'apprendre une grammaire étant
donné les paramètres d'erreur ǫ et de onane δ. En outre, nous devons lui fournir une
borne n sur la taille de la grammaire ible et une borne m sur la longueur des exemples
d'apprentissage. Cette borne pourra ainsi être alulée grâe au Lemme 2.
L'algorithme peut alors demander des exemples à un orale. Nous noterons Ex()
la requête d'un exemple ou d'un ontre-exemple et Pos-Ex() la requête d'un exemple
positif uniquement. Si en outre nous souhaitons restreindre la longueur des mots, nous
utiliserons Ex(m) (respetivement Pos-Ex(m)) la requête d'un exemple (respetive-
ment d'un exemple positif seulement) de longueur inférieure à m. Formellement, l'orale
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retournera alors un mot tiré selon D, D(L(G)), D(Σ≤m) ou D(L(G) ∩Σ≤m) suivant la
requête, où D(L) est la restrition de D aux mots de L : PrD(L)(x) = PrD(x)/PrD(L)
si x ∈ L, 0 sinon. PrD(L)(x) n'est pas déni si L = ∅.
Nous pouvons alors dénir e qu'est bien apprendre dans le paradigme Pa :
Dénition 28 (Polynomialement Pa apprenable) Soit G une lasse de gram-
maires. G est Pa apprenable s'il existe un algorithme Alg tel que ∀ǫ, δ > 0, pour
toute distribution D sur Σ∗×{+,−}, ∀n ∈ N, ∀G ∈ G de taille ≤ n, si Alg a aès
à Ex(), ǫ, δ, n et m, alors ave probabilité plus grande que 1 − δ, Alg retourne une
hypothèse ǫ-bonne par rapport à G. Si Alg s'exéute en temps polynomial en 1ǫ ,
1
δ , |Σ|,
m et n, nous dirons que G est polynomialement Pa apprenable.
Notons que pour pouvoir traiter la longueur non bornée des exemples nous pouvons
utiliser ǫ′ = ǫ2 et une fration de δ pour aluler m et aepter de faire une erreur d'au
plus ǫ′ sur tous les mots de longueur supérieure à m, et utiliser ainsi Ex(m) au lieu de
Ex().
Enn, par la suite, nous verrons que les tehniques typiques prouvant la non appre-
nabilité Pa reposent souvent sur des hypothèses de omplexité [PW88℄ : nous montrons
que si nous pouvons apprendre une lasse de langages L alors nous pourrions apprendre
une lasse L’ que nous savons ne pas être apprenable. En partiulier, RP (pour Ran-
domised Polynomial Time) est la lasse de omplexité des problèmes de déisions pour
lesquels une mahine de Turing probabiliste existe et
 elle fontionne en temps polynomial en la taille des données d'entrée,
 sur une instane négative, elle retourne toujours Non et
 sur une instane positive, elle retourne Oui ave une probabilité supérieure à
1
2
(sinon, elle retourne Non).
Un tel algorithme est dit randomisé : il pourrait alors avoir le droit de tirer une pièe
à pile ou fae pendant son exéution. L'algorithme ne fait ainsi des erreurs que dans le
as positif. Il est également important de noter que puisque ette erreur est inférieure à
1
2 , en répétant l'exéution de l'algorithme autant de fois que néessaire, nous pouvons
rendre aussi petite que nous voulons l'erreur d'apprentissage.
Nous utiliserons l'hypothèse ommunément admise que RP 6= NP . Pour une étude
plus approfondie, voir par exemple [Pap94℄.
2.5 Étude du as des afd
Dans le prohain hapitre, nous allons nous intéresser à l'apprentissage à partir de
données bruitées des langages rationnels ('est-à-dire reonnus par des automates). En
eet, e sont sans auun doute les langages formels les plus étudiés en apprentissage
automatique. Ils orrespondent aux langages de la base de la hiérarhie de Chomsky.
S'ils n'étaient apprenables dans auun paradigme, à quoi bon herher à apprendre
les langages ontext-free ? D'autre part, ils ont l'avantage d'avoir une représentation
graphique sous forme d'automates. Ces derniers permettent alors souvent de visualiser
les diérents résultats d'apprentissage, ainsi que de omprendre le omportement des
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algorithmes, identier pourquoi ils fontionnent orretement ou non, et. Enn, le
hamp d'utilisation des afd est vaste : la biologie [Gus97℄, la musique [CV98, dlHPT04℄,
la reonnaissane de la parole [PR96℄, . . .
Avant d'essayer de les apprendre en situations bruitées, nous montrons ii omment
les apprendre dans les paradigmes d'apprentissage que nous venons de voir à partir
de données non bruitées. Comme nous l'avons dit, les automates sont étudiés depuis
plusieurs années déjà. Les résultats que nous donnons ii sont don pour la plupart tirés
de la littérature.
Nous notons AFD(Σ) la lasse des automates dénis sur un alphabet Σ. De plus,
une taille raisonnable de es représentations est le nombre d'états de l'automate.
2.5.1 Identiation à la limite
Nous ommençons l'étude de l'apprentissage des afd à partir de données non brui-
tées par leur identiation à la limite.
Notons tout d'abord que la lasse des réguliers étant une lasse super nie, elle n'est
pas identiable à la limite à partir de Texte seulement (Théorème 1 [Gol67℄). Nous ne
nous intéresserons alors qu'à leur identiation à partir d'Informateur.
Si nous onsidèrons dans un premier temps les erreurs impliites de prédition omme
ritère de polynomialité, Pitt a montré qu'elles ne permettaient pas l'apprentissage des
afd :
Théorème 2 ([Pit89℄) AFD(Σ) n'est pas identiable à la limite à partir d' Infor-
mateur en temps Ipe polynomial.
Démonstration :
Pour prouver e théorème, Pitt s'appuie sur le théorème d'Angluin de 1990 et montre
que si AFD(Σ) était identiable en temps Ipe polynomial, le théorème d'Angluin
serait faux (Théorème 6 stipulant que les automates ne sont pas apprenables à partir
de requêtes d'équivalene uniquement). L'idée de la preuve est de mettre en parallèle
les ontre-exemples des eq ave les Ipe.
Supposons qu'il existe un algorithme Alg qui identie AFD(Σ) en temps Ipe po-
lynomial. Si nous ignorons toutes les hypothèses de Alg qui ne résultent pas en une
Ipe et que nous ompressons l'exéution de l'algorithme pour ne retenir que les essais
où l'afd hypothèse est inorret sur le prohain exemple, ela orrespond alors à de
l'identiation ave des eq. En eet, après haque hypothèse, un ontre-exemple sera
fourni (ou si l'hypothèse est juste, l'inférene prend n).
En d'autres termes, s'il existait un tel algorithme Alg, nous pourrions l'utiliser pour
identier AFD(Σ) en faisant un nombre polynomial d'eq. AFD(Σ) n'étant pas iden-
tiable polynomialement ave des eq, AFD(Σ) n'est pas identiable à la limite à partir
d'Informateur en temps Ipe polynomial. ✷
Toutefois, la plupart des autres résultats d'identiation à la limite de AFD(Σ)
sont essentiellement positifs. Beauoup de es résultats se basent sur des algorithmes
d'inférene par fusion d'états.
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Nous rappelons ii le fontionnement d'un des plus onnus de es algorithmes :
Rpni. Pour une étude plus approfondie sur les algorithmes par fusion d'états, le leteur
pourra se référer à [dlHOV96, Lan99, OS01℄. Ces algorithmes dièrent la plupart du
temps seulement dans le hoix des états à fusionner.
Algorithme 2 : Pseudo-ode de l'algorithme Rpni
Données : Deux ensembles X+ et X−
Résultat : L'automate minimal reonnaissant tous les mots de X+ et rejetant
eux de X−
A← PTA(X+,X−);1
pour i← 1 à |A| − 1 faire2
// Si l'état i a déjà été fusionné, passer à l'état suivant
j ← 0;3
continuer ← V rai;4
tant que j < i et continuer faire5









L'algorithme Rpni (pour Regular Positive Negative Inferene) a été présenté par
Onina et Garía dans [OG92℄ (voir Algorithme 2). À partir d'un ensemble de mots po-
sitifs X+ et d'un ensemble de mots négatifs X−, il retourne l'afd minimal reonnaissant
X+ et rejetant X−, lorsque (X+,X−) ontient un ensemble aratéristique. Étant un
algorithme par fusion d'états, Rpni part de l'arbre aepteur de préxes (ou PTA pour
prex tree aeptor) reonnaissant uniquement les mots de X+ et rejetant eux de X−.
Rpni hoisit ensuite de façon itérative de fusionner des états deux par deux (la fusion
est réursive an de garder le déterminisme). Si la fusion n'aboutit pas sur un automate
ompatible ave X+ et X−, la fusion est rejetée, sinon elle est onservée. L'algorithme
ontinue ensuite ave le nouvel automate ainsi réé jusqu'à e qu'il ne puisse plus hoisir
d'états. La Figure 2.1 présente un exemple du résultat de l'exéution de Rpni sur les
données, X+ = {aa, bb, aaaa, abab, baab, baba, bbbbbb, baaabbbbab, baabbaaaabbbbaba}
et X− = {a, ab, ba, aba, abb, bbb, aaab, baaa, aaaaaaaaa, bbbaababaa, ababbbbbbbba}. Le
langage reonnu par l'automate retourné est le langage {w ∈ Σ∗ : |w|a mod 2 = |w|b
mod 2 = 0}.
La représentation sous forme d'automate permet de omprendre plus failement le
langage : l'état 0 aepte tous les mots ayant un nombre pair de a et un nombre pair
de b, l'état 1 eux ayant un nombre pair de b mais un nombre impair de a, l'état 2 eux













Fig. 2.1  Automate résultant de l'exéution de Rpni sur les ensembles X+ = {aa, bb,
aaaa, abab, baab, baba, bbbbbb, baaabbbbab, baabbaaaabbbbaba} et X− = {a, ab, ba, aba,
abb, bbb, aaab, baaa, aaaaaaaaa, bbbaababaa, ababbbbbbbba}.
ayant un nombre pair de a mais impair de b, et l'état 3 eux ayant un nombre impair
de a ainsi qu'un nombre impair de b. Comme seul l'état 0 est nal, le langage reonnu
par l'automate est don bien elui ontenant les mots ayant un nombre pair de a ainsi
qu'un nombre pair de b.
Conernant l'apprentissage de Rpni, nous pouvons montrer sous ertaines ontrain-
tes que Rpni identie les afd à la limite si un ensemble aratéristique est présent dans
les données :
Théorème 3 ([Gol78, OG92℄) AFD(Σ) est identiable à la limite à partir d' In-
formateur en temps Cs polynomial.
Démonstration :
(Idée de la preuve) Conernant la polynomialité, l'algorithme eetue une boule sur
tous les états du PTA. La taille de elui-i est polynomiale en ‖(X+,X−)‖. De plus, à
haque tour de boule, Rpni vérie ave (au maximum) tous les autres états du PTA
s'il peut eetuer une fusion. Enn, la vériation de la ompatibilité est possible en
temps polynomial en ‖(X+,X−)‖, e qui justie don l'exéution en temps polynomial
de Rpni.
An de prouver l'existene d'un ensemble aratéristique, nous pouvons le onstruire
à partir de l'automate anonique reonnaissant le langage ible, en utilisant les mots
permettant d'aéder à tous les états et permettant de distinguer les états qui ne doivent
pas être fusionnés entre eux. ✷
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En fait, Rpni identie à partir d'un ensemble de données xées. Il faut alors exéuter
Rpni à haque nouvelle de données de la présentation. À un ertain moment, l'ensemble
aratéristique de la ible sera présent dans la présentation et Rpni retournera alors
toujours le bon automate. Des versions inrémentales de Rpni ont don été proposées
pour palier à e problèmes [Dup96℄.
Nous terminons ette étude par l'identiation des afd en utilisant le ritère de
hangement d'avis. Dans [Pit89℄, Pitt arme que les afd sont identiables en temps
M polynomial en disant qu'il peut onstruire un algorithme tel qu'au plus un afd de
taille i sera émis omme hypothèse, pour haque i de 1 à n. Pour ela, son algorithme
émet l'hypothèse nulle omme point de départ. Si ensuite l'hypothèse ourante est un
automate Ai de taille i, alors Ai est onstamment retourné jusqu'à e que, pour un
ertain j > i, assez d'exemples aient été reçus de sorte que, en temps polynomial en
la taille des nouveaux exemples, il peut être vérié qu'il n'existe qu'un seul automate
Aj de taille j tel que Aj soit le plus petit automate anonique onsistant ave les
données. Aj est alors retourné. Cet algorithme identie bien à la limite en temps M
polynomial, mais Pitt onlut en remarquant que les afd qui sont produits ne sont pas
partiulièrement utiles jusqu'à e qu'un nombre exponentiel en n d'exemples aient été
vus.
Cependant, Pitt ne donne pas de tehniques pour vérier l'uniité du plus petit afd
onsistant ave un ensemble en un temps polynomial.
Les témoins de minimalité dénis préédemment permettent ela :
Proposition 2 L'afd A = 〈Σ, Q, q0, F, δ〉 admet un témoin X = 〈X+,X−〉 si
1. tous les états et toutes les transitions sont exerés par au moins une haîne de X,
2. pour haque état nal, il existe un mot de X+ aepté par et état et pour haque
état non nal, il existe un mot de X− terminant dans et état,
3. pour haque lettre a, pour haque transition δ(q, a) = q′ 6= q′′, il existe des mots
w,w′, f tels que w (respetivement w′) soit le plus petit mot (de Σ∗, au sens
de l'ordre hiérarhique) tel que δ(q0, w) = q (respetivement δ(q0, w
′) = q′) et
waf ∈ X+, w
′af ∈ X− ou waf ∈ X−, w′af ∈ X+.
Démonstration :
Soit X un ensemble tel que dérit la Proposition 2. Il n'existe pas d'autres afd de
taille inférieure ou égale à |A| ompatible ave et ensemble. En eet, toute transition
absente est rendue impossible par le témoin et haque état est rendu néessaire par les
ouples de mots (waf,w′af) inompatibles deux à deux. De plus, X est un ensemble
aratéristique de A pour l'algorithme Rpni (voir par exemple [DM98℄). Aussi, A est
bien l'unique afd de taille minimale ompatible ave X. ✷
Nous pouvons maintenant ompléter l'algorithme de Pitt en proposant un algorithme
identiant AFD(Σ) en temps M polynomial. Soit Alg l'algorithme qui omme pre-
mière hypothèse émet l'hypothèse vide. Alg hange ensuite d'avis uniquement si fi est
un témoin de minimalité pour l'afd Ai retourné par Rpni sur fi. Clairement, ette
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vériation se fait en temps polynomial en ‖fi‖. Si fi n'est pas un témoin pour Ai, Alg
retourne l'hypothèse préédente (qui n'est pas forément onsistante).
Chaque fois que Alg hange d'avis, le nombre d'états de l'afd retourné augmente
stritement (grâe au témoin de minimalité). Comme il est borné par le nombre d'états
de l'afd ible, le nombre de hangement d'avis est polynomial en la taille de l'afd
ible. Enn, il arrivera forément un moment où le témoin de minimalité de l'afd ible
apparaîtra, et alors Alg onvergera. Alg identie don bien AFD(Σ) à la limite en
temps M polynomial.
Nous en déduisons don le théorème :
Théorème 4 ([dlHJT08℄) AFD(Σ) est identiable à la limite à partir d' Infor-
mateur en temps M polynomial.
2.5.2 Apprentissage atif
Si nous nous intéressons maintenant à l'apprentissage atif, Angluin a montré que
les afd ne sont pas apprenables ave un seul type de requête à la fois, mais le sont si
l'orale utilisé peut répondre à la fois à des requêtes d'appartenane et à des requêtes
d'équivalene. L'algorithme utilisé pour apprendre les automates à partir de mq et eq
se nomme Lstar. Son prinipe est le suivant :
1. Construire une table, dite d'observation, onsistante ave les données reçues jus-
qu'à e point.
2. Soumettre un afd (onstruit grâe à la table d'observation) en tant que requête
d'équivalene.
3. Utiliser le ontre-exemple donné par l'eq pour mettre à jour la table (ou terminer
si la réponse est Oui).
4. Compléter la table grâe à des mq.
5. Retourner au point 1.
Il est alors faile de montrer que Lstar se termine, qu'il identie l'afd ible, et
qu'il fait un nombre polynomial de requêtes d'équivalene et d'appartenane. Nous en
déduisons alors :
Théorème 5 ([AL87℄) AFD(Σ) est polynomialement identiable à partir de mq et
eq.
Toutefois, il est néessaire de disposer à la fois des mq et des eq pour identier en un
temps polynomial :
Théorème 6 ([Ang88b, Ang90℄) AFD(Σ) n'est pas polynomialement identiable à
partir de mq ou de eq seules.
En outre, si nous onnaissons les orretions des requêtes, ela n'aide pas à l'appren-
tissage :
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Démonstration :
La preuve de la non apprenabilité des automates repose sur la tehnique utilisée par
Angluin dans [Ang90℄ pour montrer que les automates ne sont pas apprenables ave
des eq seulement : l'orale est un adversaire qui maintient à jour un ensemble d'auto-
mates hypothèses onsistants ave les données. À haque réponse de l'orale, seul un
petit nombre d'automates seront éliminés de l'ensemble d'afd hypothèses, nous forçant
ainsi à faire un nombre exponentiel de requêtes. L'adversaire hange de ible durant
le proessus d'identiation pour pénaliser l'apprenant, mais toutes ses réponses sont
onsistantes ave l'afd nal.
Soient Aw l'afd reonnaissant Σ
∗ \{w}, n ∈ N et AFD≤n = {Aw : w ∈ Σ≤n}.
Comme dans [Ang90℄, nous dérivons un adversaire qui maintient un ensemble X des
afd possibles. Au début, X = AFD≤n. À haque requête de orretion w, l'adversaire
répond Oui, éliminant de e fait un unique afd de X : Aw. En eet, ∀A ∈ X tel que
A 6= Aw, w ∈ L(A), la réponse à la requête de orretion n'apporte don auune infor-
mation sur les autres afd de X. Comme il y a Ω(|Σ|n) afd dans AFD≤n, les identier
néessite alors Ω(|Σ|n) requêtes. ✷
2.5.3 Apprentissage Pa
Nous terminons ette étude par l'apprentissage Pa. Le but de et apprentissage
est de onstruire une bonne hypothèse, 'est-à-dire, ii, un afd prohe de l'automate
ible, ave grande probabilité en un temps polynomial. En 1994, Kearns et Vazirani ont
montré dans [KV94℄ que si les afd étaient polynomialement Pa-apprenables, alors
nous pourrions résoudre eaement plusieurs problèmes onnus omme étant NP-
diiles, omme par exemple le assage de lefs RSA ou la fatorisation des entiers de
Blum. S'en suit don le théorème :
Théorème 8 ([KV94℄) AFD(Σ) n'est pas polynomialement Pa apprenable.
Toutefois, il est à noter que e résultat négatif est en partie dû au fait que les
distributions utilisées pour tirer les exemples ne sont pas restreintes.
En eet, Li et Vitányi ont proposé un modèle pour l'apprentissage Pa ave des
exemples dits simples [LV91℄, 'est-à-dire tirés de la distribution universelle de Solomo-
no-Levin, repris par Denis, d'Halluin et Gilleron [DdG96℄ puis Parekh et Honavar
[PH97℄, qui lui, permet l'apprentissage Pa de AFD(Σ). Un autre modèle d'apprentis-
sage Pa est elui où les exemples sont seulement des exemples positifs, modèle introduit
par Denis [Den01℄.
Si ertaines sous lasses des afd sont bien Pa apprenables à partir d'exemples
positifs seulement, e n'est pas le as en général. Il est en eet faile de montrer que si
dans une lasse il y a deux langages L1 et L2 tels que L1∩L2 n'est pas vide, alors la lasse
n'est pas polynomialement Pa apprenable à partir d'exemples positifs seulement :
Lemme 3 Si L ontient deux langages L1 et L2 tels que L1 ∩ L2 6= ∅, L1 6⊂ L2 et
L2 6⊂ L1, alors L n'est pas polynomialement Pa apprenable à partir d'exemples positifs
seulement.
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Démonstration :
(Voir Figure 2.2) Soient w1 ∈ L1 − L2, w2 ∈ L2 − L1 et w3 ∈ L1 ∩ L2. Ces trois
mots existent par dénition. Considérons maintenant la distribution D1 où PrD1(w1) =
PrD1(w3) =
1
2 et la distribution D2 où PrD2(w2) = PrD2(w3) =
1
2 . Nous pouvons aisé-
ment onstater que lors de l'apprentissage de L1 à partir de D2 ou de L2 à partir de
D1, les exemples tirés ne seront que des répétitions du mot w3. Par onséquent, lors du
test, l'erreur sera forément supérieur à
1
2 . ✷




Fig. 2.2  Exemple illustrant le Lemme 3.
Nous pouvons ainsi montrer qu'en général, les afd ne sont pas Pa apprenables à
partir de données positives seulement :
Théorème 9 AFD(Σ) n'est pas polynomialement Pa apprenable à partir d'exemples
positifs seulement.
Démonstration :
Soient L1 = {λ, a, b, aa, ab, ba} et L2 = {λ, a, b, ab, ba, bb}. Posons w1 = aa, w2 = bb
et w3 = ab. Considérons ensuite les afd reonnaissant L1 et L2. Le résultat est alors
immédiatement obtenu grâe au Lemme 3. ✷
Si nous nous intéressons d'un peu plus près au modèle Pa, nous pouvons voir que
les distributions sont faites sur l'ensemble des données possibles. L'apprentissage Pa
orrespond alors en quelque sorte à de l'apprentissage à partir de données bruitées : en
eet, bruiter des données issues d'une distribution D revient à tirer les données d'une
distribution diérente D′. De e fait, si l'apprenant n'arrive pas à apprendre à partir
de D′, il ne peut pas Pa apprendre au sens général, puisque des données non bruitées
aurait très bien pu être tirées selon D′. Nous n'étudierons pas par la suite l'apprentissage
Pa à partir de données bruitées.
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Conlusion
L'apprentissage des afd est ainsi possible dans la plupart des paradigmes. Toutefois,
l'étude que nous venons de faire suppose que les données d'apprentissage sont pures. Or,
en pratique, les données subissent souvent des modiations lors de leurs aquisition :
erreur de reopie, sonde défaillante, et. Nous pouvons don nous demander si l'appren-
tissage des automates reste aussi aisée lorsque nous essayons de les identier à partir de
telles données. De plus, quelles sont les modiations possibles que les données peuvent
subir ? Comment les prendre en ompte dans les paradigmes d'apprentissage ? C'est e
que nous allons voir dans le hapitre suivant.
46 Les adres d'apprentissage
Chapitre 3
Le bruit en inférene grammatiale
Maintenant que nous avons vu les adres d'apprentissage dans lesquels nous allons
travailler, ainsi que e que signiait identier les afd dans es paradigmes, nous allons
nous intéresser à l'apprentissage en situations bruitées. En eet, en pratique, l'aqui-
sition de données peut être perturbée de diérentes manières entraînant la présene
de données erronées. Les adres théoriques du hapitre préédent permettent-ils tou-
jours d'obtenir des résultats d'identiation lorsque les données d'apprentissage sont
bruitées ?
Nous allons voir dans e hapitre e que nous entendons par bruit : d'où vient-il,
omment est-il modélisé, omment est-il traité ou enore, omment adapter les para-
digmes d'identiation pour prendre en ompte les données bruitées ? Nous nous inté-
resserons ensuite à l'identiation de la lasse AFD(Σ) à partir de données bruitées
selon les diérents types de bruit et dans diérents paradigmes. Enn, nous disuterons
des diérents résultats d'apprentissage obtenus.
3.1 Typologie du bruit
Si l'inférene grammatiale, y ompris de langages réguliers, ontinue à se dévelop-
per, un problème lef ontinue de se poser : elui de la résistane au bruit des algorithmes
proposés. Cette question est légitime puisque la plupart des données non artiielles,
à partir desquelles nous voulons onstruire des automates par exemple, sont souvent
bruitées.
Quelque soit le médium utilisé pour aquérir des données, entre le moment où
les données sont réellement émises et elui où l'apprenant va les reevoir, les données
peuvent subir toutes sortes de modiations : qu'il s'agisse d'une défaillane d'un ap-
teur, d'une erreur de reopie humaine, d'une donnée inomplète, les soures d'erreurs
sont multiples et fréquentes. Les données résultantes sont alors des données erronées.
L'apprenant devra apprendre à partir de données bruitées dans le sens où il reçoit à la
fois des vraies données ainsi que des données erronées.
Exemple 24 Supposons qu'un apprenant doive lasser des images en deux atégories :
des images de mammifères, et des images de poissons. Apprendre à partir de données
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bruitées signiera par exemple que ertaines images d'apprentissage sont outées, qu'on
lui a présenté des périophthalmes (poissons pouvant vivre à l'air libre) omme étant des
mammifères, qu'on ne lui a jamais montré de dauphins, et.
Plus formellement, lorsqu'un apprenant essaie d'identier un langage L à partir
d'une présentation f ∈ Pres(L), il doit alors s'attendre, quand les données sont bruitées,
à e que f(N) 6= L (le bruit n'est bien entendu pas limité aux présentations de type
Texte) :
 Une donnée peut voir son étiquette hanger : l'exemple (aba,+) peut se trans-
former en (aba,−), et réiproquement, un exemple négatif devient un exemple
positif. Nous parlons alors de bruit d'étiquette. Dans le as d'un apprentissage
multilasse, une donnée d'une lasse i appartiendra alors à une lasse j 6= i. Ce
type de bruit n'est don pas très adapté à l'apprentissage à partir de données
positives seulement.
 Une donnée peut voir sa valeur hanger : elle peut subir un ertain nombre d'opé-
rations d'édition (suppression, insertion, modiation). Ainsi, l'exemple (aba,+)
pourra devenir (abba,+). Le bruit est dans e as appelé bruit d'édition. Notons
que si le mot abba appartient en fait au langage, auune erreur n'est réellement
introduite. En revanhe, le as où le mot abba est en fait un exemple négatif, est
identique à elui où le mot abba (bien que le mot qui ait été originellement bruité
soit aba) subit l'inuene du bruit d'étiquette.
 Une donnée peut ne jamais être présente : nous parlons alors de bruit par omission.
C'est par exemple le as lorsque des données sont non-étiquetées ou bien inom-
plètes. Ne sahant pas omment traiter es données, elles sont souvent ignorées. De
même, des exemples peuvent ne pas être présents dans les données d'apprentissage
alors que e sont des exemples lés du langage ible.
Exemple 25
 Lorsque l'apprenant reçoit une image outée de poisson, il onnaît l'étiquette de
l'image, mais l'image a été modiée : 'est du bruit d'édition.
 Si l'apprenant reçoit l'image d'un périophthalme omme étant un mammifère, il
s'agit du bruit d'étiquette : l'image n'a pas été modiée, mais sa lasse si.
 Enn, si dans ses données d'apprentissage il n'y a auun dauphin, ela représente
un bruit par omission. Cela est bien entendu valable pour n'importe quel type de
présentation. Dans le as d'un Informateur, l'omission a lieu lorsque le dauphin
n'est jamais montré, ave une étiquette positive omme ave une étiquette négative.
Que e soit les données d'une présentation, elles d'un ensemble ni, ou enore les
réponses d'un orale, identier à partir de données bruitées signie don apprendre
lorsqu'une partie, ou toutes les données d'apprentissage ont subi l'inuene du bruit.
3.2 Traitement du bruit en apprentissage automatique
Plusieurs stratégies peuvent alors être envisagées pour apprendre à partir de don-
nées bruitées. Elles orrespondent à une approhe permettant de réduire le nombre
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d'exemples d'apprentissage [BL97℄. La première onsiste à nettoyer ou ltrer les don-
nées d'apprentissage. Nous parlons alors d'algorithme de type lter : par exemple, si
un mot n'a pas d'étiquette, s'il est étiqueté à la fois positif et négatif, ou enore s'il a
une lettre qui n'appartient pas à l'alphabet, il peut être judiieux de l'enlever de l'en-
semble d'apprentissage ou de le orriger. Une fois les données puriées, nous pouvons
alors utiliser un algorithme d'apprentissage lassique. Cette méthode a en revanhe un
inonvénient majeur : si nous ne disposons que de peu de d'exemples ou si les données
étaient très bruitées, le nombre d'exemples restant peut devenir trop faible pour réussir
à identier la ible.
La seonde approhe vise à apprendre tout en sahant que les données sont bruitées,
et don à onstruire des algorithmes résistants au bruit pendant l'inférene. C'est la
stratégie utilisée par les algorithmes de type wrapper. Si de toute évidene, un algorithme
qui apprend à partir de données pures ne peut pas servir en l'état à l'apprentissage
à partir de données bruitées, il est parfois possible de le modier sans faire trop de
hangements an de le rendre résistant au bruit.
Quelque soit la stratégie employée, le but de l'apprentissage onsiste alors à essayer
d'apprendre tout en sahant que les données sont bruitées et don à essayer de distinguer
les vraies données des données bruitées, que e soit avant ou pendant l'inférene.
Supposons maintenant que nous ayons onstruit un algorithme qui soit ensé iden-
tier à partir de données bruitées. Comment tester et algorithme ? En eet, les para-
digmes que nous avons présentés au Chapitre 2 sont a priori inadaptés à l'apprentissage
en situations bruitées. Nous allons voir maintenant omment gérer le bruit lors de l'iden-
tiation à la limite et en apprentissage atif.
3.2.1 Le bruit dans l'identiation à la limite
An de modéliser des données bruitées, la plupart des travaux d'identiation à la
limite se basent sur une distribution de bruit statistique. Ainsi, le but est d'apprendre
à partir d'un ensemble de données, ou d'une présentation, ontenant un ertain nombre
de mots bruités suivant ette distribution. De e fait, ertains travaux utilisent des
automates stohastiques pour gérer les données bruitées, 'est-à-dire, des automates où
nous assoions à la fontion de transition une ertaine probabilité [Ang88a℄. De même les
états seront tous naux selon une ertaine probabilité. L'automate appris est alors bien
souvent seulement une approximation de l'automate ible, dans le sens où la diérene
symétrique entre les mots pouvant être générés par l'automate appris et eux reonnus
par l'automate ible est faible, mais rarement nulle. L'identiation n'est alors plus
exate.
Mesurer si un algorithme est résistant au bruit se fait alors en alulant le pouren-
tage de mots orretement identiés par l'hypothèse apprise. Nous parlons alors de taux
de suès en généralisation. Le taux de suès en généralisation mesure ainsi la apaité
de l'automate à lassier orretement les données appartenant au langage mais qu'il
n'a pas vues, 'est-à-dire sa apaité à généraliser.
Plusieurs problèmes se posent alors. Un moindre problème, lié au protoole expéri-
mental, est qu'il faut générer des données et pour ela onstruire aléatoirement un auto-
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mate stohastique, e qui est un problème loin d'être trivial. D'autre part, si l'automate
a un taux de suès de 95%, pouvons-nous dire que nous avons appris orretement ?
Lorsque le bruit repose sur une distribution statistique, l'apprentissage ne peut plus
être onsidéré réellement omme de l'identiation à la limite si nous disons que la ible
est identiée lorsque le taux d'apprentissage n'est pas de 100%. L'inférene n'étant plus
exate, le adre mis en plae relève alors plus du modèle Pa.
Néanmoins, il est à noter qu'un ertain nombre de travaux ont proposé d'autres
modèles de bruit plus adaptés à l'identiation à la limite à partir de présentation ar
ne reposant pas sur des statistiques. En eet, il n'existe généralement pas de distribution
sur les données. L'introdution de fontions de bruit reposant sur des probabilités est
alors inadéquat.
Parmi es travaux, eux de Stephan [Ste97℄ utilisent le fait qu'une présentation est
innie pour dénir le bruit :
 Un Texte bruité pour un langage L est tel que haque mot w ∈ L apparaît
inniment souvent alors que seul un nombre ni de mots de la présentation n'ap-
partiennent pas au langage.
 Un Texte très bruité pour un langage L est tel que haque mot w ∈ L apparaît
inniment souvent dans la présentation.
Contrairement au Texte bruité, un nombre inni d'erreurs peut don apparaître dans
un Texte très bruité, mais haque erreur n'apparaîtra qu'un nombre ni de fois. Les
ritères d'identiation sont alors notés NoisyTxt et VeryNoisyTxt. Sur le même prinipe
Stephan dénit les Informateur bruités et très bruités. Ce type de bruit est repris dans
des travaux tels que [CJS01℄ où une ondition supplémentaire apparaît : les présentations
bruitées doivent être alulables.
Un autre exemple de bruit non statistique permettant une identiation à la limite
exate est elui introduit dans [TdlHJ06℄, le bruit dit systématique
1
. Ave e type de
bruit, la présentation omporte tous les mots du langage ainsi que tous les mots prohes
du langage, 'est-à-dire tous les mots de Σ∗ à distane au plus k de haque mot du
langage :
Dénition 29 (Bruité d'un langage) Soit L un langage de Σ∗. Le k-bruité de L est
Nk(L) = {w ∈ Σ
∗ : ∃v ∈ L, d(v,w) ≤ k}.






, L3 = a(a|b)
∗
et L4 =
{w ∈ Σ∗ : |w|a 6= |w|b}, les 1-bruités des langages orrespondants sont N1(L1) = Σ≤n+1,
N1(L2) = Σ
≤n+1
, N1(L3) = Σ
∗
et N1(L4) = Σ
∗
.
Le 1-bruité de L = {abbab} est N1(L) = {abab, abba, abbb, bbab, aabab, abaab,
abbaa, abbab, abbbb, bbbab, aabbab, ababab, abbaab, abbaba, abbabb, abbbab, babbab}.
Une présentation bruitée d'un langage est alors dénie omme étant la présentation
du langage bruité :
1
Dans [SG86℄, un bruit systématique est aussi proposé. Le bruit est systématique dans le sens où le
bruit se fait toujours de la même façon : un apteur de température indiquera par exemple toujours
5°C de plus que la vraie température, seuls des exemples négatifs seront bruités en positifs mais pas
l'inverse, et. Toutefois, e modèle n'a pas été repris dans le adre de l'inférene grammatiale.
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Dénition 30 (Présentation k-bruitée) Soit L un langage de Σ∗. Une présentation
k-bruitée de L est une présentation de Nk(L).
Il est à noter que notre bruit systématique dière de elui de Stephan dans le sens
où seuls les éléments de Nk(L) \ L bruitent la présentation, et que même es éléments
peuvent apparaître un nombre inni de fois.
3.2.2 Le bruit en apprentissage atif
Intéressons-nous maintenant au adre de l'apprentissage atif. La perfetion de
l'orale est diile à obtenir ; par onséquent, le bruit est introduit par le biais de
l'orale. Si généralement le problème d'appartenane d'un mot à un langage est faile
à résoudre, e n'est pas toujours le as. En eet, en pratique l'orale est typiquement
remplaé par un humain ; 'est par exemple le as du système Squirrel [CGLN07℄. Il
peut don lui arriver de ne pas arriver à déider si tel hire manusrit est un 0 ou un
6, ou si telle lettre manusrite est un a ou un u. Il peut ainsi se tromper, voire dire
qu'il ne sait pas si un exemple appartient au langage ou non. De même, la réponse
à une requête de orretion n'est pas toujours évidente : quelle est la orretion du
mot (ab(bba)11b)7 relativement au langage L = Σ≤113 \ {w : (ab)31  w} ? Si dans e
as la réponse à une requête d'appartenane mq est (presque) instantanée, donner une
orretion, 'est-à-dire répondre à une q
Edit
, est plus ardu.
Plusieurs modèles d'orales peuvent alors être onsidérés an de simuler un orale
humain :
 les mq peuvent être limitées an que l'orale puisse répondre  je ne sais pas 
à ertains mots (appelées omissions ou lmq pour limited membership queries
[GM92, AS94, FGMP94℄), un nombre ni ℓ d'omissions étant xé à l'avane,
 la réponse de l'orale à MQ(w) peut être fausse pour ertains mots (les requêtes
sont alors appelées mmq pour maliious membership queries [AK94℄), un nombre
ni ℓ d'erreurs étant xé à l'avane2,
 la réponse à CQ(w) peut être Oui si w appartient au langage ible, et sinon,
une orretion appartenant au langage, plus ou moins prohe de w suivant une
ertaine probabilité [BBdlHJT08℄.
Dans les travaux i-dessus, les réponses aux requêtes sont dites persistantes : dié-
rentes requêtes ave le même mot w reevront toujours la même réponse, qu'elle soit
juste ou fausse. Dans [Sak91℄, Sakakibara présente un modèle dans lequel haque ré-
ponse à une requête d'appartenane peut être fausse suivante une ertaine probabilité.
Toutefois, dans son modèle, haque requête onstitue un événement indépendant. En
d'autres termes, l'orale peut donner deux réponses diérentes à une même requête sui-
vant le moment où la question est posée. Il sut don de répéter la requête un nombre
de fois susant pour savoir si l'orale a menti ou non. Sakakibara montre alors que
toute lasse qui est apprenable sans bruit est apprenable (ave grande probabilité) dans
son modèle, e qui n'est pas vraiment pertinant. Nous n'étudierons ainsi que les modèles
de bruit où les réponses aux requêtes sont persistantes.
2
Les ℓ omissions ou les ℓ erreurs peuvent être hoisies par un orale malveillant onnaissant la
stratégie d'apprentissage.
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Maintenant que les adres théoriques sont formellement posés, nous allons nous in-
téresser à l'apprentissage des langages les plus étudiés en inférene grammatiale : les
langages réguliers. En eet, leur apprentissage en situations non bruitées est largement
étudié. Ces études permettent de mieux omprendre et aborder l'apprentissage de lan-
gages de plus haut niveau dans la hiérarhie de Chomsky.
Ainsi, pour mieux appréhender l'étude de l'apprenabilité des langages de la hiérar-
hie de Chomsky à partir de données bruitées, nous nous attaquons en premier aux
langages rationnels.
3.3 Apprentissage des afd en situations bruitées
Nous allons maintenant voir les diérents résultats des travaux sur l'apprentissage
des afd à partir de données bruitées. Pour ela nous onsidérerons les diérents modèles
de bruit étudiés préédemment.
3.3.1 Dans le adre de l'identiation à la limite
Nous allons nous intéresser dans un premier temps à l'apprentissage des afd dans
le adre de l'identiation à la limite. An de mieux erner les enjeux du problèmes,
nous allons reprendre l'exemple de l'apprentissage par Rpni en ajoutant du bruit.
Soient la ible L = {w ∈ Σ∗ : |w|a mod 2 = |w|b mod 2 = 0}, et les éhantillons
X+ = {bb, aaaa, abab, baab, baba, bbbbbb, baaabbbbab, baabbaaaabbbbaba} et X− = {a,
aa, ab, ba, aba, abb, bbb, aaab, baaa, aaaaaaaaa, bbbaababaa, ababbbbbbbba}. Par rapport
à l'exemple de la Figure 2.1, nous avons don introduit le mot aa en tant que mot négatif
alors qu'il était lassé auparavant omme étant positif (sa vraie étiquette). L'automate
résultant de l'apprentissage de Rpni sur es nouveaux ensembles X+ et X− est donné
Figure 3.1.
Comme nous pouvons le onstater, les eets sur la omplexité de l'automate sont
importants : d'un automate à 4 états, nous passons à un automate à 7 états. Il a don
sut de bruiter un seul et unique mot pour faire perdre au modèle sa apaité de
généralisation. Si nous voulons inférer un automate à partir de données bruitées, il est
alors néessaire de traiter le bruit d'une façon ou d'une autre pour pouvoir utiliser les
algorithmes à fusion d'états tels que Rpni. Autrement, le même problème se posera et
l'automate appris risque de ne orrespondre en rien à l'automate ible.
Comme nous l'avons dit préédemment, il existe deux manières de traiter le bruit :
avant l'inférene (algorithme de type lter), ou pendant l'inférene (algorithme de type
wrapper). En apprentissage automatique, es deux types d'algorithme sont généralement
utilisés pour réduire le nombre de données de l'ensemble d'apprentissage
3
. Toutefois, la
plupart des travaux s'intéressent aux données numériques uniquement. Nous allons voir
3
Par exemple, en enlevant les outliers (bruit) et les entres de lusters (peu intéressant pour étiqueter
les données).


















Fig. 3.1  Automate résultant de l'exéution de Rpni sur un ensemble bruité.
dans un premier temps omment nettoyer les données d'apprentissage, puis dans un
seond temps les travaux qui visent à déteter le bruit pendant la phase d'apprentissage.
Filtrer les données en situations bruitées onsiste à déteter quels exemples sont
mal étiquetés. Dans [SJY02℄ ela est eetué via un test statistique. La probabilité
onditionnelle mise en plae permet alors de déteter les outliers, 'est-à-dire les vrais
positifs (ou vrais négatifs) ayant des aratéristiques peu ommunes voire aberrantes
4
:
si un mot w est étiqueté positif, mais que le test statistique indique que la probabilité
pour que w soit positif est faible et que la probabilité pour que w soit négatif est forte,
il y a de grandes hanes pour que w ait subi l'inuene du bruit. Une fois les données
ltrées, Rpni est exéuté. Sur des automates ibles de taille 10, ave 8% de bruit, le
taux de suès en généralisation passe alors d'environ 70% à 90%.
Le problème de ette approhe onerne la dénition des tests statistiques. En eet,
eux-i ne prennent pas du tout en ompte le fait que les langages soient rationnels.
De plus, les tests reposent sur le voisinage des mots, et sur ertains ensembles d'ap-
prentissage e test peut ne pas être able (typiquement, lorsqu'il y a peu de données).
Pour éviter ela, les tehniques dites wrapper détetent et traitent les données pendant
l'apprentissage lui-même.
La plupart des travaux de e type se basent sur l'adaptation des algorithmes de
type Rpni. Ils modient les algorithmes de telle sorte que la fusion de deux états est
aeptée non plus si l'automate résultant est ompatible ave les données X+ et X−,
mais si la distribution engendrée par le nouvel automate n'est pas trop diérente de
elle engendrée par l'automate avant fusion.
4
Un outlier est distant numériquement des autres données. Par exemple, dans une pièe la tempéra-
ture des objets sera d'une dizaine de degré, exeptée elle du four allumé qui sera supérieure à 100°C :
le four est alors un outlier.
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Plus formellement, au lieu de tester uniquement si l'automate obtenu après fusion
est ompatible ave les données (ligne 7 de l'Algorithme 2), nous testons si les nombres
d'erreurs avant fusion et après fusion ne sont pas signiativement diérents grâe à




Algorithme 3 : Pseudo-ode de l'algorithme Rpni
∗
Données : Deux ensembles X+ et X−, un réel α ∈ [0; 0, 5]
Résultat : L'automate minimal reonnaissant tous les mots de X+ et rejetant
eux de X−
A← PTA(X+,X−);1
pour i← 1 à |A| − 1 faire2
j ← 0;3
continuer ← V rai;4
tant que j < i et continuer faire5
B ← fusion(A, i, j);6








Le paramètre α est lié au risque que nous prenons d'armer que les diérenes
avant-après fusion ne sont pas signiatives. Par onséquent, si α = 0, l'algorithme
aeptera toutes les fusions et retournera l'automate universel. À l'inverse, si α = 0, 5
une fusion sera rejetée dès qu'un exemple sera mal lassé : s'il n'y a pas de bruit, le
omportement sera alors le même que elui de Rpni.
Des améliorations de Rpni peuvent également être modiées en suivant le même
prinipe. Rpni teste pour haque état s'il peut le fusionner ave un des états qu'il a déjà
traité. S'il peut eetuer la fusion, il le fait immédiatement. Le problème est que ette
fusion va peut-être avoir pour onséquene d'empêher une autre fusion qui aurait été
meilleure. Les algorithmes de type blue-fringe (à frontière bleue) résolvent e problème
en maintenant à jour un ensemble d'états dits rouge (qui ne peuvent plus être fusionnés
entre eux) ainsi qu'un ensemble d'états dits bleus (les andidats pour une fusion ave un
état rouge). Ils peuvent ainsi hoisir le meilleur ouple (état rouge, état bleu) à fusionner
suivant un ertain sore (omme par exemple, le nombre de mots bien lassé avant et
après la fusion, le nombre d'états de l'automate, une ombinaison des deux et.). Nous
avons proposé une telle modiation ave l'algorithme blue
∗





eetue des tests statistiques an de mieux prendre en ompte le fait que
ertains exemples puissent être bruités. Tout omme les algorithmes blue-fringe ont de
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meilleurs résultats que Rpni, les résultats de blue
∗
sont meilleurs que eux de Rpni
∗
.
Conernant les résultats d'apprentissage, Rpni
∗
peut, dans ertains as, orrete-
ment identier des automates à dix états en ayant vu 1000 exemples dont environ 10%
sont bruités. Ce n'est malheureusement pas toujours le as. Nous disuterons d'autres




dans la setion suivante.
Il est à noter qu'il existe également des algorithmes permettant d'inférer des au-
tomates stohastiques (omme alergia [CO94℄ ou mdi [TDdlH00℄). Étant de nature
probabiliste, ertains de es algorithmes peuvent identier exatement des automates
ave un faible niveau de bruit.
Nous terminons ette étude sur l'identiation à la limite des automates en milieu
bruité en nous intéressant au bruit non statistique.
Tout d'abord, il est à noter que si deux langages d'une lasse ne sont pas distin-
guables une fois du bruit ajouté, alors la lasse n'est pas identiable à partir de données
bruitées. Par exemple, soient les langages L1 = {w : ∃k ∈ N, |w| = 2k}, ontenant les
mots de longueurs paires, et L2 = {w : ∃k ∈ N, |w| = 2k + 1}, ontenant les mots
de longueurs impaires. Ces deux langages étant représentables par des automates (voir
Figure 3.2), ils appartiennent don à AFD(Σ).
0 1
a, b, . . .
a, b, . . .
0 1
a, b, . . .
a, b, . . .
Fig. 3.2  Automates reonnaissant le langage L1 ontenant tous les mots de longueurs
paires (à gauhe), et le langage L2 ontenant tous les mots de longueurs impaires (à
droite).
Prenons maintenant le bruit systématique de degré 1, nous avons alors N1(L1) =
N1(L2) = Σ
∗
. En eet, pour tout w ∈ Σ∗, il existe un mot de longueur paire (don
de L1), ainsi qu'un mot de longueur impaire (don de L2), à distane au plus 1 de w
(ela peut être w lui-même). En d'autres termes, nous ne pouvons distinguer L1 de L2
à partir d'une présentation bruitée. Nous en déduisons don :
Théorème 10 AFD(Σ) n'est pas identiable à la limite à partir de présentation brui-
tée systématiquement.
Enn, dans [Ste97℄ puis [CJS01℄, les auteurs dénissent ertaines onditions per-
mettant l'identiation à partir de e type de NoisyTxt. Par exemple, Case et Jain
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introduisent la notion de loking sequene, similaire à elle de l'ensemble aratéris-
tique, et montrent que toute lasse de langages apprenable à partir NoisyTxt possède
une loking sequene pour haun des langages de la lasse. Ils montrent alors, entre
autre, que dans e ontexte toutes les familles indexées de langages réursifs peuvent
être apprises. En revanhe, dans [Ste97℄ il est montré que la lasse de langages ontenant
tous les singletons peut être appris à partir de NoisyTxt mais pas de VeryNoisyTxt. De
plus, si deux langages L,L′ sont tels que L ⊂ L′, alors {L,L′} ne peut être appris à
partir de NoisyTxt. Nous avons alors :
Théorème 11 ([Ste97℄) AFD(Σ) n'est pas identiable à la limite à partir de Very-
NoisyTxt ni à partir de NoisyTxt.
En revanhe, Stephan puis Case, Jain et Sharma montrent qu'il existe plusieurs
lasses de langages apprenables à partir de VeryNoisyTxt ou de NoisyTxt.
3.3.2 Dans le adre de l'apprentissage atif
Nous allons nous intéresser maintenant à l'apprentissage atif lorsque les orales
peuvent ne pas répondre à des requêtes (lmq), ou répondre faux (mmq). L'étude de
l'apprentissage à partir d'orale pouvant être limité ou maliieux est largement étudié
dans [AKST97℄. Comme les afd ne peuvent être appris à partir de mq seules, l'étude
porte sur des orales pouvant répondre à des eq et des lmq ou des eq et des mmq.
Dans et artile, il est montré que l'identiation polynomiale à partir de mmq et
eq implique l'identiation polynomiale à partir de lmq et eq. En eet, soit Alg un
algorithme identiant une lasse L à partir de mmq et eq. Pour onstruire un algorithme
identiant L à partir de lmq et eq, il sut d'utiliser Alg en remplaçant haque réponse
 je ne sais pas  par Oui ou Non. Ainsi, il est au moins aussi dur d'apprendre à partir
de mmq que de lmq.
De plus, il est montré que AFD(Σ) est apprenable à partir de mmq et de eq. Pour
e faire, il faut modier l'algorithme Lstar vu préédemment
5
de façon à e que le plus
d'exemples (et de ontre-exemples) possibles proviennent des requêtes d'équivalene qui
elles sont sûres. L'algorithme tient alors à jour deux tables : la table CE des ontre-
exemples donnés par les eq et la table MA des réponses aux mmq. Il exéute alors
Lstar normalement, sauf qu'au lieu de faire une requête d'appartenane pour un mot
w, il regarde d'abord si w n'est pas dans la table CE. Si e n'est pas le as, il eetue
une mmq et la réponse est ajoutée à la table MA. Après avoir reçu un ontre-exemple
d'une eq, l'algorithme stoke la réponse dans CE et vérie si elle est déjà ontenue dans
MA. Si elle y est ave la mauvaise étiquette, alors l'algorithme reommene de zéro en
gardant uniquement la table CE, sinon, l'algorithme ontinue normalement.
Si l est le nombre de mots sur lesquels l'orale peut mentir, alors nous pouvons
montrer que ette tehnique permet d'apprendre en eetuant au plus l + 1 remise à
zéro. En outre, le temps passé entre haque mise à zéro est polynomial en la taille de
l'automate ible. Nous en déduisons alors :
5
Ou n'importe quel algorithme qui identie à partir d'eq et de mq.
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Théorème 12 ([AKST97℄)
 AFD(Σ) est polynomialement identiable à partir de mmq et eq
 AFD(Σ) est polynomialement identiable à partir de lmq et eq
Enn, AFD(Σ) n'étant pas apprenable à partir de requêtes de orretion, nous
n'étudierons pas leur apprentissage lorsque l'orale peut donner une orretion erronée.
Le fait que peu de paradigmes permettent l'apprentissage des afd à partir de données
bruitées, mais que d'autres lasses de langages le sont nous amène alors à une disussion
du résultat de l'apprentissage des afd en situation bruitées.
3.4 Disussion
Si l'apprentissage en milieu non bruité est relativement faile (dans le sens où un
nombre onsidérable d'algorithmes apprenant orretement existent), e n'est pas le as
lorsque les données subissent une quelonque forme de bruit. En eet, nous venons de
voir que l'apprentissage exat n'est possible que lorsque nous apprenons ave un orale
maliieux, ou bien un orale qui peut répondre  je ne sais pas 
6
. Dans la plupart des
autres as, nous pouvons montrer qu'il existe des as où nous ne pouvons pas apprendre,
et e, sans même parler de polynomialité.
Le seul adre dans lequel l'étude de l'apprentissage à partir de données bruitées
semble être enourageant est elui de l'identiation à la limite. Toutefois, si nous pou-
vons en eet montrer que plusieurs algorithmes montrent une ertaine résistane au
bruit, il faut en fait prendre es résultats ave préaution.




, pouvait apprendre ave
environ 10% de bruit dans les données. Cependant, si les résultats d'apprentissage sont
bons dans ertains as, ils peuvent ne pas l'être dans d'autres. En eet, s'il existe
des afd pour lesquels l'algorithme obtient un taux de suès en lassiation à plus
de 98%, voire 100%, e n'est pas toujours le as. Pour ertains automates, de même
taille que eux donnant un bon taux de lassiation, en xant les mêmes paramètres
à l'algorithme, le taux de suès peut desendre à 80%. De plus, bien que sensé être
une amélioration de Rpni
∗
, les résultats de Blue
∗
ne sont pas à la hauteur. Ils ne sont
meilleurs que de quelques pourents.
Deuxièmement, il est vrai que nous obtenons quelques bons résultats, mais ils sont
obtenus pour des automates de très petites tailles (automates ible à 10 états) par
rapport aux automates réellement utilisés en pratique (dont la taille dépasse failement
le millier d'états pour des appliations omme le traitement de la langue naturelle par
exemple). Si nous regardons ne serait-e que l'apprentissage d'afd à 60 états, le taux
de suès varie entre 55 et 60%, e qui est loin d'être aeptable.
L'apprentissage d'afd à partir de données bruitées est don un problème dur. Pour
s'en rendre ompte, il sut de regarder le site de gowahin [LPC98℄ permettant entre
6
L'apprentissage repose alors le plus possible sur les requêtes d'équivalene qui elles ne sont pas
bruitées.
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autre d'obtenir des problèmes d'apprentissage d'automates en milieu bruité. Très peu
d'auteurs se sont essayés à relever le dé. De plus, les taux de suès obtenus étant
eux ités préédemment, nous onstatons lairement que l'apprentissage d'automates
de taille supérieur à une dizaine d'états, ou ave un peu plus de bruit, est un problème
qui est loin d'être résolu.
Nous pouvons également onstater la diulté de et apprentissage en s'intéressant
au onours proposé sur l'apprentissage d'afd à partir de données bruitées par Luas
[Lu04℄. Il prévoyait l'apprentissage d'automates à 10, 20, 30, 40 et 50 états. Cependant,
auun des algorithmes présentés n'a réussi à dépasser un taux de réussite de 90% pour
des automates à plus de 30 états. Les meilleurs du onours n'utilisent non pas les
algorithmes  lassiques  d'apprentissage d'automates (de type Rpni par exemple)
mais les algorithmes génétiques
7
.
Ces algorithmes à fusion d'états éhouent dans l'identiation d'automates à partir
de données bruitées ar le moindre mot ayant subit une modiation aura des onsé-
quenes sur l'ensemble de l'automate : une mauvaise fusion aeptée, ou une fusion
rejetée à tort, modie omplètement la struture de l'automate nal. Le langage re-
onnu hange alors radialement. Les fusions faites après la (ou les) mauvaise fusion, ne
feront qu'aggraver la situation ar la généralisation (grâe aux yles et aux boules)
sera faite aux mauvais endroits. Le fait que Rpni n'arrive pas à apprendre en présene
de bruit est ompréhensible ar il n'est pas prévu pour ela. Toutefois son omportement
en fae de données bruitées permet de omprendre qu'une mauvaise fusion due au bruit




essaient de gérer es données bruitées, les tests statistiques ne permettent pas
de déteter tout le bruit. Ainsi, à la moindre fusion aeptée à tort, le omportement
sera identique à elui de Rpni et la généralisation mauvaise.
Enn, il est à noter que aluler le plus petit automate onsistant ave des données
X+ et X− est NP-diile [Gol78, Ang78℄. De plus, Angluin a montré que dans le pire
des as, le problème de l'apprentissage d'un afd à n états était NP-diile lorsque
2n+ 1 exemples sont absents [Ang78℄.
Nous pouvons ainsi lairement onstater les limites de l'apprentissage d'afd à partir
de données bruitées. Il y a en fait plusieurs raisons qui font que 'est un problème dur.
Tout d'abord, le bruit habituellement onsidéré n'est pas du tout adapté à l'iden-
tiation à la limite. En eet, le bruit statistique ne permet pas d'apprendre onve-
nablement les langages : tout au plus, nous pouvons espérer ne pas nous tromper en
armant que, pare qu'il n'apparaît que peu souvent, tel mot n'appartient pas au lan-
gage, ou que tel autre a une mauvaise étiquette, mais nous ne pourrons jamais en être
ertain. De plus, le problème hange ave les statistiques : l'apprenant n'essaie en fait
plus d'identier le langage ible mais essaie plutt d'identier une distribution.
Ensuite, les problèmes de ombinatoires soulevés lors de l'apprentissage d'afd à
partir de données bruitées et la omplexité des langages font qu'il est quasiment impos-
7
Ces travaux utilisent toutefois la onnaissane du nombre d'états de l'automate ible. Ils font alors
évoluer la matrie des transitions entre les états par mutations.
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sible étant donné un ensemble X et un mot w de dire si w appartient bien à l'automate
sensé reonnaître X. Que nous prenons le langage ontenant les mots ommençant par
la lettre a, elui ontenant les mots ayant un nombre pair de a, elui ontenant les mots
dont la parité du nombre de a est la même que elle du nombre de b, n'importe quel
mot du langage sera à distane 1 d'un mot qui n'appartient pas au langage et réipro-
quement. Bien évidemment, ela n'est pas toujours le as, mais es exemples typiques
montrent bien la diulté de l'apprentissage à partir de données bruitées. De même,
si nous reprenons les automates utilisés pour la preuve du Théorème 5.4, 'est-à-dire
les automates reonnaissant Σ∗ sauf un mot w, et que nous bruitons les données d'ap-
prentissage, omment savoir parmi les mots (bruités) qui nous sont présentés omme
négatifs, lequel est vraiment un mot négatif (si w n'a pas été lui même été bruité) ?
Ainsi, il sera parfois impossible d'apprendre des automates à partir de données brui-
tées. Dans les autres as, l'amélioration des algorithmes de type Rpni pour les rendre
résistants au bruit doit passer par un hangement des tests statistiques eetués pour
mieux déteter les éléments bruités.
Conlusion
Nous venons de voir diérents modèles de bruit envisageables. Toutefois, ertains
nous semblent plus raisonnables que d'autres. En partiulier, le bruit doit se baser sur
la distane d'édition ou sur des variantes (e qui est souvent le as en biologie par
exemple). Cependant, dans e ontexte, l'apprentissage des afd à partir de données
bruitées est diile. Pour autant, ela ne signie pas que l'apprentissage à partir de
données bruitées en général l'est obligatoirement.
Nous pourrions alors envisager deux solutions pour apprendre en situations brui-
tées : revoir le protoole de l'identiation des afd ou hanger de lasses de langages.
Toutefois, nous venons de voir que les diérents types de bruit envisagés préédem-
ment permettent de onlure que quelque soit le type de bruit utilisé, les afd ne seront
pratiquement jamais identiables. Ainsi, puisque les langages de plus bas niveau de la
hiérarhie de Chomsky ne sont pas apprenables en situations bruitées, il en sera de
même ave les langages de plus haut niveau (les langages rationnels y étant inlus).
D'un autre té, le fait est que si la hiérarhie proposée par Chomsky a des fon-
dements du point de vue de la linguistique, elle n'en a que peu du point de vue de
l'apprentissage. De e fait, l'apprentissage à partir de données bruitées ne peut se faire
en onsidérant omme point de départ les afd
8
. Nous pouvons alors hoisir de s'inté-
resser à des lasses de langages plus simples d'un point de vue topologique, qui elles
seraient plus résistantes au bruit. Intuitivement, nous arrivons plus failement à retrou-
ver un disque bruité dans le plan qu'une gure plus omplexe. Comme la dénition du
bruit repose sur la distane d'édition, les andidats raisonnables semblent alors être les
langages dont la dénition se base aussi sur la distane d'édition, omme par exemple
les boules de mots. Cependant, nous pouvons nous demander si les boules de mots ne
8
Il est à noter que les langages rationnels ne sont pas les seuls à sourir du bruit. Tous les langages
omme {anbm : n,m ∈ N} où il faut ompter les lettres, ne seront que peu ou prou résistants au bruit.
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sont pas simplement des langages  jouets  ayant ertainement de belles propriétés
théoriques, mais n'ayant auun intérêt en pratique. De plus, sont-elles résistantes au
bruit ?
Chapitre 4
Les langages à base de distane
Dans le hapitre préédent, nous avons vu que les langages de base de la hiérarhie
de Chomsky que sont les langages réguliers ne sont pas adaptés à un apprentissage à
partir de situations bruitées. En eet, en présene de bruit, ils ne sont que rarement
apprenables. Nous proposons ii e que pourraient être les premières briques d'une
hiérarhie alternative à la hiérarhie de Chomsky qui serait résistante au bruit : les
langages topologiques.
Dans e hapitre nous allons don voir les éléments essentiels à la ompréhension des
langages topologiques. Dans un premier temps nous donnerons une dénition formelle de
plusieurs langages topologiques. Nous nous intéresserons ensuite plus partiulièrement
aux boules de mots (un langage topologique partiulier). Nous étudierons alors quelques
propriétés de es langages an de montrer que derrière la simpliité de leur dénition
se ahe entre autre une réelle omplexité ombinatoire mais aussi une bonne résistane
au bruit. Nous montrerons également que les boules de mots ne sont pas simplement
des exemples-jouets théoriques mais sont déjà utilisés en pratique, par exemple pour
faire de la orretion orthographique, le entre de la boule représentant alors le mot à
orriger et les mots de la boule les orretions possibles. Enn, puisque nous voulons
étudier l'apprentissage des boules en situations bruitées, nous onlurons e hapitre en
montrant que sous ertaines ontraintes d'apprentissage, les boules de mots ne sont pas
apprenables.
4.1 Langages topologiques et boules de mots
Nous avons vu au Chapitre 2 que la distane d'édition jouait un rle prépondérant
dans la notion de bruit d'édition. Nous allons don nous servir de ette distane pour
dénir de nouveaux langages : les langages dits topologiques. En eet, si nous prenons
l'exemple de l'espae eulidien, intuitivement, les gures qui résisteraient le mieux au
bruit seraient les gures géométriques les plus simples : les disques, les parallélogrammes,
et. En d'autres termes, les gures pour lesquelles la distane joue un rle important
dans leurs dénitions.
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4.1.1 Dénitions de langages topologiques
Dans Σ∗, le langage le plus  simple  d'un point de vue topologique que nous
puissions dénir est la boule de mots :
Dénition 31 (Boules de mots) Étant donné d(·, ·) une distane sur Σ∗, la boule de
entre o ∈ Σ∗ et de rayon r ∈ N est dénie par Br(o) = {w ∈ Σ∗ : d(w, o) ≤ r}.
Nous noterons BΣ l'ensemble de toutes les boules : BΣ = {Br(o) : r ∈ N, o ∈ Σ
∗}.
Exemple 27 Soit Σ = {a, b}. On a B1(ba) = {a, b, aa, ba, bb, aba, baa, bab, bba} et
Br(λ) = Σ
≤r
pour tout rayon r ∈ N.
Dans le même esprit, nous pouvons dénir une ellipsoïde à partir de deux foyers :
Dénition 32 (Ellipsoïdes) Soient u, v ∈ Σ∗, l'ellipsoïde de foyers u et v est dénie
par ©k(u, v) = {w ∈ Σ
∗ : d(u,w) + d(w, v) ≤ 2 × k} où k ∈ N/2 est la distane du
grand axe.
Exemple 28 Soit Σ = {a, b}. L'ellipsoïde de foyers aba et bab ayant une distane
de grand axe une distane de 1, 5 est don ©1,5(aba, bab)={w ∈ Σ
∗ : d(aba,w) +
d(w, bab) ≤ 3} = {aa, ab, ba, bb, aaa, aab, aba, abb, baa, bab, bba, bbb, aaba, abaa,
abab, baba, babb, bbab}.
Une lasse de langages montrant que Σ∗ ne se omporte pas omme l'espae eulidien
est elle des segments :
Dénition 33 (Segments) Soient u, v ∈ Σ∗. Le segment d'extrémités u et v est déni
par [u, v] = {w ∈ Σ∗ : d(u,w) + d(w, v) = d(u, v)}.
Exemple 29 Soit Σ = {a, b}. Le segment d'extrémités aba et bab est alors déni par
[aba, bab] = {ab, ba, aba, bab, abab, baba}.
Nous pourrions nous attendre à e qu'un segment entre deux mots de longueurs 3 ne
ontiennent que des mots de longueurs 3, mais omme nous venons de le voir, e n'est
pas vrai. Plus surprenant enore, soit [X,Y ] un segment de Rn et Z un point de e
segment. Nous avons alors, ∀Z ′ ∈ [X,Y ], d(X,Z) = d(X,Z ′) =⇒ Z = Z ′, 'est-
à-dire une uniité du point Z omme étant le point à distane d(X,Z) de X. Dans
Σ∗ ave la distane d'édition, e n'est plus le as : d(aba, ab) = d(aba, baba) = 1 et
d(bab, ab) = d(bab, baba) = 1, les mots ab et baba pourraient don tous les deux être des
 milieux  du segment [aba, bab].
En fait, un segment est un as partiulier d'une ellipse : la ondition d(u,w) +
d(w, v) = d(u, v) peut se déomposer en d(u,w)+d(w, v) ≥ d(u, v) (ondition d'inégalité
triangulaire qui est toujours vraie) et d(u,w) + d(w, v) ≤ d(u, v) que nous pouvons
réérire en d(u,w) + d(w, v) ≤ 2k. Nous avons alors bien [u, v] =© d(u,v)
2
(u, v).
Notons enn, qu'un simple mot sut à dénir un langage topologique inni :
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Dénition 34 (Cnes et o-nes) Soit un mot u ∈ Σ∗, le ne de sommet u, noté uˆ
est déni par l'ensemble des sur-mots de u : uˆ = {w ∈ Σ∗ : u  w}. De même, l'ensemble
des sous-mots de u, noté uˇ déni le o-ne de sommet u : uˇ = {w ∈ Σ∗ : w  u}
Pour haque gure géométrique de l'espae eulidien, nous pourrions donner une
dénition d'un langage topologique dans Σ∗. Toutefois, notre intention n'est pas ii de
faire une liste exhaustive des langages topologiques, mais plutt de montrer que de tels
langages existent et qu'ils sont intéressants du point de vue de la théorie des langages. De
plus, nous voulons montrer que les langages topologiques sont résistants au bruit. Pour
se faire, nous nous intéresserons par la suite uniquement à une lasse de es langages :
la lasse des boules de mots.
Contrairement aux afd où il est plus que déliat de prédire e que sera le bruité
d'un langage reonnu par un automate, les boules se omportent bien en présene de




(⊆) Si x appartient au bruité de la boule, x ∈ Nk(Bk′(u)). Il existe alors un mot
y ∈ Bk′(u) tel que d(y, x) ≤ k, 'est-à-dire un mot y tel que d(u, y) ≤ k
′
et
d(y, x) ≤ k. Nous avons don d(u, x) ≤ k′ + k.
(⊇) Soit x ∈ Bk+k′(u) alors d(u, x) ≤ k + k
′
. Supposons que d(u, x) > k′ (sinon 'est
trivial). Le fait que k′ < d(u, x) ≤ k + k′ signie que u peut être transformé en
x par au plus k + k′ opérations d'édition. Soit y la haîne obtenue après les k′
premières opérations. Alors d(u, y) = k′ et d(y, x) ≤ k ; il s'en suit que y ∈ Bk′(u)
et x ∈ Nk(Bk′(u)).
✷
4.1.2 Représentations des boules de mots
Même si la dénition des boules de mots paraît simplissime, il ne faut pas se er
aux apparenes. Par exemple, le nombre de mots qu'elles ontiennent est exponentiel en
fontion du rayon dès que |Σ| ≥ 2. C'est le as par exemple de la boule Br(λ) = Σ
≤r
:
pour onstruire un mot de longueur r, il y a |Σ| façons de hoisir la première lettre, |Σ|
façons de hoisir la seonde, . . . soit |Σ|r mots de longueurs r. Nous en déduisons que
|Br(λ)| = 1+2+2
2+· · ·+2r−1+2r, e qui orrespond à une suite géométrique. La boule
de entre λ et de rayon r ontient don 1+2+22+ · · ·+2r−1+2r = (|Σ|r+1−1)/(|Σ|−1)
mots. Il est ependant diile d'estimer e nombre dans le as d'une boule quelonque.
Toutefois, nous pouvons nous faire une idée expérimentalement (voir Table 4.1.2). Nous
onstatons lairement que pour une longueur de entre xée ave |Σ| = 2, le nombre
moyen de mots fait plus que doubler haque fois que le rayon augmente de un. Compte
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Longueur Rayon
du entre 1 2 3 4 5 6
0 3,0 7,0 15,0 31,0 63,0 127,0
1 6,0 14,0 30,0 62,0 126,0 254,0
2 8,6 25,6 56,5 119,7 246,8 501,6
3 10,8 41,4 101,8 222,8 468,6 973,0
4 13,1 61,4 173,8 402,9 870,9 1850,8
5 16,3 91,0 285,1 698,5 1584,4 3440,9
6 17,9 125,8 441,2 1177,5 2771,3 6252,9
7 21,2 166,9 678,0 1908,8 4835,8 11233,5
8 24,3 200,2 1034,2 3209,9 8358,1 19653,6
9 26,0 265,4 1390,9 5039,6 13677,8 34013,1
Tab. 4.1  Nombre moyen de mots dans une boule pour un alphabet à 2 lettres. Les
entres sont tirés au hasard, haque alul se fait en moyennant sur 20 entres.
tenu de es hires, il est alors inenvisageable de stoker l'ensemble de tous les mots
d'une boule en mahine pour travailler.
La quantité de mots ontenus dans une boule grandissant de façon exponentielle,
ela nous amène alors diretement à la question de la représentation d'une boule. En
eet, puisque les boules sont des langages nis et don réguliers, nous serions tentés
de prime abord d'utiliser des automates pour les représenter. Il est par exemple faile
de montrer que la boule Br(o) peut être reonnue par un automate ave λ-transitions
ayant O (|o| · r) états (voir Figure 4.1). Un automate ave λ-transitions orrespondant
à un automate ni non déterministe dont les transitions peuvent se faire sur λ.
Cependant, les automates non-déterministes ne sont pas de bons andidats pour
représenter les boules de mots. En eet, il a été montré qu'ils ne sont pas apprenables
dans la plupart des paradigmes d'identiation [AK91, dlH97℄. Les automates nis dé-
terministes orrespondants, eux, n'ont pas e fâheux désavantage. Cependant, les ex-
périmentations montrent qu'ils ont souvent un nombre d'états exponentiel.
Il existe plusieurs algorithmes de onstrution d'afd reonnaissants Br(o). En par-
tiulier, Shulz et Mihov introduisent dans [SM02℄ les automates de Levenshtein en
proposant une onstrution direte dont le nombre d'états, ainsi que le temps et l'es-
pae de onstrution, sont linéaires en |o| mais exponentiels en r (voir Table 4.2). La
taille de l'alphabet elle-même ne joue pas sur le nombre d'états, mais seulement sur le
nombre de transitions.
Rayon r 1 2 3 4
Nombre d'états 5 · |o| 30 · |o| 180 · |o| 1353 · |o|
Tab. 4.2  Nombre d'états de l'automate de Levenshtein [SM02℄ reonnaissant Br(o)
lorsque |Σ| ≥ 2.
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Fig. 4.1  Automate ave λ-transitions reonnaissant la boule Br(o).
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Malheureusement, les automates de Levenshtein retournés par leur algorithme ne
sont pas minimaux, et prouver que les afd minimaux reonnaissants Br(o) ont aussi
un nombre d'états exponentiel est un vrai hallenge ombinatoire. Nous poserons don
ii la onjeture :
Conjeture 1 Dans le pire as, l'afd minimal de Br(o) ontient Ω(2
r · |o|) états.
Il est assez frustrant de ne pas avoir plus qu'une onjeture. Malheureusement, les
seuls travaux s'intéressant à la taille de l'afd minimal reonnaissant une boule de mots
de notre onnaissane utilisent la distane de Hamming [EM97℄.
Quoiqu'il en soit, il est lair au vu des expérimentations que hoisir un afd pour
représenter une boule n'est pas très pertinent. De plus, si passer d'un ensemble de mots
orrespondant à une boule à un automate est hose faile, il n'en est pas de même de la
réiproque, 'est-à-dire de la question : étant donné un automate A ni, déterministe et
minimal, quelle est, si elle existe, la boule reonnue par l'automate ? C'est une question
que nous laissons ouverte et sur laquelle nous reviendrons au hapitre suivant.
D'un autre té, pourquoi ne pas représenter la boule Br(o) par la paire (o, r) ?
La taille de ette représentation orrespond au nombre de bits néessaires pour enoder
ette paire, soit une taille de |o|+log r. La taille de la paire n'est en eet pas |o|+r : ela
orrespondrait à un enodage en base 1 du rayon r, e qui n'est pas raisonnable (voir par
exemple [GJ79℄). De plus, déider si un mot w appartient à la boule Br(o) est quasiment
immédiat. Il sut en eet de aluler dans un premier temps la distane entre w et le
entre de la boule, le alul de d(o,w) étant en O(|o|×|w|). Puis vérier si ette distane
est plus petite que le rayon, 'est-à-dire si d(o,w) ≤ r. Le problème de l'appartenane
du mot w à la boule Br(o) peut alors être résolu en temps O (|o| × |w|+ log r).
Nous prendrons don le ouple (o, r), de taille |o| + log r, omme représentation
de la boule Br(o). En eet, quand l'alphabet a au moins deux lettres, (o, r) est un
représentant unique, don anonique, de la boule Br(o) :
Théorème 14 Si |Σ| ≥ 2 et Br1(o1) = Br2(o2), alors o1 = o2 et r1 = r2.
An de montrer l'uniité de la représentation des boules, nous allons nous servir de
deux lemmes. Le premier lemme montre que si deux boules sont égales, les longueurs
de leurs plus grands mots sont égales :
Lemme 4 Br1(o1) = Br2(o2)⇒ |o1|+ r1 = |o2|+ r2.
Démonstration :
Soit w ∈ Σr1 , alors d(o1, o1w) = |w| = r1 par la Proposition 1. Le mot o1w appar-
tient don à la boule Br1(o1), et don à Br2(o2). Nous avons don d(o1w, o2) ≤ r2, et
d(o1w, o2) ≥ |o1w|− |o2|, toujours d'après la Proposition 1. Nous en déduisons alors que
r2 ≥ |o1w|−|o2| = |o1|+r1−|o2|, soit r2+|o2| ≥ |o1|+r1. De façon symétrique, nous pou-
vons montrer que r2+ |o2| ≤ |o1|+r1. Nous en déduisons alors que |o1|+r1 = |o2|+r2. ✷
D'après le seond lemme, s'il existe deux boules telles que le entre de la première
n'est pas un sur-mot du entre de la seonde, nous pouvons onstruire un mot w de
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longueur maximale de la première boule telle que le entre de la seonde boule ne soit
pas un sous-mot de w :
Lemme 5 Si |Σ| ≥ 2 et o2 6 o1, alors, il existe un mot w ∈ Σ
∗
et un entier r ∈ N tels
que :
1. |w| = r + |o1|,
2. o1  w et
3. o2 6 w
Démonstration :
Supposons, sans perte de généralité, que o2 ommene par la lettre a, et soit b une lettre
de Σ∗ diérente de a : b ∈ Σ \ {a}. Nous onstruisons alors le mot w omme étant la
onaténation de r fois la lettre b et du entre o1 : w = b
ro1. La longueur de w est alors
bien de |w| = r+ |o1| (1). De plus, par onstrution, o1  w (2). Enn, omme o2 6 o1,
que o2 ommene par un a et w par un b, o2 6 w (3). ✷
Les Lemmes 4 et 5 permettent alors de déduire le Théorème 14 :
Démonstration :
(⇐) Trivial.
(⇒) Supposons dans un premier temps que les deux entres soient diérents : o1 6= o2.
Deux as sont alors possible : soit o1 6 o2, soit o2 6 o1. Supposons, sans perte de
généralité, que o2 6 o1. Par le Lemme 5, il existe alors une haîne w telle que
1. |w| = r1 + |o1|,
2. o1  w et
3. o2 6 w.
Le point 2 nous dit que o1  w, nous en déduisons d'après la Proposition 1 que
d(o1, w) = |w| − |o1|. Et don, d'après le point 1 que d(o1, w) = |w| − |o1| = r1.
En d'autres termes, ela signie que w appartient à la boule Br1(o1).
Maintenant, le point 3 préise que o2 6 w. Toujours d'après la Proposition 1, nous
en déduisons que d(o2, w) >
∣∣|w| − |o2|∣∣ = ∣∣r1 + |o1| − |o2|∣∣ = r2 (d'après le point
1 et le Lemme 4). D'où w 6∈ Br2(o2).
w appartiendrait don à Br1(o1) mais pas à Br2(o2), e qui est impossible. L'hy-
pothèse que les entres sont diérents est don fausse. En onséquene, nous avons
néessairement o1 = o2 et, d'après le Lemme 4, r1 = r2.
✷
Il est à noter que le théorème n'est vrai que si l'alphabet est de taille au moins
deux. En eet, si l'alphabet n'a qu'une lettre, une même boule peut admettre plusieurs
représentations.
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Exemple 30 Soit Σ = {a}, la boule ontenant les mots {λ, a, aa, aaa, aaaa} peut être
représenté par les ouples (λ, 4), (a, 3), (aa, 2). En d'autres termes, si Σ = {a} alors
B4(λ) = B3(a) = B2(aa).
De même, elles ne pourront être identiées à partir de bruit systématique :
Exemple 31 Soit Σ = {a}. Nous pouvons avoir deux boules diérentes : B2(a) 6=
B1(aa), mais N1(B2(a)) = N1(B1(aa)). En eet, N1(B2(a)) = B3(a) = B2(aa) =
N1(B1(aa)).
Enn, ertaines boules peuvent poser des problèmes de omplexité. Par exemple,
auun mot en dehors de la boule Br(λ) = Σ
≤r
n'est de taille polynomiale en 0 + log r,
'est-à-dire en la taille de la boule. C'est le as également de toutes les boules telles que
r > 2|o|. Nous distinguerons don par la suite e que nous appellerons les bonnes boules
des mauvaises boules :
Dénition 35 (Bonnes boules) La boule Br(o) est une bonne boule si et seulement
si r ≤ |o|. Nous dirons que 'est une mauvaise boule sinon.
Cette dénition n'est pas farfelue : si nous prenons l'exemple des travaux sur la
orretion orthographique, ela signie que nous herhons des orretions de petite
longueur si le mot est petit, ou enore, que nous onevons que nous faisons plus de
fautes sur un mot plus long. Toutefois, an d'être moins strit, nous pouvons également
introduire la notion de boule q()-bonne :
Dénition 36 (q()-bonnes boules) Soit q() une fontion polynme1. La boule Br(o)
est une q()-bonne boule si et seulement si r ≤ q(|o|). Une bonne boule est don une
q()-bonne boule pour la fontion polynme q(x) = x.
Nous noterons alors BB(Σ) la lasse de toutes les bonnes boules et BOULE(Σ) la
lasse de toutes les boules de mots.
4.2 Avantages et inonvénients des boules de mots
Nous allons maintenant nous onentrer sur ertaines propriétés des boules de mots.
En partiulier, sur des propriétés souvent surprenantes et qui peuvent parfois poser
problème lors de l'étude des boules : les intuitions qui sont vraies pour les disques
de R
2
ou les boules de R
3
sont fausses pour elles de Σ∗. Dans un seond temps nous
verrons que les boules de mots sont déjà utilisées dans divers travaux, bien que rarement
nommées.
1
En fait, q() ne peut être une fontion polynme quelonque. En eet, pour la fontion polynme
q(x) = −x, une q()-bonne boule serait telle que r ≤ −|o|. . . Nous hoisirons don de préférene des
fontions polynmes monotone roissante telles que q(0) ≥ 0, ou enore, des polynmes à oeients
dans N.
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4.2.1 Propriétés et ontre-intuitions
Tout d'abord, ave le problème de la représentation, nous avons pu onstater que les
boules de mots sont diérentes de elles de l'espae eulidien et ne sont pas aussi simples
que leurs dénitions le laissent roire. Le théorème suivant montre que ette diulté
est bien réelle. En eet, trouver la boule de rayon minimum ontenant un ensemble de
points est NP-diile :
Théorème 15 ([dlHC00℄) Étant donnés un ensemble ni de mots W = {w1, . . . , wn}
et une onstante K, déider si un mot z ∈ Σ∗ existe tel que
∑
w∈W d(z,w) < K (res-
petivement maxw∈W d(z,w) < K) est NP-omplet.
Malgré e problème, onnu sous le nom de median string [dlHC00, JABC03℄, et la
grande taille des boules de mots, es dernières présentent une propriété intéressante qui
nous sera souvent utile pour identier les boules :
Proposition 3 Soit Br(o) une boule. Parmi tous les ouples de la forme (a
iu, biu) tels
que |u|+ i = |o|+ r, 'est-à-dire tels que les mots sont parmi les plus longs de la boule,
(aro, bro) est l'unique ouple ave le plus grand i.
Démonstration :
Raisonnons par l'absurde. Soit (aiu, biu) un ouple tel que |u|+ i = |o| + r ave i > r,
et don |o| > |u|. Nous avons alors |aiu| = |o| + r don d(o, aiu) ≥ r par la Propro-
sition 1. Comme aiu appartient à la boule d(o, aiu) ≤ r don d(o, aiu) = r. Nous en
déduisons alors que o  aiu toujours par la même proposition. Par le même raisonne-
ment, nous avons o  biu. Nous en déduisons don que o  u e qui ontredit |o| > |u|. ✷
Les mots aro et bro orrespondent aux mots onstruits à partir du entre, en faisant
une insertion de r fois la lettre a (respetivement la lettre b) en début de mot. Ils sont
don à distane r du entre, et appartiennent aux mots de longueurs maximales de
la boule. Il est à noter que d'autres ouples partagent ette propriété, par exemple le
ouple (oar, obr), mais nous nous onentrerons sur les mots aro et bro par la suite.
Ensuite, il est faux de penser que les boules de mots sont des objets symétriques et
homogènes. Nous avons en eet pu le onstater ave le Tableau 4.1.2 : la plupart du
temps, dans l'ensemble de mots représenté par une boule, la moitié de es mots sont de
longueurs maximales. En d'autres termes, dans la boule Br(o) pratiquement la moitié





si |Σ| = 2 et |Bmaxr (λ)| = |Σ
r| = 2r).
De même, si nous omparons deux boules de même rayon et dont les entres sont
de même longueur, nous sommes en mesure de s'attendre à e qu'elles ontiennent le
même nombre de mots, tout omme dans R
2
deux disques qui ont un même rayon ont
une même surfae. Dans Σ∗, la ardinalité de deux boules d'apparene identique peut
varier pratiquement du simple au double :
Exemple 32 Soient les boules B2(aaaabbbb) et B2(abababab) :
 |B2(aaaabbbb)| = 172
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 |B2(abababab)| = 254
Une autre propriété qui est vraie dans l'espae eulidien est qu'un disque de rayon
r ne peut ontenir que des disques dont le rayon est inférieur à r. Enore une fois, ette
propriété est fausse dans Σ∗ :
Exemple 33 Une boule de rayon 5 peut être inluse dans une boule de rayon 4 :
B5(ab) ⊂ B4(abab).
La ardinalité d'une boule n'est don pas une fontion roissante en fontion du rayon.
Enn, la propriété qui est ertainement parmi les plus ontre-intuitives est que les
boules de mots de sont pas  onvexes . Toujours à titre de omparaison, si nous
prenons deux points dans un disque de R
2
et que nous traçons le segment reliant es
deux points, le segment est intégralement inlus dans le disque, quels que soient les deux
points pris. Dans Σ∗, un mot peut ne pas appartenir à une boule alors qu'il le devient
en eetuant n'importe quelle opération d'édition :
Exemple 34 Soient la boule B4(aabb) et le mot bbbaaa. Comme d(aabb, bbbaaa) = 5
le mot n'appartient pas à la boule. Cependant :
 En eetuant une insertion, le mot peut appartenir à la boule. Par exemple, en
insérant un a en début de haîne, ou un b en n de haîne : abbbaaa, bbbaaba ∈
B4(aabb).
 Le mot obtenu en substituant n'importe quelle lettre de bbbaaa, appartient lui aussi
à la boule : babaaa, bbbbaa ∈ B4(aabb).
 Enn, tous les mots obtenus en supprimant une lettre à bbbaaa sont à distane 4
du entre de la boule : ·bbaaa, bbb·aa ∈ B4(aabb).
Le mot bbbaaa n'est pas dans B4(aabb), mais des mots de longueur 5, 6 et 7 à
distane 1 de bbbaaa le sont. Cela montre don que la frontière des boules n'est pas du
tout régulière, omme l'est elle des disques de R
2
, et qu'une fois de plus, les intuitions
que nous pouvons avoir grâe à R
2
ne sont pas forément vraies dans Σ∗.
4.2.2 Utilité et appliations
Bien qu'ayant des propriétés pouvant être déroutantes, les boules de mots sont des
objets réellement utiles. En eet, elles sont utilisées dans ertains travaux, bien que
leurs noms n'apparaissent pas expliitement.
La première atégorie de travaux utilisant les boules de mots est elle de la reherhe
approhée d'un mot dans un texte (approximate string mathing ou fuzzy string mat-
hing). Pour une étude plus approfondie, se référer à [SK83, Nav01℄. Le but général
est de trouver des orrespondanes d'un mot dans un texte où soit le mot, soit le texte
(voire les deux) ont subi une forme quelonque de orruption : retrouver des signaux
d'origine après leurs transmissions à travers un milieu bruité, trouver des séquenes adn
après des mutations, ou simplement reherher un mot dans un texte en présene de
fautes d'orthographe.
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Le problème, sous sa forme générale, est don de trouver les endroits dans un texte
T où un mot M apparaît, en autorisant un nombre limité k d'erreurs dans la orrespon-
dane mot/texte. En d'autres termes, trouver les mots de la boule de entre M et de
rayon k dans T . Les appliations peuvent se servir de diérents modèles d'erreur, mais
la plupart emploient, ou se ramènent à, la distane d'édition. Les domaines d'utilisation
vont de la biologie [Gus97℄, à la reherhe de musique [Lem00℄.
Si le terme de boules de mots n'est pas employé, es dernières sont souvent utili-
sées. Par exemple, dans [Ukk85, Mel95, BYN99, BYN02℄, les auteurs onstruisent un
automate reonnaissant les mots de Σ∗ · Bk(M) an de se retrouver dans un état nal
lorsqu'ils ont trouvé une ourene approhée de M dans T .
Un problème similaire à l'approximate string mathing est elui de la orretion. Il
s'agit plus partiulièrement de trouver de bonnes orretions à un mot qui a été altéré.
Ce problème est don important dans bien des appliations : orretion orthographique,
reonnaissane de la parole, reonnaissane manusrite, et. Beauoup possèdent un
ditionnaire (orrespondant au texte T du problème préédent). Une façon typique de
proéder est alors la suivante : étant donné un mot M , herher si M est dans le
ditionnaire. Si e n'est pas le as, les mots du ditionnaire les plus similaires à M
sont proposés omme orretions possibles. La similarité à M ave les orretions étant
enore une fois basée sur la distane d'édition.
Dans [O96℄ et [SM02℄ par exemple, le ditionnaire est vu omme un automate. Le
premier parours le ditionnaire d'une façon exhaustive, tandis que le seond onstruit
un automate de Levenshtein, 'est-à-dire un afd reonnaissant une boule de mots. Ainsi,
l'intersetion des deux automates permet de retrouver les orretions à une ertaine
distane de M présents dans le ditionnaire.
Hormis es deux hamps d'appliations, qui sont eux où nous utilisons le plus
souvent les boules de mots, nous pouvons les retrouver dans divers autres travaux.
En reherhe de plus prohes voisins par exemple, lorsque les données sont des mots
et que les aluls des distanes se font à l'aide de la distane d'édition, le temps de
alul peut vite devenir trop important pour les gros ensembles de données. Ainsi, pour
aélérer le temps de reherhe du plus prohe voisin, ertains travaux utilisent les boules
de mots et l'inégalité triangulaire pour reherher des pivots [MOV94, BNC03, RJM03,
MSMO03℄.
Dans [MS01, SMT02℄, les auteurs dénissent la k-voisins fermeture (k-neighbor lo-
sure dans le texte) d'un mot w, par rapport à une distane d, omme étant w¯(d,k) =
{v ∈ Σ∗ : d(v,w) ≤ k}. En d'autres termes, w¯(d,k) = Bk(w) pour d étant la dis-
tane d'édition. La k-voisins fermeture est ensuite étendue aux langages en posant
L¯(d,k) = {v ∈ Σ∗ : ∃w ∈ Σ∗, d(v,w) ≤ k}. Ils autorisent alors à un algorithme d'appren-
tissage d'inférer la fermeture d'un langage plutt que le langage ible omme approxi-
mation admissible.
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4.3 Quand les boules de mots ne sont-elles pas apprena-
bles ?
Nous allons dans les hapitres suivants montrer que les boules sont apprenables à
partir de données bruitées. Toutefois, il existe des paradigmes pour lesquels les boules
ne sont pas apprenables, et e, même lorsque les données ne sont pas bruitées. Ce sont
les as que nous allons traiter ii.
4.3.1 Identiation à partir de requêtes
Contrairement aux automates, les requêtes d'appartenane ave les requêtes d'équi-
valene ne permettent pas l'apprentissage des boules
2
:
Théorème 16 Soient n,m ∈ N et B≤n,m = {Br(o) | o ∈ Σ∗, |o| ≤ n, r ≤ m}. N'im-
porte quel algorithme qui identie exatement haque boule hypothèse de B≤n,m en uti-
lisant EQ et MQ fait, dans le pire as, au moins 2n − 1 requêtes.
Démonstration :
Comme dans [Ang90℄ et le Théorème 7, nous dérivons un adversaire qui fore n'importe
quelle méthode d'identiation exate utilisant mq et eq à faire Ω(|Σ|n) requêtes dans
le pire des as.
L'adversaire maintient un ensemble X de toutes les boules possibles. Au début,
X = B≤m,n. Tant que X ontient au moins deux boules, l'adversaire proède omme
suit : à haque requête d'équivalene Br(o), l'adversaire retourne le ontre-exemple o. À
haque requête d'appartenane o, l'adversaire répond Non. En d'autres termes, après
haque requêtes, o ne peut appartenir à la boule ible. Toutes les boules de X ontenant
o sont don enlevées de l'ensemble X. Beauoup de boules peuvent ainsi disparaître de
X, mais, à haque étape, une seule boule de rayon 0 est enlevée : B0(o). Comme il existe
Ω(|Σ|n) boules de rayon 0 dans B≤m,n, n'importe quel apprenant sera foré de faire au
minimum B≤m,n requêtes pour identier une telle boule. ✷
Ce résultat peut paraître surprenant. En eet, les boules peuvent être représentées
par des automates et nous avons vu au Chapitre 2 que AFD(Σ) est apprenable à
partir de mq et eq (voir le Théorème 5 de e même hapitre). Soit Alg l'algorithme
qui identie les afd à partir de mq et eq. Ne pourrions-nous pas utiliser Alg pour
identier les boules ? En eet, il surait de onstruire un automate hypothèse A en
donnant les réponses aux requêtes de l'orale à Alg. Ensuite, pour haque hypothèse
de Alg, nous extrayons le rayon r et le entre o de A et nous eetuons une nouvelle
requête d'équivalene Br(o). Voir Figure 4.2.
Plusieurs problèmes se posent si nous faisons ela. Tout d'abord, Alg onstruit des
afd ne reonnaissant pas forément une boule. Que signie alors extraire le entre et le
rayon d'un tel automate ? Deuxièmement, est-il possible d'extraire le rayon et le entre
d'un automate dont nous savons qu'il reonnaît une boule en un temps polynomial ?
2
Par onséquent, les mq seules ainsi que les eq seules ne le permettent pas non plus.
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Fig. 4.2  Diagramme montrant omment apprendre les boules à travers les automates.
Enn, si omme nous le supposons la taille de l'automate minimal reonnaissant Br(o)
est exponentiel en r, le problème reste inhangé : Alg aura bien appris un automate
A reonnaissant Br(o) en temps polynomial en |A|, mais |A| est exponentiel en r, et
don en la taille de la boule ible (|o| pour les bonnes boules, et |o| + log r dans le as
général).
Finalement, nous pouvons aussi noter que la preuve du Théorème 16 ne tiendrait
plus si nous pouvions faire des requêtes d'équivalene dites impropres : dans le adre
que nous avons présenté, l'apprenant à le droit de faire des eq uniquement de langages
appartenant à la lasse des langages ibles
3
. Dans le as présent, il ne peut faire de re-
quêtes uniquement qu'ave des boules de mots. Si tel n'était pas le as, alors l'apprenant
pourrait faire la requête d'équivalene sur l'ensemble vide. L'orale serait alors foré de
donner un ontre-exemple, 'est-à-dire un mot de la boule ible.
4.3.2 Apprentissage Pa
Dans ette setion, nous allons montrer que les bonnes boules ne sont pas polyno-
mialement Pa apprenables, 'est-à-dire qu'il existe au moins une distribution D sur
3
Par exemple, au Chapitre 2, un apprenant ne pouvait soumettre que des langages reonnus par des
afd.
74 Étude des langages topologiques : appliation aux boules de mots
Σ∗ telle que n'importe quel algorithme d'apprentissage ne peut retourner une hypothèse
ǫ-bonne ave une probabilité plus grande que 1−δ, en un temps polynomial. En d'autres
termes, il existe une distribution pour laquelle auun algorithme ne retournera en temps
polynomial une hypothèse susamment prohe de la ible ave une onane élevée.
La preuve de ette non-apprenabilité suit les lignes lassiques de e genre de résul-
tats : nous montrons d'abord que le problème de onsistane assoié est NP-diile,
par rédution à un problème NP-omplet (plus long sous-mot ommun). S'en suit que
s'il existait un algorithme polynomial Pa-apprenant les boules, et algorithme nous
fournirait une preuve que e problème NP-omplet est dans RP.
Le problème que nous allons utiliser pour notre rédution est lui-même obtenu par
rédution à un problème NP-omplet :
Lemme 6 Les problèmes de déidabilité suivants sont NP-omplets :
1. Problème du plus long sous-mot ommun (Pls) : étant donnés n mots
x1 . . . xn et un entier k, existe-t-il un mot w de longueur k et sous-mot de haque
xi ?
2. Problème du plus long sous-mot ommuns à des mots d'une longueur
donnée (Plsmld) : étant donnés n mots x1 . . . xn de longueurs 2k, existe-t-il
un mot w de longueur k sous-mot de haque xi ?
Démonstration :
1. Voir [Mai77, GJ79℄.
2. Voir [dlHC00℄, problème Ls0.
✷
An de montrer que BB(Σ) n'est pas Pa-apprenable, nous allons montrer qu'il est
diile de trouver une boule onsistante ave des données positives et négatives :
Lemme 7 Le problème suivant est NP-omplet :
Problème de la boule onsistante (B) : étant donné deux ensembles X+ et X− de
mots sur un alphabet Σ, existe-t-il une bonne boule ontenant X+ et auun mot de X− ?
Démonstration :
Nous utilisons une rédution du problème Plsmld (Lemme 6). DansX+, nous mettons
le mot vide λ et les mots de Σ2k, 'est-à-dire tous les mots de longueurs 2k. Nous
onstruisons X− en prenant haque mot de Σ2k+1
Une boule qui ontient X+ et auun mot de X− a alors néessairement un entre
de longueur k et un rayon de k (puisque nous nous onentrons sur les bonnes boules).
Le entre est alors un sous-mot ommun à tous les mots de longueurs 2k.
Inversement, si une boule est onstruite ave un sous-mot de longueur k omme
entre, ette boule est de rayon k, ontient aussi λ et, à ause du rayon, ne ontient pas
d'éléments de X−.
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Finalement, le problème est dans NP , puisqu'étant donné un entre u, il est faile
de vérier si maxx∈X+ d(u, x) < minx∈X− d(u, x), 'est-à-dire de vérier si la boule en-
trée sur u ontient bien tous les mots de X+ mais auun de X−. ✷
Nous allons maintenant montrer par l'absurde que BB(Σ) ne peut être Pa-appris
par rédution au problème préédent :
Théorème 17 BB(Σ) n'est pas polynomialement Pa apprenable.
Démonstration :
Supposons que BB(Σ) soit polynomialement Pa apprenable ave Alg et prenons
l'instane 〈X+,X−〉 du problème B. Posons h = |X+| + |X−| et soit la distribution
Pr(x) = 1h si x ∈ X+ ∪X−, 0 sinon dénit sur Σ
∗
.
Soient ǫ = 1h+1 , δ <
1
2 et m = n = max{|w| : w ∈ X+}. Soit maintenant Br(o)
la boule retournée par une exéution de Alg(ǫ, δ,m, n). Testons si X+ ⊆ Br(o) et si
X− ∩Br(o) = ∅. Deux as se présentent alors. Soit il n'existe pas de boule onsistante,
alors Br(o) est néessairement inonsistante ave les données, don le test i-dessus est
faux. Soit il existe une boule onsistante, alors Br(o) est une hypothèse ǫ-bonne, ave
ǫ < 1h . Don, ave probabilité au moins 1 − δ >
1
2 , il n'y a pas d'erreur du tout et le
test sera vrai.




δ , |Σ|, m et n.
Ainsi, si les bonnes boules étaient Pa apprenables, il existerait un algorithme rando-
misé pour le problème B, qui est NP-omplet par le Lemme 7. ✷
Enn, de même que AFD(Σ), BB(Σ) ne peut être Pa-appris à partir d'exemples
positifs seuls :
Théorème 18 BB(Σ) n'est pas polynomialement Pa apprenable à partir d'exemples
positifs seulement.
Démonstration :
Soient L1 = B1(a) et L2 = B1(b). Posons w1 = aa, w2 = bb et w3 = ab. Le résultat
déoule alors du Lemme 3. ✷
Les bonnes boules (et don les boules) ne sont don pas Pa apprenables polynomia-
lement, que e soit à partir de Texte ou d'Informateur. Comme pour les afd, nous
n'étudierons pas la Pa-apprenabilité de BB(Σ) dans un ontexte bruité au hapitre
suivant.
4.3.3 Cas des situations bruitées
Dans le Chapitre 3, nous avons vu plusieurs types de bruit et les boules ne sont pas
apprenables à partir de n'importe quelle situation bruitée.
Par exemple, omme les boules ne sont pas apprenables à partir de mq et de eq,
elles ne peuvent pas l'être à partir de mmq ni de lmq, 'est-à-dire lorsque des erreurs
ou des omissions peuvent se glisser dans les réponses de l'orale.
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De même, les boules ne sont pas apprenables à partir de NoisyTxt, ar Stephan
a montré dans [Ste97℄ que si deux langages L,L′ sont tels que L ⊂ L′, alors {L,L′}
ne peut être appris. Or pour n'importe quel mot o ∈ Σ∗, nous avons par exemple
Br(o) ⊂ Br+1(o).
Conlusion
Les langages dont la dénition est basée sur la distane d'édition semblent de prime
abord n'être que des exemples pris pour montrer que des lasses de langages peuvent
être résistantes aux bruit. Cependant, bien qu'ayant une dénition simple, les boules de
mots n'en sont pas pour autant inintéressantes : les appliations dans lesquelles elles sont
utilisées sont nombreuses et variées, et leurs propriétés montrent une réelle omplexité
ombinatoire.
Il reste maintenant à prouver que, ontrairement aux afd, la lasse des boules de
mots peut être apprise en situations bruitées. Nous nous intéresserons don dans un
premier temps à leur identiation à la limite à partir de données bruitées.
Chapitre 5
Identiation à la limite des boules
à partir de données bruitées
L'apprentissage des afd n'étant pas résistant au bruit, nous onentrons notre at-
tention sur une nouvelle lasse de langage, elle des boules de mots. Après avoir vu
quelques propriétés des boules de mots, nous allons ii montrer que les boules de mots
sont apprenables à partir de données bruitées systématiquement, 'est-à-dire lorsque
tout le voisinage de haque mot de la boule apparaît dans la présentation.
Pour ela, nous supposerons dans un premier temps que les boules de mots sont
identiables à la limite, puis à travers deux tehniques, la rédution et le débruitage à
la limite, nous les identierons en situations bruitées. Nous prouverons ensuite qu'ee-
tivement les boules de mots sont identiables à la limite et que les tehniques proposées
en première partie de e hapitre sont don valables.
5.1 Tehniques d'apprentissage
An d'identier à la limite les boules de mots lorsque les données sont bruitées
systématiquement, nous supposerons au préalable que BOULE(Σ) est identiable à la
limite (nous verrons en Setion 5.2 que ei est bien le as). Dans un premier temps,
Setion 5.1.1, nous utiliserons une tehnique de rédution : nous apprenons une boule
orrespondant aux données de la présentation bruitée, puis nous retrouvons la boule
ible grâe à la boule apprise. Dans un seond temps, Setion 5.1.2, nous utiliserons une
tehnique de débruitage à la limite : nous tenterons de trouver quels sont les exemples
bruités et non bruités de la présentation.
Ainsi, nous pouvons voir es deux solutions de la façon suivante : à partir d'une
présentation bruitée (Pres(L)), soit nous apprenons le langage orrespondant à ette
présentation (L’), soit nous débruitons la présentation (Pres(L)), puis nous identions
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5.1.1 Tehnique de rédution
La première façon d'identier à la limite en situation bruitée que nous présenterons
est don la rédution. Cette tehnique est mise en ÷uvre dans de nombreux domaines
de l'informatique. Les rédutions permettent d'obtenir un grand nombre de résultats
négatifs en montrant que tel problème est au moins aussi diile que tel autre, onnu
omme étant trop dur : nous pouvons par exemple montrer que le problème du sa
à dos
1
est NP-omplet en eetuant une rédution à partir de elui de la ouverture
exate
2
, que nous savons être un problème NP-omplet. Des résultats positifs existent
ependant. Dans [PW88℄ par exemple, Pitt et Warmuth montrent que l'apprentissage
des afd implique l'apprentissage des formules booléennes. Dans [dlH05b℄, de la Hi-
guera montre qu'ave la rédution, des preuves simples de résultats d'apprentissage
déjà onnus peuvent être exhibées.
Ce que nous étudions ii est l'apprentissage de lasses de langages, selon ertaines
représentations et à partir de présentations. Nous allons voir omment relier es trois
onepts pour utiliser la rédution.
Soient L et L’ deux lasses de langages représentées respetivement par R(L) et
R(L’). Notons LL l'appliation surjetive R(L) → L et LL’ l'appliation surjetive
R(L’) → L’. Étant alors donnée une appliation surjetive φ : L → L’, notons ψ une









ψ est alors l'unique appliation telle que l'égalité suivante soit vraie :
φ ◦ LL = LL’ ◦ ψ
Plaçons nous maintenant du point de vue des présentations. Étant donnée une ap-
pliation surjetive φ : L → L’, notons ξ une appliation Pres(L) → Pres(L’) pour
1
Le problème du sa à dos onsiste à maximiser la valeur totale des objets mis dans le sa à dos
sans en dépasser le poids total autorisé.
2
Étant donnés un ensemble X et un ensemble S de sous-ensemble de X, une ouverture exate est
une sous-olletion de S telle que ses éléments sont disjoints deux à deux et leur union forme X. Le
problème de la ouverture exate onsiste alors à trouver une ouverture exate à partir d'un ensemble
X et d'une olletion S.
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Il en résulte alors :
φ ◦ yieldL = yieldL’ ◦ ξ
La fontion ξ transforme don les présentations du premier langage en présentation
du seond langage. Cela ne veut pas dire que 'est une transformation point par point.
En eet, la fontion ξ peut très bien transformer un élément de la première présentation
en plusieurs éléments de la seonde.
Comme une présentation peut ne pas être une fontion alulable, l'appliation
alulable assoiée à ξ se fait alors par moreaux :
Dénition 37 Soient L une lasse de langages représentés dans R(L) ave des pré-
sentations dans Pres(L) : N → X et L’ une lasse de langages représentés dans R(L’)
ave des présentations dans Pres(L’) : N → Y .
Nous dirons alors qu'une rédution de présentations ξ : Pres(L) → Pres(L’) telle
que ξ(f) = g est alulable si et seulement si il existe une fontion alulable ξ : X → 2Y
ave
⋃
i∈N ξ(f(i)) = g(N).
La rédution ξ est polynomiale si ξ est une fontion polynomiale.
ξ est la desription en haque point de la fontion ξ. Nous supposerons en outre que
∀i ∈ N, ξ(f(i)) est un ensemble ni.















Enn, grâe à e diagramme, nous pouvons formuler le théorème d'apprentissage
utilisant les rédutions :
Théorème 19 Si
1. L’ est apprenable à partir de Pres(L’),
2. il existe une fontion alulable χ : R(L’) → R(L) et une fontion alulable
ψ : R(L)→ R(L’) telle que ψ ◦ χ =Id et
3. ξ est une rédution alulable,
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alors L est identiable par R(L) à partir de Pres(L).














La preuve du Théorème 19 est une preuve onstrutive :
Démonstration :
Soit Alg2 un algorithme d'apprentissage qui identie L’. Considérons l'Algorithme 4
i-dessous, qui prend les n premiers éléments (fn) d'une présentation f et retourne une
grammaire.
Algorithme 4 : Algorithme de rédution
Données : Les n premiers éléments d'une présentation fn
Résultat : Une grammaire
gm ←− ξ(fn);1
GL’ ←− Alg2(gm) // GL’ est don une grammaire de R(L’)2
GL ←− χ(GL’) // GL est don une grammaire de R(L)3
retourner GL4
Comme ξ est alulable, alors gm peut eetivement être onstruit. De plus, si ξ et
χ sont des fontions polynomiales alors l'Algorithme 4 est polynomial si Alg2 l'est. ✷
Le Théorème 19 permet ainsi de retrouver des résultats onnus omme par exemple















Le diagramme est alors orret si la fontion ξ prend un mot w1w2 · · ·w2n et retourne
(a1, a2n) · · · (an−1, an)
(




transformant un afd sur l'aphabet Σ ∪ {#} en une grammaire linéaire équilibrée sur
Σ.
Conernant les boules, il permet de montrer qu'elles sont identiables à partir de
données bruitées systématiquement :
Théorème 20 BOULE(Σ) est identiable à la limite à partir de texte k-bruité.
Démonstration :
D'après le Théorème 13 page 63, le bruité d'une boule est une boule. De plus, par
hypothèse, BOULE(Σ) est identiable à la limite à partir de texte. Ainsi, en prenant
omme fontion χ=si le rayon de la boule est au moins k, déduire k du rayon, sinon














Nous pouvons alors onlure à l'aide du Théorème 19. ✷
La tehnique de rédution, ombinée ave le fait que le bruité d'une boule est une
boule, permet don de mettre en plae un méanisme simple d'apprentissage des boules à
partir de texte bruité systématiquement. Le seul inonvénient à ette méthode est le fait
de devoir onnaître le niveau de bruit k. Cependant, et inonvénient n'est pas inhérent
à la méthode mais au type de bruit utilisé. En eet, omment distinguer N1(B2(o)) de
N2(B1(o)) uniquement par le niveau de bruit ? Connaître k (ou le rayon de la boule
ible) est don néessaire lors de l'apprentissage à partir de bruit systématique.
Nous allons nous intéresser maintenant à une seonde tehnique permettant d'ap-
prendre à partir de données bruitées systématiquement, le débruitage à la limite.
5.1.2 Tehnique de débruitage à la limite
Nous l'avons vu au Chapitre 2, une façon d'apprendre à partir de données bruitées
est de débruiter les données, puis d'apprendre le langage à partir de es données non
bruitées. Les algorithmes utilisant ette tehnique sont les algorithmes de type wrap-
per. Ils disposent généralement de l'ensemble des données d'apprentissage pour pouvoir
déteter elles qui semblent douteuses. Une fois les données nettoyées, es dernières per-
mettent alors généralement un meilleur apprentissage. Cette tehnique est par exemple
utilisée dans [SHY
+
07℄ où les auteurs débruitent des données de marhés boursiers avant
de les soumettre à un SVM.
Dans le adre de l'apprentissage à la limite à partir de données bruitées systémati-
quement, nous ne onnaissons pas l'ensemble de la présentation. Nous allons alors pour
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haque nouvel élément x de la présentation, essayer de voir si x appartient au langage
ou non, et s'il peut permettre de montrer l'appartenane de préédents éléments de la
présentation au langage. Une fois la présentation débruitée, les éléments restants sont
alors uniquement des mots non bruités à partir desquels nous pouvons alors apprendre
à la limite le langage ible. Nous allons nous intéresser ii uniquement au débruitage
des données, l'apprentissage se faisant ensuite omme au hapitre préédent, à partir
de données non bruitées.
An de pouvoir distinguer les éléments bruités des éléments non bruités, nous as-
soions à haque présentation bruitée f : N → X, une fontion estDuBruit : X →
{0, 1} indiquant si un élément partiulier de la présentation est du bruit ou non. Si
estDuBruit(x) = 0 alors x n'est pas un élément bruité.
Exemple 35 Apprendre un langage L à partir d'une présentation k-bruitée signie
apprendre L à partir de mots de Nk(L), 'est-à-dire d'une présentation f telle que f(N) =
Nk(L). Pour ette présentation, la fontion estDuBruit vaut alors 0 sur les éléments
de L, 1 sur eux de Nk(L) \ L et n'est pas dénie sur les mots de Σ
∗ \Nk(L).
Cela signie que si pour tous les éléments x d'une présentation f de Nk(L) nous
arrivons à trouver la valeur de estDuBruit(x), alors nous pouvons onstruire une
présentation non bruitée de L. De e fait, nous pouvons dénir e qu'est le débruitage
à la limite. C'est le fait de pouvoir déider pour haque élément, à partir d'un ertain
rang de la présentation, si l'élément est du bruit ou non :
Dénition 38 (Débruitable à la limite) Soit f une présentation k-bruitée. S'il exis-
te un algorithme θ : X ×
⋃
i∈N{fi} → {0, 1} tel que : ∀x ∈ X,∃nx tel que ∀m ≥ nx
θ(x, fm) = θ(x, fnx) = estDuBruit(x)(= si x ∈ Nk(L) \L alors 1 sinon 0), alors f est
débruitable à la limite.
De même, soit Pres(L) une lasse de présentations k-bruitées. Si toutes les pré-
sentations de Pres(L) sont débruitables à la limite par un même algorithme θ alors
Pres(L) est débruitable à la limite.
En d'autres termes, s'il existe un algorithme tel que, pour haque élément de n'im-
porte quelle présentation, il existe un rang à partir duquel l'algorithme aura toujours la
même valeur, elle de estDuBruit, alors la lasse de présentations est débruitable à la
limite.
Il est à noter que l'identiation du bruit n'est pas monotone : nous pouvons avoir
identié ertaines données omme étant bruitées et ne pas pouvoir (enore) le faire pour
d'autres.
Dans la suite, nous ne onsidérons que l'apprentissage à partir de texte k-bruité.
Dans e as, θk(u, fm) = 1 indique alors le fait qu'au rang m de la présentation f,
l'algorithme estime que u est un mot bruité et don ne fait pas partie de L.
Débruiter les données revient don à savoir si elles appartiennent au langage ible
ou non. Pour ela, nous allons avoir besoin de onnaître les relations de proximité
des données les unes par rapport aux autres, et notamment par rapport à elles qui
appartiennent eetivement au langage.
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En eet, dans une présentation bruitée, haque mot u du langage a été bruité sys-
tématiquement, et don tous les voisins de u (soit tous les mots jusqu'à une ertaine
distane de u) apparaissent dans la présentation. En onséquene, si à un ertain mo-
ment, tous les mots de Nk(u) sont apparus dans la présentation, alors nous pouvons
être sûr que u appartient au langage.
Nous pouvons ainsi dénir une fontion dite d'intérieur qui, pour un langage L, va
garder tous les mots de L tels que leurs voisins sont inlus dans le langage :
Dénition 39 (Intérieur) Notons I(L) l'intérieur de L :
I(L) = {w ∈ Σ∗ : N1({w}) ⊆ L}
Nous appelons le k-intérieur de L la fontion dénie par
I0(L) = L,∀k ∈ N
+ Ik(L) = I[Ik−1(L)]
Une dénition équivalente du k-intérieur d'un langage est la suivante : Ik(L) = {w ∈
Σ∗ : Nk({w}) ⊆ L}. Ainsi, supposons que fn soit débruitable à la limite, les éléments de
Ik(fn) sont eux dont tous les voisins appartiennent à fn, don les éléments non bruités
de la présentation, eux pour lesquels estDuBruit vaut 0.
Cette notion de k-intérieur est naturellement liée à elle de k-extérieur. Soit E(L)
l'extérieur de L : E(L) = {w ∈ Σ∗ : N1({w})∩L 6= ∅}. Le k-extérieur d'un langage L est
alors déni par E0(L) = L,∀k ∈ N
+ Ek(L) = E[Ek−1(L)]. Nous pouvons alors montrer
que Ek(L) = Nk(L), don que Ek(L) = {w ∈ Σ
∗ : N1({w}) ∩ L 6= ∅}. L'intérieur et
l'extérieur sont en fait des fontions -duales, 'est-à-dire telles que ∀L, Ik(L¯) = Ek(L).
Ces ouples de fontions -duales font partie d'un adre plus général qu'il n'est pas
néessaire de onnaître pour notre étude. Le leteur désireux d'en savoir plus trouvera
ependant plus d'informations en annexe.
Les fontions Ik et Ek permettent ainsi de supprimer et d'ajouter du bruit. La Figure









Fig. 5.1  Illustration des fontions d'extérieur et d'intérieur.
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Supposons maintenant que Ik(Ek(L)) = L. Cela signie que lorsque nous débruitons
ave la fontion Ik le k-bruité de L, les éléments restant sont tous eux et uniquement
eux de L. Ainsi, pour une présentation f de L, nous aurons Ik(f(N)) = L, e qui nous
permettra bien d'eetuer un débruitage à la limite.
La ondition de e débruitage est que Ik(Ek(L)) = L. Si un langage vérie ette
propriété, nous dirons que L est un langage fermé3 :
Dénition 40 (Langage fermé) On dit qu'un langage L est k-fermé si et seulement
si Ik(Ek(L)) = L et qu'une lasse de langage est k-fermée si tous ses éléments sont
k-fermés.
Inversement, si L = Ek(Ik(L)), on dit que le langage est k-ouvert. Nous pouvons montrer




∀x ∈ Σ∗, Nk(x) ⊆ Ek(L)⇒ x ∈ L
)
Démonstration :
Si L est un langage k-fermé, alors L = Ik(Ek(L)). Nous avons, quelque soit L, L ⊆




. Or Ik(Ek(L)) ⊆ L ⇔
∀x ∈ Σ∗, x ∈ Ik(Ek(L))⇒ x ∈ L et x ∈ Ik(Ek(L))⇔ Nk(x) ⊆ Ek(L) par dénition. ✷
En d'autres termes, si pour n'importe quel mot, lorsque le bruité du mot est inlus
dans l'extérieur d'un langage, elui-i appartient au langage, alors le langage est fermé.
Exemple 36 Soit BOULE(Σ) l'ensemble déni par BΣ =
{





∗ \Br(o). BOULE(Σ) est don la lasse des omplémentaires des boules.
En annexe, nous montrons que Br(o) = Ek(Ik(Br(o))), 'est-à-dire que les boules
sont k-ouvertes. Or Br(o) = Ek(Ik(Br(o))) = Ik(Ik(Br(o))) = Ik(Ek(Br(o))) par -
dualité. Comme Br(o) = Ik(Ek(Br(o))), nous avons bien Br(o) qui est un ensemble
fermé.
Comme nous l'avons dit, les fontions Ik et Ek nous permettent eetivement de
mettre en ÷uvre un débruitage des données :
Théorème 21 Soit Nk la fontion de bruit. Si L est k-fermée alors Pres(L) est k-
débruitable à la limite.
3
La relation de voisinage que nous avons dérite fait en fait appel à la topologie. Cependant, les
espaes topologiques sont dénis à partir de trop nombreux axiomes qui empêhent la mise en plae
d'un débruitage à la limite ainsi que la mise en avant de langages fermés non triviaux. Les espaes mis
en plae sont alors des espaes prétopologiques. Un espae prétopologique Ek = (Σ
∗, Ek ◦Ik, Ik ◦Ek)) est
l'espae Σ∗ auquel sont assoiés les fontions Ek ◦ Ik et Ik ◦Ek. Nous rappelons en annexe la dénition
et des propriétés des espaes prétopologiques. Un langage que nous qualierons de k-fermé est en fait
un langage fermé pour l'espae prétopologique Ek.
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Démonstration :
Considérons l'algorithme θk suivant : soient f une présentation k-bruitée d'un langage
L et u ∈ Nk(L) ; on pose θk(u, fp) = 0 si u ∈ Ik(fp) et 1 si Bk(u) 6⊆ fp.
Soient f une présentation k-bruitée d'un langage L et u ∈ Nk(L). Si estDuBruit(u) =
0 alors u ∈ L don Bk(u) ⊆ Nk(L) et omme f(N) = Nk(L), il existe un rang nu tel
que Bk(u) ⊆ fnu et don u ∈ Ik(Bk(u)) ⊆ Ik(fnu). Par onséquent θk(u, fnu) = 0 =
estDuBruit(u). Inversement, si estDuBruit(u) = 1, alors u 6∈ L et omme L est
k-fermé alors Bk(u) 6⊆ Nk(L) par le Lemme 8, et don ∀p ∈ N, Bk(u) 6⊆ fp. Par onsé-
quent, ∀p ∈ N, θ(u, fp) = 1 = estDuBruit(u). ✷
Ce théorème nous permet alors de déduire le orollaire :
Corollaire 1 BOULE(Σ) est débruitable à la limite à partir d'Informateur.
Démonstration :
Les boules étant des langages k-ouverts, leurs omplémentaires sont don k-fermés.
Ces derniers sont don débruitables à la limite à partir de Texte k-bruité. Il sut
alors de prendre uniquement les exemple négatifs de la présentation (orrespondant aux
exemples positifs du omplémentaire), de les débruiter, et de prendre le omplémentaire
des exemples négatifs débruités omme exemples positifs. ✷
Bien que e résultat soit positif, fore est de onstater que le débruitage peut être
très long. An d'aélérer le proessus, il peut être utile d'ajouter au préalable plus de
bruit. Ajouter du bruit peut paraître étrange, néanmoins il permet d'obtenir le résultat
suivant :
Théorème 22 Soit Nk la fontion de bruit. Si L est j-fermée et si j ≥ k alors L est
k-débruitable à la limite.
Démonstration :
Il sut de onsidérer l'algorithme θk(x, fp) = 0 si x ∈ Ik(Ej−k(fp)) et 1 sinon puis
de reprendre la preuve du Théorème 21. Plus intuitivement, soit f une présentation k-
bruitée de L. Pour tout p nous dénissons gp = Ej−k(fp). Comme f est une présentation
de Nk(L), g est une présentation de Nj(L). De plus L est un ensemble j-fermé don
d'après le Théorème 21, g est j-débruitable à la limite et don f est k-débruitable à la
limite. ✷
Ajouter du bruit n'est pas une tehnique nouvelle. Par exemple, dans [GC97℄ Gran-
valet et Canu injetent du bruit aux entrées d'un réseaux de neurones pour amélio-
rer la robustesse du réseau aux impréisions des entrées, ainsi que pour éviter le sur-
apprentissage. Toutefois, il n'existe pas à notre onnaissane de travaux en inférene
grammatiale utilisant ette tehnique.
En outre, ajouter du bruit ne permet lairement pas d'apprendre à la limite des
lasses qui ne sont pas apprenables à partir de présentations non bruitées. En revanhe,
il peut permettre omme nous l'avons dit, de débruiter (et don d'apprendre) plus vite :
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Exemple 37 Soit la lasse des boules entrées sur λ, onsidérons la boule B2(λ). Soit f
une présentation 1-bruitée de ette boule ommençant par f4 = {b, abb, aaa, baa}. Si nous
voulons débruiter diretement, nous obtenons I1(f4) = ∅, et il faudra enore d'autres
exemples pour arriver à dégager des éléments non bruités. En revanhe, si nous ajoutons
du bruit de niveau 1 et que nous débruitons, nous obtenons I2(E1(f4)) = {λ, a, b, aa}
e qui sut à retrouver B2(λ), la plus petite boule ontenant I2(E1(f4)). De plus, si le
prohain élément qui apparaît est aab, alors nous obtenons enore I1(f5) = ∅ lorsque
nous n'ajoutons auun bruit et I2(E1(f5)) = B2(λ) en ajoutant un peu de bruit.
Enn, la plupart des langages ne sont naturellement pas totalement débruitables à
la limite. Néanmoins, en ombinant ajout et suppression de bruit, nous pouvons nous
ramener à une lasse de langages L’ à partir de laquelle il est possible de déduire la
lasse L.
Exemple 38 Soit la lasse des boules BOULE(Σ). Rappelons que ette lasse n'est
pas fermée. Soit L = Br(o). Nous avons alors Ij+k(Ej(Nk(L))) = Ij+k(Ej+k(L)) qui
ontient une approximation de L, 'est-à-dire, L plus éventuellement quelques mots (par
exemple, bbbaaa ∈ I1(E1(B4(aabb))) mais bbbaaa 6∈ B4(aabb)). Or dans Ij+k(Ej+k(L)),
il existe un ouple (anv, bnv) où anv et bnv sont respetivement le plus petit et le plus
grand mot des mots les plus longs de L. Ces mots nous permettent de déduire r = n
et o = v, don d'identier L = Br(o). Par onséquent, nous avons un algorithme
permettant d'identier indiretement BOULE(Σ) après un débruitage approximatif des
données.
Les boules étant ainsi débruitables à la limite, il ne reste plus qu'à les identier à la
limite à partir des données débruitées. Elles sont don identiables à la limite à partir
de données bruitées si elles le sont à partir de données non bruitées.
5.2 Identiation à la limite des boules
Nous venons de voir deux tehniques d'apprentissage de BOULE(Σ) en situations
bruitées permettant haune de se ramener à une identiation à la limite à partir
de données non bruitées. Dans ette setion, nous montrons que les hypothèses faites
sont orretes. Nous étudierons dans un premier temps l'apprentissage en temps M
polynomial, puis l'apprentissage en temps Ipe polynomial et enn elui en temps Cs
polynomial.
Au préalable, nous rappelons que s'il n'y a pas de ontraintes de polynomialité,
l'identiation à la limite de boules est aisée. En eet, il  sut  d'attendre que la
boule entière soit présente dans les données pour ensuite pouvoir l'identier grâe au
ouple (aro, bro) ave r maximal. Nous en déduisons don :
Théorème 23 Les lasses BB(Σ) et BOULE(Σ) sont identiables à la limite.
Démonstration :
La Proposition 3 du hapitre préédent stipule que pour haque boule, il existe un
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unique ouple de la forme (aiu, biu) ave |u| + i = |o| + r tel que i soit maximum :
le ouple (aro, bro). Il sut alors d'attendre que e ouple apparaissent pour retourner
l'hypothèse (o, r).
Une seonde façon de formuler des hypothèses est de vérier la présene d'un témoin
de minimalité pour une boule Br(o) au sein de la présentation. Si un tel témoin existe,
l'hypothèse retournée sera alors (o, r) tant qu'un témoin pour une boule plus grande
n'est pas trouvé. Lorsque toutes les données seront présentes, le témoin de la boule ible
sera alors présent et l'hypothèse retournée sera alors orrete. ✷
En fait, il n'est pas utile d'attendre néessairement le ouple (aro, bro). Le fait que
e ouple soit intéressant vient du fait que lcs(aro, bro) = {o}, don que o soit l'unique
plus long sous-mot ommun du ouple. Supposons maintenant que X soit un ensemble
quelonque. Si parmi les plus longs mots de X, il existe un ouple ayant les mêmes
propriétés, il sut seulement de quelques autres onditions pour que nous puissions
en déduire que la boule que nous herhons est Br(o). Nous pouvons alors trouver des
témoins de minimalité pour les boules au sens de la Dénition 18 du Chapitre 2
Proposition 4 Soit un ensemble X = {x1, . . . xn} de mots. Notons X
max
et Xmin les
mots de longueur maximum et minimum dans X. X est un témoin de minimalité pour
la boule Br(o) s'il ontient des mots u, v, w tels que :
1. u, v ∈ Xmax,
2. w ∈ Xmin,
3. |u| − |w| = 2r,
4. lcs(u, v) = {o},
5. |o| = |u| − r et
6. X ⊆ Br(o).
En d'autres termes, supposons que X ontienne un témoin de minimalité {u, v, w} pour
la boule Br(o). Si X ⊆ Br′(o
′), alors soit r′ > r, soit (r′ = r et o′ = o). En d'autres
termes, Br(o) est la plus petite boule par rapport au rayon ontenant X.
Démonstration :
Nous avons d(u,w) ≥ |u| − |w| = 2r. De plus, omme {u,w} ⊂ X ⊆ Br′(o
′), nous en
déduisons que d(u,w) ≤ 2r′ (puisque 2r′ est le diamètre de Br′(o′)). Nous avons don
r ≤ r′. Si r < r′, le lemme est vrai.
Supposons don que r′ = r. Nous avons alors d(u,w) = 2r ≤ d(u, o′) + d(o′, w).
Comme {u,w} ⊂ X ⊆ Br′(o
′), nous avons d(u, o′) ≤ r et d(o′, w) ≤ r, don d(u, o′) =
d(o′, w) = r. Comme |u| − |o′| ≤ d(u, o′) = r, nous obtenons |o′| ≥ |u| − r = |o|. Inver-
sement, |o′| − |w| ≤ d(o′, w) = r, don |o′| ≤ |w| + r = |u| − 2r + r = |o| et |o′| = |o|.
si o′ 6= o, omme lcs(u, v) = {o} et |o| = |o′|, nous en déduisons que o′ 6∈ lcs(u, v),
don soit o′ 6 u soit o′ 6 v. Supposons don sans perte de généralité que o′ 6 u. Nous
avons alors, d(o′, u) > |u| − |o′| = r, e qui est impossible puisque u ∈ Br′(o′). Nous en
onluons que o′ = o. ✷
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De plus, il existe un algorithme polynomial en ‖X‖ pour vérier si l'ensemble X est
le témoin de minimalité pour une boule, et qui alule ette boule Br(o) le as éhéant.
En eet, il sut :
 d'extraire Xmax et Xmin (1 et 2),
 de vérier si la diérene des longueurs entre es deux ensembles est paire, e qui
permet de trouver r (3),
 de herher u, v ∈ Xmax admettant un plus petit sous-mot ommun unique, e
qui permet de trouver o (4),
 de tester les onditions (5) et (6).
Le seul point déliat ii est bien entendu la vériation en temps polynomial de
l'uniité de lcs(u, v). En eet, le nombre de sous-mots ommuns à u et v peut être
supérieur à 1, 442n (ave n = |u| = |v|), et si nous herhons à onnaître tous les





Néanmoins, Rik propose dans [Ri00℄ une struture de données du nom de Ls-
graphe permettant de stoker un ensemble de sous-mots ommuns. Greenberg reprend
ette struture dans [Gre02℄, et présente un moyen de onstruire le Ls-graphe de deux
mots u et v en un temps O (|u| × |v|). Une fois le graphe onstruit, nous pourrions
alors failement lister les sous-mots ommuns à u et v. Toutefois, e nombre peut être
exponentiel. De plus, nous ne désirons pas onnaître tous les sous-mots de tous les
ouples de X : dès que nous savons que le ardinal de lcs(u, v) est au moins égal à
2, nous savons que le ouple (u, v) n'est pas un ouple qui nous intéresse. Don même
s'il existe 1, 442|u| sous-mots ommuns, nous nous arrêterons à partir du deuxième.
Par onséquent, le point (4) préédent est réalisable grâe au Ls-graphe en un temps
O(|X|2 × |u| × |v|).
Il existe don des ensembles (au moins un par boule) tels que nous pouvons onstruire
une boule de rayon r ontenant tous les mots de et ensemble et être sûr que tout autre
boule ontenant es mots possède un rayon stritement plus grand que r.
An de préparer l'identiation sous ontrainte de polynomialité, nous présentons
maintenant un algorithme permettant l'identiation des bonnes boules grâe au témoin
de minimalité (Algorithme 5). Le fontionnement de l'algorithme est le suivant : nous
vérions si le Texte est un témoin de minimalité pour une boule Br(o) à haque
nouvelle donnée de la présentation. Si tel est le as, nous faisons l'hypothèse (o, r). Dans
le as ontraire nous retournons une boule dont nous savons pertinemment qu'elle n'est
pas la bonne (nous l'appellerons boule de séurité), mais dont le rayon est susamment
grand pour ontenir toutes les données de la présentation vue juste qu'à présent.
L'Algorithme 5 identie alors bien BB(Σ) à la limite ar si Br(o) dénote la boule
ible, alors l'algorithme verra un jour les mots de la boule u = aro et v = bro ainsi
qu'un mot w de longueur |o| − r qui répondent tous les trois aux exigenes du témoin
de minimalité pour Br(o).
5.2.1 Apprentissage en temps M polynomial
Considérons maintenant l'identiation en temps M polynomial. L'Algorithme 5
nous permet de ne faire qu'un nombre minimum de hangements d'hypothèse :
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Algorithme 5 : Identiation des bonnes boules à partir de texte
Données : Un texte f = {x1, x2, . . .}




tant que vrai faire4
lire(xi);5
si fi est un témoin de minimalité pour Br(o) alors6
renvoyer (o, r) // boule valide7
sinon8
si c 6∈ Xmax alors9
c← un mot de Xmax;10
nsi11
renvoyer (c, |c|) // boule de séurité12
nsi13
ntq14
Théorème 24 BB(Σ) est identiable à la limite à partir de Texte en temps M
polynomial.
Démonstration :
L'Algorithme 5 est un algorithme identiant à la limite BB(Σ) à partir de Texte en
temps M polynomial.
En eet, nous avons déjà vu que l'Algorithme 5 identie à la limite BB(Σ) à partir
de Texte. Il ne reste don qu'à ompter le nombre de hangements d'hypothèse que
fait l'algorithme.
L'algorithme peut hanger d'avis de plusieurs façons : en faveur d'une boule valide,
ou en faveur d'une boule de séurité. Le hangement d'hypothèse en faveur d'une boule
valide ne se fait que vers une boule valide de rayon plus grand que elui de la boule
valide préédente. Il en est de même pour les boules de séurité.
Plus préisément, soit T = (x1, s1)(x2, s2)(x3, s3) . . . la trae d'une exéution de
l'algorithme sur une présentation f. Supposons de plus que la boule ible soit Br(o). La
trae de l'algorithme est une suession de représentations de boule. Chaque (xi, si) est
don soit la représentation d'une boule (o, r) venant d'un témoin de minimalité, soit
elle d'une boule de séurité (c, |c|).
Intéressons-nous tout d'abord aux boules valides. Soient (oi, ri) une représentation
issue d'un témoin de minimalité, et j le plus petit rang tel que j > i et (oj, rj) provienne
aussi d'un témoin de minimalité. Deux as sont alors possibles :
1. f(i + 1) ∈ Bri(oi) : le témoin de minimalité (ui, vi, wi, oi, ri) ayant permis de
onstruire Bri(oi) est toujours un témoin de minimalité pour fi+1 (par dénition
du témoin). Don, par la Proposition 4, nous en déduisons que j = i + 1 et que
(oj , rj) = (oi, ri), 'est-à-dire qu'auun hangement d'hypothèse n'a eu lieu.
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2. f(i + 1) 6∈ Bri(oi) : par onstrution fi est inlus dans Brj (oj). La Proposition 4
nous permet de déduire que soit ri < rj, soit (oj = oi et rj = ri). Les deux boules
étant diérentes (puisque f(i+1) ∈ (Bri(oi)⊕Brj (oj))), nous avons néessairement
ri < rj.
Par onséquent, haque fois que Alg hange d'hypothèse en faveur d'une nouvelle boule
valide, le rayon est inrémenté d'au moins 1 par rapport à la boule valide préédente.
Le nombre de représentations de boules valides diérentes retournées par l'algorithme
sera don au plus r, 'est-à-dire le rayon de la boule ible. Le nombre de M de Alg en
faveur d'une boule valide est don inférieur à r.
Si nous nous intéressons maintenant au nombre de hangements d'avis en faveur
d'une boule de séurité, l'étude de la trae de l'exéution de l'algorithme nous permet
à nouveau de borner e nombre. Soient deux boules de séurité (ci, |ci|) et (cj , |cj |).
Supposons que i < j. Alors, |ci| ≤ |cj | puisque ci et cj sont des mots de longueur
maximale dans, respetivement, fi et fj. De plus, si |ci| = |cj | alors ci = cj . Le nombre
de boules de séurité diérentes le long de T est alors borné par 2r (puisque ∀x ∈
Br(o), |o| − r ≤ |x| ≤ |o| + r). De plus, le nombre de M en faveur d'une boule de
séurité est inférieur à 3r, 'est-à-dire, r M pour passer d'une boule valide à une boule
de séurité, et 2r M pour passer d'une boule de séurité à une autre boule de séurité.
Le nombre total de M est don borné par 4r. Enn, le temps de mise à jour est
polynomial puisque la seule hose que fait l'algorithme est de vérier si oui ou non fi est
un témoin de minimalité. Or nous avons vu au hapitre préédent que ette vériation
pouvait se faire en temps polynomial. ✷
La Figure 5.2 montre un exemple de e que vaut le rayon des boules issus d'un
témoin, elui des boules de séurité, et elui des boules hypothèses. La ourbe des rayons
des boules issus d'un témoin sera don borné par r, elle des boules de séurité par 2r,
et la ourbe du rayon des boules hypothèses sera omprise entre es deux ourbes.
Lorsque l'algorithme aura onvergé, la ourbe des rayons des boules hypothèses sera
onfondue ave elle des boules témoins. Le nombre de M peut également être alulé
en omptant le nombre de variations de la ourbe hypothèse. Par exemple, à haque fois
qu'elle déroît, un nouveau témoin a été trouvé, et l'algorithme a eetué un hangement
d'hypothèses.
Il est à noter que l'algorithme n'a en fait pas besoin d'être onsistant et don de
hanger d'avis pour des boules de séurité. Toutefois, nous allons le réutiliser pour
l'apprentissage en temps Ipe polynomial.
L'apprentissage en temps M polynomial pourrait don très bien se faire unique-
ment ave r hangements d'hypothèse au maximum : si la boule hypothèse n'est plus
onsistante ave les nouvelles données, il sut d'attendre d'avoir un nouveau témoin de
minimalité pour une boule plus grande. En d'autres termes, il sut de rester le long de
la ourbe témoin.
Le fait de n'avoir pas besoin d'être onsistant nous permet également de montrer
que BB(Σ) est identiable à partir d'Informateur :








Fig. 5.2  Rayon des boules hypothèses, des boules de séurité et des boules issus des
témoins, le long d'une présentation.
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Théorème 25 BB(Σ) est identiable à la limite à partir de Informateur en temps
M polynomial.
Démonstration :
L'Algorithme 5 identie à la limite BB(Σ) à partir de Texte en temps M polyno-
mial (Théorème 25). Or l'algorithme n'a pas besoin d'être onsistant ave les données
pour pouvoir identier polynomialement. Pour haque exemple négatif qu'il reçoit, il
lui sut don de retourner la dernière hypothèse qu'il vient de faire. Ainsi, il identie
toujours à la limite, il a un temps de mise a jour qui reste polynomial, et le nombre de
hangements d'hypothèse est toujours borné par quatre fois le rayon de la boule ible. ✷
La vériation de l'existene du témoin de minimalité d'un ensemble de données po-
sitives pour une boule en temps polynomial permet don d'identier à la limite BB(Σ)
en temps M polynomial. Il est à noter que et algorithme peut être adapté à l'iden-
tiation de n'importe quel lasse de langage, si tant est que nous puissions vérier
l'existene d'un témoin de minimalité
4
.
Conernant les mauvaises boules, nous pouvons montrer que BOULE(Σ) n'est pas
identiable à partir de Texte. En eet, il existe des présentations telles que n'importe
quel algorithme doit faire un nombre de hangements d'hypothèse supérieur au rayon
de la boule :
Théorème 26 BOULE(Σ) n'est pas identiable à la limite en temps M polynomial
à partir de Texte.
Démonstration :
Raisonnons par l'absurde et supposons que nous ayons un apprenant Alg et un
polynme p() tels que ∀G ∈ G,∀f ∈ Pres,#M(f) ≤ p(‖G‖).
Soit n un entier susamment grand, et onsidérons la sous-lasse ible Bk(λ) ave
k ≤ n. Pour haque ible, nous onstruisons une présentation fk en utilisant Alg de
façon interative.
À haque étape i,Alg produit une hypothèseHi, et nous devons aluler un nouveau
mot f
k(i+ 1). Pour ela, si i = 0 nous retournons λ. Sinon, il y a deux as :
1. Si Hi−1 = Bk(λ), alors nous retournons le plus petit mot de Bk(λ) qui n'est pas
apparu dans f
k
i−1 (si auun mot ne vérie ette ontrainte, nous retournons λ).
En d'autres termes, si l'hypothèse est orrete, nous retournons le plus petit mot
de la boule qui n'a pas été vu (λ sinon) an que la présentation soit orrete
('est-à-dire qu'elle ontienne tous les mots de la boule).
2. Si Hi−1 6= Bk(λ), alors nous retournons aj+1 si Hi−1 = Bj(λ) ave j = max{|u| :
u ∈ fki−1}, et λ sinon. En d'autres termes, si l'hypothèse n'est pas la bonne, mais
qu'elle ouvre tous les éléments de la présentation, nous présentons un mot plus
long que tous eux qui ont été vus jusqu'à présent, λ sinon.
4
Par exemple, 'est ette méthode qui a été utilisée pour identier les automates en temps M
polynomial.
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Chaque présentation f
k
est alors une présentation (Texte) orrete de la ible
Bk(λ). En d'autres termes, nous avons bien f
k(N) = Bk(λ).
Posons m(k) = min{i ∈ N : fk(i) = ak}. Pour haque k, fk et fk+1 oïnident sur
les mêmes m(k) valeurs initiales. Alors fn peut être réérit en : λ, . . . , λ, a, . . . , aj , . . . ,
an,. . . ave : ∀0 < j ≤ n,∀i ∈ {m(j−1), ..,m(j)−1}, fn(i) = fj(m(j−1)) = fj(i) = aj−1,
et Alg hange d'avis juste avant de reevoir le nouvel exemple ai et fait don au mini-
mum n hangements d'hypothèses. Cela prouve que pour tout polynme p(), il existe
un entier n tel que #M(fn) > p(log n). ✷
En revanhe, BOULE(Σ) devient identiable si la présentation ontient des exem-
ples négatifs. En eet, grâe aux exemples négatifs, nous pouvons vérier qu'il n'existe
pas de boules possédant un rayon plus grand que elui de la boule hypothèse :
Théorème 27 BOULE(Σ) est identiable à la limite en tempsM polynomial à partir
d'Informateur.
Démonstration :
Nous montrons qu'il existe un apprenant qui vérie les données jusqu'à être sûr qu'il
n'existe qu'une boule onsistante ave les données et fait don un unique hangement
d'avis.
Soient Br(o) la boule ible et 〈X+,X−〉 des exemples tels qu'il existe un mot u pour
lequel :
1. aku, bku ∈ X+,
2. tous les sur-mots de aku et de bku de longueur |u|+ 1 + k sont dans X− et
3. si u 6= λ, pour haque sous-mot v de u de longueur |u| − 1, il existe un sur-mot
de v de longueur |u|+ k dans X−.
Il n'existe alors qu'une seule boule vériant es onditions. En eet, étant donnée
une boule Br(o), es exemples existent toujours, et vérier si un tel mot est dans X est
en O(‖X‖).
En outre, toutes les opérations d'édition dans un hemin minimal pour transformer
o en aku et bku sont des insertions. En eet, la ondition 2 nous permet de déduire que
aku et bku sont des mots de la frontière supérieure de la boule. Nous en déduisons par
la Proposition 5 que o  aku et o  bku. Ainsi, o  u.
Enn, puisque pour haque sous-mot w de u il existe un sur-mot de longueur |u|+k
dans X−, auun sous-mot propre de u ne peut être le entre.
Nous en déduisons alors que u = o et don que k = r. Évidemment, les onditions
requises seront vraies à un ertain moment de la présentation. ✷
5.2.2 Apprentissage en temps Ipe polynomial
Intéressons-nous maintenant à l'identiation de BB(Σ) à partir de Texte en temps
Ipe polynomial. Si nous étudions l'Algorithme 5, nous pouvons onstater que l'existene
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des boules de séurité permet à l'algorithme de rester onsistant tout au long de l'infé-
rene. Cela nous permet alors de déduire que les boules sont apprenables en temps Ipe
polynomial puisqu'elles le sont en temps M polynomial :
Théorème 28 BB(Σ) est identiable à la limite à partir de Texte en temps Ipe
polynomial.
Démonstration :
L'Algorithme 5 est un algorithme onsistant. En eet, pour haque nouvelle donnée
de la présentation n'appartenant pas à une boule valide, Alg hange d'avis pour une
boule de séurité, boule qui ontient toutes les données positives de la présentation :
fi ⊆ Σ
≤|c| ⊆ B|c|(c). Il ne fera alors que deux sortes d'erreurs : lorsque la boule de
séurité n'est plus susamment grande, ou lorsqu'un témoin de minimalité ne tient
plus.
Par onséquent, puisque l'algorithme est onsistant et qu'il identie les boules à la
limite en temps M polynomial, le Lemme 1
5
nous permet de déduire que BB(Σ) est
aussi identiable à la limite à partir de Texte en temps Ipe polynomial. ✷
En revanhe, les boules ne sont pas apprenables à partir d'Informateur en faisant
un nombre polynomial d'Ipe. En eet, si tel était le as, nous pourrions les apprendre
ave des requêtes d'équivalene, suivant la tehnique utilisée par Pitt dans [Pit89℄ pour
montrer que les afd ne sont pas identiables à la limite à partir d'Informateur en
temps Ipe polynomial (orollaire 6, page 25).
Théorème 29 BB(Σ) n'est pas identiable à la limite à partir d'Informateur en
temps Ipe polynomial.
Démonstration :
Raisonnons don par l'absurde, et supposons qu'il existe un algorithme Alg tel que Alg
identie BB(Σ) à la limite à partir d'Informateur en temps Ipe polynomial.
Alg fait don une suite d'hypothèses B1, B2, . . . jusqu'à trouver la boule ible. Lais-
sons maintenant de té toutes les hypothèses qui ne résultent pas en une erreur impliite
de prédition. En d'autres termes, nous gardons don uniquement les hypothèses telles
que Alg fasse une Ipe sur la prohaine donnée de la présentation. Cette suite d'hypo-
thèses orrespond alors à une identiation ave des requêtes d'équivalene puisqu'après
haque hypothèse faite par l'algorithme un ontre-exemple est fourni (ou, si l'hypothèse
est orrete, l'inférene prend n).
Un algorithme Alg2 apprenant à partir d'eq pourrait don se servir de l'algorithme
Alg en lui fournissant tous les ontre-exemples qu'il reçoit et en faisant omme requête
la dernière hypothèse de Alg. Alg faisant un nombre polynomial d'Ipe, le nombre de
requêtes d'équivalene de Alg2 serait don lui aussi polynomial.
Si BB(Σ) était identiable à la limite à partir d'Informateur en temps Ipe po-
lynomial, elle le serait également à partir de requêtes d'équivalene uniquement. Or, e
5
Si Alg identie la lasse G à la limite en temps M polynomial et qu'il est onsistant, alors Alg
identie G en temps Ipe polynomial.
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n'est pas le as, d'après le Théorème 16, don BB(Σ) n'est pas identiable à la limite
à partir d'Informateuren temps Ipe polynomial. ✷
Il est don ainsi faux de penser que de disposer d'exemples négatifs en plus des
exemples positifs aide à l'apprentissage. Cei n'est pas surprenant : 'est en eet le
as pour l'apprentissage de ertains langages hors-ontexte. La prinipale raison de e
résultat est que le omplémentaire d'une boule n'est pas une boule (de même que le
omplémentaire d'un langage hors-ontexte n'est pas hors-ontexte). Par onséquent,
les exemples négatifs pénalisent ii plus qu'ils n'aident puisqu'il est diile de trouver
la plus petite boule onsistante ave un ensemble de mots (Théorème 15).
Conernant les mauvaises boules, les bonnes boules n'étant pas identiables à la
limite à partir d'Informateur en temps Ipe polynomial, BOULE(Σ) ne peut pas
l'être non plus. De même, pour l'apprentissage à partir de Texte, ave le même rai-
sonnement que pour le Théorème 26, nous pouvons montrer que #Ipe(fn)> p(log n) et
en déduire :
Théorème 30 BOULE(Σ) n'est pas identiable à la limite en temps Ipe polynomial
à partir de Texte, ou d' Informateur.
5.2.3 Apprentissage en temps Cs polynomial
Nous terminons ette étude par l'apprentissage en temps Cs polynomial.
Reprenons enore une fois l'Algorithme 5 en laissant de té les boules de séurité.
Les témoins de minimalité utilisés servent alors aussi d'ensembles aratéristiques. En
eet, la taille d'un témoin de minimalité est bien polynomiale en la taille de la repré-
sentation d'une boule. De plus, dès que e témoin est inlus dans la présentation, alors
l'algorithme retourne toujours la même représentation, qui est elle de la boule ible.
Cela répond alors bien à tous les points de la Dénition 21 du Chapitre 2 d'ensemble
aratéristique polynomial.
Ainsi, que e soit à partir de Texte ou d'Informateur, le témoin de minimalité
est un ensemble aratéristique qui fait onverger l'Algorithme 5 :
Théorème 31 BB(Σ) est identiable à la limite en temps Cs polynomial à partir de
Texte ou d'Informateur.
Par ontre, dans le as des mauvaises boules, l'apprentissage ne peut se faire en
temps polynomial. En eet, reprenons la lasse des boules entrées sur λ et onsidérons
les boulesBr(λ) et Br+1(λ). Néessairement, an de pouvoir diérenier es deux boules,
l'ensemble aratéristique de Br+1(λ) aura au moins un mot de Σ
r+1
que l'ensemble
aratéristique de Br(λ) ne ontiendra pas. Ce mot étant de longueur r+1, l'ensemble
aratéristique de Br+1(λ) sera don de taille exponentielle en log r e qui ne peut pas
être polynomial en la taille |o|+ r de la représentation de la boule :
Théorème 32 BOULE(Σ) n'est pas identiable à la limite en temps Cs polynomial
à partir de Texte ou d'Informateur.
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Les mauvaises boules ne sont don apprenables que sans ontraintes de polynomialité
et en tempsM polynomial à partir d'Informateur. À l'inverse, les bonnes boules sont
apprenables dans la plupart des paradigmes d'apprentissage à la limite, à l'exeption
de l'apprentissage à la limite en temps Ipe polynomial à partir d'Informateur.
Conlusion
Les bonnes boules de mots étant identiables à la limite dans la plupart des para-
digmes, les tehniques vues au début de e hapitre peuvent don s'appliquer. Contrai-
rement aux afd, BB(Σ) est don identiable à la limite à partir de données bruitées
systématiquement en utilisant soit une tehnique de rédution, soit une tehnique de
débruitage à la limite.
Les boules n'étant pas Pa apprenables, ni apprenables à partir de mq et eq dans
un ontexte non bruité, il ne nous reste plus qu'à nous intéresser à leur identiation à
partir de requêtes de orretion lorsque l'orale peut répondre approximativement.
Chapitre 6
Apprentissage atif des boules en
situations bruitées
Nous terminons ette étude par l'apprentissage des boules de mots en situations
bruitées à partir de requêtes. Les boules n'étant pas apprenables à partir de mq et eq,
nous nous onentrons sur leur apprentissage à partir de requêtes de orretion.
Nous proposons dans un premier temps un algorithme d'apprentissage linéaire des
boules à partir de q
Edit
. Nous prouvons ensuite que sous ertaines onditions, la om-
plexité de l'algorithme peut être réduite à une omplexité logarithmique. Nous terminons
alors en montrant que l'algorithme identiant les boules à partir de q
Edit
est assez
résistant fae à un orale répondant approximativement aux requêtes de orretion.
6.1 Apprentissage à partir de q
Edit
L'identiation de BB(Σ) à partir de requêtes de orretion est assez tehnique
et nous allons devoir proéder par plusieurs étapes. Tout d'abord, nous allons nous
intéresser à la aratérisation des orretions retournées par l'orale. Mais an de mieux
omprendre pourquoi les q
Edit
semblent intéressantes pour l'apprentissage de boules,
prenons l'exemple de l'identiation de disque dans R
2
(voir Figure 6.1).
Si nous désirons identier un disque dans le plan ou une boule dans l'espae eulidien,
nous pouvons proéder de la façon suivante :
 Demander à l'orale la orretion d'un point ;
 Tant que l'orale répond que le point appartient à la boule, demander la orretion
d'un autre point, en allant toujours dans la même diretion, de plus en plus loin ;
 Une fois que l'on a obtenu un point A hors de la boule et sa orretion A′, reom-
mener
1
pour avoir un point B et sa orretion B′ ;
 Le entre O est alors donné par l'intersetion des droites (AA′) et (BB′) ;
 Le rayon est la longueur des segments [OA′] et [OB′]
1
Il sut en fait de se déplaer légèrement de A en ne restant pas sur la droite (AA′), par exemple,
sur une droite perpendiulaire à (AA′) passant par A (e n'est pas le as de la Figure 6.1 pour plus de
lisibilité).
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Fig. 6.1  Apprentissage d'un disque dans le plan en utilisant des requêtes de orre-
tions.
6.1.1 Une aratérisation des orretions
Trouver une boule dans un espae eulidien à n dimensions se fera toujours de la
même façon, ave peu de requêtes de orretion. Nous pouvons alors espérer qu'une
méthode identique existe pour l'apprentissage des boules de mots. Toutefois, plusieurs
problèmes vont alors se poser : quand nous munissons Σ∗ de la distane d'édition, nous
obtenons un espae métrique mais nous ne disposons pas d'espae vetoriel. Autrement
dit, 'est omme si nous nous ramenions à l'apprentissage des boules dans le plan mais
sans règle, seulement ave un ompas. De plus, nous avons vu au hapitre préédent que
les boules de mots sont très diérentes des boules du plan (non homogène, non onvexe,
et.). En partiulier, plusieurs orretions peuvent être possible pour une même requête,
les orretions pouvant même avoir des longueurs diérentes :
Exemple 39 Soit la boule B1(ba). Nous avons alors Cq(a
4) = {aa, aba, baa}, soit trois
orretions possibles, toutes de longueurs diérentes.
L'identiation n'en sera alors que plus ardue ar dans le as d'orale malveillant,
elui aura la possibilité de hoisir la orretion qui nous aide le moins (omme un mot
dont nous savons déjà qu'il appartient à la boule ible par exemple).
De même, si dans le plan il sut d'obtenir la orretion de deux mots hors de la
boule, ela n'est plus susant dans Σ∗ :
Exemple 40 Soient les orretions suivantes : Cq(a) = ab,Cq(b) = bb, Cq(a5) =
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aabaa,Cq(b5) = babbb, Cq((ab)5) = (ab)4. Même si l'on dispose d'autant d'informations,
il existe plusieurs boules telles que les réponses à es requêtes sont justes : B2(aabb),
B2(abab) ou enore B2(abba).
Cependant, tout omme dans l'espae eulidien, nous pouvons montrer que les or-
retions sont des mots de la frontière de la boule :
Lemme 9 Soit Br(o) une boule et m un mot tel que m 6∈ Br(o). Alors un mot z est
une orretion possible de m si et seulement si (d(o, z) = r et d(z,m) = d(o,m)− r).
Démonstration :
Posons k = d(o,m) et onsidérons une dérivation de o en m de longueur minimale :
o
k
−→ m. Comme m 6∈ Br(o), nous avons k > r, don le long de la dérivation préédente,




−−→ m. Dénissons l'ensemble W = {w ∈ Σ∗ |
d(o,w) = r et d(w,m) = k−r}. Clairement, w0 ∈W , donW 6= ∅. De plus,W ⊆ Br(o).
Enn, notons Z l'ensemble des orretions possibles de m et montrons que Z = W .
Soit z ∈ Z et w ∈W . Si d(z,m) > d(w,m), alors w est un mot de Br(o) qui est stri-
tement plus prohe de m que z, e qui ontredit le fait que z soit une orretion possible
de m. Supposons que d(z,m) < d(w,m). Nous avons d(o,m) ≤ d(o, z) + d(z,m), don
d(o, z) ≥ d(o,m)−d(z,m) > d(o,m)−d(w,m). Or d(o,m) = k et d(w,m) = k−r, don
d(o, z) > r, e qui est impossible puisque z ∈ Z ⊆ Br(o). Don d(z,m) = d(w,m) =
k − r. En onséquene, tout mot w ∈ W est à la même distane de m qu'une or-
retion z ∈ Z. Don W ⊆ Z. De plus, nous avons d(o,m) ≤ d(o, z) + d(z,m), don
k ≤ d(o, z) + k − r, 'est-à-dire, d(o, z) ≥ r. Comme z ∈ Br(o), nous en déduisons
d(o, z) = r. Comme nous avons aussi d(z,m) = k − r, Z ⊆W . ✷
En d'autres termes, le Lemme 9 permet de dire que les orretions d'un mot w par
rapport à une boule Br(o) se situent à l'intersetion du erle de entre o et de rayon
r (soit l'ensemble {w ∈ Σ∗ : d(o,w) = r}) ave le segment [o,w] ('est-à-dire ave
l'ensemble {u ∈ Σ∗ : d(o, u) + d(u,w) = d(o,w)}).
6.1.2 Les mots de longueur maximum sur la frontière
Une fois que l'on sait que les orretions sont à la frontière, nous pouvons nous
attaquer au problème sous un nouvel angle. En eet, si nous onnaissons un mot de la
frontière de la boule de longueur maximum, nous allons pouvoir essayer de trouver le
ouple de mots
2 (aro, bro) et en déduire la boule ible.
Nous allons don ommener par distinguer ertains mots des boules, eux qui ont
un nombre maximum de lettres :
Dénition 41 (Frontière supérieure) On appelle frontière supérieure d'une boule
Br(o), notée B
max
r (o), l'ensemble des mots de Br(o) qui sont de longueur maximum :
Bmaxr (o) = {z ∈ Br(o)|∀w ∈ Br(o), |w| ≤ |z|}.
2
Voir Chapitre 4 Proposition 3.
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Exemple 41 Soit Σ = {a, b} et B1(ba) = {a, b, aa, ba, bb, aba, baa, bab, bba}. Nous
avons Bmax1 (ba) = {aba, baa, bab, bba}.
Bmaxr (o) est un ensemble remarquable ar tous les mots qui le omposent sont
onstruits à partir du entre o en faisant r insertions. Aussi, disposant d'un mot w ∈
Bmaxr (o), il  sut  de trouver les lettres qui ont été insérées dans o pour onstruire w,
puis de les eaer pour retrouver o. Il n'est ainsi pas néessaire de onstruire le entre
o de toute pièe :
Proposition 5 w ∈ Bmaxr (o) si et seulement si o  w et d(o,w) = |w| − |o| = r.
Démonstration :
Supposons o  w et d(o,w) = |w| − |o| = r. Alors w ∈ Br(o). Soit w
′
un mot tel
que |w′| > |w|. Alors, par la Proposition 1, d(o,w′) ≥ |w′| − |o| > |w| − |o| = r. La
distane entre w′ et le entre étant plus grande que le rayon, w′ 6∈ Br(o). Par onséquent,
w ∈ Bmaxr (o).
Réiproquement, soit w ∈ Bmaxr (o). Prenons sans perte de généralité la lettre a ∈ Σ.
Soit le mot aro. De toute évidene, nous avons d(o, aro) = r. Le mot aro appartient
don à Br(o). Comme w ∈ B
max
r (o), nous en déduisons que |w| ≥ |a
ro| = |o|+ r. Ainsi,
par la Proposition 1, d(o,w) ≥ |w| − |o| ≥ r. D'un autre té, r ≥ d(o,w) puisque
w ∈ Bmaxr (o). Nous en déduisons don que d(o,w) = |w| − |o| = r, et don que o  w,
par la Proposition 1. ✷
6.1.3 Trouver le entre à partir d'un mot de la frontière supérieure
Parmi les mots de Bmaxr (o), ertains jouent un rle spéial. En eet, a
ro est ob-
tenu à partir de o en faisant r insertions, don il appartient à Bmaxr (o). De plus, si
nous onnaissons r, il sut d'eaer les r premiers a pour trouver o. Nous prétendons
qu'ave des requêtes de orretion, nous pouvons obtenir aro à partir de n'importe
quel mot w ∈ Bmaxr (o) en faisant des éhanges de lettres. C'est le but de la proédure
Extration_du_entre (voir l'Algorithme 6).
Algorithme 6 : Extration_du_entre
Données : Un mot w = a1 . . . an ∈ B
max
r (o), le rayon r
Résultat : Le entre o de la boule Br(o)
x← an // x est une lettre arbitraire1
pour i = 1 à n faire2
Supposons w = a1 . . . an, soit w
′ = xa1 . . . ai−1ai+1 . . . an;3




Supposons w = a1 . . . an, retourner ar+1 . . . an;8
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Regardons un exemple d'exéution de l'algorithme :
Exemple 42 Soit la boule Bmax2 (bb) = {aabb, abab, abba, abbb, baab, baba, babb, bbaa,
bbab, bbba, bbbb}. Prenons le mot abba et un rayon r = 2. L'algorithme Extra-
tion_du_entre transforme, à haque itération, la lettre d'indie i en un a qu'il
plae au début du mot, puis soumet le mot obtenu à l'orale.
i w w′ Cq(w′) w hange
1 abba abba Oui oui
2 abba aaba abba non
3 abba aaba abba non
4 abba aabb Oui oui
Ainsi, Extration_du_entre s'arrête sur w = aabb et retourne alors o = bb
(omme r = 2).
Nous montrons maintenant que l'algorithme que nous venons de voir est orret et
fontionne en temps polynomial en la taille de la représentation de la boule :
Lemme 10 Pour tout mot w ∈ Bmaxr (o), sahant r, Extration_du_entre re-
tourne o en temps polynomial, ave O (|o|+ r) requêtes de orretion.
Démonstration :
Montrons tout d'abord que l'opération d'éhange de lettres est orrete. Soient w =
x1 . . . xn ∈ B
max
r (o) et w
′ = ax1 . . . xi−1xi+1 . . . xn pour 1 ≤ i ≤ n. S'il existe une
dérivation de réériture o
r
−→ w où la lettre xi de w est le produit d'une insertion dans o,
alors supprimer xi et faire l'insertion d'un a en tête de o onduit à un mot w
′
qui satisfait
o  w′ et |w′| = |w|. Par la Proposition 1, nous avons d(o,w′) = |w′|−|c| = |w|−|c| = r,
don par la Proposition 5, w′ ∈ Bmaxr (o) et Cq(w′) = oui.
Par ontre, s'il n'existe auune dérivation de réériture où xi est le produit d'une
insertion, alors xi est une vraie lettre de o. Dans e as, supprimer xi et ajouter un
a en tête de o onduit à un mot w′ tel que o 6 w′. Par la Proposition 1, nous avons
d(o,w′) > |w′| − |o| et omme |w′| = |w|, nous avons d(o,w′) > r. Don w′ 6∈ Bmaxr (o)
et Cq(w′) 6= oui.
À haque itération, si la lettre est issue d'une insertion elle est plaée en début de
mot. Si la lettre est issue du entre, elle reste à sa plae. À la n de l'algorithme, les r
lettres issues des insertions se retrouveront don en début de mot, la n étant omposée
des lettres de o, soit un mot de la forme aro.
Enn, l'algorithme parourt le mot w de Bmaxr (o) en eetuant une requête à haque
lettre, soit |w| = |o|+ r requêtes de orretion. ✷
À partir d'un mot de la frontière supérieure (et du rayon), nous pouvons don trouver
le entre et don la boule.
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6.1.4 Trouver un mot de la frontière supérieure
An de pouvoir utiliser l'algorithme Extration_du_entre, il nous faut trou-
ver un mot de la frontière supérieure ainsi que le rayon de la boule. Une première idée
serait de demander la orretion du mot vide, puis la orretion d'un mot de plus en plus
grand. Une fois que la orretion est plus petite que la requête, le mot appartient-il à la
frontière supérieure ? La réponse est non. La reherhe d'un mot de longueur maximal
est de nouveau plus omplexe qu'il n'y paraît :
Exemple 43 Mettons-nous à la plae de l'apprenant. Soit la orretion Cq(b3a3) =
b2a3. La orretion étant plus petite que la requête, nous pourrions penser que les mots
les plus longs sont de longueurs 5. Pour plus de sûreté, nous demandons la orretion
d'un mot plus long Cq(b4a3) = b2a4. La orretion étant plus longue que la préédente,
nous ontinuons : Cq(b10a3) = bbbabba. Cette fois-i la orretion est beauoup plus
petite. Pour être vraiment sûr nous demandons la orretion d'un mot vraiment très
long : Cq(b100a3) = bbbabba. La diérene de longueur étant vraiment importante, et
la orretion obtenue étant identique à la préédente, nous pouvons penser que la lon-
gueur des mots de la frontière supérieure est de 7. Malheureusement, la boule ible était
B4(aabb) et don les mots les plus longs de la boule sont de longueur 8.
Cet exemple illustre bien le fait que nous ne pouvons pas nous er à notre intuition
pour trouver un mot de Bmaxr (o). Toutefois, il existe des mots qui, s'ils sont susamment
grands, fore les requêtes de orretion à ne faire que des suppressions pour trouver un
mot de la boule. La orretion obtenue est alors un mot de la frontière supérieure :
Lemme 11 Supposons que l'alphabet ontienne n lettres : Σ = {a1, . . . , an}. Alors toute
orretion w du mot v = (a1 . . . an)
k
ave k ≥ |o|+ r est un mot de Bmaxr (o).
Démonstration :
Soit U l'ensemble des orretions possibles de v. Montrons que U = Bmaxr (o). Comme
v = (a1 . . . an)
k
ave k ≥ |o|+ r, nous avons o  v, don par la Proposition 1, d(o, v) =
|v| − |o|. Par ailleurs, soit w ∈ Bmaxr (o). Par la Proposition 5, nous avons o  w et
d(o,w) = |w| − |o| = r. De plus, omme v = (a1 . . . an)
k
ave k ≥ |o| + r, nous avons
w  v, don par la Proposition 1, d(w, v) = |v|−|w| = |v|−|o|−r = d(o, v)−r. Comme
d(o,w) = r et d(w, v) = d(o, v) − r, nous en déduisons Bmaxr (o) ⊆ U par le Lemme 9.
Soit maintenant u ∈ U . Par le Lemme 9, nous avons d(o, u) = r. Si o  u, alors
u ∈ Bmaxr (o) par la Proposition 5. Si o 6 u, alors par la Proposition 1, d(o, u) > |u|−|o|,
'est-à-dire, |u| < |o| + r. Mais alors, d(u, v) ≥ |v| − |u| > |v| − |o| − r = d(w, v) pour
tout w ∈ Bmaxr (o), e qui ontredit u ∈ U . Don U ⊆ B
max
r (o). ✷
Demander la orretion d'un mot de la forme (a1 . . . an)
k
ave k susamment grand
permet don d'être sûr d'avoir un mot de Bmaxr (o). Le problème reste don de trouver un
tel k. Pour ela, nous allons utiliser le lemme suivant qui stipule que si nous demandons
à l'orale de orriger un mot fait d'une grande quantité de a, la orretion qu'on obtient
nous donne des indiations préieuses sur le rayon et le nombre d'ourrenes de a dans
le entre :
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Lemme 12 Considérons la boule Br(o), une lettre a ∈ Σ et un entier j ∈ N tels que
aj 6∈ Br(o). Soit w = Cq(a
j). Si |w| < j, alors |w|a = |o|a + r.
Démonstration :
Soient aj 6∈ Br(o) et w = Cq(a
j). Par le Lemme 9, nous avons d(o,w) = r et d(w, aj) =
d(o, aj) − r. Comme |w| < |aj|, le alul de d(w, aj) onsiste en (1) hanger toutes les
lettres de w qui ne sont pas des a, soit |w| − |w|a substitutions, et (2) ompléter le mot
obtenu par des a pour atteindre aj, soit j−|w| insertions de a. Nous en déduisons alors
que d(w, aj) = |w|−|w|a+j−|w| = j−|w|a. Calulons maintenant d(o, a
j). Clairement,
si |o| ≤ |w| < j, alors nous pouvons utiliser les mêmes arguments que préédemment
pour obtenir d(o, aj) = j−|o|a. Enn, puisque d(w, a
j) = d(o, aj)−r, nous en déduisons
que j − |w|a = j − |o|a − r, 'est-à-dire, |w|a = |o|a + r.
Supposons maintenant que |o| > |w|. Le même argument ne tient plus puisque
|o| ≥ |aj |. Des suppressions sont don néessaires pour aluler d(o, aj). Cependant,
nous allons montrer que e as est impossible. En eet, onsidérons la dérivation o
r
−→ w.
Puisque |o| > |w|, il y a au moins une suppression le long de ette dérivation. À la
plae de supprimer ette lettre, supposons qu'on la remplae par un a et que l'on ne
hange rien d'autre. Cei nous amène à une nouvelle dérivation o
r
−→ w′ (ou o r−1−−→ w′
si la lettre supprimée était un a) ave |w′| = |w| + 1 et |w′|a = |w|a + 1. De plus,
d(o,w′) ≤ r, don w′ ∈ Br(o). Finalement, omme |w| < j, nous obtenons |w′| ≤ j,
don, ave les mêmes arguments que préédemment, seules les substitutions et les inser-
tions sont néessaires pour aluler d(w′, aj). Plus préisément, nous avons d(w′, aj) =
(|w′| − |w′|a) + (j − |w′|) = −|w|a − 1 + j = d(w, aj) − 1, et don d(w′, aj) < d(w, aj).
Comme w′ ∈ Br(o), w ne peut être une orretion de aj . ✷
Demander la orretion d'un mot de la forme aj ave j grand permettra don d'obte-
nir une orretion dont nous pouvons tirer de l'information. Supposons en eet que l'al-





i )|ai , alors le Lemme 12 donne k =
∑n
i=1(|o|ai+r) = |o|+|Σ|·r ≥ |o|+r.
Nous pouvons alors utiliser ette valeur k dans la Proposition 11 et obtenir un mot
w = Cq
(
(a1 . . . an)
k
)
∈ Bmaxr (o). De plus, nous avons |w| = |o|+ r et k = |o|+ |Σ| · r.
Don, nous en déduisons que le rayon est r = (k − |w|)/(|Σ| − 1).
6.1.5 Un algorithme d'identiation des boules à partir de requêtes
de orretion
À e point, nous pouvons don résumer notre stratégie d'apprentissage de la boule
Br(o) ave un alphabet Σ = {a1, . . . , an} de la façon suivante :
1. Pour haque lettre ai, l'apprenant demande la orretion de a
j
i ave j susamment
grand pour que la orretion soit plus petite que j.




i )|ai et demande la orretion w du mot v =
(a1 . . . an)
k
.
3. À partir de k et w, il déduit r.
4. Il utilise ensuite Extration_du_entre ave w et r an d'obtenir o.
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L'apprenant est don apable d'identier des boules à partir de requêtes de orretion
en un nombre polynomial de requêtes (voir l'Algorithme 7 Identifiation_boule et
le Théorème 33).
Algorithme 7 : Identifiation_boule
Données : L'alphabet Σ = {a1, . . . , an}
Résultat : La représentation (o, r) de la boule ible Br(o)
j ← 1;1
k ← 0;2
pour i = 1 à n faire3
tant que Cq(aji ) = Oui ou |Cq(a
j
i )| ≥ j faire4
j ← 2 · j;5
ntq6








r ← (k − |w|)/(|Σ| − 1);10
o← Extration_du_entre(w, r);11
retourner (o, r)12
Voii un exemple de l'exéution de l'algorithme :
Exemple 44 Considérons la boule B2(bb) sur l'alphabet Σ = {a, b}. Notre algorithme
ommene par herher des orretions de aj et bj ave j susamment grand. Nous
pouvons par exemple observer : Cq(a) = Oui, Cq(a2) = Oui, Cq(a4) = aabb, Cq(a8) =





= Cq(abababababab) = abba, par exemple, et nous pouvons don
en déduire r = (6−4)/(2−1) = 2. Enn Extration_du_entre(abba, 2) retourne
bb. Don Identifiation_boule retourne (bb, 2).
Théorème 33 Pour n'importe quelle boule Br(o), Identifiation_boule retourne
sa représentation (o, r) en utilisant O (|Σ|+ |o|+ r) requêtes de orretion.
Démonstration :
La orretion de l'algorithme Identifiation_Boule déoule de la suite de lemme de
ette setion. Conernant la polynomialité de l'algorithme, les requêtes interviennent à
trois endroits :
1. les orretions des mots aji (ligne 4) sont au nombre de O (|Σ|+ log(|o|+ r)) (soit




2. la orretion du mot (a1a2 . . . an)
k
(ligne 9) ;
3. les orretions utilisées par l'algorithme Extration_du_entre (ligne 11)
pour retrouver le entre, soit d'après la Proposition 10 O (|o|+ r) q
Edit
.
Apprentissage à partir de q
Edit
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Au total, l'algorithme a alors besoin de O (|Σ|+ |o|+ r) requêtes de orretion. ✷
Il en résulte le orollaire :
Corollaire 2
 Soit q() un polynme. L'ensemble de toutes les q()-bonnes boules Br(o) est iden-
tiable ave un algorithme qui utilise O (|Σ|+ |o|+ q(|o|)) requêtes de orretion
et un temps polynomial.
 L'ensemble des bonnes boules Br(o) est identiable ave un algorithme qui utilise
O (|Σ|+ |o|+ r) requêtes de orretion et un temps polynomial.
Contrairement aux afd les boules sont don apprenables en utilisant des Cq
Edit
.
Ce résultat est somme toute mitigé. D'une part, nous ne savons pas montrer que la
omplexité obtenue est une borne inférieure. D'autre part, si l'on reprend l'exemple du
plan, l'apprentissage de boules dans R
2
est de omplexité logarithmique. En fait, la
omplexité des boules de mots est telle qu'il est diile de pouvoir utiliser à bon esient
l'information ontenue dans une orretion (ontrairement à R
2
).
De e fait, nous pouvons aussi onstruire un algorithme qui, à partir d'un exemple
('est-à-dire d'un mot de la boule), identie la boule ave des mq seulement ! En eet,
une fois que l'on a obtenu un mot de la frontière supérieure de la boule, l'algorithme
Identifiation_boule n'utilise les q
Edit
que pour tester l'appartenane du nouveau
mot à la boule. Il s'en sert don omme de mq. Ainsi, il sut de partir d'un mot
quelonque de la boule et de faire le plus d'insertions possibles de toutes les lettres
de l'alphabet entre haque lettre de l'exemple pour pouvoir onstruire un mot de la
frontière supérieure de la boule
3
. Ensuite, à partir de e mot, il sut d'utiliser une
modiation de l'algorithme Extration_du_entre pour trouver les mot aro et
bro (omme nous ne onnaissons pas enore r). Nous en déduisons alors failement (o, r).
La omplexité de e nouvel algorithme est alors polynomiale et non plus linéaire,
mais ela montre que les q
Edit
ne sont peut-être pas utilisées à leur  juste  valeur,
ontrairement à l'exemple de l'apprentissage dans le plan. De plus, si omme souvent en
pratique 'est un humain qui joue le rle de l'orale, une omplexité polynomiale peut
alors être trop oûteuse. Nous allons don essayer dans la setion suivante de réduire
ette omplexité.
Au préalable nous allons nous intéresser aux mauvaises boules dont la situation est
moins laire. En eet, prenons la lasse ontenant toutes les boules ayant pour entre
le mot vide : {Bn(λ) : n ∈ N}. An de pouvoir identier une boule, il est néessaire de
faire une requête en dehors de la boule. La requête ainsi que sa orretion sont alors des
mots dont les longueurs sont supérieures ou égales à |o|+ r, 'est-à-dire supérieures ou
égales à r. La taille de la représentation de es boules étant |o|+ log r = log r, es mots
ont don des tailles exponentielles en log r. . .
3
Tehniquement, soit w un mot de la boule. Si l'on ne peut insérer auune lettre à w (et e quelque
soit la position de l'insertion), alors nous pouvons montrer que w ∈ Bmaxr (o). De plus, n'importe quel
mot de la boule est un sous-mot d'au moins un mot de Bmaxr (o). De e fait, si w 6∈ B
max
r (o) alors il
existe bien une position dans le mot telle que l'on peut faire une insertion et obtenir un mot w′ plus
long et plus prohe de Bmaxr (o) que de w.
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Nous pouvons alors distinguer deux as : soit nous autorisons le fait que le nombre
de requêtes de orretion autorisées puisse dépendre de la plus longue orretion donnée
par l'orale, auquel as les boules sont identiables, soit nous ne l'autorisons pas, et alors
elles ne le sont pas.
6.2 Apprentissage des boules ave un nombre logarithmi-
que de requêtes de orretion
Si nous regardons attentivement Identifiation_boule, nous onstatons que
trouver un mot de Bmaxr (o) se fait en O (|Σ|+ log(|o|+ r)) requêtes de orretion alors
que l'algorithme général est en O (|Σ|+ |o|+ r). L'utilisation de l'algorithme Extra-
tion_du_entre nous fait alors perdre ette omplexité logarithmique. An de pou-
voir apprendre les boules ave un nombre logarithmique de q
Edit
, il faut don se passer
de ette partie de l'apprentissage. Cela peut être fait dans un ontexte légèrement dif-
férent : en utilisant des poids diérents pour les opérations d'édition. De plus, nous
supposerons que l'alphabet est de taille au moins 3 pour des raisons que nous verrons
plus tard.
Jusqu'à présent, nous avons utilisé la distane d'édition telle que dénie par Leven-
shtein
4
[Lev65℄. Toutefois, en pratique, ertains travaux utilisent des poids diérents
pour haque opération d'édition. Dans e adre, haque dérivation w
k
−→ w′ a un poids
qui est la somme des poids des opérations d'éditions eetuées le long de la dérivation.
La distane d'édition pondérée est alors le poids minimum des diérentes dérivations
transformant w en w′.
Chaque ombinaison de poids impliquera alors un algorithme diérent lors du reours
aux requêtes de orretion. Notre but étant de montrer que l'on peut réduire le nombre
de q
Edit
utilisées, nous supposerons que :
1. le poids de haque insertion et de haque suppression vaut 1 (omme avant),
2. le poids de haque substitution vaut un nombre irrationnel ρ ompris stritement
entre 0 et 1.




Il est intéressant de noter qu'un faible oût pour l'opération de substitution est
fréquent en linguistique. Par exemple, des travaux en phonologie font ette hypothèse
dans le but de forer les alignements de segments phonétiquement similaires [AH03℄.
Quoiqu'il en soit, le fait que le poids ne soit pas un nombre rationnel peut sembler
déroutant. Nous verrons qu'en fait, du point de vue de l'apprenant, il n'est pas néessaire
de aluler des distanes pondérées (ontrairement à l'orale). Le fait que ρ ne soit pas
une fration n'est don pas un problème.
De plus, la Proposition 1 est toujours vraie
5
grâe aux poids des insertions et suppres-
sions qui valent toujours 1. Enn, le fait d'avoir un ρ irrationnel nous permet d'établir
4
Nous appellerons ette distane la distane d'édition standard
5










si et seulement si (w  w′ ou w′  w)
Apprentissage des boules ave un nombre logarithmique de requêtes de orretion 107
de fortes propriétés :
Proposition 6 Soient o,w,w′ ∈ Σ∗ trois haînes. Les armations suivantes sont équi-
valentes :
1. Il existe une dérivation de w vers w′ de poids minimum qui utilise x ∈ N insertions
et suppressions, et y ∈ N substitutions.
2. d(w,w′) = x+ ρy.
3. Toutes les dérivations de w vers w′ de poids minimum utilisent x ∈ N insertions
et suppressions, et y ∈ N substitutions.
En onséquene, si d(o,w) = d(o,w′), alors toutes les dérivations de o vers w et de o
vers w′ utilisent le même nombre d'insertions et suppressions, ainsi que le même nombre
de substitutions.
Démonstration :
3. =⇒ 1. Trivial.
1. =⇒ 2. Puisque les poids des insertions et suppressions valent 1, que le poids
des substitutions vaut ρ, et que la dérivation est de poids minimum, nous avons
d(w,w′) = x+ ρy.
2. =⇒ 3. Considérons une autre dérivation de w vers w′ de poids minimum qui
utilise x′ ∈ N insertions et suppressions, et y′ ∈ N substitutions. Alors nous avons
d(w,w′) = x′ + ρy′ = x+ ρy, don x− x′ = ρ(y′ − y). Comme ρ est irrationnel et
x, x′, y, y′ sont des entiers, néessairement y′ − y = 0 et x − x′ = 0, don x′ = x
et y′ = y.
✷
Cette propriété ne serait plus vraie si ρ était un nombre rationnel. Par exemple, si
ρ = 12 alors deux substitutions oûteraient autant qu'une insertion. Cela pourrait alors
onduire à deux dérivations de même poids mais dont le nombre d'opérations est dié-
rent.
6.2.1 Les nouvelles boules et orretions
Assez logiquement, hanger la distane d'édition hange aussi les boules. Par exem-
ple, en utilisant la distane d'édition standard, nous avons B1(abb) = {ab, bb, aab,




4 ≃ 0, 3536 ajoute les mots {aaa, bab, bba} à la boule. Nous pouvons alors
également nous demander s'il est pertinent de onserver un entier pour dénir le rayon
des boules. La réponse est oui : en eet, si tel n'est pas le as, les boules Br(o) et
Br+ ρ
2
(o) représenteraient le même ensemble de mots. En d'autres termes, le Théorème
14, qui montre l'uniité de la représentation, ne serait plus valide. À l'inverse, si l'on
garde un rayon entier alors, omme la Proposition 1 ontinue d'être vraie, le Théorème
14 ontinue lui aussi d'être valide.
En e qui onerne les orretions, leurs propriétés deviennent tortueuses à ause
de la pondération. En partiulier, le Lemme 9 arme que l'ensemble des orretions
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possibles de n'importe quel mot v 6∈ Br(o) est exatement {u ∈ Σ
∗ : d(o, u) =
r and d(u, v) = d(o, v) − r}. Ce résultat n'est à présent plus vrai en utilisant la dis-
tane d'édition pondérée. En eet, onsidérons la boule B1(abb) ave ρ =
√
2
4 . Alors la
orretion u du mot baa est dans {aaa, bab, bba}. nous avons alors d(abb, u) = 2ρ < 1 et
d(u, baa) = ρ > d(abb, baa) − 1 = 3ρ− 1. En d'autres termes, une orretion n'est plus
néessairement sur le erle qui délimite la boule.
Néanmoins, nous pouvons montrer qu'il existe une aratérisation plus omplexe des
orretions possibles :
Lemme 13 Soient la boule Br(o) et un mot v 6∈ Br(o). Étant donné n'importe quel
α ∈ R, nous dénissons
Cα = {u ∈ Σ
∗ : d(o, u) = α et d(u, v) = d(o, v) − α}.
Tous les Cα non vides dénissent des  ars de erles  de mots onentriques autour




{α : Cα 6= ∅}.
L'ensemble des orretions de v est alors exatement Cα0 .
Démonstration :
La preuve est la même que elle du Lemme 9, sauf que W est remplaé par Cα0 et r est
remplaé par α0. Le point ruial est que W peut être vide ave la distane d'édition
pondérée alors que Cα0 ne peut pas, par dénition. ✷
6.2.2 Les mots de longueur maximum
Intéressons-nous à présent à nouveau à l'apprentissage des boules. Comme dans
la Setion 6.1, nous allons étudier les mots de longueur maximum de Br(o) puisqu'ils
ontiennent beauoup d'informations. En eet, nous allons montrer que omme pour le
Lemme 12, si l'on demande la orretion w d'un mot fait de beauoup de a, alors |w|a =
|o|a + r. En plus, dans e nouveau ontexte, nous obtenons diretement w ∈ B
max
r (o).
Toutefois, il nous faut onnaître le polynme q() pour lequel Br(o) est une bonne boule.
Lemme 14 Soit q() un polynme. Considérons la q()-bonne boule Br(o), une lettre
a ∈ Σ et un entier j ∈ N tels que aj 6∈ Br(o). Soient u = Cq(a
j) et v = Cq(aj+q(j)). Si
|u| < j, alors v ∈ Bmaxr (o) et |v|a = |o|a + r.
Cette sous-setion vise à prouver e lemme en utilisant deux propositions intermé-
diaires :
Proposition 7 Considérons la boule Br(o), une lettre a ∈ Σ et un entier j ∈ N tels
que aj 6∈ Br(o). Soit u = Cq(a
j). Si |u| < j, alors |o| < j.
Apprentissage des boules ave un nombre logarithmique de requêtes de orretion 109
Démonstration :
Montrons que |o| ≤ |u|. Comme |u| < j, le résultat sera immédiat. Supposons alors
que |u| < |o| et onsidérons une dérivation o
k
−→ u de poids minimum d(o, u) = x + ρy.
Comme |o| > |u|, il existe au moins une suppression le long de ette dérivation. Sup-
posons qu'au lieu de supprimer ette lettre, nous la hangeons par a et que le reste de





−−→ u′ si la lettre supprimée est un a) ave |u′| = |u| + 1 et |u′|a = |u|a + 1. De
plus, d(o, u′) ≤ (x − 1) + ρ(y + 1) = d(o, u) − 1 + ρ. Comme d(o, u) ≤ r, nous en
déduisons que d(o, u′) < r, ainsi u′ ∈ Br(o). Finalement, omme |u| < j, nous avons
|u′| ≤ j, don seulement des substitutions et des insertions sont néessaires pour aluler
d(u, aj) et d(u′, aj). Plus préisément, nous avons d(u′, aj) = (j−|u′|)+ρ(|u′|− |u′|a) =
(j−|u|−1)+ρ(|u|−|u|a) = d(u, a
j)−1, et don d(u′, aj) < d(u, aj). Comme u′ ∈ Br(o),
u ne peut pas être une orretion aj, e qui ontredit l'énoné du lemme. Nous avons
don |u| ≥ |o|, et don |o| < j. ✷
Proposition 8 Considérons la boule Br(o), une lettre a ∈ Σ et un entier ℓ ∈ N tels
que aℓ 6∈ Br(o). Soit v = Cq(a
ℓ). Si |o|+ r < ℓ, alors v ∈ Bmaxr (o) et |v|a = |o|a + r.
Démonstration :
Comme |o|+ r < ℓ, nous avons |o| < ℓ, don le alul de d(o, aℓ) utilise néessairement
ℓ−|o| insertions de a ainsi que |o|−|o|a substitutions par des a. Dénissons une dérivation
de référene de o vers aℓ, où les ℓ−|o| insertions sont eetuées en premier, à l'avant de o,




−−−−−→ aℓ−|o|a|o| = aℓ.
Comme ℓ − |o| > r, le mot aℓ−|o|o n'est pas dans la boule, don la dérivation passe
par le mot aro avant d'atteindre aℓ−|o|o. En d'autres termes, la dérivation de référene






−−−−−→ aℓ. Considérons maintenant le Lemme
13. Comme d(o, aro) = r et d(aro, aℓ) = ℓ − |o| − r + ρ(|o| − |o|a) = d(o, a
ℓ) − r,
nous avons Cr 6= ∅. Don, omme v = Cq(a
ℓ), nous en déduisons que d(o, v) = r et
d(v, aℓ) = d(o, aℓ)− r. Nous armons que seulement des insertions de a peuvent appa-
raître le long de la dérivation o
r
−→ v. En eet, nous avons d(o, v) = r ∈ N, don par la
Proposition 6, auune substitution n'apparaît. De plus, auune suppression n'apparaît
non plus puisque n'importe quelle dérivation minimale de o vers aℓ utilise seulement
des insertions de a et des substitutions par des a. En onséquene, v ∈ Bmaxr (o) et
|v|a = |o|a + r. ✷
Démonstration :
[du Lemme 14℄ Par la Proposition 7, nous avons |o| < j. Ainsi, |o| + r ≤ |o| + q(|o|).
De plus, omme |o| < j et tous les oeients de q() sont entiers, nous en déduisons
que |o| + r < j + q(j). Don en remplaçant ℓ par j + q(j) dans la Proposition 8 nous
obtenons le résultat. ✷
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6.2.3 Apprendre les boules logarithmiquement
En onséquene du Lemme 14, la orretion d'un long mot omposé de a onduit
à un mot de Bmaxr (o). Mais plus intéressant, supposons que l'alphabet ontienne au
moins trois lettres, par exemple a, b, c,. . . Alors soient ua = Cq(a
j) ave |ua| < j, et
va = Cq(a
j+q(j)). Grâe au Lemme 14, va est obtenu à partir de o ave r insertions de
a. Ainsi, toutes les lettres dans va, mises à part les ourrenes de a, sont les lettres de
o et apparaissent dans le bon ordre.
Plus formellement, soit Ea la fontion qui eae toutes les ourrenes de la lettre
a ∈ Σ dans un mot :
1. Ea(λ) = λ,
2. Ea(a.z) = Ea(z), et
3. Ea(b.z) = b.Ea(z), pour tout b 6= a.
Alors, pour haque lettre a ∈ Σ, Ea(va) = Ea(o).
Exemple 45 Considérons la boule B1(o) ave o = badac. Si les orretions des mots
aℓ, bℓ et cℓ (ave ℓ susamment grand) sont va = badaca, vb = babdac et vc = badcac,
alors Ea(va) = Ea(o) = bdc, Eb(vb) = Eb(o) = adac et Ec(vc) = Ec(o) = bada.
Par onséquent, nous pouvons failement déduire o en alignant les mots Ea(o), Eb(o)
and Ec(o) :
Exemple 46 En reprenant la même boule ainsi que les mêmes orretions qu'à l'exem-
ple préédent, nous pouvons retrouver le entre de la boule :
Ea(o) b · d · c
Eb(o) · a d a c
Ec(o) b a d a ·
o b a d a c
Cette proédure n'utilise pas de nouvelle requête de orretion et est exéutée en temps
O (|o|) e qui est bien plus eae que Extration_du_entre. Notons que si
|Σ| > 3, seulement trois orretions sont néessaires omme le montre l'exemple. Nous
obtenons nalement l'Algorithme 8 et le Théorème 34.
Théorème 34 Supposons |Σ| ≥ 3.
 Soit q() un polynme à oeients dans N. La lasse de toutes les q()-bonnes
boules Br(o) est identiable ave un algorithme qui utilise O (log(|o|+ q(|o|)))
requêtes de orretion et un temps polynomial.
 La lasse BB(Σ) est identiable ave un nombre logarithmique O (log |o|) de re-
quêtes de orretion et un temps polynomial.
En onlusion, si le poids des substitution est un irrationnel inférieur à 1 alors nous
pouvons réduire onsidérablement la omplexité de l'apprentissage. Nous allons montrer
maintenant que l'algorithme d'identiation que nous avons utilisé résiste assez bien au
bruit dans le sens où une simple heuristique a posteriori sut à retrouver les boules
ibles.
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Algorithme 8 : Identifiation_boule_pondérée
Données : L'alphabet Σ = {a1, . . . , an} ave n ≥ 3, et le polynme q()
Résultat : La représentation (o, r) de la q()-bonne boule ible Br(o)
j ← 1;1
pour i = 1 à 3 faire2
tant que Cq(aji ) = Oui ou |Cq(a
j
i )| ≥ j faire3












o← aligne(e1, e2, e3);9
r ← |v1| − |o|;10
retourner (o, r)11
6.3 Apprentissage fae à un orale faillible
Nous avons fait dans les setions préédentes une hypothèse forte onernant le
modèle de l'apprentissage atif. En eet, nous avons supposé que l'orale était un orale
parfait. Cela orrespond à une supposition tout à fait raisonnable lorsque l'on ne fait que
des mathématiques et que l'on a pour objetif d'être dans une onguration favorable
dans laquelle les résultats négatifs résultent de la omplexité de la tâhe et non de la
nature de l'orale.
Cependant, réemment, le adre de l'apprentissage atif a été aepté omme un
adre plausible pour de vraies appliations. En eet, nous faisons fae à de plus en plus
de données non étiquetées. Choisir quelles données doivent reevoir l'attention d'un
expert (qu'il soit un humain ou une mahine) est une question diile. Les sessions
d'apprentissage interatif, où l'algorithme d'apprentissage demande des informations
spéiques pendant son exéution, sont des alternatives intéressantes pour traiter de
tels problèmes.
Un exemple typique est le système Squirrel [CGLN07℄ qui induit un wrapper web
à travers des interations ave un utilisateur humain. Un autre as est elui des tests
hardware [HHNS02℄ : les spéiations du logiiel orrespondent à l'orale, lequel peut
alors autoriser le ontrle si les items onstruits obéissent aux spéiations. Dans les
deux as l'orale est faillible : dans le seond pare que l'équivalene est faite par un
éhantillonnage.
Enn, une troisième situation dans laquelle l'apprentissage atif peut être utile or-
respond à elle de rendre intelligible une boîte noire apprise par une méthode d'appren-
tissage automatique statistique. En eet, même si les hyper-plans [CFWS06℄ ou les ré-
seaux de neurones réurrents [GLT01℄ sont diiles à interpréter, nous pouvons essayer
d'utiliser les modèles numériques appris omme des orales dans un algorithme d'ap-
prentissage atif dont les résultats seraient des lassieurs basés sur des règles [dlH06b℄.
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6.3.1 Fae à un orale faillible
L'algorithme Identifiation_boule a été onstruit pour être utilisé dans des
onditions idéales, 'est-à-dire dans le as où nous supposions que l'orale était une
mahine parfaite : ses réponses étaient tellement préises que nous avions pu srupu-
leusement les aratériser (voir Lemme 9). Cependant, omme nous venons de le dire,
en pratique un orale est souvent un expert, 'est-à-dire un être humain, ou est simulé
par un éhantillonnage. Dans de pareils as, la supposée perfetion n'est plus vraie. En
eet, aluler la orretion de (bab)127 pour la boule B217((babb)
32) est probablement
hors de apaités ognitives de tout être humain. Notre algorithme ne devrait don pas
roire aveuglément les réponses qu'il obtient puisqu'elle peuvent être approximatives.
Dans ette setion, nous allons montrer à travers une série d'expérimentations que notre
algorithme résiste à des réponses approhées ('est-à-dire impréises, bruitées).
6.3.2 Dénition de l'orale approximatif
Nous allons onstruire maintenant un orale approximatif qui puisse ressembler à
un être humain. Considérons un mot w et une boule Br(o). Soit Cqh(w) la réponse de
l'orale approximatif à la requête ; et Cq(w) la réponse de elle qui serait retournée par
un orale parfait ('est don la même réponse que faite au hapitre préédent).
Premièrement, nous supposerons qu'un expert peut failement déterminer si un
exemple satisfait un onept ou non. Ainsi, ii, il sait si w appartient à Br(o) ou pas.
Nous supposerons don que si Cq(w) = Oui, alors Cqh(w) = Oui. Deuxièmement, e
qui est vraiment dur pour l'expert est de aluler la meilleure orretion de w quand
le mot n'appartient pas à la boule, et plus préisément, un mot qui est aussi près de w
que possible. Une fois enore, Cqh(w) sera ertainement à l'intérieur de la boule plutt
qu'à la frontière.
Prenons maintenant un peu de reul. Soit X = d(w,Cqh(w)) − d(w,Cq(w)) une
mesure de la distane entre une orretion approximative et une orretion parfaite. In-
tuitivement un bon orale approximatif ne fera que peu de mauvaises orretions. Ainsi,
elles seront souvent telles que X = 0, quelques fois telles que X = 1, moins fréquem-
ment telles que X = 2,. . . Pour formaliser ette idée, nous introduisons un paramètre
de onane 0 < p ≤ 1, appelé niveau de pertinene de l'orale, qui traduit la qualité
des réponses de l'orale, et qui utilise une distribution géométrique :
Pr(X = k) = (1− p)kp,∀k ∈ N.
Par onséquent, ave une probabilité (1−p)kp, la orretion Cqh(w) d'un mot w sera
dans la boule ible et à distane
6 k de Cq(w). La distribution géométrique permet aussi
de onnaître l'espérane de la distane entre les orretions des deux types d'orale :
E(X) = (1/p) − 1. Don lorsque l'orale est plutt préis, disons p = 0, 8, alors la
distane moyenne entre l'orale approximatif et un orale parfait est faible : E(X) =
0, 25. À l'inverse, un expert ave des apaités de alul limitées, qui aurait un niveau
6
Si auun mot de la boule n'est à distane k ('est le as si k>2r) alors la orretion est un des mots
le plus loin de la vraie orretion.
Apprentissage fae à un orale faillible 113
de pertinene de p = 0, 4, donnera souvent des orretions impréises : en moyenne à
distane 1, 5 de la vraie orretion. La Figure 6.2 shématise les orretions que peut







Fig. 6.2  Réponses que peut donner un orale approximatif à une requête w hors d'une
boule : ave probabilité p la orretion z sera la bonne. Ave probabilité (1 − p)p elle
sera à distane 1, ave probabilité (1− p)kp elle sera à distane k.
Notre modèle d'orale approximatif est simple : nous ne supposons pas par exemple
que l'orale dispose d'une mémoire. Ainsi, en soumettant haque requête deux fois de
suite, nous pourrions obtenir deux orretions. Nos requêtes n'étant pas persistantes,
nous aurions alors la possibilité de pouvoir orriger la orretion ! Quoiqu'il en soit,
notre but n'est pas ii de onstruire le meilleur algorithme d'apprentissage possible,
mais d'étudier le omportement de Identifiation_boule et plus partiulièrement
sa résistane fae à des réponses approximatives. De e point de vue, notre modèle, bien
que basique, est largement susant.
6.3.3 Comportement de l'algorithme fae à un orale approximatif
Suivant le Théorème 33, Identifiation_boule devine systématiquement les bou-
les ibles ave l'aide d'un orale parfait. Bien entendu, il éhouera en fae d'un orale
approximatif. Dans le but d'évaluer la résistane d'Identifiation_boule aux orre-
tions approximatives, nous allons onduire l'expériene suivante. Nous tirons au hasard
un ensemble de ent boules Br(o) telles que |o|+r = 200. Plus préisément, nous faisons
varier le rayon r de 10 à 190 par pas de 20. Pour haque rayon, nous tirons aléatoi-
rement 10 entres o de longueur 200 − r. Ensuite, pour haque niveau de pertinene
0, 5 ≤ p ≤ 1, nous demandons à Identifiation_boule d'apprendre es boules, et
nous alulons le pourentage des boules qu'il a été apable de retrouver, pourentage
que nous appellerons la préision de l'algorithme. Nous montrons le résultat dans la
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Figure 6.3. Nous pouvons remarquer que Identifiation_boule est apable d'iden-
tier environ 75% des boules fae à un niveau de pertinene de p = 0, 9. En revanhe,
omme nous pouvions nous y attendre, ave des niveaux de pertinene plus bas, ses













Fig. 6.3  Préision de Identifiation_boule fae à un orale approximatif en fon-
tion du niveau de pertinene p. Chaque point est une moyenne alulée sur 100 boules.
Nous montrons aussi dans la Figure 6.4 la distane moyenne entre les entres des
boules ibles et les entres des boules que l'algorithme a  mal  appris. Nous pouvons
alors onstater que es distanes ne sont pas si importantes : même ave une perti-
nene de p = 0, 5, la distane est inférieure à 3. La dernière ourbe, Figure 6.5, montre
la diérene entre les rayons des boules ibles et des boules apprises. La ourbe est
grossièrement identique à la préédente.
6.3.4 Amélioration de la préision grâe à des heuristiques a poste-
riori
Nous avons vu que Identifiation_boule était apable d'assimiler les approxi-
mations de l'Orale jusqu'à un ertain niveau de pertinene. De plus, les entres et les
rayons retournés par l'algorithme sont en général assez prohes de eux de la ible. Il
est don raisonnable de penser que l'on peut améliorer la préision de l'algorithme en
explorant le voisinage du entre appris par des modiations d'édition loales. Ce genre
d'approhe a été fait une des premières fois dans [Koh85℄, et une étude approfondie peut
être trouvée dans [MHJC00℄.
Supposons que la boule apprise soit Bk(u) et soit Q l'ensemble de toutes les orre-
tions retournées par l'orale durant le proessus de Identifiation_boule. L'heuris-
tique est omposée de deux étapes :























Fig. 6.4  Distane moyenne (et éart-type) entre les entres des boules ibles et les






















Fig. 6.5  Diérene moyenne (et éart-type) entre les rayons des boules ibles et les
rayons des boules apprises par Identifiation_boule.
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1. Nous testons haque voisin u′ (à distane 1) de u, le entre appris, et nous regar-
dons si 'est un meilleur entre par rapport à Q, 'est-à-dire, s'il existe k′ ∈ N tel
que k′ < k et Q ⊆ Bk′(u′). En d'autres termes, nous herhons si un des voisins
de u peut être le entre d'une boule plus petite, ontenant les orretions de Q.
Nous gardons alors les représentations (u′, k′) des plus petites boules.
2. À partir de et ensemble, nous gardons les paires (u′, k′) qui maximisent le nombre
de orretions (de Q) à distane k′. De ette façon, nous aurons le plus possible
de orretions sur le bord de la nouvelle boule. S'il reste plusieurs boules possibles
nous retournons l'une d'entre elles au hasard.
Cette heuristique sera très bonne à haque fois que le entre de la boule apprise u se
trouvera à distane 1 du entre de la boule ible. Cependant, dès que ette distane aug-
mente, l'algorithme se trompera à nouveau. Dans le but d'améliorer ette heuristique,
nous pouvons itérer le proessus et onstruire une seonde heuristique qui va répéter la
reherhe loale dérite préédemment jusqu'à onvergene, 'est-à-dire jusqu'à e que
le rayon de la boule ne puisse plus déroître.
An de montrer que les boules apprises par Identifiation_boule peuvent être
orrigées a posteriori, nous omparons, dans une série d'expérimentations, la préision
de l'algorithme sans traitement ultérieur, ave l'heuristique à deux étapes, et ave la
seonde heuristique qui attend la onvergene. À nouveau, nous xons |o|+ r = 200 et
nous faisons varier le rayon de 10 à 190. Pour haque rayon, nous tirons inquante entres
au hasard de longueur 200−r. Nous faisons alors varier le niveau de pertinene de 0, 5 à
1. Pour haque paire (pertinene, rayon), nous demandons à Identifiation_boule
de retrouver les inquante boules et nous notons la préision ('est-à-dire le nombre
de boules eetivement retrouvées sur le nombre de boules total). An de réduire la
variane due aux approximations de l'orale, nous répétons l'expériene dix fois en
utilisant les mêmes boules. La préision moyenne est montrée Figure 6.6.
Nous pouvons remarquer que quelque soit le niveau de pertinene, si nous utili-
sons l'heuristique attendant la onvergene, les résultats sont toujours au moins aussi
bons que eux de l'heuristique en deux étapes, laquelle étant toujours meilleure que
l'algorithme sans heuristique. Cependant, les heuristiques n'améliorent pas toujours la
préision de l'algorithme : elle dépend du ratio entre le rayon de la boule ible et la
longueur du entre. An de voir ela plus en détails, nous avons extrait deux oupes
transversales, montrées dans les Figures 6.7 et 6.8, où l'on xe le rayon.
La Figure 6.7 montre la préision d'Identifiation_boule pour des boules ibles
telles que r = 170 et |o| = 30. Dans e as, nous gagnons très peu ave l'heuristique.
Cei est peut être en partie dû au fait que la taille de l'ensemble Q, qui est utilisé omme
ontrle de l'heuristique, est inroyablement plus petite que le volume des boules ibles.
En d'autres termes, l'heuristique n'est pas susamment guidée par Q vers les ibles,
pare que Q n'est pas assez informatif.
D'un autre té, nous montrons Figure 6.8 la préision pour des boules ibles telles
que r = 10 et |o| = 190. Notre heuristique améliore alors grandement la préision
par rapport à l'algorithme sans traitement ultérieur, et e, quelque soit le niveau de
pertinene de l'orale. Le bénée est enore plus important si le niveau de pertinene
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Fig. 6.6  Préision de Identifiation_boule ave et sans heuristique en fontion de
la pertinene et du rayon lorsque |o|+ r = 200. Pour haque paire (pertinene, rayon),
la moyenne est alulée sur inquante boules.
















Fig. 6.7  Préision de Identifiation_boule lorsque |o| + r = 200 pour r = 170.
Pour haque pertinene, nous alulons la moyenne sur inquante boules. An de réduire
















Fig. 6.8  Préision de Identifiation_boule lorsque |o|+r = 200 pour r = 10. Pour
haque pertinene, nous alulons la moyenne sur inquante boules. An de réduire la
variane, l'expériene est répétée dix fois.
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est mauvais. Par exemple, quand p = 0, 6, l'heuristique ave onvergene hausse la
préision de 12% à 86%.
Ainsi, dans e adre, sans amélioration de l'algorithme, Identifiation_boule
produit des boules tellement prohe des ibles que de simples modiations d'éditions
loales susent à améliorer sa préision. Le nombre de boules retrouvées peut alors
sans doute être augmenté en se onentrant davantage sur l'amélioration de l'algorithme
d'identiation des boules.
Conlusion
L'identiation des boules de mots à partir de requêtes de orretion est possible en
temps linéaire, voir logarithmique lorsque la distane d'édition est une distane pondé-
rée.
De plus l'algorithme utilisé peut servir de base à l'apprentissage des boules de mots
lorsque l'orale répond approximativement aux requêtes de orretion. Il sut en eet de
modier légèrement le entre et le rayon de la boule apprise pour identier orretement
la boule ible. Nous insistons sur le fait que nous n'avons pas herhé à onstruire
le meilleur algorithme d'apprentissage fae à un orale répondant approximativement.
Nous avons voulu montrer que les propriétés des boules de mots sont telles que de
simples heuristiques a posteriori susent à améliorer l'algorithme pour un ontexte
bruité.
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Conlusion et perspetives
L'apprentissage de langages formels en situations bruitées est un problème impor-
tant. En eet, les aquisitions de données omportent des risques de orruption. Que e
soit un défaut de apteur ou bien une erreur de reopie humaine, les données d'appren-
tissage ne orrespondent bien souvent pas exatement au langage ible d'origine.
L'apprentissage des langages rationnels a fait l'objet de nombreux travaux, mais e
n'est que réemment que la question de leur identiation à partir de données bruitées
a ommené à être étudiée, et e de façon sporadique. Les algorithmes  lassiques 
d'identiation omme Rpni [OG92℄ n'étant pas onçus pour apprendre dans un tel
ontexte ne peuvent qu'éhouer dans leur tâhe.
S'il a fallu si longtemps pour que des algorithmes traitant de e problème voient le
jour, 'est sans nul doute pare qu'il est diile. De plus, nous avons montré que les
résultats d'apprentissage de es travaux ne sont pas vraiment onvainants. Les algo-
rithmes proposés ne fontionnent en eet que sur de petits automates et ave un faible
niveau de bruit. Le passage à l'éhelle n'est don pas possible. Les langages rationnels,
base de la hiérarhie de Chomsky, ne sont don pas apprenables à partir de données
bruitées, et il en sera de même pour les langages de plus haut niveau.
Nous avons par onséquent proposé une nouvelle lasse de langages : la lasse des
boules de mots [dlHJT08℄. Bien que d'apparene anodine, les propriétés intrinsèques
suggèrent une réelle rihesse du point de vue de la omplexité ombinatoire. La question
de savoir si une boule de mots peut être représentée par un automate ayant un nombre
polynomial d'états en la longueur du entre et le rayon en est une preuve.
Partant du onstat que le bruit statistique n'est pas adapté à une identiation à la
limite, nous avons également introduit un nouveau type de bruit, le bruit systématique.
Nous avons alors étudié l'identiation à la limite des boules de mots à partir de données
bruitées systématiquement [TdlHJ06℄. Les boules de mots sont ainsi apprenables grâe
à deux proédés diérents : le premier étant une tehnique de rédution, tehnique déjà
utilisée pour montrer que des problèmes sont au moins aussi durs que d'autres ; le seond
onsistant à débruiter les données à la limite. Dans e dernier adre, nous avons alors
pu montrer que l'ajout de plus de bruit peut amener à identier plus rapidement. Si
ei a déjà été utilisé en apprentissage, 'est à notre onnaissane la première fois en
inférene grammatiale.
Le seond apport de e manusrit, transversal à la thèse prinipale de l'identiation
à partir de données bruitées, onerne l'apprentissage atif. Dans la lignée des travaux
de Beera-Bonahe, Bibire et Dediu [BBBD05℄, nous avons introduit une nouvelle
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dénition de requêtes de orretion, basée sur la distane d'édition [BBdlHJT08℄. Notre
dénition se distingue des autres par l'orale qui n'aide pas l'apprenant, et surtout par
le fait que les orretions sont sensées : l'orale ne retourne plus une orretion basée
sur le suxe, mais une orretion la plus prohe possible de la requête, à la manière des
moteurs de reherhe, ou omme le ferait une mère pour orriger son enfant.
Un algorithme d'apprentissage des boules de mots à l'aide de requêtes de orre-
tion a alors été présenté. Dans le adre de l'apprentissage à partir de données bruitées,
nous avons étudié son omportement fae à un orale pouvant répondre approximati-
vement aux requêtes. La dénition des boules ainsi que leurs propriétés font qu'il est
faile d'ajouter une simple heuristique a posteriori pour identier la plupart des bonnes
boules et e même lorsque l'orale répond souvent inorretement. Les résultats de es
expérienes tendent ainsi également à montrer que les boules de mots sont des andidats
idéaux pour un apprentissage en situations bruitées réussi.
Nous pensons avoir montré l'apprentissage à partir de données bruitées sous un nouvel
angle en suggérant que la hiérarhie de Chomsky n'est pas pertinente dans e ontexte.
Les travaux théoriques ayant des résultats positifs d'identiation présentent des lasses
de langages transversales à ette hiérarhie. Les solutions que nous avons apportées, le
bruit systématique et les boules de mots, abondent aussi dans e sens. Bien évidemment,
il reste beauoup de travail à faire : quels sont, parmi les autres langages topologiques
que nous avons proposés, eux qui se omportent aussi bien que les boules ? Peut-
on onstruire une hiérarhie de langages selon la diulté de leur apprentissage en
situations bruitées ? Les perspetives sont nombreuses.
Un premier travail pourrait ainsi être de herher d'autres lasses identiables à
partir de données bruitées systématiquement, de dégager des points ommuns à es
lasses an de mieux appréhender e qui rend une lasse résistante au bruit. Un seond
onerne les boules de mots : est-il possible de représenter une boule par un automate
ayant un nombre polynomial d'états ?
Le bruit systématique peut également faire l'objet d'une étude plus approfondie :
ses fortes ontraintes (tout le voisinage d'un mot doit apparaître dans la présentation)
feront ertainement que ertaines lasses de langages ne seront pas apprenables alors
qu'elles le seraient en relâhant un peu la dénition du bruit. Par exemple, les onditions
pourraient être que seule une ertaine quantité, omme par exemple les trois quarts du
voisinage au lieu de tout le voisinage, pourrait être néessaire pour dénir le bruité d'un
mot.
Conernant le débruitage à la limite, il n'est pas néessaire, omme nous l'avons
suggéré, que la lasse soit une lasse de langages fermés pour pouvoir apprendre à partir
de données bruitées : un débruitage partiel des données peut sure si elles orrespondent
à un unique langage. Prenons par exemple la lasse des boules de mots sans leur entre.
Le fait de bruiter le langage fera perdre l'information qu'il  manque  un mot dans
le langage. Cependant, le débruitage permettra de trouver la boule et d'en déduire
le langage ible, la boule sans le entre. Une étude peut également avoir lieu sur les
fontions d'intérieur et d'extérieur : d'autres fontions -duales peuvent être dénies
induisant alors d'autres langages ouverts et fermés.
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Enn, des diretions de reherhe peuvent onerner les requêtes de orretion. Nous
savons déjà que les automates ne sont pas identiables, mais que les boules de mots le
sont. Caratériser l'ensemble des lasses de langages identiables à partir de requêtes
de orretion semble une piste intéressante. L'algorithme présenté permettant d'iden-
tier les boules de mots en un nombre logarithmique de requêtes peut ertainement
être amélioré. Les ontraintes sont telles que la distane d'édition est pondérée et que
l'alphabet omporte au moins trois lettres. Il serait intéressant de savoir quelles sont les
autres pondérations permettant une telle omplexité, et si e résultat est possible ave
un alphabet de deux lettres. Le modèle d'orale approximatif est lui aussi améliorable :
tel que déni, ses réponses aux requêtes de orretion ne sont pas persistantes. Un ap-
prenant posant plusieurs fois la même requête pourrait alors orriger les orretions de
l'orale, et. Nous avons également fait l'hypothèse que les orretions sont toutes à
l'intérieur du langage ible et qu'il répond selon une loi géométrique. De futurs travaux
pourraient ainsi avoir lieu sur d'autres modèles d'orale. Un orale pourrait orriger en
donnant un mot à l'extérieur du langage. Si ela n'est pas pertinent pour les boules
(il est faile de vérier qu'un mot appartient à la boule), ertains langages peuvent ne
pas permettre ette liberté. Un autre modèle d'orale pourrait être onstruit tel que la
orretion varie en fontion de la distane de la requête par rapport au langage : plus
la requête est loin, plus l'orale peut se tromper dans sa réponse.
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Sur les prétopologies
Nous reprenons ii quelques dénitions du Manuel de prétopologie et ses applia-
tions [Bel93℄, puis nous dénissons un espae prétopologique adapté à l'étude de Σ∗ et
nous en étudions les propriétés dans le adre du débruitage à la limite.
Pour débruiter les données, nous devons savoir si elles appartiennent au langage ible
ou non, 'est-à-dire pouvoir déider si une donnée est du bruit. Pour ela, nous allons
avoir besoin de onnaître les relations de proximité des données les unes par rapport aux
autres, et notamment par rapport à elles qui appartiennent eetivement au langage.
Cette notion de  voisinage  fait naturellement appel à de la topologie. Cependant,
pour notre problème, la topologie lassique et son grand nombre d'axiomes sont trop
ontraignants. Nous allons don utiliser les espaes prétopologiques qui visent à dé-
nir des topologies possédant moins d'axiomes. Ces espaes prétopologiques s'artiulent
autour de deux fontions dites -duales :
Dénition 42 (-dualité) Notons c le omplémentaire : soit U un ensemble, ∀A ∈
P(U), c(A) = U \A = A¯. Deux appliations e et i de P(U) dans P(U) sont -duales si
et seulement si elles vérient i = c ◦ e ◦ c (ou de façon équivalente e = c ◦ i ◦ c).
En d'autres termes, soit L un ensemble dénit sur Σ∗, si i et e sont -duales, on a
e(L) = i(L¯) ou enore, e(L) = i(L¯). Les fontions i et e jouent souvent un rle d'érosion
et d'extension.
Dénition 43 (Espae prétopologique) (U, i, e) dénit un espae prétopologique,
si et seulement si :
1. i et e sont -duales,
2. i(U) = U , (ou enore e(∅) = ∅, omme U = i(U) = e(U¯) = e(∅))
3. ∀L ∈ P(U), i(L) ⊂ L (ou enore L ⊂ e(L)).
La notion de topologie peut don être dénie omme étant un as partiulier de
prétopologie. Une topologie est un espae prétopologique tel que ∀A,B ∈ P(U), e(A ∪
B) = e(A) ∪ e(B) et e(e(A)) = e(A). Ave les outils de la prétopologie, nous pouvons
don modéliser des proessus d'extension L = e0(L) ⊂ e(L) ⊂ e[e(L)] ⊂ . . . ⊂ en(L) ⊂
. . . ⊂ U et d'érosion L = i0(L) ⊃ i(L) ⊃ i[i(L)] ⊃ . . . ⊃ in(L) ⊃ . . . ⊃ ∅, e qui n'est











Fig. 9  Prinipe de -dualité de deux fontion i et e. Les gures de gauhe montrent que
l'érosion d'un langage orrespond au omplémentaire de l'extension de son omplémen-
taire. De même, on peut voir sur les gures de droite que l'érosion du omplémentaire









Fig. 10  Proessus d'extension d'une prétopologie (U, i, e).
Dénition 44 (Ensembles fermés et ouverts) Soit (U, i, e) un espae prétopologi-
que. K est un ensemble fermé de U si et seulement si e(K) = K, et L est un ensemble
ouvert de U si et seulement si i(L) = L. Une lasse de langages L est fermée si et
seulement si ∀L ∈ L, L est un ensemble fermé et est ouverte si et seulement si ∀L ∈ L,
L est un ensemble ouvert.
Après es rappels sur les prétopologies, nous allons pouvoir dénir des fontions i et
e grâe auxquelles nous onstruirons des espaes prétopologiques adaptés à notre étude.
Nous rappelons pour ela que la distane utilisée (et notamment pour la fontion de
bruit N) est la distane d'édition.
Dénition 45 (Intérieur et extérieur) Notons I(L) l'intérieur de L : I(L) = {w ∈
Σ∗ : N1({w}) ⊆ L} et E(L) l'extérieur de L : E(L) = {w ∈ Σ∗ : N1({w}) ∩ L 6= ∅}.
Nous appelons le k-intérieur de L la fontion dénie par
I0(L) = L,∀k ∈ N
+ Ik(L) = I[Ik−1(L)]
et le k-extérieur de L la fontion dénie par
E0(L) = L,∀k ∈ N
+ Ek(L) = E[Ek−1(L)].
Le 1-intérieur d'un langage L orrespond alors à tous les mots dont le voisinage est
inlus dans le langage (le voisinage d'un mot w étant les mots à distane 1 de w). Par
exemple, le 1-intérieur du langage L = {λ, a, b, aa, ab, ba, aaa, bbb} est I1(L) = {λ, a}.
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De même, le 1-extérieur d'un langage L orrespond à tous les mots dont le voisinage
intersete L. Le 1-extérieur de L = {λ, a} est E1(L) = {λ, a, b, aa, ab, ba}.
On peut montrer que la dénition du k-intérieur et du k-extérieur peut être modiée
pour prendre en ompte le k-bruité de haque mot du langage :
Proposition 9 Ik(L) = {w ∈ Σ
∗ : Nk({w}) ⊆ L}
Démonstration :
Notons Ik(L) = {w ∈ Σ∗ : Nk({w}) ⊆ L}. La preuve se fait par réurrene sur k :
(k=0) I0 = {w ∈ Σ∗ : N0({w}) ⊆ L} = {w ∈ Σ∗ : {w} ⊆ L} = I0(L)
(k=n) In+1(L) = I(In(L)) = I(I
n(L)) (par hypothèse). On a alors I(In(L)) =
{w ∈ Σ∗ : N({w}) ⊆ In(L)}. Or u ∈ I(In(L))⇔ u ∈ In+1(L). En eet :
u ∈ I(In(L)) ⇔ ∀v ∈ N({u}), v ∈ In(L)
⇔ ∀v ∈ N({u}), Nn({v}) ⊆ L
⇔ Nn(N({u})) ⊆ L
⇔ u ∈ In+1(L)
On a alors I(In(L)) = {w ∈ Σ∗ : N({w}) ⊆ In(L)} = I(In(L)) = In+1(L).
✷
De la même façon, en remarquant que Ek = Nk, on peut montrer que et Ek(L) =
{w ∈ Σ∗ : Nk({w}) ∩ L 6= ∅}. On en déduit également que l'extérieur d'une boule est
une boule, 'est-à-dire, Ek(Br(o)) = Br+k(o). En revanhe, l'intérieur d'une boule n'est
pas une boule :
Proposition 10 Br−1(o) ⊆ I(Br(o))
Démonstration :
⊆ Soient w ∈ Br−1(o) et y ∈ Σ∗ tel que y ∈ N({w}). Alors d(w, o) ≤ r − 1 et
d(w, y) ≤ 1. On a don (r− 1)+ 1 ≥ d(w, o) + d(w, y) ≥ d(o, y), et y ∈ Br(o). On
en déduit que N({w}) ⊆ Br(o) et Br−1(o) ⊂ I(Br(o))
6⊇ Le mot bbbaaa appartient à ∈ I(B5(aabb)). Cependant, bbbaaa 6∈ B4(aabb).
✷
Ces notions ne sont pas sans rappeller elles des Rough Sets [Paw90℄ utilisés no-
tamment par Satoshi Kobayashi et Takashi Yokomori [KY95℄, les lower approximation
et upper approximation d'un ensemble, ave lesquelles elles partagent un grand nombre
de propriétés sur les intersetions et les unions, ainsi que les loset sets de de Breht,
Kobayashi, Tokunaga et Yamamoto [dBY06℄. Les espaes prétopologiques ont en eet
les propriétés suivantes :
Proposition 11 Les armations suivantes sont vraies :
1. Ik(L) ⊆ I(L) ⊆ L ⊆ E(L) ⊆ Ek(L)
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2. Ik(∅) = Ek(∅) = ∅
3. Ik(Σ
∗) = Ek(Σ∗) = Σ∗
4. Ek(L ∪ L
′) = Ek(L) ∪ Ek(L′)
5. Ik(L ∩ L
′) = Ik(L) ∩ Ik(L′)
6. L ⊆ L′ ⇒ Ik(L) ⊆ Ik(L′) et Ek(L) ⊆ Ek(L′)
7. Ik(L) ∪ Ik(L
′) ⊆ Ik(L ∪ L′)
8. Ek(L ∩ L
′) ⊆ Ek(L) ∩ Ek(L′)
9. Ik(L¯) = Ek(L)
10. Ek(L¯) = Ik(L)
De part la dénition des fontions d'intérieur et d'extérieur, on pourrait s'attendre
à e que E = I−1. Ce n'est ependant pas le as :
Exemple 47 Soit L = {λ, a, b, aa, ab, ba, aaa, bbb}. Nous avons vu que I1(L) = {λ, a}.
De plus, E1({λ, a}) = {λ, a, b, aa, ab, ba} 6= L.
De même, soit L = {a, b}. On a alors E1(L) = {λ, a, b, aa, ab, ba, bb} et I1(E1(L)) =
{λ, a, b} 6= L.
De plus, l'intuition voudrait que l'on prenne i = Ik et e = Ek omme fontion
d'intérieur et d'extérieur. Cependant, dénies omme ei, l'extension et l'érosion sont
trop importantes pour dégager des fermés et ouverts intéressants et non triviaux. Par
exemple, si pour beauoup de boules, I(E(Br(o))) = Br(o), e n'est pas toujours le as
omme le montre la Proposition 10.
Nous allons alors prendre e = Ik ◦Ek et i = Ek ◦ Ik. Nous montrons maintenant que
es deux fontions remplissent bien les propriétés attendues.
Proposition 12 Ik ◦Ek et Ek ◦ Ik sont -duales dans Σ
∗
, 'est-à-dire :
∀L ∈ P(Σ∗), Ik(Ek(L)) = Ek(Ik(L)).
Démonstration :
Ik and Ek sont -duales : Ik(L) = {w ∈ Σ
∗ : Nk({w}) ⊆ L} = {w ∈ Σ∗ : Nk({w})∩L =
∅} = Ek(L). Don Ek(Ik(L)) = Ik(Ik(L)) = Ik(Ek(L)). ✷
Théorème 35 Ek = (Σ
∗, Ek ◦ Ik, Ik ◦Ek) dénit un espae prétopologique, 'est-à-dire
vérie :
1. Ik ◦ Ek et Ek ◦ Ik sont -duales,
2. Ek(Ik(Σ
∗)) = Σ∗,
3. ∀L ∈ P(Σ∗), Ek(Ik(L)) ⊂ L
Démonstration :
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1. Par la Proposition 12.
2. Trivial.
3. x ∈ Ek(Ik(L))⇒ Nk({x}) ∩ Ik(L) 6= ∅ ⇒ ∃y ∈ Ik(L) : d(x, y) ≤ k.
d(x, y) ≤ k ⇒ x ∈ Nk({y}) et y ∈ Ik(L) ⇒ Nk({y}) ⊆ L don x ∈ L et
Ek(Ik(L)) ⊆ L.
✷
La fontion Ek, respetivement Ik, nous permettent ainsi d'ajouter du bruit à L, respeti-
vement d'enlever du bruit. Nous pouvons alors les utiliser dans notre adre de débruitage
à la limite. De plus, les propriétés de la Proposition 11 restent pour la plupart vraies :
Proposition 13 Les armations suivantes sont vraies :
1. Ek(Ik(L)) ⊆ L
2. L ⊆ Ik(Ek(L))
3. Ek(Ik(∅)) = Ek(Ik(∅)) = ∅
4. Ek(Ik(Σ
∗) = Ik(Ek(Σ∗) = Σ∗
5. Ek(Ik(L)) ∪Ek(Ik(L
′)) ⊆ Ek(Ik(L ∪ L′))
6. Ik(Ek(L ∩ L
′)) ⊆ Ik(Ek(L)) ∩ Ik(Ek(L′))
7. L ⊆ L′ ⇒ Ek(Ik(L)) ⊆ Ek(Ik(L′)) et Ik(Ek(L)) ⊆ Ik(Ek(L′))
8. Ek(Ik(L ∩ L
′)) ⊆ Ek(Ik(L)) ∩ Ek(Ik(L′))
9. Ik(Ek(L)) ∪ Ik(Ek(L
′)) ⊆ Ik(Ek(L ∪ L′))
Démonstration :
(1) x ∈ Ek(Ik(L)) ⇒ Nk({x}) ∩ Ik(L) 6= ∅ ⇒ ∃y ∈ Ik(L) : d(x, y) ≤ k. d(x, y) ≤ k ⇒
x ∈ Nk({y}) et y ∈ Ik(L)⇒ Nk({y}) ⊆ L don x ∈ L et Ek(Ik(L)) ⊆ L.
(2) Par appliation de la -dualité et du omplémentaire.
Les autres points déoulent de la Proposition 11. ✷
De plus, on peut montrer que dans Ek = (Σ
∗, Ek ◦ Ik, Ik ◦ Ek), les boules sont des
langages ouverts :
Théorème 36 Dans (Σ∗, E ◦ I, I ◦ E), ∀o ∈ Σ∗,∀k ≥ 1, Br(o) est un ensemble ouvert
de Σ∗, 'est-à-dire Br(o) = E(I(Br(o))).
Démonstration :
⊇ E(I(Br(o))) ⊆ Br(o) : par la Proposition 13
⊆ Br(o) ⊆ E(I(Br(o))) :
x ∈ Br(o) ⇒ ∃y : x ∈ N({y}) ∧N({y}) ⊆ Br(o)
⇒ ∃y : d(x, y) ≤ 1 ∧ y ∈ I(Br(o))
⇒ N({x}) ∩ I(Br(o)) 6= ∅
⇒ x ∈ E(I(Br(o)))
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✷
De même, on peut montrer que Br(o) = Ej(Ij(Br(o))) (si j < r).
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L'inférene grammatiale s'intéresse à l'apprentissage automatique de langages for-
mels. Ces derniers sont organisés en plusieurs lasses formant la hiérarhie de Chom-
sky. Parmi elles, les langages réguliers, reonnus par des automates nis déterministes,
forment la lasse la plus  simple  à apprendre : l'apprentissage des automates a large-
ment été étudié et a donné naissane à plusieurs algorithmes d'inférene grammatiale.
Toutefois, un problème onernant les données est devenu ruial : elui du bruit.
Des propositions d'algorithmes ont vu le jour pour essayer de résoudre e problème,
mais nous montrons que les résultats ne sont toujours pas satisfaisants, y ompris pour
les langages réguliers. Or, puisqu'ils forment la base de la hiérarhie de Chomsky, e sont
toutes les lasses de la hiérarhie qui ne peuvent être apprises en situations bruitées.
Aussi, nous proposons une nouvelle lasse de langages qui semble ne pas sourir
de e handiap : elle des boules de mots. Nous démontrons que ette lasse, de prime
abord peu orthodoxe mais utilisée dans de nombreuses appliations omme la orretion
orthographique ou la reherhe de plus prohes voisins, reste identiable à la limite même
lorsque les données d'apprentissage subissent l'inuene d'un bruit non statistique.
De plus, nous introduisons les requêtes de orretion basées sur la distane d'édition
et nous présentons un algorithme d'apprentissage des boules de mots à partir de telles
requêtes. Nous montrons expérimentalement que de simples heuristiques a posteriori
susent à le rendre résistant lorsque l'orale répond approximativement à de telles
requêtes. Cei justie enore une fois la robustesse des boules de mots au bruit.
Contrairement aux idées reçues, le bruit n'est don pas une malédition en inférene
grammatiale : les langages à base de distane orent de nouvelles perspetives.
Abstrat
Grammatial Inferene is onerned with learning formal languages. Formal lan-
guages are organised into lasses, regular languages being the omponents of the simplest
lass. A lot of work has been done studying regular languages and learning algorithms
have been suessfully developped.
However, a ruial point must be takled now: noisy data. Some propositions have
been made in this diretion but we show that none are entirely onvining, even for
regular languages. Therefore, as they are the foundations of the Chomsky hierarhy, no
element of the hierarhy is learnable from noisy data.
In this work, we propose to study a new lass of languages whih does not seem to
suer of this drawbak: the balls of strings. We prove that this unusual lass, whih is
in fat already used in works suh as spelling orretion or nearest neighbor searh, is
still learnable even from non-statistial noisy data.
Moreover, we introdue the edit orretion queries, based on edit distane, and
propose an algorithm learning balls of strings with suh queries. If the orale is allowed
to answer approximate orretions, we show that simple heuristis are enough to design
a robust algorithm, giving further evidene that balls of strings an be learned from
noisy data.
Contrary to popular belief, noise is not a urse in grammatial inferene: distane-
based languages open new perspetives.
