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ABSTRACT
Mutation testing is a standard technique to evaluate the
quality of a test suite. Due to its computationally intensive
nature, many approaches have been proposed to make this
technique feasible in real case scenarios. Among these ap-
proaches, uniform random mutant selection has been demon-
strated to be simple and promising. However, works on
this area analyze mutant samples at project level mainly on
projects with adequate test suites. In this paper, we fill this
lack of empirical validation by analyzing random mutant
selection at class level on projects with non-adequate test
suites. First, we show that uniform random mutant selec-
tion underachieves the expected results. Then, we propose
a new approach named weighted random mutant selection
which generates more representative mutant samples. Fi-
nally, we show that representative mutant samples are larger
for projects with high test adequacy.
1. INTRODUCTION
The quality of a test suite is of interest to researchers and
practitioners since the early days of software testing. One of
the extensively studied approaches to quantify the quality of
a test suite is mutation testing [9]. Mutation testing provides
a repeatable and scientific approach to measure the quality
of the test suite, and it is proven to simulate the faults re-
alistically [5, 17]. This is due to the fact that the faults
introduced by each mutant are modeled after the common
mistakes developers often make [16].
Although the idea of mutation testing has been intro-
duced since 1977 [9, 15], it has not found widespread use in
real scenarios due to its computationally intensive nature.
Therefore several approaches have been proposed in order
to make this technique feasible in industrial settings [22].
Among these approaches, random mutant selection is one
of the easiest to implement with promising results [28]. In
this approach, instead of using all of the generated mutants,
only a randomly selected subset of all mutants is selected to
perform the mutation testing.
This is the preprint version of the article. Published final version can be
found at http://dl.acm.org/citation.cfm?id=2915992
A common way to compare the random mutant selection
approaches is to evaluate their level of effectiveness. The ef-
fectiveness of the sampled set is generally calculated in two
steps. First, a certain number of test suites are created, each
capable of killing all mutants in the sampled set. Then, the
mutation coverage of each test suite is calculated, and the
effectiveness of the sampled set is evaluated as the average of
the mutation coverage of all these test suites [32]. Using this
procedure, the random mutant selection has been demon-
strated to be effective in literature [27, 28, 31, 32]. Here the
mutant selection is performed using a uniform distribution,
that is to say, all mutants had the same chance of being se-
lected in the sampled set. Wong et al. reported that even
using a subset of 10% of all generated mutants there is only
a decrease of 16% of the performance achievable using full
set of mutants [27, 28]. Likewise, Zhang et al. reported that
a sample reduced to half the size of the full set of mutants is
equally effective [32]. However, these studies suffer from two
shortcomings. First of all, effectiveness gives a biased pic-
ture of the sampled set as it favors large classes with many
mutants. Secondly, they presume that the test suite one
starts from has a good mutation coverage. We explain these
shortcomings in the next two paragraphs.
The effectiveness measure gives a biased view, because it
is computed at project level and provides no information on
how the mutation coverage of individual classes is affected
by using the sampled set. There might be classes where no
mutants are selected at all, and yet the effectiveness of the
sampled set would not be affected at project level. This is
contrary to common practice, where test suite quality met-
rics are often calculated per class [29]. In that sense, studies
based on the metric effectiveness lack of an analysis of the
representativeness of the sampled set of mutants; namely,
how using a sampled set of mutants influences the mutation
coverage calculated for each class.
The assumption that projects have an adequate test suite
(thus a test suite that has a 100% mutation coverage), is not
realistic in many real projects. In that sense, studies based
on this assumption need to be replicated in realistic scenar-
ios to verify their validity. Only Zhang et al. [31] address
the second threat by performing an experiment using non-
adequate test suites as well as adequate test suites. However,
they only considered the overall mutation coverage in their
criteria and did not investigate the effects of random mutant
selection on the mutation coverage at class level.
In this study, we attempt to fill the lack of empirical eval-
uation on random mutant selection on real projects by fol-
lowing the Goal-Question-Metric approach [7]. We set as
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object the process of random mutant selection in software
projects with non-adequate test suites. Our purpose is to
evaluate the representativeness of random mutant selection
at class and project level. We evaluate the representative-
ness for software projects with different level of test ade-
quacy. Then, we propose a new approach named weighted
random mutant selection with the purpose of improving the
representativeness of the sampled set of mutants at class
level. We also investigate how the level of test adequacy
varies along with acceptable sampling rate; namely the rate
at which representativeness of the sampled set reaches a cer-
tain “acceptable” level (section 3.2). The viewpoint is that
of software testers and testing researchers, both are inter-
ested in finding smaller yet representative sets of mutants
able to work in real case scenarios. The environment of this
study consists of 12 open-source projects. For this reason,
we pursue the following research questions:
• RQ1: When does uniform random mutant selection
achieve an acceptable degree of representativeness of
the full set of mutants?
We evaluate the representativeness of uniform random
mutant selection (from now on, referred to as the uni-
form approach) with various sampling rates on 12 open-
source projects. Even though we are in agreement with
previous research on this topic [27, 28, 31, 32] that us-
ing random mutant selection at low rates is effective
in estimating project level mutation coverage, yet, the
sampled set of mutants does not accurately represent
the full set of mutants in estimating mutation coverage
at class level.
• RQ2: To what extent can we reduce the acceptable
sampling rate while keeping the same degree of repre-
sentativeness?
We introduce a simple heuristic to improve the repre-
sentativeness of randomly selected mutants. We call
the new approach weighted random mutant selection
(from now on, referred to as the weighted approach).
This approach reduces the size of the sampled set at
which we achieve acceptable mutant representative-
ness.
• RQ3: How does the level of test adequacy affect the
acceptable sampling rate?
We investigate the effects of test adequacy on the ac-
ceptable sampling rate. We discover that the more
adequate the test suite is, the higher the acceptable
sampling rate becomes.
The rest of the article is structured as follows. In Sec-
tion 2, background information regarding the study is pro-
vided. In Section 3, the details of the setup of the case
study is discussed. In Section 4, the results are analyzed.
In Section 5 we discuss the threats that affect the results.
In Section 6, we report the state of literature on this topic.
Finally, we present the conclusion in Section 7.
2. BACKGROUND
This section provides background information about what
mutant sampling is, and the tool we use for our study.
Operator Description
Example
Before After
AOR-B Replaces a binary arithmetic operator a+ b a− b
AOR-S Replaces a shortcut arithmetic operator + + a −− a
AOR-U Replaces a unary arithmetic operator −a +a
LOR Replaces a logical operator a& b a | b
SOR Replaces a shift operator a >> b a << b
ROR Replaces a relational operator a >= b a < b
COR Replaces a binary conditional operator a&& b a || b
COD Removes a unary conditional operator ! a a
SAOR Replaces a shortcut assignment operator a ∗ = b a / = b
Table 1: LittleDarwin mutation operators
2.1 Mutant Sampling
To make mutation testing practical, it is important to
reduce the time it needs to run. One way to achieve this
is to reduce the number of mutants. A simple approach to
mutant reduction is to randomly select a set of mutants.
This idea was first proposed by Acree [3] and Budd [8] in
their PhD theses. To perform random mutant selection, we
do not need any extra information regarding the context of
the mutants. This makes easier the implementation of the
mutation testing tools. Because of this, and the simplicity
of random selection procedure, its performance overhead is
negligible as well.
The random mutant selection can be performed uniformly,
meaning that each mutant has the same chance of being
selected. Otherwise, the random mutant selection can be
enhanced by using heuristics based on the source code.
The percentage of mutants that are selected determines
the sampling rate for random mutant selection. Using a
fixed sampling rate is common in literature [28, 31, 32]. It
is also possible to determine the sampling rate dynamically
while performing mutation testing. A method resembling
the latter was proposed by Sahinoglu and Spafford to ran-
domly select the mutants until the sample size becomes sta-
tistically appropriate [25]. They concluded that their model
achieves better results due to its self-adjusting nature [16].
2.2 LittleDarwin
To perform our analysis, we used the LittleDarwin1 mu-
tation testing tool previously used by Parsai et al. [23, 24].
This tool can perform mutation testing in complex (or sim-
ple) environments.
LittleDarwin creates mutants by manipulating source code,
and keeps the information about generated mutants and the
results of the analysis on a local database, allowing to an-
alyze the results further by using subsets of the final re-
sult. This also allows for the manual filtering of equivalent
mutants2, namely, the mutants that keeps the semantics of
the program unchanged, and thus cannot be killed by any
test [14].
In its current version, LittleDarwin supports mutation
testing of Java programs with in total 9 mutation operators.
These mutation operators are an adaptation of the minimal
set introduced by Offutt et al. [21]. The description of each
mutation operator along with an example can be found in
Table 1.
1http://littledarwin.parsai.net/
2We did not filter the equivalent mutants (see Section 5).
Project Ver.
Size (LoC)
#C TS SC BC MC
Prod. Test
Apache Commons CLI 1.3.1 2665 3768 816 15 96% 93% 94.2%
JSQLParser 0.9.4 7342 5909 576 19 81% 73% 93.6%
jOpt Simple 4.8 1982 6084 297 14 99% 97% 91.7%
Apache Commons Lang 3.4 24289 41758 4398 30 94% 90% 90.7%
Joda Time 2.8.1 28479 54645 1909 42 90% 81% 81.7%
Apache Commons Codec 1.10 6485 10782 1461 10 96% 92% 81.6%
VRaptor 3.5.5 14111 15496 3417 65 87% 81% 81.2%
JGraphT 0.9.1 13822 8180 1150 31 79% 73% 69.4%
AddThis Codec 3.3.0 3675 1342 249 4 69% 63% 64.7%
PITest 1.1.7 17244 19005 1044 19 79% 73% 62.9%
JTerminal 1.0.1 687 250 8 2 66% 56% 60.0%
JDepend 2.9.1 2460 1053 18 2 59% 52% 59.0%
Acronyms: Version (Ver.), Line of code (LoC), Production code (Prod.),
Number of commits (#C), Team size (TS), Statement coverage (SC),
Branch coverage (BC), Mutation coverage (MC)
Table 2: Relevant statistics of the selected projects
3. CASE STUDY SETUP
In this section, we provide information about the dataset
we use (Subsection 3.1) and the criteria adopted to evaluate
approaches for random selection (Subsection 3.2). Finally,
we report the details of the algorithms used for the analysis
(Subsection 3.3).
3.1 Dataset
We selected 12 open source projects for our empirical
study (Table 2). The selected projects differ in size of their
production code, test code, number of commits, and team
size to provide a wide range of possible scenarios. More-
over, they also differ in adequacy of the test suite based on
statement, branch, and mutation coverage (Table 2). All
selected projects are written in Java, which is a widely used
programming language in industry [11].
3.2 Evaluation Criteria
The union of mutants generated by each class defines the
full set of mutants for the project. The mutation coverage
acquired using random mutant selection only has practical
purpose if it is representative of the mutation coverage calcu-
lated using the full set of mutants. Here, for representative
we mean the correlation between the mutation coverage for
the sampled set, and the full set.
Previous studies investigating how to reduce the full set of
mutants used the metric effectiveness [20, 27]. To calculate
effectiveness, first a set of test suites (T ) is created, that each
member is a test suite capable of killing all non-equivalent
mutants in the sampled set. The mutation coverage of each
test suite is then calculated using the full set of mutants,
and effectiveness is defined as the average of the mutation
coverage for all test suites in T . This metric only takes into
account the effectiveness of the sampled set at project level.
In this work, we propose a new metric called representa-
tiveness to evaluate the correlation of the mutation coverage
for the sampled set, and the full set of the mutants. To com-
pute the representativeness of the random sample, we use
Pearson’s ρ and Kendall’s τb correlation coefficients. We
first partition the set of mutants according to set of classes,
then we calculate the mutation coverage for each class using
the equation in Figure 1. The same procedure is performed
using the sampled set of mutants. The results are then used
to calculate correlation coefficients.
We analyze whether the values of mutation coverage are
linearly correlated (using Pearson’s ρ [12]), and whether the
ranking order of results can be predicted by the mutation
coverage calculated using sampled sets (using Kendall’s τb
[1, 4]). Each one of these correlation coefficients provide a
different outlook on the results. Pearson’s ρ evaluates the
linear correlation between the mutation coverage values of
each class. The higher the correlation between the two sets
(sampled and full), the higher is the representativeness of
the sampled mutants. Kendall’s τb shows if the sampled set
can accurately predict the ranking order of the classes based
on mutation coverage. This is desired, for example, if prior-
itizing the classes based on mutation coverage is important
for the user. This coefficient has been used previously by
Zhang et al. [31, 32]. By using this criteria, we aim to com-
pare two approaches from the viewpoint of a developer who
intends to discover which class is in need of more testing.
An example of these criteria is shown in Figure 2. In
this figure, the small rectangles represent the classes and
the large rectangle represents the project. The percentages
inside each rectangle shows the mutation coverage of that
class. The mutation coverage calculated using sampled set
is shown in red while the mutation coverage calculated us-
ing all mutants is shown in green. The correlation between
these two sets of mutation coverage values are then calcu-
lated using ρ and τb.
Presenting mutation coverage as a percentage follows the
same trend as other metrics such as branch coverage [29,
33]. We use mutation coverage as a metric to evaluate the
quality of the test suite in the same manner. For object
oriented programming languages like Java, test suite quality
metrics are often calculated per unit, meaning that tools
calculate the coverage per smaller units than the project
as a whole [29]. Therefore, it is important that the results
acquired from sampled set can emulate the results of full set
of mutants per class.
We consider a correlation value (ρ) of 0.75 the critical
point after which two sets of mutation coverage values are
strongly correlated. The choice of critical point is only to
provide a reference, and slightly higher or lower values will
not affect our conclusions (See Section 5). In our analysis,
the size of these sets is always higher than 16 (granting a p-
value lower than 0.01), with only the exception of JTerminal
where the size is 6 (providing a p-value lower than 0.09).
From now on, we define acceptable anything higher than the
critical point, and as acceptable sampling rate the acceptable
rate from where the degree of representativeness remains
acceptable.
In order to evaluate the representativeness of the sampled
set at project level,
we calculate the difference between the mutation coverage
from the full set and the mutation coverage from the sampled
set at various sampling rates. From now on, we refer to this
difference as “distance”, namely the absolute value of the
difference between mutation coverage of the full set and the
mutation coverage of the sampled set. This gives us an idea
on how close the sampled set can approximate the overall
mutation coverage at various rates.
3.3 Algorithms
In order to calculate the representativeness of the sam-
Mutation Coverage =
Killed Mutants
All Mutants
Figure 1: Mutation coverage equation
25%
20%
10%
12%
68%
64%
32%
23%
98%
90%
45%
49%
74%
71%
Sampled Set
Full Set
Mutation coverage calculated with:
Pearson (ρ): 0.99 – Kendall (τ): 1.00
Figure 2: An example of calculation of correlation
pled set of mutants, first we need to calculate the mutation
coverage for each class using the sampled set. To do this,
first we collect all the mutants belonging to the class from
the sampled set. Then we use the equation in Figure 1 to
calculate the mutation coverage for that class. This proce-
dure is repeated until each class has two mutation coverage
measurements: one calculated using the full set, and another
calculated using the sampled set. Then we calculate the cor-
relation between these two sets of mutation coverage values
using the correlation coefficients ρ and τb. This process is
repeated 10 times in order to reduce the random noise. Fi-
nally, the average of all correlation values is reported for a
specific sampling rate. By varying the sampling rate from
1% to 100%, we find the acceptable sampling rate for each
project.
The process of selection of mutants is performed in two
different ways for our analysis. For the uniform approach,
we use a random function to select N mutants from the
full set. In the weighted approach, we first assign a weight
proportional to inverse of the size of the class to each mu-
tant, and then we use a roulette wheel algorithm to select
the mutants. Assigning the inverse of the size avoids the
overrepresentation of larger classes over smaller ones.
To do this, we first pick a random number r between 0
and the sum of all weights. Then, we add the weight of each
mutant until this sum is greater than the random number r.
The corresponding mutant is then selected. This procedure
is repeated until the sample size reaches N . For the inter-
ested reader, the details of these algorithms are available
online3.
4. RESULTS
In this section, we discuss the results of our study. For
each research question, we first briefly describe our moti-
vation, approach, and then our findings. In Table 3, for
each project we report the acceptable sampling rate as de-
termined by ρ and τb. We refer to Figures 7 and 8 to sum-
marize the results of all research questions. In these figures,
the horizontal axis is the sampling rate, and the vertical axis
is the degree of representativeness. The red line shows the
data for the uniform approach and the blue line shows the
data for the weighted approach. We also draw a green line at
the critical point to show where the sets of mutants start to
be acceptable. While performing the study, we realized that
the results from Pearson’s correlation and those of Kendall
correlation were very close to each other. Therefore, it is un-
necessary to report both in many parts of the analysis. So,
wherever not specified, we refer to the Pearson’s correlation
to report the degree of representativeness.
3http://parsai.net/files/WRMSAFormalDef.pdf
RQ1. When does uniform random mutant selection achieve
an acceptable degree of representativeness of the full set of
mutants?
Motivation. For different sampling rates, we want to eval-
uate the representativeness of the sampled set of mutants
with respect to the full set of mutants. We want to perform
this analysis at project and class level.
Approach. We perform an empirical study on 12 object
oriented projects with different levels of test adequacy. For
each project, we evaluate the degree of representativeness of
the sampled set at project level. For this reason, we analyze
the distance between the mutation coverage calculated from
the sampled set, and the full set for sampling rates between
1% and 100%. Then, we calculate the degree of representa-
tiveness of the sampled set of mutants for different sampling
rates at class level.
Findings. Zhang et al. [31] states that the uniform ap-
proach for adequate as well as non-adequate test suites pro-
vides near-perfect results with a low sampling rate at project
level. Figure 3 shows the distance between the mutation
coverage calculated from sampled set and full set. In this
figure, we observe that the average distance over all of our
projects is below 2% with a sampling rate as low as 5%. Our
analysis confirms Zhang’s observation, namely at project
level, the acceptable degree of representativeness is
achieved at a very low sampling rate. The different
level of representativeness achieved at project and class lev-
els can be explained by the dominance of classes with larger
sets of mutants in the overall mutation coverage. At class
level, the acceptable degree of representativeness is
achieved for sampling rates that span from 36% to
88% (37% to 83% using Kendall’s correlation). Table 3
shows that in JDepend, the appropriate acceptable sampling
rate is 36%, since from this rate we obtain an acceptable rep-
resentativeness. For JSQLParser the acceptable sampling
rate is 88%. These two projects represent the maximum
variability of the acceptable sampling rate. On average, the
acceptable sampling rate for the uniform approach is 63%.
Focusing on Figures 7 and 8, we can notice that for many
projects the sampling rate has an almost linear relationship
with the degree of representativeness (e.g.; VRaptor, PITest,
and Commons Lang). Whereas, in some other projects, this
relationship is logarithmic-like, with the degree of represen-
tativeness that becomes acceptable sooner (e.g.; JGraphT,
and JDepend). During our investigation, we found that cor-
relation between the acceptable sampling rate and the num-
ber of classes with mutants is 0.44. Visually, this correla-
tion can be seen in Figure 5. All these results show that at
class level, the acceptable sampling rate is project-
dependent. Moreover, we can see that difference between
the number of mutants in the sampled set and the full set
does not justify the degree of representativeness.
This result was unexpected since the analysis at project
level reported that the uniform approach was viable with ac-
ceptable sampling rate as low as 5%. Whereas, our analysis
at class level strongly differs having a acceptable sampling
rate of 65% on average. From this point of view, the uniform
approach underachieves the expected results.
RQ2. To what extent can we reduce the acceptable sampling
rate while keeping the same degree of representativeness?
Motivation. During the analysis of RQ1, we noticed that
some classes were not represented at all in the sampled sets
Figure 3: The distance between mutation coverage
calculated from sampled set and full set for sampling
rates from 1% to 100%
of mutants. Classes with large number of mutants domi-
nate the sampled set because their mutants have a higher
chance of being selected. Consequently, the representative-
ness is negatively affected, since the sampled set may not
include any mutants from classes with a small number of
mutants. Therefore, we want a new heuristic able to in-
crease the chances to select mutants from such classes.
Approach. We introduce a new heuristic that assigns
more “weight” to the classes with a small number of mutants
in order to increase the chance to select their mutants. Then
we analyze to what extent our heuristic reduces the accept-
able sampling rate with respect to the uniform approach
(Table 3). Finally, we analyze if the acceptable sampling
rate using our heuristic is project-dependent. For this rea-
son, we analyze the relationship between sampling rate and
the degree of representativeness for each project (Figures 7
and 8).
Findings. The uniform approach has a degree of rep-
resentativeness that grows almost linearly with the sample
size (Figures 7 and 8). This means that with a small sam-
ple size, it might not produce representative sampled sets.
On the other hand, for a large sample the reduction in size
would be negligible. Keeping the same degree of repre-
sentativeness, the average acceptable sampling rate
for the weighted approach is 45%; which is 18% less
than the uniform approach. Almost in every project, the
weighted approach goes close to the perfect representative-
ness around 75% sampling rate. Fixing the sampling rate,
the weighted approach generates sampled sets with higher
degree of representativeness compared to the uniform ap-
proach (Figures 7 and 8).
The reduction in sample size does not follow the same
pattern in all projects. For example, in Apache Commons
Codec (second row in the middle in Figures 7 and 8), us-
ing the uniform approach with a sampling rate higher than
72%, the representativeness remains acceptable (for both ρ
and τb). For the weighted approach, the representativeness
is already acceptable using only a sampling rate of 40% (a
reduction of 32% of the sample size). On the other hand,
JGraphT (top left in Figures 7 and 8) only shows a 5% re-
duction. By investigating this issue further, we discovered
that for the weighted approach, the correlation between the
acceptable sampling rate and the number of classes with
Project
Uniform Weighted
ρ > 0.75 τb > 0.75 ρ > 0.75 τb > 0.75
Commons CLI 63% 69% 31% 39%
JSQLParser 88% 83% 81% 77%
jOpt Simple 56% 65% 33% 38%
Commons Lang 79% 63% 50% 44%
Joda Time 58% 64% 45% 48%
Commons Codec 72% 72% 39% 40%
VRaptor 78% 79% 68% 68%
JGraphT 42% 52% 37% 48%
AddThis Codec 57% 67% 41% 50%
PITest 73% 74% 64% 67%
JTerminal 52% 53% 26% 33%
JDepend 36% 37% 21% 28%
Average 63% 65% 45% 47%
Table 3: acceptable sampling rate for uniform and
weighted approaches
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Figure 4: How the number of mutants per class af-
fect the reduction of the sample size
mutants is 0.72 with a p-value of 0.008 (Figure 5), which
is higher than the one achieved in the uniform approach.
This happens because the more classes there are, the larger
the sample needs to be in order to include mutants from all
classes. We also find that the reduction of the sample size
has a correlation of 0.57 (p-value 0.053) and 0.64 (p-value
0.025) respectively with the standard deviation (σ) and the
average of the sizes (µ) of mutant sets for each class (Fig-
ure 4). This happens because if the size of classes are close
to each other, the weights would be close as well. As a con-
sequence, the weighted approach would behave like the uni-
form approach. Comparing these factors for JGraphT and
Apache Commons Codec, we discover that for the former
σ and µ are equal to 16.2, and 12.4 respectively, while for
the latter σ and µ are equal to 83.3, and 48.2 respectively.
These values are in agreement with our analysis.
RQ3. How does the level of test adequacy affect the accept-
able sampling rate?
Motivation. During the investigation of RQ1 and RQ2,
we noticed that the acceptable sampling rate is project-
dependent. In literature [27, 28, 32], the analysis of sampling
rates are done mostly at project level considering projects
with adequate test suites. For this reason, we want to ana-
lyze the influence of the level of test adequacy on acceptable
sampling rate for each project using class level criteria.
Approach. To evaluate the level of test adequacy we
rely on mutation coverage as a metric (Table 2). Test suites
are considered as non-adequate if their mutation coverage
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Figure 5: How the number of classes with mutants
affects the acceptable sampling rate
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Figure 6: How mutation coverage affect the accept-
able sampling rate
is lower than 100%. In Table 3, we sort projects according
to the level of test adequacy to check if and to what extent
it influences the acceptable sampling rate. In Figure 6, we
plot how test adequacy affects the acceptable sampling rate.
Findings. Figure 6 shows that for the uniform ap-
proach and (to a lesser extent) for the weighted ap-
proach, the acceptable sampling rate increases with
the test adequacy. This result means that achieving an
acceptable degree of representativeness requires higher ac-
ceptable sampling rate in projects with higher level of test
adequacy. This can be explained considering classes without
mutants in the sampled set. If these classes had a high level
of test adequacy, then their absence in sampled set would
have a high negative impact on the degree of representative-
ness. Therefore, a larger sample is needed to be sure that all
the classes are represented. For example, as seen in Table 3,
JSQLParser and Apache Commons Lang have a acceptable
sampling rate of 88% and 79% respectively, even though the
level of test adequacy is higher than 90% in both projects.
This effect is mitigated by using the weighted approach. For
this reason, this behavior is less evident than in the uniform
approach.
5. THREATS TO VALIDITY
To describe the threats to validity we refer to the guide-
lines reported by Yin [30].
Threats to internal validity focus on confounding fac-
tors that can influence the obtained results. These threats
stem from potential bugs hidden inside the algorithms used
for sampling mutants or in LittleDarwin. We consider this
chance —even if possible— limited. The pseudo-code for
random mutant selection is explained in our paper and its
implementation has been carefully reviewed by the first au-
thor. The code of LittleDarwin has been already checked
and tested in several case studies [23, 24]. Finally, the code
of LittleDarwin along with all the raw data of the study is
publicly available for download in the replication package.4
Threats to external validity correspond to the general-
izability of our results. In our analysis we use only 12 open
source projects. We mitigate this threat by using projects
which differ for number of contributors, size and adequacy
of the test suite. Yet, it is desirable to replicate this study
using more projects, especially the ones belonging to indus-
trial settings. A second threat stems from the limited set of
mutation operators used in mutation testing process. Since
mutation coverage depends on the mutants used, the sam-
pling process and its accuracy is bounded to mutation op-
erators that generate them. The impact of this threat is
limited since we use the standard set of mutation operators
which is representative of mistakes commonly introduced by
developers and typically supported by many mutation test-
ing tools [23]. In addition, since both uniform and weighted
random selection was performed using the same set of mu-
tation operators, the impact of extra mutation operators on
the results of the study is minimal.
Threats to construct validity are concerned with how
accurately the observations describe the phenomena of inter-
est. In our case, this depends on the set of metrics adopted
to evaluate the algorithms for random mutant selection. To
measure to what extent the sampled mutants are representa-
tive of all possible mutants, we use the correlation between
mutation coverage values calculated using sampled set and
full set of mutants, thus emulating the way coverage metrics
are commonly used in industry. We calculate correlations
using well known metrics that have been used in literature
numerous times. Even though we define the critical point
after which the correlation is strong at 0.75, our results still
hold if we choose slightly different thresholds.
Sampling at project-level is another threat to construct
validity. However, the alternative of sampling at class-level
was not viable, since it is not possible to guaranty a certain
size for the sampled set at project level.
As for filtering the equivalent mutants, we chose not to
categorically remove a group of mutants, because the dis-
tribution of equivalent mutants in the sampled sets theoret-
ically remains the same as the distribution in all mutants.
Since, equivalent mutants act as false positives [14], we can
argue that our sampled sets contain roughly the same per-
centage of false positives as in all mutants. Because classify-
ing a single mutant for a class that has only few mutants as
a false negative is more costly than adopting few false posi-
tives, we prefer the latter based on common practice [10].
Threats to conclusion validity are concerned with the
degree to which conclusions we reach about relationships
in our data are reasonable. Since the provided rationals in
Section 4 justify our conclusions, we assume there are no
threats to conclusion validity.
6. RELATEDWORK
Reduction of the number of mutants has been investigated
in literature to reduce the computational cost of mutation
testing. Mutant selection is a simple approach towards this
4http://parsai.net/files/research/ReplicationPackage.7z
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Figure 7: Pearson correlation between sampled and all mutants. The data reported in these figures is discrete.
However for better visualization, the points are connected together.
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Figure 8: Kendall correlation between sampled and all mutants. The data reported in these figures is discrete.
However for better visualization, the points are connected together.
goal. There are two main branches to mutant selection:
operator-based mutant selection and random mutant selec-
tion.
Operator-based mutant selection has been studied in de-
tail in literature. Mathur [19] first proposed an approach
based on selecting the sufficient set of mutant operators.
Wong et al. [28] examined a selective set of mutation oper-
ators (2 out of 22) and concluded that the results are sim-
ilar to those of all mutation operators. Offutt et al. [20,
21] demonstrated through empirical experiments that five
mutation operators are sufficient to emulate the full set of
mutation operators. Barbosa et al. uses random mutant
selection as a control technique to determine the sufficient
set of mutation operators for C [6]. Siami Namin et al. [26]
used a subset of mutation operators for Proteum [18] that
generated only 8% of all mutants. Gligoric et al. [13] ex-
tended this topic to concurrent code, and propose a set of
6 mutation operators as the sufficient set for the concurrent
code.
Random mutant selection has not been investigated as
deeply as operator-based mutant selection in the literature.
The first mention of random mutant selection is in the works
of Acree et al. [2, 3] and Budd [8], however, they did not per-
form any extensive empirical research on this subject. Wong
and Mathur [28] then examined the uniform approach with
incremental steps and concluded that a selection rate of 10%
is only 16% less effective than all mutants. Zhang et al. have
shown that the uniform approach using half the mutants is
as effective as using all mutants [32]. They also proposed a
two-round random mutant selection in which first a muta-
tion operator is selected, and then a mutant generated by
that operator is randomly selected. They demonstrated that
this approach is more reliable due to less variance in the se-
lected random sets in different runs. However, they used
only projects with adequate test suites as the subjects of
their experiment. Zhang et al. show that the use of random
mutant selection along with operator-based mutant selection
produces more accurate results [31]. They also show that the
uniform approach provides accurate overall mutation cover-
age values for the test suite. In these studies [28, 31, 32]
they only consider the correlation between several sets of
test suites calculating the overall mutation coverage for the
project. Our study differs from the previous ones in these
respects:
• Instead of analyzing the representativeness of the sam-
pled set at project level, we analyze it at class level.
In this way, we avoid domination of larger classes over
smaller ones in the analysis of the representativeness
at project level.
• We study the largest set of projects with non-adequate
test suites. Such projects have different characteristics
such as size, number of contributors, and level of test
adequacy.
7. CONCLUSION AND FUTUREWORK
Mutation testing is a widely studied method to determine
the adequacy of a test suite. However, its adoption in real
scenarios is hindered by its computationally intensive na-
ture. Several approaches have been proposed to make it fea-
sible in industrial settings and among them random mutant
selection shows promising results. Studies of random mu-
tant selection have two shortcomings, they focus their anal-
ysis at project level and they are mainly based on projects
with adequate test suites. In this study we attempt to fill
this the lack of empirical evaluation. We analyze uniform
and weighted approaches in the context of random mutant
selection. We compare these approaches at class level us-
ing as baseline 12 projects with various levels of test suite
adequacy, code base sizes, and contributors.
We highlight that the uniform approach underachieves the
expected results when analyzed at class level. We show that
the uniform approach is only viable using a sampling rate
around 65% (on average). Moreover, the degree of repre-
sentativeness of the sampled sets grows linearly with the
increase of the sampling rate. We also show that the av-
erage acceptable sampling rate for the weighted approach
is 18% less than the uniform approach while keeping the
same degree of representativeness. The reduction in sam-
ple size between these two approaches is correlated with the
average, and the standard deviation of the number of mu-
tants per class. We discover that acceptable sampling rate
is correlated with the number of classes with mutants in the
uniform (and to a higher extent) to the weighted approach.
We discover that the lack of representation of a class with a
small set of mutants in the sampled set affects the projects
with higher test adequacy in a stronger manner. By using
the weighted approach this problem is reduced since it in-
creases the chance of inclusion of mutants from classes with
small set of mutants in the sampled set.
We discovered that the number of mutants per class is a
relevant factor to create a representative sampled set. For
this reason, we invite fellow researchers to explore the influ-
ence of other factors such as type and position of the mutants
for increasing the degree of representativeness.
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