In NLG systems, temporal uncertainty in raw data can hamper the inference of temporal and causal relationships between events and thus impact the quality of the generated texts. In this paper, we introduce a framework to represent and reason with temporal uncertainty based on possibility theory and propose a model that uses the outcomes of such temporal reasoning to select linguistic expressions to convey uncertainty to the reader. Our model is based on Fuzzy Temporal Constraint Networks (FTCN) and our work is based on the assumption that uncertainty should be communicated to an end user. The model we propose is grounded in experimental data from three languages. We present a large-scale empirical study that investigates the conditions that influence human subjective uncertainty in reasoning about temporal relations. Based on this, we also construct a classifier to select expressions to convey uncertainty, based on possibility and necessity values. We then present an evaluation which shows that the predictions of the FTCN model correlate well with human subjective uncertainty in different scenarios. An evaluation of our temporal expressions classifier also suggests good results, compared to human selection of linguistic expressions, as compared to baseline models.
Introduction
Nowadays, all big collections of data are stored in distributed databases. The data may be related to business transactions, sensor data, administration, health care, etc. These data are often riddled with uncertainty or imprecision for different reasons. For instance, a patient database may contain records of interventions which were entered well after they actually occurred [1] .
This problem is particularly acute in systems where the temporal dimension of the data is important and is exacerbated by the lack of a principled way of handling temporal information in existing database management systems [2] . Temporal uncertainty -that is, uncertainty about the precise time at which an event occurred -can affect the quality of data processing and inference since it has an impact on temporal and/or causal relationships between events. When decision support systems (DSS) must exploit such data, they either restrict output to what the system is most certain about, or communicate findings using a ranking mechanism [3] . Other DSSs rely on visualisation techniques to present a global view to the user. In contrast to such systems, datato-text approaches seek to present data to users in the form of natural language summaries. Such systems use Natural Language Generation (NLG) techniques [4, 5] to describe salient aspects of data in languages such as English, following a number of processing stages whereby significant events are detected and interpreted in the raw data [6] . Such systems have been used successfully in a variety of domains, ranging from the generation of weather and meteorological reports [7, 8, 9] , to medical data [10, 11, 12] , as well as other types of raw sensor data [13, 14] .
The present work falls within this general area and stems from work on the the family of BabyTalk systems [15, 1, 16] , which provided descriptive textual summaries of heterogeneous data (entered both automatically and manually) related to individual patients in a Neonatal Intensive Care Unit (NICU), with the aim of drawing attention to relevant medical events while leaving it up to the medical professional to interpret them and make appropriate clinical decisions.
In BabyTalk and other data-to-text systems, robustness and effectiveness partly depend on the extent to which they incorporate a principled approach to temporal representation and uncertainty. To be an effective decision support tool, a summary must permit the reader to reconstruct the temporal sequence of the events that it narrates, and make clear the relations between them. Furthermore, where the precise time at which events occurred is not available, the inference of temporal and/or causal relationships between events can be compromised [17] .
In this paper, we argue that temporal uncertainty in data, or uncertainty resulting from inferences, should be explicitly communicated in textual outputs. Failure to do this can result in erroneous decision-making, whose consequences can be serious in some application areas. Natural language provides a number of mechanisms for communicating such uncertainty. On the other hand, it is by no means clear how a formalism to reason with uncertainty would map to such linguistic expressions. Furthermore, it is not clear whether the same mapping would work for different languages, given that languages display a variety of such expressions. This paper addresses two empirical questions which are of direct relevance to the expression of temporal uncertainty to text generation. The first concerns the representation and quantification of uncertainty: given the raw data about an event, as well as general knowledge that enables a limited amount of reasoning about a situation, we are interested in quantifying the degree of uncertainty about the time of an event and the resulting degree of uncertainty about the temporal relations between it and other events (e.g x happened before y). We propose to use a soft computing approach to handle this, showing that its predictions have a good correspondence to human intuitions.
Our second question focusses on the use of modalised propositions 1 and on the way modal expressions can be grounded in subjective uncertainty arising from raw data. We describe an experimental design, replicating and extending an experiment reported in [19] , that enables us both to quantify subjective uncertainty in a given situation, and to map from subjective uncertainty to modal expressions. Our experiments are conducted in three different languages which, though culturally fairly close (insofar as they are European), are typologically diverse. In this way, we seek both to validate our methodology using data from multiple languages, and to investigate the implications that differences between languages can have for a proper account of modality in NLG.
We begin with an overview of related work (Section 2), followed by a description of the reasoning formalism (Section 3). We then describe an experiment that elicited human judgements of temporal uncertainty as well as corresponding linguistic expressions (Section 4). In Section 5, we re-use the experimental methodology to evaluate the model proposed in Section 3. We conclude in Section 6 with some pointers to future work.
Epistemic uncertainty in language
Consider the following hypothetical scenario. Suppose that an NLG system produces a summary of events extracted from raw data, and it is only possible to ascertain that event e 1 happened within a particular temporal interval [t 1 , t 2 ]. Now consider the situation where the system determines that e 1 may be in some temporal relationship to e 2 . Given that the time of e 1 is a uncertain temporal interval, this temporal relationship cannot itself be determined with certainty. Should the system merely assert the relationship (e.g. e 1 happened before e 2 ), it would risk misleading the reader into thinking that the relationship holds, without qualification. On the other hand, neglecting to mention the relation, due to the uncertainty surrounding it, may cause the reader to conclude that no such relationship holds. An alternative would be to communicate to the reader that, as far as the system 'knows', such a relationship is possible (e.g. through an expression such as e 1 may have occurred before e 2 ).
Uncertainty about the time of an event, and therefore about the possible temporal relations between it and other events, is a form of epistemic uncertainty, that is, its source resides in the speaker's (or NLG system's) state of knowledge. In natural language, a prominent way to express such uncertainty is through the class of expressions known as epistemic modal expressions, which are concerned with the degree of possibility or necessity associated with a particular proposition. Modality can be characterised in terms of assertion [20] . Indeed, while an unmodalised proposition is often simply asserted (thereby presupposing certainty on the part of the speaker about the matter), its modalised counterpart is not, or only with some qualification as to the degree of evidence that the speaker has for it.
From the perspective of a data-to-text NLG system, the use of epistemic modality to express temporal uncertainty gives rise to two challenges. The first is to actually quantify the degree of uncertainty, an issue we turn to in Section 3 below. The second is to choose the 'right' expression given the uncertainty. This presents a system with a choice problem: within a language, the class of epistemic modal expressions can be quite broad; across languages, there is also considerable diversity.
Both these challenges can be illustrated with the following example.
(1) A bank robbery occurred yesterday afternoon. An investigator is trying to reconstruct the scene from eye-witness reports. He knows for certain that the robbers were inside the bank for no more than 45 minutes. He also knows for certain that the police took 30 minutes to arrive on the scene after being alerted. He has also interviewed some eye-witnesses. Here is what they said: The robbers entered the bank at 16:00. The police were alerted some time between 16:15 and 16:45.
Consider now the proposition The police were on the scene before the robbers left the bank. In this scenario, the certainty of this proposition is affected by the fact that the event of the police 3 being alerted occurs within an uncertain interval. From an NLG perspective, we would like to be able to (a) quantify the degree of certainty associated with the occurrence time of the two events, as well as their temporal relation; and (b) choose the right expression to express this. A prerequisite for both these tasks is a computationally tractable account of how modal expressions are grounded in temporal data, which also supports fine-grained choices, such as that between may and possibly. However, it is unlikely that a model of such choices can be built completely languageindependently, since modality exhibits considerable cross-linguistic variation [20] . Languages like English and French would commonly modalise a proposition using modal auxiliaries (2a) or adverbials (2b). Whether the two systems (auxiliaries and adverbials) are equivalent with respect to the degree of uncertainty they express is an empirical question, one that has a direct impact on the lexicalisation strategies used by an NLG system. Remark: The first and third lines of each example are the two versions of a same event in French and English. The second line is the word-for-word translation in English of the first line with grammatical hints (pl = plural, sg = singular, def = definite, 3sg = third person of the singular, etc.)
The above example suggests certain similarities between English and French, despite their different typological classification (Anglo-Saxon vs. Romance). The difficulties increase when other language families are considered. We will also consider Maltese, a European language which comes from a third language family, Semitic, where the modal auxiliaries that have been identified [21] tend to be more restricted in their use. For example, the auxiliary seta' (can.3sgm.pfv; 'could have') can be used to express epistemic possibility or likelihood, but so can adverbs like bilfors (e.g. bilfors li; lit. 'by force that', i.e. 'definitely') andżgur ('certainly'; cf. example 3a) and the Romance-derived forsi ('maybe/perhaps'; cf. example 3b). The examples from the three languages under consideration serve to illustrate a subset of the grammatically diverse expressions that different languages make available to express epistemic uncertainty, as well some possible differences that may arise among them despite their cultural proximity (insofar as all three are European languages). A consideration of languages which are even more diverse -historically, culturally and typologically -would presumably shed light on even greater differences in modal systems and their interaction with the expression of time, in line with recent work that questions the existence of absolute 'universals' across languages [22] . An investigation of such cross-linguistic differences is beyond the scope of the present paper, though the methodology illustrated in the following sections is not restricted to particular languages.
Neither of the two questions we have raised -that of representing and quantifying uncertainty, and that of mapping from this to the right modal expression in a particular languagehas been treated exhaustively in the NLG literature. To our knowledge, the only recent approach to handling modals in NLG is [23] , which focuses on the generation of deontic modals (those related to obligation, rather than epistemic certainty), in the CAN system, which advises students about university courses [24, 23] . Klabunde's approach is based on a possible worlds framework [18] , in which the truth of a modalised proposition is evaluated against a contextually determined set of relevant possible worlds or situations, ordered by their accessibility from the current world or situation. In an epistemic context, this set contains the worlds which are compatible to some degree with the propositions which constitute the underlying 'evidence' for the statement. Thus, in the CAN system, the conversational background is determined by the domain knowledge about available courses. Given a user query about a course, the planner identifies several alternative plans that lead to the same goal -essentially an operationalisation of the notion of a 'set of possible worlds'. Modal force is computed by quantifying over plan nodes: for example, if all alternative plans leading to the taking of a given course involve a prerequisite, then the system selects the German equivalent of must in expressing this prerequisite to the user.
Traditionally, semantic work on modality has been based on the possible worlds framework (e.g. [18, 25] ; but see [26, 27] for alternative accounts). However, a possible worlds approach is not straightforwardly applicable to the type of problem illustrated in (1) . Intuitively, the temporal uncertainty of the proposition in the example, which arises due to an event having a fuzzy temporal interval, would be evaluated on a continuous scale: given the knowledge that something occurred between times t 1 and t 2 , a person may feel more certain of the occurrence towards the middle of the interval, less so as one approaches its start or end. If a continuous certainty scale is what is required, it is difficult to see how approaches based on a treatment of propositions as (crisp) sets of possible worlds can be applied. In the following section, we consider an alternative proposal.
Temporal representation and reasoning
In AI, temporal representation and reasoning systems are usually based on actions and changes, or on temporal constraints. The former approach is devoted to reasoning with sequences of actions that change the state of the world while the later deals with relations among temporal objects (e.g., instants and intervals). The most common relations considered in the temporal constraints approach are the qualitative ones (e.g., "James was walking while it was raining") and the metric ones (e.g., "Mary left 10 minutes before James arrived"). Qualitative constraints are usually based on Allen's thirteen mutually exclusive binary relation [28] . Examples of metric-based models include Metric Temporal Constraint Networks (TCN) [29] , which specify numerical temporal relations between pairs of time points and make it possible to compute the consistency of the network through a specific constraint propagation algorithm.
Our aim is to reason about temporal data to extract relevant information to be expressed linguistically. The formalism we use to represent and reason with events and relations between events is based on the TCN [29] approach which is capable of subsuming the qualitative one and represents events as time-points rather than intervals. However, the time-point metric approach is capable of representing intervals through start and end points and can translate most qualitative intervals or point relations into metric relations (e.g., a before b can be reformulated as b − a ∈ [1, ∞)), though this may reduce the expressiveness of the interval relations [30] . Moreover, there are numerous algorithms to compute the consistency of a TCN network efficiently, depending on the level of expressiveness allowed, though expressive power and computational tractability tend to be inversely related. Other interesting properties of TCNs are that they can be used to represent numerical temporal information that can then be queried or used to model expert knowledge [31, 32] .
In the TCN formalism, temporal representation relies on time points and time is considered as a linearly ordered discrete set of instants (t 0 < t 1 < · · · < t i < . . . ) where ∀i ∈ N, t i+1 − t i = ∆ t . ∆ t is a constant that represents the sampling period (e.g. 1 microsecond, 1 month, 1 century). We assume that temporal information is composed of instantaneous events and finite durative events (i.e. intervals but not semi-intervals) as well as temporal constraints between events. In the following, we use lowercase italics (a,b,c,. . . ) for instantaneous events, and normal uppercase for intervals (A,B,C,. . . ).
Let us assume that events being described by an NLG system are classified according to some ontology O, which defines the possible types in the world under discussion. An instantaneous event or event a is a tuple t, o , where t ∈ N and o ∈ O. t is the known date of occurrence of the event and o represents some structured data corresponding to this event (e.g. an instance of a type defined in O, based on a database record, inference made by the system, or user input) 2 .For instance, "the robbers entered the bank at 16:00" can be represented by 16:00, "ROBBERS ENT ER BANK" .
A durative event or interval A is a tuple s, e, T, o , where s (resp. e) is an instantaneous event representing the start (resp. end) of the durative event, T is a temporal constraint such that e − s ∈ T and o is the description of the durative event. For instance, "the police took 30 minutes to arrive" is represented by:
time o f alert, "POLICE ALERT ED , time o f arrival, "POLICE ARRIV ED , [30, 30] , "POLICE COMING .
Briefly, a TCN N is a graph whose nodes are instantaneous events (a, b, c . . . ) and edges are temporal constraints between them. Each constraint T a,b between event a and event b is represented by a set of disjunctive binary constraints ({I 1 , . . . ,
It is assumed that constraints are given in a canonical form where all intervals are pairwise disjoint. In our approach all durative events are represented in the TCN as two events (nodes) constrained by the temporal duration (edges).
A For instance, the set of facts in example (1), can be represented by the TCN depicted in Figure 1a where all durative events are translated into pairs of events (e.g. 'were inside the bank' → 'robbers enter' and 'robbers leave') and all temporal relations are translated into binary temporal constraints (e.g., 'for no more than 45 minutes' → [1, 45] ). This also applies to absolute times (i.e., unary constraints such as a < 16:00 ), which are represented with respect to the origin of the day (i.e., represented as a binary constraint origin ≤ a − origin < 16:00 − origin; for simplicity we will assume origin = 0) . In the TCN approach, reasoning is seen as a temporal constraint satisfaction problem (TCSP), which consists in finding a solution that satisfies a set of inequalities (e.g.,
In practice, this is achieved by converting the TCN into a weighted directed distance graph and applying algorithms that solve the shortest path problem (such as the FloydWarshall one) to generate the minimal network (i.e., the network with the tightest constraints). For instance, Figure 1b shows the digraph equivalent to the TCN of Figure 1a after computation of the minimal domain of each temporal event. It can be seen that the feasible values for the event 'robbers leave' are those of the interval [16:01,16:45] . In this case the network is said to be consistent, since none of the events has an empty minimal domain. For more information about temporal reasoning and the aforementioned formalisms the reader is refereed to [33, 34] .
The TCN can also be used to test the validity of some hypotheses. For instance, if one wants to test the assertion The police were on the scene before the robbers left the bank, this constraint can be integrated into the network (before → [1, ∞); see the dashed edge in Figure 2 ). The addition of this constraint makes the network inconsistent since the latest possible departure time of the robbers is 16:45 and the earliest police presence is 16:45, which is not strictly before the robbers' departure. While such reasoning is perfectly correct, it might not correspond to the intuitive answer a human would give. A human reader is likely to take much more liberty with the interpretation of the reported temporal facts, particularly if it is a report made by another person. For instance, the statement that the police took 30 minutes to arrive might result in some allowance being made for their arriving after 29 minutes, or after 31. A slight change in the interpretation of the constraints would lead to very different results. Temporal constraints account for uncertainty in temporal knowledge only to a certain extent. However, this is not sufficient for domains where temporal knowledge is highly pervaded with vagueness and uncertainty. To better capture these intuitions on human reasoning about time, it is possible to represent some temporal constraints as a fuzzy sets [35] .
TCNs dealing with fuzzy temporal constraints are known as Fuzzy Temporal Constraint Networks (FTCN) [36, 37, 38] . Several implementations of such models exist, but for the sake of conciseness, we will focus on the one implemented in the FuzzyTIME engine developed by the AIKE group of the University of Murcia [36, 38] . FuzzyTIME is a general purpose engine that can represent intervals as well as instants and all common qualitative and quantitative temporal relations between them. All definitions are translated into metric relations between time points on which the reasoning is performed. FuzzyTIME does only allow convex normalized distribution. This constraint, although limiting the expressive power of the language, allows the minimization algorithm to be executed in polynomial time O(n 3 ) [39] . In this approach, a binary constraint T a,b between two events a and b is defined by a normalised, unimodal possibility distribution π T a,b ∈ Z which restricts the possible values of the time elapsed between a and b. When no other constraints and variables are present, the assign-
A FTCN is thus a TCN in which all temporal constraints are treated as fuzzy temporal
. . } satisfies all the constraints with at least possibility σ.
Recall that in possibility theory [40] , the uncertainty about a temporal relation r between two events a and b can be evaluated by the two dual measures of possibility Π and necessity (also called certainty) N, as follows:
where π r (b − a) ∈ [0, 1] is the possibility distribution of the temporal distance between the events a and b, representing the degree to which these two events are possibly linked via relation r, and r a,b is the complement of r a,b .
The necessity of the relation r between a and b can be summarised as follows: r a,b is certain only if no relation contradicting r a,b (i.e.,r a,b ) is possible. If several contradictory relations are completely possible at the same time (e.g. before and after are completely possible), no certainty exists.
An example FTCN is represented in Figure 3 where the arrival time of the police is translated into a possibility distribution expressing the following interpretation: it is completely possible that the police took 30 minutes to arrive, less possible that they took 28-30 minutes or 30-32 minutes, and impossible otherwise. In this example, all other constraints are represented as a uniform possibility distribution (e.g., the constraint [1, 45] is translated into a possibility distribution for which any value in its range is completely possible, i.e., a crisp interval). In FTCN, the solutions to the network can satisfy the constraints only to a certain possibility degree σ, given that temporal constraints may be fuzzy. In FuzzyTIME, an algorithm that combines exhaustively all constraints is applied to obtain the minimal network (i.e., in which the constraints have the smallest possible degree of imprecision) [36] . For instance, incorporating the assertion The police were on the scene before the robbers left the bank. with ∆ t = 1 minute leads to a network consistent with only .5 possibility and 0 necessity (because the complement relation 'after' is completely possible).
This model therefore offers a way of quantifying the possibility and necessity of an event, given a formalisation of the background knowledge. Thus, this formalism can handle the first of the two problems pointed out in the previous section, namely, to quantify temporal uncertainty of events in a fine-grained manner. Our next question is how these values can be mapped to linguistic expressions by an NLG system. We first present the results of an empirical investigation into the relationship between the formal notions of possibility/necessity and their corresponding expressions in natural language. Subsequently, we discuss an implementation of the model presented here to deal with these mappings, followed by an evaluation.
Expressing temporal uncertainty: a cross-linguistic investigation
The experiment described in this section was conducted with a view to mapping subjective certainty judgements to the classes of modal expressions in French, Maltese and English introduced in Section 2. Two main research questions were addressed. First, does a possibilitytheoretic formalism, as described in the previous section, adequately capture subjective uncertainty judgements of temporal uncertainty by humans? Second, is it a viable model to use as the underlying reasoning mechanism for an NLG system, on the basis of which a modal expression can be selected during the generation of a linguistic description of data? Given the cross-linguistic diversity of such expressions, it is important to ascertain this in more than one language.
The experiment replicates and extends a methodology reported by [41, 19] , albeit with substantial modifications in the choice of materials, and with the crucial difference that it was carried out on three groups of native speakers of the three languages under consideration. It was conducted online, using a 'crowdsourcing' methodology. Participants were presented with scenarios such as (1) above and were asked to rate their subjective certainty regarding a specific temporal relationship, and also to choose from a set of linguistic expressions that would express this uncertainty. Before discussing the details of the experiment, we first discuss some of the methodological challenges in conducting a study of this nature.
Eliciting uncertainty judgements: the Ψ measure
Getting judgements of uncertainty from human volunteers about uncertain temporal data is challenging in at least two respects. First, the temporal problem presented to the participant must allow him/her to understand the question and carry out temporal reasoning without incurring too much cognitive load. This is an issue we sought to address in our construction of experimental materials, described in Section 4.5 below. Second, human judgements have to be elicited using a scale that is intuitive. Since possibility theory is largely unfamiliar to naive participants, expecting direct judgements in terms of possibility and necessity values would be unreasonable. Furthermore, since the relationship between possibility and necessity is unlikely to be transparent to such participants, we wished to avoid eliciting judgements based on two scales (one each for Π and N). Rather, we used a single scale, the Ψ measure [42] , which allows the estimation of both values from a single subjective judgement.
Previous experiments by Raufaste et al. [42] have shown that eliciting separate possibility and necessity ratings from humans leads to values that do not fit the assumptions of Possibility Theory. As far as human reasoning goes, something is fully possible only if it is certain to some extent. According to the authors, this might be due to considerations that are completely separate from the formal aspects of the theories, such as the desire to avoid extreme opinions.
An alternative would be to allow any participant P to choose only one of two scales between possibility and necessity where Π(P) ∈ [0, 1) and N(P) ∈ [0, 1]. If the participant chose the possibility scale then N(P) = 0, while if the participant chose the necessity scale then Π(P) = 1. Although this would remove inconsistency in the values, this solution is still too complex for a participant who is not familiar with Possibility Theory, since it still requires knowledge of the difference between the two measures.
Ideally, participants should provide their estimates in one measure; furthermore, this should permit a direct mapping from spontaneous confidence judgements to possibility measures, avoiding the bias due to the two measures. This measure should also support the computation of separate possibility and necessity values. Raufaste et al [42] , after a suggestion by Didier Dubois, proposed to use the Ψ scale. This combines both possibility and necessity into a single scale, which ranges from 'impossible' (Ψ = 0) to 'completely certain' (Ψ = 1). From this Ψ measure, the corresponding possibility (Π) and necessity (N) values can easily be reconstructed using (6) and (7) below. 10
This measure and the formulae (6) and (7) ensure that the constraint N(P) 0 iff Π(P) = 1 is respected. It is worth noting that Ψ(P) = 0.5 is the equivalent of total uncertainty where everything is possible (Π(P) = 1) and nothing is necessary/certain (N(P) = 0). The Ψ(P) measure makes it possible to provide an intuitive scale to the participants (corresponding to 'impossible' at one extreme and 'completely certain' at the other, with the middle of the scale corresponding to 'don't know') and was thus used in the following experiment.
Participants
Participants were recruited opportunistically, by advertising the online interface for the experiment in the United Kingdom, France and Malta. Each participant who visited the site was given a choice of which of the three languages (English, French, Maltese) to carry out the experiment in, depending on their native language. A total of 141 participants completed the experiment, resulting in different sample sizes for the three languages (31 English, 67 French and 43 Maltese speakers). All participants were self-reported native speakers and none were informed that the experiment was dealing with possibility theory. Participants came from a variety of academic backgrounds, ranging from the arts and humanities (11%), cognitive and/or social sciences (15%), languages (26%), mathematical and computing sciences (39%) and physical or natural sciences (7%). A further 2% had no selfreported university or college education.
Procedure
The experiment exposed participants to scenarios such as those in example (1) through a web interface; this is partially displayed in Figure 4 . Each scenario presented some background information, and then presented two propositions about two different key events (shown in boldface in (1) . Key events always contained either an exact or uncertain temporal expression, which could refer to the clock time of an event (e.g. at 16:00, between 16:00 and 16:45) or to its date (e.g. in 1890, between 1890 and 1895), depending on the scenario. The scenarios were designed to make it explicit that the events themselves actually happened for certain and that uncertainty was only related to their timing. After reading a scenario, participants performed two tasks: Figure 4 : Partial screenshot of the experiment interface 1. Judgement: Participants were given a simple (i.e. unmodalised) proposition involving a simple event or a temporal relation between two events, and were asked to judge their subjective certainty about the proposition on a scale (Figure 4 , top). To elicit these subjective certainty judgements, we used a slider representing the Ψ-scale [42] described in Section 4.1 above. 2. Expression choice: For each scenario, participants were also presented with a list of 6 different versions of the proposition that they had judged. These were presented in random order and participants were asked to choose the one that they felt best reflected their degree of certainty about the temporal relation expressed (Figure 4 , bottom). The list invariably included the original unmodalised proposition (hereafter referred to as the default case), as well as a negated version. These were intended to cover the cases of complete certainty about the truth of a proposition (by hypothesis, in the conditions with no uncertainty), or about its falsity (hence, certainty that the proposition is false). Apart from these, there were 4 versions containing the expressions exemplified for the three languages in examples (2) and (3) and summarised in Table 2 . Note that the expressions are grouped together in this Table based on the authors' intuitions for convenience of presentation; whether or not the expressions in the three languages correspond precisely is one of the empirical questions we sought to address.
Design
The experimental scenarios represented combinations of two within-participants factors:
• Uncertainty (3 levels) manipulated the amount of temporal uncertainty in a scenario. In one condition, both of the key events in the scenario were given an exact time (e.g. at 12
English French Maltese must doit bilfors may pourrait jista' jkun possibly peut-être forsi definitely sûrementżgur Table 2 : Modal expressions used in the experiment, in addition to the default (simple assertion) case, and negation.
16:00); in another condition, one of the key events had an uncertain time, specified as a temporal interval (e.g. between 16:00 and 16:45); in the third condition, both key events had such uncertain times.
• Proposition Type (4 levels) manipulated the type of proposition whose subjective certainty participants were asked to judge, namely: a simple proposition describing either of the two key events alone (e.g. the robbers left the bank at 16:45); or a compound proposition which described both key events in a temporal relation. The temporal relation was expressed using one of the following temporal connectives: before, after, or during.
This design yields 3 × 4 = 12 conditions. We added a thirteenth condition, in order to balance the design by ensuring that, for every level of uncertainty, there was a simple proposition describing either the first key event or the second.
In addition to the above, there was also a third, between-groups factor, namely Language (Maltese/English/French), corresponding to the language in which the experiment was conducted. The choice of language was an important part of the experiment. As argued in Section 2, expressions of uncertainty, as reflected by epistemic modals, differ across languages. In line with the research questions outlined at the start of this section, our work partly seeks to address the question whether a formal model couched in the terms of Possibility Theory can yield useful insights for NLG where expressing temporal uncertainty is concerned, irrespective of linguistic differences.
In summary, our experiment had a mixed 3 (Uncertainty) ×4 (Proposition Type) ×3 (Language) design.
Materials
Thirteen scenarios were constructed. Each scenario was rendered in English, Maltese and French translation; translations were made by native speakers and were checked to ensure minimal variation in the contents of the scenarios across the three languages. A complete list of all the thirteen scenarios used is provided in the Appendix; see (1) above for an example.
Each scenario consisted of a brief narrative that provided some background. This was followed by two events, each with a duration that could be precise or fuzzy. We restricted the presentation to two events for two reasons: (1) this is the minimum required to reason about a temporal relation; (2) we wished to avoid more than two events to avoid information overload, which could have compromised results due to significant cognitive processing being required on the part of participants to determine their degree of certainty that a particular temporal relation 13 holds. For example determining whether three events are related in a particular way would require participants to reason about each pairwise relation among the three, which is taxing given working memory limitations [43, 44] .
Rather than present temporal information in an abstract fashion (e.g., "A started at 16:00 and lasted 10 minutes and B started between 15:45 and 16:05, what is your degree of certainty that B started while A was ongoing?"), we sought to use narratives to convey the information. Since Wason and Shapiro [45] , it has been shown that participants perform better at reasoning tasks when these involve concrete content, compared to cases where reasoning is based on more formal presentation of information. Furthermore, familiarity with the content enables participants to reason about actions in a manner compatible with their reasoning in real life [46] . This is why the scenarios were built so as to relate to general themes easily accessible by any adult. A further advantage of using narratives is that humans have finely developed abilities to reason and make inferences from narrative text [47, 48] .
For each scenario, thirteen different versions were constructed corresponding to the conditions described above. The scenarios were rotated through a Latin square to create 13 versions of the experiment in each language, where each scenario appeared in each condition exactly once across the 13 versions.
Results
Due to a coding error, one of the scenarios for the French experiment, in the conditions where the temporal relation between the two events was after, was excluded from analysis. Table 3 summarises the mean Ψ ratings overall and within each language, as a function of the different levels of Proposition Type and Uncertainty factors.
At a glance, the Table shows a clear tendency for subjective certainty to decrease as scenarios introduce more temporal uncertainty; this is most evident in comparing conditions with no uncertainty to those with one or two uncertain propositions. However Proposition Type also seems to affect Ψ ratings, at least in some conditions.
We analysed the data using Linear Mixed Effects models. Below, we report both model comparisons and estimates of significance of main effects and interactions. 4 Unless otherwise noted, all models have a maximal random effects structure, incorporating random intercepts and slopes for subjects and items [51] . In case a model with a maximal random effects structure did not converge, we simplified the random effects structure by removing slopes for interactions. Fixed factors were scaled and centred to reduce collinearity. 5 We first construct a baseline (model 0) consisting only of the intercept, together with random intercepts and slopes for subjects and items. We then assess the contribution of the fixed effects of Proposition Type and Uncertainty (a) separately, by constructing models incorporating each one (models 1 and 2) and comparing each to the baseline; and (b) jointly, by constructing a model with both fixed effect terms (model 3) and comparing it to the one with separate fixed effects. Finally (c) we compare model 3 to a maximal model incorporating the two fixed effects and their interaction (model 4). In each case, model comparison is carried out on the basis of goodness-of-fit, using the Bayesian Information Criterion (BIC) and Log-likelihood estimates. 6 To facilitate interpretation in terms of main effects and interactions, we also report the results of an ANOVA over the maximal model incorporating the fixed effects and their interaction. Finally, we also report on a model (5) that extends the maximal model by incorporating the fixed effect of Language. Table 4 summarises all models and comparisons.
The model comparisons suggest that Uncertainty plays a crucial role in affecting subjective Ψ ratings, as shown by the better fit to the data of Model 1, compared to the baseline model. On the other hand, a model incorporating only Proposition Type does not improve fit over the baseline model: Model 2 is no better than Model 0. The model incorporating the interaction (Model 4) turns out to have better fit than a model without (Model 3). This suggests that in order to account for the data, we need to account not only the degree of uncertainty, but also for whether or not there was a simple or a compound proposition and, in the latter case, whether the compound proposition presented uncertainty in one or both of its components. An Analysis of Variance over this model showed that Proposition Type had only a marginal effect on Ψ ratings (F(1, 12) = 4.43, p = 0.06), while Uncertainty exerted a significant main effect (F(1, 12) = 58.6, p < .001). The interaction was also significant (F(1, 11) = 5.23, p < .05).
When the analysis is extended to incorporate the difference between languages (Model 5), there is no improvement in goodness of fit over Model 4. This is a somewhat surprising result, suggesting that subjective ratings were unaffected by which language participants did the experiment in. This suggests that uncertainty, as measured by possibility and necessity (incorporated in the Ψ measure) might be language independent. Note, however, that this result does not reflect on the differences between languages in their mapping from subjective uncertainty to expressions (which are taken into account below).
While the best model so far establishes that Uncertainty exerted a main effect on subjective ratings, with no main effect of type of proposition, it does not determine which levels of Uncertainty actually differed. Did participants tend to rate subjective certainty differently depending on whether there were no uncertain propositions, only one, or both? To establish this, we created versions of Model 4 in which we replaced Uncertainty with a dummy variable obtained by collapsing two levels of Uncertainty together, and comparing them to a third (for example, collapsing the cases where there were 1 or 2 uncertain propositions, comparing them to when there was no uncertainty). This gave rise to three model comparisons, summarised in Table 5 .
Comparison
Model χ Table 5 : Model comparisons for different levels of the Uncertainty factor. All models compared are versions of Model 4, incorporating the full Uncertainty × Proposition Type interaction, collapsing two levels of uncertainty.
The model comparisons suggest that the main effect of Uncertainty was due to subjective ratings changing mainly in case there were two uncertain propositions, that is, two events in the narrative with fuzzy time intervals. A model that incorporates an Uncertainty variable distinguishing only between this case and the case where there are no uncertain time intervals, or only one, fits the data better.
4.6.1. The impact of temporal granularity Our scenarios mostly had events with clock times, but in four of the scenarios (see the Appendix), the events had coarser-grained times, specified as years. To illustrate this, consider the experimental scenario in (8) in which participants are asked to evaluate their subjective uncertainty that one event occurred after another, and both events have coarse-grained timestamps, given in years. It is possible that participants treated such scenarios differently. One possibility is that humans reason differently about larger time units (such as years), for example by translating them into smaller intervals (e.g. months), or by considering the duration of such events as soft constraints (e.g. in the above example, considering the town as almost finished in 1150, or the duration of the construction as being, say, between 18 and 20 years). Table 6 displays mean Ψ values for the different uncertainty conditions in the experiment, according to whether times were specified as clock times or years. We tested whether the difference in temporal granularity exerted a statistically reliable impact on subjective uncertainty judgements by incorporating this new variable as an additional fixed effect in Model 4 in Table  4 . The new model had an only marginally better fit to the data than Model 4 (BIC = 915.93; model χ 2 = 4, p = .07). In other words, we are only able to detect a trend for coarse-vs finegrained granularities to impact subjective Ψ ratings, a result that we would in any case treat with caution given that granularity was not systematically manipulated as a condition in the experiment, resulting in an uneven distribution of scenarios (4 which involved years, compared to 8 which involved clock times). This is clearly an issue that would warrant more systematic investigation. 
Clock times Years
English French Maltese Π N Π N Π N default
Modelling linguistic expression choice
The second question we outlined at the beginning of this paper concerns the choice of modal expression to express a given degree of uncertainty, In this section, we address this issue in a datadriven fashion. We use the Ψ values to estimate possibility and necessity for each experimental scenario, via equations (6) and (7). Based on these, as well as the type of temporal relation (none, after, before, during), we build a classifier for each language separately, which returns the most likely linguistic expression. We use multinomial logistic regression (equivalent to a maximum entropy approach) for the classification task. Table 7 displays the mean possibility (Π) and necessity (N) values for each of the three languages we are considering, together with the linguistic expressions chosen by participants (who made their choices following their subjective uncertainty ratings). The table also shows the frequency with which the expressions were selected (see Table 2 for a summary of the possible expressions and a rough equivalence between them).
To obtain an initial view of the accuracy of the classifier, we compared its predicted choice of expression to the actual choice made by experimental participants for each separate observation in the data, based on participants' Π and N values (derived form the Ψ measure). Table 8 shows the proportion of times that a given modal expression was accurately predicted by the model, when compared to the choice made by a human, compared to other possible choices.
A number of interesting observations can be made in relation to the table. In English, where participants select a default (that is, simply asserted, or unmodalised) proposition, the model chooses default roughly the same proportion of the time as a proposition qualifying a relation with definitely, suggesting that, as far as possibility and necessity values go, there wasn't much difference between these two cases. A similar situation obtains in French and Maltese in the second row of their respective sub-tables, where for the human choice of sûrement orżgur, the model is more likely to select the default case, followed by the correct choice. Interestingly, the expression possibly in English and its Maltese equivalent are never selected by the model: in the majority of cases where humans select this expression, the model's own choice is may, suggesting once again that there is a close relationship in subjective Π and N values between these two. By contrast, the classifier trained on French data selects the equivalent of possibly more frequently.
Summary
The experiment reported in this section addressed two empirical questions. First, using the Ψ scale to elicit possibility and necessity ratings, we showed that subjective uncertainty in temporal relations is impacted by the degree of uncertainty associated with the time intervals of individual events, and to a lesser extent by the type of temporal relation under consideration. Crucially, this turned out to be largely independent of which language a narrative is presented in. We also described separate language-based classifiers, based on multinomial logistic regression, which predicted the choice of epistemic modal expression given the Π and N values for a specific scenario, and the type of temporal relation involved. Fitting the model to the actual observations in the data sheds some light on cross-linguistic differences in the type of expression people are likely to use to express their degree of certainty about a temporal relation.
Evaluation of the model
We now turn to an evaluation of the formalism for temporal reasoning based on fuzzy temporal intervals presented in Section 3.
Data
For the purposes of the evaluation, a different dataset was generated using the same methodology as that described in Section 4. The same scenarios were presented to new subjects, from whom Ψ ratings and expression choices were elicited. The procedure was identical to the previous experiment and materials were counterbalanced in the same way. There were 13 participants for each of the three languages.
Evaluating the temporal reasoning formalism
We begin by evaluating the temporal formalism, by comparing the human subjective uncertainty judgements to those predicted by the model. To achieve this, we computed the Π and N values for each scenario, as follows. First, we translated each scenario into its component event representation, along the lines shown in Figure 3 , and then used the reasoning engine described in Section 3 to compute the relevant values. This computation relied on three assumptions:
1. if a scenario stated that an event occurred at a specific time (or within an interval), the event was represented with that time or interval as its start time; 2. over a given uncertain interval, the possibility distribution for an event was uniform, that is, if an event was stipulated as having started between t 0 and t 1 , it was equally possible/necessary during any subinterval of [t 0 , t 1 ]. 3. when an event duration was only expressed in terms of maximum duration (e.g., "not more than 10 minutes") the possibility distribution was translated by the intuitive fuzzy set {MAX/2, MAX − 1, MAX/2, 2, 1} where MAX is the maximum duration. This corresponds to the fact that the event at least had a duration (that is, a duration of 0 is not possible) and that the duration is more likely to be around the last part of the interval (e.g., 5 to 10 minutes is completely possible, but less than five minutes is less possible). Finally the MAX value cannot exceed .5, since it has been observed that, for humans, it is unclear whether the MAX is included in an interval or not.
From the Π and N values computed by FuzzyTIME, the value of Ψ can be reconstructed using Ψ(P) = 1 2 [Π(P) + N(P)]. These machine-generated values were subsequently correlated to the mean Ψ value obtained from participant judgements in each experimental condition. Table 9 summarises the correlations for each language, and overall. 7 Pearson's r p-value French .46 < .001 English .57 < .001 Maltese .5 < .001 Overall .67 < .001 Table 9 : Correlations between computed and elicited Ψ judgements. P-values indicate the likelihood that the degree of covariation denoted by r is due to chance.
As Table 9 suggests, all correlations were positive and highly significant, and higher when averaged over all languages. The value of r = .67 for the overall correlation suggests that the FuzzyTIME predictions can account for approximately (.67 2 =) roughly 45% of the variance in the human Ψ ratings. While this is not perfect, it does suggest that the model is on the right track.
Evaluating the phrase choice classifier
We next evaluate the classifiers described in the previous section for each language, by running them over the evaluation data and comparing their predicted phrase to the one selected by humans in the evaluation study. Table 10 displays proportions of accurate classifications for each language. We compare this to a baseline model which simply selected the majority classification in each case, and a second baseline model which made a random selection of phrase.
English French Maltese
Model Accuracy 56% 55% 52% Majority class baseline 30% 30% 32% Random baseline 16% 25% 26% Table 10 : Accuracy statistics for the phrase-choice model, applied to the evaluation data As the table shows, the models predicting language-specific modal expressions from Π and N outperform both baselines by a considerable margin. Nevertheless, model accuracy does not exceed 56%. While this seems an acceptable performance, it is clear that other factors play a role in epistemic modal expression selection. As shown at the end of Section 4, human choices seem to be motivated by different factors depending on the language they are using. Furthermore, certain choices made by the model seem to reflect a close proximity between alternative expressionsthis was shown to be the case between, say, unmodalised ('default') cases and cases corresponding to the expression definitely, as well as the cases corresponding to may and possibly. Clearly, much more research is required into the differences between such expressions and into how an NLG system can make such choices in a manner that approximates human performance.
Conclusions
This paper addressed the problem of temporal uncertainty and its expression in Natural Language Generation systems that summarise raw data in which event times play a role. We have argued that such systems should convey uncertainty to the reader, exploiting the mechanisms made available in natural language, especially epistemic modal expressions. We addressed these issues formally, through a model based on Fuzzy Temporal Constraint Networks, and empirically, through experiments involving human participants.
One question is whether a specific model of fuzzy temporal representation based on Possibility Theory can make predictions that correlate with human uncertainty judgements. Our results suggest that this is likely to be the case. A second question is to what extent the uncertainty estimates of such a model can be mapped to epistemic modal expressions, in order to express uncertainty in the data and convey it to the reader, if it exists. We have used our experimental data to propose a classification model that maps from subjective uncertainty to expressions with epistemic modal force, in three different, and typologically distinct, languages. The results on a new evaluation dataset are promising.
The work reported here also opens up a number of avenues for future research, both from a methodological, and a theoretical point of view.
Our data was obtained through controlled experiments with human subjects, using linguistic stimuli in the form of narratives. The experimental approach was partly motivated by a lack of data that is adequate for the task at hand, namely, to quantify a subjective notion of uncertainty within a formally precise framework, and to map this uncertainty to linguistic expressions which could convey it to a reader. Nevertheless, the use of linguistic stimuli may have been taxing on participants, who were required to reason about quite complex scenarios. An extension of this work would benefit from a consideration of non-linguistic stimuli (for example, animations), while eliciting descriptions of stimuli more freely from subjects.
Our analysis also uncovered a number of possible factors that could influence both human subjective uncertainty and phrase choice. These include the temporal granularity at which events are specified (e.g. years vs. clock times), as well as apparent cross-linguistic differences in the way propositions are modalised. A more precise picture of the relationship between the formal possibility-theoretic framework used here, and linguistic descriptions of temporally uncertain data, would call for in-depth investigation into these issues.
Finally, we have restricted attention to scenarios involving temporal relations between two events. More complex relationships between three or more events, would raise new challenges computationally, insofar as possibility/necessity values for a given case have to take into account more than just a single pairwise relationship. They would also increase the complexity of the linguistic description task, since the options to describe such scenarios would likely increase, and extend well beyond the distinction between simple propositions, and propositions with a temporal connective.
In summary, this paper sought to bridge between two areas, that of possibility theory, and that of language generation. The empirical perspective taken in this paper was exploited in two directions: first, with a view to analysing human linguistic choices, as well as the conditions which influence their subjective uncertainty about time and temporal relations; and second, with a view to evaluating the temporal reasoning formalism based on Possibility Theory, and the classifier trained on human data to select from alternative modal expressions. The outcomes of this study are encouraging, and suggest that the two fields would benefit from increased crossfertilisation.
10.
Police are investigating a shooting incident that occurred in a suburb of London. Some men were observed entering a building. They were in there for exactly 15 minutes. Several shots were fired. The shooting continued for 10 minutes. The men entered the building at 11 pm (some time between 11 pm and 11:05). The shooting started at 11:02 pm (some time between 11:02 and 11:07).
11. Sally's husband was worried about her. She had gone hillwalking that morning and a thunderstorm had occurred. Sally was on the hill for two hours. The thunderstorm lasted for one hour. Sally started her walk at 10:15 (some time between 10:15 and 11:15). The thunderstorm started at 11:05 (some time between 11:05 and 11:20).
12.
There was a riot at the football stadium. It took the police an hour to disperse the rioters. Meanwhile, play continued on the field. The second half lasted for 50 minutes because the referee granted the players 5 minutes of injury time. The riot started at 4pm (some time between 4pm and 4:10pm). The second half started at 4:05 (some time between 4:05 and 4:15).
13. Aline needed to catch a train to Edinburgh. This train journey lasts exactly two and a half hours. However, she had to attend a meeting first, which lasted an hour. Aline's meeting started at 10:00 (some time between 10:00 and 10:05). The train to Edinburgh left at 11:05 (some time between 11:05 and 11:15).
