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In this Rapid Communication, we investigate the universal properties of a spin-polarized two-
component Fermi gas in one dimension (1D) using Bethe ansatz. We discuss the quantum phases
and phase transitions by obtaining exact results for the equation of state, the contact, the magnetic
susceptibility and the contact susceptibility, giving a precise understanding of the 1D analogue of
the Bose-Einstein condensation and Bardeen-Cooper-Schrieffer crossover in three dimension (3D)
and the associated universal magnetic properties. In particular, we obtain the exact form of the
magnetic susceptibility χ ∼ 1/√T exp(−∆/T ) at low temperatures, where ∆ is the energy gap
and T is the temperature. Moreover, we establish exact upper and lower bounds for the relation
between polarization P and the contact C for both repulsive and attractive Fermi gases. Our
findings emphasize the role of the pair fluctuations in strongly interacting 1D fermion systems that
can shed light on higher dimensions.
PACS numbers: 05.30.Fk, 02.30.Ik,03.75.Ss
In the past decade, remarkable progresses have been
made in the study of strongly interacting fermions in
three-dimensional (3D) Bose-Einstein condensate(BEC)-
Bardeen-Cooper-Schrieffer (BCS) crossover [1–4], includ-
ing precise measurements of equations of states (EOS) [5–
8], the investigations of magnetic and pairing/depairing
phenomena [9–11] and polaron [12–15] in a spin polar-
ized system. In addition, the 2D Fermi gas has also been
realized and attracted a lot of attention both experimen-
tally [16–23] and theoretically [24–28]. Despite these ad-
vances, fundamental questions still remain. In particular,
what is the role of pair fluctuations on thermodynamics
and transport phenomena, especially in the vicinity of
transition temperature at unitarity.
Similar questions can be answered in a more affir-
mative manner in the case of 1D Fermi gases due to
the existence of exactly solvable models. Recently, dra-
matical progresses have been made in the experimen-
tal realizations of many exactly solvable models of 1D
interacting bosons and fermions [29, 30]. One natu-
rally expects to gain deeper insight into the 1D ana-
logue of the 3D BEC-BCS crossover as well as the asso-
ciated universal thermodynamics from the Bethe ansatz
perspective. In fact, the precise equation of state ob-
tained from the thermodynamic Bethe ansatz (TBA)
equations [31] not only gives rise to important character-
istics of the Tomonaga-Luttinger liquids (TLL) but also
∗The authors WBH and YYC contributed equally to the calcula-
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provides universal laws, such as quantum scalings, dimen-
sionless ratios, Tan’s contact and universal relations be-
tween macroscopic properties [32–34], which could shed
new light on many-body phenomena in higher dimen-
sions. However, a complete derivation of the thermo-
dynamics of an arbitrarily polarized gas and the role of
pair fluctuation in 1D systems still remain a challenging
problem in the field of cold atoms [25, 30, 35, 36].
In this Rapid Communication, we show that the TBA
equations of the 1D spin-1/2 Fermi gases can serve as
a framework to derive benchmark thermodynamics for
a wide range of physical phenomena. Analytical and
numerical results are obtained for the above mentioned
key physical quantities that cover a wide range of in-
teraction and temperature regimes. In particular, we
obtain exact results for the magnetic susceptibility and
prove its universal behavior at low temperature χ ∼
1/
√
T exp(−∆/T ), where ∆ is the energy gap of the
system and T is the temperature. To characterize the
strength of pair fluctuations, we define the “contact sus-
ceptibility” and show that it captures the crossover from
the TLL regime to the quantum critical regime. We fur-
ther establish the upper and lower bounds for the con-
tact in terms of the polarization P of the system, and
show how it ranges from the random collision limit (high
temperature limit) C ∼ 1 − P 2 to the fully paired state
C ∼ 1− P at low temperatures [37].
The model. A two-component Fermi gas with contact
interaction in one-dimension [38, 39] (the Yang-Gaudin
model) is described by the Hamiltonian H = H0−µN −
HM , where H0 = − ~22m
∑N
i=1
∂2
∂x2
i
+g1D
∑
1≤i<j≤N δ(xi−
2xj). N is the total number of particles and M =
(N↑ − N↓)/2 is the spin polarization. µ is the chemi-
cal potential and H is the magnetic field (chemical po-
tential difference). The effective 1D interaction strength
g1D = −2~2/(ma1D) can be tuned from the weakly inter-
acting regime (g1D → ±0) to the strong coupling regime
(g1D → ±∞) via Feshbach resonances or confinement-
induced resonances [40]. g1D > 0 (< 0) represents re-
pulsive (attractive) interaction. As usual, we define the
dimensionless interaction parameter γ = c/n where c =
mg1D/~
2 = −2/a1D and n is the density. For our conve-
nience in numerical calculation, we set 2m = ~ = 1. Full
thermodynamics is accessible through the TBA equations
derived by Takahashi [31] and by others [41–43] using the
Yang-Yang method [44]. The solutions to the TBA equa-
tions have been studied for a variety of physical proper-
ties [34, 36, 43, 45]. The experimental realizations of
1D Fermi gas [46–49] further provide an ideal testing
ground for our understandings of few- and many-body
physics [30].
Equation of State (EOS). We first derive the universal
behaviour of attractive and repulsive 1D Fermi gases at
high temperatures. Solving the TBA equations by proper
iterations [50], we find that the pressure p and the den-
sity n can be written as (valid for both attractive and
repulsive)
pλ3T = 8π cosh(H/2T )z + {2
√
2π exp(λ2) [1− erf(λ)]
− 4
√
2π cosh2(H/2T )}z2 +O(z3), (1)
nλT = 2 cosh(H/2T )z + {
√
2 exp(λ2) [1− erf(λ)]
− 2
√
2 cosh2(H/2T )}z2 +O(z3), (2)
where z = exp(µ/T ) is the fugacity and λT =√
h2/(2πmkBT ) is the thermal de Broglie wavelength.
λ = sign(c)
√
c2/(2T ) and erf denotes the standard error
function. For the balance case when H = 0, the EOS was
computed in ref. [51] and agrees with our results. For ex-
plicit comparison [50], we note that different units and
conventions were used in ref. [51]. Here we derive for the
first time the high temperature EOS for the 1D Fermi
gas with an arbitrary polarization for both repulsive and
attractive interactions.
In Fig.(1), we show the normalized pressure p/p0 as
a function of µ/T for both repulsive and attractive
gases. Here p0 is the pressure of the corresponding non-
interacting gas. In Fig. 1 (a), we note the opposite non-
monotonicities of p/p0 for the attractive and repulsive
gases, which are due entirely to interaction effects, where
we choose c = 1 for our numerical calculations. The
deviation is smaller for larger magnetic fields, since the
polarization of the gas is larger, leading to smaller in-
teraction effects. In Fig.(1) (c,d), we show the perfect
agreement between Eq.(1) and the numerical solution of
TBA equations for various interaction strength at zero
field H = 0 at high/low temperatures.
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FIG. 1: (Color online) The dimensionless pressure ratio of
p/p0 vs. µ/T for an 1D Fermi gas. Here p0 is the pressure for
the free fermions. (a) shows the numerical TBA result for the
EOS of the polarized Fermi gas with repulsive (lower branch)
and attractive (upper branch) interactions for different mag-
netic fields [50]. (b) The rescaled effective chemical potential
of bound pairs µ2/ǫF as a function of ln |γ| for H = 0. (c)
At high temperatures/weak coupling, the curves for this ratio
show agreement between the analytical result Eq. (1) (circles)
and the numerical TBA result (solid lines) for H = 0. (d)
The ratio p/p0 vs µ/T for the strongly attractive Fermi gas
with different interacting strengths: solid lines stand for the
numerical TBA result while the circles denote the analytical
result from Eq. (3).
The situation changes dramatically at low tempera-
tures, in particular, for the attractive gas where the for-
mation of Cooper pairs induces fundamental changes in
the thermodynamic behaviour of the system. In this
regime, it is convenient to define the effective chemical
potentials for the unpaired fermions µ1 = µ + H/2 and
for the Cooper pairs µ2 = µ+ǫB/2, where the binding en-
ergy ǫB = 2a
−2
1D can be used to characterize the crossover
from the strong to weak pairing regimes. In particular,
we find for ǫB ≫ T , the pressure can be written as a sum
of two components: p = p1+ p2, where p1 is the pressure
for unpaired fermions and p2 for pairs, given explicitly
in [45]
p1 = F
1
3
2
[
1 +
p2
4|c|3
]
, p2 = F
2
3
2
[
1 +
4p1
|c|3 +
p2
4|c|3
]
, (3)
respectively. Here F ra = −
√
r/4πT aLia[− exp(Ar/T )]
(r = 1, 2) with A1 = µ1− 2p2|c| + 14|c|3F 25
2
+Te−
H
T e−
J
T I0
(
J
T
)
and A2 = 2µ2− 4p1|c| − p2|c| + 8|c|3F 15
2
+ 14|c|3F
2
5
2
. In the above
equations Lin(x) =
∑∞
k=1 x
k/kn is the polylogarithm
function, J = 2p1/|c| and I0(x) =
∑∞
k=0 (x/2)
2k
/(k!)2.
For more discussions, see ref. [50]. For interaction
strength ǫB ∼ ǫF , where ǫF = n2π2 is the Fermi energy,
the effective chemical potential µ2 increases quickly, ap-
proaching ǫF , as shown in Fig.1 (b). This feature was
also observed in the recent experiment on the 2D attrac-
3tive Fermi gas [22]. A good agreement between the ana-
lytical and numerical results in high (Fig. 1(c)) and low
(Fig. 1(d)) temperature regimes shows that the strongly
attractive Fermi gases with polarization can be regarded
as the mixture of two “free” gases of bound pairs and
single atoms as long as ǫB ≫ T . In fact, the effects from
the pair-pair and pair-unpaired fermion interactions are
already encoded in the effective chemical potentials. We
note that in the strong pairing regime, the effective chem-
ical potential µ2 approaches a constant, which indicates
that pairs are tightly bound.
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FIG. 2: Dimensionless susceptibility vs. temperature for the
attractive gas with the chemical potential µ = −0.249 and the
coupling strength c = −1. For external field h < hc1 = 0.996,
the susceptibility of Eq.4 (thick black-dashed lines) is in excel-
lent agreement with numerical result from the TBA equations
[50]. The red dotted line shows the onset of susceptibility at
h = hc1. For h > hc1 the gap vanishes with an antiferromag-
netic behaviour.
Characterizing quantum phases in an attractive gas
when H 6= 0. For a fixed value of chemical potential,
the phase diagram of an attractive Fermi gas consists
of three phases: a fully-paired phase P for H < Hc1, a
fully-polarized ferromagnetic phase F for H > Hc2, and
a partially polarized phase PP for the intermediate field
Hc1 < H < Hc2 [43, 52, 53]. Here Hc1,c2 are the lower
and upper critical fields. To characterize these phases
and phase transitions between them, we calculate the
following two quantities: (1) the magnetic susceptibil-
ity χ = ∂M/∂H that characterizes the magnetic prop-
erties of the system and (2) the “contact susceptibility”,
Ch ≡ ∂C/∂H that characterizes how the singlet pair for-
mation evolves with external magnetic field. Here C is
the contact of the 1D attractive Fermi gas, measuring
the probability of short-range singlet pairs in the system
[54]. It is important to note that while χ is related to the
one-body density matrix of the system, Ch is determined
by the two-particle density matrix and provides a unique
quantity to characterize the pair fluctuation of the sys-
tem. The contact C also manifests the criticality of the
gas near the critical point [55]. In fact, as we will show
later, there exists a unique link between C and M .
(1) Magnetic susceptibility. The 1D Fermi gas of-
fers an ideal platform for the exploration of quantum
magnetism [46–49]. For systems with an excitation gap
∆, the magnetic susceptibility χ usually takes the form
χ ∼ (1/√T ) exp(−∆/T ) [56], indicative of a dilute set of
magnons at low temperatures. Here we prove explicitly
that the TBA equations for an attractive Fermi gas de-
termine precisely such an elegant behaviour for H < Hc1.
Defining the dimensionless quantities µ˜ = µ/ǫB, h =
H/ǫB, t = T/ǫB and ∆˜ = ∆/ǫB, the dimensionless sus-
ceptibility χ˜ = ǫBχ/|c| for the gapped Fermi gas can be
written as
χ˜ = − 1
4
√
2
f− 1
2
(
∆˜
t
)[
1 + 3f 1
2
(
∆˜
t
)
+ 3f 1
2
(
− A˜2
t
)]
,
(4)
where fn(x) = t
n/(2
√
π)Lin(− exp(−x)) and A˜2 ≡
A2/ǫB. At low temperatures when t ≪ ∆˜, χ˜ reduces
to a surprisingly simple expression
χ˜ ≈ 1
8
√
2π
√
t
e−∆˜/t. (5)
The dimensionless energy gap ∆˜ ≡ ∆/ǫB for a strongly
attractive Fermi gas can be written as (up to the order
1/c3)
∆˜ = −µ˜1 + 16µ˜
3
2
2
3
√
2π
− 16µ˜
2
2
3π2
+
112µ˜
5
2
2
9
√
2π3
− 32µ˜
5
2
2
15
√
2π
(6)
with µ˜1 = µ˜+ h/2 and µ˜2 = µ˜+ 1/2.
Eq.(5) presents a general signature for a spin gapped
systems in 1D systems [57, 58], and we derive the explicit
form for the first time from Bethe Ansatz. This relation
shows that the susceptibility decays exponentially with
decreasing temperature with a pre-factor proportional to
1/
√
T . The temperature dependent susceptibility is pre-
sented in Fig. 2, where an excellent agreement between
the numerical result and the analytical formula Eq.(5) is
observed for the external field h < hc1 = 0.996. The typ-
ical rounded peaks show a characteristic of spin gapped
phase for h < hc1, where the gap given by Eq.(6), agrees
fully with numerical result in Fig. 2. As expected, the
suscetibility diverges at h = hc1 where magnetic phase
transition occurs [59]. However, for h > hc1, the system
turns into a partially polarized phase with the suscep-
tibility satisfying an additivity rule at low temperature,
i.e. χ−1 = χ−11 + χ
−1
2 , where χr = r(µBg)
2 (∂nr/∂µr)n,c
with r = 1, 2. This additivity rule is a characteristic of
the TLL, which was found in [33, 34]. Here µB is the
Bohr magneton and g is the Lande´ factor.
(2) Contact susceptibility. Physically, the contact char-
acterizes the probability of finding two particles entan-
gled in a spin-singlet state (pair) at short distances. It es-
4FIG. 3: The dimensionless contact C˜ and contact suscepti-
bility C˜h as a function of dimensionless temperature t for the
attractive Fermi gas with µ˜ = −0.498. (a) and (c): C˜ and
C˜h for different magnetic fields near the upper critical field
hc2 = 1.0675. (b) and (d): C˜ and C˜h for different magnetic
fields near the lower critical field hc1 = 0.9962. (e) and (f)
show the contour plots of the contact susceptibility as a func-
tion of the temperature at the upper and the lower critical
points, respectively. The black lines show the minimums of
the contact susceptibility .
tablishes universal relations among many physical quan-
tities [32, 54, 60–63], such as the tail of momentum dis-
tribution, the interaction energy, the pressure and the dy-
namic structure factor at high frequencies [60]. Very re-
cently it was also shown that the contact exhibits the uni-
versal scalings at the second order phase transitions [55].
As a function of temperature, the evolution of C indi-
cates how the singlet pair formation is affected by ther-
mal fluctuations. Furthermore, the “contact susceptibil-
ity”, Ch ≡ ∂C/∂H measures the likelihood of pair break-
ing by the external magnetic field [64] and, as we have
emphasized before, is related to the two-body density
matrix, in contrast to the magnetic susceptibility.
In Fig.3, we show the dimensionless contact C˜ ≡ C/ǫ2B
and C˜h ≡ Ch/ǫB as a function of the dimensionless tem-
perature t ≡ T/ǫB. There are several features to be
noted. (1) In both the fully-paired and partially polarized
phase, the contact exhibits non-monotonic dependences
on temperature. As one increases temperature from zero,
the contact starts with a finite value and initially de-
creases due to thermal fluctuations, but finally increases
due to decreasing polarization. On the other hand, for
H > Hc2, in the fully polarized phase, the contact starts
from zero and increases monotonically with temperature.
(2) The contact susceptibility, on the other hand, starts
from zero for both the paired and full polarized phase,
reflecting the gapped nature of the spin excitations. The
temperature at which the contact susceptibility reaches
maximum indicates the strongest pair fluctuations in the
system. The minimums of the C˜h also mark the charac-
teristic temperatures which distinguish the TLL phases
from the quantum critical regime.
Bounds for contact in a magnetized gas. The fact that
both magnetic and contact susceptibilities can be used
to characterize the critical behaviour of the system and
give rise to the same quantum critical regime implies that
there is a fundamental relation between these two quan-
tities. To see that, let us first consider the high tem-
perature limit. In this case, the contact is proportional
to the probability of the random collisions between two
fermions with different spins, i.e. C ∝ (N↓/N)(N↑/N) =
(1− P 2)/4 where P ≡ (N↑ −N↓)/N = 2M/N is the po-
larization. This represents the limit of least (spin singlet)
paired Fermi gas. On the other hand, in the strong cou-
pling limit where fermions form tightly bound molecules,
the contact should be proportional to the number of
molecules N↓, and as a result C ∝ 1−P . This represents
the limit of a strongly (spin singlet) paired states. In
other words, if we define the contact for P = 0 as Cmax,
then C/Cmax should lie between two curves 1 − P and
1 − P 2. In three-dimension, this relation is conjectured
to hold and is shown to be so with a large-N calcula-
tion [37]. For 1D Fermi gas, based on the TBA equation,
we prove that this is indeed the case.
In the grand canonical ensemble, the Tan’s contact can
be calculated as C = −(c2/2)∂p/∂c. By analytically solv-
ing the TBA equations for various cases, the contact can
be written as (for both repulsive and attractive cases)
C =

2n4pi2
3 (1− P )[1− 6nc (1− P ) + 24n
2(1−P )2
c2 − 12n
2pi2
5c2 ], c≫ 1, P > 0.5, T = 0
2pi2n4 ln 2
3
[
1− 6n ln 2c + 24(ln 2)
2n2
c2 − 6pi
2ζ(3)n2
5c2 ln 2
]
− c28pi2n2T 2, c≫ 1, P = 0, T ≪ µ
1−P 2
4 c
2n2, |c| ≪ 1, T = 0
n|c|3
4 (1 − P )
{
1 + pi
2n3
|c|3
[
1
24 (1− P )2(1 + 3P ) + 83P 3
]}
+ 4P
2−P+1
6(1−P )P T
2, c≪ −1 P 6= 0, 1 T ≪ µ,
c2n2(1−P 2)
4
{
1−
√
pic√
2T
e
c
2
2T
[
1− erf( c√
2T
)
]}
, T ≫ c2.
(7)
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FIG. 4: The contact ratio C/Cmax vs polarization P . Here
Cmax is the corresponding maximum value of the contact at
P = 0. Left panel: for an attractive interaction with γ = −10.
Right panel: for a repulsion with γ = 100. The ratio in the
two interacting regimes are boundbetween the two limiting
cases, viz. 1− P 2 and 1− P .
In Fig.4, we show C/Cmax for various values of temper-
atures in the attractive case (left pannel) and the repul-
sive case (right pannel). They all lie within the asymp-
totic curves 1 − P and 1 − P 2. As one increases the
temperature, the curve moves gradually towards 1− P 2,
as we have argued intuitively above. The relation be-
tween C and M (or P ) also provides a unique angle to
understand the correlation of Fermi gas in higher dimen-
sions, namely the extent to which fermions are entangled
in a singlet pair in the system [64].
In summary, we have characterized the quantum states
of a polarized 1D Fermi gas by obtaining the exact
EOS, magnetic susceptibility, the contact and contact
susceptibility for both repulsive and attractive interac-
tions. We have shown that quantitative measurement
of pair fluctuation through contact susceptibility also
marks the quantum critical regime and have derived
exact bounds for the contact in a spin polarized sys-
tem. These benchmarking thermodynamics for the 1D
crossover from weak to strong pairing regimes [Fig. 1],
susceptibility [Fig. 2], and the upper and lower bounds
for the contact [Fig. 4], are common for both 2D/3D
and 1D systems. These properties can now be probed in
quasi-1D experiments [46, 47, 49] and could also shed new
light into the universal behaviour of interacting fermions
in higher dimensions [22, 23, 37].
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