This article presents the first privacy-preserving localization method based on provably secure primitives for smart automotive systems. Using this method, a car that is lost due to unavailability of GPS can compute its location with assistance from three nearby cars, while the locations of all the participating cars including the lost car remain private. Technological enhancement of modern vehicles, especially in navigation and communication, necessitates parallel enhancement in security and privacy. Previous approaches to maintaining user location privacy suffered from one or more of the following drawbacks: trade-off between accuracy and privacy, one-sided privacy, and the need of a trusted third party that presents a single point to attack. The localization method presented here is one of the very first location-based services that eliminates all these drawbacks. Two protocols for computing the location is presented here based on two Secure Function Evaluation (SFE) techniques that allow multiple parties to jointly evaluate a function on inputs that are encrypted to maintain privacy. The first one is based on the two-party protocol named Yao's Garbled Circuit (GC). The second one is based on the Beaver-Micali-Rogaway (BMR) protocol that allows inputs from more than two parties. The two secure localization protocols exhibit trade-offs between performance and resilience against collusion. Along with devising the protocols, we design and optimize netlists for the functions required for location computation by leveraging conventional logic synthesis tools with custom libraries optimized for SFE. Proof-of-concept implementation of the protocol shows that the complete operation can be performed within only 355ms. The fast computing time enables localization of even moving cars.
INTRODUCTION
Contemporary automobiles are increasingly being equipped with advanced technologies that make significant enhancements to both functionality and safety of the vehicles. Two of the most significant improvements in this field are smart navigation system and inter-vehicle P3: Privacy Preserving Positioning for Smart Automotive Systems 79:3 that each car can simultaneously participate in two GC operations with each of the two other cars (assuming a multi-core architecture of the processors, which is widely available at present). With this protocol, the location of the lost car is secure as long as at least one of the assisting cars does not collude with the other cars. The second protocol involves only one invocation of the multi-party BMR operation. This protocol is secure against collusion among any number of cars. However, the BMR protocol requires more computation than the GC and thus the second protocol is more time consuming than the first one.
In both GC and BMR, the pertinent function is represented as a circuit consisting of Boolean logic gates (AND, OR, XOR, etc). This circuits is called a netlist. We generate the netlists required for the localization protocol by using conventional logic synthesis tools with GC optimized custom libraries as suggested in Reference [39] . Even though some of the optimizations for GC are not available for BMR, the netlist optimization goal still remains the same. Therefore, the methodology in Reference [39] can be employed to generate netlists for BMR with slight modification. Our custom synthesis library includes the first GC (and BMR) optimized implementations of division and square-root functions, required for the computation of the location of the lost car. The synthesis library presented in Reference [39] include implementations of unsigned addition, subtraction, and multiplication. We add enhanced implementations of these functions to our library to support signed inputs and overflow.
One major use case for our privacy-preserving localization is in military applications when a lost military vehicle requires help in locating itself. It is crucial that the location of each participating vehicle remain private so that an adversarial vehicle cannot learn their location by pretending to be an ally or by tapping into the common channel. This application can also be beneficial in verifying a suspected vehicle claimed location via distance bounding with assist from three nearby cars. Generally, three verifying base stations perform distance bounding on the suspect vehicle confining it to a triangular region. However, this requires costly infrastructure that may not be available in all places. In this scenario, three other cars can act as the verifying base stations while their locations remain private and the location of the suspect vehicle is revealed only to the verifier.
Contributions:
In brief, our contributions are as follow:
• We present the first privacy-preserving triangle localization for smart automotive systems based on provably secure primitives. We design two protocols utilizing SFE techniques such that a lost car along with three nearby cars can jointly compute the location of the lost car while the locations of all the participating cars remain private.
• We analyze the security and performance of the localization protocols in detail and demonstrate the trade-off between performance and collusion deterrence.
• We develop a circuit synthesis library with functions required to generate GC and BMR optimized netlists for triangle localization algorithm. This library includes the first GC implementations of square-root and division operations.
• Proof-of-concept implementation of our protocol demonstrates practicality of the design.
The complete protocol is performed within only 355ms.
Note that an earlier version of this work was presented in Reference [21] , which included only the GC-based protocol. In this version, we provide a detailed analysis on the collusion among the participating cars and show that in the GC-based protocol the location of the lost car is secure as long as at least one of the three assisting cars do not collude with others. We then present a second protocol based on BMR, which supports more than two participants as opposed to GC. This protocol is secure even if all the assisting cares collude with one another. In addition to this, we optimize the netlist for computation of location by determining the maximum physical bound 79:4 S. U. Hussain and F. Koushanfar on the intermediate variables. As a result, the end-to-end localization time is reduced from 550 to 355ms on the same evaluation platform.
The rest of this article is organized as follows. In the next section, we present a generic overview of the localization protocol. In Section 3, we briefly describe the background required to explain this work. Next, we outline the protocol and analyze the privacy of the cars in Section 4. In Section 5, we describe the details of the SFE operation, and in Section 6, we evaluate our implementation of the protocol in terms of time and resource usage. In Section 7, we survey the related literature. Finally, Section 8 concludes the paper.
GLOBAL FLOW
The overview of the localization process is displayed in Figure 1 . The lost car Q sends requests to three nearby cars A, B, and C to assist in computing its location. The first step is to estimate the distance r X of Q from each assisting car X (= A, B, or C). Depending on the protocol used, either the assisting car or the lost car learns this distance, but not both of them. The location L X of each car X is known only to itself throughout the protocol. Then A, B, C, and Q (only in the second protocol) participate in a privacy-preserving localization protocol to compute the location of Q.
Ideally, the location of Q would be a common intersection of three circles centered at A, B, and C. However, due to inaccuracy in distance estimation, the location of Q is computed as the median of a triangle formed by the intersections of pairs of circles. In the first protocol, each pair of cars (say, A and B) participates in a GC operation to compute two possible candidates for one vertex of the triangle. Then one of them (say, B) participates in another GC operation with the third car (C) to select the candidate closer to C as the vertex. Thus, six GC operations are required to determine all three vertices of the triangle. One car can learn zero to at most two vertices. Therefore, a single car cannot compute the median on its own. The median L Q , i.e., the location of Q, is computed through secure sum [11] protocol where all four cars participate and revealed only to Q. The second protocol employs BMR, which supports more than two (in this case four) participants. In this one, the complete operation, including the computation of the median, is performed with only one invocation of the SFE protocol. Therefore, the intermediate values (intersecting points) are not revealed to any participant, making it secure against collusion. Security Model. Consistent with the earlier relevant literature [1, 12, 19, 25, 38, 45] , we adopt the honest-but-curious security model [4, 27] . In this model, the participating parties follow the agreedupon protocol but may want to learn about the other parties' data from the information at hand (their own input and the output received from the protocol). Moreover, for privacy-preserving protocols involving more than two parties, there is the notion of honest majority, where the number of honest parties is higher than the number of dishonest parties. Of the two localization protocols presented in this article, the first one requires an honest majority. However, honest majority is not a requirement for the second localization protocol.
PRELIMINARIES
In this section, we provide a brief background related to this work. We first explain the cryptographic tools we employ to ensure privacy while computing the location. Especially, we describe the SFE frameworks used for secure computation. Finally, we describe the localization algorithm used to compute the location of the lost car.
Cryptographic Protocols
Oblivious Transfer. Oblivious Transfer (OT) [29] is a cryptographic protocol executed between a sender S and a receiver R, where R selects one from a pair of messages provided by S without revealing her selection. In a 1-out-of-2 OT protocol, (OT Yao's Garbled Circuit. Yao's Garbled Circuit (GC) [41] is a cryptographic protocol where two parties, Alice and Bob, jointly compute a function z = f (x a , x b ) on their private inputs x a , provided by Alice, and x b , provided by Bob. In the end, one or both of them learn the output z. The function f is represented as a Boolean circuit, called netlist, consisting of 2-input 1-output logic gates. Thus, the operation of each gate is described by a four-entry truth-table. The netlist is simulated in a way such that the actual value of each wire is shared between Alice and Bob, and none of them can learn the value individually. Alice, called the garbler, garbles the circuit as follows. She assigns each wire in the netlist with a pair of 128-bit random keys corresponding to the Boolean values 1 and 0. For each gate, a garbled truth table is constructed by encrypting the keys for output with the corresponding input keys. She then sends the garbled circuit along with the keys corresponding to her input values (one key per input) to Bob, called the evaluator. Bob obtains the keys corresponding to his input values obliviously through 1-out-of-2 OT protocol that allows him to retrieve the keys without revealing the values of his inputs. He then uses these input keys to evaluate the encrypted tables gate by gate and decrypt the keys associated with the value of each wire. However, the mapping of these keys to the actual values is known only to Alice. Thus, together they share the secret value of each wire. At the final step, they reveal their respective shares for only the output wires to learn the output z.
Beaver-Micali-Rogaway. BMR [3] is a multi-party variant of Yao's GC supporting more than two parties. In contrast to GC, where only one party generates the garbled circuit, all the parties jointly participate in the preparation of the garbled circuit, and no subset of colluding parties can learn any value internal to the netlist. The function is of the form z = f (x 0 , x 1 , . . . , x n−1 ), where there are n parties involved and x i is the private input of the ith party. Each of the n parties assigns each wire in the netlist with a pair of 128-bit random keys corresponding to the values 1 and 0. To construct the garbled truth table, the keys of the output wire of each gate is encrypted separately with corresponding input keys from each party. Thus, the keys of the input wire from just one party is able to hide the keys of the output wire. However, it comes with the increased computation cost of O(n 2 ) and communication cost of O(n) per gate, instead of O(1) in GC. The construction of all the garbled gates are independent and is performed in parallel. Evaluation phase is performed only by the parties receiving outputs. For each corresponding input wire, each party sends the keys generated by them to each evaluating party and each evaluating party receives the keys generated by other parties through OT. Each evaluating party then evaluates the garbled circuit gate by gate. The evaluation requires O(n 2 ) decryption operation per gate as opposed to O(1) in GC. As a result, this protocol is more time consuming compared to GC.
Optimizations and Netlist Generation.
A number of optimizations to the GC protocol have been proposed: free-XOR [26] , row reduction [30] , half gate [42] , and fixed-key block cipher [4] . Among these optimizations, a major one is free-XOR, as it allows the evaluation of XOR, XNOR, and NOT gates (jointly termed as the XOR gates) without costly cryptographic encryption, which also translates to less communication time as the XOR gates do not need the transfer of the garbled tables. As a result, the primary optimization goal while generating the netlist for f is to minimize the number of non-XOR gates (AND, OR, NAND, etc). The size of the non-XOR gate truth table is reduced by 25% each with the row-reduction and half gate optimizations. Among these, only the free-XOR optimization is compatible with BMR [5] .
According to the methodology presented in TinyGarble [39] , f is first described with a Hardware Description Language (HDL) and compiled with a logic synthesis tool using libraries that are designed to minimize the number of non-XOR gates. As a result, it naturally benefits from the powerful techniques already incorporated in existing logic synthesis solutions.
Note that the realizations of oblivious transfer, Yao's GC, and BMR protocol employed in this work are secure in the honest-but-curious security model (with honest majority for the BMR protocol). Realizations of oblivious transfer and Yao's GC in the malicious security models, where the parties may deviate from the agreed-upon protocols, has been presented by recent works. However, these realizations incur more computational cost to ensure security in this stronger setting. Since the localization protocols presented in this article are only secure in the honest-but-curious model, incurring the extra cost of those realizations would be redundant. Figure 2 shows the setup of the triangle localization algorithm provided in Reference [35] . The car Q is lost. It requests three other cars, A, B, and C, to help locate itself.
Triangle Localization
First, distances r A , r B , and r C of Q from A, B, and C, respectively, are estimated. In the ideal case where the estimated distance is exactly equal to the actual distance, the three circles centered at A, B, and C with radii r A , r B , and r C , respectively, would have a common intersection at Q. However, in practice distance cannot be estimated so precisely. An underestimation may result in no intersection. Therefore, the distance is generally overestimated. In this way, a triangle DEF is formed by the points of intersections. The estimated location of Q is the median of the triangle.
In general, two circles intersect at two points (for example, circles with centers at A and B intersect at F and F ). The one that falls inside the third circle forms one vertex of the triangle (F falls inside the circle centered at C). The equations for calculating the coordinates of F and F is provided here. The other intersections can be calculated in similar fashion. We denote the Euclidean coordinates of a point P as (x P , y P ).
where (1) and (2) have two solutions as given by Equations (4) and (5). The one that lies inside the range of C, decided through inequality Equation (3), forms one vertex of the triangle. Note that the vertex of the triangle is shown as F in the figure just for simplicity; it could be either of F or F .
PROTOCOL AND ANALYSIS
We designed two protocols to securely compute the location of the lost car. The first one is based on the two-party SFE protocol, Yao's GC. We break down the localization function into six invocations of the GC protocol between the three assisting cars. With this protocol, the location of the lost car is secure as long as at least one of the assisting cars does not collude. The second protocol is based on the multi-party SFE protocol, BMR. This protocol is simpler and more secure than the first one, as all four cars participate in one invocation of the BMR protocol. The computed location remains secure even if all three lost cars collude with one another. However, this protocol takes four times longer to compute the location as compared to the first one.
In the following, we describe the two protocols and analyze the security and privacy of them. The lost car is denoted as Q and the three assisting cars are denoted as A, B, and C. We then analyze the privacy of the location of the participating cars without and with collusion among the cars.
Protocol with Yao's GC
4.1.1 Protocol Description. There are two phases in this protocol. In the first phase, the coordinates of the triangle DEF are computed through the GC protocol. For the location verification scenario, the coordinates are provided to the verifying authority after this phase. For other localization scenarios, the median of the triangle is computed through the Secure Sum [11] protocol in the second phase. Phase 1: Computing Triangle DEF . For this phase, we need to evaluate the netlists of following two functions through GC. Similar to the previous section, the computation of the vertex F is used as an example here.
[
, which implements Equations (4) and (5).
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which implements inequality Equation (3).
The steps of this phase are as follows.
(i) Q sends lock_location request to A.
(ii) Upon receiving the request, A locks its current coordinates (x A , y A ) and immediately start the estimation of the distance r A with Q. 
(ix) A and B perform the Step (v) to compute in E , which is 1 if E lies inside the range of B or 0 if E lies inside the range of B. A learns in E and shares it with C. B learns nothing in this step.
Phase 2: Computing the Median of Triangle DEF . After phase 1, each assisting car possesses the coordinates of two intersections and two Boolean variables indicating whether or not these intersections are vertices of the triangle DEF . In this phase, the assisting cars along with the lost car Q compute the median of the triangle through the following steps:
and sends to C.
and sends to Q. (v) Q now subtracts the initial random numbers from the sums and compute the medians as
, which are the coordinates of its estimated location.
Security Analysis.
We now analyze what information each car can learn regarding the location of the other cars.
Lost Car. In this protocol, the lost car learns nothing but its own location. However, there is a maximum range within which the cars will be able to communicate with each other. If that range is R, then the lost car can assume that the three assisting cars are within a circular area around it with a radius of R. Therefore, the uncertainty over the location of the assisting cars is 1/πR 2 . Assisting Cars. An assisting car can be interested in two types of information: the locations of the other two assisting cars and the location of the lost car. Each assisting car knows the coordinates of only one of the intersections with the circle of the other two assisting cars. Without the coordinates of the other intersection, it is not possible to deduce the center of the other circle. Therefore, the uncertainty for one assisting cars over the location of other two assisting cars is 1/πR 2 .
Regarding the location of the lost car, an assisting car knows the distance between the lost car and itself with some uncertainty created by the lost car by modifying the propagation time as described later in Section 4.4. Therefore, an assisting car X (= A or B or C) can confine the location of the lost car within a circular region with radius r X . It is possible for one assisting car to know the coordinates of two of the vertices of the triangle DEF . Those two vertices form one chord of that circle. In a strict sense, it is not possible to learn which side of that chord the other vertex resides. However, if the two partitions on either side of the chord have largely different areas, it is more likely that the other vertex is on the larger partition. Even though it is not straightforward to calculate the uncertainty here, the minimum uncertainty, in this case, would be 2/πr 2 X . The regions of uncertainty for car A in locating the other cars is shown in Figure 3 . The uncertainty region of the lost car Q is marked with stripes and the uncertainty region of the other two assisting cars B and C is marked with dots. It is assumed that A knows the vertices E and F of DEF . Collusion Among Cars. In this protocol, the lost car Q does not participate in any invocation of the SFE protocol. Intuitively, if all three assisting cars collude with one another the location of the lost car will not remain secure. Indeed after Step (iii) of Phase 1, the cars A, B, and C collectively know all the inputs to the Equations (3), (4), and (5). Therefore, together they can compute the location of the lost car. Another point to note here is that based on the relative location of Q, there is a possibility that one of the three assisting cars learns two vertices of the triangle while one other car knows none of them. In that case, it would be enough for two cars to collude to compute the location of the lost car. However, it is not possible to predict this scenario before the start of Phase 2.
Protocol with BMR
4.2.1 Protocol Description. The possible security breach in the previous protocol arises due to two fact that the lost car holds no inputs to the secure function. Since Yao's GC allows only two inputs, to involve the lost car in the secure computation, we would have to break down both the Intersection and Ranдe functions into two parts each and perform twelve GC operations instead of six. However, we present another protocol based on BMR that supports inputs from more than two parties.
This protocol involves only one invocation of the BMR operation where all four parties participate. It requires only one netlist that includes three instances each of the Intersection and Ranдe netlists. The netlist, named TriLoc, is outlined in Figure 4 . Only the netlist for computing vertex D is shown in detail. Unlike the first three steps of Phase 1 in the previous protocol, the distances r A , r B , r C of Q, respectively, with A, B, and C are estimated by Q (the coordinates of A, B, and C are still locked by the respective cars). Therefore, Q now holds three inputs to the Equations (3), (4), and (5). All of A, B, C, and Q performs garbling operation, while only Q evaluates the netlist and thus learns the output. In location verification scenario, the output is revealed to the verifier instead of Q.
Security Analysis.
The analysis on the regions of uncertainty for this protocol is similar to the first one. Since the lost car is the one estimating the distances instead of the assisting cars, their respective regions of uncertainty also switch. The lost car now can confine the three assisting cars A, B, and C within circular regions with radii r A , r B , r C , respectively, and the assisting cars can confine the lost cars within circular regions with radius R. The regions of uncertainty of the assisting cars with respect to one another remains the same.
Collusion Among Cars. As explained above, the location of the lost car is secure with this protocol even if all three of the assisting cars collude. However, unlike the previous protocol, there is a possibility of collusion between the lost car and one or more of the assisting cars. If, say, C colludes with Q, then together they hold the information regarding the distances of A and C from Q: r A and r C , respectively. The maximum distance between A and C is r A + r C . If this distance is shorter than the maximum communication distance R, then C can confine the location of A within a distance of r A + r C < R, which will result in shrinking the region of uncertainty. Since, in this protocol, the intersections between the circles are internal variables of the secure function, as shown in Figure 4 , the location of A cannot be predicted with an accuracy more than this.
Effect of the Motion of Cars
The inputs to the two functions Intersection and Ranдe are locked in the first three steps of Phase 1 of the protocol. The rest of the protocol execution proceeds with these locked values. Therefore, the final output of the protocol revealed to Q is the location of Q at the end of these three steps. There are two timing constraints that affect the accuracy of the estimated location:
(1) The time to lock the coordinates of A, B, and C and estimating the distances should be negligibly small such that all the cars can be considered stationary during that time period. As shown in References [32, 33] the distance estimation can be done as fast as in a few nanoseconds. Therefore, the time in the first three steps primarily consists of the times to send the lock_location request, which is only a few bits. According to our experimentation sending a 32-bit integer takes around 1,500 clock cycles, which translates to around 1.5μs. Therefore, the total time for these steps is around 3μs (note that the time for the lock_location request to the first car A does not need to be considered, since the process starts only after A receives that request). Assuming the cars are moving at 100kph, they move about 83μm in this period, which is indeed negligibly small. (2) The total time of the protocol execution should be small enough so that the estimated location is close to the current location of Q. Another possibility is that Q remains stationary during the protocol execution. Note that the assisting cars do not need to be stationary, since their locations are locked at the beginning. As we show in Section 6, the time to complete the protocol is 330ms. Assuming the lost car is moving at 100kph, it will move about 9.3m during this period. Note that the current minimum accuracy of GPS coordinating systems is 8m [40] .
Distance Compensation
According to the first protocol described in the previous section, one assisting car may know two vertices of the triangle DEF . The estimated location of Q is the median of DEF and is calculated through the secure sum protocol such that only Q learns the final result. However, if the area of the triangle is too small, the location of Q may be estimated by a car with good accuracy from just two vertices of DEF . To prevent this, Q should be allowed to manipulate the area of DEF by controlling the estimated distances from the three assisting cars. However, the estimated distance should only be known to the respective assisting car. Among several methods available for distance estimation like Received Signal Strength Indicator [13, 43, 44] , Time of Arrival [6, 13, 17] , and Angle of Arrival [28, 34] , the one most suitable for this purpose is the two-way Time of Arrival method [6] .
In this method, the assisting car sends a synchronization message to the lost car and the lost car sends it back after some delay. Then, the assisting car measures the time shift (t s ) between the transmitted and received messages and subtract the estimated delay t d to get the propagation time t p = t s − t d . In a typical application, the delay accounts for the time to receive the complete the message, and the time for the transceivers of both the cars to change their mode (transmitter ↔ receiver). In this application, the lost car can wait an arbitrary time before sending back the message so that the actual delay is larger than the estimated delay t d . This increases the estimated distance and eventually results in a larger area of DEF .
Note that since the final location is the median of the triangle, the larger area does not result in a significant error in the estimated location as we will show in Section 6.
SFE OPERATION
As explained in Section 3.1, we need to generate a netlist consisting of Boolean logic with the optimization goal set to minimizing the number of non-XOR gates, which minimizes both communication and computation [26] , to securely evaluate a function. In this section, we describe the generation of these netlists with our custom synthesis library and the invocation of the SFE protocols to securely evaluate these netlists.
Netlist Generation
We follow the TinyGarble methodology [39] to generate the netlists for GC and BMR operations. Even though TinyGarble supports both sequential and combinational circuits, the latter approach is more suited for the localization application as it does not involve repeated operation for most of the parts. The TinyGarble framework provides free-XOR optimized synthesis library that contains implementations of arithmetic functions like unsigned addition, subtraction, and multiplication. For implementations of Equations (3)- (5), we extend the library by including signed versions of these functions along with support for variable bit-length and overflow, which are essential for generating the netlist for any arbitrary practical function. In addition to this, we implemented free-XOR optimized division and square-root functions as required by Equations (4) and (5).
As shown in Figure 4 , the netlist for TriLoc, required by the BMR-based protocol, is composed of the netlists for intersection and ranдe functions, along with three MUXs and one three input adder. In the following, we discuss the generation of GC/BMR optimized netlists for these functions. The netlists for each function need to be generated only once. It is generated offline and saved in each car's memory. (4) and (5) that require, along with other arithmetic functions, division and square root. In our implementation, the complexity of the number of non-XOR gates in a w-bit division operation is O(w 2 ), which is similar to the complexity of the multiplication operation provided in Reference [39] . The number of non-XOR gates for a 64-bit division operation is 12,546. The square-root operation follows an iterative procedure. The complexity of the number of non-XOR gates in a w-bit square-root operation with v iterations is O (w 2 v) . Again, the number of required iterations can be assumed to be linearly proportional to the bit width, which simplifies the term to O(w 3 ). Therefore, the of the number of non-XOR gates in the Intersection netlist with W -bit location coordinates is O(W 3 ). The number of non-XOR gates for a 64-bit square-root operation with 32 iterations is 12,733.
Intersection. The Intersection netlist computes Equations
If we start with W -bit Euclidean coordinates, then the number of bits in the internal variables keeps increasing due to overflow. The outputs of a w-bit addition/subtraction, multiplication, and division operations need w + 1, 2w, and w bits, respectively. Going this way, inputs to the two division operations of Equation 5 is 3W + 7-bit (note the "±" in the equation, hence two division operations). However, the output of this equation is the Euclidean coordinates of an intersection and at the boundary condition, these coordinates can be at most four times the highest possible coordinate of an assisting car. Therefore, the outputs of these division operations will be confined to the lowestW + 2 bits, and we can discard the rest. A similar situation occurs for the division operations for Equation 4 . Besides reducing the number of non-XOR gates in the Intersection netlist, this also reduces the number of non-XOR gates in the Ranдe netlist as these coordinates are its inputs. Range. Even though inequality Equation (3) involves a square-root operation, both sides of this inequality are positive quantities as both of them are measured distances. Therefore, we can avoid the costly square-root operation by squaring both sides. As a result, the Ranдe netlist is much smaller than the Intersection netlist, the most complex operation being squaring (multiplication) with a complexity of O(w 2 ). 
Invocation of the SFE Protocols
GC Operation. Each of the assisting cars participates in two GC operations on the Intersection netlist with the other two cars in the first protocol. These two GC operations are independent of each other and performed in parallel in two cores of the processor. To ensure symmetry, each car performs as the garbler for one pair and the evaluator for the other. Similarly, each assisting car participates in two parallel GC operations on the Ranдe netlist with the other two cars. Figure 5 illustrates these operations. The outer arrows depict GC on Intersection and the inner arrows depict GC on Ranдe. The vertex of the triangle DEF that is being computed in each GC operation is also indicated beside the arrows. A solid arrow emanating from a car indicates that the car acts as the garbler in that operation, and a dashed arrow indicates the evaluator.
The operation of the car A is described here as an example. A acts as the garbler while B acts as the evaluator to determine the coordinates of F and F through the Intersection netlist and only learns the coordinate of F . In parallel to this, A participates in another GC operation as the evaluator, with C as the garbler to compute the coordinates of E and E and learns only the coordinate of E . A then performs as the garbler, while B performs as the evaluator to decide whether E forms one vertex of the triangle through the Ranдe netlist and shares the result with C. At the same time, it acts as the evaluator in another GC operation where C is the garbler to decide whether D forms one vertex of the triangle without learning the result. BMR Operation. With BMR the complete operation is performed in one invocation of the protocol on the TriLoc netlist. Even though the computation of each vertex is independent of each other as can be seen from Figure 4 , BMR computes the circuit serially gate by gate. Therefore, the BMR-based protocol cannot benefit from the parallelism of the operations. Moreover, as explained in Section 3.1, The BMR protocol incurs computation cost of O(n 2 ) and communication cost of O(n), as opposed to O(1) in GC. The total number of computed gates also increases slightly, since the median computation is performed through SFE instead of the secure sum as in the GC-based protocol. As a result, while this protocol shows better resilience against collusion, it is slower than the first one. All of A, B, C, and Q act as garblers, while only Q acts as the evaluator and learns the final output, which is its location. Unlike the GC-based protocol, the intermediate results, i.e., the coordinates of the intersections, are not revealed to any car.
EVALUATION
In this section, we first analyze the error in location measurement associated with the triangle localization algorithm. Next, we evaluate the netlists required for the secure localization 79:14 S. U. Hussain and F. Koushanfar protocol in terms of the number of non-XOR gates. Finally, we garble/evaluate them through the SFE frameworks and present the timing results.
Error Analysis
We first analyze the error in the location estimated by triangle localization algorithm. Note that this error is solely due to the localization method, and distance estimation error. The SFE protocols do not introduce any additional error. To estimate the error, we run simulation by placing the assisting cars at random positions inside a square area with dimension T and place the lost car at the center of that square. The error is quantified as the Euclidean distance between the estimated and actual location of the lost car, normalized to T . The estimation error depends on two factors: (a) the relative positions of the assisting cars with respect to the lost car, (b) the area of the triangle formed by the three assisting cars.
In Figure 6 (a) the error is plotted against the distance (normalized to T ) between the actual location of the lost car and the median of the triangle formed by cars A, B, and C. For each point on the curves, the simulation is run for 5.7E + 03 times. The plot shows that the estimation error increases linearly with the relative distance between the location of the lost car and the triangle ABC. To analyze the effect of distance compensation, we simulate three cases where the actual distance is increased by 50%, 70%, and 90%, respectively. The plot shows that the estimation errors are fairly close for all three cases. In Figure 6 (b) the error is plotted against the area (normalized to T 2 ) of the triangle formed by cars A, B, and C. For each point on the curves, the simulation is run for 2E + 4 times. The plot shows that the estimation error is high when the area is small, i.e, when the three assisting cars lie close to a straight line. The error decreases sharply with increase in the area. Similar to the previous case, distance compensation does not have a significant effect on the estimation error.
In cases where there are more than three assisting cars are available, it would be beneficial to choose the set of three cars that will result in the highest accuracy. Choosing the set according to the relative location of the assisting cars with respect to the lost car is not feasible, since it requires the knowledge about the location of the lost car. However, it is possible to compute the area formed by three cars and compare it against a predetermined threshold. To ensure privacy this computation is performed by the BMR protocol.
Circuit Synthesis
As explained in Section 3.1, to compute a function securely through the Yao's GC or the BMR protocol, the function needs to be represented as a netlist of Boolean logic gates. Three netlists are required for the SFE operations-Intersection and Range for GC and TriLoc for BMR. The equations for the first two netlists (Equations (4), (5) , and (3)) are described using Verilog HDL and compiled with the Synopsys Design Compiler [22] with our custom libraries. The TriLoc netlist is constructed from the first two. Due to the free-XOR optimization, the XOR gates can be computed locally without costly cryptographic encryption or communication. Therefore, the total time to compute the function is determined solely by the number of non-XOR gates in the netlist. The number of non-XOR and XOR gates in the three netlists are presented in Table 1 . It shows that the number of non-XOR gates are around only one-quarter of the total number of gates. This demonstrates the effectiveness of our customized synthesis library in generating the SFE-optimized netlist.
Timing Analysis
To assess the timing performance, we run the two localization protocols on a system with Ubuntu 14.10 Desktop, 12.0GB of memory, and Intel Core i7-2600 CPU @ 3.4GHz. We employ the TinyGarble framework [37] to perform the GC operations. The number of clock cycles in every phase of the GC operation to garble/evaluate the Intersection and Range netlists once is presented in Table 2 . In the first localization protocol, each of these netlists is garbled/evaluated three times by the three assisting cars in parallel. The total number of clock cycles from the lost car initiating the operation to the final computation of its location is 1.20E + 09, which translates to only 355ms. However, as described in Section 3.1, the input values to the functions are not required during the garbling operation. They are only required at the start of the oblivious transfer phase. Thereof ore, one way to reduce the accuracy loss due to the movement of the lost car is to lock the coordinates of the assisting cars after the garbling is done. To run the BMR-based protocol, we employ the framework provided in References [14, 15] . Unlike GC, each car acts as garbler and only the lost car Q acts as the evaluator. The average number of clock cycles at different stages of the BMR protocol with the TriLoc netlist is presented in Table 2 . The complete protocol execution takes 8.97E + 09 clock cycles, which translates to 2, 646ms. As expected, the BMR-based protocol have a longer run time than the GC-based protocol. Similar to the previous case, the assisting cars may wait till the end of the garbling phase before locking their coordinates. Note that in both cases the protocol execution will have to wait till all three assisting cars join. That wait time is not included in this evaluation.
Even though the evaluation is performed on a desktop PC, this protocol is practical with processors available in smart cars today. For example, Intel Atom Processor E3845, designed for in-vehicle solutions, has four cores operating at 1.91GHz and an L2 cache of 2MB [23] . The protocol requires transmission of about 1MB of data. With transmission speed in MHz range [36] , the transmission time is within practical limits. The memory footprint of this operation is about 1.8MB, which can fit in the L2 cache of an Atom processor.
RELATED WORK
Until now, localization algorithms have been mainly used in Wireless Sensor Networks. In centroid localization, the unknown nodes location is set to the centroid of a polygon formed by the anchor nodes within a certain range. In weighted centroid localization, the centroid is calculated as the weighted mean of the coordinates of the anchor nodes [7, 43] . In triangle localization, three circles are drawn centered at three anchor nodes with the radius equal to the estimated distances from the unknown node [2, 35, 44] . The centroid of the triangle formed by the intersection is the estimated location. In this work, we employ triangle localization as it requires only three anchor nodes while for the other techniques more anchor nodes are required for accuracy.
There are a number of works that designed privacy preserving Location-Based Services based on cryptographic primitives. Methods for privacy-preserving nearest neighbor search are presented in References [12, 25] . The work in Reference [25] employs one-way Hilbert transformation to map the space of all elements to another space and resolve the query in that transformed space. It requires a trusted third party to perform the transformation in an offline phase. The method presented in Reference [12] confines each point of interest (POI) to a cell, named a Voronoi cell, such that the POI is the nearest neighbor to any point that falls within that cell. Then a regular rectangular grid is superimposed over this Voronoi diagram. A user retrieves all the Voronoi cells intersecting the region she belongs to on the grid through private information retrieval method and locally computes the nearest neighbor. Both these methods consider the privacy of the query only; the database of the POIs is assumed to be public. Three methods based on homomorphic encryption to find if two friends are nearby without revealing their locations is presented in Reference [45] . There are different trade-offs involved in these methods: they either require a semi-trusted third party or sacrifice accuracy or privacy for simplified operation.
The work in Reference [1] presents application specific solutions based on GC to several problems in location-based services. They solve basic problems like point-inclusion (whether or not one party's point is included in other party's polygon), intersection (whether or not two polygons from two users intersect), closest pair (form a pair closest to points taking one point from each set provided by two users). A GC-based method to compute the nearest neighbor of a group of people is presented in Reference [19] . In this method, two users participate in GC protocol to compute the nearest neighbor of the group. The other members of that group receive their input keys through OT from the garbler and share them with the evaluator. This creates a security threat as the collusion between only two users will reveal the location of all other members of the group. A scalable privacy preserving k-nearest neighbor search is presented in Reference [38] , which utilizes a sequential description of GC [39] .
CONCLUSION
We present the first provably secure localization method for smart vehicles. We devise two protocols that allow a lost car to compute its location with assistance from three nearby cars through SFE techniques such that locations of all the cars remain private. We employ two well-known SFE techniques named Yao's GC and BMR for the computations jointly performed by the cars to determine the location of the lost car without revealing their own locations to any other car. The two protocols show trade-off between collusion deterrence and performance. Our localization method is one of the very first location-based services that does not involve any trade-off between accuracy and privacy. We design netlists for the functions required for computation of location and compile them with conventional logic synthesis tool using custom libraries that incorporate implementations of arithmetic operations optimized for the GC/BMR. Our implementation demonstrates that the localization operation is completed within only 355ms, a time period short enough to localize moving cars.
