Abstract -Segmentation is an early stage for the automated classification of tissue cells between normal and malignant types. We present an algorithm for unsupervised segmenfaiion of hyperspectral human colon tissue cell images into its constituent paris by exploiting the spatial relationship between these constituent parts.
INTRODUCTION
It has been shown through experiments that hyperspectral imaging can be successfully utilized to distinguish normal vs. malignant cells of the same cellular lineage [I] . Diagnostically important spectral features can be subtle and not easily assessed by the naked eye. Also, the high spectral resolution characteristics of hyperspectral sensors preserve important aspects of the spectrum [2] . This eventually makes segmentation of different materials possible.
According to a recent publication [3], 34,000 new cases of colorectal cancer are diagnosed each year. During the year 2000, there were 16,250 deaths from colorectal cancer in the UK alone. Colorectal cancer is the third most commonly diagnosed cancer in the UK after lung and breast cancer. The UK had one of the worst detection rates for colorectal cancer in Europe. Yet 80% of colorectal cancer cases can be treated if caught at an early stage. The limited availability of specialist pathological staff and the huge amount of data provided by the hyperspectral sensors means that the user fatigue is a significant obstruction in the examination of these images and the identification of colon cancer in early stages. New improved screening and diagnosis methods could potentially save thousands more lives each year.
The reliable detection of malignant cells in stained tissue samples is still one of the most demanding and timeconsuming tasks in pathology and is a typical example of a pattern recognition problem [I] . Generally, the task of pattem recognition in images consists of three independent steps, which can be applied to the tissue classification problem as follows:
Image segmentaiion: The objects contained in the image scene are separated from the background. This is the separation of constituent parts of tissue cells. 
(ii)
This paper reports on work related to the above first stage of segmentation. The whole process of classification is described in the MSc thesis of the primary author [4] . The input hyperspectral image cubes were taken from micro-array archival. colon tissue sections between 450-650nm wavelength and of dimensions 1024x1024~20. This paper starts with a presentation of the essential background knowledge for the work, followed by a brief description of the dimensionality reduction phase, an important step during hyperspectral image segmentation process. The wavelet multiresolution analysis procedure to perform the segmentation by exploiting the spatial ' relationship is presented. We also illustrate, in brief, another experimented method of segmentation which utilizes the spectral characteristics. Finally, we conclude that the results using the former algorithm are visually comparable to those using laner one but with certain limitations.
Background

, I
Hyperspectral imaging sensors capture image scenes in contiguous but narrow spectral bands over visible and near infrared wavelength range of electromagnetic spectrum. In this way, they can potentially capture tens to hundreds of spectral bands covering the narrow spectral features of the captured material as closely as possible. The image data provided by hyperspectral sensors can be visualized as a 3D cube or a stack of multiple 2D images ( Figure I ) The aim of this work is to separate a given hyperspectral image data cube into these constituent parts.
DIMENSIONALITY REDUCTION
Before the formal process of hyperspectral image segmentation, an intermediate step of dimensionality reduction is often involved. Hyperspectral imagery data provides a wealth of information about an image scene which is potentially very helpful in the segmentation of objects. At the same time, the huge size of hyperspectral image data (with tens to hundreds of spectral bands) normally means high computational complexity. High dimensional vector spaces have been found by mathematicians to have some rather unusual and unintuitive characteristics [ 5 ] . This is often recognized as the curse o/dimensionality in the literature. In this situation, it is usually required to reduce the dimensionality of the data before proceeding to the next essential tasks. The hyperspectral sensors commonly oversample the spectral signal to ensure that narrow band features are adequately represented [2]. The important job here is to eliminate this redundancy while, at the same time, preserving the high-quality features for the segmentation algorithm.
Principal component analysis (PCA) is a statistical multivariate data analysis tool which attempts to find the natural coordinate axes for the multidimensional dataset. It is the representation of the higher-dimensional data into lower-dimensional orthogonal axes such that it is highly decorrelated. This representation can be considered as the transformation of the original data into a new vector space where the basis vectors are actually a linear combination of the original data vectors. We utilized PCA for dimensionality reduction because of its intrinsic simplicity and well-established mathematical groundings. 
The aim of this work is to separate a given hyperspectral image data cube into these constituent parts.
Before the formal process of hyperspectral image segmentation, an intermediate step of dimensionality reduction is often involved. Hyperspectral imagery data provides a wealth of information about an image scene which is potentially very helpful in the segmentation of objects. At the same time, the huge size of hyperspectral image data (with tens to hundreds of spectral bands) normally means high computational complexity. High dimensional vector spaces have been found by mathematicians to have some rather unusual and unintuitive characteristics [5]. This is often recognized as the curse of dimensionality in the literature. In this situation, it is usually required to reduce the dimensionality of the data before proceeding to the next essential tasks. The hyperspectral sensors commonly oversample the spectral signal to ensure that narrow band features are adequately represented [2]. The important job here is to eliminate this redundancy while, at the same time, preserving the high-quality features for the segmentation algorithm.
Principal component analysis (PCA) is a statistical multivariate data analysis tool which attempts to find the natural coordinate axes for the multidimensional dataset. It is the representation of the higher-dimensional data into lower-dimensional orthogonal axes such that it is highly decorrelated. This representation can be considered as the transformation of the original data into a new vector space where the basis vectors are actually a linear combination of the original data vectors. We utilized PCA for dimensionality reduction because of its intrinsic simplicity and well-established mathematical groundings.
In, a single sentence, PCA can be formulated as the projection ofthe multivariate data on the orthogonal axes which are in fact the eigenvectors of the covariance matrix of the original data. Thus the new basis set for data is derived from the original data vectors. These orthogonal. These results basically highlight the important role of the wavelet decomposition level which sets the detail of scale viewed by processing / analysis method. The hidden fact behind multiresolution processing for texture analysis is to generate a number of homogeneous features that represent the response of a bank of filters at different scales.
Spatial analysis based hyperspectral image segmentation
The sole purpose of this practice is to exploit the spatial characteristics in the image rather than the spectral features. Before describing the method, we would like to state what the input to this method is. It is not very uncommon in hyperspectral colon tissue imagery to have 80% or even more variance concentrated in the data projected in the first principal component direction (this fact is based on experimental results with image data cubes). Our experiments show that the projected data in the first principal component direction has sufficient spatial information to segment the cell image into constituent parts.
Assuming that each of the constituent parts of the colon tissue cells is a distinct type of texture which may be described by multiresolutional analysis procedure, we experimented with wavelet texture analysis technique on
this projected data. Results showed (Figure 7 (b) )that this is perhaps not a .suitable segmentation method for our problem. This was the stimulation behind experimenting new methods to exploit the. multiresolutional characteristics.
The simple trick we used in our segmentation algorithm was the skipping of steps 11 and IV of Figure 3 . Thus, the sequence of operations for hyperspectral colon tissue image segmentation becomes:
-.I The rationale behind this process is that the preprocessing stage (smoothing, etc.) in conventional wavelet texture analysis method loses the necessary discriminant information. Also, the discarded DC suhband contains important grey value intensity approximation to the original input image. Therefore, inclusion of the DC subband feature image and avoiding the preprocessing stage actually permits the clustering algorithm to observe the intensity variation in the features and assign the labels based on these differences. Although the experimentation with wavelet decomposition level and selection of wavelet filters is not exhaustive, early attempts show that a decomposition level 2 and daubechies-8 filters perform well for hyperspectral colon tissue segmentation.
Spectral analysis based hyperspectral image segmentation
Apart from the spatial analysis, another possibility for the segmentation of hyperspectral data is by doing a spectral analysis. This approach is in corespondence with the spectral signature (or spectrum) of each point on the Fdce of the data cube. In practice, we rarely perform a spectral analysis on the original image cube. Rather, we transform it into lower dimensions (by PCA. ICA, etc.), to remove the spectral redundancy which may hamper the segmentation procedure, and then perform the analysis to differentiate between the objects by labeling each face point. In the case of PCA used for dimensionality reduction, the data is projected in first few principal component directions such that this projection contains possibly over 98% of the variance, calculated according to equation (4). Usually, the projected data in first three to four principal component directions can preserve over 99% variance of the whole data. This is also the case with our data where we fed the projected data into a nearestcentroid K-means clustering algorithm for the segmentation, Figure 8 
CONCLUSIONS
A method for segmentation of hyperspectral cell imagery data is presented with the objective of exploiting the spatial relationships between constituent parts of the tissue cells. This is quite a simple but elegant approach with established mathematical groundings. Experimental results show that although projection of data in only one principal direction was used to segment the image data, consequently saving storage and computational time, our algorithm is comparable to spectral analysis method for segmentation.
However, OUT wavelet based technique is limited as it will produce fine results only when the projected data in the first principal component direction covers more than 80% of the data variance. Although its performance on the data projected in the first principal component direction with less than XO% of the variance is not tested. we predict that the resulting segmentation may not be a true representation of the regions in the colon imagery. On the other hand, spectral analysis based technique is not merely dependent on first principal component direction and, therefore, it should be relatively more consistent and reliable than wavelet based technique.
The segmentation labels (or the segmented image, in other words) are further utilized for feature extraction and classification tasks. The details of this can be found in [4] .
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