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Abstract
We describe special asymptotic structures of solutions of the semilinear heat equation
ut ¼ Du þ up in O ð0; TÞ; u ¼ 0 on @O ð0; TÞ;
in the unit ball O ¼ fr ¼ jxjo1gCRN in dimensions NX3 with positive symmetric initial data
u0ðrÞ: It is known (J. Differential Equations 54 (1984) 97) that in the critical Sobolev case
p ¼ ps ¼ ðN þ 2Þ=ðN 	 2Þ the Cauchy problem with specially chosen initial data u0 admits
global unbounded solutions (GUSs) uð
; tÞ; which are uniformly bounded in L1ðOÞ but are not
bounded in LNðOÞ for all t40: In the radial geometry, we establish the following asymptotic
behaviour of such solutions as t-N:
ln jjuð
; tÞjjNBp2t=4 for N ¼ 3; lnjjuð
; tÞjjNB2
ﬃﬃ
t
p
for N ¼ 4;
and jjuð
; tÞjjNBg0tðN	2Þ=2ðN	4Þ for NX5; where g0 ¼ g0ðNÞ40 is a constant independent of
initial data. The large-time behaviour is not self-similar and is obtained by matching of inner
and outer asymptotic expansions. The phenomenon of GUSs is shown to be a common feature
of a number of quasilinear and fully nonlinear parabolic equations with scaling invariant
operators in the critical Sobolev case.
r 2002 Elsevier Science (USA). All rights reserved.
*Corresponding author. Department of Mathematical Sciences, University of Bath, Claverton Down,
Bath BA2 7AY, UK.
E-mail addresses: vag@maths.bath.ac.uk (V.A. Galaktionov), john.king@nottingham.ac.uk (J.R.
King).
0022-0396/03/$ - see front matter r 2002 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0022-0396(02)00151-1
MSC: 35K55; 35K65
Keywords: Semilinear heat equation; Sobolev exponent; Blow-up; Global unbounded solutions;
Asymptotic behaviour; Matched expansion
1. Quasilinear heat equations, critical Sobolev exponents and mysterious global
unbounded solutions
In this paper, we describe the asymptotic structure of special global unbounded
solutions of quasilinear reaction–diffusion equations related to typical models from
combustion and nonstationary ﬁltration theory. The main feature of such
asymptotic patterns is that they do not exhibit purely self-similar behaviour and
their construction is based on matching of asymptotic expansions in two different,
inner and outer, regions.
1.1. Discovery of mysterious solutions of the semilinear heat equation
Existence of such solutions was proved in 1984 by Ni et al. [40], who studied the
Dirichlet problem for the classical semilinear heat equation in the superlinear blow-
up range p41
ut ¼ Du þ up in O Rþ; u ¼ 0 on @O Rþ; ð1:1Þ
where OCRN ; NX3; is a bounded star-shaped domain with smooth boundary @O:
Let us present some details. Take a smooth function jðxÞ40 in O; j ¼ 0 on @O; ﬁx
an arbitrary m40 and let uðx; t; mÞ be the solution of (1.1) with initial data
uðx; 0Þ ¼ mjðxÞ in O: ð1:2Þ
Kaplan’s eigenfunction method [29] shows that uðr; t; mÞ blows up in ﬁnite time for all
mb1; while for any 0om51 there is a global solution which converges exponentially
fast to the trivial stationary solution S  0 of Eq. (1.1). It follows from parabolic
theory that the subsets
Lþ ¼ fm40: uðr; t; mÞ blows upg and L	 ¼ fm40: uðr; t; mÞ-0 as t-Ng
are open, and there exists [40]
m
*
¼ infLþ40 ð1:3Þ
such that u
*
ðr; tÞ  uðr; t; m
*
Þ does not belong to either of the classes (of blowing up
or exponentially decaying solutions) and exhibits another asymptotic behaviour.
What can we say about typical evolution properties of such solutions u
*
ðr; tÞ? Are
these global or blowing-up solutions? These are questions to start with.
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In what follows, in order to describe the structure of solutions in details, we assume that
O ¼ fr ¼ jxjo1g is the unit ball in RN ðNX3Þ and impose the condition of radial
symmetry j ¼ jðrÞ: Then, uðr; t; mÞ is also radially symmetric for all t40 by uniqueness.
We now describe further properties of solutions to (1.1) and (1.2) under this radial
symmetry assumption (some of these are also true for more general solutions).
Subcritical Sobolev range: The questions can be addressed most easily for
pAð1; psÞ; where
ps ¼ ðN þ 2Þ=ðN 	 2Þ ð1:4Þ
is the critical Sobolev exponent for the stationary elliptic operator Du þ up: Since
(1.1) is a smooth gradient dynamical system admitting the Lyapunov function
LðuÞðtÞ ¼ 1
2
jjruðtÞjj22 	
1
p þ 1 jjuðtÞjj
pþ1
pþ1; ð1:5Þ
which is strictly monotone on evolution orbits,
d
dt
LðuÞðtÞ ¼ 	jjutðtÞjj22p0;
it follows that u
*
ðr; tÞ stabilizes to a bounded stationary solution SðrÞ40 in O
satisfying
DS þ Sp ¼ 0 in O; S ¼ 0 on @O: ð1:6Þ
The existence of such a solution S follows from the classical variational theory; see
[44]. The compact embedding of the functional spaces H10 ðOÞ+Lpþ1ðOÞ; corre-
sponding to two operators in (1.6), is true in the subcritical range pAð1; psÞ by the
classical embedding theorems; see the ﬁrst chapters in [31].
Supercritical Sobolev range: The asymptotic structure of u
*
ðr; tÞ is more delicate in
the range pXps where, by Pohozaev’s identity [44] for star-shaped domains O;
problem (1.6) admits no nontrivial bounded stationary solution SX0: By using these
nonexistence results and additional estimates, Ni et al. [40] established that u
*
ðx; tÞ is
a global weak solution, which is uniformly bounded in L1ðOÞ but is not bounded in
LNðOÞ for all t40: This poses a natural question about the actual asymptotic
structure of such special space–time patterns fu
*
g admitted by the classical
semilinear heat equation (1.1).
We shall refer to u
*
as a global unbounded solution (GUS). These are indeed
mysterious solutions and, for a decade, almost nothing was known about their
speciﬁc unusual evolution properties.
It turns out that in the supercritical Sobolev range p4ps; the answer can be
stated as follows: u
*
ðr; tÞ can blow up at a ﬁnite instant t ¼ ToN and becomes
bounded for small t 	 T40: Moreover, it was established in [21] that, in the
Cauchy problem for (1.1) in RN  Rþ; there exist GUSs exhibiting a standard type of
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self-similar behaviour
u
*
ðr; tÞ ¼ s	1=ðp	1ÞyðZÞ; Z ¼ x= ﬃﬃsp ð1:7Þ
in both singular limits s ¼ T 	 t-þ 0; i.e. blow up as t-T	; and s ¼ t 	 T-þ 0
describing the collapse of the blow-up singularity as t-Tþ: Such a self-similar
construction as t-T	 and the unique minimal self-similar extension for t4T were
performed [21] in the range pAðps; ppÞ; where
pp ¼ 1þ 6=ðN 	 10Þ for NX11 ðpp ¼N for Np10Þ
(the critical exponent pp; occurring in the ODE analysis of rescaled similarity
proﬁles, was ﬁrst introduced in [32]). Such self-similar GUSs are known to exist [30]
also for the nonstationary Frank–Kamenetskii equation in R3  Rþ with the
exponential nonlinear source
ut ¼ Du þ eu: ð1:8Þ
There are several open questions concerning the asymptotics as t-T7 of such
‘‘peaking’’ blow-up solutions satisfying u
*
ð
; tÞALNðOÞ for all tARþ\ft ¼ Tg;
especially when the assumption of radial symmetry is dropped. Nevertheless, it can
be said that for pAðps; ppÞ; the asymptotic pattern u* ðr; tÞ is well understood, at least
in its peaking form which is expected to be generic. Of course, it is not guaranteed
that such patterns always describe the singularity formation for arbitrary solutions.
It is widely recognized any kind of complete classiﬁcations of all possible singularity
patterns is a hard problem. It is open for most semilinear and quasilinear heat
equations (especially for those in multi-dimensional geometries and with critical and
supercritical nonlinearities), which can admit both countable spectra (see
[3,7,13,25,38,49,50], for example) and uncountable ones (see [7,17]) in different
types of singularity formation; see also references [21,46, Chapter 4].
The self-similar behaviour (1.7) as t-T7 leads to more or less standard
stabilization problems for second-order quasilinear parabolic equations in the
corresponding rescaled form. In radial geometry such rescaled dynamical systems are
gradient and admit Lyapunov functions; see [13] for the semilinear case and [15,19]
for the quasilinear one. In the nonradial case, symmetrization arguments of moving
planes and spheres based on Aleksandrov’s Reﬂection Principle [1] (see [8,22,34,51]
and references therein) can play an important role in the asymptotic study of such
localized singularity formation phenomena.
In summary, only the critical case p ¼ ps was left entirely open and we now can
describe our main result concerning nonsimilarity structure of GUSs in this case.
1.2. The main result: asymptotic structure of GUSs in the critical Sobolev case
Let p ¼ ps: The ﬁrst result [21] towards the description of the asymptotic
behaviour of GUSs was a by-product of the analysis of complete blow-up
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phenomena. It was proved that, unlike the supercritical range p4ps; the GUS
u
*
ðr; tÞ does not blow-up in ﬁnite time and is a global classical solution, which is
unbounded as t-N: Indeed, ﬁnite-time blow-up of any radial solution for p ¼ ps is
always complete [21]. Hence, if u
*
ðr; tÞ blows up at a ﬁnite t ¼ T	; then the proper
minimal continuation of the solution satisﬁes uminðr; tÞ N for t4T ; in contrast to
the result in [40] which states that u
*
ðr; tÞXuminðr; tÞ is uniformly bounded in L1ðOÞ
for all t4T :
Thus, u
*
ðr; tÞ is a classical bounded solution in O ½0; T  for any T40 but
jjuð
; tÞjjN is unbounded as t-N: The main question remaining open is then as
follows:
What is the behaviour of aðtÞ ¼ jjuð
; tÞjjN as t-N?
We answer this question in the following theorem.
Theorem 1.1. For p ¼ ps; nonnegative radially symmetric GUSs u* ðr; tÞ of (1.1)
exhibit the following asymptotic behaviour as t-N:
N ¼ 3: ln aðtÞ ¼ p
2
4
tð1þ oð1ÞÞ; ð1:9Þ
N ¼ 4: ln aðtÞ ¼ 2 ﬃﬃtp ð1þ oð1ÞÞ ð1:10Þ
and
NX5: aðtÞ ¼ g0tðN	2Þ=2ðN	4Þð1þ oð1ÞÞ; ð1:11Þ
where the constant g040 depends on the dimension N only.
We compute that for N ¼ 3; the multiplier p2=4 is the square of the ﬁrst positive
root of Bessel’s function J	1=2ðzÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=pz
p
cos z occurring in the asymptotic
behaviour. It follows that function (1.9) is the ﬁrst one in an inﬁnite sequence
fakðtÞg corresponding to a countable spectrum of GUSs fukðr; tÞg of the equation
with the reaction term jujp	1u changing sign precisely k ¼ 1; 2;y times. The
constant g0 in (1.11) will be calculated formally below as follows:
g2ðN	4Þ=ðN	2Þ0 ¼ ½NðN 	 2ÞðN	2Þ=2
ðN 	 4Þ2GðNÞ
NðN þ 2ÞG2ðN=2Þ: ð1:12Þ
The theorem is proved in Sections 2 and 3, where we also describe the asymptotic
behaviour of u
*
ðr; tÞ as t-N: We use a matching approach to treat such
nonuniform asymptotic structures of GUSs which applies for all dimensions NX3:
The scheme of such an asymptotic analysis consists of two steps:
(i) We ﬁrst derive the behaviour in the inner region near the origin r ¼ 0 on small
shrinking ðr; tÞ-subsets determined via rescaled variables incorporating an unknown
function aðtÞ; which is proved to satisfy certain conditions of slow growth as t-N:
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(ii) As the second step, we introduce the second rescaled variables in order to
extend the inner behaviour into the outer region (the boundary layer) near the
boundary point r ¼ 1: In turns out that we can match the extended inner expansion
directly with the boundary condition u ¼ 0 on @O; which leads to a ﬁrst-order ODE
for the matching function a ¼ aðtÞ: We can thus avoid any independent asymptotic
expansion in the outer region.
Matched asymptotic expansion techniques are well known in asymptotic theory
and have been recently used in the literature devoted to blow-up for the semilinear
equation (1.1), see [3,7,13,25,38,49,50] and references therein, as well as in other
related singularity formation phenomena. It was established that the generic inner
blow-up behaviour as t-T	 in the subcritical range pAð1; psÞ can be obtained by a
centre or stable manifold analysis, based on strongly dominant spectral properties of
the linearized Hermite-like operator. Then the inner analysis (i) can be performed
independently of the outer one, the spectrum of possible functions fakðtÞg being
determined by the inner analysis alone. The structure of GUSs u
*
for p ¼ ps belongs
to a different type of expansion. For any NX4; regardless of the direction of
matching and extension (inner to outer or vice versa) we always need to introduce a
matching quantity, which is aðtÞ if we start an analysis with the inner region. In the
three-dimensional case N ¼ 3 the outer-inner matching is shown to be governed by
the ﬁrst eigenfunction mode generated by a discrete spectrum of the linearized
operator D in a special functional space. We ﬁnd certain similarities of the composite
structures of GUSs with those already known for the fast diffusion equation in a ball
in RN ; NX3 [16], and the Frank–Kamenetskii equation (1.8) in a ball in dimension
N410 [10].
In Section 4 we present a more detailed formal matching establishing precise
values of exponents and constants in the asymptotic expansions, including g0ðNÞ in
(1.12). These calculations require the careful consideration of a few terms in the
asymptotic expansion and making these results entirely rigorous would need reﬁned
techniques of analysis beyond the scope of the current paper.
In Section 5 we show that composite structures for u
*
occur for a wide range of
different scaling invariant reaction–diffusion equations and these represent not an
exceptional type of asymptotic behaviour but rather a widespread, but delicate, one
for classical nonlinear heat equations. We consider equations with the quasilinear
‘‘porous medium’’ operator and the p-Laplacian one, as well as a fully nonlinear heat
equation with the dual porous medium operator. We also discuss the formal
possibility of extending the main ideas to higher-order parabolic equations.
2. Asymptotic behaviour in the inner region
In what follows, we omit the star subscript in the GUS, writing uðr; tÞ instead of
u
*
ðr; tÞ: Using the strong Maximum Principle and the established phenomenon of
eventual monotonicity for autonomous radial quasilinear heat equations in bounded
domains (see [20,39] and references therein), we may assume that uðr; tÞ is strictly
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monotone decreasing in r; i.e.
@u=@ro0 in ð0; 1Þ  Rþ ) jjuð
; tÞjjN ¼ uð0; tÞ:
2.1. Auxiliary properties of the family of stationary solutions in RN
As in [16], we show that in the inner region close to the origin, the GUS uðr; tÞ
evolves as t-N via a slow motion over a smooth one-parameter family of positive
stationary solutions fSlðjxjÞ; l40g satisfying the radial restriction of the semilinear
elliptic equation
BðSÞ  DS þ Sp ¼ 0 in RN : ð2:1Þ
These are famous solutions invariant under conformal and projective transforma-
tions [27,36], namely
SlðrÞ ¼ l NðN 	 2Þ
NðN 	 2Þ þ l4=ðN	2Þr2
" #ðN	2Þ=2
 lS1ðrl2=ðN	2ÞÞ; ð2:2Þ
where S1 satisﬁes S1ð0Þ ¼ 1 and the parameterization of the family implies Slð0Þ ¼ l
for l40: The ODE (2.1) is the Emden–Fowler equation introduced about a century
ago [12,14] and subsequently studied in detail in a number of monographs and
textbooks on ODEs. Let us note some straightforward asymptotic properties of
functions fSlg: Firstly,
S1ðrÞ ¼ c1r2	N 	 c2r	N þ? as r-N; ð2:3Þ
where c1 ¼ ½NðN 	 2ÞðN	2Þ=2 and c2 ¼ NðN 	 2Þ2c1=2; and for a ﬁxed r40;
SlðrÞ ¼ c1l r
2	N þ? as l-N: ð2:4Þ
Secondly, we describe related properties of Sl for lb1 and l51:
Proposition 2.1. As l-N;
SlðrÞ-0 uniformly on any subset ½d;NÞ with d40; ð2:5Þ
S0lðrÞ 
d
dr
SlðrÞ-	N on any level set fSl ¼ eg with e40; ð2:6Þ
SlðrÞ-N uniformly on any subset fr ¼ oðl	1=ðN	2ÞÞg: ð2:7Þ
In the class of radially symmetric functions, we identify L2ðOÞ with the weighted
space L2rðð0; 1ÞÞ; rðrÞ ¼ rN	1; in which the inner product has the form
ðu; vÞr ¼
Z 1
0
rN	1uðrÞvðrÞ dr:
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Proposition 2.2. ðiÞ As l-N; in the sense of distributions
ðSlÞb-0 if 1obo2N=ðN 	 2Þ ð2:8Þ
and
ðSlÞ2N=ðN	2Þ-d1dðxÞ; d1 ¼
Z N
0
xN	1S2N=ðN	2Þ1 ðxÞ dxoN: ð2:9Þ
ðiiÞ As l-0;
Sl; S
0
l-0 uniformly in O: ð2:10Þ
2.2. Intersection analysis and preliminary properties of aðtÞ
We begin our inner asymptotic analysis with some elementary intersection
comparison arguments. For a ﬁxed tX0; denote by Intðt; lÞ the number of
intersections in rAð0; 1Þ of the spatial proﬁles uðr; tÞ and SlðrÞ; i.e. the number of sign
changes of the difference wðr; tÞ ¼ uðr; tÞ 	 SlðrÞ for rAð0; 1Þ:
Proposition 2.3. There holds
Intðt; lÞ40 for any tX0 and l40: ð2:11Þ
Proof. One can see that if Intðt0; l0Þ ¼ 0 for some t0X0 and l040; then
uðr; t0ÞpSl0ðrÞ for all rAð0; 1Þ and hence upSl0 for t4t0; contradicting the fact
that uð
; tÞ is not bounded as t-N: &
Under the monotonicity assumption on uðr; 
Þ; we deﬁne
aðtÞ  uð0; tÞ ¼ jjuð
; tÞjjN for all tX0; ð2:12Þ
where aðtÞ is sufﬁciently smooth and positive.
Proposition 2.4. aðtÞ is bounded away from zero: there exists a constant l040 such
that
aðtÞXl040 for any tX0: ð2:13Þ
Proof. By property (2.10) and the regularity of u0ðrÞ; there exists a small l040 such
that
Intð0; l0Þ ¼ 1: ð2:14Þ
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By the ﬁrst Sturm Theorem (see e.g., Refs. [19,21,46, Chapter 4]) the number of
intersections Intðt; lÞ does not increase with time, so that (2.14) implies that
Intðt; l0Þ ¼ 1 for all tAð0; TÞ: ð2:15Þ
This gives (2.13). &
Proposition 2.5. aðtÞ is unbounded as t-N:
Proof. Indeed, if aðtÞ were uniformly bounded, the classical Lyapunov argument for
gradient systems (Eq. (1.1) admits the Lyapunov function (1.5) for any exponent
p41), would imply that regular orbits fuð
; tÞ; t40g would stabilize as t-N to a
classical stationary solution SðrÞ of the elliptic problem (2.1). Then S is a nontrivial
solution by Proposition 2.4. This contradicts Pohozaev’s nonexistence result in the
critical case [44]. &
Proposition 2.6. There holds
a0ðtÞ40 for tb1: ð2:16Þ
Proof. It follows from properties (2.5)–(2.7) that for t ¼ 0
Intð0; lÞ ¼ 2 for all lb1:
Indeed, for any sufﬁciently smooth monotone u0ðrÞ with u00ð1Þo0 (the strict
inequality for arbitrarily small t4d is guaranteed by the Oleinik–Hopf Boundary
Point Lemma for uniformly elliptic and parabolic equations [26,42]), we have
Intð0; lÞ ¼ 2 for lb1: One can see that both intersections cannot disappear at once.
Fix a lb1: By continuity, there exists a tl40 such that aðtlÞ ¼ l: Therefore, by
the strong Maximum Principle and, using a standard geometric argument, at t ¼ tl
the minimal intersection disappears, so that
Intðtl; lÞ ¼ 1 and uðr; tlÞ4SlðrÞ for small r40; ð2:17Þ
whence a0ðtlÞX0 by standard local comparison with the stationary solution Sl: Since
lb1 is arbitrary, we conclude that a0ðtÞX0 for all tb1: In order to prove the strict
inequality (2.16) we observe that the derivative z ¼ ut satisﬁes a linear non-
degenerate parabolic equation of the form
zt ¼ Dz þ pup	1z: ð2:18Þ
In the positivity domain Eqs. (1.1) and (2.18) have analytic coefﬁcients and their
solutions are analytic in r: Then the number of zeros of zðr; tÞ is ﬁnite for any t40:
By the strong Maximum Principle this implies that z40 for small rX0: Note that the
analyticity assumption is not necessary; see references in [46, Chapter 4]. &
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Propositions 2.5 and 2.6 imply that
aðtÞ-N as t-N: ð2:19Þ
2.3. Inner expansion: first approximation
In view of (2.19), using the scaling symmetry of Eq. (1.1), we introduce
new independent rescaled variables fx; tg and the dependent one f ¼ f ðx; tÞ deﬁned
by
uðr; tÞ ¼ aðtÞf ðx; tÞ; x ¼ ra2=ðN	2ÞðtÞ; t ¼
Z t
0
a4=ðN	2ÞðsÞ ds : Rþ-Rþ: ð2:20Þ
The rescaled solution f ðx; tÞ satisﬁes the nonautonomous quasilinear equation
ft ¼ Bðf Þ þ gðtÞCf with gðtÞ ¼ a	pðtÞa0ðtÞ; ð2:21Þ
where B is the nonlinear stationary operator (2.1) and C is the linear ﬁrst-order one
Cf ¼ 	 2
N 	 2 fxx	 f : ð2:22Þ
The boundary condition is transformed into
f ¼ 0 at x ¼ x
*
ðtÞ  a2=ðN	2ÞðtÞ for t40: ð2:23Þ
By deﬁnition (2.12) of aðtÞ there holds
f ð0; tÞ  1 for all t40: ð2:24Þ
As in the proof of Proposition 2.6, (2.17) implies the following condition.
Proposition 2.7. For any fixed tb1; the profile f ðx; tÞ intersects S1ðxÞ exactly once,
f ðx; tÞ4S1ðxÞ for small x40 and f ðx; tÞoS1ðxÞ for xb1:
Eq. (2.21) is a perturbation of order OðgðtÞ) of the autonomous equation
fs ¼ Bðf Þ in Rþ  Rþ; with the condition f ð0; sÞ  1: ð2:25Þ
Proposition 2.8. There hold: ðiÞ the perturbation in (2.21) is uniformly bounded on
smooth functions,
0ogðtÞ  a	pðtÞa0ðtÞp1 for t40; ð2:26Þ
and ðiiÞ it is not integrable,
geL1ðRþÞ: ð2:27Þ
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Proof. (i) Setting r ¼ 0 in (1.1) and using the fact that Dup0 at the maximum point
r ¼ 0; we get utð0; tÞ  a0ðtÞpapðtÞ and (2.26) follows. (ii) We haveZ N
gðtÞdt ¼
Z N
a	1ðtÞa0ðtÞ dt ¼N: & ð2:28Þ
Differentiating Eq. (1.1) and using standard Bernstein estimates on u and on the
time-derivative ut; [4,43], we have for tb1 that
ja00ðtÞjpconst a0ð1þ ap	1Þpconst ðap þ a2p	1Þ:
This means that for tb1
jg0ðtÞj ¼ aðNþ6Þ=ðN	2Þja00 	 pa	1ða0Þ2j is uniformly bounded: ð2:29Þ
Proposition 2.9. The perturbation term in (2.21) vanishes asymptotically,
gðtÞ-0 as t-N: ð2:30Þ
Proof. Assume that (2.30) is not true and that there exists a monotone sequence
ftkg-N such that gðtkÞ-e40: Using standard interior regularity results for
uniformly parabolic equations [31,43], and estimate (2.29), we have that f ðx; tk þ
sÞ-hðx; sÞ as k-N in LNlocðRþ; C2ðRþÞÞ; where hX0 satisﬁes
hs ¼ BðhÞ þ eCh in Rþ  Rþ; ð2:31Þ
hð0; sÞ  1 for sX0: ð2:32Þ
By the strong Maximum Principle for autonomous uniformly parabolic equations,
(2.32) implies that h is a nonnegative stationary solution, i.e.
BðhÞ þ eCh ¼ 0 for x40 and hð0Þ ¼ 1; ð2:33Þ
see [10, Section 3.2]. We rewrite (2.33) in the form
Dh 	 2eh0x=ðN 	 2Þ 	 eh þ hp ¼ 0 for x40; hð0Þ ¼ 1; h0ð0Þ ¼ 0: ð2:34Þ
We thus have a contradiction with the nonexistence of such a proﬁle hX0 in Rþ;
which we state below as a separate proposition. &
Proposition 2.10. For any e40; the solution hðxÞ of (2.34) vanishes at a finite point and
cannot be extended as a positive solution in all of Rþ:
Proof. Nonexistence follows from Pohozaev’s identity [44] for the elliptic operator
Dh þ hps in RN ; since we can check that the extra ﬁrst-order linear operator in (2.34)
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does not interfere with the sign of either identities obtained via multiplying
the equation by xN	1h and xNh0; respectively and integrating over Rþ; see e.g. [46,
p. 224]. &
We thus obtain the ﬁrst asymptotic result in the inner region.
Theorem 2.1. There holds
f ðx; tÞ-S1ðxÞ as t-N uniformly: ð2:35Þ
Next, we conclude that
g0ðtÞ-0 as t-N: ð2:36Þ
Indeed, by regularity results [31], convergence (2.35) implies that the time derivatives
ft; fxt; ftt;y-0 as t-N: Since z ¼ ft solves the parabolic equation
zt ¼ mDz þ pf p	1z þ gðtÞCz þ g0ðtÞCf
and f ð
; tÞ converges to S1ð
Þ; as do the corresponding spatial derivatives, passing to
the limit t-N in the above equation one deduces that g0ðtÞCS1 ¼ oð1Þ; and (2.36)
follows since CS1c0:
2.4. Refined inner expansion
We now reﬁne the inner expansion by calculating the ﬁrst correction term and
deriving the rate of convergence in (2.35). Setting
f ðx; tÞ ¼ S1ðxÞ þ Yðx; tÞ; where Y ð0; tÞ  0; ð2:37Þ
in (2.21), we obtain the equation
Yt ¼ AY þ gðtÞZ þ gðtÞCY þDðYÞ; ð2:38Þ
where A is the linear operator
AY ¼ DY þ pSp	11 Y ; ð2:39Þ
Z is the function
ZðxÞ ¼ CS1ðxÞ ¼ c1x2	N þ? as x-N;
and D is the nonlinear operator
DðY Þ ¼ ðS1 þ Y Þp 	 Sp1 	 pSp	11 Y : ð2:40Þ
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This is a quadratic perturbation locally in x on bounded small functions YAC2; i.e.
DðY Þ ¼ OðY 2Þ as Y-0: ð2:41Þ
By the intersection comparison analysis (see the proof of Proposition 2.6), we have that,
for tb1; the function Yðx; tÞ has a unique zero for x40 and Y ðx; tÞ40 for sufﬁciently
small x40 and Y ðx; tÞo0 near the boundary point x ¼ x
*
ðtÞ  a2=ðN	2ÞðtÞ:
Consider the linear operator (2.39), which is a perturbation of the Laplacian D in
RN : The coefﬁcient
pS
p	1
1 ðxÞ ¼ c3x	4 þ?; c3 ¼ pcp	11 ð2:42Þ
has a strong decay at inﬁnity, so that A is a bounded asymptotically vanishing
perturbation of the Laplacian D: The operator A deﬁned in the domain
DðAÞ ¼ ffAW 2;qloc ðRNÞ for any qX1: f ;DfALNðRNÞg
is sectorial in LNðRNÞ and generates a strong continuous semigroup eAt; see [37,24,
Chapter 7]. We study the asymptotic behaviour of the perturbed equation (2.38)
using classical linear perturbation theory. First, for convenience, we extend our
rescaled initial-boundary value problem to the Cauchy problem for Eq. (1.1) in
Rþ  Rþ: Consider the equivalent parabolic equation extended to negative values
uo0 by replacing the source term by jujp	1u: We deﬁne the solution for rA½1; 3
2
 by
smooth odd reﬂection with respect to r ¼ 1: uðr; tÞ ¼ 	uð2	 r; tÞ: We next put
uðr; tÞ ¼ 	uð1
2
; tÞ-0 as t-N for rAð2; 3Þ; and perform a smooth approximation on
ð3
2
; 2Þ: Finally, we put uðr; tÞ ¼ 	uð1
2
; tÞvðrÞ for rX3; where vðrÞ40; vð3Þ ¼ 1; is a
smooth monotone decreasing function exponential decaying at inﬁnity. As a result,
after rescaling, we obtain a global smooth solution u of the Cauchy problem in
Rþ  Rþ for a parabolic equation coinciding with the original one (2.21) in the
domain fxox
*
ðtÞ ¼ a2=ðN	2ÞðtÞ; t40g: In the complement, we put a perturbation
into the equation which is uniformly bounded and moreover uniformly vanishing on
any domain with xb1 as t-N: This extension does not affect the asymptotic
analysis presented below and we omit this negligible perturbation term in such
remote domains of Rþ  Rþ:
Expansion (2.42) is sufﬁcient to show that for NX3 the fundamental solution of
the perturbed heat equation Wt ¼ AW in RN  Rþ has the decay rate
t	N=2AL1ðð1;NÞÞ as t-N in LNðRNÞ similar to that for the heat equation Wt ¼
DW : Indeed, after the heat kernel scaling Wðx; tÞ ¼ t	N=2VðZ; sÞ; Z ¼ x= ﬃﬃtp ; s ¼ ln t;
we arrive at the perturbed equation
Vs ¼ BV þ nðZ; sÞV ; ð2:43Þ
where
0pnðZ; sÞ ¼ esSp	11 ðZes=2ÞpC
es
1þ Z4e2sAL
1ðRN  RþÞ:
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We note (and this is important for an easier proof of the asymptotic estimates) that
the linear operator
BV ¼ DV þ 1
2
VZZþ N
2
V  1
r
r 
 ðrrVÞ þ N
2
V ; where r ¼ eZ2=4
is self-adjoint in the weighted Hilbert space of radial functions L2rðRNÞ with discrete
spectrum flk ¼ 	k; k ¼ 0; 1; 2;yg and a complete subset of eigenfunctions
fckðZÞg [6]. The boundedness of solutions of the rescaled equation (2.43) follows
from the eigenfunction expansion by the classical linear theory; see [31,9, Chapter 4].
By Theorem 2.1, Proposition 2.7 and by construction of the extended solution f ;
we have that
jY jpCx2	N ; jYxjpCx1	N for xb1; ð2:44Þ
and hence
Yðx; tÞ-0 as t-N uniformly in Rþ ð2:45Þ
together with the derivatives Yx; Yxx: We now use the semigroup e
At with known
asymptotic properties. It follows from (2.27) that the main perturbation term of
order gðtÞ in (2.38) provides us with a decay rate as t-N slower than t	N=2;
corresponding to the convolution with the fundamental solution of the unperturbed
equation. In order to justify such asymptotic behaviour we perform the change of the
dependent variable
Y ðx; tÞ ¼ gðtÞWðx; tÞ;
where, for tb1; equation for W takes the form
Wt ¼ AW þ Z þ gðtÞ½CW þ OðW 2Þ 	 qðtÞW ð2:46Þ
with the perturbation factor
qðtÞ ¼ g0ðtÞ=gðtÞ:
The nonintegrability condition (2.27) implies that there exists a sequence ftkg-N
such that qðtkÞ-c ¼ 0: Assume for a moment that c ¼ 0 along any subsequence. In
view of estimates and known asymptotic properties of the semigroup with
inﬁnitesimal generator A and the structure of the ﬁrst-order operator (2.22), we
have that Wð
; tÞ is uniformly bounded; see heat potential estimates in [31]. Let
oðW0Þ be the omega-limit set deﬁned in terms of uniform convergence on compact
subsets of the orbit fWð
; tÞ; t4t0g with initial datum W0: Passing to the limit in
(2.46) along a sequence ftk þ sg-N such that WðtkÞ-fAoðW0Þ; we have that
Wð
; tk þ sÞ-hð
; sÞ in LNlocðRþ; C2locðRþÞÞ; where hð
; sÞ is a smooth solution of the
linear nonhomogeneous parabolic equation
hs ¼ Ah þ Z for x40; s40
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with the initial datum h0AoðW0Þ: Since by construction h ¼ hx ¼ 0 at x ¼ 0 for
any sX0; by the Sturm theorem on zeros of solutions of uniformly parabolic
equations (see a similar analysis in [10, p. 673]), we conclude that hðsÞ is a stationary
solution,
hðx; sÞ  RðxÞ: AR þ Z ¼ 0 for x40; Rð0Þ ¼ R0ð0Þ ¼ 0: ð2:47Þ
Indeed, if hðx; s1ÞcRðxÞ for some s140; then by the strong Maximum Principle
hðx; s1ÞaRðxÞ a. e. near the origin x ¼ 0 and hence hð0; sÞa0 ¼ Rð0Þ a. e. for s4s1;
contradicting the deﬁnition of h: It is easy to see (and this has been proved in
Proposition 2.7 by the intersection comparison) that
RðxÞ has a unique zero for x40; ð2:48Þ
RðxÞ is positive for small x40 and is negative for xb1:
Let us return to the assumption c ¼ 0: Arguing by contradiction, assume that
qðtkÞ-	 co0 along a sequence ftkg-N: Then passing to the limit as tk þ s-N
as above, we obtain that the limit stationary solution h  RðxÞ solves the ODE
AR þ Z þ cR ¼ 0; implying oscillatory behaviour as x-N and contradicting
property (2.48); see Proposition 2.7. Thus, there holds
g0ðtÞ=gðtÞ-0 as t-N: ð2:49Þ
We summarize these results as follows.
Proposition 2.11. There holds
Y ðx; tÞ ¼ gðtÞðRðxÞ þ oð1ÞÞ as t-N; ð2:50Þ
uniformly on compact subsets where, for xb1;
N ¼ 3: RðxÞ ¼ 	c1
2
xþ?; ð2:51Þ
N ¼ 4: RðxÞ ¼ 	c1
2
ln xþ?; ð2:52Þ
NX5: RðxÞ ¼ 	c
*
þ? ðc
*
40Þ: ð2:53Þ
Proof. Expansions (2.51)–(2.53) follow from the radial equation (2.47) with
appropriate expansions of the coefﬁcients
R00 þ N 	 1
x
R0 þ c3x	4R þ c1x2	N þ? ¼ 0
for xb1: &
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Note that since by (2.51)–(2.53) RðxÞ changes sign once at a point x040; we have
that
Yðx; tÞo0 for xXx0 þ 1; tb1: ð2:54Þ
3. Proof of the theorem: extension of inner expansion and matching
In this section, we complete the proof of Theorem 1.1. It follows from (2.50) that
f ðx; tÞ ¼ S1ðxÞ þ gðtÞðRðxÞ þ oð1ÞÞ as t-N ð3:1Þ
uniformly on compact subsets in x:
3.1. Extension and matching for N ¼ 3
Substituting asymptotic expansions (2.3) and (2.51) into (3.1) and taking into
account two main terms, we obtain that for xb1
f ðx; tÞ ¼ c1
x
1	 1
2
gðtÞx2 þ?
 
; ð3:2Þ
where c1 ¼
ﬃﬃﬃ
3
p
and c2 ¼ 3
ﬃﬃﬃ
3
p
=2: It follows from (2.51) that the linearization
expansion is valid on subsets in xb1 as t-N; where jY ðx; tÞj5S1ðxÞ; or,
equivalently,
gðtÞx251: ð3:3Þ
This suggests the following change of the spatial variable in order to extend the
expansion:
z ¼ x
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞ
p
: ð3:4Þ
Then the inner expansion (3.2) takes the form
f ðx; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞ
p c1
z
ð1	 1
2
z2 þ?Þ: ð3:5Þ
According to this structure, we introduce the new rescaled solution F given by
f ðx; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞ
p
Fðz; tÞ: ð3:6Þ
In general, this change of variables is intended to describe the asymptotic behaviour
in the intermediate region determined in terms of compact subsets in z bounded away
from zero. We will show that this intermediate region overlaps with the boundary
V.A. Galaktionov, J.R. King / J. Differential Equations 189 (2003) 199–233214
one near r ¼ 1: It follows from (2.51) and (2.54) that
Fðz; tÞ  f ðx; tÞﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞp p
S1ðxÞﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞp p
2c1
x
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞp 
2c1
z
ð3:7Þ
for all zXðx0 þ 1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞp ; tb1; i.e. F is uniformly bounded on any sufﬁciently small
compact subsets f0od1pzpd2g bounded away from the origin.
One can derive a perturbed parabolic equation for the rescaled function F ¼
Fðz; sÞ
Fs ¼ DF þ CF þ gðtÞF5 	 12 ðg	2g0ÞðtÞðFzzþ FÞ; ð3:8Þ
where the new time variable s ¼ sðtÞ is given by
gðtÞdt ¼ ds; ð3:9Þ
so that s : Rþ-Rþ by the nonintegrability condition (2.27).
In what follows, we need to consider the case of bounded perturbations in (3.8)
and assume that along a subsequence fskg-N; there exists a ﬁnite limit
g	2ðtkÞg0ðtkÞ-a0p0; sk ¼
Z tk
0
gðtÞ dt: ð3:10Þ
We will show later on that an inﬁnite limit leads to contradiction. In view of (3.3),
the inner expansion provides us with the following expansion near the origin: as
s-N
Fðz; sÞ ¼ c1
z
1	 1
2
z2 þ?
 
for sufficiently small z40: ð3:11Þ
Let us pass to the limit s-N in Eq. (3.8). The nonautonomous perturbations on
the right-hand side are asymptotically small. By the standard parabolic regularity
theory, it follows that
Fðz; sk þ sÞ- %Fðz; sÞ in LNlocðRþ; Cð½d1; d2ÞÞ ð3:12Þ
as k-N; where %F is a weak and hence a classical solution of the unperturbed
uniformly parabolic equation
%Fs ¼ Dz %F þ C %F 	 12 a0ðFzzþ FÞ ð3:13Þ
with initial data %F0 from the o-limit set of the orbit fFð
; sÞ; s40g: Let us note that
due to (2.49) gðtÞ satisﬁes another typical condition of a slow (not exponentially fast)
decaying function
gðtk þ tÞ=gðtkÞ-1 as k-N ð3:14Þ
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uniformly on compact intervals in t: This follows from (2.49) integrated over
ðtk; tk þ tÞ with uniformly bounded t: This is valid for gðtÞB1=t and other functions
decaying more slowly as t-N than the exponential one gðtÞBe	t; for which (3.14)
does not hold. Now passing to the limit in (3.11), we deduce that %Fðz; sÞ satisﬁes the
following singular stationary condition near the origin:
%Fðz; sÞ ¼ c1
z
1	 1
2
z2 þ?
 
for small z40: ð3:15Þ
Actually, this means that there exists the limit
ðz %FÞzz ¼ 	c1 at z ¼ 0: ð3:16Þ
Since (3.13) is an autonomous uniformly parabolic equation, the strong Maximum
Principle implies that %Fðz; sÞ  F0ðzÞ (in view of (3.16) we rewrite the problem in
terms of *F ¼zF ) is a stationary solution satisfying the ODE problem
DF0 	 F 00zl1 	 l2F0 ¼ 0; z40; ðzF0Þ00ð0Þ ¼ 	c1; ð3:17Þ
where l1 ¼ 2þ a0=2 and l2 ¼ 1þ a0=2: Since F0 will be shown to be unique, we have
that Fðz; sÞ-F0ð
Þ as s-N uniformly on compact intervals ½d1; d2:
We now prove that F0ðzÞ given by series
F0ðzÞ ¼ c11z 1	
1
2
z2
 
þ
XN
k¼2
Ckz
k; ð3:18Þ
vanishes at a ﬁnite z ¼ z0 corresponding in the original independent variable to
1	 r ¼ oð1Þ: One can see that the even coefﬁcients vanish, C2l  0; and the odd ones
with k ¼ 2l þ 1 satisfy
Ckþ2 ¼ kl1 þ l2ðk þ 2Þðk þ 3ÞCk; k ¼ 3; 5;y; where C3 ¼ 	
c1
24
ð3þ a0Þ; c1 ¼
ﬃﬃﬃ
3
p
:
Since jCkþ2=Ckjpð1þ 2jl1jÞ=k-0 as k-N; the series in (3.18) converges uniformly
in Rþ: We are looking for the stationary proﬁle F0ðzÞ which is oscillating as z-N
and then its ﬁrst positive root z ¼ z040;
F0ðz0Þ ¼ 0; ð3:19Þ
gives the necessary matching condition.
Let us show that the value z0 ¼ z0ða0Þ does not affect limit (3.10). We use the
expansion in the intermediate region
uðr; tÞ  aðtÞf ðx; tÞ ¼ aðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞ
p
Fðz; sÞ ¼ aðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞ
p
½F0ðzÞ þ oð1Þ ð3:20Þ
as t-N uniformly on compact subsets in z bounded away from the origin. Then
(3.19) guarantees that the extended solution uðr; tÞ changes sign and hence vanishes
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at a point z ¼ z0 þ oð1Þ which must coincide with r ¼ 1: This is a natural
representation of matching with the boundary Dirichlet condition only. Therefore,
we arrive at the following matching condition at r ¼ 1:
z ¼ x
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞ
p
 ra2ðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
gðtÞ
p
jr¼1 ¼ z0 þ oð1Þ: ð3:21Þ
Since gðtÞ ¼ ða	5a0ÞðtÞ; we obtain the equation
a2ðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a	5ðtÞa0ðtÞ
q
¼ z0 þ oð1Þ-
a0ðtÞ
aðtÞ ¼ z
2
0 þ oð1Þ:
This is a functional (actually, inﬁnite-dimensional) dynamical system, which
asymptotically can be studied as an ODE for the function aðtÞ: Integrating it, we
obtain ln aðtÞ ¼ z20tð1þ oð1ÞÞ; cf. (1.9). It then follows that gðtÞ ¼ a	5ðtÞa0ðtÞ ¼
z20a
	4ðtÞð1þ oð1ÞÞ; and hence using that dt=dt ¼ a	4ðtÞ;
g	2ðtÞg0tðtÞ ¼ g	2g0ta	4 ¼ 	4þ oð1Þ-a0 ¼ 	4:
Hence, l2 ¼ 0; l1 ¼ 	1 and the ODE for F0ðzÞ; DF0 þ F0 ¼ 0; together with the
singular boundary condition in (3.17) imply that
F0ðzÞ ¼
ﬃﬃﬃﬃﬃ
3p
2z
s
J	1=2ðzÞ 
ﬃﬃﬃ
3
p
z
cos z;
where J	1=2ðzÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=pz
p
cos z is a Bessel function. Therefore,
z0 ¼ p=2: ð3:22Þ
These results are true for any subsequence fskg-N:
Finally, it is not difﬁcult to show that the assumption that a0 ¼N; after an
additional natural scaling and passing to the limit sk þ s-N; implies that the ﬁnal
proﬁle F0 satisﬁes the ﬁrst-order ODE F
0
0zþ F0 ¼ 0; which does not admit a solution
satisfying the singular boundary condition (3.15) and (3.16).
Using the above change of time-variable, we estimate the perturbation term
gðtÞB1=4t for tb1; which is a typical slowly decaying function. It is a non-
integrable perturbation, geL1ðRþÞ; as we have proved.
Remark 1 (A countable spectrum of different GUSs changing sign). It follows from
the construction of the oscillating limit proﬁle F0ðzÞ that, besides u* ðr; tÞX0; there
exists a countable spectrum fu
*k
ðr; tÞg of GUSs changing sign exactly k times with
the following functions
ln akðtÞ ¼ z2ktð1þ oð1ÞÞ; k ¼ 1; 2;y;
where fzk ¼ p=2þ pkg is the strictly increasing sequence of roots of the Bessel
function F0ðzÞ; i.e. of cos z:
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Remark 2 (On extension of boundary layer behaviour for N ¼ 3). Bearing in mind
that, roughly speaking, aðtÞBeg0t for tb1; we observe a typical exponential growth
of the LN-norm of the GUS. Let us show that this exponential function can be
explained by means of a stable subspace dominance in the outer region (as we have
seen, no such dominance is available in the inner region). Indeed, since uð
; tÞ-0 as
t-N for all rAð0; 1Þ; the linearized ﬂow
Yt ¼ DY
is governed by the radial Laplacian having a discrete negative spectrum flko0; k ¼
0; 1;yg in the space L2r0ðB1Þ of radial functions satisfying an extra condition at the
singular point r ¼ 0
lim
r-0
ðrY ðrÞÞ0 ¼ 0:
It excludes bounded functions Y ðrÞ at r ¼ 0 satisfying Yð0Þa0; and hence retains
those with the purely fundamental asymptotics Y ðrÞ ¼ Cr	1 þ oð1Þ as r-0: This
makes the spectrum discrete [33]. Therefore, any positive GUS has the following
behaviour for all rAð0; 1Þ:
uðr; tÞ ¼ C0el1tc1ðrÞ þ? as t-N;
where c1ðrÞ40 on ð0; 1Þ denotes the ﬁrst eigenfunction of D in L2r0ðB1Þ and
the constant C040 depends on initial data. By construction, c1ðrÞ ¼ a1r	1 þ oð1Þ as
r-0; where a140 is a normalization constant. Hence, for any ﬁxed small r40;
uðr; tÞ ¼ a1C0r	1el1t þ? as t-N:
Comparing with (2.4), by Theorem 2.1 we conclude that the ﬁrst terms of these two
expansions can be matched (after an extra slight extension of the inner expansion) if
aðtÞ ¼ ða1C0Þ	1e	l1tð1þ oð1ÞÞ as t-N: ð3:23Þ
This means that
ln aðtÞ ¼ ð	l1Þtð1þ oð1ÞÞ;
which coincides with (1.9). Thus, g0ð3Þ ¼ 	l140; where l1o0 is the ﬁrst eigenvalue
of D in L2r0ðB1Þ: Observe that (3.23) exhibits the dependence of the LN-norm of the
GUS on the initial data by means of the constant C0 ¼ C0ðu0Þ: This is a typical
stable manifold dominance in the outer region (the boundary layer), where the
asymptotic structure of GUSs can be obtained most easier by matching into the
inner region near r ¼ 0: This is an example of a standard stable-centre manifold
matching.
This behaviour of GUSs in R3 exhibits some common features of stabilization to a
singular stationary solution of semilinear and quasilinear parabolic equations
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studied in [10], where the Frank–Kamenetskii equation with the Dirichlet boundary
condition
ut ¼ Du þ eu in B  Rþ; u ¼ 0 on @B  Rþ ð3:24Þ
is considered in the ball B ¼ fjxjo ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ðN 	 2Þp g; with N410: The only stationary
solution is the singular one
SNðxÞ ¼ lnð2ðN 	 2Þ=jxj2Þ ðSNð0Þ ¼NÞ;
satisfying the zero Dirichlet boundary condition at r ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ðN 	 2Þp : There exists a
family fSlðxÞg; with the same parameterization Slð0Þ ¼ lAR; of bounded at the
origin stationary proﬁles such that SlðxÞ-SNðxÞ 	 0 as l-N uniformly on
compact subsets bounded away from the origin. In problem (3.24), the rate of
stabilization from below of a bounded orbit to the singular stationary solution is
determined by matching of the outer (boundary) expansion and the inner one, where
the solutions evolve on this smooth family of stationary proﬁles. For (3.24), the
linearized operator in the outer (boundary) domain does not have a centre subspace,
so that the outer behaviour corresponds to the stable invariant subspace. Then the
stable manifold behaviour in the boundary domain can be obtained independently of
the inner (centre manifold) one. The outer–inner matching consists in extending the
known outer behaviour into the inner region, which is equivalent to a matching of
stable and centre manifolds.
3.2. Extension and matching for NX5
Though the new rescaled variables are different, the idea of matching is
similar. We now substitute expansions (2.3) and (2.53) into (3.1) to obtain that
for xb1;
f ðx; tÞ ¼ x2	Nðc1 	 c* gðtÞxN	2 þ?Þ: ð3:25Þ
Hence, the new rescaled variable of the extended expansion takes the form
z ¼ xg1=ðN	2ÞðtÞ; ð3:26Þ
and the inner expansion (3.25) reads
f ðx; tÞ ¼ gðtÞz2	Nðc1 	 c* zN	2 þ?Þ: ð3:27Þ
We next introduce the new rescaled solution
f ðx; tÞ ¼ gðtÞFðz; tÞ; ð3:28Þ
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where F satisﬁes the perturbed parabolic equation
Fs ¼DzF þ g2=ðN	2ÞðtÞFp þ gðN	4Þ=ðN	2ÞðtÞCF
	 ðg	N=ðN	2Þg0ÞðtÞ 1
N 	 2 Fzzþ F
 
ð3:29Þ
with the new time variable obtained from
g2=ðN	2ÞðtÞ ¼ ds=dt: ð3:30Þ
As in the previous case N ¼ 3; assuming that g	NðN	2Þ ðtkÞg0ðtkÞ-a0p0; we conclude
from ﬁnal computations that a0 ¼ 0 (unbounded particular limits with a0 ¼N lead
to a contradiction with singular boundary conditions). Hence, the orbit
fFð
; sÞ; s40g stabilizes as s-N to a unique stationary solution F0ðzÞ of the
autonomous limit equation (3.29),
DF0 ¼ 0 for z40; F0ðzÞ ¼ c1z2	N 	 c* þ oð1Þ as z-0: ð3:31Þ
Obviously, this gives the unique stationary proﬁle F0ðzÞ ¼ c1z2	N 	 c* vanishing at
the point z0 ¼ ðc1=c* Þ
1=ðN	2Þ: Hence, r ¼ 1 corresponds to z ¼ z0 þ oð1Þ; whence the
following asymptotic ODE for aðtÞ holds as t-N:
z ¼ xg1=ðN	2ÞðtÞ  ra2=ðN	2ÞðtÞg1=ðN	2ÞðtÞjr¼1 ¼ z0 þ oð1Þ;
or, equivalently, aðN	6Þ=ðN	2ÞðtÞa0ðtÞ ¼ zN	20 þ oð1Þ: Integrating this equation, we
obtain the asymptotic behaviour (1.11) (and hence a0 ¼ 0), where
g0 ¼ ½2ðN 	 4ÞzN	20 =ðN 	 2ÞðN	2Þ=2ðN	4Þ:
One can check that in this case gðtÞB1=t for tb1 satisfying all the necessary slow
decay properties for a nonintegrable perturbation.
3.3. Extension and matching for N ¼ 4
We need a slight modiﬁcation of the previous analysis, in which we put slow
logarithmic factors jln gðtÞj in the computations, as required by the extra term ln x in
expansion (2.52). Substituting (2.3) and (2.52) into (3.1), we obtain that for xb1
f ðx; tÞ ¼ 8
x2
	 4gðtÞ ln xþ?  8
x2
1	 1
2
gðtÞx2 ln xþ?
 
ð3:32Þ
(here c1 ¼ 8). It follows that the new rescaled variable for tb1 is
z ¼ x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðgjln gjÞðtÞ
p
; ð3:33Þ
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and the inner expansion (3.32) on compact subsets in z40 takes the form
f ðx; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðgjln gjÞðtÞ
p 8
z2
1	 1
4
z2 þ?
 
: ð3:34Þ
Hence, we deﬁne the rescaled solution by means of the rescaling
f ðx; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðgjln gjÞðtÞ
p
Fðz; tÞ; ð3:35Þ
where F satisﬁes the following perturbed parabolic equation:
Fs ¼ DF þ ðgjln gjÞðtÞF 3 þ 1jln gðtÞjCF 	
ðgjln gjÞ0ðtÞ
ðg2jln gj2ÞðtÞ
1
2
Fzzþ F
 
ð3:36Þ
with the time variable given by
ðgjln gjÞðtÞ ¼ ds=dt: ð3:37Þ
This is again a perturbation of the heat equation, and we can apply the arguments of
the previous case. In particular, we conclude that the last perturbation on the right-
hand side of (3.36) tends to zero as t-N; corresponding to a0 ¼ 0: Finally, the
asymptotic ODE for aðtÞ is obtained from matching with the boundary condition,
implying that r ¼ 1þ oð1Þ corresponds to the unique positive root z0 ¼ 2 of the limit
stationary proﬁle F0ðzÞ ¼ 8z	2 	 2: Thus, for tb1;
z ¼ xðgjln gjÞ1=2ðtÞ  raðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðgjln gjÞðtÞ
p
jr¼1 ¼ 2þ oð1Þ:
By deﬁnition of gðtÞ; a ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa	3a0jln ða	3a0Þjp ¼ 2þ oð1Þ for tb1; or, resolving this
asymptotically,
a0ðtÞ
aðtÞ ln aðtÞ ¼ 2þ oð1Þ:
Integrating for tb1 yields (1.10). It then follows that gðtÞB1
2
t for tb1:
This completes the proof of Theorem 1.1. &
For NX4; our matching asymptotic analysis leads to monotone decreasing
proﬁles F0ðzÞ without oscillatory behaviour as z-N: Therefore, a discrete spectrum
of other GUSs changing sign cannot be observed on compact subsets in z and needs
an additional scaling procedure.
In dimensions NX4 the general structure of composite asymptotics of the GUSs is
of the same type as the asymptotic extinction behaviour of the fast diffusion
equation
ut ¼ Dum in O ð0; TÞ; u ¼ 0 on @O ð0; TÞ ð3:38Þ
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with bounded positive initial data, in the critical Sobolev case m ¼ ms ¼ 1=ps ¼
ðN 	 2Þ=ðN þ 2Þ: If T is the ﬁnite extinction time of the radial solution uðr; tÞ; then
its asymptotic extinction behaviour as t-T	 is given by [16]
jjuð
; tÞjjN ¼ g0ðT 	 tÞðNþ2Þ=4jln ðT 	 tÞjðNþ2Þ=2ðN	2Þð1þ oð1ÞÞ; ð3:39Þ
where g0 is a constant depending on dimension N only. The ﬁrst dimensional
multiplier ðT 	 tÞðNþ2Þ=4 is exactly the similarity scaling factor obtained by Berryman
and Holland in 1980 [5] in the subcritical range mAðms; 1Þ: The extra slow growing,
but unbounded, logarithmic factor in the right-hand side of (3.39) comes from
centre–centre manifolds matching.
4. On detailed formal matching analysis
We brieﬂy present here a more detailed formal matching analysis prescribing some
important exponents and constants in the asymptotic behaviour of GUSs. A
rigorous justiﬁcation of such calculations lead to more sophisticated asymptotic
problems which are not studied here. At the initial stage of the analysis we repeat the
main arguments of the asymptotic expansion techniques given above presenting the
ﬁrst terms of the asymptotic behaviour of GUSs.
4.1. Inner problem: x ¼ Oð1Þ
Substituting the inner scalings uðr; tÞ ¼ aðtÞf ðx; tÞ; x ¼ ra2=ðN	2ÞðtÞ into the radial
problem
ut ¼ r1	NðrN	1urÞr þ uðNþ2Þ=ðN	2Þ; u ¼ 0 on r ¼ 1; ð4:1Þ
gives
a	ðNþ2Þ=ðN	2Þa0 f þ 2
N 	 2 xfx
 
¼ fxx þ N 	 1x fx þ f
ðNþ2Þ=ðN	2Þ:
We require the two-term inner expansion
f ðx; tÞBF0ðxÞ þ a	ðNþ2Þ=ðN	2Þa0F1ðxÞ;
whereby F0ðxÞ ¼ S1ðxÞ ¼ ½1þ x2=NðN 	 2Þ	ðN	2Þ=2 and F1 solves
F1xx þ N 	 1x F1x þ
N þ 2
N 	 2F
4=ðN	2Þ
0 F1 ¼ F0 þ
2
N 	 2 xF0x: ð4:2Þ
The homogeneous problem with zero right-hand side has a solution
oðxÞ ¼ ½1	 x2=NðN 	 2Þ½1þ x2=NðN 	 2Þ	N=2
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so that
xN	1ðoF1x 	 F1oxÞ ¼
Z x
0
½zN	1oðzÞF0ðzÞ þ 2
N 	 2 z
NoðzÞF0zðzÞ dz: ð4:3Þ
It follows that the asymptotic properties of F1 depend on whether N is greater
than, equal to or less than four. For Np4 the integral in (4.3) diverges and we
ﬁnd that
F1ðxÞB	 ½NðN 	 2ÞðN	2Þ=2 x
4	N
2ð4	 NÞ as x-N; 2oNo4; ð4:4Þ
a result which can also readily be obtained directly from (4.2). On the other hand,
F1ðxÞB	 4 ln xþ 6 ln 2þ 20
3
as x-N; N ¼ 4; ð4:5Þ
where the coefﬁcient of the ln x term can also be deduced directly from (4.2), but
calculation of the constant term requires the ﬁrst integral, as it does for N44; when
the integral (4.3) converges to give
F1ðxÞB	 2NðN þ 2ÞG
2ðN=2Þ
ðN 	 2ÞðN 	 4ÞGðNÞ as x-N; N44: ð4:6Þ
The differences in the asymptotic forms (4.4)–(4.6) indicate that the nature of the
outer expansion will differ with the sign of N 	 4:
4.2. Outer problem: r ¼ Oð1Þ
Matching: Here matching with F0 requires the outer scaling uðr; tÞ ¼ a	1ðtÞCðr; tÞ;
so that
Crr þ N 	 1
r
Cr ¼ 	a
0
a
CþCt 	 a	4=ðN	2ÞCðNþ2Þ=ðN	2Þ:
The ﬁrst term on the right-hand side may or may not enter at leading order,
depending on the sign of N 	 4:
Dimensions N44: This is the simplest case to discuss since it turns out that
ða0=aÞðtÞ ¼ Oðt	1Þ is negligible as t-N; so that
Cðr; tÞ-C0ðrÞ ¼ ½NðN 	 2ÞðN	2Þ=2ðr2	N 	 1Þ; ð4:7Þ
where we have matched the singular term with F0: The constant term in (4.7)
matches with (4.6), so that
1
a
½NðN 	 2ÞðN	2Þ=2B 2NðN þ 2ÞG
2ðN=2Þ
ðN 	 2ÞðN 	 4ÞGðNÞ a
	4=ðN	2Þa0;
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i.e. as t-N;
a2ðN	4Þ=ðN	2ÞðtÞB½NðN 	 2ÞðN	2Þ=2 ðN 	 4Þ
2GðNÞ
NðN þ 2ÞG2ðN=2Þ t: ð4:8Þ
This uniquely determines the constant in (1.12).
Dimensions No4: Since (4.7) cannot match with (4.4), we require
ða0=aÞðtÞ-m2 as t-N ð4:9Þ
for some real constant m40 and hence
C0rr þ N 	 1
r
C0r þ m2C0 ¼ 0:
Writing C0ðrÞ ¼ r	ðN	2Þ=2sðrÞ gives
r2srr þ rsr þ ½m2r2 	 14 ðN 	 2Þ2s ¼ 0: ð4:10Þ
Matching with the inner expansion taking into account both F0 and F1 demands
that
sðrÞB½NðN 	 2ÞðN	2Þ=2 r	ðN	2Þ=2 	 a
0
a
1
2ð4	 NÞ r
ð6	NÞ=2
 
as r-0; ð4:11Þ
thereby excluding the JðN	2Þ=2ðmrÞ solution to (4.10), we obtain
sðrÞ ¼ ½NðN 	 2ÞðN	2Þ=22	ðN	2Þ=2mðN	2Þ=2GðN=2ÞJ	ðN	2Þ=2ðmrÞ; ð4:12Þ
whose Taylor expansion about r ¼ 0 automatically reproduces (in view of (4.9)) the
second term in (4.11). Finally, m2 is generically given as the ﬁrst eigenvalue of the
singular Sturm–Liouville problem for Eq. (4.10) with the boundary condition sð1Þ ¼
0; so that J	ðN	2Þ=2ðmÞ ¼ 0: For N ¼ 3; J	1=2ðmrÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2=pmr
p
cosðmrÞ; so that m ¼ p=2:
Inspection of the size of terms omitted from the above expansions suggests that (4.9)
implies that
aðtÞBaNem2t as t-N ð4:13Þ
for some constant aN which depends on initial data u0:
Critical dimension N ¼ 4: As usual, the critical case is the most delicate one,
requiring calculation of the ﬁrst correction term C1 in the outer expansion
Cðr; tÞBC0ðrÞ þ a
0ðtÞ
aðtÞ C1ðrÞ as t-N
whereby
C0ðrÞ ¼ 8ðr	2 	 1Þ ð4:14Þ
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(as in (4.7)) and
C1rr þ 3
r
C1r ¼ 	8ðr	2 	 1Þ:
Since matching with the two-term inner expansion requires that C1 have no term of
Oðr	2Þ as r-0; it follows that
C1ðrÞ ¼ 	4 ln r þ r2 	 1: ð4:15Þ
Since x ¼ raðtÞ in this case, the outer limit of the inner expansion gives (using (4.5))
that
Cðr; tÞB8r	2 þ a
0
a
	4 ln r 	 4 ln aþ 6 ln 2þ 20
3
 
; ð4:16Þ
so matching in the overlap regime using (4.14) and (4.15) requires
a0
a
	4 ln aþ 6 ln 2þ 20
3
 
B	 8	 a
0
a
:
Hence, ln2 aðtÞ 	 ð3 ln 2þ 23=6Þ ln aðtÞB4t as t-N; and therefore
aðtÞB23=2e23=12e2
ﬃ
t
p
as t-N: ð4:17Þ
As in (4.8) (but in contrast to (4.13)), this expression contains no arbitrary
constants, with the leading order dependence of the large-time behaviour
on the initial conditions presumably corresponding (as in (4.13)) to translations
in t:
4.3. Higher modes
We consider Eq. (1.1) with the reaction term jujp	1u: For No4; subsequent zeros
of the Bessel function, J	ðN	2Þ=2ðmÞ ¼ 0; in (4.12) and (4.13) dictate the behaviour of
(nongeneric) sign-changing GUSs. For N44; the term (4.7) dominates the outer
limit of the inner expansion (so that u ¼ Oð1=aÞ no longer holds in the outer region)
and hence
uBsNGðN=2Þem2tðmr=2Þ	ðN	2Þ=2JðN	2Þ=2ðmrÞ ð4:18Þ
holds as t-N in the outer region r ¼ Oð1Þ for some positive constant sN which
depends on the initial data. Matching with (4.7) implies that
2NðN þ 2ÞG2ðN=2Þ
ðN 	 2ÞðN 	 4ÞGðNÞ a
	4=ðN	2Þa0BsNe	m
2t
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so that
að6	NÞ=ðN	2ÞðtÞB 2NðN þ 2ÞG
2ðN=2Þ
ðN 	 4ÞðN 	 6ÞGðNÞm2sN e
m2t ð4:19Þ
as t-N: In (4.18) and (4.19), the possible growth rates are determined by the
boundary condition u ¼ 0 on r ¼ 1; so that
JðN	2Þ=2ðmÞ ¼ 0; ð4:20Þ
the ﬁrst zero of (4.20) corresponds to a solution with a single sign change, as
indicated by the dominance of (4.7) over F0 in the intermediate region. Finally, for
N ¼ 4 one has (because the a0 ln a=a term dominates in (4.16))
ln aðtÞBm2t as t-N ð4:21Þ
with J1ðmÞ ¼ 0; cf. (4.20); however, the calculation of the pre-exponential terms in
aðtÞ would require very careful consideration of extra terms in the two regions, which
we do not pursue here.
5. On GUSs of the nonlinear parabolic equations
In general, taking into account key principles of construction, there is not much
difference between GUSs for the above critical semilinear heat equation and
quasilinear and fully nonlinear ones with typical scaling invariant operators. The
main ideas and techniques of linearization, extension and matching stay the same,
though some speciﬁc additional technical difﬁculties may occur.
5.1. Porous medium equation with source
As a natural quasilinear generalization, let us ﬁrst discuss the porous medium
equation with source
ut ¼ Dum þ up; where m41; p ¼ ps ¼ mðN þ 2Þ=ðN 	 2Þ; NX3; ð5:1Þ
for which the existence of GUSs in the critical Sobolev case p ¼ ps was already
established in [40]. The steps of the inner asymptotic analysis are quite similar. In this
case it is convenient to perform the transformation um ¼ v leading to the equation
with the same semilinear elliptic operator on the right-hand side
ðv1=mÞt ¼ BðvÞ  Dv þ vp; where now p ¼ ðN þ 2Þ=ðN 	 2Þ;
and hence with the same family (2.2) of stationary solutions. Hence, we perform
exactly the same scaling
vðr; tÞ ¼ aðtÞf ðx; tÞ; x ¼ ra2=ðN	2ÞðtÞ;
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to derive a perturbed rescaled equation of the same type
ðf 1=mÞt ¼ Bðf Þ þ gðtÞCðf Þ; ð5:2Þ
where the time variable is deﬁne by ap	1=mðtÞ ¼ dt=dt; and
gðtÞ ¼ ða	pða1=mÞ0ÞðtÞ; Cðf Þ ¼ 	 2m
N 	 2 ðf
1=mÞxx	 f 1=m:
As the ﬁrst step, using similar estimates and methods, we arrive at a result similar to
Theorem 2.1 in Section 2. As the second step, we perform linearization (2.37) and
arrive at the corresponding linear semigroup generated by the same operator (2.39)
in a weighted space, where the weight function r ¼ mS1=m	11 ðxÞ (r  1 in the
semilinear case m ¼ 1) comes from the nonlinearity on the left-hand side of Eq. (5.2).
This implies no essential novelties in the analysis. In particular, the critical dimension
is now N ¼ 2m þ 2 (N ¼ 4 if m ¼ 1) for which RðxÞ has a logarithmic growth as
x-N: The rest is similar and the stabilization technique uses the strong Maximum
Principle, which is true in the positivity domain for such degenerate equations; see
Kalashnikov’s survey [28]. This analysis partially coincides with that in [16], where
composite solution structures of the (quasilinear) fast diffusion equation were
studied; see further comments below.
5.2. Dual porous medium equation with source
Consider now a fully nonlinear equation with the dual porous medium operator,
ut ¼ jDujm	1Du þ up; m41; ð5:3Þ
where the critical Sobolev exponent p ¼ ps is the same as in (5.1). The stationary
family (2.2) satisﬁes the elliptic equation
BðSÞ  jDSjm	1DS þ Sp ¼ 0 in RN :
Though the existence of GUSs is not known for this equation (we expect that crucial
ideas from [40] can be applied), we are going to describe the composite structure of
those solutions which are evolving on the family fSlg in the inner region such that
uðr; tÞBSaðtÞðrÞ as t-N: The inner scaling transformation takes a form similar to
(2.20),
uðr; tÞ ¼ aðtÞf ðx; tÞ; x ¼ ragðtÞ; ð5:4Þ
where g ¼ ðp 	 mÞ=2m; and we obtain the perturbed equation (2.21) with
Cf ¼ 	gfxx	 f ; gðtÞ ¼ ða	pa0ÞðtÞ; where dt=dt ¼ ap	1ðtÞ: ð5:5Þ
A result similar to Theorem 2.1 in Section 2 follows from similar estimates by
using the Sturm theorem, which by approximation applies to sufﬁciently smooth
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(minimal) solutions of degenerate parabolic equations with the dual porous medium
operator.
Linearization (2.37) leads to a perturbed equation of type (2.38), with the function
Z ¼ CS1 in the leading perturbation and the linear operator
AY ¼ mjDS1jm	1DY þ pSp	11 Y ;
which is a perturbed radial Laplacian in a weighted space. It follows that, at least for
p4m; the perturbing second term is asymptotically vanishing as x-N; and the
further reﬁned inner expansion needs no essential novelties. Finally, we arrive at the
expansion (2.50), where R solves the ODE (2.47). Then the rescaled extension
analysis, and hence the approximation of aðtÞ as t-N; depends on an expansion of
RðxÞ for xb1 as in Proposition 2.11. At this stage we face a similar stabilization
problem for a perturbed evolution equation which can be solved by using the strong
Maximum Principle.
5.3. Gradient diffusivity equations with source
Let us discuss GUSs of the p-Laplacian equation with source
ut ¼ r 
 ðjrujsruÞ þ up; s40; p ¼ ps ¼ ½Nðsþ 1Þ þ sþ 2=½N 	 ðsþ 2Þ; ð5:6Þ
where N4sþ 2: First of all, the stationary equation
BðSÞ  r 
 ðjrSjsrSÞ þ Sp ¼ 0 in RN ;
admits a suitable family of positive radial solutions (see [17,23])
SlðrÞ ¼ l½BðB þ lbrgÞ	1m; m ¼ ½N 	 ðsþ 2Þ=ðsþ 2Þ; g ¼ ðsþ 2Þ=ðsþ 1Þ;
where b ¼ g=m and B ¼ mgN1=ðsþ1Þ: In this critical p-Laplacian equation, exact
solutions occur via invariance of the corresponding variational functional (Noether’s
Theorem) [47], unlike the semilinear critical case with s ¼ 0 where the conformal
invariance of the elliptic equation itself is available (see further comments below on
such higher-order equations).
Having such a stationary subset fSlg; we can describe GUSs evolving in the inner
region according to uð
; tÞBSaðtÞð
Þ as t-N: Here, the scaling transformation takes
form (5.4) with the exponent g ¼ ½p 	 ðsþ 1Þ=ðsþ 2Þ: The linearized equation for
Y is (2.38) with the following second-order ordinary differential operator
AY ¼ ðsþ 1Þr 
 ðjrS1jsrYÞ þ pSp	11 Y ;
which is a ﬁrst-order perturbation of the radial Laplacian in a weighted space. The
extension of the inner expansion and matching with the zero Dirichlet boundary
condition at r ¼ 1 via suitable new rescaled variables is based on a result similar to
Proposition 2.11, where RðxÞ is obtained from ODE (2.47) with the same
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inhomogeneous term Z ¼ CS1: As usual, a key role in the classiﬁcation of aðtÞ is
played by the behaviour of RðxÞ for xb1; which deﬁnes new scaling variables
matching the boundary condition.
5.4. On higher-order semilinear equations
Our general scheme of extension and matching can be formally applied to higher-
order parabolic equations, though we do not have sufﬁcient a priori estimates,
auxiliary bounds and properties of stationary families to complete a rigorous proof.
The key example is the 2mth order semilinear parabolic equation
ut ¼ 	ð	DÞmu þ jujp	1u; m41; p ¼ ps ¼ ðN þ 2mÞ=ðN 	 2mÞ; N42m; ð5:7Þ
which is a natural higher-order generalization of the second-order one.
Consider the fourth-order equation, (5.7) with m ¼ 2;
ut ¼ 	D2u þ jujp	1u in O Rþ; ps ¼ ðN þ 4Þ=ðN 	 4Þ; NX5: ð5:8Þ
In the case of the critical Sobolev exponent, the corresponding elliptic equation
BðSÞ  	D2S þ jSjp	1S ¼ 0 in RN ; ð5:9Þ
admits the one-parameter family fSlg (see [18,41])
SlðrÞ ¼ l½BðB þ l4=ðN	4Þr2Þ	1ðN	4Þ=2; B ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðN þ 2ÞNðN 	 2ÞðN 	 4Þ
p
: ð5:10Þ
Solutions (5.10) are unique positive solutions of (5.9) [34,51]. The concentration–
compactness principle [35, pp. 154–165], shows that the best constant C2 in the
embedding
jjujj2N=ðN	4ÞpC2jjD2ujj2
is attained on radial solutions of (5.9) and hence by uniqueness is given by functions
(5.10) and can be calculated explicitly [41].
A similar exact family is available for the 2mth order semilinear elliptic equation
	ð	DÞmS þ jSjp	1S ¼ 0 in RN ; with the critical exponent as in (5.7). The family has
the form
SlðrÞ ¼ l½BðB þ l4=ðN	2mÞr2Þ	1ðN	2mÞ=2;
Bm ¼ ðN þ 2ðm 	 1ÞÞ!!=ðN 	 2ðm þ 1ÞÞ!!;
which was constructed [47,48] by the conformal invariance (Bateman’s transforma-
tion [2] was also useful).
Let us indicate some similarities of composite structures of GUSs which are
available for any mX1: The conclusions below are formal and we do not have key
estimates, which are necessary to justify the analysis in the higher-order case. Having
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family (5.10), we need to assume that the two boundary conditions at r ¼ 1 are such
that no nontrivial stationary solution in B1 (with a certain positivity dominance)
exists. This can be checked by higher-order Pohozaev’s identities [45]. This is
proposed to be the ﬁrst necessary condition for GUSs to exist. Next, we need that the
inner scaling uðr; tÞ ¼ aðtÞf ðx; tÞ; x ¼ ra2=ðN	4ÞðtÞ and dt=dt ¼ a8=ðN	4ÞðtÞ leads to
stabilization to the stationary proﬁle S1ðxÞ in the inner region, i.e. the chosen
boundary conditions imply a slow evolution on the continuous family,
uð
; tÞBSaðtÞð
Þ; on compact subsets. The linearization for tb1 in the corresponding
rescaled Eq. (2.21) gives the perturbed equation of the type (2.38) governed by the
linear operator AY ¼ 	D2Y þ pSp	11 Y which is a perturbation of the biharmonic
operator generating a continuous analytic semigroup, see [37]. Here we need an
estimate Oðt	N=4Þ for tb1 of feAtg in LNðRNÞ coinciding with that for the
semigroup e	D
2t [11]. As the next step, once we can state and uniquely solve a fourth-
order ODE like (2.47) with suitable conditions, we can arrive at a reﬁned inner
expansion similar to (2.50), which is a crucial step towards the extension and
matching with the boundary.
The last step is crucial. Using typical uniqueness results for higher-order parabolic
equations (see [11,37]), by an extra rescaling like (3.4) and (3.6), we need to prove the
convergence Fðz; sÞ-F0ðzÞ as s-N; where F0 is the unique suitable solution of the
corresponding linear stationary equations with singular boundary conditions given
close to the origin z ¼ 0 which are prescribed by the inner expansion. Then if F0ðzÞ
vanishes at some point z0; i.e. 1	 r ¼ þoð1ÞÞ; then this would mean that near the
boundary r ¼ 1; uðr; tÞ ¼ GðtÞF0ðrÞ þ?; where the decaying function GðtÞ-0 as
t-N is given by these two scalings. This makes it possible to predict the boundary
condition generating such a GUSs behaviour, namely, u ¼ 0 and murr 	 nur ¼ 0 at
r ¼ 1; where m ¼ F 00ð1Þ; n ¼ F 000 ð1Þ; and we assume the nondegeneracy condition
m2 þ n2a0 as for classical regular Sturm–Liouville problems.
It is not easy to construct suitable well-posed quasilinear higher-order models with
GUSs (unlike the second-order ones). For instance, consider the quasilinear
equation
ut ¼ 	DðjDujsDuÞ þ jujp	1u; u ¼ Du ¼ 0 on @O Rþ; ð5:11Þ
where the critical Sobolev exponent for the compact embedding W 2;20 ðOÞ+Lpþ1ðOÞ
is
p ¼ ps ¼ ½Nðsþ 1Þ þ 2ðsþ 2Þ½N 	 2ðsþ 2Þ	1; s40; N42ðsþ 2Þ;
see e.g. [31]. By the corresponding higher-order Pohozaev’s identity [45] the
stationary problem in the subcritical range pAð1; psÞ
BðSÞ  	DðjDSjsDSÞ þ jSjp	1S ¼ 0 in O; S ¼ DS ¼ 0 on @O
does not admit a nontrivial nonnegative solution for any star-shaped domain O; see
computations in [18,46, p. 457]. On the other hand, it is not known if the stationary
V.A. Galaktionov, J.R. King / J. Differential Equations 189 (2003) 199–233230
equation in RN admits a suitable smooth family fSlg of positive solutions.
Moreover, there is a problem of uniqueness of solutions for degenerate parabolic
equation like (5.11) and extended limit semigroups (like those for the second-order
equations [21]) are currently unknown.
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