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Abstract When mean vectors and covariance matrices of two classes are available in a binary classiﬁcation
problem, Lanckriet et al. [6] propose a minimax approach for ﬁnding a linear classiﬁer which minimizes the
worst-case (maximum) misclassiﬁcation probability. In this paper, we extend the minimax approach to a
multiple classiﬁcation problem, where the number m of classes could be more than two.
Assume that mean vectors and covariance matrices of all the classes are available, but no further
assumptions are made with respect to class-conditional distributions. Then we deﬁne a problem for ﬁnding
linear classiﬁers which minimize the worst-case misclassiﬁcation probability ¯ ®. Unfortunately, no eﬃcient
algorithms for solving the problem are known. So we introduce the maximum pairwise misclassiﬁcation
probability ¯ ¯ instead of ¯ ®. It is shown that ¯ ¯ is a lower bound of ¯ ® and a good approximation of ¯ ® when m
or ¯ ® are small. We deﬁne a problem for ﬁnding linear classiﬁers which minimize the probability ¯ ¯ and show
some basic properties of the problem. Then the problem is transformed to a parametric Second Order Cone
Programming problem (SOCP). We propose an algorithm for solving the problem by using nice properties
of it. We conduct preliminary numerical experiments and conﬁrm that classiﬁers computed by our method
work very well to benchmark problems.
Keywords: Optimization, multiple classiﬁcation, minimax approach, second order cone
programming
1. Introduction
An object of a classiﬁcation problem is to construct a model which predicts a class of
a given sample. Due to its practical importance, many approaches to classiﬁcation have
been studied. These approaches include, for example, classiﬁcation using the Mahalanobis
distance, the Neural Network, and the Support Vector Machine (SVM).
When mean vectors and covariance matrices of two classes are available in a binary
classiﬁcation problem, Lanckriet et al. [6] propose a minimax approach for ﬁnding a linear
classiﬁer. Their algorithm is called the Minimax Probability Machine (MPM). The correct
classiﬁcation probability depends on (unknown) probability distributions of the classes. This
fact means that a classiﬁer may behave well under a particular combination of probability
distributions, but quite poorly in other situation. The minimax approach provides a new
scope against the diﬃculty. It ﬁnds a classiﬁer which minimizes the worst-case (maximum)
misclassiﬁcation probability under all the possible choice of class-conditional densities with
given mean vectors and covariance matrices. Lanckriet et al. [6] show that this problem is
formulated as a Second Order Cone Programming problem (SOCP), which is easily solved
by an interior point method. They demonstrate that a classiﬁer computed by the MPM
works eﬀectively to practical problems.
After the presentation by Lanckriet et al. [6], several studies related to the MPM are
made. Huang et al. [4] propose the Biased-MPM, which takes into account an importance of
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each class. In [5], the same authors with [4] further generalize the Biased-MPM and develop
the Minimum Error MPM, which brings tighter worst-case accuracy.
In this paper, we extend the minimax approach by Lanckriet et al. [6] to a multiple
classiﬁcation problem, where the number m of classes is not restricted to two. Unlike
other binary classiﬁcation methods, an extension of the minimax approach to the multiple
classiﬁcation is not studied well.
When we directly use a binary classiﬁcation method to multiple classiﬁcation, there are
two major ways: one-against-all and one-against-one [3], and we point out that one-against-
all MPM is studied by Hoi and Lyu [2]. In both the methods, we compute multiple binary
classiﬁers, and classify a sample from the results of binary classiﬁcation. Though both
the methods have various rules to decide the class, the logic behind them may not be so
obvious. Against these methods, in this paper we propose another approach, which treats all
classes at once. In our approach, we aim to ﬁnd classiﬁers whose worst-case misclassiﬁcation
probability is small.
Assume that mean vectors and covariance matrices of all the m classes are available,
but no further assumptions are made with respect to class-conditional distributions. We
deﬁne a problem for ﬁnding m linear classiﬁers which minimize the worst-case misclassiﬁ-
cation probability ¯ ® under all the possible choice of class-conditional densities with given
mean vectors and covariance matrices. Unfortunately, no eﬃcient algorithms for solving the
problem are known. So we introduce the maximum pairwise misclassiﬁcation probability ¯ ¯
instead of ¯ ®. It is shown that the newly deﬁned probability ¯ ¯ is a lower bound of ¯ ® and a
good approximation of ¯ ® when m or ¯ ® are small. We deﬁne a problem for ﬁnding classiﬁers
which minimize the maximum pairwise misclassiﬁcation probability ¯ ¯. The classiﬁers ob-
tained from this problem give a classiﬁcation region which consists of m convex polytopes
and we show that they correctly classify the m mean vectors, see Theorem 3.1.
The underlying problem is transformed to a parametric SOCP, which has some nice
properties. We propose an algorithm for solving it by using the properties. We also conduct
preliminary numerical experiments and show that our classiﬁers work very eﬀectively to
benchmark problems and they are competitive to the ones computed by the SVM. So we
preserve the eﬀectiveness of the binary MPM to multiple case.
The rest of this paper is organized as follows. In Section 2 we brieﬂy review the minimax
approach to the binary classiﬁcation problem by Lanckriet et al. [6]. In Section 3, we extend
the minimax approach to the multiple classiﬁcation problem and we deﬁne two problems
for ﬁnding classiﬁers which minimize the worst-case misclassiﬁcation probability ¯ ® and the
pairwise probability ¯ ¯. We show that the second problem is transformed to a parametric
SOCP in Section 4. In Section 5, an algorithm for solving the problem is proposed. Some
results of preliminary numerical experiments are shown in Section 6. We conclude the paper
in Section 7 .
2. A Minimax Approach to Binary Classiﬁcation
In this section, we review the minimax approach by Lanckriet et al. [6].
Let x be a random n-dimensional vector, which belongs to one of two classes, which
are called Class 1 and Class 2. Suppose that we know the mean vector ¹i 2 <n and
the covariance matrix Σi 2 Sn
++ of each class i 2 f1;2g, where <n and Sn
++ denote the
n-dimensional Euclidean space and the set of positive deﬁnite n £ n symmetric matrices
respectively. In this paper, we assume that the covariance matrices are positive deﬁnite for
simplicity. This assumption is valid in actual when we add a regularization term to the
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covariance matrices. No further assumptions are made with respect to the class-conditional
distributions.
We determine a linear classiﬁer f(z) = aTz + b, where a 2 <n n f0g, b 2 <, and z 2 <n.
For any given sample x, if aTx +b < 0 then it is classiﬁed as Class 1, if aTx +b > 0 then it
is as Class 2, and if aTx + b = 0, then it is classiﬁed as either Class 1 or Class 2.
For the classiﬁer f(z) = aTz + b, its worst-case misclassifying probability of Class 1
sample as Class 2 is expressed as
sup
x»(¹1;Σ1)
Prfa
Tx + b ¸ 0g;
where the supremum is taken over all probability distributions having the mean vector
¹1 and the covariance matrix Σ1. Considering the other case similarly, the worst-case
misclassiﬁcation probability ¯ ® of the classiﬁer aTz + b is given by
¯ ® = maxf sup
x»(¹1;Σ1)
Prfa
Tx + b ¸ 0g; sup
x»(¹2;Σ2)
Prfa
Tx + b · 0gg:
Exploiting the complementary event property of probability, the worst-case correct classiﬁ-
cation probability is
® = 1 ¡ ¯ ® = minf inf
x»(¹1;Σ1)
Prfa
Tx + b < 0g; inf
x»(¹2;Σ2)
Prfa
Tx + b > 0gg:
The minimax approach seeks the classiﬁer f(z) = aTz + b, which minimizes the worst-case
(maximum) misclassiﬁcation probability ¯ ®. The problem is written as
min ¯ ®;
which is expressed as
min ¯ ®
subject to supx»(¹1;Σ1) PrfaTx + b ¸ 0g · ¯ ®;
supx»(¹2;Σ2) PrfaTx + b · 0g · ¯ ®;
where ¯ ® 2 [0;1], a 2 <n, and b 2 < are variables. This problem is equivalent to
max ®
subject to infx»(¹1;Σ1) PrfaTx + b < 0g ¸ ®;
infx»(¹2;Σ2) PrfaTx + b > 0g ¸ ®:
(2.1)
This expression looks for a classiﬁer which maximizes the worst-case (minimum) correct
classiﬁcation probability. Lanckriet et al. [6] show that if ¹1 6= ¹2 then ® > 0 and a 6= 0
at any optimal solution (®;a;b) of (2.1). We introduce an important result in [6] to handle
the constraints in (2.1).
Lemma 2.1 (Lanckriet et al. [6]) Let (¹1;Σ1) 2 <n £ Sn
++ be given. Then for any (a;b) 2
<n £ < with a 6= 0, it holds that
inf
x»(¹1;Σ1)
Prfa
Tx + b < 0g =
s2
aTΣ1a + s2;
where s ´ maxf¡aT¹1 ¡ b;0g.
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We are interested in classiﬁers satisfying aT¹1 +b · 0, since otherwise ® in (2.1) is zero.
Using this inequality and Lemma 2.1, the ﬁrst constraint in (2.1) becomes
inf
x»(¹1;Σ1)
Prfa
Tx + b < 0g ¸ ® ,
s2
aTΣ1a + s2 ¸ ®
, s ¸ ´(®)
p
aTΣ1a
, ¡a
T¹1 ¡ b ¸ ´(®)kΣ
1=2
1 ak;
where ´(®) ´
p ®
1¡®. Similarly the second constraints in (2.1) is equivalent to
a
T¹2 + b ¸ ´(®)kΣ
1=2
2 ak:
Substitute these relations to (2.1), we have
max ®
subject to ¡aT¹1 ¡ b ¸ ´(®)kΣ
1=2
1 ak;
aT¹2 + b ¸ ´(®)kΣ
1=2
2 ak:
Since ´(®) is an increasing function with respect to ®, the problem is equivalent to
max ´
subject to ¡aT¹1 ¡ b ¸ ´kΣ
1=2
1 ak;
aT¹2 + b ¸ ´kΣ
1=2
2 ak:
We can eliminate ´ in this problem (see [6] in detail) and get the next problem
min kΣ
1=2
1 ak + kΣ
1=2
2 ak
subject to (¹2 ¡ ¹1)Ta = 1:
(2.2)
This is a second order cone programming problem (SOCP). The problem (2.2) can be
solved eﬃciently by an interior point method. In [6], Lancriet et al. call their algorithm the
Minimax Probability Machine (MPM) and they demonstrate that the MPM is competitive
to the Support Vector Machine (SVM).
3. A Minimax Approach to Multiple Classiﬁcation
In practical applications, the number of classes of a classiﬁcation problem is not always
restricted to two. So we extend the minimax approach presented in Section 2 to multiple
classiﬁcation. In Section 3.1, we introduce linear classiﬁers whose values determine a class of
each sample. In Section 3.2, we deﬁne a problem for determining the classiﬁers so that the
worst-case misclassiﬁcation probability is minimized. Since the problem deﬁned in Section
3.2 is not easy to solve, we propose a problem which minimizes an approximation of the
worst-case misclassiﬁcation probability in Section 3.3.
3.1. Multiple classiﬁcation of a random vector
We deﬁne an index set M = f1;2;:::;mg for an integer m ¸ 2. Suppose that we have m
classes of n-dimensional random vectors. The i-th class is called Class i for each i 2 M.
Assume that the mean vector ¹i 2 <n and the covariance matrix Σi 2 Sn
++ of each Class
i 2 M are known. No further assumptions are made with respect to the class-conditional
distributions.
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In the binary classiﬁcation stated in Section 2, we use only one classiﬁer f(z) = aTz +b
and classify a sample x according to the sign of f(x). When we have two functions f1(z) and
f2(z) such that f(z) = f1(z) ¡ f2(z), the condition f(z) > 0 is equivalent to f1(z) > f2(z).
So we can equivalently classify the sample x as Class 1 if f1(x) < f2(x) and as Class 2 if
f1(x) > f2(x). In multiple classiﬁcation, we prepare a linear classiﬁer
fi(z) = a
T
i z + bi for each i 2 M; (3.1)
where ai 2 <n and bi 2 <. Then a sample x is classiﬁed as a class which gives the minimum
value of fi(x). To express formally, the sample x is classiﬁed as Class l when
fl(x) = min
i2M
fi(x):
If two or more functions have the same minimum value, we can choose any one of them.
In this section, we adopt this classiﬁcation rule. The problem is how to choose m linear
classiﬁers fi(z) = aT
i z + bi, i 2 M.
3.2. A minimization problem of the worst-case misclassiﬁcation probability
For any i 2 M, we deﬁne the set
Ri ´ fz 2 <
nja
T
i z + bi < a
T
j z + bj for any j 2 M;j 6= ig:
It is easy to see that any sample x belongs to one of such sets Ri (or the closure of Ri), i 2 M.
In our rule, the sample x is judged as Class i when x 2 Ri. As we do in Section 2, we want
to ﬁnd classiﬁers fi(z) = aT
i z + bi (i 2 M) which minimize the worst-case misclassiﬁcation
probability. Since the mean vector ¹i 2 <n and the covariance matrix Σi 2 Sn
++ are known,
the worst-case misclassiﬁcation probability of a sample x in Class i, i 2 M is expressed as
¯ ®i = sup
x»(¹i;Σi)
Prfx = 2 Rig: (3.2)
Then the correct classiﬁcation probability is
®i = 1 ¡ ¯ ®i = inf
x»(¹i;Σi)
Prfx 2 Rig:
Our problem is to compute classiﬁers fi(z) = aT
i z + bi (i 2 M) which minimize
¯ ® = max
i2M
¯ ®i (3.3)
or equivalently maximize
® = 1 ¡ ¯ ® = min
i2M
®i:
This problem is expressed as
max ®
subject to infx»(¹i;Σi) Prfx 2 Rig ¸ ®; i 2 M; (3.4)
where ® 2 [0;1], ai 2 <n (i 2 M), and bi 2 < (i 2 M) are variables. Unfortunately, the
problem (3.4) is not easy to solve, and we do not know any eﬃcient method for solving it.
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3.3. An approximation of the worst-case misclassiﬁcation probability
Instead of the misclassiﬁcation probability ¯ ®i, we introduce the maximum worst-case pair-
wise misclassiﬁcation probability which is deﬁned as
¯ ¯i = max
j6=i
sup
x»(¹i;Σi)
Prfa
T
i x + bi ¸ a
T
j x + bjg: (3.5)
Then the minimum pairwise correct classiﬁcation probability is
¯i = 1 ¡ ¯ ¯i = min
j6=i
inf
x»(¹i;Σi)
Prfa
T
i x + bi < a
T
j x + bjg:
In the next lemma, we show that ¯ ¯i is a lower bound of ¯ ®i.
Lemma 3.1 When the misclassiﬁcation probability ¯ ®i and the maximum pairwise misclas-
siﬁcation probability ¯ ¯i for each i 2 M are deﬁned by (3.2) and (3.5) respectively, we have
¯ ¯i · ¯ ®i · (m ¡ 1)¯ ¯i: (3.6)
Proof: Since the set Ri is a subset of fz 2 <njaT
i z + bi < aT
j z + bjg for any j 6= i, we have
Prfx 2 Rig · min
j6=i
Prfa
T
i x + bi < a
T
j x + bjg
for any random vector x. The ﬁrst inequality in (3.6) follows from this inequality and the
complementary event property. We can get the second inequality in (3.6) from
Prfx 2 Rig = Prfa
T
i x + bi < a
T
j x + bj for any j 6= ig
= 1 ¡ Prfa
T
i x + bi ¸ a
T
j x + bj for some j 6= ig
¸ 1 ¡
X
j6=i
Prfa
T
i x + bi ¸ a
T
j x + bjg
¸ 1 ¡ (m ¡ 1)max
j6=i
Prfa
T
i x + bi ¸ a
T
j x + bjg:
2
From the above lemma, the maximum pairwise misclassiﬁcation probability ¯ ¯i is a good
approximation of the misclassiﬁcation probability ¯ ®i for each i 2 M, when m or ¯ ®i are
small. Especially when m = 2, ¯ ¯i is equal to ¯ ®i. So we consider the problem for ﬁnding
classiﬁers fi(z) = aT
i z + bi (i 2 M) which minimize
¯ ¯ = max
i2M
¯ ¯i (3.7)
or equivalently maximize
¯ = 1 ¡ ¯ ¯ = min
i2M
¯i:
Such a ¯ is the solution of the problem
max ¯
subject to infx»(¹i;Σi) PrfaT
i x + bi < aT
j x + bjg ¸ ¯; i;j 2 M; j 6= i: (3.8)
We get the next results for this problem.
Theorem 3.1 If mean vectors of two classes are same (¹i = ¹j for some i;j 2 M, i 6= j),
the optimal value ¯ of the problem (3.8) is 0. Otherwise ¯ > 0 and ¹i 2 Ri for each i 2 M
at any optimal solution of the problem (3.8).
See Appendix for the proof of this theorem.
Since the problem (3.8) does not have a meaningful solution if mean vectors of two
classes are same, we assume that all the mean vectors are distinct in the remainder of this
paper.
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4. A Parametric SOCP
In this section, we show that the problem (3.8) is transformed to a parametric second order
cone programming problem.
As Theorem 3.1 suggests, we can add constraints ¹i 2 Ri (i 2 M), or equivalently
a
T
i ¹i + bi < a
T
j ¹i + bj (4.1)
for any i;j 2 M, i 6= j to the problem (3.8). Note that two constraints
a
T
i ¹i + bi < a
T
j ¹i + bj
and
a
T
j ¹j + bj < a
T
i ¹j + bi
lead to
(aj ¡ ai)
T(¹i ¡ ¹j) > 0;
which means ai 6= aj for any i and j with i 6= j. Then, from Lemma 2.1, we have that
inf
x»(¹i;Σi)
Prfa
T
i x + bi < a
T
j x + bjg ¸ ¯ ,
s02
(ai ¡ aj)TΣi(ai ¡ aj) + s02 ¸ ¯
, s
0 ¸ ´(¯)kΣ
1=2
i (ai ¡ aj)k;
where s0 = maxf¡(ai ¡ aj)T¹i ¡ (bi ¡ bj);0g and ´(¯) =
q
¯
1¡¯. Notice that
¡(ai ¡ aj)
T¹i ¡ (bi ¡ bj) > 0
holds for any i;j 2 M, i 6= j from (4.1). Then s0 = ¡(ai ¡ aj)T¹i ¡ (bi ¡ bj) and the
constraint in (3.8) becomes
¡(ai ¡ aj)
T¹i ¡ (bi ¡ bj) ¸ ´(¯)kΣ
1=2
i (ai ¡ aj)k:
Hence the problem (3.8) is equivalent to
max ¯
subject to ¡(ai ¡ aj)T¹i ¡ (bi ¡ bj) ¸ ´(¯)kΣ
1=2
i (ai ¡ aj)k; i;j 2 M; j 6= i;
¡(ai ¡ aj)T¹i ¡ (bi ¡ bj) > 0; i;j 2 M; j 6= i:
(4.2)
Since the constraints of (4.2) are positive homogeneous in ai;bi, i 2 M, that is, if
(¯;a1;b1;:::;am;bm) is a feasible solution, then (¯;sa1;sb1;:::;sam;sbm) is also feasible for
any s > 0. This means that the constraints
¡(ai ¡ aj)
T¹i ¡ (bi ¡ bj) > 0; i;j 2 M; j 6= i
in (4.2) can be replaced with
¡(ai ¡ aj)
T¹i ¡ (bi ¡ bj) ¸ u; i;j 2 M; j 6= i;
where u > 0 is a constant. Consequently, we get the following parametric second order cone
programming problem
max ¯
subject to ¡(ai ¡ aj)T¹i ¡ (bi ¡ bj) ¸ ´(¯)kΣ
1=2
i (ai ¡ aj)k; i;j 2 M; j 6= i;
¡(ai ¡ aj)T¹i ¡ (bi ¡ bj) ¸ u; i;j 2 M; j 6= i:
(4.3)
Problem (4.3) seems to be diﬃcult to solve due to nonlinear constraints in it, but it can be
solved easily by using special properties of the problem.
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5. An Algorithm for the Parametric SOCP
In this section, we explain two important properties of the parametric SOCP (4.3) and we
propose an algorithm which exploits the properties.
First and most obviously, if we ﬁx ¯ in (4.3), then the constraints in (4.3) become second
order cone (SOC) constraints. General SOC constraint on a variable x 2 <n has the form
c
Tx + d ¸ kAx + bk; (5.1)
where A 2 <m£n, b 2 <m, c 2 <n and d 2 < are given data. We can easily check whether
(5.1) has a feasible solution or not by solving the next problem
minx;t t
subject to cTx + d + t ¸ kAx + bk;
t ¸ 0;
(5.2)
where t 2 < is a new variable. This is an SOCP which can be solved eﬃciently by an interior
point method. The inequality (5.1) is feasible if and only if the optimal objective value of
(5.2) is zero. Then we obtain a feasible solution by solving (5.2).
Second property is that (4.3) has a monotonicity, as shown in the following lemma.
Lemma 5.1 If the problem (4.3) is infeasible for ¯ = ¯0 2 (0;1), then it is infeasible for
any ¯ 2 [¯0;1).
Proof: Suppose in contrast that the problem (4.3) is infeasible for ¯0 2 (0;1), but it is
feasible for some ¯00 2 [¯0;1). Let (ai;bi) (i 2 M) be a feasible solution for ¯00. Since
´(¯) =
q
¯
1¡¯ increases monotonically with respect to ¯, we have ´(¯00) ¸ ´(¯0). Then for
all i, j satisfying i 6= j, it holds that
¡(ai ¡ aj)
T¹i ¡ (bi ¡ bj) ¸ ´(¯
00)kΣ
1=2
i (ai ¡ aj)k ¸ ´(¯
0)kΣ
1=2
i (ai ¡ aj)k:
This means that (ai;bi) (i 2 M) constitute a feasible solution of the problem (4.3) for ¯0,
which is contradiction. 2
Thanks to the properties mentioned in Lemma 5.1, we can use the so-called bisection
method to solve (4.3). In the following, we ﬁrst explain basic ideas of the algorithm, then
we give the formal representation.
Let ¯¤ be the optimal value of (4.3). Initially we only know that ¯¤ lies in the interval
[0;1). At ﬁrst, we take the middle value of the interval, say ¯ = 0:5, and ask whether the
problem (4.3) is feasible or not for this value. In this paper, we represent this procedure as
bisection([0;1)). More precisely, for [¯l;¯u) ½ [0;1),
bisection([¯l;¯u)) =
½
1; if the problem (4.3) is feasible for ¯ =
¯l+¯u
2 ;
0; otherwise.
The procedure bisection([0;1)) can be done by solving an SOCP as explained above. If
bisection([0;1)) = 1, then we conclude that ¯¤ lies in the interval [0:5;1), otherwise we can
say ¯¤ is in the interval [0;0:5) from Lemma 5.1. Note that we can make the initial interval
[0;1) half in any case. Next we execute bisection([0;0:5)) or bisection([0:5;1)), according
to the situation, and repeat the procedure. Obviously, we can make the interval as small as
we want. The formal representation of the algorithm is given in Table 1.
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Table 1: The formal description of the algorithm
Input:
mean vectors and covariance matrices (¹i;Σi) (i = 1;:::;m);
accuracy parameter ² > 0 ;
constant u > 0 ;
initial interval [¯l;¯u) = [0;1) ;
while (¯u ¡ ¯l ¸ ²)f
if (bisection([¯l;¯u)) = 1)f
[¯l;¯u) Ã [
¯l+¯u
2 ;¯u) ;
update (ai;bi) (i = 1;:::;m) ;
g
else f
[¯l;¯u) Ã [¯l;
¯l+¯u
2 ) ;
g
g
Output:
approximate optimal value ¯l ;
solution (ai;bi) (i = 1;:::;m) ;
6. Preliminary Numerical Experiments
In this section, we conduct preliminary numerical experiments to see the actual accuracy
of the proposed classiﬁcation method, although it takes into account the worst-case perfor-
mance.
Though in this paper we address a classiﬁcation problem where the mean vector and the
covariance matrix of each class are known, we use benchmark problems where all individual
data are observed. For each problem, we ﬁrst estimate the mean vectors and the covariance
matrices of all the classes from the data. For regularization, if there is a class whose
covariance matrix is not positive deﬁnite, we add ½I, where ½ = 10¡8 and I is the n-
dimensional unit matrix, to it. With these estimates, we compute the classiﬁers for each
problem, then classify data using these classiﬁers.
We collect four problems iris, wine, glass, vehicle ¤ from the UCI Repository of ma-
chine learning databases [8]. Problem data are summarized in Table 2. We set the accuracy
Table 2: Problem data
Problem # of data # of class (m) # of attributes (n)
iris 150 3 4
wine 178 3 13
glass 214 6 9
vehicle 846 4 18
parameter ² in the algorithm to 0:001. We observe that the parameter u > 0 in (4.3)
somewhat decides the stability of our algorithm. In this paper, we set its value to 0.1. We
¤Though vehicle is available from the UCI Repository, it is originally from the Statlog collection.
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execute our algorithm on MATLAB, and use SeDuMi [9][10] for the SOCP solver. We note
here that we use YALMIP [7] for modeling of our problem.
We present results in Table 3, where the second column represents the worst-case pairwise
probability, and the third column shows the actual accuracy using the classiﬁers obtained.
We can see from Table 3 that the actual accuracy is considerably greater than the worst-case
Table 3: Results
Problem ¯ accuracy accuracy(SVM, linear kernel)
iris 0. 780 0. 980 0. 973
wine 0. 860 1. 000 0. 994
glass 0. 312 0. 640 0. 664
vehicle 0. 254 0. 780 0. 809
pairwise probability for each problem. Note that as (3.6) suggests, the worst-case accuracy
of the classiﬁers is equal to or less than the worst-case pairwise probability. These two facts
indicate that there is a large gap between the worst-case accuracy of the classiﬁers and the
actual accuracy, so that classiﬁers work very well for practical problems.
To compare the proposed method with other methods, we list the accuracy for each
problem by an SVM with the linear kernel in the fourth column of Table 3. These are
taken from [3]. We observe that our method is competitive to the SVM, which is one of the
most popular and eﬀective classiﬁcation method. This encourages the proposed method as
a promising classiﬁcation method.
7. Conclusions
In this paper, we have studied an extension of a recently developed minimax approach by
Lanckriet et al. [6] to multiple classiﬁcation. When mean vectors and covariance matrices
of two classes are available, the minimax approach ﬁnds a linear classiﬁer which minimizes
the maximum misclassiﬁcation probability. Such a classiﬁer can be obtained by solving a
relevant Second Order Cone Programming problem (SOCP).
Though it is possible to directly use the minimax approach to multiple classiﬁcation, we
propose another approach, which aims to ﬁnd classiﬁers with small worst-case misclassiﬁ-
cation probability by handling all classes at once.
For a multiple classiﬁcation problem, we deﬁne the problem (3.4) for ﬁnding the lin-
ear classiﬁers (3.1) which minimize the worst-case misclassiﬁcation probability ¯ ® deﬁned
by (3.3). Unfortunately, no eﬃcient algorithms for solving the problem are known. So we
introduce the maximum pairwise misclassiﬁcation probability ¯ ¯ by (3.7) instead of ¯ ®. It is
shown in Lemma 3.1 that the probability ¯ ¯ is a lower bound of ¯ ® and it is a good approxi-
mation of ¯ ® when m or ¯ ® are small. We deﬁne the problem (3.8) for ﬁnding the classiﬁers
which minimize the maximum pairwise misclassiﬁcation probability ¯ ¯. The classiﬁer ob-
tained from this problem give a classiﬁcation region consisting of m convex polytopes, and
we show that they correctly classify the m mean vectors, see Theorem 3.1.
We show that the problem (3.8) is transformed to the parametric SOCP (4.3) in Section 4.
In Section 5, we show that the parametric SOCP has important properties, and we propose
the algorithm in Table 1 for solving it by using the properties. We conduct preliminary
numerical experiments and conﬁrm that the classiﬁers of our method work very well to
benchmark problems in Section 6. As shown in Table 3, the results are competitive to
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the Support Vector Machine (SVM), which supports the proposed method as a promising
multiple classiﬁcation method.
There are some future works to be done. For example, to consider robust version of our
method and/or kernelization of our method are interesting topics.
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A. Proof of Theorem 3.1
We use the following lemma to prove Theorem 3.1. Although it looks that the result of the
lemma intuitively holds, we give a mathematical proof for preciseness.
Lemma A.1 Let m ¸ 2 and n ¸ 1 be integers and M = f1;2;:::;mg. If all the points
¹i 2 <n (i 2 M) are distinct, there exist m linear functions aT
i x + bi (i 2 M) such that
a
T
i ¹i + bi < a
T
j ¹i + bj for any i;j 2 M;i 6= j: (A.1)
Proof: This fact is proved by induction. In the case m = 2, the statement is obviously true.
Assume that the statement is true in the case m = k. Let ¹i (i = 1;:::;k + 1) be k + 1
distinct points. From the assumption, we have k linear functions aT
i x + bi (i = 1;:::;k)
satisfying
a
T
i ¹i + bi < a
T
j ¹i + bj for any i;j 2 f1;2;:::;kg;i 6= j:
We deﬁne
fk+1 ´ minfa
T
i ¹k+1 + bi; i = 1;:::;kg:
Let l be an index which attains the minimum, that is,
fk+1 = a
T
l ¹k+1 + bl: (A.2)
We also deﬁne
fi ´ a
T
i ¹i + bi; i = 1;:::;k:
Consider k half lines deﬁned as
Li ´ f(x;xn+1) 2 <
n £ <j x = ¹i;xn+1 · fig; i = 1;:::;k:
We claim that
(¹k+1;fk+1) 62 conv(L1 [ ::: [ Lk); (A.3)
where conv(S) denotes the convex hull of any set S. Otherwise, there exist ﬁnite points
(¹1;x11);:::;(¹1;x1p(1)) 2 L1;:::;(¹k;xk1);:::;(¹k;xkp(k)) 2 Lk
and coeﬃcients
¸11;:::;¸1p(1);:::;¸k1;:::;¸kp(k)
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such that
k X
i=1
p(i) X
j=1
¸ij(¹i;xij) = (¹k+1;fk+1);
k X
i=1
p(i) X
j=1
¸ij = 1;
¸ij ¸ 0; i = 1;:::;k; j = 1;:::;p(i):
We have that
a
T
l ¹k+1 + bl ¡ fk+1 = a
T
l
0
@
k X
i=1
p(i) X
j=1
¸ij¹i
1
A + bl ¡
k X
i=1
p(i) X
j=1
¸ijxij
¸
k X
i=1
p(i) X
j=1
¸ija
T
l ¹i + bl ¡
k X
i=1
p(i) X
j=1
¸ijfi
=
k X
i=1
p(i) X
j=1
¸ija
T
l ¹i + bl ¡
k X
i=1
p(i) X
j=1
¸ij(a
T
i ¹i + bi)
¸
k X
i=1
p(i) X
j=1
¸ija
T
l ¹i + bl ¡
k X
i=1
p(i) X
j=1
¸ij(a
T
l ¹i + bl) (A.4)
= 0:
This relation and (A.2) imply that the inequality (A.4) holds as equality. So we have ¸ij = 0
if aT
i ¹i + bi < aT
l ¹i + bl or equivalently i 6= l. Hence
Pp(l)
j=1 ¸lj = 1, which means ¹k+1 = ¹l.
This contradicts our assumption.
From (A.3) and the fact that conv(L1 [ ::: [ Lk) is a closed convex set, the separat-
ing hyperplane theorem [1] guarantees that there exists a linear function ¯Tx + °xn+1 +
» ((¯;°;») 2 <n £ < £ <) which satisﬁes
¯Tx + °xn+1 + » < 0 for any (x;xn+1) 2 conv(L1 [ ::: [ Lk);
¯T¹k+1 + °fk+1 + » > 0: (A.5)
Note that we must have ° ¸ 0. Otherwise, if we take (¹1;xn+1) 2 L1 for suﬃciently small
xn+1, the ﬁrst strict inequality in (A.5) is violated. As (¹i;fi) 2 Li, it holds that
¯
T¹i + °fi + » < 0 (i = 1;:::;k):
Putting these strict inequalities together, we have
¯T¹i + °fi + » < 0 (i = 1;:::;k);
¯T¹k+1 + °fk+1 + » > 0:
As we can add ²fi (with ² > 0 suﬃciently small) to each of them without violating strict
inequalities, we assume that ° > 0 in these k + 1 strict inequalities. Then if we deﬁne
ak+1 ´ ¡
1
°
¯; bk+1 = ¡
1
°
»;
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k +1 linear functions aT
i x+bi (i = 1;:::;k +1) satisﬁes the statement of the lemma in the
case m = k + 1. 2
Proof of Theorem 3.1: Suppose that ¹i = ¹j for some i and j. Then, for any
(ai;bi);(aj;bj) 2 <n£<, we have either ¡(ai¡aj)T¹i¡(bi¡bj) · 0 or ¡(aj¡ai)T¹j¡(bj¡
bi) · 0. If ai 6= aj, these inequalities and Lemma 2.1 mean either infx»(¹i;Σi) PrfaT
i x + bi <
aT
j x+bjg = 0 or infx»(¹j;Σj) PrfaT
j x+bj < aT
i x+big = 0. If ai = aj, obviously one of these
equalities holds. Hence the optimal value ¯ of the problem (3.8) is 0.
To show the latter part of the statement, we assume that all of the mean vectors are
distinct. Then there are m linear functions aT
i x + bi (i = 1;:::;m) which satisfy (A.1).
With these linear classiﬁers, it holds, with the help of Lemma 2.1, that
inf
x»(¹i;Σi)
Prfa
T
i x + bi < a
T
j x + bjg > 0; i;j 2 M;i 6= j:
This proves that the optimal value ¯ of the problem (3.8) is positive. Clearly the optimal
solution satisﬁes (A.1). This means ¹i 2 Ri for all i = 1;:::;m. 2
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