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The overarching purpose of this work is to expand the utility of pupillometry as a non-
invasive index of pupil-linked neuromodulatory systems, which are correlated with behavior 
states and are integral in carrying out complex behaviors, such as decision-making. The work 
characterizes tonic pupil dynamics and their relation to brain state and behavior (B. J. Schriver, 
S. Bagdasarov, & Q. Wang, 2018), characterizes the mechanisms and functional consequences 
behind phasic arousal linked pupil dynamics, and examines the causal role of the locus coeruleus 
in mediating the relationship between pupil dynamics, arousal, and ultimately behavior.  
For characterization of tonic pupil dynamics in the awake, behaving animal, rats were 
shown to be able to discriminate between directions of whisker deflections in a Go/No-Go 
behavioral paradigm with behavioral outcomes being associated with unique pupil dynamics. 
Furthermore, pupil baseline was inversely correlated with pupil dilation. Our work found that the 
behavior of rats performing the tactile discrimination task was highly dependent on pupil-
indexed level of arousal. Pupil baseline exhibited an inverted U-shaped relationship with 
perceptual sensitivity and a U-shaped relationship with decision criterion. Shorter reaction times 
were also associated with higher perceptual sensitivity, more liberal decision criterion, and larger 
pupil baseline. We also found that behavioral outcomes influenced upcoming pupil dynamics 
and behavior. Altogether, we observed that there existed tight correlations between pupil 
 
 
dynamics, perceptual performance, and reaction time, all of which were influenced by 
fluctuating behavior state 
For characterization of the mechanisms and functional consequences behind phasic pupil 
dynamics in the awake, behaving animal, task-evoked pupil responses were first shown to differ 
according to their underlying cognitive processes. Task-evoked pupil responses are composed of 
a superposition of elementary components and this work showed that individual responses could 
be decomposed into the sum of their weighted, time-locked generalizable pupil-linked phasic 
arousal inputs. These phasic arousal inputs were separate from inputs controlling baseline related 
arousal fluctuations. We found distinct contributions to phasic arousal were made by stimulus 
encoding and decision-formation. Looking at these independently suggested differences in the 
underlying phasic arousal related mechanisms in driving the animals towards outcomes 
contingent on stimulus identity. Furthermore, drift-diffusion modeling revealed that interplay 
between phasic arousal evoked by both stimulus encoding and decision formation had important 
functional consequences on forming behavioral choice in perceptual decision-making. 
We also observed a central role of the locus coeruleus-norepinephrine (LC-NE) system in 
modulating pupil-linked behavioral state. Both electrical and optogenetic activation of the LC-
NE system mediated pupil dilation. Furthermore, trial-by-trial LC-NE system activation via 
channelrhodopsin-2 (ChR2) increased perceptual sensitivity in a difficulty dependent manner, 
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The overarching purpose of this research study is to expand the utility of pupillometry. 
Over 50 years ago the first correlations between pupil dynamics and behavioral state were 
reported (E. H. Hess & J. M. Polt, 1960). Men and women were shown images of several 
different stimuli, including babies, mothers with babies, nude men, nude females, and landscapes 
and concluded that pupil size was related to emotional connection or interest value of the visual 
stimuli. These relations were explored further and by using narcoleptic patients, a different group 
found that pupil sizes change from large when the person was wake and alert to small when they 
were asleep or drowsy (Yoss, Moyer, & Hollenhorst, 1970). 
Since these initial studies, there have been numerous advancements in pupillometry 
techniques including high speed cameras and sophisticated software/algorithms which now allow 
even rapid fluctuations of the pupil to be accurately analyzed (Wierda, van Rijn, Taatgen, & 
Martens, 2012). This has allowed non-luminance-mediated changes in pupil size to be widely 
used as a reliable, noninvasive measure of mental efforts, changes in attention allocation, and 
arousal level in humans. Many groups are studying the pupil-linked neuromodulatory systems 
involved in influence over the internal state of numerous brain regions, often employing 
decision-making tasks. Recent studies have demonstrated that changes in pupil size are tightly 
correlated with behavioral performance in rodent studies similar to those in humans, and also 
have found various neural representations (M. R. Nassar et al., 2012). In aroused states, pupil 
fluctuations were altered and tracked state transitions (desynchronization) in multiple cortical 
areas. Specifically, this led to enhanced sensory responses as population activity was less 
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correlated (J. Reimer et al., 2014). Additionally, these systems appear to be continuously 
engaged during such tasks (J. W. de Gee, T. Knapen, & T. H. Donner, 2014).  
The importance of studying pupil dynamics as a noninvasive measure of behavior state 
for diagnostics is apparent. Connections between pupil dynamics and behavioral performance 
may provide the groundwork for a diagnostic tool by looking for abnormal connections in 
patients, though better understanding of the neural systems are still necessary for developing 
treatments. Specifically, the basic knowledge behind what is driving these systems is crucial, as 
finding what drives these pupil-linked neuromodulatory systems may help find what brain 
defects can cause certain neuromodulatory system related disorders.  
We have specifically characterized two distinct aspects of pupil dynamics, the tonic 
fluctuations measured as baseline pupil size preceding both sensory encoding and subsequent 
decision-making portions of tasks and phasic task-evoked pupil responses. We found that during 
these two distinct time periods the pupil provided unique information correlated with behavioral 
state, sensory encoding, and decision-making during discrimination tasks. We further 
hypothesized that the locus coeruleus-norepinephrine system (LC-NE) was central to mediating 
this relationship and used optogenetic techniques to showcase the LC’s rapid control over pupil 
dynamics and the ability of moderate tonic LC stimulation to improve perceptual sensitivity and 
overall behavioral performance in a sensory discrimination task. 
We have shown that pupillometry provides a reliable, non-invasive index of arousal, able 
to account for variability in both neural activity and behavioral performance. Furthermore, the 
pupil provides a window to the brain’s neuromodulator systems, specifically the LC-NE system, 
which are correlated with brain state and are integral in carrying out complex behaviors, such as 
decision making, which rely on cognitive processes including attentional, arousal, and 
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perception. In addition to allowing for more efficient use of pupillometry in understanding the 
brain for research purposes, pupillometry provides a potentially powerful tool for non-invasively 
diagnosing abnormalities in LC-NE system function in patients, as abnormal LC activity has 
been associated with major clinical disorders including schizophrenia, Parkinson’s disease (PD), 
and depression (C. W. Berridge & B. D. Waterhouse, 2003). 
Brain State 
Even within an unchanging, fully learned environment, skilled decision makers can make 
different decisions upon encountering identical stimuli. This behavioral variability and the neural 
basis for the decision-making process in general may be better understood by looking at 
fluctuating behavioral state and its influence on sensory processing, perception, and behavior 
(Harris & Thiele, 2011; S. H. Lee & Y. Dan, 2012; D. A. McCormick, M. J. McGinley, & D. B. 
Salkoff, 2015; Matthew J. McGinley, M. Vinck, et al., 2015; Steriade, McCormick, & 
Sejnowski, 1993). Changes in behavioral state are associated with widespread changes in brain 
activity (M. Cano, T. Bezdudnaya, H. A. Swadlow, & J. M. Alonso, 2006; Niell & Stryker, 
2010; Polack, Friedman, & Golshani, 2013; J. F. Poulet & C. C. Petersen, 2008), and have been 
shown to be largely regulated by neuromodulatory systems, including the locus coeruleus-
norepinephrine (LC-NE) system (G. Aston-Jones & J. D. Cohen, 2005; C. W. Berridge & B. D. 
Waterhouse, 2003; E. Eldar, J. D. Cohen, & Y. Niv, 2013). Taken together, establishing effective 
indices for brain state, especially non-invasive tools, could dramatically help account for 
variability in decision-making and subsequent actions during both simple and complex tasks. 
Locus coeruleus-norepinephrine (LC-NE) system 
The LC-NE system has widespread diffuse projections throughout the brain (G. Aston-
Jones & J. D. Cohen, 2005; S. J. Sara & S. Bouret, 2012), and has been implicated in modifying 
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behavioral state through both tonic (Usher, Cohen, Servan-Schreiber, Rajkowski, & Aston-Jones, 
1999) and phasic activity (S. Bouret & S. J. Sara, 2005). Tonic activity has been shown to 
correlate with global arousal (Usher et al., 1999), enhancing behavior flexibility by facilitating 
switches between exploitative and exploratory behavior states (G. Aston-Jones & J. D. Cohen, 
2005), and closely fluctuating with both neural excitability (Matthew J. McGinley, M. Vinck, et 
al., 2015) and desynchronization of the cortex (D. A. McCormick et al., 2015; M. J. McGinley, 
S. V. David, & D. A. McCormick, 2015; J. Reimer et al., 2014).  
While phasic activity can be elicited by both bottom-up input including salient, novel, 
and unexpected stimuli (Aston-Jones & Bloom, 1981; G. Aston-Jones & J. D. Cohen, 2005, 
2005; C. W. Berridge & B. D. Waterhouse, 2003; Kalwani, Joshi, & Gold, 2014), as well as top-
down internal decision-making processes (Dayan & Yu, 2006), the functional consequences of 
phasic activity are not fully understood leading to two contrasting models. The post-decisional 
model suggests that phasic arousal is independent of evidence accumulation and is triggered at 
the completion of decision making to translate the decision into motor execution (Kalwani et al., 
2014) and drive network resets (S. Bouret & S. J. Sara, 2005; Grella et al., 2019).This is further 
supported by the observation that phasic LC-NE responses are more closely aligned with 
behavioral responses than stimuli onset (Clayton, Rajkowski, Cohen, & Aston-Jones, 2004).  
Alternatively, the intra-decision model suggests that phasic arousal occurs throughout 
decision making, modulating sensory network functions (Devilbiss & Waterhouse, 2011) and 
optimizing the evidence accumulation process (Cheadle et al., 2014; J. W. de Gee et al., 2017). 
The pupil, which provides a peripheral index of both cortical arousal states (R. S. Larsen & J. 
Waters, 2018; M. J. McGinley et al., 2015; Matthew J. McGinley, M. Vinck, et al., 2015; J. 
Reimer et al., 2014) and phasic LC-NE system activity (J. W. de Gee et al., 2017; Joshi, Li, 
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Kalwani, & Gold, 2016; R. S. Larsen & J. Waters, 2018; Y. Liu, C. Rodenkirch, N. Moskowitz, 
B. Schriver, & Q. Wang, 2017; P. R. Murphy, O'Connell, O'Sullivan, Robertson, & Balsters, 
2014; Reimer et al., 2016; Varazzani, San-Galli, Gilardeau, & Bouret, 2015), has provided 
support for this model, through recent studies showing that pupil dilations are driven throughout 
the decision making process (J. W. de Gee et al., 2014; P. R. Murphy, Boonstra, & Nieuwenhuis, 
2016) and are correlated with modulation of perceptual interpretation of sensory input (Jan 
Willem de Gee, Tsetsos, McCormick, McGinley, & Donner, 2018). 
Pupillometry 
Hess and Polt’s seminal study quantitatively confirmed that the pupil registers activity of 
the autonomic nervous system, by specifically showing that the size of image evoked pupil 
dilations were correlated with interest value of the stimuli (E. H. Hess & J. M. Polt, 1960). Since 
this landmark study, non-luminance-mediated changes in pupil size have become widely used as 
a reliable, non-invasive measure of mental efforts (Hess & Polt, 1964), changes in attention 
allocation (Wierda et al., 2012), learning (M. R. Nassar et al., 2012), and arousal level in humans 
(Yoss et al., 1970). 
Furthermore, the pupil provides a peripheral index of both cortical arousal states (R. S. 
Larsen & J. Waters, 2018; M. J. McGinley et al., 2015; Matthew J. McGinley, M. Vinck, et al., 
2015; J. Reimer et al., 2014) and phasic LC-NE system activity (J. W. de Gee et al., 2017; Joshi 
et al., 2016; R. S. Larsen & J. Waters, 2018; Y. Liu et al., 2017; P. R. Murphy et al., 2014; 
Reimer et al., 2016; Varazzani et al., 2015). Therefore, since the LC-NE system activity and 
behavioral state are intricately interdependent, behavioral state should also be reflected by the 
pupil. However, the mechanism by which pupil linked arousal and behavioral state interact to 
optimize behavior is not well understood.  
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Chapter 1: Characterization of tonic pupil dynamics in the awake, 
behaving animal 
Non-luminance-mediated changes in pupil size have been widely used to index arousal 
state. Recent animal studies have demonstrated correlations between behavioral state-related 
pupil dynamics and sensory processing. However, the relationship between pupil-linked arousal 
and behavior in animals performing perceptual tasks has not been fully elucidated. To investigate 
this relationship, we trained head-fixed rats to discriminate between directions of whisker 
movements using a Go/No-Go discrimination paradigm while imaging their pupils. Reaction 
times in this discrimination task were significantly slower than in previously reported detection 
tasks with similar setup, suggesting that discrimination required an increased cognitive load. We 
found the pupils dilated for all trials following stimulus presentation. Interestingly, in correct 
rejection trials, where pupil dilations solely resulted from cognitive processing, dilations were 
larger for more difficult stimuli. Baseline pupil size before stimulus presentation strongly 
correlated with behavior, as perceptual sensitivity peaked at intermediate pupil baselines and 
reaction time was fastest at large baselines. We further explored these relationships by 
investigating to what extent pupil baseline was predictive of upcoming behavior and found that a 
Bayesian decoder had significantly greater-than-chance probability in correctly predicting 
behavioral outcomes. Moreover, the outcome of the previous trial showed a strong correlation 
with behavior on present trials. Animals were more liberal and faster in responding following hit 
trials, whereas perceptual sensitivity was greatest following correct rejection trials. Taken 
together, these results suggest a tight correlation between pupil dynamics, perceptual 





Spontaneously fluctuations in tonic pupil diameter provide the potential for a unique non-
invasive measure of brain state to better describe the variability observed during behavioral 
tasks. Thus, a better characterization of the relationship between baseline pupil dynamics, 
perceptual performance, and reaction time, all of which are modulated by fluctuating arousal 
state, is warranted. 
A fundamental question in systems neuroscience is how behavioral state modulates 
information processing in the brain (Harris & Thiele, 2011c; S.-H. Lee & Y. Dan, 2012; David 
A. McCormick, Matthew J. McGinley, & David B. Salkoff, 2015; Matthew J. McGinley, M. 
Vinck, et al., 2015; Steriade et al., 1993). Behavioral state, including arousal, attention, and 
movement, imposes heavy modulatory effects on neural coding, perception, and behavioral 
performance (M. Cano, T. Bezdudnaya, H. A. Swadlow, & J.-M. Alonso, 2006; Musall, 
Kaufman, Gluf, & Churchland, 2018; Niell & Stryker, 2010; Polack, Friedman, & Golshani, 
2013; J. F. A. Poulet & C. C. H. Petersen, 2008; Stringer et al., 2018). Seminal work in human 
subjects, by Eckhard H. Hess and James M. Polt (1960), demonstrated a tight correlation 
between non-luminance-induced pupil dilation and emotional arousal mediated by gender-
specific interests. Since then, non-luminance-induced changes in pupil size have been widely 
used to index arousal state (i.e. pupil-linked arousal) in human behavior (Colizoli, de Gee, Urai, 
& Donner, 2018; Jan Willem de Gee, Tomas Knapen, & Tobias H. Donner, 2014; Eran Eldar, 
Jonathan D. Cohen, & Yael Niv, 2013; Hong, Walz, & Sajda, 2014; Matthew R. Nassar et al., 
2012; Urai, Braun, & Donner, 2017). For example, Urai et al. (2017) reported that heightened 
pupil-linked arousal was likely to result in a higher tendency of human subjects to alternate their 
choice on the subsequent trial when performing a perceptual decision task. Furthermore, several 
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recent animal studies revealed that non-luminance-induced changes in pupil size can be used to 
track the fluctuation of cortical arousal and cognitive factors (R Becket Ebitz, Pearson, & Platt, 
2014; C. R. Lee & Margolis, 2016; Matthew J. McGinley, Stephen V. David, & David A. 
McCormick, 2015; Jacob Reimer et al., 2014; Varazzani, San-Galli, Gilardeau, & Bouret, 2015; 
Vinck, Batista-Brito, Knoblich, & Cardin, 2015) (for a review, see Rylan S. Larsen and Jack 
Waters (2018)), suggesting that the correlation between pupil size and behavioral state is a 
universal phenomenon across mammalian species. Therefore, further pupillometry studies in 
animal models may provide insight into neural circuitry mediating the relationship between 
pupil-linked arousal and information processing in the brain.  
The rodent vibrissa system has evolved into a sophisticated sensory system (Diamond, 
von Heimendahl, Knutsen, Kleinfeld, & Ahissar, 2008). In their natural environment, rodents use 
their whiskers to feel objects of interest, resulting in each whisker undergoing complex motion in 
different directions depending on the shape and surface properties of the object (Berg & 
Kleinfeld, 2003; Brecht, Preilowski, & Merzenich, 1997; Hartmann, Johnson, Towal, & Assad, 
2003; Jadhav, Wolfe, & Feldman, 2009; Ritt, Andermann, & Moore, 2008; Wolfe et al., 2008), 
suggesting that the direction of whisker movement is an important tactile cue. Indeed, in the 
vibrissa pathway, electrophysiology recordings showed that sensory neurons exhibited sensitivity 
to the direction of whisker movement in the trigeminal ganglion (Lichtenstein, Carvell, & 
Simons, 1990), trigeminal nuclei (Furuta, Nakamura, & Deschenes, 2006; Kaloti et al., 2016), 
thalamus (Bale & Petersen, 2009; Hartings, Temereanca, & Simons, 2000), and barrel cortex 
(Andermann & Moore, 2006; Bruno, Khatri, Land, & Simons, 2003; Vilarchao, Estebanez, 
Shulz, & Ferezou, 2018; Wilent & Contreras, 2005). However, the functional consequences of 
these tuning properties in behavior has not been systematically tested yet.  
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In perceptual tasks, upon the arrival of a sensory stimulus, the animal must take time to 
accumulate available evidence and plan to execute or withhold a motor action to indicate choice 
(Brunton, Botvinick, & Brody, 2013; Delis, Dmochowski, Sajda, & Wang, 2018; Gold & 
Shadlen, 2007; Gomez, Ratcliff, & Perea, 2007). The reaction time, the time elapsed between 
stimulus presentation and an action, is also affected by behavioral state (Mauri, Miniussi, 
Balconi, & Brignani, 2015; Moradi, Hipp, & Koch, 2007; Zhang, Kong, & Jiang, 2012). For 
example, by manipulating subjects’ arousal level through transcranial electrical stimulation, 
Mauri et al. (2015) showed reduction in reaction time in detecting a target stimulus with increase 
of arousal, measured by skin conductance. However, the extent to which pupil dynamics co-vary 
with reaction time in behavior remains poorly understood (Gilzenrat, Nieuwenhuis, Jepma, & 
Cohen, 2010; Hong et al., 2014; Peter R. Murphy, Robertson, Balsters, & O'Connell, 2011). 
In the present study, we hypothesize that the behavior of rats performing a tactile 
discrimination task is highly dependent on the level of arousal, which can be indexed by pupil 
dynamics. Using a Go/No-Go paradigm, we trained head-fixed rats to discriminate between two 
opposing directions of single right whisker deflections while imaging their left pupil. The pupil 
dilated following stimulus presentation in all trials. Similar to human subjects, stimuli harder to 
discriminate resulted in larger pupil dilations. The dependence of behavioral outcomes on 
fluctuating pre-stimulus pupil size allowed a Bayesian decoder to predict behavior based on 
pupil size at a significantly higher than chance level. Taken together, our results suggest a tight 
correlation between pupil dynamics, perceptual performance, and reaction time, all of which are 
influenced by fluctuating behavioral state. 
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1.2 Experimental design 
All experimental procedures were approved by the Columbia University Institutional 
Animal Care and Use Committee and were conducted in compliance with NIH guidelines. 
Behavioral studies were conducted using 5 female albino rats (Sprague-Dawley, Charles River 
Laboratories, Wilmington, MA; ~225-275 g at time of implantation). Animals were single 
housed after implantation in a dedicated housing facility, which maintained a twelve-hour light 
and dark cycle. All behavioral tasks were conducted in the light phase in a light attenuation 
chamber.  
Surgical Implantation 
All animals used in the behavioral task were habituated to experimenters for a minimum 
of 10 days prior to undergoing surgical procedures to implant a head post or head plate (C. 
Schwarz et al., 2010). The head posts consisted of stainless steel screws implanted with the 
threaded ends facing upwards (Ollerenshaw, Zheng, Millard, Wang, & Stanley, 2014; Stuttgen & 
Schwarz, 2008) while the head plates consisted of custom made aluminum plates which allowed 
for head-fixation using bilateral pneumatic actuators affixed to a custom restraint box, to allow 
for neural recording and manipulation in future studies (Scott, Brody, & Tank, 2013).  
In aseptic surgeries, anesthesia was induced with a Ketamine/Xylazine cocktail (80/5 
mg/kg, IP) or isoflurane (1.5-3% with a nose cone). The depth of anesthesia was periodically 
monitored through reflexes to aversive stimuli (toe or tail pinch) and a continuous measurement 
of heart rate and blood oxygenation using a pulse oximeter (Nonin, Plymouth, MN). Ophthalmic 
ointment was immediately applied to the eyes after anesthetics took effect to prevent drying. 
After the scalp was shaved and hair was removed with depilatory cream, animals were placed in 
a stereotaxic device using non-penetrating ear bars (RWD life science, China). The body 
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temperature was maintained at 37°C throughout the procedure using a feedback-controlled 
heating pad (FHC, Bowdoinham, ME). Atropine (0.05 mg/kg IP) and Buprenorphine (Buprenex, 
0.03 mg/kg, subcutaneously) were administered to keep the lungs clear of fluid, and as an 
analgesic, respectively. 2 mL Ringers solution (subcutaneously to the back) was also 
administered to prevent dehydration. Alcohol and a 10% povidone-iodine solution were 
alternately used three times to clean the scalp. After exposing and cleaning the skull, 6-9 burr 
holes were drilled in the skull and stainless steel screws (0-80 thread, McMaster Carr, 
Robbinsville, NJ) were inserted to anchor the implant (C. Schwarz et al., 2010). The center of the 
head post or head plate was then stereotaxically positioned approximately 1 mm posterior to the 
Lambda after which dental cement was applied, anchoring the implant to the bone screws 
(Paxinos, Watson, Pennisi, & Topple, 1985; C. Schwarz et al., 2010). The wound was then 
closed with surgical sutures and treated with antibiotic ointment. Antibiotics (Baytril, 5 mg/kg 
subcutaneously) and extra analgesics (Ketoprofen, 5 mg/kg SC) were administered for a 
minimum of 5 days postoperatively. The animals began water restriction and subsequent training 
following 10 days of recovery from implantation surgery. 
Behavioral Procedures 
Behavioral apparatus. The head-fixation behavioral apparatus was contained in a 
standard sound and light attenuation chamber (Med Associates, St. Albans, VT). During training 
the animals were head-fixed within one of two custom-built restraint boxes. If they had been 
implanted with a head post (n=4), the box resembled that described in Ollerenshaw et al. (2014). 
If they had been implanted with a head plate (n=1), the box was similar to that described in Scott 
et al. (2013), where the animals entered the box from the back and placed their head plates into a 
slot in the front. Two pneumatic cylinders on either side of the head that were fixed with ball 
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bearings aligned with grooves in the custom-made head plate to rigidly hold the animals’ heads. 
A foot pedal was used to quickly switch on or off a pneumatic valve that regulated the pressure 
of compressed air.  The restraint box was rigidly attached to the floor of the chamber. A 1 mL 
syringe body was mounted to a flexible beam and placed directly in front of the animal. This 
served both to deliver water rewards and to measure licking responses via a piezoelectric force 
sensor bonded to the flexible beam. Bending of the beam due to licking typically resulted in a 
~50mV voltage swing across the output of the sensor, which was connected to an A/D channel of 
a DAQ card (PCI-6259, National Instruments, Dallas, TX).  
Precise tactile stimuli (i.e. whisker movements) were delivered using a multilayer 
piezoelectric bending actuator (PL140, Physik Instrumente, Germany) driven by a high voltage 
amplifier (OPA452, Texas Instruments, Dallas, TX). To precisely deflect a whisker, a short 
capillary tube (Capillary glass pipette: ~15mm long with 1mm outer diameter and 0.5mm inner 
diameter, A-M systems, Carlsborg, WA) was bonded to the end of the piezo bending actuator 
(Figure 1A). The capillary tube was placed ~8 mm away from the right snout, and a single 
whisker of the head-fixed animal was placed inside the capillary tube. For each animal we chose 
the thickest of the C2, C3, or D2 macrovibrassaes (to minimize time to insert the whisker into the 
stimulator pipette) and this single whisker was subsequently stimulated for all sessions. 
Surrounding whiskers were not trimmed. The piezo stimulation was oriented such that the 
whisker could be deflected in the dorsal-ventral direction. A second identical piezoelectric 
bending actuator with capillary tube was placed near the first whisker stimulator but did not have 
contact with any whiskers. This “distractor whisker stimulator” was programmed to deliver 
identical stimulus patterns at random time points, designed to prevent the animal from cueing off 
the sound of the moving capillary tube during the behavioral task. To further mask possible 
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auditory cues, a white noise masking stimulus (~75 dB) was delivered through a buzzer 
(bandwidth: 16 Hz -10 kHz) installed in front of the animal next to the whisker manipulator. 
A speaker was installed within the chamber to deliver onset (6 kHz), reward (3 kHz), and 
timeout tones (16.5 kHz). The interior of the behavioral chamber was illuminated with an 
infrared LED, and the animal was remotely monitored with a CCD camera (The Imaging Source, 
Charlotte, NC) during the task. Control of the behavioral task and sampling of animals’ 
behavioral responses were performed by custom-programmed software running on a MATLAB 
xPC target real-time system (MathWorks, Natick, MA). All behavioral data was sampled at 1 
kHz and logged for offline analyses. 
Tactile stimulus. Whisker deflections with half sinusoidal waveforms (3 durations: 25, 
50, and 100 ms) (Figure 1B) in the dorsal direction were randomly designated as Go stimuli, 
while identical whisker deflections but in the ventral direction were randomly designated as No-
Go stimuli. The probability of each waveform being presented was set to be the same. The peak 
whisker deflection was approximately 2 mm, calibrated using a laser micrometer 
(Metralight, Burlingame, CA), resulting in mean whisker deflection velocities of approximately 
1200, 600, and 300 deg/s for the three waveforms, respectively. The minimum whisker 
deflection velocity was above the detection threshold of whisker deflection reported previously 
(Ollerenshaw et al., 2014; Stuttgen & Schwarz, 2008). 
Pupillometry recording. Recording of the pupil contralateral to the whisker deflection 
was made using pupillometry systems assembled in-house (FL3-U3-13Y3M-C, Point Grey, BC, 
Canada) (Yang Liu, Charles Rodenkirch, Nicole Moskowitz, Brian Schriver, & Qi Wang, 2017), 
which were triggered at 10 Hz by the xPC target real-time system (MathWorks, MA) that 
controlled the behavioral task. Pupil images were streamed to a high-speed solid-state drive for 
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offline analysis, which was performed using MATLAB. At the beginning of each session prior to 
any tasks, we adjusted the ambient luminance in the chamber to make the pupil size be at an 
intermediate level (Figure 2A), which allowed the pupil to fluctuate over a dynamic range. For 
each video clip, a region of interest (ROI) was first manually assigned. The histogram of pixel 
intensity within the ROI was then calculated to estimate the optimal threshold for pupil 
segmentation (Yang Liu et al., 2017). Pupil contour was segmented using the threshold and pupil 
size was defined as the area within the contour (Figure 2A). Approximately 5% of segmented 
images were randomly selected for visual inspection to ensure the accuracy of automatic 
segmentation. Pupil size during periods of blinks was derived by linearly interpolating pupil 
sizes preceding and after blinks (Matthew R. Nassar et al., 2012). 
Training and the Go/No-Go Discrimination Task. Water deprivation schedule and 
procedures of head-fixation habituation were described in detail previously (Ollerenshaw et al., 
2014). Briefly, to motivate animals during the tasks, access to water was restricted, i.e. animals 
did not have access to water in their home cages on training days. However, during the 
behavioral task, correct responses to a Go stimulus were rewarded with ~60 uL aliquots of Kool-
Aid water, and they were allowed to continue performing the task until satiated. During non-
training days, animals were given ad libitum access to water. The weight of the animals was 
measured and logged immediately after the task. 
After the animals were placed on a water restriction schedule, they were systematically 
habituated to head-fixation and trained to perform the full Go/No-Go discrimination task. In this 
Go/No-Go discrimination paradigm, we randomly designated whisker deflections in the dorsal 
direction as Go stimuli (S+ stimuli), and whisker deflections in the ventral direction as No-Go 
stimuli (S- stimuli) for all animals used in this study. The onset of each trial was indicated by a 
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brief “trial onset tone” (300 ms, 6 kHz). Between the trial onset tone and the stimulus 
presentation, the animal had to wait for a period of random length selected from a 1 to 3.5 s 
uniform distribution. To discourage the animal from impulsively licking, the last 1 s of the 
waiting period was a designated “no lick” period during which any premature licks resulted in an 
additional delay in stimulus presentation pulled from a 1 - 2.5 s uniform distribution. The 
stimulus for each trial could be either a Go stimulus or a No-Go stimulus (equal probability). 
Licking within a window of opportunity (1.3 s) following a Go stimulus resulted in a brief 
“reward tone” (300 ms, 3 kHz) accompanied by administration of Kool-Aid water (~60 uL), 
while licking within the window of opportunity following a No-Go stimulus triggered a “timeout 
tone” (5 s, 16.5 kHz) which began a 10 s timeout period. CR and miss behavioral outcomes had 
no consequences (i.e. not rewarded nor penalized). A 6 s inter-trial period followed the end of 
the window of opportunity for CR and miss trials, water reward for hit trials, and timeout period 
for false alarm (FA) trials. The animals were considered experts once they achieved higher hit 
rate than FA rate for 5 sessions in a row. It took 37, 27, 23, 46, and 16 sessions for the 5 animals, 
respectively. On rare occasions, expert rats performed poorly in some sessions, resulting in a 
negative perceptual sensitivity (i.e. FA rate was greater than hit rate). We included these sessions 
in the analyses. However, all results held if we excluded sessions with negative perceptual 
sensitivities. Across all 5 animals, 111 sessions (a total of 38,249 trials) were recorded 
Data Analysis 
All data analyses were first conducted on individual sessions. Grand averages and 
standard errors of means were then calculated across sessions for analysis and presentation. For 




Behavioral Performance. Response probabilities for each session were calculated as the 
hit rate (HR, i.e. number of hit trials/number of S+ trials) and FA rate (FAR, i.e. number of FA 
trials/number of S- trials). These were used to calculate perceptual sensitivity (d’) and decision 
criterion. Perceptual sensitivity measures the separation between the means of the target and 
distractor stimuli distributions compared against their standard deviations, which when normally 








In calculating perceptual sensitivity (d’) it is assumed that the standard deviations for the 
S+ and S- distributions are equal, and thus the equation can be estimated as 
𝑑′ = Ψ−1(𝐻𝑖𝑡 𝑟𝑎𝑡𝑒) − Ψ−1(𝐹𝐴 𝑟𝑎𝑡𝑒) 
Where Ψ−1 is inverse of the cumulative Gaussian distribution. Whereas perceptual 
sensitivity is estimated as the differences between the inverse of the cumulative Gaussian 
distributions of the hit rate and false alarm rate, decision criterion is calculated as the average of 
these multiplied by negative one to indicate that the more liberal the bias the more negative the 
decision criterion, estimated as 
𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 = −
𝛹−1 (𝐻𝑖𝑡 𝑟𝑎𝑡𝑒) + 𝛹−1 (𝐹𝐴 𝑟𝑎𝑡𝑒)
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Where Ψ−1 is again the inverse of the cumulative Gaussian distribution, given the same 
assumptions regarding the S+ and S- distributions as were made in estimating perceptual 
sensitivity. 
Response probabilities were also calculated dependent on stimulus durations, with HRs, 
FARs, d’s, and criterions calculated independently for each subset of trials with stimuli of given 
durations in either the dorsal (S+) or ventral (S-) direction. For analyzing response probabilities, 
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perceptual sensitivity, and decision criterion versus percent of maximum baseline, each session’s 
baseline range was first computed and then evenly broken into 20 bins, each trial was sorted into 
one of the bins, and HR, FAR, d’, and criterion were calculated for each bin. Calculating d’ and 
criterion is not possible when hit or FA rates equal zero or one. Therefore the loglinear approach 
was utilized to allow for calculating d’ and criterion in bins where HR or FAR equaled 0 or 1, 
which involves adding 0.5 to the number of hits and FAs and 1 to the number of S+ and S- 
presentations prior to calculating HR and FAR (Stanislaw & Todorov, 1999). 
Reaction times were computed as the time from stimulus onset, as this is when the 
window of opportunity began, until the first lick response within the window of opportunity. 
Reaction times were only computed when a response was logged in the window of opportunity, 
i.e. for hit and FA trials, but not miss or CR trials. To determine if behavioral performance was 
affected by the randomized delay (1-3.5 s) between the trial onset and stimulus delivery, the 
average delay was calculated for each session. HR, FAR, d’, and criterion were then calculated 
for all trials with a delay below average (i.e. 2.25 s) (Short) or above average (Long). To 
determine if there were any effects on reaction time, the delay period was broken into 25 bins 
and the average reaction time for each bin was calculated for each session. 
Pupil dynamics. Pupil sizes were Z-scored for each session (Z-score = Pupil size – mean / 
standard deviation) prior to further analyses. Since impulsive licks (licks before stimulus 
presentation) or late licks (licks after the window of opportunity closed in CR or miss trials) may 
dilate pupil and bias pupil baseline analysis, we excluded trials with impulsive and/or late licks 
(16.06% of total trials) in pupil dynamics analyses (Inclusion of these trials did not change the 
reported findings). Pupil sizes were aligned by stimulus onset. Stereotypical pupil responses for 
each behavioral outcome were calculated as the average pupil size at each time point 0.5 s 
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preceding stimulus onset to 4.5 s following stimulus onset. Average baselines and dilations were 
calculated from these averaged stereotypical responses for each behavioral outcome for each 
session. Baseline pupil sizes were computed as the average of the pupil sizes in the 0.5 s 
preceding the stimulus while dilations were calculated as the maximum pupil size in the 4.5 s 
following stimulus minus the baseline. To calculate the percent of maximum pupil baseline, all 
baselines were normalized for each session. 
% 𝑜𝑓 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑃𝑢𝑝𝑖𝑙 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 =  
𝑃𝑢𝑝𝑖𝑙 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒𝑡 − 𝑃𝑢𝑝𝑖𝑙 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒𝑚𝑖𝑛𝑖𝑚𝑢𝑚
𝑃𝑢𝑝𝑖𝑙 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑃𝑢𝑝𝑖𝑙 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒𝑚𝑖𝑛𝑖𝑚𝑢𝑚
 
To visualize fluctuations of pupil and behavior in single sessions, average Z-scored pupil 
size was calculated for every trial. A sliding window was used to calculate HR, FAR, d’, 
criterion, average pupil baseline, and average reaction times for every 30 trials within each 
session (a sliding window of 20 trials yielded similar results for all analyses involving a sliding 
window, p<0.05). Correlation analysis was conducted by calculating the Pearson’s correlation 
coefficient for each session. For the estimation of the relationship between pupil baseline and 
behavioral performance, a sliding window was used to calculate d’ and criterion as well as 
average pupil baseline and dilation for every 30 trials within each session. The Pearson’s 
correlation coefficients comparing each behavioral aspect to each pupil dynamic were then 
calculated and averaged across sessions. To determine the correlation between pupil baseline and 
dilation on a single trial basis, these values were computed the Pearson’s correlation coefficient, 
which were then averaged across sessions. 
Reaction time analysis. For analyzing response probabilities, perceptual sensitivity, 
decision criterion, and pupil baseline versus percent of maximum reaction time, a 30-trial sliding 
window was used. The average reaction time within sliding windows was used to map perceptual 
sensitivity/decision criterion to percent of maximum normalized reaction time of the session. 
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More specifically, each session’s range of average reaction times (calculated using sliding 
windows) was broken into 20 bins, then each window was sorted into one of the bins, and then 
HR, FAR, d’, and criterion were averaged within each bin. The loglinear approach described 
above was used when necessary in computing d’ and decision criterion, while for pupil baseline, 
bins without values were excluded. To determine the relationship between reaction time and 
pupil dynamics, average hit and FA reaction times were computed for each session. All hit trials 
were then sorted into slow (i.e. reaction time > mean hit reaction time) or fast (i.e. reaction time 
< mean hit reaction time) and an average slow and fast pupil response were found for each 
session. Baselines and dilations were calculated from these. The same procedures were 
conducted for FA trials. 
Prior-response analysis 
Average pupil dynamics were calculated for time courses (0.5 s preceding stimulus onset 
to 4.5 s following stimulus onset) for each behavioral outcome conditioned upon the previous 
outcome. Baselines were calculated from these averages. HR, FAR, perceptual sensitivity, 
decision criterion, and average reaction times were also calculated conditioned upon the outcome 
of the previous trial. The loglinear strategy described above was again used when necessary in 
computing d’ and decision criterion. 
Bayesian inference prediction 
Maximum a posteriori (MAP) estimation was utilized to predict the behavioral outcome 
based on only baseline pupil size, or a combination of baseline pupil size and the stimulus 
presented. To infer behavioral outcome based only on baseline pupil sizes, the probabilities used 
for the Bayesian inference were computed as (Bishop, 2006) 
𝑃(𝑅𝑒𝑠𝑝|𝑃𝐴)  ∝ 𝑃(𝑃𝐴|𝑅𝑒𝑠𝑝) ∗ 𝑃(𝑅𝑒𝑠𝑝) 
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We also computed the probabilities for responses based on baseline pupil sizes and 
stimulus 
𝑃(𝑅𝑒𝑠𝑝|𝑆𝑡𝑖𝑚, 𝑃𝐴)  =
𝑃(𝑃𝐴|𝑆𝑡𝑖𝑚, 𝑅𝑒𝑠𝑝) ∗ 𝑃(𝑅𝑒𝑠𝑝|𝑆𝑡𝑖𝑚)
𝑃(𝑃𝐴|𝑆𝑡𝑖𝑚)
 
Where Resp is behavioral outcome, Stim is stimulus identity (S+ or S-), and PA is 
baseline pupil size. For computing probabilities based on baseline pupil size, each session’s 
baseline range was first computed and then evenly broken into 20 bins, which single trial 
baseline pupil areas could be sorted into. 
Leave-one-out-cross-validation (LOOCV) on each session was used to test the 
performance of the predictor (Bishop, 2006). The likelihood and prior probabilities were 
computed from training data from one session. The behavioral output was then predicted for the 
left-out trial. After repeating this for every trial, the probability of correct predictions was 
calculated for each session individually.  
Regression analysis 
To quantitatively confirm the linear and/or quadratic relationship between pupil baseline 
and HR, FAR, d’, and decision criterion, we performed a regression analysis to evaluate the β 
weights of the linear and quadratic components of each relationship (van den Brink, Murphy, & 
Nieuwenhuis, 2016). For each session, a polynomial of degree 2 was fit using least-squares to the 
relationship between HR, FAR, d’, and decision criterion vs. pupil baseline. The first- and 
second-degree components were reported, and the Wilcoxon signed-rank test was used to 
determine if each relationship exhibited a significant linear and/or quadratic relationship. 
Statistics 
To compare multiple group distributions, one-way analysis of variance (ANOVA) tests 
were performed. Post hoc Tukey’s honest significance difference (HSD) test was performed for 
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all multiple comparisons. Prior to all other statistical tests, the one-sample Kolmogorov-Smirnov 
test was used to assess the normality of the data. If the samples were normally distributed, a 
Student’s t-test was used. Otherwise, the Mann-Whitney U-test was used for unpaired samples, 
or the Wilcoxon signed-rank test for paired samples. Bonferroni correction was implemented for 
multiple comparisons. 
1.3 Results 
Behavioral performance in a whisker deflection direction discrimination task 
To understand pupil dynamics during behavior, we trained five head-fixed rats to perform 
a Go/No-Go tactile discrimination task. A head-restrained paradigm allowed us to precisely 
deliver tactile stimuli via a computer-controlled piezoelectric actuator to animals performing the 
task while their pupil was imaged (Figure 1A). Tactile stimuli were single whisker deflections 
with half-sinusoidal waveforms (15 degrees of deflection, three durations: 25ms, 50ms, and 
100ms; two directions: dorsal or ventral). These three stimulus durations correspond to the mean 
whisker deflection velocities of 1200, 600, and 300 °/s, respectively. Using the Go/No-Go 
discrimination paradigm, whisker deflections to the dorsal direction were randomly designated as 
Go stimuli (S+ stimuli), while whisker deflections to the ventral direction were designated as 
No-Go stimuli (S- stimuli) for all animals used in this study (Figure 1B). Following stimulus 
presentation, the animals decided whether to respond by licking or withholding a response within 
a 1.3 s window of opportunity initiated at stimulus onset, yielding 4 possible behavioral 
outcomes: hit (i.e. licking in response to S+ stimuli), correct rejection (CR, i.e. no licking 
following S- stimuli), false alarm (FA, i.e. licking in response to S- stimuli), and miss (i.e. no 
licking in response to S+ stimuli) (Figure 1B). After becoming experts, the animals were 
proficient in discriminating between the directions of whisker deflections, evidenced by 
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significantly more responses to S+ than to S- stimuli (Figure 1C). In this study, we only analyzed 
data from sessions in which pupillometry was taken. For these sessions, the HR was significantly 
higher than FAR (0.754 ± 0.163 vs. 0.362 ± 0.181, p < 1.0e-19, Wilcoxon signed-rank test, 
Figure 1D & E).  
Using signal detection theory, we first examined the effect of stimulus waveform 
durations on perceptual sensitivity and decision criterion. The six stimuli (three S+ stimuli, i.e. 
dorsal whisker deflection with three durations, and three S- stimuli, i.e. ventral whisker 
deflection with three durations) were presented during the discrimination task in a random 
fashion with equal probabilities. Perceptual sensitivity (d’) varied across these stimulus 
waveform durations (Figure 1F; p < 6.4e-8, F(2, 329) = 17.44, one-way ANOVA test); 
specifically animals were less sensitive in discriminating between deflections with shorter 
durations. Tukey HSD post hoc test revealed that d’ was significantly smaller for durations of 25 
ms than durations of 50 ms (0.833 ± 0.63 vs 1.290 ± 0.72, p < 7.0e-6) or durations of 100ms 
(1.360 ± 0.79, p < 1.6e-7), but did not differ between durations of 50 ms and 100 ms (p = 0.76) 
(Figure 1F). Intriguingly, the duration of the stimulus waveform had a significant effect on the 
animals’ decision criterion (i.e. decision bias) (p < 0.003, F(2, 329) = 6.03, one-way ANOVA 
test), as the animals became more liberal when discriminating between the stimuli with the 
shortest (Criterion = -0.352± 0.65) and longest durations (Criterion = -0.102 ± 0.43; p < 0.0017, 
Tukey HSD post hoc test). The decision bias of the middle duration stimulus did not significantly 
differ from either the shortest or longest (Criterion = -0.259 ± 0.048; p = 0.3749 and p = 0.086, 
respectively, Tukey HSD post hoc test). The duration of the stimulus waveform did not appear to 
affect reaction times (Figure 1G; 0.589 ± 0.12 s for 25ms vs 0.592 ± 0.11 s for 50 ms vs 0.602 ± 
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0.11 s for 100ms duration, p = 0.69, F(2, 329) = 0.37, one-way ANOVA test), suggesting that 
stimulus intensity was sufficiently high (Luce, 1986). 
 
Figure 1: Behavioral performance of head-restrained rats performing a whisker 
deflection direction discrimination task. A) Behavioral training setup. B) Go/No-Go 
discrimination paradigm with stimuli of 15 degrees of deflection, with 25, 50, and 100 ms 
durations. C) Example lick raster plots separated by response type showing licks (dots; black 
dots indicate the 1st lick within the window of opportunity). Red zone indicates the no-lick 
period, and green zone indicates the window of opportunity. D) Psychometric curves 
averaged across sessions. E) Response probability to Go stimuli and No-Go stimuli across 
sessions. F) The duration of stimulus waveform had significant effects on animals’ 
perceptual sensitivity (p<6.4e-8, F(2,329)=17.44) and decision criterion (p<0.003, F(2,329)=6.03, 
one-way ANOVA test).  G) The duration of stimulus waveform had no effects on reaction 
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time. H) Behavior appeared independent of delay preceding stimulus onset, comparing short 
(<mean delay) to long delays (>mean delay). I) Average reaction times within 0.1 s bins across 
the entire window of possible delays suggested that delay preceding stimulus onset had no 
effects on reaction time. Error bars indicate SEM. 
To examine if the time elapsed between trial onset and stimulus presentation affected the 
animals’ behavioral performance, we calculated HR and FAR for trials with short delays 
(duration between trial onset and stimulus presentation was shorter than the mean delay, i.e. 2.25 
s) and long delays (delay was greater than the mean delay). Short delays did not result in 
different HRs (Figure 1H; 0.746 ± 0.17 s for short delay vs 0.753 ± 0.17 s for long delay, p = 
0.33, Wilcoxon signed-rank test), FARs (0. 350 ± 0.20 s for short delay vs 0.353 ± 0.18 s for 
long delay, p = 0.60, Wilcoxon signed-rank test), perceptual sensitivity (1.198 ± 0.74 for short 
delay vs 1.228 ± 0.67 for long delay, p = 0.71, Wilcoxon signed-rank test), or decision criterion 
than longer delays (-0.167 ± 0.48 short delay vs -0.194 ± 0.47 for long delay, p = 0.12, Wilcoxon 
signed-rank test). Moreover, the duration between trial onset and stimulus did not have any 
effects on reaction time (Figure 1I; p = 0.99, F(24, 2669) = 0.42, one-way ANOVA test), 
suggesting this short waiting period before stimulus presentation did not affect the behavioral 
state that influences perceptual performance of the animals (Moradi et al., 2007). 
Four behavioral outcomes were associated with different pupil dynamics 
To examine the extent to which fluctuations in pupil size correlate with behavioral 
performance during this tactile discrimination task, we imaged the left eye of the animals at 10 
Hz throughout the task. Pupil size was then estimated offline by automatically segmenting the 
pupil from images (Figure 2A) (Yang Liu et al., 2017). We found that the pupil dilated following 
stimulus presentation on each trial. However, pupil dynamics varied both preceding and 
following stimulus presentation for the four behavioral outcomes (Figure 2B). For hit, CR, and 
miss trials, pupil dilations exhibited bi-exponential curve shapes, similar to the pupil dilation 
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elicited by phasic locus coeruleus (LC) activation (Joshi et al., 2016; Yang Liu et al., 2017). 
However, in FA trials, the dilations plateaued, and the pupil size remained constant for several 
seconds. 
Pupil baseline, measured as the mean Z-scored pupil size during the 0.5 s preceding 
stimulus presentation, varied across the 4 response outcomes (Figure 2C; p < 5.3e-7, F(3, 437) = 
11.04, one way ANOVA test). Specifically, average baseline pupil size was larger for FA trials 
than miss and CR trials (-0.102 ± 0.24 for FA trials vs. -0.252 ± 0.32 for miss trials vs. -0.236 ± 
0.21 for CR trials, p < 2.8e-5, and p < 2.2e-4, respectively, Tukey post hoc test), while there was 
no significant difference between FA and hit trials (-0.123 ± 0.17 for hit trials, p = 0.92, Tukey 
post hoc test). Moreover, pupil baseline of hit trials was also significantly larger than miss and 
CR trials (p < 4.7e-4, and p < 0.003, respectively, Tukey post hoc test), while there was no 
significant difference between miss and CR baselines (p = 0.96, Tukey post hoc test). 
Consequently, pupil baseline in trials when the rats responded was significantly larger than in 
trials when they withheld a response (responded: -0.121 ± 0.17, withheld: -0.230 ± 0.18, p < 
3.6e-6, Wilcoxon signed-rank test). 
To quantitatively examine the correlation between pupil baseline and behavior, we used 
maximum a posterior (MAP) estimations to predict behavioral outcomes from pupil baseline 
prior to stimulus delivery. When based solely on pupil baseline prior to stimulus delivery, we 
calculated the posterior probability distribution of P(behavioral response | pupil baseline) from 
estimated prior P(behavioral response) and likelihood P(pupil baseline | behavioral response). 
The posterior distribution model was built using data from all trials except a randomly selected 
trial (i.e. test trial). We then used this model to predict the behavioral outcome of the test trial 
from its pupil baseline. This leave-one-out-cross-validation was repeated until all trials were 
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used as a test trial. We found this estimation correctly predicted behavioral outcome in 41.2 ± 
8.2% of trials, which is significantly greater than a chance level (i.e. 25% chance of any of the 
four unique outcomes), by 16.22 ± 8.2% (Figure 2D). When incorporating the knowledge of 
stimulus identity into the model, this model predicted whether the animal would respond and had 
73.6 ± 9.5% chance to correctly predict behavior, a ~23% percent increase from the chance level 
(i.e. 50% chance of whether a response was made or not) (Figure 2D). Intriguingly, the 
performance of this pupil-baseline-based Bayesian decoder was related to perceptual 
performance as the probability of correct predictions in a session was positively correlated with 
the perceptual sensitivity of that session (Figure 2E; p < 1.48e-12), suggesting that pupil baseline 
was strongly correlated with perceptual processing. There were also negative linear correlations 
between both mean pupil baseline (Figure 2F, p < 3.67e-3) and within session variance in pupil 
baseline (Figure 2G, p < 4.04e-3) vs. perceptual sensitivity, indicating that animals maintained 




Figure 2: Pupil dynamics during the tactile discrimination task. A) Example pupil 
image with overlaid pupil contour (green). B) Average pupil dynamics around stimulus 
presentation for the four behavioral outcomes across all sessions of the 5 animals. C) Pupil 
baselines for the four behavioral outcomes averaged across sessions. D) Pre-stimulus pupil 
size was predictive of behavior. E) Percent of correct prediction of behavior based on pupil 
baseline and stimulus identity was correlated with perceptual performance. F) Pupil baseline 
average and G) within-session-pupil-baseline-variance was negatively correlated with 
perceptual performance. Error bars and shaded areas indicate SEM. 
Similarly, pupil dilations, measured as the difference between the greatest value that the 
pupil size reached within 4.5 seconds following stimulus presentation and the pupil baseline, 
were significantly different in trials with different behavioral outcomes (Figure 3A; p < 1.7e-50, 
F(3, 437) = 103.38, one way ANOVA test). Following either an S+ or S- stimulus, the dilations 
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were much larger in trials where the animals responded (responded: 0.69 ± 0.40 vs withheld: 
0.11 ± 0.12, p < 3.7e-19, Wilcoxon signed-rank test), likely due to pupil dilation associated with 
motor activities (C. R. Lee & Margolis, 2016). Interestingly, even for trials in which the animal 
responded, dilations during hit trials were larger than in FA trials (0.832 ± 0.47 for hit trials vs 
0.489 ± 0.32 for FA trials, p < 3.8e-9, Tukey post hoc test), suggesting that rewards and 
punishment (i.e. timeout period) may result in different pupil dilation profiles. Interestingly, for 
trials in which the animal did not respond, miss trials were associated with larger pupil dilation 
than CR trials (0.258 ± 0.29 for miss trials vs 0.107 ± 0.12 for CR trials, p < 3.8e-9, Tukey HSD 
post hoc test). 
Pupil baseline was inversely correlated with pupil dilation  
Although the pupil dilated in each response outcome, it was unclear whether pupil 
baseline had effects on subsequent pupil dilation. To test this, for each response outcome, we 
categorized pupil baseline into three groups: low (< 33% maximum baseline), medium (> 33% 
and < 66% maximum baseline), and high (> 66% maximum baseline), and plotted pupil 
dynamics for each group (Figure 3B). Consistent with previous work (Peter R. Murphy et al., 
2011), it was qualitatively evident that the amplitude of pupil dilation was greater when pupil 
baseline was smaller. The smaller pupil dilation associated with larger pupil baseline was not 
likely because pupil size reached its physical limit because pupil dilation in FA and CR trials was 
significantly smaller than in hit trials, but pupil baseline was still inversely correlated with pupil 
dilation for these behavioral outcomes. This trend also holds on a trial-by-trial basis (Figure 3C). 
To quantify this inverse correlation, we calculated Pearson’s correlation coefficient between 
pupil baseline and dilation on a single trial basis and found significant correlation for all 
response types except miss responses (Figure 3D; Hit: p < 1.7e-14; FA: p < 5.9e-10; CR: p < 
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0.003; Miss: p = 0.175, Wilcoxon signed-rank test). Moreover, the correlation was greater in 
responded than withheld trials (p < 1.7e-11, Wilcoxon signed-rank test). 
 
Figure 3: Pupil dilation was inversely correlated with pupil baseline. A) Pupil 
dilations for the four behavioral outcomes averaged across sessions. B) Pupil dynamics 
around stimulus presentation plotted with low, medium, and high pupil baselines, averaged 
across all sessions of the 5 animals. C) Example scatter plot showing a negative correlation 
between pupil baseline and dilation for hit trials. Each dot represents a trial. D) There was a 
significantly negative correlation between pupil baseline size and pupil dilation on single-
trial basis for hit, FA, and CR behavioral outcomes. E) Dilations as a function of stimulus 
waveform duration for all behavioral outcomes. Only in CR trials, stimulus waveform 
duration affected pupil dilation. Error bars indicate SEM. * denotes p<0.01. 
Although stimulus waveform duration affected perceptual sensitivity and decision 
criterion, it did not affect the dilation in hit trials (Figure 3E; p = 0.94, F(2, 329) = 0.06, one-way 
ANOVA test). This is probably because, in addition to sensory processing and decision making, 
other processes, such as motor activity (i.e. licking) and reward also resulted in pupil dilation (C. 
R. Lee & Margolis, 2016). Indeed, when quantifying pupil dilation in response to stimuli with 
the three durations in CR trials, in which neither motor activity nor feedback occurred, we found 
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stimulus duration had a significant effect on pupil dilation (p 8.0e-5, F(2, 320) = 9.71, one-way 
ANOVA). Pupil dilation in response to stimuli with 25 ms durations was significantly larger than 
stimuli with durations of either 50 or 100 ms (p < 2.7e-3, and p < 8.7e-5 respectively, Tukey 
HSD test), while the dilations between 50 and 100 ms stimulus durations did not differ (p = 0.66, 
Tukey HSD post hoc test). It is interesting to note that perceptual sensitivity to stimuli with 25 
ms durations was also significantly lower than for the other durations (Figure 1F).  
Pupil baseline exhibited an inverted U-shaped relationship with perceptual sensitivity and a U-
shaped relationship with decision criterion 
While performing, the pupil size of the animals rapidly fluctuated throughout the task 
despite constant ambient illuminance (Figure 4A, and Figure 4F for population data). In addition, 
hit and FA rates rapidly changed across trials (Figure 4B), resulting in fluctuations in perceptual 
sensitivity (Figure 4C) and decision criterion (Figure 4D). Furthermore, reaction times for both 
correct trials (hits) and incorrect trials (FAs) varied across trials (Figure 4E). Correlation analysis 
revealed that there was no significant linear correlation between baseline pupil size and 
perceptual sensitivity or decision criterion, as their Pearson’s correlation coefficients did not 
deviate from 0 (Figure 5A; p = 0.20, and p= 0.20, respectively, Wilcoxon signed-rank test). 
However, across all trials, we found that pupil dilation following stimulus presentation was 
linearly correlated with decision criterion (p < 1.4e-9, Wilcoxon signed-rank test), but not 
perceptual sensitivity (p = 0.08, Wilcoxon signed-rank test). This relationship between dilation 
and criterion may be explained by the large dilations associated with hit and FA trials, in which 




Figure 4: Pupil size, behavioral performance, and reaction time fluctuated throughout 
behavioral tasks. Example session showing fluctuation of A) pupil baseline area, B) hit and 
FA rates, C) perceptual sensitivity, D) decision criterion, and E) reaction time. F) Distribution 
of population data across all sessions. Calculated across 30 trial windows. 
Although Pearson’s correlation coefficients between pupil baseline and perceptual 
sensitivity/decision criterion were not significantly different from 0, it did not rule out the 
possibility that there was a nonlinear correlation between them. To further examine their 
relationship, we divided pupil baselines into 20 groups, and calculated the percent of trials in 
which the pupil baseline was within each group. Although the pupil was occasionally largely 
dilated in some trials, in the majority of trials (> 60% of trials), pupil baseline was within 10-
40% of maximum pupil baseline (Figure 5B). We then calculated the average hit rate and FA 
rate for each of these 20 bins. We found that pupil baseline exhibited an inverted U-shaped 
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relationship with hit rate (Figure 5C). Moreover, FA rate increased linearly with size of pupil 
baseline, resulting in an inverted U-shaped relationship between pupil baseline and perceptual 
sensitivity (Figure 5D) and a U-shaped relationship between pupil baseline and decision criterion 
(Figure 5E). Regression analysis confirmed that HR, d’, and decision criterion had quadratic 
relationships with pupil baseline (Figure 5F; p < 2.5e-9 for HR; p < 1.5e-4 for d’; p < 4.6e-7 for 
criterion, Wilcoxon signed-rank test), while FAR only had a linear relationship with pupil 
baseline (p < 1.1e-3 for linear component; p=0.348 for quadratic component, Wilcoxon signed-
rank test). Intriguingly, decision criterion also had a significant negative relationship with pupil 
baseline (p < 6.8e-6, Wilcoxon signed-rank test). 
 
Figure 5: Pupil baseline exhibited an inverted U-shaped relationship with perceptual 
sensitivity, and U-shaped relationship with decision criterion. A) There was no significant 
linear relationship between pupil baseline and perceptual sensitivity / decision criterion. 
Pupil dilation in response to stimulus was linearly correlated with decision criterion but not 
perceptual sensitivity. B) Pupil baseline was within 10-40% of maximum pupil baseline for 
the majority of trials. C) The relationship between pupil baseline and hit as well as false 
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alarm rates. D) Pupil baseline exhibited an inverted U-shaped relationship with perceptual 
sensitivity. E) Pupil baseline exhibited a U-shaped relationship with decision criterion.  F) 
Regression coefficients of HR, FAR, d’, and criterion curve with regard to pupil baseline. 
Error bars and shaded areas indicate SEM. * denotes p < 0.05. 
Shorter reaction time was associated with higher perceptual sensitivity, more liberal decision 
criterion, and larger pupil baseline 
Previous studies suggested a correlation between reaction times and behavioral states 
(Mauri et al., 2015; Moradi et al., 2007). In this light, we examined the relationship between 
reaction times of the animals with their behavioral performance and pupil dynamics by 
calculating hit/FA rates and average reaction time using a 30-trial sliding window. The average 
reaction time was used to map perceptual sensitivity/decision criterion to percent of maximum 
normalized reaction time of the session. We found that both hit and FA rates decreased as 
reaction time increased (Figure 6A). However, HR decreased at a faster rate than FAR. 
Consequently, when calculated using a 30-trial sliding window, perceptual sensitivity also 
decreased with the increase of reaction times (Figure 6B; p<3.09e-7). Interestingly, animals were 
also more conservative in trials with longer reaction times, evidenced by an increase in decision 




Figure 6: Reaction time was correlated with behavioral performance and pupil 
dynamics. A) Both Hit and FA rates decreased as reaction time increased. B) Perceptual 
sensitivity decreased as reaction time increased. C) Decision criterion increased with reaction 
time. D) Pupil baseline exhibited a weak negative correlation with reaction time. E-F) Pupil 
dynamics in slow vs. fast trials for hit trials. G-H) Pupil dynamics in slow vs. fast trials for 
FA trials. Error bars and shaded areas indicate SEM. 
We next tested if changes in reaction times were associated with fluctuations of pupil 
dynamics. Similarly, we plotted reaction time vs. pupil baseline, both in percent of maximum 
value of each session, for all responded trials in which a reaction time was logged (i.e. Hit and 
FA trials). Since pupil baseline in the majority of trials was between 10-40% of maximum pupil 
baseline, the average pupil baseline for each reaction time bin was around 30% of maximum 
pupil baseline. However, pupil baseline exhibited a descending trend with reaction time (Figure 
6D, p = 0.036 and r2 = 0.177). To further characterize the relation between reaction times and 
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pupil dynamics, we divided all hit and FA trials into a slow reaction group (reaction time < mean 
reaction time) and fast reaction group (reaction time > mean reaction time, and plotted pupil 
dynamics around stimulus presentation for both slow and fast reaction groups (Figure 6E & G). 
As we expected, for both hit and FA trials, pupil baseline of the slow reaction group was 
significantly smaller than the fast reaction group (Figure 6F & H; p < 0.04 for hit trials, and p < 
0.04 for FA trials, Wilcoxon signed-rank test). Also, pupil dilation following stimulus 
presentation was significantly bigger for the slow reaction trials than the fast reaction trials 
(Figure 6F & H; p < 2.7e-11 for hit trials, and p < 2.5e-7 for FA trials, Wilcoxon signed-rank 
test). 
Behavioral outcome influenced upcoming pupil dynamics and behavior 
As Figure 4 illustrates, behavioral performance and pupil dynamics fluctuated throughout 
sessions for all animals in this study. We hypothesized that the fluctuation of behavioral 
performance was primarily due to fluctuations of behavioral state. To test this, we first plotted 
pupil dynamics aligned by stimulus presentation for the four behavioral outcomes conditioned 
upon previous outcomes (Figure 7A). Interestingly, pupil baseline following hit trials was 
significantly larger than average pupil baseline (Figure 7B; p < 9.77e-13, Wilcoxon signed-rank 
test), while pupil baselines following other behavioral outcomes were smaller than average 
baseline (after CR: p < 2.5e-18; after FA: p < 1.4e-4; after miss: p < 2.8e-10; Wilcoxon signed-
rank test). In addition to this relationship with pupil baseline, the behavior outcome of the 
previous trial was also correlated with the behavior outcome of the current trial. HR and FAR on 
trials following hit trials were significantly higher than average (Figure 7C; p < 8.2e-15 for hit 
rate, and p < 1.3e-17 for FA rate, Wilcoxon signed-rank test). Similarly, HR on trials following 
CR responses was higher than average (p < 2.6e-6, Wilcoxon signed-rank test), However, unlike 
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trials following hit trials, FAR following CR trials was lower than average (p < 2.0e-9, Wilcoxon 
signed-rank test), resulting in a significantly larger perceptual sensitivity following CR trials 
compared to the session average d’ (i.e. average d’ across sessions) (Figure 7D; p < 3.4e-12; 
Wilcoxon signed-rank test). 
 
Figure 7: Behavioral outcomes of the previous trial influenced pupil dynamics and 
behavior in the present trial. A) Pupil responses conditioned on previous response, averaged 
across sessions. B) Pupil baseline of the four behavioral outcomes conditioned on the 
previous response. C) Hit and FA rates conditioned on the previous response. D) Perceptual 
sensitivity and E) decision criterion conditioned on the previous response. F) Reaction times 
conditioned on the previous response. Error bars and shaded areas indicate SEM. 
Although, in general, animals were liberal in the discrimination task, as evidenced by a 
negative average decision criterion, following hit trials, animals became even more liberal; 
decision criteria for trials following hits were significantly smaller than the session average 
(Figure 7E; -0.610 ± 0.60 vs -0.210 ± 0.45, respectively, p < 9.6e-18, Wilcoxon signed-rank 
test). However, decision criteria for trials following CR and FA were closer to neutral (i.e. 
criterion = 0) (-0.107 ± 0.44 and 0.045 ± 0.68 for following CR and FA trials, respectively), 
while those following miss trials were more conservative (0.481 ± 0.35), indicating the 
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dependence of behavior on the outcome of the previous trial was primarily due to fluctuation of 
behavioral state. This suggests that pupil-linked arousal modulates perceptual performance 
because if the animals were adaptively adjusting their behavior in response to the previous 
behavioral outcome, one would instead expect them to raise their decision criterion after a FA, 
lower their decision criterion after a miss, and not change anything after a correct response. 
In further support of this notion, reaction time was significantly faster than average 
following hit trials (Figure 7F; 0.568 ± 0.11 vs. 0.595 ± 0.11, p < 2.4e-11, Wilcoxon signed-rank 
test), while it was significantly slower for trials following other behavioral outcomes (0.630 ± 
0.12 s for following CR, 0.619 ± 0.13 s for following FA, and 0.619 ± 0.13 s for following miss; 
p < 1.6e-10, p < 1.6e-5, and p< 1.4e-4, respectively, Wilcoxon signed-rank test). 
1.4 Discussion 
The present study was designed to allow us to investigate 1) whether head-fixed rats are 
able to discriminate between different directions of passive whisker movement, 2) the correlation 
between pupil dynamics, perceptual performance, and reaction time in rats performing a 
perceptual discrimination task, and 3) to what extent pupil size prior to stimulus is predictive of 
behavior in the discrimination task. Rats have proven to be capable of various tactile tasks, 
including detection of whisker stimulation and discrimination between different object locations 
and shapes (Brecht et al., 1997; O'Connor, Clack, et al., 2010; O'Connor, Peron, Huber, & 
Svoboda, 2010), whisker vibrations (Adibi, Diamond, & Arabzadeh, 2012; Gerdjikov, Bergner, 
Stüttgen, Waiblinger, & Schwarz, 2010), textures (Carvell & Simons, 1990; Ritt et al., 2008; von 
Heimendahl, Itskov, Arabzadeh, & Diamond, 2007), and aperture widths (Krupa, Wiest, Shuler, 
Laubach, & Nicolelis, 2004). Here, we showed that rats were also able to discriminate between 
different directions of whisker deflections. The minimal velocity of whisker deflection used in 
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the study was approximately 300 °/s, which was above detection threshold measured using a 
similar setup (Douglas R. Ollerenshaw et al., 2012; Stuttgen & Schwarz, 2008). Interestingly, the 
average reaction time of our tactile discrimination tasks was substantially longer than those 
reported in rats performing the  tactile detection tasks (Douglas R. Ollerenshaw et al., 2012; 
Stuttgen & Schwarz, 2008). This suggests that additional mental effort may be exerted when 
discriminating between different tactile stimuli as compared to only detecting the presence of a 
tactile stimulus. 
Discrimination performance deteriorated as stimulus duration decreased, and thus as 
mean stimulus velocity increased because the velocity varied with the stimulus duration given 
the fixed stimulus amplitude in our study. This decrease in discrimination performance may be 
due to the reduction in time for the animal to accumulate evidence concerning the direction of 
the whisker deflection to make Go or No-Go decisions (Gold & Shadlen, 2007). Neurons in the 
thalamus and cortex of the whisker pathway display strong sensitivity to the velocity of whisker 
movement; thus, another explanation is that the velocity of the shortest duration stimulus was too 
strong and saturated the neural responses within the pathway, leading to deterioration in 
performance (S. H. Lee & Simons, 2004; Millard, Wang, Gollnick, & Stanley, 2013; Pinto, 
Brumberg, & Simons, 2000; Stuttgen & Schwarz, 2008; Zheng, Wang, & Stanley, 2015). 
However, the peak velocity of whisker movement associated with stick-slip events (repeated 
sticking then high-acceleration slipping over surfaces when rats whisk across objects) is 
comparable to the highest velocity used in this study (i.e. ~1200 °/s) (Jadhav et al., 2009; Ritt et 
al., 2008). Future work is warranted to decouple the effect of stimulus duration and stimulus 
velocity in whisker deflection direction discrimination task. 
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In this study, all behavioral tasks were performed in the light phase. Although rats are 
naturally nocturnal and tend to be more active during dark phases, it remains controversial 
whether to perform behavioral tasks for rodents strictly in their dark phases (Adibi et al., 2012; 
Roedel, Storch, Holsboer, & Ohl, 2006; Yang, Weber, & Crawley, 2008). Our data showed that 
the animals performed sufficiently well in the discrimination tasks, presumably due to their 
strong desire for rewards, the fact that the tasks were performed inside a light attenuation 
chamber, or both. However, it remains possible that their behavioral performance might not be 
optimal in the light phase. Although this study focuses on how fluctuating pupil-linked arousal 
relates to behavior, a future study to systematically compare the effects of light and dark phase 
on performance of the tactile discrimination task would be intriguing. 
In the Go/No-Go paradigm, we found the pupil dilated following stimulus presentation 
for all behavioral outcomes. In response trials, pupil dilation was larger compared to withhold 
trials. Additionally, while hit trials exhibited bi-exponential curve shapes, FA trials exhibited a 
smaller but sustained dilation, possibly due to anticipation of a timeout period indicated by a 
prolonged timeout tone. The largest pupil dilations associated with hit trials are  likely due to 
motor activity and reward, as C. R. Lee and Margolis (2016) found that licking to random water 
rewards resulted in pupil dilation. Consistent with this notion, movement was previously 
reported to associate with pupil dilation (Matthew J. McGinley, Stephen V. David, et al., 2015; 
Musall et al., 2018; Jacob Reimer et al., 2014; Stringer et al., 2018; Vinck et al., 2015). It is 
important to note that in CR and miss trials, there was neither feedback nor obvious motor 
activity related to licking. Therefore, the pupil dilation likely resulted solely from internal task-
related cognitive processing. It is intriguing that pupil dilations in miss trials were greater than 
CR trials. In other words, dilation induced by incorrect information processing was larger than 
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from correct information processing, suggesting more mental efforts was exerted in trials with 
more internal noise, and possibly uncertainty about stimulus identity (Yu & Dayan, 2005), or 
error detection (Yeung, Botvinick, & Cohen, 2004) (also see discussion below). In support of 
this notion, we found that, in CR trials, animals’ pupils dilated more when discriminating harder 
stimuli (Figure 3E). This is consistent with previous work, in which human subjects’ pupils 
dilated more when solving more difficult math problems, arguably due to increased mental load 
(Hess & Polt, 1964).    
Behavioral performance is heavily dependent upon arousal (Gary Aston-Jones & 
Jonathan D. Cohen, 2005; Matthew J. McGinley, M. Vinck, et al., 2015; Wekselblatt & Niell, 
2015; Yerkes & Dodson, 1908). Several studies have attempted to map pupil-linked arousal to 
animal behavioral performance (C. R. Lee & Margolis, 2016; Matthew J. McGinley, Stephen V. 
David, et al., 2015). For example, it was found that mice performing a detection task had optimal 
performance while pupil-linked arousal was intermediate, exhibiting an inverted U-shaped curve 
depicted by the Yerkes–Dodson law (Matthew J. McGinley, Stephen V. David, et al., 2015). 
Similarly, we found that our animals had peak perceptual sensitivity in discriminating different 
directions of whisker movement when their pupil baseline was approximately 40% of the 
maximal pupil baseline size. In addition to a quadrative relationship, we found a negative linear 
relationship between pupil baseline and decision criterion, which is in line with recent work in 
humans which attributed this to pupil indexed modulation of global neural gain (P. R. Murphy, 
Boonstra, & Nieuwenhuis, 2016). 
Non-luminance-mediated pupil dilation in behavior has long been hypothesized to result 
from activation of the LC, a brain structure involved in regulation of arousal and the primary 
source of norepinephrine to the forebrain (Gary Aston-Jones & Jonathan D. Cohen, 2005; Carter 
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et al., 2010; Susan J. Sara, 2009). In monkeys performing Go/No-Go visual detection tasks, LC 
neurons responded phasically to Go stimuli, while the responses to No-Go stimuli that produced 
CRs were much weaker and were followed by an inhibition (Rajkowski, Majczynski, Clayton, & 
Aston-Jones, 2004). In line with these findings, the pupil dilation of our animals in hit trials had 
a similar bi-exponential shape to that evoked by phasic LC stimulation. Interestingly, pupil 
dilation in CR trials was significantly smaller than that in hit trials and was also followed by 
constriction (Figure 2B).  
In awake animals, extracellular recordings in the LC showed that LC firing rate co-varied 
with pupil size (Gary Aston-Jones & Jonathan D. Cohen, 2005; Joshi et al., 2016). In humans, 
fMRI studies suggested a positive correlation between blood-oxygen-level-dependent signal in 
LC and pupil size (J. W. de Gee et al., 2017; P. R. Murphy, O'Connell, O'Sullivan, Robertson, & 
Balsters, 2014). Several recent animal studies demonstrated the causal relationship between LC 
activation and pupil dilation, with brief phasic LC activations evoking large transient pupil 
dilations, while low-frequency tonic LC activation gradually dilated the pupil (Joshi et al., 2016; 
Yang Liu et al., 2017; Reimer et al., 2016). Moreover, the LC-activation mediated pupil dilation 
is through LC control of both sympathetic and parasympathetic systems, while the 
parasympathetic contribution is significantly larger than the sympathetic contribution (Yang Liu 
et al., 2017). Our data showed that the pupil of behaving rats started to dilate approximately 900 
ms following the presentation of the sensory stimulus (Figure 2B). This lag is consistent with the 
lag between pupil dilation and phasic electrical microstimulation of the LC in rodents (Yang Liu 
et al., 2017). 
In monkeys performing Go/No-Go detection tasks, LC responses to sensory stimuli in 
miss and CR trials were comparable (Rajkowski et al., 2004). However, our data showed that 
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pupil dilation in miss trials was significantly larger than that in CR trials. This discrepancy may 
be due to inherent differences between the detection and discrimination paradigms. Given the 
generally liberal decision criterion we observed, it may take more effort for the animals to refrain 
from responding in the presence of a Go stimulus. However, it is noteworthy that a recent work 
found that, in addition to the LC, the activity of several other brain structures, including the 
inferior colliculus (IC), the intermediate layer of the superior colliculus (SCi), and the anterior 
cingulate cortex (ACC), also co-varied with pupil size (Joshi et al., 2016). Because the LC sends 
dense projections to virtually the entire forebrain except the basal ganglia (Susan J. Sara, 2009), 
whether the correlation between pupil dilation and IC/SCi/ACC are due to direct activation of 
these brain structures or due to a common input from LC to pupil and these brain structures 
remains unclear. Future work with reversible inactivation of the LC in behavior would be able to 
conclusively test this hypothesis. 
Numerous works suggest that the pupil-linked arousal system contributes to the 
regulation of many cognitive factors in human behavior, including updating the internal model, 
learning, and serial choice bias (Eran Eldar et al., 2013; Hong et al., 2014; Matthew R. Nassar et 
al., 2012). We found that when pupil size was large, the animals responded faster and became 
more liberal, indicated by more negative decision bias and therefore a higher tendency to 
respond. Consequently, a decoder constructed in this study had significantly greater than chance 
probability in predicting animals’ behavior based on pre-stimulus pupil size. Moreover, pupil-
linked arousal was likely reflective of the fluctuation of behavioral state. After a hit, pupil 
baseline size was typically higher, and animals were more likely to respond. On the contrary, 
after miss trials, the pupil baseline size was small, suggesting that the animal was in a low 
arousal state. Accordingly, the animal had low hit and FA rates following miss trials.   
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Previous human studies provided mixed evidence regarding the relationship between 
baseline pupil size and reaction time in perceptual tasks (Gilzenrat et al., 2010; Hong et al., 2014; 
Peter R. Murphy et al., 2011). We found a significant correlation between pupil baseline size and 
reaction time in our animals performing a tactile discrimination task. One possible explanation 
for this discrepancy is that task-related pupil dilation and reaction time may be mediated by 
distinct but interconnected neural circuitry (Urai et al., 2017). Reaction time is thought to be 
determined by evidence accumulation processes, which are at least partially mediated by 
prefrontal cortical areas (Brody, Hernandez, Zainos, & Romo, 2003; Gold & Shadlen, 2007). 
Prefrontal cortex may also be involved in error detection (Yeung et al., 2004). In the above-
mentioned studies, human subjects achieved near perfect performance on oddball tasks. On the 
contrary, our animals had approximately 30% FARs and 80% HRs. Therefore, neural circuitry 
monitoring errors, presumably in the prefrontal area, was likely to be activated during the task 
for our animals. Interestingly, the LC heavily projects to and receives projections from the 
prefrontal cortex (Craig W. Berridge & Barry D. Waterhouse, 2003). Thus, the interplay between 
the LC and prefrontal cortex is likely to mediate the correlation between reaction time and pupil 
baseline size that we observed in the present study. This would be an interesting topic of 
investigation for future work.  
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Chapter 2: Characterization of the functional consequences behind 
phasic pupil dynamics in the awake, behaving animal 
Phasic activation of the central arousal system, indicated by task-evoked phasic pupil 
dilation, has been reported in numerous studies. In decision-making tasks, neural circuits 
involved in different aspects of information processing may activate the central arousal system, 
likely through their interconnection with brainstem arousal nuclei, collectively contributing to 
the observed pupil-linked phasic arousal. However, the individual phasic arousals associated 
with different information components and their effects on behavior remain little known. In this 
study, we used machine learning techniques to decompose pupil-linked phasic arousal evoked by 
different components of information processing in rats performing a Go/No-Go perceptual 
decision-making task. We found that phasic arousal evoked by stimulus encoding was larger for 
the Go stimulus than the No-Go stimulus. For each session, the separation between distributions 
of phasic arousal evoked by the Go and by the No-Go stimulus was predictive of perceptual 
performance. The separation between distributions of decision formation-evoked arousal on 
correct and incorrect trials was correlated with decision criterion but not perceptual performance. 
When a Go stimulus was presented, the action of go was primarily determined by the phasic 
arousal evoked by stimulus encoding. On the contrary, when a No-Go stimulus was presented, 
the action of go was determined by phasic arousal elicited by both stimulus encoding and 
decision formation. Drift diffusion modeling revealed that the four model parameters were better 
accounted for when phasic arousal in response to both stimulus encoding and decision formation 
was considered. These results suggest that the interplay between phasic arousal evoked by both 
stimulus encoding and decision formation has important functional consequences on forming 




Even within an unchanging, fully learned environment, skilled decision makers often 
execute different actions upon encountering identical stimuli. This behavioral variability may be 
partially accounted for by considering the fluctuating arousal levels of the decision maker and 
how these fluctuations influence sensory processing, perception, decision-making, and behavior 
(Harris & Thiele, 2011; S.-H. Lee & Y. Dan, 2012; Matthew J. McGinley, M. Vinck, et al., 
2015; Steriade et al., 1993; Wekselblatt & Niell, 2015). Changes in arousal are associated with 
widespread changes in brain activity and modifications in behavior (Monica Cano et al., 2006; J. 
W. de Gee et al., 2017; R.  Becket Ebitz & Platt, 2015; Eran Eldar et al., 2013; Niell & Stryker, 
2010; Polack et al., 2013; J. F. A. Poulet & C. C. H. Petersen, 2008; Rodenkirch, Liu, Schriver, 
& Wang, 2019; B. Schriver, S. Bagdasarov, & Q. Wang, 2018), and have been shown to be 
largely regulated by neuromodulatory systems, including the locus coeruleus-norepinephrine 
(LC-NE) system (Gary Aston-Jones & Jonathan D. Cohen, 2005; Craig W. Berridge & Barry D. 
Waterhouse, 2003; Breton-Provencher & Sur, 2019; Carter et al., 2010; Yang Liu, Charles 
Rodenkirch, Nicole Moskowitz, Brian Schriver, & Qi Wang, 2017; Susan J. Sara & S. Bouret, 
2012). 
Recent work has established the tight link between non-luminance-mediated changes in 
pupil size and the level of arousal (Matthew J. McGinley, Stephen V. David, et al., 2015; Jacob 
Reimer et al., 2014; Vinck et al., 2015). For instance, Jacob Reimer et al. (2014) found that the 
intracellular membrane potential of cortical neurons was desynchronized and sensory evoked 
responses were increased during pupil dilation in rodents. The causal relationship between LC 
activation and pupil dilation has been demonstrated in several recent studies (Joshi et al., 2016; 
Yang Liu et al., 2017; Reimer et al., 2016). In addition, LC activation also de-synchronized 
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cortical EEG, rendering the cortex in a more activated state (Yang Liu et al., 2017; Vazey & 
Aston-Jones, 2014). 
In a Go/No-Go perceptual decision-making task, information is processed at several 
layers of a hierarchy before behavioral action. The sensory stimulus is first processed at early 
stages of the sensory pathway before information is sent to higher order brain regions for 
cognitive processing to form a decision, a commitment to a plan of action (Brody & Hanks, 
2016; Gold & Shadlen, 2007). Motor related brain areas are subsequently engaged to execute or 
withhold a motor action according to the plan, to indicate choice (Roger Ratcliff, Huang-Pollock, 
& McKoon, 2016; Simmonds, Pekar, & Mostofsky, 2008). Due to the reciprocal nature of the 
connections between neuromodulatory nuclei and many brain regions, the activation of neural 
circuits responsible for processing the information may result in phasic arousal, indexed by rapid 
tasked-evoked pupil dilation as reported in literature (Gary Aston-Jones & Jonathan D. Cohen, 
2005; Breton-Provencher & Sur, 2019; Jan Willem de Gee et al., 2014; Hong et al., 2014; C. R. 
Lee & Margolis, 2016; B. Schriver et al., 2018; L. A. Schwarz & Luo, 2015). However, the 
individual contribution of the different components of information processing to the observed 
phasic arousal, and their functional consequence on behavior remain poorly understood. 
In the present study, we trained head-fixed rats to perform a Go/No-Go perceptual 
decision-making task, in which the animals were required to respond to a Go stimulus, while 
withholding response to a No-Go stimulus. Their left pupil was imaged throughout the tasks. We 
observed phasic pupil dilation in trials with all four possible behavioral outcomes (i.e. hit, miss, 
false alarm, and correct rejection), suggesting information processing evoked phasic arousal 
during the task. Because the task-evoked phasic arousal could result from processes of stimulus 
encoding, decision formation, motor execution, response inhibition, positive feedback, negative 
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feedback, or a combination of these, we used machine learning techniques to decompose phasic 
arousal associated with these six information processing components in the perceptual decision-
making task. In addition to the kernel of phasic arousal associated with the components, this 
method allowed us to learn the weight of the phasic arousal for each trial to account for 
fluctuations of phasic arousal on a trial-by-trial basis. We found that phasic arousal evoked by 
stimulus encoding was larger for the Go stimulus than the No-Go stimulus despite the two 
stimuli being symmetric. For each session, the separation between distributions of phasic arousal 
evoked by the Go and by the No-Go stimulus was predictive of perceptual performance. 
Interestingly, the separation between distributions of decision formation-evoked arousal on 
correct and incorrect trials was not correlated with perceptual performance, but this separation 
was predictive of decision criterion. When a Go stimulus was presented, the action of go was 
primarily determined by the phasic arousal evoked to stimulus encoding. On the contrary, when a 
No-Go stimulus was presented, the action of go was determined by phasic arousal elicited by 
both stimulus encoding and decision formation. Drift diffusion modelling revealed that the four 
model parameters were better accounted for when phasic arousal in response to both stimulus 
encoding and decision formation was considered. Taken together, our results suggest that the 
interplay between phasic arousal evoked by both stimulus encoding and decision formation has 
important functional consequences on forming behavioral choice in perceptual decision-making 
tasks. 
2.2 Experimental design 
All experimental procedures involving animals were approved by the Columbia 
University Institutional Animal Care and Use Committee and were conducted in compliance 
with NIH guidelines. Behavioral studies were conducted using 8 female albino rats (Sprague-
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Dawley, Charles River Laboratories, Wilmington, MA; ~225-275 g at time of implantation). 
Animals were single housed after implantation in a dedicated housing facility that maintained a 
twelve-hour light and dark cycle. All behavioral tasks were conducted during the light phase in a 
dedicated behavioral training chamber in which ambient luminance was kept constant during the 
task.  
Surgical implantation and behavioral procedures 
Implantation of a metal head-plate was similar to that described in detail in previous work 
(Bari, Ollerenshaw, Millard, Wang, & Stanley, 2013; Douglas R. Ollerenshaw et al., 2012; 
Ollerenshaw et al., 2014; B. Schriver et al., 2018). In brief, following 7-10 days of habituation to 
experimenters, an aseptic surgery utilizing a ketamine/xylazine cocktail (80/5 mg/kg) or 
Isoflurane (1-5%) as anesthesia was conducted. A custom-made metal head-plate was affixed 
using dental cement to an exposed, cleaned area of skull that had had stainless steel screws 
inserted as anchors. 
Following 10 days of recovery from implantation surgery, which included administration 
of antibiotics (Baytril, 5 mg/kg) and extra analgesics (ketoprofen, 5 mg/kg) for the first 5 days, 
rats began water restriction. Rats were then systematically habituated to head-fixation using a 
custom-built restraint box that had two pneumatic cylinder actuators fixed with ball bearings on 
either side of the front of the box that fit into grooves in the implanted head-plate and allowed for 
sturdy quick fixation of an animal. The behavioral apparatus was fully contained within a 
standard sound and light attenuation chamber (Med Associated, St. Albans, VT).  
Following habituation to head-fixation, rats were introduced to the task using a Go/No-
Go discrimination paradigm (Figure 1B). The task consisted of whisker deflection direction 
discrimination indicated by Go/No-Go responses similar to previously described (B. Schriver et 
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al., 2018). Briefly, an onset cue (6.0 kHz) initialized an interval of variable duration (1.5-3.5 s 
randomly selected from a uniform distribution) preceding presentation of a whisker deflection in 
either the dorsal or ventral direction. The whisker deflection stimuli were delivered by a 
multilayer piezoelectric bending actuator (PL140; Physik Instrumente, Karlsruhe, Germany) 
affixed with a short capillary tube (capillary glass pipette ~15.0 mm long with 1.0 mm outer 
diameter and 0.5 mm inner diameter; A-M Systems, Carlsborg, WA) bonded to the end of the 
piezo bending actuator. For each animal we chose the thickest of the C2, C3, or D2 macro-
vibrissae and used this same whisker for all sessions. The whisker was placed into the capillary 
tube and the end of the capillary tube was placed ~8 mm away from the right snout 
approximately perpendicular to the midline of the animal so as to not touch any other whiskers. 
To discourage impulsive licking, during the 1 s preceding stimulus presentation any lick initiated 
an additional 1.0 – 2.5 s waiting period that was randomly selected from a uniform distribution 
and that was added to the pre-stimulus period. Following presentation of the stimulus was a 1.3 s 
window of opportunity whereupon the animal could indicate a go response by licking a 
waterspout containing a piezoelectric force sensor. We randomly assigned deflections in the 
dorsal direction as Go stimuli (S+ stimuli, occurring randomly with 0.5 probability) and 
deflections in the ventral direction as No-Go stimuli (S- stimuli, occurring randomly with 0.5 
probability). Therefore, if the animal decided to lick within 1.3 s following a dorsal direction 
whisker deflection (i.e. hit response), it was immediately met with a brief reward tone (300 ms, 3 
kHz) accompanied by administration of Kool-Aid water (~60 uL) via the waterspout. If the rat 
licked in the 1.3 s following a ventral direction whisker deflection (i.e. false alarm; FA), a 
timeout tone (5 s; 16.5 kHz) sounded beginning a 10 s timeout period. When the rat fully 
withheld a response until the closure of the 1.3 s window of opportunity, given either a dorsal or 
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ventral direction whisker deflection indicating a miss or correct rejection (CR) response 
outcome, no feedback was given. A 6 s inter-trial period followed administration of the reward in 
hit trials, the timeout period in FA trials, or the closure of the window of opportunity in miss or 
CR trials. 
Animals were considered experts once they achieved higher hit rates (HR) than FA rate 
(FAR) for five sessions in a row. Response rates were computed as the total number of responses 
given either an S+ or S- stimuli divided by the total number of S+ and S- stimuli within a session 
respectively. Perceptual sensitivity (d’) and decision criterion (Criterion) were calculated from 
the observed behavioral responses as follows 
𝑑′ =  𝛹−1(𝐻𝑖𝑡 𝑅𝑎𝑡𝑒) − 𝛹−1(𝐹𝐴 𝑅𝑎𝑡𝑒) 
𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 = −[𝛹−1(𝐻𝑖𝑡 𝑅𝑎𝑡𝑒) + 𝛹−1(𝐹𝐴 𝑅𝑎𝑡𝑒)]/2 
where Ψ-1 is the inverse of the cumulative Gaussian distribution.  
Pupillometry was measured on randomly selected sessions once animals were considered 
experts (N = 8 animals, n = 190 total sessions). Notably, performance varied from session to 
session and on rare occasions even expert rats performed poorly resulting in negative perceptual 
sensitivity (i.e. HR was slightly lower than FAR). The presented figures and analyses include 
such sessions although results held if we excluded these sessions from analyses. 
Pupillometry and pupillary dynamics 
The left eye of the animals was imaged at a frequency of either 10 or 20 Hz using a 
custom-made pupillometry system. For pupillometry taken at 20 Hz, it was subsequently down 
sampled to 10 Hz. Therefore, all pupillometry data analyzed in this study were sampled at 10 Hz. 
For each video clip, a region of interest (ROI) was first manually assigned. The histogram of 
pixel intensity within the ROI was then calculated to estimate the optimal threshold for pupil 
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segmentation (Yang Liu et al., 2017). Pupil contour was segmented using the threshold and pupil 
size was defined as the area within the contour. Pupil size within periods of blinks was 
interpolated using pupil sizes just preceding and after the blinks (Matthew R. Nassar et al., 
2012). 
The first 20 trials of each session were excluded due to the time required to adjust the 
pupillometry camera. For each session pupil sizes were Z-scored by subtracting the mean and 
dividing by the standard deviation of the pupil size distribution for a given session. To estimate 
phasic pupil dilation following stimulus presentation, pupil size around stimulus presentation 
was baseline-corrected by subtracting the mean pupil size within the 0.5 s interval preceding 
stimulus onset. For correlational analyses, pupil baseline sizes were calculated using this same 
interval while pupil dilations were computed as the area under the curve in the 4 s following 
stimulus onset. For visualization these were averaged across all trials and then grand averages 
were taken across sessions. Additionally, any trials where animals licked preceding stimulus 
presentation or in trials where the animal licked after the window of opportunity closed were 
discarded (B. Schriver et al., 2018). 
Data analysis 
All data analyses were first conducted on individual sessions. Averages and standard 
errors of means were then calculated across sessions for analysis and presentation. The 
Kolmogorov-Smirnov test was used to assess the normality of the data. If the samples were 
normally distributed, a Student’s t-test was used. Otherwise, the Mann-Whitney U-test was used 
for unpaired samples or the Wilcoxon signed-rank test for paired samples. Bonferroni correction 
was implemented for multiple comparisons. 
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Inferring No-Go Reaction Times. Because the reaction times (RT) of trials on which 
animals omitted action could not be measured from behavior and these RTs were essential to 
decomposition of phasic arousal attributed to different information processing components, we 
used maximum a posteriori (MAP) estimation to infer the RT in trials where the animals fully 
withheld a response. To this end, we took advantage of the relationship between pupil baseline 
and RT that has previously been demonstrated (B. Schriver et al., 2018). For each rat separately 
we predicted RTs given pupil baseline using Bayesian inference computed from the full RT and 
pupil baseline given RTs distributions for an animal as (Bishop, 2006) 
𝑃(𝑅𝑇|𝑃𝐴) ∝ 𝑃(𝑅𝑇) ∗ 𝑃(𝑃𝐴|𝑅𝑇) 
where RT is reaction time and PA is Z-scored pupil baseline size. For each animal a 
separate Bayesian model was fit to data across all sessions for computing probabilities based on 
baseline pupil size given RT. For computing probabilities based on RTs, all RTs were sorted into 
equally sized bins scaling the range of RTs with bin size of 0.1 seconds. This RT histogram was 
then smoothed by fitting a χ2 probability density function (R. Ratcliff & McKoon, 2008). For 
computing probabilities of pupil baseline given RT (i.e. 𝑃(𝑃𝐴|𝑅𝑇)), a grid was created using the 
previously described RT bin boundaries as well as 50 equally sized bins scaling the pupil 
baseline range which single trials were sorted into to create a bivariate histogram. For every trial 
where the animal fully withheld a response, RT was inferred based on pupil baseline size, which 
maximized the posterior 𝑃(𝑅𝑇|𝑃𝐴). 
Task-evoked pupil response decomposition model. Previous studies have used one 
canonical pupil impulse response function (IRF) to represent various underlying cognitive 
processes. Observed pupil responses were modeled as linear combinations of regressors 
corresponding to transient events such as the onset of the decision interval, convolved with this 
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singular IRF, which were then individually weighted before summation. The best fitting (beta) 
weights could then be calculated for each trial, under the assumption that each information 
processing component was associated with a weighted version of this same IRF. 
Unlike these previous studies that have used one general IRF to represent each 
underlying information processing component, our model simultaneously learned a unique IRF 
for each of 6 defined information processing components (i.e. stimulus encoding, decision 
formation, motor execution, response inhibition, positive feedback, and negative feedback) as 
well as the associated beta weights for each individual trial. Each component regressor was 
represented as a vector of zeros with non-zero weights only at instances of the transient events, 





























   (1) 
Where X(n) is a matrix representing trial n of size 6 x 41 with each row representing one 
of the 6 components and the columns representing the time of stimulus onset and the following 
4s, sampled at 10 Hz to match the pupillometry sampling rate.  The first row corresponded to 
stimulus encoding and had a non-zero weight time-locked to the moment of stimulus 
presentation. The second row corresponded to the decision formation component and was 
modeled as a sustained boxcar initiated at stimulus presentation and terminating at RT. These 
two components contained non-zero values in all trials regardless of outcome. The following 
four rows corresponded to the motor execution, response inhibition, positive feedback, and 
negative feedback respectively, with hit and FA trials having a non-zero weight time-locked to 
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RT in the motor execution row as well as in the index following reaction time in their respective 
feedback row. RTs inferred from the Bayesian model were incorporated to time lock a non-zero 
weight in the response inhibition row for both CR and miss trials. 
For any single trial, the task-evoked phasic pupil response was modeled as the summation 
of the time-locked weights that had been convolved with their corresponding kernel according to 
the equation below 






















     (2) 
where ?̂? is the predicted pupil response vector for trial n of 4 s and ki is the ith general 
kernel vector contained in matrix K of size 6 x 41, with each row representing the pupillary 
response to each  of the 6 unique information processing components over time. 
Simultaneous learning of general impulse response functions and individual trial beta 
weights. To simultaneously learn the time-locked weights of each component for every trial as 
well as the general kernels they were convolved with for a single session, we minimized the 
following cost function 
𝐿(𝑋(𝑛), 𝐾) = ||𝑌 − ?̂?||𝐹
2  
Where 𝑌 ∈  ℝ𝑁× 𝑇 and ?̂?  ∈  ℝ𝑛× 𝑇 are matrices containing the N respective observed 
and predicted pupil responses each of length T, while 𝑋(𝑛)  ∈  ℝ6 𝑥 𝑇 and 𝐾 ∈  ℝ6 𝑥 𝑇 are the 
matrices of time-locked weights and kernels respectively. ‖∙‖𝐹 is the squared Frobenius norm. 
To carry out this optimization and minimize the cost function we used stochastic gradient 
descent (SGD). This required computing the gradient of the cost function with respect to the 















where 𝐽𝑖,𝑗 ∈  ℝ
6 𝑥 𝑡 is a matrix comprised of all zeros with ones in the i, j-th entry. 
While the above gradient was used to optimize the time-locked weights, as we 
additionally wished to learn general IRFs, this also required computing the gradients of the cost 
function with respect to the kernel matrix as below 
𝜕𝐿
𝜕𝐾












where 𝐽𝑖,𝑗 ∈  ℝ
6 𝑥 𝑡 is a matrix comprising of all zeros with ones in the i, j-th entry. 
We initialized all non-zero, time locked values as one and initialized the kernels by 
choosing each value randomly from a normal distribution with mean zero and standard deviation 
of 0.1. To implement SGD, we shuffled all trials and then for each iteration ran through all trials 
computing both gradients with respect to a single trial and subsequently updating the time-locked 
values of this single trial as well as the general kernel matrix. All values within the time locked 
value matrix other than the initial non-zero values were forced to remain zero, and after each 
update iteration the boxcar height was given a value equal to the average across its non-zero 
component values. Learning rates controlling how much values were updated each iteration were 
initially set at αx=0.05 for updating beta weights and αk=0.01 for kernels. Additionally, Nesterov-
accelerated adaptive moment estimation algorithm (NADAM) was incorporated in updating 
learning rate for the kernels but not the beta weights. Pairing NADAM with SGD was selected to 
avoid local minima. 
To determine when the kernels and beta weights were adequately learned and to avoid 
overfitting, early stopping was implemented utilizing k-fold cross-validation (Fushiki, 2011; 
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Lever, Krzywinski, & Altman, 2016; Mosteller & Tukey, 1968). For each session, the trial orders 
were randomized and then split into 3 partitions. One partition was labeled as a validation set, 
while two partitions were combined to create the training data set for the model to learn the 
kernels and weights. For one iteration we shuffled all training data trials and ran through all 
trials. After a full iteration, consisting of updating weights and kernels for each individual trial 
within the training data set, we fit the validation data using the kernels learned from the training 
data set to compute a least squares best fit solution to the equation 
𝑏 = 𝑋−1𝑦 
Where b are the fitted weights, X is a matrix of ones and zeros corresponding to the 
observed timing of the information processing components and y is the observed pupil response. 
Additionally, the inverse was computed using the Moore-Penrose pseudoinverse. After each 
iteration, the best fit validation weights were computed, and then used with the current 
estimation of the kernels to compute the predicted pupil response for the validation set to 
compute the mean squared error (MSE) as 













Each iteration the MSE was compared with the previously computed MSE and overfitting 
was indicated by an increase in MSE as this would imply a step away from a general solution 
(Yao, Rosasco, & Caponnetto, 2007). To ensure a small increase in MSE was not due to noise, 
we stopped fitting only after the MSE increased for 3 straight iterations, in which case the 
kernels and weights from the iteration with the lowest MSE were stored. We then moved onto 
using each of the other two partitions as a validation set, allowing each partition to have the 
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weights simultaneously learned twice and the kernels learned a total of 3 times. This process was 
carried out a total of 10 times and the weights and kernels were averaged across them. 
Beta weight analysis. The amount of phasic arousal corresponding to stimulus encoding 
and decision formation were quantified with their beta weights and were compared across trials 
within the same session. Correlation analysis between beta weights and other variables were 
conducted by calculating the Pearson’s correlation coefficient for each session separately and 
averaging across sessions. To calculate normalized differences in distributions of beta weights 
associated with stimulus encoding for S+ and S- trials, for each session the normalized difference 










′  is the normalized difference in distributions, XS+ and XS- are the mean of 
the beta weights of stimulus-encoding-evoked phasic arousal on S+ and S- trials for a given 
session respectively, while 𝜎𝑆+
2  and 𝜎𝑆−
2  are the respective variances. Similarly, the normalized 
differences in distributions of beta weights associated decision formation on correct and incorrect 
(or S+ and S-) trials was calculated. 
Discriminant analysis and bivariate distribution heat map visualization. To determine 
how to maximally separate responded or withheld trials given the presentation of S+ or S- 
stimuli (i.e. Hit vs. Miss and FA vs. CR, respectively), by their stimulus encoding and decision 
formation beta weights, we used techniques adopted from linear discriminant analysis (LDA). 
For each session, we calculated a line which would give the maximum separation of our different 
response outcomes based on their paired stimulus encoding beta weights and decision formation 
beta weights when they were projected onto this line. This was achieved by maximizing the 
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distance between the distributions projected means normalized by the within-class scatter of the 
projected samples calculated as 
𝐽(𝑤) =  
|𝑤 ∙ 𝜇𝑅𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑑 − 𝑤 ∙ 𝜇𝑊𝑖𝑡ℎℎ𝑒𝑙𝑑|
2
𝑤′ ∙ 𝜎𝑅𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑑
2 + 𝑤′ ∙ 𝜎𝑊𝑖𝑡ℎℎ𝑒𝑙𝑑
2  
where μ corresponds to mean and σ2 corresponds to variance of the distributions. 
Allowing stimulus encoding beta weights to be placed along the x-axis and decision formation 
beta weights to be placed along the y-axis we computed the linear discriminant projection for 
each session and compared their slopes to a vertical discriminant projection. 
To visualize difference between stimulus encoding and decision formation associated 
weights between behavioral outcomes, data from a single session was sorted into a 5x5 bivariate 
histogram created using equally spaced bin boundaries scaling from 5% quantile to 95% quantile 
value of the stimulus encoding beta weight distribution in the x direction and similarly for the 
decision formation associated beta weight distribution in the y direction. For each behavior 
outcome, we sorted all trials into the grid to create a separate histogram. We then divided the 
number in each bin by the total number of the respective responses to obtain a probability 
distribution, and finally subtracted the probability distributions for responded from the 
probability distributions for withheld trials given stimulus type (i.e. hit probability – miss 
probability and FA probability – CR probability). 
Hierarchical drift-diffusion modeling (HDDM) of decision-making with phasic arousal 
regressors. To assess the relationship between the trial-by-trial fluctuations in pupil-linked 
phasic arousal evoked by stimulus encoding and decision formation and the internal components 
of decision-making, we fit the decision-making process with a hierarchical drift diffusion model 
(HDDM). To achieve this we fit the drift diffusion model to all of our sessions at once using the 
HDDM 0.6.0 package implemented in Python (Delis et al., 2018; Wiecki, Sofer, & Frank, 2013). 
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Due to the higher probability of responded than withheld behavioral outcomes we set our upper 
and lower bounds to be Go and No-Go respectively, and the internal component parameters we 
included in fitting our HDDM model were non-decision time (t), mean drift-rate (v), distance 
between decision boundaries (a), and starting point (z). 
Since stimulus encoding and decision formation occurred prior to the animals’ response, 
we used phasic arousal evoked by these two processes along with the interaction between them 
as regressors of the decision-making parameters as follows 
𝑡 =  𝜏0 + 𝜏1 ∗ 𝛽𝑆𝐸 + 𝜏2 ∗ 𝛽𝐷𝐹 + 𝜏3 ∗ 𝛽𝑆𝐸 ∗ 𝛽𝐷𝐹 
𝑎 =  𝛼0 + 𝛼1 ∗ 𝛽𝑆𝐸 + 𝛼2 ∗ 𝛽𝐷𝐹 
𝑣 =  𝛾0 + 𝛾1 ∗ 𝛽𝑆𝐸 + 𝛾2 ∗ 𝛽𝐷𝐹 
𝑧 =  𝜔0 + 𝜔1 ∗ 𝛽𝑆𝐸 + 𝜔2 ∗ 𝛽𝐷𝐹 + 𝜔3 ∗ 𝛽𝑆𝐸 ∗ 𝛽𝐷𝐹 
Where t, a, v, and z are non-decision time, decision boundary, drift-rate, and starting 
point, respectively, and 𝜏𝑖, 𝛼𝑖, 𝛾𝑖, and 𝜔𝑖 are their respective intercepts (i = 0) and the 
coefficients weighting the influence of the stimulus encoding (i = 1) beta weight (𝛽𝑆𝐸) and the 
decision formation  (i = 2) beta weight (𝛽𝐷𝐹) and the interaction between them (i=3). We tested a 
model where all 4 parameters included a regressor on the interaction between beta weights of 
phasic arousal associated with stimulus encoding and decision formation, but found that the 
regression coefficient distributions were not significantly different from zero for drift rate or 
decision boundary, and therefore used the model including regressors for the interaction between 
sensory encoding and decision-making for only non-decision time and starting point, which had 
a better deviance information criterion (DIC). 
We allowed the model to maintain different parent parameter distributions, for which 
child session parameter distributions were drawn from and subsequently observed trials were fit, 
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for each subject. However, only one set of coefficients relating to stimulus encoding and decision 
formation beta weights was fit for each parameter across all sessions for all subjects. In the 
Bayesian framework, the prior distributions of the model parameters were updated based on the 
likelihood of the data given the model and the posterior probability densities of each of these 
regression coefficients was estimated by having 5500 samples drawn from the posterior and then 
discarding the first 500 as a burn in and resampling or thinning the remaining data by a factor of 
50 as previously described (Delis et al., 2018). The posterior probability densities were 
graphically represented as violin plots and significant effects were determined when >99% of the 
posterior density was greater or lower than 0, indicating a positive or negative relationship with 
the betta weight of a phasic arousal, respectively. Furthermore, we ran posterior predictive 
simulations from the fit HDDM to visualize similarities in the observed and simulated RT 
distributions to validate that the fitted model reproduced the observed RT and accuracy patterns. 
2.3 Results 
We trained head-fixed rats (N = 8) to perform a Go/No-Go direction discrimination task 
in which the animals were required to respond to whisker deflection in the dorsal direction and 
withhold responses to whisker deflection in the ventral direction (Figure 8A). On each trial, an 
onset cue initialized an interval randomly varying from 1.5-3.5 s, which concluded with stimulus 
presentation and the opening of the window of opportunity which lasted 1.3 s (Figure 8B). A Go 
response indicated by a lick within the window of opportunity following a deflection in the 
dorsal direction (i.e. Go or S+ stimulus) resulted in a water reward (i.e. hit trial), while a lick 
response within the window of opportunity following a deflection in the ventral direction (i.e. 
No-Go or S- stimulus) resulted in a time out period of 10 s (i.e. false alarm (FA) trial), beginning 
with a high frequency tone (16.5 kHz) lasting 5 s. After the animals became experts in the task, 
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indicated by a higher hit rate than FA rate for 5 sessions in a row, we measured their pupil size 
during randomly selected sessions. In these sessions (n = 194), the animals maintained 
significantly higher hit rates than false alarm rates (Figure 8B) (Hit rate = 79±1.20% vs. FA rate 
= 39±.1.50%; Mean±S.E.M. unless otherwise noted; p < 9.2e-45), indicating proficiency in 
discriminating between deflection directions. 
 
Figure 8: Perceptual decision-making task. A) Experimental set up. B) The diagram of 
a Go/No-Go perceptual decision-making task that required animals to respond to a Go 
stimulus while withholding response to a No-Go stimulus. C) Response probability to the 
Go stimulus was significantly higher than that to the No-Go stimulus across sessions for the 
animals. 
Decomposing phasic arousal evoked by different information processing components 
 During the task, pupil size of the animals fluctuated across the whole session (Figure 9A). 
Since we were interested in the task-evoked phasic activation of the pupil-linked arousal system, 
we subtracted the pupil baseline size (mean of the 0.5 s period prior to stimulus presentation) 
from the pupil size following stimulus presentation. When aligning pupil size with the onset of 
stimulus presentation, consistent with previous work (Jan Willem de Gee et al., 2014; C. R. Lee 
& Margolis, 2016; Matthew J. McGinley, Stephen V. David, et al., 2015; B. Schriver et al., 
2018), we found that phasic pupil dilation was present on trials with all four possible behavioral 
outcomes (i.e. hit, FA, CR, and miss) (Figure 9B). During a simple Go/No-Go perceptual 
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decision-making task, upon the presentation of the sensory stimulus, the brain initially processed 
task-relevant sensory information, then formed a decision to commit to either a Go or No-Go 
action (Carandini & Churchland, 2013; Gold & Shadlen, 2007; Smith & Ratcliff, 2004). For a 
Go decision, the motor system was activated to plan and execute motor activity to report the 
decision, while for a No-Go decision, neural circuits responsible for response inhibition were 
engaged to suppress motor actions (Rubia et al., 2001; Verbruggen & Logan, 2008). Following a 
Go action, either a positive (reward tone with water reward) or negative feedback (timeout tone 
followed by a time out period) was provided. All of these processes may have activated the 
pupil-linked arousal system, collectively contributing to the total phasic arousal measured by 




Figure 9: Decomposition of phasic arousal evoked by different information 
processing components. A) Example of phasic pupil dilation. B) Average phasic pupil 
dilation on trials given different behavioral outcomes. Shaded areas indicate S.E.M. C) 
Machine learning algorithm was able to simultaneously learn the kernel of phasic arousal 
associated with the six different information processing components and their beta weights 
for each trial. 
Previous studies have shown that the pupil response can be modeled as a linear 
superposition of elementary components (Jan Willem de Gee et al., 2014). This led us to further 
break down and categorize phasic pupil dilation associated with the different components of 
underlying cognitive processes. However, unlike previous studies which model task-evoked 
pupil dilation using only one predefined impulse response function invoked by any of their 
cognitive processes, we simultaneously learned a unique impulse response function (i.e. kernel) 
for each of 6 defined information processing components (i.e. stimulus encoding, decision 
formation, motor execution, response inhibition, positive feedback, and negative feedback). 
Moreover, this method modeled the trial-by-trial variance of phasic arousal associated with the 
underlying information processing components with beta weights of each kernel for each 
individual trial (Figure 9C). Each contribution was modeled as a weighted transient value. The 
contribution of stimulus encoding was time-locked to the moment of stimulus presentation, while 
the contributions of motor execution, response inhibition, and feedback were time-locked to the 
measured or inferred reaction time (RT; see following paragraph). The contribution of decision 
formation was modeled as a sustained boxcar initiated at stimulus presentation and terminating at 
RT (Jan Willem de Gee et al., 2014). 
Since we used a Go/No-Go discrimination paradigm, RT could not be directly quantified 
by behavioral outputs on trials where subjects were required to withhold a response. However, as 
there was clearly a decision that the animal made to not go, similar to the decision to go, it is 
plausible to assume that there was an unobserved RT. Previous work has shown that RT covaried 
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with baseline pupil size in a Go/No-Go discrimination task (B. Schriver et al., 2018). Therefore, 
it may be possible to infer this hidden RT from pupil baseline for both CR and miss trials. For 
each subject individually, we first estimated the likelihood P(Baseline pupil size | RT) and prior 
distribution P(RT) using data from hit and FA trials, then used a maximum a posteriori 
estimation to infer the RT from the measured baseline pupil size.  
To estimate the pupil response kernels associated with each of the six processes, 
stochastic gradient descent was employed to simultaneously learn from the task-evoked pupil 
dilations and behavioral outputs the kernels as well as the time-locked weights of the 
components for each trial (Figure 9C). For each session, this learning was implemented in two-
thirds of randomly selected trials while the rest of trials were used to quantify the fitting errors of 
the learned kernels and beta weights to ensure overfitting did not occur (Fushiki, 2011; Lever et 
al., 2016; Mosteller & Tukey, 1968). The statistical modeling learned kernels with unique shapes 
associated with each information processing component, suggesting that the defined information 
processing components did not invoke the same response reflected in pupil size (Figure 10A). 
More specifically, the average decision formation, Go, and positive feedback components 
evoked positive pupil responses indicative of inducing dilation, while the stimulus encoding, No-
Go and negative feedback components resulted in negative changes in pupil size indicating that 
when these cognitive processes were present there was corresponding general constriction. There 
were also differences in the shapes of the responses, with the stimulus encoding component 
having a quick, sharp response and the Go, No-Go, and both feedback components having 
longer, sustained responses. The decision formation component also had a somewhat sustained 
response that was smaller in amplitude than the other components, but this is at least in part due 




Figure 10: Estimated phasic arousal evoked by different information processing 
components. A) Average kernels of phasic arousal evoked by the six information processing 
components during perceptual decision making. B) Example of the measured and 
reconstructed pupil dilation on a hit, CR, miss and FA trial. C) Pearson correlation coefficient 
between the measured and reconstructed pupil dilation for all trials given the four 
behavioral outcomes. D) Trial-by-trial correlation between pupil dilation and the beta 
weights of phasic arousals associated with the 6 information processing components. *: 
p<0.01; **: p<0.001. Error bar and shaded areas indicate S.E.M. 
To validate that the learned kernels collectively contributed to the pupil phasic dilations, 
we first reconstructed pupil responses using learned kernels and corresponding beta weights, 
then calculated the similarity between the reconstructed pupil dilation and measured pupil 
dilation on a trial-by-trial basis (Figure 10B). We found that the weighted summation of kernels 
associated with different information processing components accounted for much of the variance 
in measured phasic pupil responses as the Pearson correlation coefficient between the 
reconstructed and measured pupil dilation was greater than 0.6 for all trials given the different 
behavioral outcomes (Figure 10C; hit: 0.77±0.0089, p < 1.4e-33; CR: 0.61±0.011, p < 2.0e-33; 
FA: 0.72±0.0087, p < 1.4e-33; miss: 0.62±0.015, p < 1.2e-32. rank-sum test). Moreover, the beta 
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weights for all kernels were significantly correlated with phasic pupil dilation (Figure 10D; 
Difference between 0: stimulus encoding, p < 0.01; decision formation, p < 2.0e-18; motor 
execution, p < 5.4e-14; response inhibition, p < 1.0e-14; positive feedback, p < 6.6e-17; negative 
feedback, p < 1.7e-9; rank-sum test), suggesting the machine learning algorithms were able to 
learn elements of phasic pupil responses associated with the 6 information processing 
components in the task. 
Phasic arousal evoked by stimulus encoding, but not decision formation, was correlated with 
perceptual performance  
In each session, in addition to the unique kernels of phasic pupil dilation corresponding to 
each information processing component, our machine learning algorithm also learned beta 
weights of these kernels for each trial. Importantly, this allowed us to compare the amount of 
evoked phasic arousal associated with each of the 6 information processing components between 
trials with different stimuli or behavioral outcomes. Consistent with previous work, tonic 
arousal, indexed by pupil baseline size, and phasic arousal in response to stimulus encoding and 
decision formation fluctuated throughout the entire session (Figure 11A) (B. Schriver et al., 
2018). Pearson correlation analysis revealed that phasic arousal evoked by stimulus encoding 
was positively correlated with pupil baseline while phasic arousal evoked by decision formation 
was negatively correlated with pupil baseline (Figure 11B, p < 6.3e-22, signed-rank test), 
indicating that tonic arousal had profound effects on phasic arousal elicited by processing of 




Figure 11: Phasic arousal evoked by stimulus encoding was predictive of perceptual 
performance. A) Example of tonic arousal indexed by pupil baseline size and phasic arousal 
evoked by both stimulus encoding and decision formation that fluctuated throughout a 
session. B) Phasic arousal evoked by stimulus encoding was positively correlated with tonic 
arousal while phasic arousal evoked by decision formation was negatively correlated with 
tonic arousal. C) Phasic arousal evoked by stimulus encoding on trials with different 
behavioral outcomes and on responded and withheld trials. D) Phasic arousal evoked by 
stimulus encoding was higher for S+ trials than for S- trials. E) Example distribution of 
stimulus-encoding-evoked phasic arousal in response to S+ and S- stimuli in a session. F) 
Variances of stimulus-encoding-evoked phasic arousal in response to S+ and S- stimuli were 
not different. G) Separation between stimulus-encoding-evoked phasic arousal between S+ 
and S- stimuli was predictive of perceptual performance. H) Stimulus-encoding-evoked 
phasic arousal was slightly higher on correct trials than incorrect trials. I) Variances of 
stimulus-encoding-evoked phasic arousal on correct and incorrect trials were not different. J) 
Separation between stimulus-encoding-evoked phasic arousal between correct and incorrect 
trials was not correlated with perceptual performance. Error bars indicate S.E.M. 
We also found phasic arousal evoked by stimulus encoding was higher on hit and FA 
trials than CR and miss trials, resulting in significantly higher arousal in responded trials than 
withheld trials (Figure 11C, 0.96±0.0060 vs. 0.79±0.011, p < 1.6e-30, signed-rank test). 
Interestingly, phasic arousal resulting from the Go stimulus was significantly higher than that 
evoked by the No-Go stimulus despite the fact that the only difference between the Go and No-
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Go stimuli was the direction, suggesting the central arousal circuitry was tuned for the target 
stimulus (Figure 11D, 0.94±0.0048 vs. 0.84±0.0067, p < 6.5e-26, signed-rank test). The variance 
of phasic arousal evoked by the Go stimulus and No-Go stimulus varied across sessions. 
However, there was no significant difference between the variance of phasic arousal evoked by 
the Go stimulus and No-Go stimulus for each session (Figure 11 E & F, 0.25±0.0048 vs. 
0.28±0.022, p = 0.66, signed-rank test). We further tested if the difference between phasic 
arousal evoked by target and non-target stimuli was predictive of behavioral performance. To 
this end, we first quantified the difference between distributions of phasic arousal evoked by the 
Go and No-Go stimuli for each session by normalizing the difference between the means with 
averaged variances. This normalized difference between the Go-stimulus-evoked arousal and 
No-Go-stimulus-evoked arousal distributions was found to be positively correlated with the 
animals’ perceptual sensitivity in the perceptual discrimination task (Figure 11G, p<3.5e-6), 
suggesting that phasic arousal elicited by stimulus encoding exerted strong influences on 
perceptual performance.  
Since phasic arousal evoked by stimulus encoding may subsequently affect cognitive 
processing, we next examined the extent to which the difference between stimulus-encoding-
evoked phasic arousal on correct and incorrect trials was predictive of perceptual performance.  
Phasic arousal in response to stimulus encoding on correct trials was slightly but statistically 
higher than that on incorrect trials (Figure 11H, 0.91±0.0054 vs. 0.87±0.0074, p = 6.3e-6, 
signed-rank test) although there was no significant difference in its variance between the two 
types of trials (Figure 11I, 0.27±0.019 vs. 0.27±0.020, p = 0.76, signed-rank test test). However, 
the normalized difference between the distributions of stimulus-encoding-evoked phasic arousal 
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on correct and incorrect trials was not correlated with perceptual performance (Figure 11J, 
p=0.59). 
Since in this perceptual task the animals needed to cognitively process information to 
form an optimal decision to maximize reward, we then assessed if phasic arousal evoked by 
decision formation modulated perceptual performance. The difference between decision 
formation-evoked phasic arousal was relatively small across all behavioral conditions. The 
decision formation-evoked phasic arousal was 0.94±0.0028 vs. 0.95±0.0066 for responded trials 
and withheld trials (Figure 12A, p = 3.7e-4, signed-rank test), and 0.96±0.0029 vs. 0.94±0.0044 
for S+ and S- trials (Figure 12B, p < 4.2e-3, signed-rank test). We also found that the normalized 
difference in decision formation-evoked phasic arousal between S+ and S- trials was not 
predictive of perceptual sensitivity across all sessions (Figure 12C, p = 0.89). Surprisingly, there 
was no significant difference in decision formation-evoked phasic arousal between correct and 
incorrect trials (Figure 12D, 0.95±0.0025 vs. 0.95±0.0049, p = 0.20, signed-rank test), consistent 
with the observation that there was no significant difference in reaction time between hit and FA 
trials (Figure 12E, 0.52±0.0097 s vs. 0.52±0.010 s, p = 0.88, signed-rank test). Consequently, the 
normalized difference in decision formation-evoked phasic arousal between correct and incorrect 




Figure 12: Phasic arousal evoked by decision formation was not correlated with 
perceptual performance. A) Phasic arousal evoked by decision formation on trials with 
different behavioral outcomes and on responded and withheld trials. B) Phasic arousal 
evoked by decision formation was higher for S+ trials than S- trials. C) Separation between 
decision-formation-evoked phasic arousal between S+ and S- stimuli was not correlated with 
perceptual performance. D) Phasic arousal evoked by decision formation on correct trials and 
incorrect trials. E) Reaction time on hit trials was not different than that on false alarm trials. 
F) Separation between decision-formation-evoked phasic arousal between correct and 
incorrect trials was not correlated with perceptual performance. Error bars indicate S.E.M. 
Within the signal detection theory framework, the animals’ perceptual behavior was 
modeled by perceptual sensitivity, which is the discriminability between the Go and No-Go 
stimuli to the animal and thus a measure of perceptual performance, and decision criterion, 
which is an index of the tendency of the animal to choose one action versus the other. Although 
our data showed that the phasic arousal evoked by decision formation had no effect on 
perceptual sensitivity, it does not rule out the possibility that the phasic arousal evoked by 
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decision formation modulated the decision criterion. To assess this possibility, we plotted the 
normalized difference in the phasic arousal evoked by decision formation between correct and 
incorrect trials against decision criterion for each session. We found that the separation of 
decision formation-evoked phasic arousal between correct and incorrect trials was negatively 
correlated with the decision criterion, indicating that the greater the difference between the two 
types of trials, the more liberal the animal was in its decisions (Figure 13A). Interestingly, our 
data also demonstrated a negative correlation between the normalized difference in the phasic 
arousal evoked by stimulus encoding between S+ and S- trials against decision criterion, 
suggesting that phasic arousal in response to stimulus encoding contributed more to the animal’s 
perceptual behavior than that in response to decision formation (Figure 13B). To further evaluate 
this, we plotted the probability of action (i.e. animal deciding to go) as a function of phasic 
arousals in response to stimulus encoding and decision formation. When S+ was presented, the 
animal’s action led to a hit while no-action resulted in a miss. Similarly, when S- was presented, 
the animal’s action led to a FA while no-action resulted in a CR. To quantify the contribution of 
phasic arousal in response to stimulus encoding and decision formation to the animal’s choice to 
respond when either S+ or S- was presented, we utilized linear discriminant analysis (LDA) to 
evaluate an optimal boundary to separate Go from No-Go actions (i.e. hit or miss when S+ was 
presented, or CR and FA when S- was presented) for each session. Interestingly, we found that 
the angle of LDA boundaries was not significantly different from 90o when S+ was presented, 
suggesting that the animal’s decision to go was solely dependent upon phasic arousal evoked by 
stimulus encoding (Figure 13C & E). On the contrary, when S- was presented, phasic arousal 
evoked by both stimulus encoding and decision formation contributed to the subject’s Go-action 
as the angles of the LDA boundary were significantly greater than 90o, suggesting that high 
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arousal evoked by decision formation could also lead to the animal’s decision to go (Figure 13D 
& E). Taken together, our results suggest that the interplay between the two type of phasic 
arousal determined the animals’ behavioral choice in the perceptual task. 
 
Figure 13: Interplay between phasic arousal evoked by stimulus encoding and 
decision formation in driving animals to respond. A) Separation between decision-
formation-evoked phasic arousal between correct and incorrect trials was predictive of 
decision criterion. B) Separation between stimulus-encoding-evoked phasic arousal between 
S+ and S- stimuli was predictive of decision criterion. C) When an S+ stimulus was 
presented, animals’ response was determined by phasic arousal evoked by stimulus 
encoding. D) When an S- stimulus was presented, animals’ response was collectively 
determined by phasic arousal evoked by both stimulus encoding and decision formation. E) 
The angle of optimal LDA boundary separating animals’ behavior of go and no-go in panels 
C&D. Error bars indicate S.E.M. 
HDDM modeling confirmed the interplay between phasic arousal associated with stimulus 
encoding and decision formation in all aspects of decision-making 
 To further examine this notion, we utilized hierarchical drift diffusion model (HDDM) 
analysis to probe the functional relationship between the phasic arousals and the constituent 
processes of decision-making in our perceptual decision-making tasks (Figure 14A). Our data 
demonstrated that the task performance data were fit well by the HDDM with trial-dependent 
non-decision time, decision boundary, drift rate, and starting point bias, evidenced by the 
similarity between measured and model-simulated RT distributions (Figure 14B, Pearson 
correlation coefficient = 0.87), indicating that the HDDM model could explain behavior during 
the task. To evaluate if these processes bore any relation to the phasic arousal evoked by 
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stimulus encoding and decision formation, we integrated the HDDM with a regression analysis 
that used the individual arousal components as predictors for the HDDM parameters. The 
HDDM framework therefore provided a principled approach to investigate whether the phasic 
arousal components drove decision-making and allowed us to identify which processes may be 
predictive of behavior. 
 
Figure 14: Modeling the interplay between phasic arousal evoked by stimulus 
encoding and decision formation using a hierarchical drift diffusion model. A) Graphical 
model showing hierarchical estimation of drift diffusion model parameters with phasic 
arousal regressors. B) RT distributions were captured by the HDDM. Negative values in the 
time axis correspond to No-Go choices and positive values represent Go choices. C) 
Comparison with alternate models. A DICmodel /DICoptimal value of >1 indicates that the model 
of choice achieved a better trade-off between goodness-of-fit and number of free parameters 
than alternate models. D-G) Violin plots showing the distribution of the regression 
coefficients of the two phasic arousals for the prediction of non-decision times t, decision 
boundary a, drift rate v, and starting point z, respectively, on a trial-by-trial basis. 
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The HDDM model with phasic arousal regressors of the non-decision time, drift rate, 
decision boundary, and starting point provided a better trade-off between goodness-of-fit and 
complexity (as assessed by the Deviance Information Criterion - DIC for model 
selection) (Spiegelhalter, Best, Carlin, & van der Linde, 2002); compared to alternative HDDM 
models (Figure 14C). Specifically, in the model of choice, non-decision time and starting point 
were dependent on the weighted phasic arousal associated with stimulus encoding and decision 
formation, as well as the interaction between them. In addition, drift rate and decision boundary 
were dependent only upon the weighted phasic arousal associated with stimulus encoding and 
decision formation, but not the interaction between them. This model provided a better fit of the 
task performance data than a) a model that did not include regressors, b) a model where all 4 
HDDM model parameters were dependent on the weight of phasic arousal associated with 
stimulus encoding and decision formation, c) a model where all 4 model parameters were 
dependent on the weighted phasic arousal associated with stimulus encoding and decision 
formation, and the interaction between them, d) a model where all 4 model parameters were 
dependent on the weighted phasic arousal associated with stimulus encoding and decision 
formation, and non-decision time was additionally dependent on the interaction between the two 
phasic arousals, or e) a model where all 4 model parameters were dependent on the weighted 
phasic arousal associated with stimulus encoding and decision formation, and starting point was 
additionally dependent on the interaction between the two phasic arousals. Therefore, we 
deduced that using phasic arousal as predictors of single-trial non-decision times and drift rates 
yielded better HDDM model performance. 
Having modeled the perceptual decision-making process with HDDM, we then examined 
whether any of the phasic arousal regressors were significantly predictive of the 4 HDDM model 
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parameters. We found that the correlation between the non-decision times and phasic arousals 
evoked by stimulus encoding and decision formation were small but significant (0.001, p < 0.01 
and 0.003, p < 0.01, respectively). In addition, the non-decision times were negatively correlated 
with the interaction between the two phasic arousals (-0.001, p < 0.01) (Figure 14D). The 
decision boundary was positively correlated with phasic arousal evoked by stimulus encoding 
(0.088, p < 0.01), but negatively correlated with that evoked by decision formation (-0.081, p < 
0.01) (Figure 14E). The drift rate was negatively correlated with phasic arousals evoked by both 
stimulus encoding and decision formation (-0.084, p < 0.01 and -0.29, p < 0.01, respectively), 
indicating that the higher the phasic arousal, the slower the evidence accumulation during 
decision-making in the task (Figure 14F). Interestingly, our data illustrated a complex interplay 
between phasic arousal and starting point. The start point of the HDDM model was positively 
correlated with the product of the two phasic arousals (0.022, p < 0.01, Figure 14G). As a 
positive bias in the start point is linked to the animals’ tendency to respond, this positive 
correlation indicated high phasic arousal was likely to lead to a choice of action. However, this 
positive contribution to the decision bias was somewhat counterbalanced by the negative 
correlation between the start point and the two phasic arousals (-0.027, p<0.01 and -0.074, 
p<0.01, respectively), suggesting the activation of the two phasic arousals may involve 
overlapping circuitry of information processing (see Discussion below). Taken together, these 
modeling results further confirmed that the phasic arousals evoked by both stimulus encoding 
and decision formation contributed to the different processes of decision-making that led to the 




Phasic activation of the central arousal system, indicated by phasic pupil dilation time-
locked to stimulus, has been reported in numerous behavioral tasks across species (Jan Willem 
de Gee et al., 2014; Hong et al., 2014; Krishnamurthy, Nassar, Sarode, & Gold, 2017; P. R. 
Murphy et al., 2016; B. Schriver et al., 2018; Urai, Braun, & Donner, 2017; van den Brink et al., 
2016). Phasic arousal has been suggested to have important effects on decision formation. These 
effects include adjusting decision bias, modifying internal models and resetting the brain 
network involved in decision-making (Sebastien Bouret & Susan J. Sara, 2005; J. W. de Gee et 
al., 2019; Krishnamurthy et al., 2017; P. R. Murphy et al., 2016; Urai et al., 2017; Yu & Dayan, 
2005). Although non-luminance-mediated changes in pupil size during behavioral tasks have 
long been thought to result from the activation of the LC (Gary Aston-Jones & Jonathan D. 
Cohen, 2005), it was not until recently that the causal relationship between LC activation and 
pupil dilation has been conclusively demonstrated (Joshi et al., 2016; Yang Liu et al., 2017; 
Reimer et al., 2016).  However, recent work has also revealed that the activity of other brain 
regions is correlated with changes in pupil size (Joshi et al., 2016; Reimer et al., 2016; Wang, 
Boehnke, White, & Munoz, 2012). In other words, activity in multiple brain regions, including 
the superior colliculus, inferior colliculus, and cingulate cortex, anticipates pupil dilation.  For 
example, Joshi et al. reported that similar to the LC, spiking activity in the PFC reliably 
anticipated changes in pupil size (Joshi et al., 2016). The correlation between changes in pupil 
size and activity of these brain regions may be explained by the extensive connections between 
the LC and these regions (Gary Aston-Jones & Jonathan D. Cohen, 2005; Breton-Provencher & 
Sur, 2019). These lines of evidence suggest that the task-evoked changes in pupil size may 
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reflect the activation of a distributed network of brain structures responsible for different 
information processing components in a perceptual decision-making task. 
In the present study, we used machine learning techniques to disentangle the elements of 
pupil-linked phasic arousal resulting from different information processing components on a 
trial-by-trial basis. We simultaneously learned the kernel of phasic pupil dilation associated with 
each of the 6 components and their beta weight on each trial. A possible pitfall of this approach 
was overfitting, which we took multiple steps to avoid  (Lever et al., 2016). One of these was the 
implementation of early stopping, a robust method commonly employed in iterative machine 
learning methods to avoid overfitting by minimizing the generalization error (Yao et al., 2007). 
We specifically used k-fold cross validation (Fushiki, 2011; Mosteller & Tukey, 1968), by 
randomly assigning each trial from a session into either a training data set or a validation data 
set. The model was fit to the training data set and with each new update iteration to improve the 
fit to the training data, we also tested the general kernels’ ability to fit the validation set. We 
stopped additional fitting once the model’s ability to fit the validation set began to decrease, as 
this would imply a move away from a general solution and towards overfitting the training data.  
We further employed an ensemble learning technique (Krogh, 1996), bootstrap 
aggregating (bagging), to combine fits from multiple separate models, thus smoothing out their 
predictions, and thereby helping to avoid overfitting by reducing variance (Breiman, 1996; 
Petersen, Molinaro, Sinisi, & van der Laan, 2008). Specifically, we allowed each of our folds to 
play the role of validation once and furthermore carried out this process 10 times. We then 
averaged across these to estimate kernels and weights, thus making our approach more robust to 
the effects of a single instance of the model which could getting stuck in a locally optimal 
solution. Additionally, we used stochastic gradient descent for its ability to minimize solutions 
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trapped by local minima, as well as to facilitate training speed and attain small generalization 
errors (Hardt, Recht, & Singer, 2016). Furthermore, the Nesterov-accelerated adaptive moment 
estimation algorithm (NADAM) was incorporated to update the learning rate for the kernels to 
avoid local minima, additionally speeding up model estimation (Dozat, 2016). While classical 
momentum accelerates gradient descent learning among stable but not oscillating dimensions 
(Polyak, 1964), Nesterov’s accelerated gradient (NAG) training further improves performance by 
making the simple modification of applying the momentum vector prior to computing the 
gradient, thereby increasing stability (Ilya, James, George, & Geoffrey, 2013). For our algorithm, 
NAG was incorporated into the adaptive moment estimation algorithm (ADAM), which has been 
shown to further decrease both the number of iterations and the computation time, while 
improving overall convergence and maintaining a general solution (Kingma & Ba, 2014). 
It is worth noting that the two phasic arousals that we focused out analyses on were 
associated with stimulus encoding response and decision formation. The activation of phasic 
arousal associated with stimulus encoding occurred with variable interval prior to the activation 
of other phasic arousals. The activation of phasic arousal associated with decision formation was 
of variable duration across trials (dependent on the RT of the animal). This variable timing 
should discourage the model from storing any arousal response in these kernels that wasn’t 
associated with the corresponding components. 
We found that phasic arousal evoked by both stimulus encoding and decision formation 
was generally higher on trials when the target stimulus (i.e. Go stimulus) was presented than 
when the non-target stimulus (i.e. No-Go stimulus) was presented. This is consistent with 
previous findings that the target stimulus was selectively encoded in higher order brain regions 
(Fritz, David, Radtke-Schuller, Yin, & Shamma, 2010; Rainer, Asaad, & Miller, 1998) and the 
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LC (Rajkowski et al., 2004). For example, neurons in the lateral prefrontal cortex were found to 
have a stronger response to target stimuli than non-target stimuli (Rainer et al., 1998). Similarly, 
LC neurons exhibited a phasic response to target stimuli but little change in response to 
distractor stimuli in monkeys performing a detection task (Rajkowski et al., 2004). Interestingly, 
there is a heavy reciprocal connection between the LC and prefrontal cortex (Gary Aston-Jones 
& Jonathan D. Cohen, 2005; Craig W. Berridge & Barry D. Waterhouse, 2003).  Therefore, the 
observed difference may be due to the interplay between the LC and the prefrontal cortex. 
However, the precise mechanism by which the target stimulus evoked higher phasic arousal 
warrants future investigations. 
During the task, because correctly rejecting a No-Go stimulus did not result in water 
reward, during deliberation in decision formation based on a noisy representation of the Go and 
No-go stimulus, the animals should have been biased to choose a go. Indeed, we found that the 
animals tended to be liberal in their decision-making, indicated by a negative overall decision 
criterion (-0.33±0.0393, p < 1.7e-33). As we expected, the difference between phasic arousal 
elicited by decision formation in correct and incorrect trials was negatively correlated with 
decision criterion. However, we found that the difference between phasic arousal elicited by 
stimulus encoding in S+ and S- trials was also negatively correlated with decision criterion. 
Moreover, when the Go stimulus was presented, the animal’s decision to go was determined by 
phasic arousal resulting from stimulus encoding, while when S- was presented, the animal’s 
decision to go was determined collectively by phasic arousal resulting from both stimulus 
encoding and decision formation. This was probably because the phasic arousal evoked by the 
Go stimulus was sufficiently high as compared to that evoked by a No-Go stimulus leading to an 
optimal decision. This notion is consistent with a recent work in which phasic arousal was found 
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to suppress deviation from optimal decision bias in both humans and mice (J. W. de Gee et al., 
2019). Taken together, our results demonstrated the functional effects of phasic arousal evoked 





Chapter 3: Causal role of locus coeruleus-norepinephrine (LC-NE) 
system in modulating pupil-linked behavioral state 
We hypothesized that the LC is the main neuromodulatory nucleus that exerts control on 
both pupil size and arousal, mediating the relationships between pupil dynamics, arousal, and 
behavior previously characterized. Therefore, we first examined pupil dilation elicited by phasic 
electrical LC activation in awake head-fixed rats to ensure that we could replicate previous 
studies carried out in monkeys and anesthetized rats. We found that phasic unilateral LC 
activation induced rapid dilation similar to that seen in lightly anesthetized rats. To rule out the 
possibility that this phenomenon was due to inadvertently stimulating fibers of passage or 
antidromic activation during electrical microstimulation of the LC, we used optogenetic 
stimulation of the LC and received similar results indicating that LC neuron specific activation 
indeed was responsible for dilation of the ipsilateral pupil. 
To further test the LC’s role in modulating pupil-linked arousal we designed a whisker 
deflection frequency discrimination task and analyzed the effect of blocks of unilateral LC 
photostimulation on behavioral performance. We found that moderate tonic unilateral 
stimulation of the LC in blocks of trials improved perceptual sensitivity and that this effect 
became more pronounced as the difference in frequencies became closer and therefore more 
difficult to discriminate for the animal. Additionally, we found that this improvement was lost 
when we inhibited NE’s effects on early sensory processing by blocking alpha-adrenergic 
receptors in the thalamus, suggesting that LC release of NE into the thalamus is critical for 




Mounting experimental data from humans, non-human primates, and rodents have shown 
that non-luminance-induced changes in pupil size are tightly correlated with arousal and various 
cognitive factors (R Becket Ebitz, Pearson, & Platt, 2014; Eran Eldar, Jonathan D. Cohen, & 
Yael Niv, 2013; Eckhard H. Hess & James M. Polt, 1960; Hong et al., 2014; David A. 
McCormick et al., 2015; Matthew J. McGinley, Stephen V. David, et al., 2015; Matthew R. 
Nassar et al., 2012; Jacob Reimer et al., 2014; Vinck et al., 2015). Activity of the locus coeruleus 
(LC) has also been related to arousal and cognitive processing (Clayton et al., 2004; Matthew R. 
Nassar et al., 2012; S. J. Sara & S. Bouret, 2012; S. J. Sara, Vankov, & Herve, 1994), leading 
many to hypothesize that the LC mediates the dilations seen during cognitive processing (Gary 
Aston-Jones & Jonathan D. Cohen, 2005). The LC is also the primary source of norepinephrine 
to the forebrain (Gary Aston-Jones & Jonathan D. Cohen, 2005; C. W. Berridge & B. D. 
Waterhouse, 2003; Susan J. Sara, 2009; Szabadi, 2013). Norepinephrine release results in a 
spectrum of modulatory effects on neural representation and computations, through its action on 
the various adrenergic receptors (Ego-Stengel, Bringuier, & Shulz, 2002; Hirata, Aguilar, & 
Castro-Alamancos, 2006; Martins & Froemke, 2015; McCormick & Pape, 1990; Matthew J. 
McGinley, M. Vinck, et al., 2015; Moxon, Devilbiss, Chapin, & Waterhouse, 2007; Wekselblatt 
& Niell, 2015).   
Although the LC is widely believed to be involved in modulation of arousal, attention, 
and cognition, only a handful of studies examined the causal effects of LC activation on 
cognition and behavior. For example, electrical microsimulation of the LC resulted in fewer 
mistakes for rats performing a task that they hadn’t been trained on for five weeks, as compared 
to a control group (Susan J. Sara & Devauges, 1988). Photostimulation of the LC expressing 
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ChR2 extended the duration of wakefulness for mice (Carter et al., 2010). We reasoned that if 
LC activation has a causal effect on arousal, tonic LC activation could increase animal’s 
behavioral performance. However, it is worth noting that excessive LC activation could impair 
the animals’ performance, resulting in a Yerkes-Dodson curve. To test this, we therefore applied 
moderate tonic optogenetic stimulation to the LC in rats performing a somatosensory 
discrimination task. 
3.2 Experimental design 
All experimental procedures involving animals were approved by the Columbia 
University Institutional Animal Care and Use Committee and were conducted in compliance 
with NIH guidelines. Awake electrical stimulation non-behavioral studies were conducted using 
6 female albino rats, while awake behaving photostimulation studies were conducted using 5 
female albino rats for activation of ChR2 (Sprague-Dawley, Charles River Laboratories, 
Wilmington, MA; ~225-300 g at time of implantation). Animals were single housed after 
implantation in a dedicated housing facility that maintained a twelve-hour light and dark cycle. 
All tasks were conducted during the light phase in a dedicated behavioral training chamber in 
which ambient luminance was kept constant during the task.  
Surgical implantation 
For chronic non-behavioral electrical stimulation implantations, during an aseptic 
surgery, a craniotomy was created above the LC and then a sterile platinum/iridium 
microelectrode (∼1 MΩ, FHC, Inc.) was advanced to the LC, bonded to a head plate using dental 
cement, and connected to a connector cemented in the head cap.  
For chronic behavioral photostimulation studies during the initial aseptic surgery, a 
craniotomy was created above the LC. We then injected a lentivirus, which selectively transfects 
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noradrenergic LC neurons, resulting in these neurons expressing channelrhodopsin-2 (pLenti-
PRSx8-hChR2(H134R)-mCherry, the UNC vector core, ~7e9 vp/ml). The viruses were injected 
through a pulled glass pipette using a pico-injector (PLI100, Harvard Apparatus, 100 nl/min). 4 
weeks following the initial injection, a second surgery was performed during which a fiber optic 
cannula (200 µm diameter, 0.39 NA) was positioned targeting the LC. The fiber optic cannula 
was affixed in place, along with a metal plate to allow for head-fixation, using dental cement and 
bone screws anchored around the perimeter of the skull. These animals were given a 4-week 
recovery period before being used for behavioral training. This transfection and fiber optic 
cannula implantation allowed us to selectively activate the LC using photostimulation (493 nm 
wavelength). 
Pupillometry recordings and analysis 
Recordings of the rats left pupil were made using a pupillometry system assembled in-
house (DMK 23U618, Imaging Source, Germany or FL3-U3-13Y3M-C, Point Grey, BC, 
Canada), which were triggered by an xPC target real-time system (Mathworks, MA), and were 
streamed to high-speed solid-state drives. 
To allow for quantification of the pupillary light reflex in awake animals, three rats were 
first trained to tolerate head-fixation for >30 min (Bari et al., 2013; D. R. Ollerenshaw et al., 
2012; Ollerenshaw et al., 2014). Once this was achieved, the pupillary light reflex of the left eye 
was measured for each rat, while ambient illuminance was switched between 15 lux and 150 lux 
every 20 s. Pupil dilation and constriction in response to changes in illuminance were imaged at 
30 Hz. 
In awake setups, once the animal was trained to tolerate head-fixation for >45 minutes 
(~4-6 weeks following implantation), 50 Hz cathode-leading biphasic current pulses (6 pulses, 
86 
 
200 µs per phase) were delivered to the implanted LC electrode every 60-120 seconds, with a 
random delivery of a drop of Kool-aid solution occurring 20-40 seconds before stimulation. 
Since we found that current with an amplitude < 100 µA evoked no distinguishable pupil dilation 
from background noise, presumably due to scar tissue formation around the electrode, we used 
150 µA for all three animals. 
The unpigmented pupil of albino rats is highly reflective, allowing for pupil contour to be 
accurately segmented from the background using a custom routine written in MATLAB 
(Mathworks). A histogram of pixel intensity was first estimated for each gray-scale frame of 
pupillometry video; then, an optimal threshold was calculated to extract pupil contour (Otsu, 
1979). Pupil size was quantified as the area within this contour. This automatic segmentation of 
pupil was visually inspected every 50 frames, i.e. 1 s. A small subset of trials (<10% of the total 
trials) during which pupil size exceeded 250% of the baseline or fell beneath 40% of the baseline 
for >2 s were excluded from the analysis.  
 For pupillary light reflex in awake animals, blinks (<2% of frames) were detected based 
on pupil size and the coordinates of the pupil center in the frame and were visually confirmed. 
Pupil size during blinks was linearly interpolated using values from before and after each blink. 
Pupil size was first low-pass filtered by a 4th order Butterworth filter with a cutoff frequency of 
3.75 Hz (Matthew R. Nassar et al., 2012). The change in pupil size was then calculated for each 
trial by subtracting the mean baseline pupil size and subsequently dividing by the mean pupil 
size. This normalized change was then averaged across trials for each experiment. 
The time constants of the pupillary light reflex were evaluated by fitting exponential 










where 𝜏𝑑 and 𝜏𝑐 are the time constants of the rising and decaying curves, respectively. A 
is the baseline pupil size and B is the amplitude of change in pupil size induced by switching 
ambient illuminance. 
To estimate the time constant of transient pupil dilation in response to LC stimulation, the 









where 𝜏𝑟 and 𝜏𝑑 are the time constants of the rising and decaying phases, respectively, 
y(0) is the initial value of the bi-exponential curve, and A is the amplitude. Phasic pupil dilation 
amplitude was defined as the difference between the max pupil size within 5 s post phasic 
stimulation and the pupil size at the onset of the phasic dilation. 
Behavioral paradigm and analysis 
We used 5 rats for LC stimulation behavioral studies. ChR2 was expressed in the left LC 
using the lentiviral vector. All of them were implanted with an optical fiber targeting the left LC 
and a head plate. Three of them were additionally implanted with an infusion cannula 
(C315G/SPC, Plastic One) targeting their left VPm. After a post-surgery recovery period, 
animals were trained to perform a tactile frequency discrimination task while head fixed. Each 
trial a 500 ms sinusoidal waveform whisker deflection of either 8 Hz, 6 Hz, or 4 Hz frequency 
was delivered to whisker D2 using a piezoelectric bimorph actuator 1 second after an onset tone. 
An 8 Hz waveform was randomly designated as the Go stimulus for all animals. A 4 Hz 
waveform was designated as No-Go stimulus for 2 animals, and a 4 Hz and a 6 Hz waveform 
were designated as No-Go stimuli for the remaining 3 animals. White-noise sound (~90 dB) was 
continuously played during the task to mask possible auditory cues generated by the 
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piezoelectric actuator. The animals were then required to lick within a 1.2 second window if the 
Go stimulus was presented and withhold a response to any No-Go stimuli. If animals correctly 
responded to a Go stimulus, they received an 80 uL water reward aligned with a reward tone. 
Following a false alarm (FA), the animals entered a 10 second timeout period beginning with a 
time-out tone. In addition, a 4 second inter-trial interval preceded each new trial irrespective of 
the previous response. The behavioral apparatus was controlled by an xPC target real-time 
system (Mathworks, MA) running at 1 kHz and all animal responses were logged for offline 
analyses. Perceptual sensitivity (d') was calculated from Hit rate and FA rate as 
𝑑′ = 𝛷−1(Hit rate) − 𝛷−1(FA rate) 
Where 𝛷−1 is the inverse normal cumulative distribution function. 
 After the animal became proficient in the detection task (Hit rate > FA rate for 5 
consecutive days), we tested the effects of LC activation on the animal’s behavioral 
performance. Photostimulation of the LC was delivered in blocks of 40 trials alternating with 40 
control trials to match the LC activation conditions used in the acute setup. During 
photostimulation blocks, laser pulses (20 mW/mm2, pulse length 15 ms) were delivered to the 
LC at 5 Hz throughout the block. Normalized increase in perceptual sensitivity by LC activation 
was calculated for both 6 Hz and 4 Hz distractors as 
Normalized increase in 𝑑′ =
𝑑′𝐿𝐶 𝑠𝑡𝑖𝑚 − 𝑑′𝑐𝑜𝑛𝑡𝑟𝑜𝑙
𝑑′𝐿𝐶 𝑠𝑡𝑖𝑚 + 𝑑′𝑐𝑜𝑛𝑡𝑟𝑜𝑙
 
On a subset of experiments, the three rats implanted with an infusion cannula were lightly 
anesthetized with isoflurane prior to the behavioral task. Approximately 2 µL of sterile 
phentolamine (10 mM) or saline (as a control) was slowly infused into the thalamus. Following 





A one-sample Kolmogorov-Smirnov test (Matlab function kstest) was used to assess the 
normality of data before performing statistical tests. If the samples were normally distributed, a 
Student’s t-test was used. Otherwise, the Mann-Whitney U-test was used for unpaired samples, 
or the Wilcoxon signed-rank test for paired samples. Tukey’s posthoc test was performed for all 
multiple comparisons. 
3.3 Results 
Pupil dilated in response to phasic LC activation and did not significantly differ between awake 
rats and lightly isoflurane-anesthetize rats 
All pupillometry data showing responses to tonic or phasic LC stimulation were recorded 
from rats either lightly anesthetized with isoflurane (approximately 1% during recording) or 
awake head-fixed rats (Figure 15A). Since pupil dilation and constriction are mediated by the 
dilator and sphincter muscles, respectively (Lowenstein & Loewenfeld, 1962), we first tested 
whether isoflurane anesthesia significantly altered the response properties of these muscles by 
comparing the pupillary light reflex properties of the lightly-isoflurane-anesthetized rats (Figure 
15B, n=4) with those of awake rats (Figure 15C, n=3). For both anesthetized and awake animals, 
switching ambient luminance from 15 to 150 lux resulted in a rapid pupil constriction (with pupil 
constricting to 35.5±5.8% of the baseline for the anesthetized animals, and 26.9±1.5% for the 
awake animals, p=0.28, Mann-Whitney U-test, Mean ± SEM, Figure 15D), and the pupil 
gradually relaxed back to the baseline once the ambient luminance was switched back to 15 lux 
(Figure 15B). The changes in pupil size were fit with exponential decay or growth curves, 
respectively (Figure 15B). The time constants of the fit curves for pupil contraction and dilation 
were not significantly different between anesthetized and awake rats (Figure 15E; constriction: 
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1.135±0.094 s vs 1.32±0.098 s; p = 0.248, Mann-Whitney U-test; dilation: 5.25±1.01 s vs 
5.74±0.41 s; p = 0.668, Mann-Whitney U-test. Mean ± SEM). In our awake animals, although 
the ambient illuminance was constant during each session and there was no behavioral task 
involved, pupil size tended to fluctuate both across and within trials (Joshi et al., 2016). 
 
Figure 15: Pupillometry and pupillary light reflex in and awake rats compared to 
lightly-isoflurane-anesthetized. A) Experimental setup to measure bilateral pupil response to 
LC activation. Left pupil was imaged during electrical microstimulation of the LC. B) 
Example pupillary light reflex (PLR) in anesthetized and awake animals. Top, pupil 
constriction following ambient lighting being switched from 15 to 150 lux. Bottom, pupil 
dilation following ambient lighting being switched from 150 to 15 lux. Inset: example pupil 
image with green circle depicting automatically segmented pupil contour. C) An awake, 
head-constrained rat during PLR measurement and a close-up view of the easily segmented, 
reflective pupil. D) Normalized constriction amplitude of PLR for anesthetized and awake 
animals. E) Time constants of PLR in lightly anesthetized rats are not significantly different 
from those in awake rats. Error bars: SEM. 
LC stimulation with an amplitude of 60 or 100 µA failed to elicit a distinguishable pupil 
dilation from background fluctuation for the animals, presumably due to scar tissue formation 
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around the implanted electrodes (Ersen, Elkabes, Freedman, & Sahin, 2015). Thus, we used an 
amplitude of 150 µA for these awake animals. LC phasic stimulation with this amplitude evoked 
dilation for the ipsilateral pupil (37.3±6.1%; Figure 15D). Therefore, these results suggest that 
light isoflurane anesthesia does not significantly disrupt LC mediated changes in pupil size, and 
that the pupil size changes in response to LC stimulation presented in this study approximate the 
dynamic changes seen in awake animals, retroactively supporting previous works regarding the 
relationship between LC and pupil carried out in lightly anesthetized rats. 
LC photostimulation improved behavioral performance in a tactile discrimination task through 
LC-NE optimization of sensory processing 
To rule out the possibility that this phenomenon was due to inadvertently stimulating 
fibers of passage or antidromic activation during electrical microstimulation of the LC, we used 
optogenetic stimulation of the LC as a positive control. To optogenetically activate the LC, we 
expressed channelrhodopsin-2 (ChR2) in LC neurons by stereotaxically injecting 1 µL of 
lentiviral vector solution (pLenti-PRSx8-hChR2(H134R)-mCherry) into the LC (Abbott, 
Stornetta, Socolovsky, West, & Guyenet, 2009). The PRSx8 promoter allowed the vector to 
selectively target noradrenergic LC neurons (L. A. Schwarz & Luo, 2015; Vazey & Aston-Jones, 
2014). Histology confirmed the successful expression of ChR2 through reporter gene 
immunodetection (Figure 16A & B). The ChR2 expression was further confirmed by pupil 




Figure 16: Optogenetic stimulation of the LC resulted in similar effects as electrical 
stimulation on pupil dilation. A) LC locations were confirmed by tyrosine hydroxylase (TH) 
immunoreactivity (green) in a coronal section. B) Top row, TH immunoreactivity (left 
column, green), viral mCherry expression (center column, red), and merged images (right 
column) in the full LC; bottom row; individual neurons. C) Pupil dilation in response to 
photostimulation of the LC was similar to electrical microstimulation of the LC, confirming 
the successful expression of functioning ChR2 in the LC. 
To examine if unilateral LC stimulation utilizing LC neuron specific activation of ChR2 
affected behavioral performance, we trained five head-fixed rats, whose LC’s were selectively 
transfected with lentivirus to express ChR2, to perform a tactile discrimination task using a 
Go/No-Go discrimination paradigm (Figure 17A & B). Their behavioral performance with and 
without optogenetic LC stimulation was analyzed. During the task, the rats were required to 
respond (by licking) to a Go stimulus (8 Hz whisker deflection) for a water reward, and withhold 
responses to a No-Go stimulus (4 Hz whisker deflection for 2 animals; 4 and 6 Hz whisker 
deflection for 3 animals) to avoid a time-out period (Figure 17B). During these training sessions, 
the animals were competent in performing the task, evidenced by their significantly higher 
probability of response to the Go-stimulus vs the No-Go stimulus under control conditions 




Figure 17:  Photostimulation of the LC improved behavioral performance in tactile 
discrimination tasks through LC-NE optimization of thalamic sensory processing. A) 
Schematic of the head-fixed setup. B) Go/No-Go discrimination paradigm. C) Example 
licking responses of a rat to Go and No-Go stimuli. Each dot represents a lick. D) Population 
average of response probability to Go and No-Go stimuli for rats performing the tactile 
discrimination task with and without LC photostimulation (hit rate: 0.78±0.03 without LC 
stimulation vs. 0.83±0.02 with LC stimulation, n=59 sessions across 5 animals, α=0.05, 
p=1.8×10−5, paired t-test; response rate to 6 Hz No-Go stimulus: 0.73±0.04 without LC 
stimulation vs. 0.71±0.04 with LC stimulation, n=19 sessions across 3 animals, α=0.05, p=0.34, 
paired t-test; response rate to 4 Hz No-Go stimulus: 0.36±0.03 without LC stimulation vs. 
0.36±0.03 with LC stimulation, n=59 sessions across 5 animals, α=0.05, p=0.88, paired t-test). E) 
Summary of perceptual sensitivity (d’) for rats performing the tactile discrimination task, 
plotted for control vs. LC photostimulation conditions (1.17±0.06 without LC stimulation vs. 
1.43±0.07 with LC stimulation, n=59 sessions across 5 animals, α=0.05, p=3.1×10−7, paired t-
test). F) Summary of perceptual sensitivity when discriminating between Go stimulus and 
different No-Go stimuli with and without LC photostimulation (6 Hz No-Go stimulus: 
0.62±0.06 without LC stimulation vs. 0.92±0.09 with LC stimulation, n=19 sessions across 3 
animals, α=0.05, p=3.8×10−4, paired t-test; 4 Hz No-Go stimulus: 1.34±0.07 without LC 
stimulation vs. 1.61±0.09 with LC stimulation, n=59 sessions across 5 animals, α=0.05, 
p=9.6×10−6, paired t-test). G) Normalized increase in perceptual sensitivity by LC 
photostimulation is greater for less discriminable No-Go stimuli (0.18±0.04 for 6 Hz No-Go 
stimulus vs. 0.10±0.02 for 4 Hz No-Go stimulus, n=19 sessions across 3 animals and =59 
sessions across 5 animals respectively, α=0.05, p=0.04, Student’s t-test). H) Infusion of 
phentolamine in the thalamus blocked the LC-activation-induced improvement in perceptual 
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sensitivity (0.88±0.12 without LC stimulation vs. 0.81±0.10 with LC stimulation, n=22 sessions 
across 3 animals, α=0.05, p=0.40, paired t-test) while saline had no effect (1.19±0.08 without LC 
stimulation vs. 1.45±0.11 with LC stimulation, n=19 sessions across 3 animals, α=0.05, p=0.012, 
paired t-test). Error bars indicate ±SEM. 
Photostimulation of the LC resulted in a significant increase in hit rate (Figure 17D), a 
slight decrease in false alarm rate associated with 6 Hz distractor, and no change in false alarm 
rate associated with the 4 Hz distractor. To quantity the perceptual effects of LC stimulation, we 
computed the rat’s perceptual sensitivity (d’) for each session. We found LC stimulation 
significantly improved the perceptual sensitivity of these rats (Figure 17E). Interestingly, when 
comparing discriminability of different No-Go stimuli, the amount of significant increase in 
perceptual sensitivity of the rats when discriminating between an 8 Hz target and a 6 Hz 
distractor was larger than discriminating between an 8 Hz target and a 4 Hz distractor despite the 
smaller d’ associated with the 6 Hz distractor (Figure 17F). To take the baseline d’ into account, 
we calculated normalized increase in perceptual sensitivity for both distractors. The normalized 
increase in perceptual sensitivity for the 6 Hz distractor was significantly greater than that for the 
4 Hz distractor (Figure 17G), indicating LC stimulation was most beneficial when discriminating 
between stimuli with closely similar features.  
We hypothesized that the mechanism underlying this observed improvement in 
perceptual improvement was due to the effects of LC-NE activity on early stage sensory 
processing. Specifically, we chose to look at thalamic sensory information processing as the 
causal force behind the observed increase in perceptual performance by LC activation, and 
therefore on a subset of experiments, we infused either phentolamine (to block NE action) or 
saline (as a control) into the thalamus prior to behavioral tasks in the thalamus. Indeed, we found 
that infusion of phentolamine into the awake thalamus completely blocked the effect of LC 
activation on improved perceptual sensitivity as compared to saline controls (Figure 17H). This 
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confirmed LC modulation of thalamic sensory processing plays an essential role in LC-induced 
improvement in behavioral performance in our sensory discrimination task. 
3.4 Discussion 
Although the LC has been hypothesized, for decades, to modulate changes in pupil size 
during behavioral tasks, very little is known about how LC activity influences pupil size besides 
recent work conclusively establishing the causal link between LC activation and pupil dilation 
(Joshi et al., 2016). Our work was designed to elucidate the neural mechanisms by which the LC 
modulates pupil size. We found that in awake rats unilateral LC activation, via either electrical or 
optogenetic stimulation, evoked dilation in the ipsilateral pupil, similar to that seen in the lightly 
anesthetized rat model that many previous works have focused on. 
Additionally, elevated LC activity has been associated with increased arousal and an 
attentive behavioral state (Gary Aston-Jones & Jonathan D. Cohen, 2005; Craig W. Berridge & 
Barry D. Waterhouse, 2003). The LC is the primary source of adrenergic projections to the 
forebrain (Susan J. Sara & S. Bouret, 2012) and innervates the sensory pathways, suggesting a 
role in state-dependent modulation of sensory processing and perception. Through direct tonic 
activation of the LC-NE system, we found that elevated LC-NE activity caused improvement in 
behavioral performance during a whisker frequency deflection discrimination task. 
Mechanistically, our results suggest that LC-activation-induced improvements in sensory 
processing is at least in part mediated by the direct action of NE on α-adrenergic receptors in the 
VPm, as phentolamine infused into the VPm of behaving rats blocked the effects of LC 
activation on improved performance. This suggests LC modulation of sensory processing in the 
early stages of sensory pathways is critical to perception. Recent studies have demonstrated that 
LC activation elicits frequency-dependent pupil dilation (Joshi et al., 2016; Yang Liu et al., 
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2017). Taken together, these results and our results presented here are consistent with several 
previous studies that have shown a relationship between pupil size and sensory processing 
(Matthew J. McGinley, Stephen V. David, et al., 2015; Jacob Reimer et al., 2014; Vinck et al., 
2015). Furthermore, while these previous studies have demonstrated that pupil-linked arousal, 
presumably mediated by the LC-NE system, is tightly correlated with improved cortical 
encoding of sensory signals, our data suggest that pupil-linked improvement in sensory 






The primary goal of this work is the characterization of the underlying mechanisms and 
functional consequences of pupil-linked arousal during decision making. It is broken into three 
parts, the first seeking to characterize the tight relationships between tonic arousal levels, pupil 
baseline, behavioral performance, and reaction time in an awake rodent model, the second 
utilizing sophisticated machine learning to uncover otherwise hidden aspects of the decision-
making process inferred from task evoked pupil responses associated with phasic arousal, and 
the third taking advantage of electrical stimulation, optogenetic activation and inhibition, and 
pharmacological blockade to establish the LC’s central role in mediating the relationships 
investigated in the first two parts. 
While focusing on characterizing the tight correlation between baseline pupil dynamics, 
perceptual performance, and reaction time in behaving rates, all of which are modulated by 
fluctuating arousal state, we for the first time demonstrated that head-fixed rats were able to 
discriminate different directions of whisker movement. Interestingly, we also found that the pupil 
dilated more when discriminating more difficult stimuli, a phenomenon previously reported in 
human subjects but not in animals. Baseline pupil size before stimulus presentation was also 
found to strongly correlate with behavior, and a Bayesian decoder had significantly greater-than 
chance probability in correctly predicting behavioral outcomes based on the baseline pupil size. 
In looking at phasic pupil-linked arousal, we observed phasic pupil dilations on trials 
with all four possible behavior outcomes (i.e. hit, false alarm, correct rejection, and miss) in a 
tactile Go/No-Go discrimination task. However, the individual contribution of the different 
components of cognitive processing in eliciting phasic arousal, and their functional consequence 
on behavior remains poorly understood. Here we used machine learning techniques to 
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decompose phasic pupil-linked arousal associated with different components of perceptual 
decision-making. We found that phasic arousal evoked by stimulus presentation was larger for 
the Go stimulus than the No-Go stimulus despite the two stimuli being symmetric. For each 
session, the separation between distributions of phasic arousal evoked by the Go and by the No-
Go stimulus was predictive of perceptual performance.  Phasic arousal in response to sensory 
processing was negatively correlated with that in response to decision-making for withheld trials 
but not for responded trials, suggesting that phasic arousal evoked by both sensory processing 
and decision-making contributed to the No-Go action. When a Go stimulus was presented, the 
correct response was primarily determined by the phasic arousal related to sensory processing, 
while the correct response to the No-Go stimulus was determined by phasic arousal elicited by 
both sensory processing and decision-making. Drift diffusion modelling revealed significant 
correlations between phasic arousal and the different decision-making processes. Taken together, 
these results suggest that the interplay between phasic arousal evoked by different cognitive 
processing components has important functional consequences on forming the choice in 
perceptual decision-making tasks. 
To establish the LC-NE system as a central, necessary mediator of the tight relationships 
between pupil dynamics, behavioral performance, and reaction time, we modulated arousal state 
by either activation or inhibition of the LC. We were able to optogenetically excite the LC which 
caused pupil dilation and when applied tonically over blocks of trials improved perceptual 
sensitivity compared to blocks without activation. Additionally, this improvement was more 
pronounced between more difficult to discriminate stimuli than easier to discriminate stimuli. 
Furthermore, we identified that this improvement was in large part due to the effect of NE on 
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early sensory processing circuits as pharmacological blockade of NE on the thalamus eliminated 
the improvement seen by LC stimulation. 
Future work 
Pupil dilation may reflect activity of an arousal network affecting multiple brain 
structures (Gary Aston-Jones & Jonathan D. Cohen, 2005; Eran Eldar et al., 2013; Hermans et 
al., 2011; Joshi et al., 2016). For example, Joshi et al. (2016) unexpectedly found that the 
activation of multiple brain structures, including LC, superior colliculus, inferior colliculus, and 
cingulate cortex, elicited pupil dilation. Our work has focused on elucidating only the 
mechanisms through which the LC mediates pupil dynamics and it remains important to 
characterize the complex interplay between the LC and other arousal-related brain structures in 
collectively mediating pupil dilation. Specifically, future work should aim to investigate the 
contributions of the other neuromodulatory systems in modulating pupil dynamics. 
Transgenic mouse lines have been developed which would allow for interesting 
investigations into the individual contributions of the neuromodulatory systems as well as even 
the interactions between them when optogenetically activated or inhibited in unison and their 
resulting effects on pupil dynamics and eventually behavior. Specifically, transgenic mice that 
have the rat tyrosine hydroxylase (TH) promoter can be used to target catecholaminergic cells to 
study norepinephrine (NE) activity via the LC and dopamine activity via the ventral tegmental 
area (VTA), transgenic mice that have the human fifth Ewing variant (FEV) promoter can be 
used to target serotonergic cells to study serotonin (5-HT) activity via the raphe nuclei, and 
transgenic mice that have the mouse choline acetyltransferase (ChAT) promoter on the BAC 
transgene can be used to target cholinergic cells to study acetylcholine (ACh) activity via the 
basal forebrain. As a first step I would recommend activating each of these areas separately 
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utilizing ChR2 while imaging the pupil to establish if increased activity is correlated with pupil 
dilation, constriction, or neither. In the case that pupil modulation is not observed following 
activation of one of these neuromodulatory nuclei, c-Fos protein immunohistological detection 
could be used as an indirect marker of neuronal activity as c-Fos is expressed following action 
potentials indicating recent activity (Dragunow & Faull, 1989). As the mouse brain contains a 
bilateral pair of each of these neuromodulatory structures, unilateral activation can be used and 
the two can be compared with the non-stimulated side serving as a control activity level to 
compare to the stimulated side to ensure that selective activation occurred. 
Following the results of these studies, the next and most exciting step would be to create 
a closed-loop real-time control system utilizing optogenetic manipulation paired with a controller 
relying solely on pupil dynamics as an input, for further validation and proof of concept. Using 
the discrimination paradigms, we have already established and where we have found that 
performance is heavily dependent on pupil linked arousal may provide a first step. I would 
recommend utilizing bilateral activation and inhibition of the LC, utilizing ChR2 and 
archaerhodopsins (pLenti-PRSX8-eArchT 3.0-EYFP) respectively, which can be expressed at 
the same time and selectively activated with different wavelengths of light, to determine if a 
controller is able to place the animal into arousal states defined by stereotypical pupil dynamics 
and correlated with the expected behavioral performance and reaction times. Additionally, more 
complex behavioral paradigms could be incorporated to investigate the pupil’s ability to 
represent other aspects of the animals’ internal models correlated with the other neuromodulatory 
systems during decision-making such as reward contingencies, uncertainty, etc. Ultimately, 
creating pupil dynamic based controllers could allow for optimization of behavior which may 
hold major implications for enhancing human performance, to treat disorders or in healthy 
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individuals, contingent on the development of safe minimally- or non-invasive stimulation 
techniques such as vagus nerve stimulation (VNS). Such controllers may also be paired with the 
many disease models available in rodents to create tools for both studying neuromodulatory 
disorders and creating diagnostic tools that can be applied to humans suffering from major 
clinical disorders associated with neuromodulatory abnormalities including schizophrenia, 
Parkinson’s disease (PD), depression, etc. (Berridge and Waterhouse, 2003). 
Significance 
Our work characterized the intricate relationships between arousal, pupil dynamics, 
behavioral performance, and components of decision making in the rat model. It also further 
establishes the LC-NE system’s central role in mediating this relationship. Abnormal LC activity 
has been associated with major clinical disorders including schizophrenia, Parkinson’s disease 
(PD), and depression (Berridge and Waterhouse, 2003). Therefore, the findings presented here 
support the use of the pupil in providing an index of LC-NE activity for researching such 
disorders, especially given the availability of rodent disease models as well as for influencing 
translational diagnostic tests to non-invasively determine if patients’ exhibit abnormalities 
regarding their LC-NE systems. 
Through characterization of fluctuating pupil linked arousal and behavioral performance 
in rats we were able to better predict behavioral performance and therefore account for 
behavioral variability during a sensory discrimination task. These results promote the utility of 
using pupillometry in humans to determine behavioral state during tasks and further pave the 




Additionally, to better understand the mechanisms and functional consequences behind 
phasic pupil activity, we used machine learning to detangle task-evoked pupil responses into 
their elementary components and learned the contribution of each underlying process on a trial-
by-trial basis. For the first time, we looked at the relationships between the strengths of the 
unique elementary components and behavioral performance on a trial-by-trial basis and 
discovered that these components better explained behavioral variability and found complex 
interplay between phasic pupil-linked arousals evoked by sensory processing and decision 
formation drove behavioral choice. Taken together, our findings show that machine learning can 
unveil otherwise hidden aspects of the task-evoked pupil response. By deconvolving the task-
evoked pupil response we uncovered independent information streams that allowed us to account 
for more variability in the decision-making process and may be useful in creating a non-invasive 
index of separate neural circuits which are responsible for driving these pupil-linked phasic 
arousals. 
Finally, we were able to show that we could elicit pupil dilations by selectively activating 
LC activity. This supports the LC’s important role in mediating the previously described 
relationships. Additionally, we were able to improve performance over blocks of moderate LC 
stimulation displaying the potential of the LC-NE system as a target for improving arousal and 
perceptual sensitivity, particularly in patients with abnormal LC activity. In conclusion, taken 
together this work promotes the use of pupillometry as a low-cost, non-invasive index of 
behavioral state allowing for more accurate prediction of upcoming behavior and displays the 
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