RFID tag is detected by an RFID antenna and information is read from the tag detected, by an RFID reader. RFID tag detection by an RFID reader is very important at the deployment stage. Tag detection is influenced by factors such as tag direction on a target object, speed of a conveyer moving the object, and the contents of an object. The water content of the object absorbs radio waves at high frequencies, typically approximately 900 MHz, resulting in unstable tag signal power. Currently, finding the best conditions for factors influencing the tag detection requires very time consuming work at deployment. Thus, a quick and simple RFID tag detection scheme is needed to improve the current time consuming trial-and-error experimental method. This paper proposes a back-propagation learning-based RFID tag detection prediction scheme, which is intelligent and has the advantages of ease of use and time/cost savings. The results of simulation with the proposed scheme demonstrate a high prediction accuracy for tag detection on a water content, which is comparable with the current method in terms of time/cost savings.
Introduction
RFID (Radio Frequency IDentification) is based on radio communication for tagging and identifying an object. Using a special antenna device called an RFID reader, RFID technology enables objects to be labeled and tracked as they move from place to place. A typical RFID system consists of tags, readers, middleware, application program, and server [1] . The application program typically handles a specific task such as tracking the inventory in a warehouse, checking vehicles/human beings, or reordering the items removed from the shelf in a retail store, based on the inventory data. It also takes an appropriate action based on the data extracted from the tag of the target item; for example retail products, pallets, cartons, shipments, animals, human beings, or vehicles. The middleware is a bridge interfacing the hardware components from the lower layer with the higher application program layer. In some literature the combination of the application program and middleware is called middleware. An RFID system is based on wireless communications between an RFID reader and a tag. An RFID tag is a small radio frequency chip coupled with a microprocessor, which can communicate by wireless with the RFID reader (sometimes called antenna). The RFID reader is a powered RF device communicating with the tags on the wireless side and one or more computers on the other side of the wired infrastructure.
In supply chain management and factory automation, for example, it is possible to track the vehicles (or conveyer) loaded with goods by attaching a tag to them. Information about the vehicle and goods, such as the vehicle number, the contents of goods and time-stamped departure and location data, can be recorded on the tag, and then read from it at a specific time. Wireless radio communications between the RFID tag and RFID antenna are very sensitive to factors such as the reader type, tag position, and direction of the tag, material of the object, angle of the antenna, and speed of the object [2] [3] [4] . The angle of the antenna, speed of the tag (or object), and position of the tag are the most important factors influencing successful RFID tag detection (sometimes simply called "RFID tag detection" or "tag detection" in this paper). Successful tag detection (also known as "recognition") enables the RFID reader to receive a unique ID and other data from the detected tag, and then this information is transmitted to a DB server.
Successful communications between the reader and the tag are called "RFID tag detection" by the reader. Recognizing the tag using the reader requires tracking successfully the tag object to which the tag is attached. The RFID tag detection is directly related to the tag signal strength detected by the RFID reader. The tag signal strength is influenced by the RFID tag detection factors mentioned previously. The more difficult problem with the deployment of the RFID system in practice, is the failure in reading the tags, i.e., in tag detection. The solution to the tag detection failure problem to date has been based on the hardware of the RFID system [5] , while very little has been achieved analytically, using software for maximizing the readability. The performance of RFID tag recognition (detection) with respect to the different contents of water bottles, paper aluminum foil, and tin cans was studied by Park et. al [6] . They analyzed tag recognition rates of boxes on a pallet by antenna type and tag position and determined the best influence factor conditions for tag detection.
Finding the appropriate position, direction, speed of RFID tag, which is called the best influence factor condition search of the RFID tag detection, in addition to the angle of the RFID antenna, is not easy but requires tedious trial-and-error steps. This work is intended to find the best conditions for the influence factors enabling the maximum tag detection rate (or called "detectability"). To date, this has been achieved by the trial-and-error experimental method. Thus, we are motivated to introduce an intelligent RFID tag detection method which saves time and is simple.
To date, little research on the best influence factor condition search has been conducted. This is a crucial issue for the RFID system at deployment. However, as more RFID systems have been successfully implemented in practice, the problem has become much more important. In this paper, firstly, the effect of variations in the influence factors is systematically analyzed through actual and trial-and-error experimentation. Then, we also propose a new scheme for the best influence factor condition search. The proposed scheme is an intelligent back-propagation learning-based RFID tag detectability prediction method. The end result is that we compare the tag detection results by the current method and proposed method, respectively. The key work of the proposed method is in predicting the tag detectability without the trial-and-error steps. We first train the back-propagation learningbased tag detectability prediction model using the historical data obtained by the trial-anderror experimental method. Thus, the back-propagation learning model predicts the RFID detection. Thus, the predicted tag detectability results enable us to obtain the best influence factor conditions without the time consuming trial-and-error experimental method. The accuracy of tag detectability prediction for the proposed methods is verified by comparing the real data with the predicted data. The accuracy of RFID detection prediction is high. The performance results demonstrate that the tag detectability prediction accuracy is as great as 92%.
The rest of the paper is organized as follows: The background, including the structure of RFID systems and test-bed environments applied to this study, is introduced in Section 2. The proposed schemes, such as the back-propagation learning-based tag detectability prediction models, are discussed in Section 3. Section 4 presents the performance evaluation, with results obtained from both the experimental scheme and the proposed intelligent backpropagation learning-based tag detectability prediction scheme. We conclude the paper with remarks on future work in Section 5.
The Background for RFID Systems

Structure for RFID Systems
In a typical RFID system, passive tags are attached to objects such as goods, vehicles, humans, animals, and shipments, while a vertical/circular polarization antenna is connected to the RFID reader. The RFID reader and tag can communicate with each other via wireless radio, using a number of different frequencies. Currently, most RFID systems use an unlicensed spectrum. The common frequencies used are low frequency (125 KHz), high frequency (13.56 MHz), ultra high frequency (860-960 MHz), and microwave frequency (2.4 GHz). The typical RFID readers are able to read (or detect) the tags of only a single frequency but multi-mode readers which are capable of reading the tags of different frequencies are becoming cheaper and more popular [7] .
The RFID system used in the experiment is an Alien ARL-9800. The technical specifications of reader, antenna, and tag are the following:
Reader: 910 MHz~914 MHz frequencies. AC/DC power converter and 45 Watts maximum (120 or 240 VAC). 50 hopping channels and 500 KHz channel spacing. Antenna: multi-static topology, circular polarization and reverse polarity TNC. Tag: ISO 18000-6 Type C Gen 2 Class 1 Tag.
The Testbed
The factors influencing communications between the RFID tag and RFID reader include: (1) contents of object; (2) type, position, and direction of tag; (3) speed of tag; (4) angle of antenna; (5) power, type, gain, frequency range and number of antenna; (6) work environment of the RFID system, etc. The position and direction of the tag, the speed of the tag, and the angle of the antenna can be controlled with an application program, such as the proposed intelligent back-propagation learning-based tag detectability prediction model, whereas other factors are hardware-controlled. We consider the position and direction of tag and the speed of tag as influence factors, because other factors are fixed by the hardware. We carry out the experiment in a testbed to obtain the real historical tag recognition data by time consuming trial-and-error steps, called an experimental scheme. We discover that a tag can be detected or not (a binary decision) under specified conditions for influence factors in the experiment. This experiment is conducted on the RFID tags attached to a carton box containing water content, on a moving conveyer, as illustrated in A tag is attached to 5 positions on the water bottle box: left, right, top, front and back side. A carton box which is 30 cm wide, 20 cm deep and 32 cm high, contains 6 2-liter pet bottles of water. There are two antennas, each a meter located away from both sides of the conveyer as shown in Fig. 1 .
We maintain 15 dB power attenuation to obtain the experimental RFID tag detection data under a more critical condition for sensing. The tag is attached on each side of the box in two different directions, horizontal and vertical. The experimental results demonstrate different 
Proposed Schemes
Backpropagation-learing machine
In this paper, a back-propagation learning-based scheme is applied, to predict the RFID tag. A back-propagation learning-based scheme is a model of artificial neural networks. Artificial neural networks are composed of highly parallel building blocks that are interconnected to form highly complex systems, by mimicking the fault-tolerance and capability to learn of a biological neural system [8] . These models have layered architectures with uniform simple nonlinear processing elements (neurons), which receive input from other elements. Every neural model consists of processing elements having synaptic input connections (weights) and a single output. Several learning algorithms enable it to self-adapt by changing the parameters. Fig. 2 . The model shows a set of weights and the neuron's processing unit, which computes the function f of the weighted sum of its inputs. 
General neural network model: A general neural model is shown in
Fig. 2. General neural model
The weight matrix W is usually initialized with random values. The net is a weighted sum called the net input into a unit. The function is the unit activation function, which yields the unit's output for its net input. An input vector is chosen at random from training examples, that are a series of cases with a range of input and output values. The network memorizes the inputs by altering its weight matrix. Thus, the training consists of using the training examples to tune the appropriate weight values between layers. Training examples are presented at the input layer. The vector is then propagated throughout the network. Selected learning algorithms are applied to determine weight adaptations. The network can be trained at each point or after each epoch. An epoch represents one complete iteration through the training data set. This learning procedure should be repeated until an acceptable error rate is achieved or until a certain number of iterations are completed using training examples. Neural networks have been applied to many fields, including automatic control, pattern recognition, adaptive signal processing, function approximation, etc [9] [10][11] [12] .
Supervised back-propagation learning: Neural networks attempt to solve problems through learning from training examples (supervised learning) and have been applied in several areas such as pattern recognition and function approximation. Once the neural network model is trained, the trained model can predict or classify patterns. In this paper, we use the back-propagation (BP) algorithm [13] with the gradient descent method to change the weights, as a way of detecting the tag on a water content. Although this method has the drawbacks of a local minimum and a long training time, it is commonly applied to the pattern recognition area. RFID tag detection is classified as pattern recognition. Thus we use the BP model for our prediction of RFID tag detectability.
The back-propagation training algorithm is one of most successful proven pattern recognition techniques to train networks. It is evolved from Madaline structures by including nonlinear differentiable activation functions for the output layer of each neuron, and it uses multiple adaptable layers. Back-propagation is different from the Madaline in that the weights of all layers are adjustable. It can be demonstrated that a back-propagation network is able to approximate as accurately as desired, any mapping between any vector of dimension m and any other vector of dimension n [14] .
The neurons used in our back-propagation network will be McCulloch-Pitts neurons modeled by a sigmoid activation function. The fixed asymptotic values are generally +1 and 0, or +1 and -1. Another example of a bipolar sigmoid activation function can be represented as where λ>0 in Eq. (1), which is proportional to the neuron gain determining the gradient of the continuous function f(net) near net=0, and where net is a scalar product of the weight and input vector for the neuron. As λ→ ∞, the limit of the continuous function is the sgn(net) function, the bipolar function. Fig. 3 shows the bipolar continuous sigmoid activation function graph of Eq. 1 for λ=1.
Fig. 3. Bipolar continuous activation function
Generally, the basic form of the sigmoid activation functions is continuous and monotonically increasing as shown in the figure. Back-propagation has a hierarchical network architecture, which consists of an input layer, an output layer, and at least one hidden layer between the input and output layer. The number of neurons in the input layer and the output layer is fixed by the system before training. The number of neurons in the hidden layer can be determined by the network designer for better performance. There are no interconnections between neurons in the same layer in Back-propagation. However, each neuron in an input layer provides its output to each and every neuron in the first hidden layer, and each neuron in the last hidden layer passes its output to each and every neuron in the output layer. Each neuron in the input layer has a single input and a single output, and only passes the value of its input to its output. Initially, weight matrices between the layers are initialized randomly.
Back-propagation networks use a gradient search algorithm to minimize an objective function which is equal to the mean square errors between the desired and the actual output. The networks take the input samples from the input layer, propagate them to the output layer, and generate the network output, as illustrated in Fig. 4 . Present error signal terms are propagated backward for tuning each layer's weights.
Fig. 4. The general structure of back-propagation
The threshold value for a decision in the verification phase should be determined during the training stage. Fig. 4 shows the structure of back-propagation with one input layer, one hidden layer, and one output layer. The learning algorithm of back-propagation can be considered to be a generalization of the LMS algorithm. It uses a gradient search scheme to minimize an objective function equal to the square of the difference between the desired and the actual network output. The networks are trained by initially picking small random weight values between -1 and 1, selecting internal thresholds and then presenting all training data repeatedly. Weights are either revised instantaneously after each training vector is presented .. or only after all training data vectors have been presented. This process is repeated until weights converge and the objective function is reduced to an acceptable value.
We construct a cost function E (the total error of the system) that measures how the network has learned. The vector x represents an input pattern into the network, and the vector d the corresponding target. We change the weights of the system in proportion to the derivative of the error with respect to the weights. The output functions are differentiable. The rule for changing the weights for input/output pair (x, d) is given by the gradient descent method. We minimize the quadratic error function using the following iteration process
where η > 0 is the learning constant. A generalized delta learning rule with a uni-polar activation function and P training pairs is applied in this paper by applying the following algorithm: Table 1 . Generalized delta learning algorithm. Else go to step 8. 8. Check the stop criterion. If E < E max then STOP Else If E > E max then go to step 3 by setting E = 0 and initializing a new training cycle
The proposed model
We build 2 nodes of the input layer, one node which inputs the position of the tag and the other node which inputs the speed of the conveyor. The output layer is a single node which indicates whether the tag has been detected or not, i.e., a binary decision. The tag has a total of 10 different positions, as already shown in Fig 1. The output node will predict whether the tag is detected or not, based on classification of the input pattern. The accuracy of the training model will be verified by comparing the output result of prediction to the real experimental result. The number of nodes in the hidden layer will be determined by the trial and error method. A total of 800 training examples which were obtained from the trial-anderror experimental scheme, are used to train the back-propagation learning model for predicting the RFID tag detectability. A total of 180 test data are used for verifying the prediction of the tag at existing speeds. A total of 120 test data are used for the case of prediction at a new speed, 2.795 m/sec. These will be discussed in the next section. 
Performance Evaluation
Trial-and-Error Experimental Approach
We classify the tags attached on the box carried on the conveyer, into the horizontal and vertical directions, based on the position of the tag. As shown in Fig. 1 , each side of the box has two tags, the horizontal tag and the vertical tag. There are 6 positions of the tag. In Fig. 6 , the success rate of tag detection in the case of the horizontal tag direction is significantly higher than for the vertical. Note that the horizontal direction is the same as the direction of movement of the conveyer belt. Also, note that there is little difference in tag recognition rate with respect to speed of the conveyer. Because the RFID tag signal is not sensitive at low speeds, such as 1.647 m/sec, 2.219 m/sec, 3.359 m/sec and 3.636 m/sec, the speeds here do not influence the tag recognition performance.
Intelligent Learning-based Prediction Approach
The back-propagation learning-based model is trained by the historical tag detectability data obtained by the trial-and-error experimental scheme. Then, the accuracy of the RFID tag detectability prediction model is verified based on comparison between the result of the prediction scheme and the trial-and-error experimental method. When the prediction capability of the model is verified, we don't consider the horizontal or vertical direction of the tag to be classified. However, because our purpose here is to find the best prediction model, we consider model variables, such as the number of hidden layers, and input variables, such as new speed and existing speed. Accuracy is verified for new speed and existing speed by using different numbers of hidden layers. We consider the number of hidden layers as a back-propagation modeling decision parameter. Hidden layer m/sec, a new influence factor condition which has never been used for training the backpropagation learning-based model, whereas the existing speeds, 1.647 m/sec, 2.219 m/sec, 3.359 m/sec and 3.636 m/sec, are the influence factor conditions used for training. However, the test data samples of the existing speed have never used for training the model. Thus, we can see the accuracy of the RFID tag detectability prediction for both the new speed and existing speed. Because the new speed condition has never been considered as an influence factor condition, it is better suited to verify the prediction capability than the existing speed conditions. We repeat the search procedure for each hidden layer, to achieve the best prediction accuracy for the new speed and existing speed, respectively. 20 iterations for each hidden layer are made with the prediction model, to determine the best prediction accuracy. For an example of the existing speed, the results of 9 hidden layers are provided in Fig. 7 . The maximum prediction accuracy is 96.32%. The minimum is 85.3%. The result of 20 iterations yields an average of 92%.
For the new speed, the iterated search procedure for each hidden layer is executed in the same way. An example of 20-iterations with 3 hidden layers is given in Fig. 8 . The maximum prediction accuracy is 83.3%. The minimum is 70.0%. The result of 20 iterations yields an average of 79.5%. The iterated search procedure is executed for different hidden layers. The number of hidden layers used for testing is between 2 and 10. The average prediction accuracy of each hidden layer is shown in Fig. 9 .
As illustrated in Fig. 9 , for the new speed the prediction accuracy is less for 4 hidden layers, after reaching a maximum of 79.5% for 3 hidden layers. For the existing speed, the prediction accuracy of 92% is highest for 9 hidden layers. The prediction accuracy for the new speed is less than for the existing speed. This is because the new speed of 2.795 m/sec has never been trained, i.e., the new speed is predicted based purely on training of the existing speed. 
Conclusion
Although finding the best influence factor conditions enabling excellent RFID tag detection is very important at deployment, the work to date has been done by the time consuming trialand-error experimental method. We propose an intelligent prediction scheme, a backpropagation learning-based model for RFID tag detection. The proposed method enables us to find the best influence factor conditions by predicting the RFID tag detectability. The proposed method yields time and cost-savings. The prediction capability of the new scheme is verified by comparing the results of the experimental method and the proposed intelligent method. In order to verify the pure prediction capability, an untrained influence factor condition of 2.75 m/sec as a new speed is introduced. The results of prediction accuracy are comparable to the trial-and-error method. This research is conducted for the water content on the conveyer. We plan to do research on different types of object and additional influence factors such as the number and height of antennas in the future.
