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Interacting systems driven far from equilibrium tend to evolve to steady states exhibiting large-
scale structure and order. In two-dimensional turbulent flow the seemingly random swirling motion
of a fluid can evolve towards persistent large-scale vortices. Lars Onsager proposed a model based
on statistical mechanics of quantized vortices to explain such behavior. Here we report the first
experimental confirmation of Onsager’s model of turbulence. We drag a grid barrier through an
oblate superfluid Bose–Einstein condensate to generate non-equilibrium distributions of vortices.
We observe an inverse energy cascade driven by the evaporative heating of vortices, leading to
steady-state configurations characterized by negative temperatures. Our results open a pathway
for quantitative studies of emergent structures in interacting quantum systems driven far from
equilibrium.
One of the triumphs of 20th century physics was the de-
velopment of statistical mechanics, allowing the descrip-
tion of emergent, collective behavior of many-particle
systems near equilibrium. However, much of the world
around us is the result of systems far from equilibrium,
for which a complete theoretical statistical description
remains elusive [1]. Far from equilibrium behavior is ap-
parent in hydrodynamic turbulence where the kinetic en-
ergy of the fluid is transported without loss across many
length scales. Yet, despite the complexity of the situa-
tion, there are some statistical theories that describe the
steady state behavior of turbulent systems, such as Kol-
mogorov’s power-law scaling of energy flow [2]. In three-
dimensional turbulence a process known as a Richardson
cascade [3] results in energy transport to ever smaller
length scales, causing vortices to break up over time and
the system to appear chaotic. Remarkably, restricting
the fluid dynamics to two dimensions (2D) results in an
inverse cascade process: energy flows towards the largest
length scales available, resulting in large-scale, persistent
vortex flows [4]. This behavior has been observed in sys-
tems ranging in scale from soap films [5] to Jupiter’s at-
mosphere [6, 7].
Onsager proposed an explanation for the appearance
of large-scale vortex flow in two-dimensional turbulence
in terms of equilibrium statistical mechanics of a model
of quantized point vortices [8], noting its applicability
to superfluids. He showed that the steady-state behav-
ior of the model is described by a Boltzmann distribution
with negative temperatures. These negative temperature
states correspond to high energy, highly ordered states,
dominated by the large scale vortices, such as those pro-
duced by an inverse energy cascade in 2D. Negative ab-
solute temperature states were subsequently used to ex-
plain observations in nuclear spin systems [9] and, more
recently, of motional degrees of freedom of cold atoms in
optical lattices [10]. In these experiments, changing spin
states, and the sign of inter-atom interactions, respec-
tively, resulted in a forced population inversion with the
resulting state decaying to lower energy while increas-
ing its entropy. However, until now, negative absolute
temperature states have not been realized in the context
of bounded systems of quantized vortices, as originally
predicted by Onsager. This vortex system is markedly
different from the nuclear spin and optical lattice exper-
iments in that, as opposed to being essentially a change
of state for single particles, here energy is injected into
the system in a continuous manner and the interactions
of the constituent particles (vortices) result in a negative
temperature configuration.
In a superfluid, three-dimensional quantum turbulence
(3DQT), which manifests as tangles of quantized vortex
lines, has been shown to exhibit a similar direct energy
cascade to its classical counterpart. The statistical dy-
namics of 3DQT have been studied over the past three
decades, both numerically, and experimentally in super-
fluid helium [11]. More recently 3DQT has been observed
in atomic BECs [12, 13], where direct imaging is pos-
sible due to the comparatively large vortex cores (mi-
cron size vs. the A˚ngstro¨m size in superfluid helium). In
two-dimensional quantum turbulence (2DQT) an inverse
energy cascade is predicted to result from the preferen-
tial transport of the energy injected into the superfluid
through the creation of vortex-antivortex pairs [14, 15].
To date, however, the major challenge hindering the un-
derstanding of 2DQT has been to devise a method to
experimentally measure the velocity field of a superfluid.
Atomic Bose–Einstein condensates (BECs) provide an
ideal system in which 2DQT can be realized, as they can
be readily trapped in highly oblate geometries, where the
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2Figure 1. Vortex configurations in the dipole, random and clustered regimes. (A to C) The locations of vortices are
visible as dark spots in the optical density images of the BEC. Here we show example distributions which are dipole dominated,
random and cluster dominated, respectively. (D to F) The corresponding Bragg spectroscopy signals. (G to I) The computed
velocity field projected onto the line defined by the directions of the Bragg spectroscopy laser beams. Colors in (D to I) indicate
projections of the superfluid flow in the direction indicated by the arrow. (J to L) The classification of the vortices based on
their signs and positions: vortices (antivortices) are indicated by blue (green) points; clusters by lines of the same color; dipoles
are linked by red lines. Streamlines of the computed flow are shown in gray.
dynamics of the vortices are restricted to a plane [16–19].
The emergence of persistent currents has been observed
in an annular BEC [17], and the relaxation of turbulence
has been investigated via vortex number statistics [18].
These early experiments relied heavily on comparisons to
numerical simulations, as information about the vortex
circulation could not be obtained. This provided mo-
tivation for developing new techniques to probe 2DQT,
such as multi-shot vortex tracking [20, 21], and single-
shot vortex sign detection [19, 22]. In the latter case, a
velocity-selective Bragg spectroscopy [23] technique was
utilized, allowing the sign and position of each vortex
(and hence the full velocity field) in a turbulent BEC to
be determined for the first time [19]. However, the BEC
was harmonically trapped and therefore inhomogeneous,
and the vortices preferentially formed vortex-antivortex
dipole pairs. Indeed, numerical studies have indicated
that the uniformity of the BEC plays a major role in the
turbulent dynamics [24].
Here we inject vortices into a uniform, planar BEC
by dragging an optical grid formed by an array of laser
beams through the atomic cloud [16], and observe the
evolution of the resulting states. Using velocity-selective
Bragg scattering we obtain the sign and location of each
vortex in the BEC [19, 25], and use a vortex classifi-
cation algorithm [14, 26] to identify clustered vortices,
dipole pairs and free vortices (Fig. 1). By changing the
size of the optical grid (Fig. 2), we change the initial
spacing between vortices of opposite sign, which are pref-
erentially shed from opposite sides of each obstacle, and
thereby vary the kinetic energy of the vortices injected.
For the finest obstacles used, the resulting vortex distri-
bution is dominated by dipole pairs, while for larger ob-
stacles, clustered vortices form the majority, with the ra-
tio changing monotonically with obstacle size (Fig. 2A).
We analyze the vortex configurations using several in-
dependent measures. The fractional populations pc, pd
and pf of clustered, dipole and free vortices, respectively,
can be matched to thermometry curves generated by
Monte Carlo simulations, to assign a temperature to a
given state [25, 27]. Fitting ensemble averages (taken
over repeated experiments with the same parameters) to
the cluster and dipole thermometry curves shows good
agreement with the expected behavior of all three pop-
ulations (Fig. 3). As a secondary measure of the vortex
clustering, we use the second order correlation function,
C2 [25]. For a configuration dominated by dipoles (clus-
ters), the sign of C2 is negative (positive), and for a ran-
dom configuration C2 vanishes. We numerically generate
a spectrum of the incompressible kinetic energy per vor-
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Figure 2. Generating grid turbulence at positive and
negative absolute temperatures. Vortex configuration
data, time-averaged across early hold times after the grids
have passed through the BEC, for each grid used (bottom).
The grid configurations used are shown one third of the way
through the 0.5 s sweep. White areas have high laser inten-
sity, repelling the atoms. (A) Classified vortex populations of
clustered (blue), dipole (red) and free (green) vortices. (B)
Correlation function C2 [25]. (C) Inverse temperature of the
vortices, β. Positive (negative) values are scaled by the critical
temperature |βBKT| (|βEBC|) [25]. (D) Incompressible kinetic
energy (in units of ρκ2/4pi, where ρ is the superfluid density
and κ = h/m is the unit of circulation). Grey points in (C)
and (D) are data averaged over late hold times (not shown in
(A) and (B) for clarity). Data in (A), (B) and (D) are the
mean ± standard error of the mean (s.e.m.) calculated from
10 to 25 measurements at each hold time.
tex for each configuration [25, 28], which is integrated
to give the total incompressible kinetic energy per vor-
tex. The cluster fraction, correlation function, tempera-
ture and energy per vortex all show an increasing trend
as the grid is coarsened (Fig. 2A-D), which corresponds
to an increase in long wavelength energy in the system
(Fig. S1).
Time series data for each grid are shown in Figs. 4,
S2-S5. For the 6µm grid (Fig. 4), the distribution be-
gins with approximately equal weightings of clusters,
dipoles and free vortices, which corresponds to a tem-
perature just to the positive side of infinity [27], and
evolves to a state with a higher clustered fraction, and
negative temperature (Fig. 4A,C). The correlation func-
tions evolve from a negative average to a near-zero value
(Fig. 4B). The incompressible kinetic energy spectrum
shows a buildup of energy at scales on the order of the
system size (Fig. 4E), leading to an increase in the mean
energy per vortex over time (Fig. 4D). These observations
point towards the existence of an inverse energy cascade
Figure 3. Temperature assignment. The fractional pop-
ulations of clustered (blue), dipole (red) and free (green) vor-
tices averaged for each hold time after the sweep of each obsta-
cle grid and placed on corresponding smoothed thermometer
curves (solid lines) to assign an inverse temperature, β. The
positive (negative) temperature axis is scaled by the critical
temperature |βBKT| (|βEBC|). The thermometry curves are
generated by Monte Carlo simulations for 10 vortices, and the
data placed at the least squares difference from the curves of
both the cluster and dipole populations [25]. Points show the
mean populations ± s.e.m.
driving the system toward ordered Onsager vortex states.
The scaling of the classified populations (Nc, Nd & Nf
for clusters, dipoles and free vortices, respectively) as a
function of total vortex number Nv (Fig. 4F) are consis-
tent with power laws, Nc ∝ Nαv , Nd ∝ Nγv and Nf ∝ Nδv ,
that have been previously identified in numerical simula-
tions. The exponents obtained here are α = 0.80± 0.09,
γ = 1.06± 0.08 and δ = 1.19± 0.07, which compare well
to those measured from the theory [27].
For an isolated system, energy can be supplied by the
mechanism of ‘evaporative heating’ of the vortices [15,
27]. For an initially random distribution of vortices and
antivortices, the annihilation of vortex-antivortex pairs
leads to the removal of the ‘coldest’ vortices—those con-
tributing the least to the total incompressible kinetic en-
ergy associated with the vortex flow field. The ‘hotter’
remaining vortices rethermalize, with an increased mean
energy per vortex. This is directly analogous to the
process of evaporative cooling, where the hottest par-
ticles are lost, resulting in a cooler distribution. We pro-
pose that the aforementioned inverse cascade apparent in
Fig. 4 is driven by this evaporative heating process.
In the configurations that begin with an appreciable
clustered fraction, we do not observe significant evolu-
tion of the classified vortex fractions (Figs. S4 and S5).
We believe that evaporative heating is suppressed in such
configurations due to the small number of dipole and
free vortices available to annihilate. In fact, in these
cases, the time evolution of the energy per vortex in-
dicates that some cooling of the vortices occurs (see gray
lines in Fig. 2). As there is no significant evaporative
heating in this regime, the cooling effects of phonons
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Figure 4. Evidence of evaporative heating in the 6µm grid data. (A) Evolution of the classified vortex populations
of clustered (blue), dipole (red) and free (green) vortices over 5 s, starting from near equal weightings to more clustered states
at later times. (B) Second order correlation function. (C) Inverse temperature of the vortices, β. (D) Total incompressible
kinetic energy per vortex (in units of ρκ2/4pi). (E) Incompressible kinetic energy spectrum (in units of ρκ2/4pi). The increase
in energy at wavenumbers on the order of the system size (2R) can be associated with the clustering of same-sign vortices. For
wavenumbers kξ > 1 the spectrum has a k−3 scaling corresponding to the shape of a vortex core, while k−1 corresponds to
the far field of an isolated vortex [28]. A k−5/3 scaling is expected for an energy cascade [2, 4]. The energy injection scale is
k = pi/RG (purple line), where RG = 6.0µm is the the semi-major axis of the grid. (F) Population of clusters (Nc), dipoles
(Nd) and free vortices (Nf ) as a function of total vortex number. The colored lines show power law fits to the data for each
classification as described in the main text. The inset shows the mean of the vortex number (〈Nv〉) and polarization (p) as
functions of hold time. Points in (A), (B), (D) and (E) are the mean ± s.e.m.
and the thermal background dominate the vortex ther-
modynamics. We expect that for higher vortex num-
bers, with a similar cluster fraction, evaporative heating
would in fact play a significant role, as the correspond-
ingly higher number of dipole vortices remaining would
allow for annihilations, as seen in numerical studies [15].
This would drive the system further into the negative
temperature regime, where potentially the condensation
transition of the giant Onsager vortex clusters—known as
the ‘Einstein–Bose’ or ‘supercondensation’ transition—
could be induced [4, 26, 29].
The ability to measure statistical distributions arising
from the dynamics of vortices will enable further studies
of interacting quantum systems, such as experimental in-
vestigations of non-thermal fixed points [30] in quantum
turbulence and their relation to universal phenomena in
far from equilibrium systems. Indeed, the temporal evo-
lution of the nearest neighbor inter-vortex spacings in our
experiments (Fig. S6) show signs of a predicted anoma-
lous fixed point [31]. Such non-equilibrium critical phe-
nomena may have relevance in a wide range of systems,
including inflation in the early universe [32], quark-gluon
plasma dynamics [33], and biologically motivated popu-
lation models [34].
In summary, we have generated two-dimensional grid
turbulence using a range of grid barriers of different di-
mensions. The absolute temperature of the resulting vor-
tex distributions was measured to range from positive
through to negative values, with evidence of evaporative
heating in their time evolution. These results corrobo-
rate Onsager’s statistical description of two-dimensional
turbulence. We note that the group of T. W. Neely has
independently and simultaneously observed negative ab-
solute temperature states of quantized vortices in a sim-
ilar system, in the form of large persistent clusters [35].
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METHODS
Creation of a uniform, highly oblate BEC.
We load 87Rb atoms, polarized in the F = 2,
mF = 2 ground state, into an oblate trap formed by
a 532 nm Hermite–Gaussian HG0,1 laser mode, and a
quadrupole magnetic field gradient, as we have previously
described [36]. We ramp on a linear bias field to 31.5 G to
push the magnetic quadrupole field zero above the atoms,
reducing the radial trapping frequency to less than 1 Hz,
while maintaining a 15 G cm−1 gradient in the vertical di-
rection to levitate the atoms against gravity. Meanwhile,
we project an optical in-plane trapping potential, also at
532 nm, using a digital micromirror device (DMD), us-
ing the methods developed by Gauthier et al. [37]. In
our apparatus, the DMD used is a Texas Instruments
DLP LightCrafter evaluation module, with a 0.3 WVGA
chipset. Rather than using separate objective lenses for
projection and imaging of the atoms, we use a single ob-
jective (Tech-Specialities, Inc. metallurgical near-infrared
objective M Plan APO 20x with 0.35 numerical aper-
ture, 20.2 mm working distance and 3 mm coverglass cor-
rection), with a dichroic mirror element to overlap the
532 nm trapping light with the axis of the imaging sys-
tem. Our resolution is limited to approximately 2µm as
we are imaging through a 6 mm glass window. We display
a circular mask pattern on the DMD which forms a disc
shaped potential in the trapping plane, with a radius of
39µm. The magnification of the DMD is such that each
pixel is approximately 0.6µm in the plane of the atoms,
below the resolution of the imaging system. We typically
load partially condensed atoms into the HG mode, which
are evaporatively cooled during the transfer to the final
trap, with around 2 × 105 atoms remaining with a con-
densate fraction of at least 0.5. We linearly reduce the
6intensity of both the HG mode and the DMD projection
over 0.5 s, until the axial trap frequency is 100 Hz and the
power from the DMD is just enough to maintain the ra-
dial confinement, as we experience higher atom loss rates
at higher laser intensities. The distribution of atoms in
this trap appears uniform with a Gaussian edge of ap-
proximately 2µm.
Generation of grid turbulence
We generate vortices by cycling through a sequence of
patterns on the DMD containing grids of elliptical barri-
ers, as depicted in Fig. 2, moving across the disc along the
line defined by the directions of the Bragg spectroscopy
laser beams. Pairs of interleaved grids, moving in oppo-
site directions across the BEC, are used to help suppress
the generation of a net linear superfluid flow, thereby
reducing the presence of center-of-mass motion of the
cloud. The longitudinal (along the direction of move-
ment) width of each grid point element is fixed with a
semi-minor axis of 3µm, while the semi-major axis of
each point is varied from 4.2µm to 11.4µm, correspond-
ing to the data points in Fig. 2. The transverse spacing
between ellipses in each grid corresponds to 3 semi-major
axes, to ensure that when the counter propagating grids
meet they do not touch.
We investigate the decay of the grid turbulence gen-
erated by the sweep by probing the vortex distributions
at hold times from 0.5-5 s in 0.5 s increments. Data pre-
sented in Fig. 2 was averaged over data from 0.5-1.5 s
(early hold times) and 4-5 s (late hold times). We re-
peated the experiment 25 times for each hold time after
the sweep of each obstacle grid.
Imaging vortices
We use the Bragg spectroscopy technique introduced
by Seo et al. [19] to obtain information about the sign
of each vortex. Here we use light blue-detuned 6.6 GHz
from the F = 2 to F ′ = 3 transition in 87Rb. We ex-
tinguish the HG and DMD traps, allowing the BEC to
expand freely, leaving the magnetic field gradient on to
prevent the atoms from falling from the imaging plane.
After 300µs we pulse the Bragg beams on for 600µs,
with a detuning of δd/2pi = 900 Hz from the two-photon
Bragg resonance. The scattered parts of the cloud fully
separate in 6 ms, after which time the vortex cores in the
condensate expand to a size resolvable by our imaging
lens. We use a 20µs pulse of resonant light to form an
absorption image of the resulting condensate and Bragg
scattered distributions of atoms.
Image processing
We observe fringes in our imaging probe beam, which
we cannot fully stabilize, believed to be due to multiple
reflections between the windows of our vacuum chamber.
We minimize the severity of these fringes by focusing the
imaging probe past the atoms, minimizing the overlap
between the beam and its stray reflections. To remove
the effects of the motion of the remaining fringes, we use
an eigenbasis method to generate flat field images [38, 39].
A series of 200 flat field images, taken during similar runs
of the experiment, are used to form an eigenbasis. A
masked copy of the absorption image is projected onto
this basis to generate a frame that is a superposition of
flat frame images best matching the light field away from
the atoms.
Vortex distribution analysis
We use the ‘blob detection’ algorithm described by
Rakonjac et al. [40] to obtain an initial estimate of the
locations of vortices from the optical density image. Due
to the turbulent nature of our vortex distributions, the
algorithm is not as robust as the application in vortex
lattices; the presence of sound waves and vortex dipole
pairs too close together to distinguish can lead to both
false positive and false negative detections, respectively.
To minimize these errors, we manually inspect the results
of the algorithm and adjust if required. We also reject
images where the vortices are too hard to distinguish
(this can occur, for example, if the fringes in the imaging
probe are particularly strong, or if atoms become trapped
outside the main nodal line of the HG mode, obscuring
the BEC), or the atom number is significantly less than
the average.
Once the locations of all vortices in the BEC have been
identified, we use a point vortex model [15] to calculate
the theoretical flow field due to each vortex and corre-
sponding image vortex, for every combination of possi-
ble vortex signs. We project these calculated flow fields
onto the axis of the Bragg beams, on a grid matching
the pixelation of our optical density images. We create a
differential signal from the images of the Bragg scattered
components [19]. The sign of these projected flow fields is
compared to that of the Bragg differential signal within
5µm of each vortex, and the vortex sign configuration
with the highest number of matching pixels is chosen as
the best configuration. We find that, for each frame, only
one of the possible configurations of vortices and antivor-
tices provides quantitative agreement with the differen-
tial Bragg signals, and Fig. 1 shows the corresponding
qualitative agreement. As an example, Fig. S7 shows
the number of matching pixels for each possible vortex
configuration for the data shown in Fig. 1A, sorted from
worst to best match.
7With the sign and position of each vortex, we can
calculate the second order correlation function, C2 =
1
2Nv
∑Nv
i=1
∑2
j=1 cij , where cij = 1 (−1) if the circula-
tion of the jth nearest neighbor of the ith vortex has
the same (opposite) sign and Nv is the total number of
vortices detected. We use the vortex classification algo-
rithm outlined by Valani et al. [26]. This uniquely assigns
each vortex as belonging to a cluster, dipole or as free,
depending on the signs of its mutual nearest neighbors.
Correlation functions are calculated for each distribution,
as described in the main text.
To calculate the incompressible kinetic energy spec-
trum we generate a density and velocity profile corre-
sponding to the known vortex locations and signs. For
the density profile, we use a uniform disc with a 2µm
Gaussian blur, and the vortex core ansatz [28]
χ(r) =
r√
r2 + (ξΛ−1)2
,
with a healing length ξ = 1µm, and Λ = 0.825. We
use a 280µm × 280µm grid with 1024 × 1024 pixels, to
ensure that we capture wavenumbers k = 2pi/r ranging
from beyond the trap scale to below the healing length.
The one-dimensional spectral density is then given by the
radially averaging the Fourier transform of the density-
weighted velocity field [28] into 512 k bins and dividing
by the number of vortices. The total incompressible ki-
netic energy can then be calculated by integrating the
spectrum over k. A spectrum is generated for each hold
time after the sweep of each obstacle grid size by averag-
ing over the repeated experiments.
Thermometry
The Boltzmann temperature of a vortex configura-
tion is defined by its entropy, S, and energy, E, as
1/T ≡ ∂S/∂E ≡ kBβ, where kB is the Boltzmann
constant. To measure the vortex temperatures, we run
Monte Carlo simulations [27] to generate thermometer
curves pc(β), pd(β) and pf (β) for the fractional popula-
tions of clustered vortices, dipole vortices and free vor-
tices as a function of inverse temperature β. We have
scaled all positive (negative) inverse temperatures by the
critical temperature |βBKT| (|βEBC|) corresponding to
the Berezinskii–Kosterlitz–Thouless (Einstein–Bose con-
densate) transition [41]. For these simulations, we use
a system of Nv = 10 point vortices, with zero net po-
larization, to approximate our experiments, which typ-
ically decay from around 20 vortices down to 5 in 5 s.
Figure S8 demonstrates how these curves change as
the vortex number is varied. We smooth the temper-
ature curves using a Savitzky–Golay filter, and take
the global minimum in the root mean square difference,
Rc,d(β) =
√
(pc(β)− pc,meas)2 + (pd(β)− pd,meas)2, be-
tween the thermometer curves and each ensemble av-
erage measurement of the cluster fraction, pc,meas, and
dipole fraction, pd,meas, respectively, to correspond to
the measured β for each configuration. We estimate
the uncertainty in this measurement by finding βmin
with pc,meas − s.e.m. and pd,meas + s.e.m., and βmax with
pc,meas + s.e.m. and pd,meas − s.e.m.
Data
Time series data for each grid configuration are shown
in Figs. 4, S2-S5. Each of these figures shows the evolu-
tion of the classified vortex populations, correlation func-
tion, inverse temperature and energy per vortex for the
ensemble average over 10-25 repeated measurements at
each hold time used (0.5 s to 5.0 s in 0.5 s increments).
The averages of these values across the first three hold
times (0.5 s, 1.0 s and 1.5 s) are shown for each grid size in
Fig. 2 (‘early hold times’), and the average energy and in-
verse temperature across the last three hold times (4.0 s,
4.5 s and 5.0 s) are also shown (‘late hold times’).
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Figure S1. Energy spectra for varying grid spacings. Energy spectra (in units of ρκ2/4pi) are averaged over early times
for each grid size. As the grid becomes larger, an increase in energy is observed on scales on the order of the system size (2R).
This is consistent with the observations of Fig. 2, indicating the clustering of same-sign vortices.
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Figure S2. 4.2µm grid dynamical evolution. (A) Evolution of the classified vortex populations of clustered (blue), dipole
(red) and free (green) vortices over 5 s. (B) Second order correlation function. (C) Inverse temperature of the vortices, β. (D)
Total incompressible kinetic energy per vortex (in units of ρκ2/4pi). (E) Incompressible kinetic energy spectrum (in units of
ρκ2/4pi). The energy injection scale is k = pi/RG (purple line), where RG = 4.2µm is the semi-major axis of the grid. (F)
Population of clusters (Nc), dipoles (Nd) and free vortices (Nf ) as a function of total vortex number. The colored lines show
power law fits to the data for each classification: Nc ∝ N0.77±0.15v , Nd ∝ N1.03±0.07v and Nf ∝ N1.09±0.06v . The inset shows the
mean of the vortex number (〈Nv〉) and polarization (p) as functions of hold time. Points in (A), (B), (D) and (E) are the mean
± s.e.m.
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Figure S3. 7.9µm grid dynamical evolution. (A) Evolution of the classified vortex populations of clustered (blue), dipole
(red) and free (green) vortices over 5 s. (B) Second order correlation function. (C) Inverse temperature of the vortices, β. (D)
Total incompressible kinetic energy per vortex (in units of ρκ2/4pi). (E) Incompressible kinetic energy spectrum (in units of
ρκ2/4pi). The energy injection scale is k = pi/RG (purple line), where RG = 7.9µm is the semi-major axis of the grid. (F)
Population of clusters (Nc), dipoles (Nd) and free vortices (Nf ) as a function of total vortex number. The colored lines show
power law fits to the data for each classification: Nc ∝ N1.03±0.10v , Nd ∝ N0.87±0.12v and Nf ∝ N1.09±0.06v . The inset shows the
mean of the vortex number (〈Nv〉) and polarization (p) as functions of hold time. Points in (A), (B), (D) and (E) are the mean
± s.e.m.
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Figure S4. 9.7µm grid dynamical evolution. (A) Evolution of the classified vortex populations of clustered (blue), dipole
(red) and free (green) vortices over 5 s. (B) Second order correlation function. (C) Inverse temperature of the vortices, β. (D)
Total incompressible kinetic energy per vortex (in units of ρκ2/4pi). (E) Incompressible kinetic energy spectrum (in units of
ρκ2/4pi). The energy injection scale is k = pi/RG (purple line), where RG = 9.7µm is the semi-major axis of the grid. (F)
Population of clusters (Nc), dipoles (Nd) and free vortices (Nf ) as a function of total vortex number. The colored lines show
power law fits to the data for each classification: Nc ∝ N0.97±0.08v , Nd ∝ N1.09±0.15v and Nf ∝ N0.99±0.12v . The inset shows the
mean of the vortex number (〈Nv〉) and polarization (p) as functions of hold time. Points in (A), (B), (D) and (E) are the mean
± s.e.m.
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Figure S5. 11.5µm grid dynamical evolution. (A) Evolution of the classified vortex populations of clustered (blue),
dipole (red) and free (green) vortices over 5 s. (B) Second order correlation function. (C) Inverse temperature of the vortices,
β. (D) Total incompressible kinetic energy per vortex (in units of ρκ2/4pi). (E) Incompressible kinetic energy spectrum (in
units of ρκ2/4pi). The energy injection scale is k = pi/RG (purple line), where RG = 11.5µm is the semi-major axis of the
grid. (F) Population of clusters (Nc), dipoles (Nd) and free vortices (Nf ) as a function of total vortex number. The colored
lines show power law fits to the data for each classification: Nc ∝ N0.73±0.09v , Nd ∝ N1.75±0.17v and Nf ∝ N1.15±0.16v . The inset
shows the mean of the vortex number (〈Nv〉) and polarization (p) as functions of hold time. Points in (A), (B), (D) and (E)
are the mean ± s.e.m.
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Figure S6. Signs of an anomalous fixed point. The mean nearest neighbor inter-vortex spacing plotted as a function of
time for each grid. Error bars show s.e.m. over repeated experiments. In each case, at early times, the spacing appears to scale
as t1/5, which has been associated with an anomalous fixed point [31]. The data for the finer grids transitions to a t1/2 slope,
associated with the Gaussian fixed point, while this transition appears to be suppressed for the coarse grids.
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Figure S7. Determining the best matching vortex sign configuration. The number of pixels (within a 4 pixel radius
of a vortex) where the sign of the Bragg signal matches the sign of the flow calculated by a point vortex model. In this case
(data for top row of Fig. 1), there are 14 vortices, with 214 possible sign configurations, and the signal has been compared on
606 pixels (dashed line). The average number of matching pixels across all possible configurations is 297 (dotted line), just
below half of all pixels (dash-dot line), and the best match (red) was 487.
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Figure S8. Comparison of thermometry curves for varying vortex number. Vortex thermometry curves pc(β) (blue),
pd(β) (red) and pf (β) (green) are shown for Nv = 50, 20, 10 and 6 (darkest to lightest). The curves are qualitatively similar,
though the crossing of the populations is seen to shift slightly to more negative temperatures for lower vortex number.
