The functions of the network analysis system include detection and analysis of network data stream. According to the results of the network analysis, we monitor the network accident and avoid the security risks. This can improve the network performance and increase the network availability. As the data flow in the network is constantly produced, the biggest characteristic of network analysis system is that it is a real-time system. Because of the high requirements of the network data analysis and network fault processing,the system requires very high processing efficiency of the real time data of network. Stream computing is a technique specifically for processing real-time data streams. Its idea is that the value of the data is reduced with the lapse of time, so as long as the data appearing, it must be processed as soon as possible. So we use the technology of stream computing to design network analysis system to meet the needs of real-time capability. Moreover, the stream computing framework has been widely welcomed in the field because of its good expansibility, ease of use and flexibility. In this paper, firstly, we introduce the characteristics of the data processing based on stream computing and the traditional data processing separately. We point out their difference and introduce the technique of stream computing. Then, we introduce the architecture of network analysis system designed base on the technique of stream computing. The architecture includes two main components that are logic processing layer and communication layer. We describe the characteristics of each component and functional characteristics in detail, and we introduce the system load balancing algorithm. Finally, by experiments, we verify the effectiveness of the system's characteristics of dynamic expansion and load balancing.
INTRODUCTION
In recent years, the rapid development of big data has become the focus of attention in the technologyfields. The analysis and processing of data will become the new battleground among enterprises. From the perspective of the information industry, the big data is the new powerful impetus of the information technology industry (Chen and Gong, 2002) . Compared with the traditional data, we will summarize the characteristics of big data for 5 V, that is, the large Volume, high Velocity, multiple Variety, difficultVeracity and low density with greatValue (Kuolian, 2011) . So we hope to alleviate the challenges of such a large amount of data processing in a certain extent in a variety of ways.
The traditional data processing procedure is as described in Figure 1 .Firstly, we collect the needed data and store it in database or other places.Secondly, we process the data to get the results we want. This way of data processing has two distinct characteristics (Kameda et al, 2012) . The first feature is that the data is old. The data which is processed is stored in advance, and the data is historical data in fact. In some cases the data has lost value (Harikesh and Shishir, 2011) . Thesecond feature is that customer is active and the data is passive (Li et al., 2014) . The customer is the starter of the processing. The data is the recipient and it is passive (Zhang, 2014) . Customer who wants to get the answer must make a request.
But the actual situation is not always the same. For example, in the network monitoring, the data is massive, and is constantly generated (Wang, 1998) . People need to make judgments based on the current network data flow in real time. Because the amount of data is too large, people wantto set the conditions in advance. When the required dataappears, the system can issue a warning actively and take certain preset measures to avoid bad conditions automatically (Wang et al., 1997) .
Stream computing Stream data in
Stream data out As shown in Figure 2 , in this case, the characteristics of the data processing change a lot. The first is that the data is real-time (Zhang et al., 2010) . There is no need to save the whole data. Because the real-time data is constantly produced, saving massive amounts of data has no practical effect. We just need to filter some useful data. The second feature is that customer is passive and the data is active (Zhou et al., 2012) . People are passive recipients who will get results from the data analysis system (Zhang, 2001) . With this requirement, we need to use the stream computing technology to optimize the network analysis system. In the model of stream computing, data is delivered in a stream, and the programs that are in plenty of processing units transfer and process the real-time data stream (Balasubramanian, 2004; Kim et al., 2004) .
In summary, stream computing shows obvious advantages that there is no need to store the data and the data can be processed directly, the real-time requirement is very high, and the accuracy requirement of the data is not so high (Qin et al., 2003) . The meaning of stream computing lies in data value decreasing with the lapse of time (Rajagopalan and Hariri, 2000) . Therefore, the data must be processed as soon as possible, and instead of storing them and processing it after a period of time (Bjamet al, 2004 ).
Based on the above analysis, network analysis system can make full use of the advantages of stream computing. When the real time network data passes through the network analysis system, we finish the processing of the data. We obtain what we want from the analysis results, so that the value of the real-time network data can be fully utilized.We will introduce the architecture of the network analysis system that is designed according to the stream computing technology in more detail below (Moharana et al, 2013) .
DESIGN OF NETWORK ANALYSIS SYSTEM BASED ON STREAM COMPUTING
The process of network data analysis has the following characteristics:
(1) The size ofa single packet is small. It is usually less than a few hundred bytes.
(2) The number of packets is very large, and the data can be described as tremendous amount of information. For example,assuming that the size of each packet is 1KB andthe network traffic is 100MB per second, we need to process tens of thousands of packets per second at least.
(3) The requirement of analysis and processing of the real-time is high. When the network is abnormal, we need to solve the problem in a very short period of time. So we can deal with failures quickly and reduce the impact and cost of failures.
For tackling above problems, in order to process the massive network data packets in real time, we put forward the design schemebased on the "event delivery method". Similar to the "pipeline", each network analysis process consists of a number of analysis steps. Each analysis step is implemented within a small module. Each analysis step transfers data by events.Each small module can analyze events,and each module produces new events and distributes them to other module. That is to say, in the process of data analysis, we complete the data analysis in the way of passing events. The processing nodes are organized in the way of P2P, so the cluster is dynamic and flexible.
In this system, a cluster contains a number of nodesand each node contains a PE container.Each PE container contains more than one PEs.Each PE consumesevents and generates new events and passes them to the next PE. The core components of the network analysis system include logic processing layer and communication layer.
Next, we introduce the design of the network analysis system based on the stream computing.
As shown in Figure 3 , the system is composed of process node andnode state manager that are in the logic processing layer, adapter, load balancer and fault manager that are in the communication layer. Process node (PN) contains the main functions of the system. PN's function includes monitoring, analyzing, counting, investigating and the diagnosing operation. At last, the results will be saved in the database or displayed in the user interface.The PN cluster can be organized in P2P mode, which makes the system have good scalability. When the system needs to improve the processing capacity, we will add more PNs into the system for expansion. After new PNs are added, the system will automatically distribute the task to the new PNs.
In the network analysis system, the processing ability of each Process Node is limited. When the Process Nodes are organized in clusters, the system will enhance the processing capacity greatly. We can deploy it as a distributed system. The system adoptssuchtechnology, and we build a Node Process cluster. Each Process Node works as a component part in the cluster.
(2) Process Element Process Element is the smallest processing unit that runs in PN. The specific processing steps are implemented in PE. PE is the smallest unit that is capable of processing Event. In the mode of "event delivery method" introduced above, PE plays an important role. We can customize the specific processing rules. We combine a lot of PE functions to complete the analysis of network data. These specific processing rules include filtering, merging, deleting, adding, outputting, and so on. So we can get some results that the customer wants. Process Element will generate two kinds of events. The first is that the event will be transferred to another Process Element and processed by it. The second is that the event is the result that the customer wants and it will be saved or displayed.
(3) PE Container
It is a minimal subset of PEs of different types.In PE Container, PE can handle all types of events generated by the system. As long as the system receives the events, we can find PE to process the events in the PE Container.
Each PE is inaccessible to other PE. The interactive mode between PEs is event delivery.The system provides the function of distributing events to the appropriate PE and creating a new instance of the PE. This design ensures that the encapsulationof PE. The encapsulation can eliminate all kinds of problems, such as reducing the coupling, improving the reusability and maintainability of the program.
(4) Node state manager Node state manager can discover new nodes and check the workload and availability of process nodes.The main functions of this component are as follows. When the network analysis system is started up, the component can discover new nodes by monitoring the connection information sent by other nodes.It can test the connectivity of each node by periodic detection.It collects the workload information of each process node in the cluster, so that load balancer can choose the appropriate node to send events.
(5) Adapter
Adapter can convert network packets into events. When the network data packets are inputted into the system, the adapter converts the data packets into events that can be analyzed and transferred by PE in the system, and then the events are sent to appropriate PN to be processed. After the data is distributed and filtered by the adapter, we can reduce the number of useless packets, so as to improve the system's throughput capacity.
(6) Load balancer
The function of load balancer in the system is to distribute and dispatch the events to each PN, so that the workload is split equallyamongPNs.
(7) Fault Manager
Nodes that are working well may be break down at any time, and the failing nodes will not be able to process events. So the function of fault manager is to manage the failing nodes.When one node breaks down, fault manager needs to detect the failing node immediately, and the system will no longer distribute events to the failing node.
(8) Event
Event is the carrier of the message between PE.The interaction mode between PE is transferring events.In the event process, when the event is processed by the previous PE, it is sent to the next PE for further process.When the final result is produced, the system will save the results or display the results to the customer.
INTRODUCTION OF THE SYSTEM FEATURES
Based on the function of the system described above, we introduce the architecture of the system. In this architecture, we design the system with the following characteristics of the system.
(1)Dynamic flexibility of the system
The amount of PN can be changed dynamically. When most of the nodes are overloaded, we just need to add more nodes into the system. At this time, load balancer will detect the new nodes, and then the adapter will distribute events to the new nodes to reach the state of load balance.
(2) Load balancing algorithm
According to the characteristics of network data traffic, we use the following stochastic dynamic algorithm to improve the performance of the load balancing algorithm. The basic principle of the algorithm is that the M means machine and the S means Server. In the update cycle T, when an event arrives, we select k server from M 1 , M 2 , …, M i , randomly. For example, the servers are S 1 , S 2 , …, S k ,.1 ki . The current workload of the servers areL 1 , l 2 , …, L k. The system will distribute event to server S i with a probability of the following formula:
In addition, the methods to get the variable are as follows:
EXPERIMENT
(1) Experiment to test the dynamic flexibility of the system Good scalability is one of the obvious advantages of the system. The system will improve the processing capacity of the cluster by adding nodes when the system is too busy. If the processing capacity of each node in the cluster is almost the same, the processing capacity of the cluster will be proportional to the number of process nodes.
In the following figure, we can see that when the amountof nodes added into the system is increasing, the network analysis system can processmore events at the same time.
Figure4.Dynamic flexibility of the system
From the experimental results, we can see that with the increase of the nodes' amount, the processing ability of the system is proportional to the number of nodes. It shows that when there are not too many nodes, the system has a strong scalability. However, with the increase of the nodes, the processing ability of the system will not increase too much. Because if the number of nodes increases, it will add extra communication cost. This will affect the growth rate of the performance.So keeping the appropriate number of process nodes in the cluster can help us make the best use of processing ability of each node.
(2) Experiment to test load balancing
In the experiment, the adapter is designed in the network analysis system, which is used to transform the network data packets into the events.In addition, we install five process nodes.We simulate the stress-testing. We send data packets to the network analysis system at different rate. The packets transmission rate is between 5000 per second and 6000 per second.We detect theevents consumption of each node, and the experiment results are shown below.
As we can see from the above figure, the stress-testing results show that when the rate of the network data packets fluctuates, the workload of each node is in balanced state in the network analysis system. So the algorithms can promote system efficiency and attain load balancing. 
CONCLUSION
In this paper, according to the characteristics of network data, we use the technology of stream computing to design network analysis system to meet the demand. The stream computing framework has been widely welcomed in the field because of its good expansibility, ease of use and flexibility. Firstly, we introduce the characteristics of the data processing based on stream computing and the traditional data processingseparately. We point out their difference and introduce the technique of stream computing. Then, we introduce the architecture of network analysis system designed base on the technique of stream computing. The architecture includes two main components that are logic processing layer and communication layer. We describe the characteristics of each component and functional characteristics in detail, and we introduce the system load balancing algorithm. Finally, by experiments, we verify the effectiveness of the system's characteristics of dynamic expansion and load balancing.
