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Al comienzo de la década de los 70, la predicción por Esaki y Tsu [1] de nuevos dispo-
sitivos basados en sistemas artificiales de semiconductores, como el oscilador de Bloch,
y la invención de una nueva técnica experimental, la epitaxia de haces moleculares [2],
marcaron el inicio del desarrollo explosivo de la física de las estructuras artificiales de
semiconductores.
Sin embargo, las propuestas de fabricación de sistemas artificiales de semiconductores
por sus posibles aplicaciones prácticas son muy anteriores: en 1951, Shockley [3] sugería
el uso de heterouniones de semiconductores para mejorar el funcionamiento de su transis-
tor; en 1957 Kroemer [4]propuso la idea de un semiconductor de discontinuidad de banda
variable, modificando gradualmente su composición, y en 1963 [5],sugirió que la corriente
umbral de los láseres de semiconductores que se estaban comenzando a fabricar bajaría
confinando los portadores en una región de discontinuidad de banda pequeña rodeada
por regiones barrera, de discontinuidad de banda mayor. Aunque estas propuestas iban
en la línea del diseño de nuevos materiales que mejoraran las características de los dis-
positivos electrónicos, la idea de fabricar un material en que se pusiera de manifiesto el
efecto cuántico de tamaño, y su aplicación a la fabricación de dispositivos electrónicos es
posterior, y se debe a Esaki y tu [1],quienes vislumbraron la posibilidad de fabricar una
superred de materiales semiconductores, mostrando teóricamente las nuevas propiedades
de estos nuevos sistemas. Pero no fue hasta 1974 cuando Esaki a al. [6] lograron la




4 Capítulo 1. Introducción
oscilaciones en la conductividad diferencial en la dirección de crecimiento de la superred
como consecuencia del efecto túnel resonante de los electrones a través de las barreras de
potencial. Ese mismo año, Dingle d al. [7] mostraron directamente en sus experimentos ude absorción óptica la cuantización de los niveles de energía en pozos cuánticos.
La mayor parte de los sistemas laminares de semiconductores estudiados están basa-
dos en GaAs y la aleación Al~Gai~As. Esto se debe, por un lado, a que se conoce mucho U
mejor la cinética del crecimiento de los materiales I1I-V que la de otros semiconductores
compuestos; por otro lado, para las aplicaciones prácticas es necesario que el semiconduc- U
tor tenga una discontinuidad de banda grande, alta movilidad y que su crecimiento con
impurezas p y n sea fácilmente controlable- La condición de la discontinuidad de banda U
grande elimina muchos semiconductores elementales, salvo el Boro, el Fósforo y el Selenio;
el requisito de la movilidad alta elimina este óltirno y casi todos los semiconductores com- U
puestos; sólo el GaAs y el mP tienen movilidades mayores qué el Si. El Fósforo es muy
reactivo; esto deja el GaAs y a su alea¿ión A1~Gai.~As como candidatós más idóneos. U
Además, sus parámetros de red son tan similares que pueden canstruirse láminas de esp&
sores grandes sin que las tensiones generen defectos en las heteroestructuras basadas en U
ellos. En resumen, los materiales III-V, y en particular el GaAs y el Al~Gai.~As, reúnen
los requi~it¿s idóneos jar~. la fabricación de disúositivos cuánticos dé semiconductores, y U
por consiguiente han sido los más ampliamente utilizados. EA c¿ntinuáción se describen•
las principales características físicas de estos materiales. - - - U
1.1 Materiales III-V vohimicos
Los corñpúestos HI-V cristalizan en la estructura zincbleñda, que consiste en das redeé
cúbicá¿ cei=had~s61 E~~j caras (fc¿) - desplazadas una de otrá una distancia igual a un
cuaáo de la diá~onal principal del cubo (figura El (a)), en las que las posiciones de U
una - de las tedes fcc están ocupadas por los -cationes, ¡ las posiciones de la otra por
los anioné. - La red recíproca de la zincblenda es cúbica centrada en el cuerpo (bcc),
y ~u pi~iméra Zona de Brillouin es un octaedro truncado, mostrad~ en la figura 1.1(b),
en la que se indican sus principal& puntos de simetría. En los compuestos 11kV hay 8
— 1 —
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(a) (b)
(a): Celda cúbica convencional de la zincblenda; (b):
de Brillouin de la red cúbica centrada en las caras.
ópticas en torno a la banda prohibida y de transporte electrónico de estos materiales. Se
produce una hibridación de los orbitales s y p de los electrones externos (3 provenientes
del catión y 5 del anión), con lo que se forman enlaces tetraédricos entre un tipo de
átomo y sus 4 próximos vecinos, que son del otro tipo. Los orbitales a enlazantes están
muy fuertemente ligados y ocupados por 2 electrones por celda unidad. Los orbitales p
enlazantes están ocupados por los 6 electrones restantes, y los orbitales antienlazantes
permanecen vacíos. Como hay un número enorme de celdas unjdad en el cristal, los
niveles enlazantes y antienlazantes se ensanchan, dando lugar a las bandas del cristal.
Grosso modo, puede decirse que las 3 bandas de valencia más altas (de huecos pesados,
ligeros y desdoblada por espín, en orden decreciente de energía) se originan a partir de
los orbitales p enlazantes, y la banda de conducción mis baja suele provenir del orbital
a antienlazante (tal es el caso del GaAs).
En todos los compuestos 11kV el borde superior de la banda de valencia se halla muy
próximo al punto P de la zona de Brillouin. Considerando el acoplamiento espín-órbita,
las bandas de huecos pesados y ligeros están degeneradas en r (figura 1.2). El borde
inferior de la banda de conducción de los materiales III-V se halla bien en el punto U,
bien cerca de los puntos X o L. En general, cuanto más pesado es el catión, más probable
-a




Figura 1:2 : Estructura d~ bandas de un semiconductor III-V con dis-
continuidad “dc banda directa en un entorno del centro de la zona de
Brillouin.
u
es hallar, el borde de la banda de conducción cerca del punto 1’. Así, el GaAs lo tiene en
1’ ,-mientras que el AlAs lo tiene próximo al punto X.
- Como se ha:comentado anteriormente, se pueden haca aleaciones de los compuestos u11kV,tomo la <citada AkGaí~As, que está formada a partir del GaAs y el AlAs. Esta
aleación no es periódica: los cationes Ga y Al se distribuyen aleatoriamente en las posi- u
ciones de la subred fcc - catiónica. Sin embargo, los estados electrónicos de la aleación
pueden describirse por medio de la aproximación de cristal vidual, que consiste en reem-
plazar el cristal aperiódico por un potencial promedio. De esta manera pueden definirse
masas efectivas, bandas, funciones de Bloch, y la aleación se trata como un material
periódico. Si los dos compuestos binarios tienen bandas prohibidas similares, la banda
prohibida de sus aleaciones varía linealmente con x. Si las bandas prohibidas o las con- j
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1.2 Lleteroestructuras de semiconductores
Existen en la literatura gran número de referencias en las que estos sistemas se estudian
con detalle; los libros de B. Vinter [8]y G. Bastard [9] son una excelente introducción al
tema. El propósito de este apartado es presentar una descripción somera y cualitativa
de las heteroestructuras de semiconductores, sin pretender en ningún momento que sea
rigurosa y ni mucho menos exhaustiva, para lo cual los libros anteriormente mencionados
y los trabajos citados en ellos son de gran utilidad, y a la vez una muestra del interés
que despiertan estas estructuras en la actualidad.
Las técnicas de epitaxia actuales permiten el crecimiento de materiales semiconduc-
tores cristalinos a capas prácticamente sin defectos. En particular, esta técnica ha hecho
posible el crecimiento de láminas de un semiconductor sobre otro distinto, de modo que
la intercara entre ambos presenta muy pocos defectos. Esto es posible si la estructura
cristalina de los dos semiconductores no es muy diferente; en caso contrario la epitaxia
es imposible. Si los parámetros de red de los dos materiales que forman la intercara son
muy distintos, se producen tensiones en ésta, de manera que no pueden crecerse láminas
de gran espesor sin que se produzcan dislocaciones.
Debido a la redistribución de carga que se produce en la intercara, los bordes de
banda de los dos semiconductores se desplazan uno respecto del otro- Esta diferencia
de energías se conoce como discontinuidad de banda; sólo puede calcularse con modelos
microscópicos muy elaborados, que dan errores del orden de 0.1 eV o más, aunque las
tendencias son predichas correctamente.
Atendiendo a la posición relativa de los bordes de la banda de conducción inferior y de
valencia superior, las heteroestructuras de semiconductores se clasifican en dos tipos. Se
llaman heterouniones de tipo 1 a aquéllas en las que los bordes de las bandas de conducción
y valencia del material de banda prohibida menor se hallan en la banda prohibida del
semiconductor de banda prohibida mayor (figura 1.3(a)). En las heterouniones de tipo
II la energía del borde de la banda de valencia del material de banda prohibida menor
corresponde a una energía permitida de la banda de valencia del material de banda
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Figura 1.3 Perfiles de los potenciales de las bandas de conducción y
valencia de heteronniones simples; (a): tipo 1; (b): tipo II.
1.2.1 Pozos cuánticos y superredes estructurales
Si se crecen sucesivamente varias láminas de diferentes semiconductores, pueden fabri-
carse una gran variedad de estructuras, como los pozos cuánticos y las superredes, en las
que se ponen de manifiesto efectos cuánticos de tamaño. Un pozo cuántico estructural
está formado por una lámina delgada de un semiconductor A (el pozo) emparedada entre
dos láminas (las barreras) de un semiconductor diferente B, de modo que el borde de
banda del material de pozo tiene una energía inferior a la del borde de la banda del
material barrera (figura 1.4(a)). Las barreras pueden estar formadas por materiales dis-
tintos, siempre que la energía del borde de la banda del material de pozo sea inferior a
las de los dos materiales barrera. Decimos que este pozo cuántico es estructural para
destacar que está formado por la alternancia de láminas de semiconductores diferentes,
distinguiéndolo así de íos pozos y superredes de dopado, que se describen más adelante.
Un portador en esta heteroestructura siente un potencial atractivo en la zona A, y si su
energía asociada al movimiento en la dirección de crecimiento z es menor que la energía
del borde de banda en las barreras, su vector de onda en dicha dirección k está cuan-
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(a) (b)
(c>
Figura lA: Perfiles de potencial de diferentes tipos de heteroestructuras:
(a): pozo cuántico simple; (b): superred; (c): pozo cuántico múltiple.
todos los valores del vector de onda le2 están permitidos. En el plano xy perpendicular
a la dirección de crecimiento el movimiento de los portadores es libre, de modo que un
portador confinado en el pozo tiene una energía suma de una parte discreta debida a
la cuantización de k2 y de un término de energía cinética en el plano ry, que toma un
continuo de valores.
Para que los efectos cuánticos sean apreciables, el ancho del pozo (longitud de la capa
A) ha de ser mucho menor que el recorrido libre medio del portador en dicho material,
de modo que los valores discretos de le2 estén apreciablemente separados.
La superred estructural más sencilla consiste en una sucesión infinita de pozos cuánticos
de material A separados por barreras B, de la forma A-B-A-B... (figura 1.4(b)). En una
superred, existe una periodicidad adicional en el sistema, mayor que la de la celda unidad
primitiva de sus constituyentes. Esta definición de superred es puramente cristalográfica;
desde el punto de vista de la estructura electrónica, suele reservarse el término superred
para los sistemas en los que el recorrido libre medio del electrón es menor que el periodo
de la superred, de manera que se manifiestan las efectos cuánticos de tamaño. En las
ra





Figura 1.5 : Perfiles de los potenciales de las bandas de conducción y u
valencia de 2 tipos de pozos cuánticos, clasificados atendiendo al tipa de
heterouniones que los forman; (a-): tipa 1; (¡4: tipo II. u
superredes le2 toma valores continuos en intervalos permitidos de energía (minibandas)
separados por intervalos de energías prohibidas, de manera analoga a las bandas permiti-
das y prohibidas de los cristales volómicos. Si las barreras son muy anchas, prácticamente U
no hay acoplamiento entre pozos: los anchos de las minibandas son inapreciables. Tales u
sistemas se conocen como pozos cuánticos múltiples (figura 1.4(c)).
Los pozos cuánticos y superredes pueden clasíficarse atendiendo & la naturalez& de
las heterouniones que los forman. Un pozo cuántico B-A-B es de tipo 1(11) cuándo la
intercara entre los materiales A y B es de tipo 1(11). En un pozo cuántico B-A-Bde tipo
1, el material A es un pozo tanto para electrones como para huecos (figura 1.5(a)). Si la
heterounión es de tipo II (figura 1.5(b)), el material Mes un pozo para electrones, pero
lina barrera para los huedos, de manera que los portadores de distinto signo se hallan
espacialmente separados. - -
Si se considérañ sistemas con 3 6 más componentes, es posible construir heteroestruc—
turas en las que haya uni¿nes de tipo 1 y II entre sus distintos componentes. - A estos
sistemas se le~ llama de tipo III o politipo. Sólo con 3 componentes las posibilidades son
muchas: si la únión A-B es de tipo 1 y la B-C de tipo II, las secuencias A-B-C, A-C-B-C,
u
u
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Tipo III
ACBC
Figura 1.6 : Perfiles de potencial de diferentes heteroestructuras de tipo III.
A-B-A-B-C... tienen perfiles de banda muy diferentes (figura 1.6), que no pueden lograrse
en sistemas de dos componentes.
1.3 Homoestructuras cuánticas: sistemas dopados
Es posible fabricar una superred variando periódicamente el dopado de un solo tipo de
semiconductor: las superredes n-i-p-i están compuestas por capas de un mismo semicon-
ductor dopadas n y p separadas por capas sin dopar (1 por intrínsecas). Los electrones de
las zonas it-dopadas se transfieren a las zonas p-dopadas, de modo que la distribución no
homogénea de carga produce un potencial que modula el perfil de las bandas (figura 1.7).
Si la superred está compensada (es decir, hay la misma cantidad de impurezas donadoras
que de aceptoras) el cambio en el perfil de las bandas se debe a las impurezas ionizadas.
Si hay exceso de un tipo de impureza, los portadores se acumulan en las capas dopadas:
los electrones se confinan en las zonas it y los huecos en las zonas p, y la presencia de
portadores modifica a su vez el perfil de las bandas.
La primera superred n-i-p-i fue construida por Dáhíer [10] en 1972, y ya señalaba
entonces la ventaja principal de estas homoestructuras cuánticas: la posibilidad de mo-







Figura 1.7 : Estructuras n-i-p-i; (a): secuencia de crecimiento del sis-
- tema; (¡4: variación de la discontinuidad de banda resultante.
propiedades, debido a que el potencial se debe a la presencia de cargas cuya distribución
y densidad pueden cambiarse. - Por el contrario, en las heteroestructuras no dopadas el
potencial depende del alineamiento de las bandas de los materiales que la constituyen,
que es un valor fijo para cada pareja de materiales.
Igualmente, es posible fabricar un poza cuántico dopando selectivamente un semi-
VE
conductorx las impurezas cumplen en este caso la doble función de modular el potencial
debido al campo electrostático que producen e introducir portadores en la estructura.
Para que los efectos cuánticos de confinamiento sean apreciables, la modulación ha de
producirse en una región de longitud menor que el recorrido libre media del electrón en el
material. Los pozos y las superredes delta son ejemplos de este tipo de homoestructuras
cuánticas, en los que el espesor de la zona dopada intenta reducirse al máximo; ideal-
mente, el ancho de la lámina dopada sería 0, lo que supone una distribución espacial de
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1.4 Relaciones de dispersión en un punto de alta
simetría: método k p
El método le . p se utiliza para describir las bandas de energía y funciones de onda de los
semiconductores cristalinos cerca de los puntos de alta simetría de la zona de Brillouin,
por medio de teoría de perturbaciones. Utiliza la forma de Bloch de las funciones de onda
en un potencial periódico. Otros métodos semiempíricos, como el de combinación lineal
de orbitales atómicos o el método de pseudopotenciales, dan una buena descripción de
toda la zona de Brillouin. Sin embargo, tal conocimento no es necesario para el estudio
de la mayoría de las propiedades electrónicas de los semiconductores, que suelen estar
gobernadas por los estados del borde inferior de la banda de conducción y los superiores
de las bandas de valencia, para los que sirve una descripción local de la estructura de
bandas. En el método le . p basta conocer un número pequeño de parámetros, como
discontinuidades de banda y masas efectivas, para lograr tal descripción. Una buena
introducción al método le p en semiconductores volúmicos es la realizada por Kane [11];
para su aplicación a heteroestructuras de semiconductores puede verse la referencia [12]-
1.4.1 Aproximación de masa efectiva en semiconductores volúmicos
En un cristal volúmico la ecuación de Schrádinger monoelectrónica es
HIp= (É±vn.&))-ik=kN~ (1.1)
donde m0 es la masa del electrón libre, V,~ es el potencial periódico cristalino y se han
despreciado los términos relativista y de acoplamiento espín-órbita. Este hamiltoniano es
invariante bajo traslaciones en la red cristalina, de modo que el vector de onda cristalino le
es un buen número cuántico; por consiguiente, las autofunciones del hamiltoniano pueden
escogerse de manera que sean simultáneamente autofunciones del operador de traslación
Td en la red,
-ledTd«r)=-~b(r+d)=e’ 44v) (1.2)
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donde u~k(r) es una función que tiene la periodicidad del cristal
Sústitu§endo~(i.3) en (1.1-) se tiene
ii.É... + .=—¡cp+1=1kVst.&)}u k(v) zzEn(k)uj,(i.) (1.4)
)~ 2m0 m0 2m0 ~1
Para un le dado, -el conjunto de todos los es completo para funciones con la peri-
odicidad<del ¿ristal. -Por tanto4 -escogiendo le = le0, la función de onda para cualquier le
puede’expresarse en términos ‘de los
lLk(V) = Zc~¡~(h — ho)u~,t(r) (1.55
- - - nl
Si- se~ define u
2 h
2le2
- Hk—~ +—ko-p-f--—--~-f-V,~t~i (1.6).
lá ec?úa¿ióh (1.4) - buéde esér;birs:~no m
0 2m0 u
- <~- — 2” = Efl(le)u~le(r) ~17’ u+ —(a iko) p+ ~—(k2 ko)Juh(v)
qñe multiplicada -po+ u,le é integrada sobre la celda unidad (en la que las están u
no~malizadas)dá IR sigúiente écu~cióú de autovalores:
>1 [{Env¿o) + — k~)} ~ + =—(le— lea) . pnn,~ c~~’ E~(k)
= ¡eldaujúdad ule (r)pu~,~(v)dv.
La ecuación (1.8) .1 (1.8) uválidá iSáfa todo le, aun¿~ue es útil cuando le ~ k,~, de modo que los
términos no diagonales U
h
—(le — ko).p~~, (1.9)
son.pequenos y pueden tratarse como una perturbación de Hk
0. En el caso de una sola
banda, usando,teoría de perturbaciones de segundo orden, la ecuación (1.8) da
‘E~(k) ==E~(ko)+ Ji Ji
2 Ji2 I(k —le
0) ~p~¡2
válida en —(k’-~k
0) p + 79k - rn0 , E~(le0) — E~.(le0) (1.10) uun entorno de le0. Normalmente el punto le0 es un extremo, por lo que el
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1 1 2
m1 vn0 m~ , E~(k0) — E~t(k0) (1.12)
m1 son las masas efectivas en las direcciones de simetría, y u, los versores de dichas
direcciones. En un sistema isótropo las tres masas efectitas son iguales, y (1.11) se
reduce a
E~(k) = E~(k0) + — le0)2 (1.13)2ms
que es la energía de una partícula libre de masa mt El efecto del potencial cristalino y
del resto de las bandas queda englobado en la masa efectiva.
1.4.2 Aproximación de funciones envolventes en heteroestruc-
turas de semiconductores
Si se forma una heteroestructura con semiconductores de constante de red y estructura
de bandas similares, se puede utilizar la aproximación de funciones envolventes para
construir los autoestados de] sistema. En principio, ]a función de onda de] sistema puede
desarrollarse en las partes periódicas de las funciones de Bloch de los bordes considerados
dentro de cada material; si la heteroestructura está formada por capas de materiales A
y B,
2r(Á)(r)u(~>(v) (ve A), (1.14)1 2~4~>(r)u (y) (re B).
donde FA(~)(v) es la función envolvente en el material A(B).
La aproximación fundamental en el método le - p para heteroestructuras se basa en
la similaridad de las estructuras de bandas y constantes de red de los materiales que la
constituyen, y consiste en suponer que las funciones de Bloch de estos materiales son
iguales:
u¶~>(r) = u<>(r) = u~le(r), (115)
de modo que la función de onda de la heteroestructura puede escribirse -
44v) = ZFdv)u¡kir). (1.16)
Como en la práctica la suma en (1.16) tiene un número finito de sumandos, tal descripción
es válida en un entorno de le
0.
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Si se supone que la intercara entre los medios A y B es perfectamente abrupta, esta U
función de onda es un autoestado dél hámiltoniano
¡1 = HAO(Z e A) + H59(z e 5) (1.17) IJ
donde HA(S) es el hamiltoniano de volumen del material A(B), y 6((z E A(S)) es igual a 1 U
si z E A(S) e igual a O en caso contrario. Si existe un potencial externo de -variacion lenta
en la escala del parámetro de red del cristal, la ecuación para las funciones envolventes
es como (1.8), más el término Ve,,t. Este potencial puede deberse a la presencia de cargas
(portadores o impurezas) en el sistema. En el caso de una banda, la ecuación para
las funciones envolventes en cada medio es la ecuación de Schródinger con el potencial
~ sustituyendo la masa del electrón libre por la masa efectiva en el material consíde- U
rado, y tomando en cada medio como origen de energía el autovalor de u»k, E~k La
diferencia Ek(Á) — Ele(s) es la discontinuidad de banda, la distancia entre los bordes
de banda de los dos materiales que forman la estructura. Al resolver el problema de
autovalores aparece en la ecuación de Schródinger con masa efectiva como un potencial
VA(S) constante a trozos que condensa la información sobre el rearreglo microscópico que
se produce en una intercara:( ~‘ + F(r) = E F(v), y E A(S). (1.18)+ Vextfr)
El cálculo de los autovalore~ y autoestados de la heteroestructura puede considerarse un
problema de empalme de las soluciones de dos problemas volúmicos, para lo cual es muy
adecuado el Método de Émpalrne de Funciones de Green [13, 14], o como la solución de
una ecuación de Schródinger válida en los dos medios, en la que la masa efectiva depende
de la posición. En heteroestructuras laminares de materiales isótropos la masa efectiva
depende únicamente de la posición en la dirección de crecimiento, que a partir de ahora U
llamamos z. Si se sustituye sin mas en la ecuación (1.18) m por rn(z) el hamiltoniano
no es herm=tico.La hennitización más comúnmente usada en el modelo a una banda es
el hamiltoniano de Ben Daniel-Duke [15]: u
(Ji2 1
m}z) .P+V(v)) F(r) = E F(r). (1.19)
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Las dos técnicas de solución han de llevar al cumplimiento de las condiciones físicas de
conservación de la probabilidad y de la corriente de probabilidad en las intercaras, que
en términos de las funciones envolventes equivale a
F(zo —e) = F(zo+Ó, F’(zo — e) — F’(zo + f); (e—*0) (1.20)
mL
donde za es la posición de la intercara entre el material A (zo < 0) y B (za > 0).
Si no existe un potencial exterior que altere su simetría, los sistemas laminares de
materiales isótropos crecidos en la dirección z son invariantes bajo traslaciones en el
plano xy, por lo que el vector de onda K en dicho plano es un buen número cuántico, y
la envolvente F,,,~(r) puede escogerse de la forma
F,,~(r) = F,,~(z) (1.21)
donde p es el vector posición paralelo a las intercaras, A el área de normalización en el
plano xy y u es un índice que etiqueta los estados según su vector de onda en la dirección
z. A F±,~(z)se le llama también función envolvente; sustituyendo (1.21) en la ecuacion
(1.18) se ve que verifica en cada medio la siguiente ecuación de Schródinger:
( Ji2 d2 Ji2r2
\
k2mdz2 + Vt¿z) + 2m~) F,,,<(z) E,, F,,~(z). (122)
Resolviendo esta ecuacion se obtienen las funciones envolventes y autoenergías del sis-
tema. Como existe invariancia bajo traslaciones en el plano xy, el potencial que aparece
en la ecuación (1.22) sólo depende explícitamente de z: el movimiento de los electrones
en el plano xy es libre. El potencial V(z) contiene un término que da cuenta del ali-
neamiento relativo de las bandas de los dos semiconductores, y si se dopa el sistema sin
alterar su simetría, tendría otro término V~~(z) de potencial electrostático producido por
las impurezas y los portadores provenientes de éstas.
Si la masa efectiva fuera constante en toda la heteroestructura, bastaría resolver la
ecuación (1.22) para éc = O:
(—4h+ V(z)) F,}z) = E~ F,,(z) (1 .23)
Ji2n2
y añadir el término de energía cinética en el plano xy, y—-, a E,,, que es autovalor de la
energía asociado al movimiento en la direccion z.
U
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Si el potencial V(z) es periódico, por ejemplo, si el sistema estudiado es una superred,
es posible escoger las funciones envolventes del problema como estados Bloch en la di- U
rección z. El espectro de este hahijítoniano unidimensional, como comentábamos antes,
está formado por minibandas permitidas separadas por intervalos de energías prohibidas. U
En este caso, respecto del movimiento en la dirección z, etiquetaremos los autoestados y
autovalores con dos índices: uno discreto, .1, que indica la minibanda a la que pertenece U
la energía en cuestión, y uno continuo, q, que indica el valor del vector de onda en la
dirección z dé dicho estado. U
De esta manera, la función eñvolvente flq~(r) seria
Fjqn(r) = C 0ic.pFjq4z). (1.24) U
C es una constante que se determina al fijar la normalización de la función envolvente U
Fjq~(z) y A es el área de normalización de la onda plana ~íKP.
La envolvente Fjqn(z) verifica encada medio la siguiente ecuación de Schródinger: U
- (1.25) U
y cumple las condiciones de contirníidad (1.20) asociadas con las conservación de la prob-
abilidad y de la corriente de probabilidad en las intercaras del sistema. U
Fijemos la constante de normalización de la función envolvente. Si 1? es el volumen
de la ¡tuestra, se tiene que U
2
jdvlFjqtc(r)¡2 = jdv & Fjq4z) 1. (1.26) U
x/Á
La envolvente flq,~(z) pu&le escogerse de modo que cumpla la propiedad de Floquet-
Bloch, Fjq4z + nd) — einQd59~(4, y esté normalizada a un periodo de la superred: U
L
d -
jFjqn(z)¡2dz = 1. (1.27)
Entonces, si N es el número dé penodos de la superred (N —~
4 dv Fjqj<fr)¡2 = C2 Nj Fjqn(z)¡2dz = 1, (1.28)
con lo que la función envolventequeda complétamente determinada, salvo una fase trivial:
____ ue
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Como en e] caso de Jos pozos cuánticos, si la masa efectiva es constante a ]o Jargo de
todo el sistema, la relación de dispersión en el plano xy es parabólica, y las envolventes
no dependen de ¿c. Entonces, las autofunciones y autovalores de la ecuación (1.25) son
~K.p Ji%2
Fjqn(r) = Fjq(z); E
5(i’c, q) = ¿5(q) + y—• (1.30)
es la energía asociada al movimiento en la dirección z, y Ji
2éc2/2m es la energía del
movimiento en el plano zy, que es puramente cinética. Fjq(z) satisface la ecuación (1.25),
sustituyendo E~(tc, q) por cj(q). Para un ¿c dado hay valores permitidos (minibandas) y
prohibidos de la energía. No son bandas permitidas y prohibidas en sentido estricto, pues
en cada valor permitido e
5(q) comienza un continuo de energías dado por la relación de
dispersión parabólica Ji
2n2/2n0; a partir de cí(O) todas las energías son permitidas si no
se restringen los valores de K.
1.5 Sistemas dopados: cálculo autoconsistente de
la estructura electrónica y la población
A T = OK las heteroestructuras descritas anteriormente no tienen portadores. Una ma-
nera de poblar estas estructuras es dopándolas, lo que permite tener portadores libres
a bajas temperaturas en equilibrio térmico. Los portadores se mueven libremente en el
plano zy, pero sienten un potencial que los confina en la dirección z de crecimiento, lo que
cuantiza su vector de onda en dicha dirección. Los portadores y las impurezas ionizadas
crean un potencial electrostático que altera el perfil plano de la banda, y consiguiente-
mente los niveles de energía respecto del sistema despoblado. Por tanto, para describir
adecuadamente el espectro y el perfil de la banda de la heteroestructura es necesario re-
solver autoconsistentemente las ecuaciones de Schródinger y de Poisson del sistema. Tal
solución supone lo siguiente: conocidas las funciones envolventes de los estados ocupados
de la beteroestructura, así como las correspondientes autoenergías y el nivel de Fermi del
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= —2eZZf(Ej(K))IF’i~(z)l2 = PeGz), (1.31) U
it’
donde 1(E) es la función de distribución de Fermi. Como la función envolvente viene
dada por la expresión (1.21), la densidad de carga depende sólo de la coordenada z. Pe(Z)




donde ~ es la constante dieléctrica del vacío y r es la constante dieléctrica relativa del U
material; para abreviar haremos = 0~r~ La integral doble que resuelve esta ecuación
puede transformarse en una simple. Tomemos el origen z = O en el plano de simetría del U
sistema; si el sistema es simétrico, como todos los estudiados en esta memoria, se tiene U
entonces que IQ(0) -= 0; salvo una constante de integración, que fija el origen de energías,
se tiene que el potencial producido por los electrones es u
esta integral puede evaluarse V4z) = ~ 4 d¿ 4 d~p~fl. (1.33) U
por partes: definiendo
U(¿) ¡ d~’pe(fl; dU(¿) = —p~(fld¿, (1.34) IJ
se tiene U
Ve(z) = 1 i: d¿U(¿) = ~{[i~UGCfl~ —4 ~Pe(4id¿} = (135)
e ~ ~ _ ~ U
— C,.tCIAC~ Ii¼
j’-Yt/ j SPe~SPSJ = J\’ —
lo cual sim¡lifica la evaluación numérica del potencial electrostático producido por los U
electrones.
El potencial Hartree V~(z) ~umado al potencial constante a trozos de la heferoestruc- U
tura Vb(z) y al producido por las impurezas ionizadas Vónp(Z), ha de ser igual al potencial
V(z) que aparece en la ecuación de Schródinger: iJ
V(z) = 14(z) + V,,np(z) + 14(z). (1.36> j
Cuando se cumple esta condición, se tiene la solución autoconsistente de problema. U
u
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1.5.1 Interacción de canje y correlación
A las densidades areales de portadores que suelen alcanzarse en los sistemas cuánticos
descritos anteriormente, la interacción de canje y correlación puede ser importante. Una
manera sencilla de incluir los efectos de canje y correlación es mediante la Aproximación
de Funcional Local de Densidad, basada en la Teoría del Funcional de Densidad desarro-
llada por Kohn y Sham [18].Hohenberg y Kohn demostraron en 1965 que todas las
propiedades físicas del estado fundamental de un sistema de muchos cuerpos en inter-
acción se pueden determinar a partir de su densidad de partículas n(r). En este formalis-
mo, las autoenergías y autoestados del sistema se obtienen a partir de una ecuación para
una partícula, introducida por Kohn y Sham, que es una ecuación de Schródinger con un
término adicional en el potencial, que da cuenta de la interacción de canje y correlación.
Este potencial es un funcional desconocido de la densidad. La aproximación más sencilla
es la del Funcional Local de Densidad, que consiste en hacer
l4,0(v) Pxcfr~0 = 12(r)] (1.37)
donde p~ es la energía de canje y correlación de un gas homogéneo de partículas, en lau que se sustituye la densidad constante no por la densidad n(v) para dar cuenta de la nou homogeneidad del gas.
Hay diferentes parametrizaciones del funcional V,,0, que consisten en distintas in-
terpolaciones de los resultados de la teoría en los límites de baja y alta densidad del
gas electrónico; las diferencias cuantitativas entre las distintas j~arametrizacíones son
pequeñas. En esta memoria utilizaremos una parametrización del funcional local VL
debida a Hedin y Lundqvist [19]:
2
V~0(z) = — [i+ O.7734x1n(1 + x’)] —R0, (1.38)
donde x r,1’21, —13
r,(z) = (ira3n(z))’, (1.39)
y &, Ry* son el radio de Bohr y el Rydberg efectivos, respectivamente:
. 4wcoe~Ji
2 e2
a = m*e2 Ry Srcoera* (1.40)
U
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En los sistemas en los que hay,-iiñairQátiación de h Cr.~ -4
cr(z);an = m(z)en la expresión del funcional de canje y correlación. En las estructuras
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basadas en GaAs y Al1Gai..~As este efecto es pequeño, debido a la semejan~a de las
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constantes dieléctricas y~masas efectivas de los-dos materiales.
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En princi~o esta aproximación es válida para sistemas • r - E E> -
<~~-L. !- :-ic’-y ~ ~ ,~-. ~ .~, c.~homogéneos; sin embargo, U
se utiliza ampliamente en la descripción del gas electrónicoen pozos cuánticos ysuperre-
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.1-- 2’ 4- bt’.> ,. . t E’ ¿EEEEEEEEEI~E1 It Umuy homogéneas. ~ ~ E r~- - -
La inclusión delos efectos de canje y correlación en el estudio del gas electrónico que
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En esta memoria se estudia la estructura electrónica de distintos pozos cuánticos y su-It E <CC U
perredes basados en GaAs y AIXCaLETAs y dopados c¿n Si. Como decíamos en el
apártádo 1.5, el dopado\del¿á. é~ttucturas.:intróduce cargas ten g•l sistema, que alteran U
~2 -~el perfil de las bandas, lo que hace necesaria la resolución autoconsistente del problema.
Para la descripción de superredes o pozos cuánticos despoblados no es néCes’arié tal e§- U
-- -quema, y estos sistemas han sido eétu~iados don otfo’tfpo’ de modelos. En el grupo
en el que he desarréllado~éste-trabajo ~seyhan?réáuelto distintós problemas’1 estrnc:v U
tura electrónica, pero siempre en sistemas despoblados, en los que no es necesario un




con electrones, despreciando el efecto de las demás bandas, pero describiendo los efectos
de combamiento del perfil de la banda producido por la presencia de portadores.
Como explicábamos en los apartados anteriores, el GaAs, el AlAs y sus aleaciones
son los materiales más ampliamente usados para la fabricación de dispositivos cuánticos;
la posibilidad de poder comparar nuestros resultados con datos experimentales es uno de
los motivos que justifican esta elección. En el caso de los pozos estructurales con dopado
6 en la barrera, la motivación para nuestro estudio es la búsqueda de una explicación
para los resultados experimentales obtenidos en estos sistemas.
Por otro lado, las características de estos materiales hacen que un modelo a una
banda sea más que suficiente para explicar las propiedades del gas electrónico que puebla
este tipo de estructuras. Centraremos nuestro estudio en los efectos relacionados con el
potencial electrostático producido por portadores e impurezas ionizadas, que son los más
relevantes en estos sistemas, despreciando el acoplamiento con otras bandas.
El esquema de la memoria es el siguiente: en este primer capítulo hemos presentado
un breve resumen del tipo de sistemas de semiconductores entre los que se hallan los
estudiados en esta memoria, así como del método le - p, que emplearemos para la de-
scripción de su estructura electrónica. Como ya hemos visto en apartado 1.5, para tal
descripción es necesario resolver autoconsistentemente las ecuaciones de Schródinger y
Poisson. En el capítulo 2 se explican dos formalismos generales de resolución de sistemas
de ecuaciones diferenciales acopladas como las que aparecen en el método le p, que es el
empleado en esta memoria, el Método de Empalme de Funciones de Green y el Método
de Matriz de Transferencia. Como veremos, el primero es muy adecuado para el estu-
dio de sistemas multicapa, como son los pozos cuánticos y las superredes. Respecto del
Método de Matriz de Transferencia, su implementación numérica es muy sencilla, de ahí
que se haya relacionado con el Método de Empalme de Funciones de Creen con vista a
su aplicación práctica en problemas que han de ser resueltos numéricamente.
Los capítulos 3 a 7 describen nuestros resultados para los distintos sistemas. En el
capítulo 3 se estudian pozos con modulación de dopado; la información experimental sobre
la población de estos sistemas es muy abundante y permite una comparación muy amplia
con nuestros resultados. Los capítulos 4 y 5 están dedicados a los pozos y superredes
6, sistemas en los que el dopado produce el potencial que confina a los portadores. En
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estos casos la densidad areal total está dada por la densidad de impurezas del sistema,
por lo ¿~ué náe~rás resuitadós se ~contra~táÍicon medidas experimentales de la ocupación
de las subbanda~ en el casó dé lés pozd~; y con e7~pectróé dé fotolúminiscencia en el caso
de hs sup&t~des, que dan uúa.indicación de las poéicione& relativas de las minibandas
ocupadas; . . E . . - ~•E~.E . E
- En los capítulos 6 y 7 se estudian pozos cuánticos y superredes con dopado 6. Nues-
tro~ re~ultádos ¿½liéahlos altós valotes de la dénsidad areal ~d&portadores observados~
expérimentálmente en lós pozos ton dopado 6 efr las bairerass~ ?é~~ecto de las superrede~,
presentamos un estudio más%ealista de la éstrúéturá electiónica de éstos sistemas, que
hán sido abordadés en la literátura iitiliiándo’ modelos n-iuy sencillos, sin tener en cuenta
la modificación de la estructura electróñida qué producen las cargas en estas estructuras.
























Como hemos visto en el capítulo anterior, el cálculo de la estructura electrónica de los
sistemas estudiados en esta memoria supone la solución de la ecuación de Poisson y de
la ecuación de Schr5dinger. Hemos visto que para el modelo empleado a lo largo de
la tesis, la solución de la ecuación de Poisson se reduce a calcular una integral simple.
Numéricamente esto no presenta ninguna dificultad.
El cálculo de las autofunciones y autovalores de la ecuación de Schrádinger es más
complejo; en particular, en las heteroestructuras de semiconductores los coeficientes de
dicha ecuación diferencial no son continuos, lo cual complica su solución. En este capítulo
describimos los métodos empleados para la solución de este problema, el Método de Em-
palme de Funciones de Creen y la Técnica de Matriz de Transferencia, exponiéndolos
desde la perspectiva de la resolución de nuestro problema concreto. El Método de Em-
palme de funciones de Creen sirve para solucionar problemas de empalme no sólo en
medios continuos, descritos en términos de ecuaciones diferenciales, sino también para
problemas discretos. Las referencias obligadas para una visión completa de estas técnicas
son los libros de García Moliner y Flores [13], García Moliner y Velasco [14Jy el artículo
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2.1 El Método de Empalme de Funciones de Green
Dado un problema físico descrito por la ecuación de autovalores u
(E—H»,b=O (2.1)
y ciertas condiciones de contorno, se define la función de Green O del problema como la U
que verifica
(E—H)G=I (2.2) U
y las mismas condiciones de contorno, donde H es el hamiltoniano del problema, 1 el
operador identidad y E, ~ son los correspondientes autovalores y autofunciones. Si se
elige la representación espacial, la ecuación (2.2) se escribe u
(E — H(r))G(r,r~) = 1 ¿(y — y’), (2.3)
uy la representación espectral de la función de Green es
0(E,r,r’) = >z ~j(r)~(r’) (2A) U
.1
Como H es un operador bermítico, sus autovalores son reales. Por tanto, 0(E) es
analítica si Im E ~ O. Los autovalores discretos de H son polos simples de 0(E); el
espectro continuo a~ del Hamiltoniano se halla en un corte de 0(E), de modo que si
E e a~(H), los límites 1im0 G(E ±ic) no coinciden. Físicamente suele adoptarse como
definición de 0(E) u
hm G(E + 14, (2.5)
la llamada función de Green causal. En tal caso, la conjugación que aparece en (2.4) U
debe ehtenderse en el siguiente sentido: si ~‘ es un vector columna de la forma a(E) +
ib~, doridá hemos hecho explícita la dependencia en el autovector, 44 es un vector fila ti
aT(E) i ib~fiÉ) E donde no se conjuga el autovalor E. En ]o sucesivo denotaremos esta
conjugación explícita, que llamaremos transconjugación, como 4’f. ti
Muchos de los problémas de interés en la física del estado sólido están relacionados
coñ lá existencia de superficies e intercaras. En particular, en el ésúudio decúalquier ‘1
excitación elémental de los pozos cuánticos y superredes estructurales que hemos descrito
U
U
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someramente en el capítulo anterior aparece el problema de la intercara. El Método de
Empalme de Funciones de Creen es un método general, que no depende del problema
físico estudiado, que permite construir la función de Green de un sistema a partir de las
funciones de Creen de los medios que lo constituyen, empalmándolas en la intercara entre
dichos medios.
En principio este método es aplicable a cualquier tipo de problema de empalme, inde-
pendientemente de la forma de la intercara; sin embargo, nos limitaremos por simplicidad
a superficies planas, y usaremos una notación adecuada para la descripción de sistemas
continuos, como los estudiados en esta memoria, en los que en general H es un operador
diferencial de segundo orden, y O es el resolvente de dicho operador. En tal caso, (2.3) es
un sistema de ecuaciones diferenciales de segundo orden acopladas. Por lo demás, la dis-
cusión presentada en este apartado es válida para medios discretos y cualquier superficie
de empalme [14].
Escogemos las coordenadas de manera que los planos donde se realiza el empalme
son z = const. La ecuación (2.3) es en principio en derivadas parciales; haciendo su
transformada de Fourier en las variables z e y, el operador gradiente V = (Os, O~, 8~) se
transforma en Qn, 8~), de modo que (2.3) queda como un sistema de ecuaciones diferen-
ciales en la variable z, dependiente del vector de onda en el plano xy, ¿c. Si el sistema
es de N ecuaciones, el hamiltoniano es un operador diferencial matricial N x N en la
variable z dependiente de ¿c, H, y la función de Creen G es también una matriz N x N
G(E, K; z, z’). En lo sucesivo la dependencia en E, n se sobreentiende.
Supongamos conocidas las funciones de Creen de dos medios volúmicos 1 y 2, que
denotaremos por G
1, G2. Interesa construir la función de Creen del sistema compuesto
por los dos medios 1 y 2 unidos en la superficie S, que como se comentó anteriormente,
supondremos plana y situada en z = O. Un esquema de esta situación se muestra en la
figura 2.1. Indicamos con el subíndice p la pertenencia al medio p y con 71 la pertenencia
al medio complementario (si ji = 1, entonces 71 = 2). Si se produce una excitación
elemental en el punto z’ E ji, en el medio volúmico pse propaga a z e í’ según G~(z,z’).













Figura 2.1 Esquema de un sistema compuesto formado por dos medios
unidos en una intercara plana. U
U
5, de modo que la función de Creen del sistema compuesto es
Gs(z, 2) Gg(z, z’) + G~(z, O)RG~.(O, z’) (z, z’ e ji). (2.6)
si los dos puntos z, Y pertenecen al mismo medio; la amplitud en un punto situado en el
medio 71 viene dada- por 1
a
E Gs(z,z’) = G~4z,O)TG~(0,z’) (z E 71,z’ 6,0. (2.7)
R y 7 son objetos definidos en la intercara y representan el efecto de la superficie
(reflexión y transmisión, respectivamente) a todo orden de teoría de perturbaciones.
Escribiremos los objetos evaluados en una intercara, como fl y 7’, en tipo caligráfico; si
se trata de una función de Creen, se omitirán sus argumentos z y z’. U
Si se evalúan las ecuaciones (2.6) y (2.7> en la superficie de empalme, se tiene
Qs = ~ (2.8)
a
Qs = QgTQ~., - E (2.9) ti
de donde pueden despejarse R. y 7’:
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Por consiguiente, basta conocer Qs para evaluar 7? y Y, y con estos objetos puede
calcularse Gs(z, Y):
Gs(z, 2) = }‘ G~(z,z’) + GM(z,O)Q’(Qs — QjQ:’G~(O,z’) (z,z’ E ji)1 072-(z, O)Q~’Q~Q;1G~(0, z’) (z E 7¡, z’ e st(2.12)
Si en la ecuación anterior se hace z O se tiene
Q;1G~(o,z’) = Q~1Gs(0,z’) (2.13)
y haciendo z’ = 0,
Gg(z,0)Q1 = Gs(z,O)0~1. (2.14)
Estas identidades serán de utilidad más adelante.
A la vista de la representación espectral de la función de Creen, es claro que para es-
tados ligados no degenerados E
1, puede obtenerse el autovalor correspondiente calculando
el residuo de Gs a la energía correspondiente al autovalor E1. De (2.12) se tiene
,~s(z) = Gu(z,O)Q;’4’s(O) — G»(z,0)Q~’ts(0), E (2.15)
donde se ha utilizado la identidad (2.13). El primer sumando en (2.12) no contribuye
porque E1 es un autovalor correspondiente a un estado ligado, que no está en el espectro
del hamiltoniano del medio ji. Si se evalúa 4~~(z) en la intercara,
4’~(O) = 4’~(0) — Q~Qi’4’~(O), (2.16)
así que para las energías de los estados ligados no degenerados del sistema compuesto se
verifica
= 0. (2.17)
Al ser E1 una autoenergía correspondiente a un estado ligado, en general det Q2 # O,
con lo que se tiene
Q;’4’3(0) = 0, (2J8)
sistema de ecuaciones homogéneo que tiene solución distinta de la trivial si y sólo si
det Q~’ = O. (2.19)
u
ti
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Esta ecuación permite calcular los autovalores del problema de empalme. La evaluacion tide Qs réquiere un análisis de las condiciones de empalme en la intercara y depende del
modelo empleado para describir el problema físico; en cualquier caso sólo supone cálculos ti
en la superficie, y como se comentó anteriormente, con Qs se obtiene la función de Green
del sistema completo, a partir de la cual pueden calcularse todas las magnitudes físicas de
interés del problema. Esta es la ventaja principal del Método de Empalme de Funciones
de Green.
2.1.1 Condiciones de empalme en sistemas continuos u
El análisis hasta aquí realizado es totalmente general: no se refiere a ningún sistema
físico en concreto y es válido tanto para medios continuos como discretos, aunque se ha U
escogido una notación adecuada para sistemas continuos, como son los estudiados en esta
memoria. j
En este apartado se estudian las reglas de empalme para sistemas continuos descritos
por ecuacioñes diferenciales de segundo orden. Es en estas ecuaciones y en las correspon -3
dientes condiciones de contorno donde se encierra la física de cada modelo concreto
Supongamos que nuestro modelo viene descrito por un sistema de ecuaciones diferen -3
ciales de segundo orden de la forma
rd(MdP~ >,d ~ I/’=0 (2.20) 3
[WjW~) dz
Si integramos esta ecuacion entre —q y +~‘ y tomamos el límite q —~ O, se tiene 3
[M4” + P4’]+0 — [Mt’ + ~ = () U
esto es, la forma lineal Mi/Y + Pip ha de ser continua para todo z, pues la integracion
realizada puede hacerse en torno a cualquier plano z = const. La continuidad de la forma 3
lineal tiene significado físico, que se halla implícito en la- forma del sistema de ecuaciones
diferenciales escogido para describir el problema. En nuestro caso no es un sistema de U
ecuaciones diferenciales acopladas, sino una sola, que es la de Schr5dinger, para la cual
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donde tanto nr como V pueden depender de z. Entonces, la forma lineal continua
asociada a la ecuación diferencial es
1 d?Eb (2.23)
m dz
que físicamente supone la conservación del operador densidad de corriente de probabili-
dad.
La condición de continuidad que acabamos de derivar en términos de 4’ y 4,’ tiene
su contrapartida en el lenguaje de las funciones de Creen, aunque ahora se trata de
una condición de discontinuidad. Sea un problema dado por el sistema de ecuaciones
diferenciales anterior (2.20) y ciertas condiciones de contorno; la función de Creen de
este problema es la que verifica la ecuación
1+ (~~- + + ~dz + wl G(z, z’) = I6(z, z’). (2.24)




que evaluadas en z = O se denotan simplemente por
Haciendo z’ = O en (2.24) e integrando en z desde —q a +q y tomando el límite q —> 0,
se obtiene
[Mu-o) ‘g(—) + P(-i-o)c] — [.M(—o)‘g(+) + ‘P(—o)c] = 1. (2.26)
Si se define la forma diferencial A(z, Y) asociada al sistema de ecuaciones diferenciales
(2.20) como
Á(z, z’) = [M+ + G(z, z’), (2.27)
la ecuación (2.26) se escribe en función de A(z, z’) de la siguiente forma:
.-4(±O)— .AX—0) = 1. (2.28)
Nótese que
.,4(±0)= hm A(z,0) = M(±0) ‘Q<~> + ‘P(±0)Q; (2.29)
de modo que resulta natural definir
= (2.30)
u
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así que la condición de continuidad en términos de 4’ y su derivada se convierte en una Ucondición de di~contiñUidad en términos de la función de Greeii y consiguientemente, de
su forma lineal asociada: u
— — —1. (2.31)
Estas condiciones de discontinuidad pueden usarse de dos maneras diferentes: si se aplican
a un solo medio, que puede ser no homogéneo, pero sin discontinuidades (esto es, M y
P son funciones continuas), de (2.26) se obtiene la condición de salto u
- .‘g(+)- ‘Q<) =—M’~s, . (2.32) u
que en términos de 4’ equivale a la condición de continuidad u
«(+0) = 4”(—0); (2.33)
si se aplican a un medio compuesto, formado por la unión de dos medios continuos 1 y 2 u
unidos por una intercara en z = O, se tiéne u
(sjí ‘g~:I-) — Pi Qs) — (sQ IQV> — P2 Qs) = 1, E E (2.34)
E E E~ E E• E u
que equivale a la condición de continuidad
«~(—0) _ tfÁ+0) (2.35) U
n4 E
La.éxpresión (2.34) puede-usarse para obtener la fórmula de empalme en función de Qs:
si se deriva la identidad (2.13) en el medio 1 (z =0) y se toma el límite z —* —O,
— ~(+)g-1 Qs~ (2.36)
Haciendo lo mismo en el medio 2 (z =0); z —* —0, U
‘gV) — ~(—) g;i Qs; (2.37) U
suhituyendo estas últirñás identidades en (2.34) se obtiene -
[(sri tQ<+) — P
1 Q1) ~ — (5 Q — P2 Q2) Q~í] Qs = 1, (2.38)
u
u
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que es la fórmula de empalme buscada; en términos de la forma lineal A(z, z’) se expresa
de modo más compacto:
Qj~l = (44+) Qjd — -4k~ 0;’). (2.39)
En particular, si ~ = ~2, como en el caso que nos ocupa, se tiene
o;’ = 8j’ ‘~~+) Qjd — ~2 ‘0V 0’. (2.40)
Si los medios 1 y 2 son homogéneos, la función de Creen de cada uno de ellos puede
calcularse analíticamente; cada G~, es la correspondiente al medio ji infinito. Pero en
el caso de sistemas no homogéneos, no es en principio evidente qué medio infinito debe
suponerse para el cálculo de las G~. La respuesta viene dada por la expresión de Gs, la
ecuación (2.12): sirve cualquier medio cuya función de Creen coincida con G~ cuando sus
argumentos estén en el medio ji. Por ejemplo, si ji = 1, exigiremos que O, sea regular
en —~, pero no es importante su comportamiento en +~; puede escogerse cualquier
condición de contorno en la superficie de empalme, siempre que no sea de barrera infinita,
puesto que queremos empalmar dos medios finitos. El mismo razonamiento se aplica a la
función de Creen del medio 2; salvo la anulación de ~~(+)‘QV~ puede escogerse cualquier
valor de estas derivadas en la intercaras, respetando e] cumplimiento de la condición de
salto de la función de Creen. A la vista de la ecuación (2.40) se ve que es conveniente
escoger = S~, = —~2, con lo que si ~ ?2, g;i es simplemente
o;’ = cr’ + o;’. (2.41)
2.1.2 Formulación para intercaras acopladas
Uno de los grandes atractivos de] Método de Empalme de Funciones de Creen es que
permite una formulación compacta de los problemas en los que hay que realizar el em-
palme en varias intercaras, como ocurre en los pozos cuánticos, barreras y superredes de
semiconductores, por señalar sistemas como los estudiados en esta memona. De hecho,
hay una gran variedad de problemas de interés físico que tienen una estructura a capas
del tipo 1-1-2-r-3, esto es, tres medios separados por dos superficies, que denotaremos
por 1 (izquierda) y r (derecha). En tal estructura puede definirse un dominio interior, el
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3
‘u
Figura 2.2 : Esquema de un sistema laminar compuesto formadopor tres medios.
uformado por el medio 2, emparedado por las dos superficies 1 y r, y un dominio exterior,formado por dos zonas desconexas, los medios 1 y 3, de modo que estos dos dominios se
hallan separados por la superficie de empalme, que definimos como el conjunto de las dos
superficies 1 y r (figura 2.2). Si G~(z,z’) es la función de Green del medio j, que verifica
el sistema de N ecuaciones diferenciales (2.24) más las correspondientes condiciones de
contorno, definimos las siguientes matrices G, de dimensión 2N x 2N, a partir de las






para el dominio interior, y en el dominio exterior definimos
E’
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Supongamos que se produce una excitación elemental en el punto z situado en el medio
2 (por claridad, indicaremos con un subíndice el medio o dominio en el que se halla el
punto); tal como se indica en la figura 2.2, la amplitud que produce esta perturbación en
el punto z’ perteneciente al medio 2 viene dada por
- 1 G2(l,4)
GS(22,4) = 02(z2,4)+(G2(z2,1),G2(z2,r))R ¡ 1, (2.45)
k 02(r,4) )
expresión análoga a la obtenida en el problema de una sola intercara. fl es un objeto
definido en la superficie de empalme, formada por las intercaras 1 y r, y da cuenta de
las reflexiones en las dos intercaras a todo orden de teoría de perturbaciones. Como las
matrices é, 1? es de dimensión 2N x 2N. Si el punto z se halla en el dominio exterior,
puede llegarse a una expresión similar a la del caso de intercara simple introduciendo los
vectores ifia y columna G~, análogos a los usados en (2.45), que verifiquen
G~(Zi,l) = (G1(z1,1), o); G~(l,4) = ( G~(¡, ~>) (2.46)
proyectando en la intercara 1, y
Ge(za, r) = (o, Ga(z3, r)); G~(r, 4) = ( ~) (2.47)
sí se proyecta en la intercara r, de modo que las ecuaciones que dan cuenta de la propa-
gación de un estímulo producido en el dominio interior al dominio exterior se pueden
condensar como
GS(Ze, 4) = (G~(z~, E), Ge(ze, r))T(G2Q~ ~> ) . (2.48)
2(r, 4)
Con esta notación, las proyecciones en la superficie de empalme de las ecuaciones (2.45)
y (2.48) se escriben -
= G2 + 02flG2 (2.49)
= teté1, (2.50)
ti
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que sustituidos en (2.45) y (2.48) nos dan las ecuaciones de la función de Creen del
sistema completo en términos de sus proyecciones en la superficie de empalme, expresiones




(02(22, E), G2(z2,r)) 0i~ (Os — 02)02 G2(1,:;) )
Oso, (= (G~(Z~, O, GC(ZC, r)) tE1 — — —1 ¡ 0~(l, z)k 02(r, z) )
(2.53)
(2.54)
De manera análoga se obtienen las expresiones para 0s cuando el punto inicial se halla
en el dominio exterior. Se tiene por tanto una formulación idéntica a la del caso de una
sola intercara, sustituyendo las medios 1 y 2 por los dominios interior y exterior.
El estudio de las funciones de onda de los estados ligados del sistema compuesto es
de gran interés. De acuerdo con la notación empleada, se define la función de onda
proyectada en la superficie de émpalme como
donde 4~s¡~ ~P~ son los vectores de onda (de
E y i- respectivamente. De la ecuación (2.54)
~( ~:~2)
(2.55)
N componentes) evaluados en las intercaras
se tiene una expresión análoga a (2.13):
_ ~( 2t1 ) (2.56)
que permite escribir (2.54) como
05(22, ~;}= 02(22, z)+(0
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Evaluando el residuo de esta última ecuación a la energía correspondiente a un estado li-
gado, se tiene la función de onda de dicho estado; evaluándola en la superficie de empalme
tenemos
— 4’s<G~g~ ts, (2.58)
de donde el sistema de ecuaciones de empalme es
(2.59)
con solución no trivial si
— —1
detO5 0. (2.60)
Este resultado es formalmente idéntico al obtenido para la superficie simple; lo utilizare-
mos para el cálculo de los estados ligados del sistema compuesto.
La fórmula para
0s se obtiene de manera análoga a la seguida
intercara simple. Utilizando las siguientes definiciones
‘g~7> ‘02(1, r) ‘¿~= ( ~t> 0 ‘1
—‘G2(r, 1) —‘cv> ) o .ug53;) )
en el caso de la
~(si 83) S2 OO 82) (2.61)
) t=( 1’2 O 1’O ~V2
y partiendo de las configuraciones (zi, 4), (z2, 4) con z2 > 4, se imponen las condiciones
de empalme en la intercara 1, y en los casos (za,4), (z2,4) con 22 < 4 se realiza el
empalme en la intercara r. Todas las expresiones resultantes se condensan en la notación
compacta de matrices 2N x 2N:
— i~e G~) ¿‘7’ — (8’ ‘G~ — ~, G,)
que es la fórmula de empalme buscada; si P~ =
——1 ——1
= A;’ ‘ó~ ¿~;‘ — A;’ ‘t o,
ti’] ~ (2.62)
(2.63)
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Como en el caso de la intercara simple, es posible escoger unas 0M que simplifiquen esta
última expresión: tomando
— ~1, ‘g~;) = —~2, ‘g~t~ = ~_ ‘ge> — (2.64)
la ecuación (2.63) queda
(2.65)
--1 - -I=Ce +01
y la ecuación secular se reduce a
det jG~ + ¿y = o. (2.66)
Todas estas expresiones son iguales a las obtenidas en el caso de la intercara simple,
sin más que sustituir las funciones definidas en el medio 1(2) por sus equivalentes en el
dominio e(i) según las definiciones dadas más arriba.
2.2 El Método de Matriz de Transferencia Com-
pleta
Consideremos un sistema de N ecuaciones diferenciales ordinarias de segundo orden con
coeficientes variables, de la forma
Áf”+Bf’+(C—EI)f=0. (2.67)
A, B, C son matrices N x N, y f(z) un vector de N componentes. Este sistema puede





F.es un vector columna de 2N componentes, y P una
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es decir, aquélla que transfiere el valor de la solución E’ a cualquier punto z. Se llama
completa porque transfiere tanto la amplitud f como la derivada f’ del sistema de ecua-
ciones inicial, para distinguirla de la matriz que transfiere sólo amplitudes.
Si los coeficientes del sistema de ecuaciones diferenciales son constantes, se tiene que
M}z,zo) = exp{P(z — zo)} . (2.71)
Si los coeficientes no son constantes, puede introducirse un retículo lo suficientemente
fino como para que los coeficientes puedan considerarse constantes en cada celdilla, de
modo que en cada intervalo del retículo se verifique la ecuación (2.71). De esta forma,
M(z, 20) se construye multiplicando las matrices así obtenidas:
M(z, zo) = M(z, z — A)M(z — A, z — 2á) . . . Mi(zo + A, zo). (2.72)
Para que los resultados numéricos tengan una precisión aceptable, esta aproximación
requiere la introducción de un gran número de puntos en el retículo de integración.
En el caso de coeficientes no constantes es preferible obtener la matriz de transferencia
integrando numéricamente el sistema de ecuaciones diferenciales (2.68), tomando como
funciones iniciales la base canónica {F5(zo)}), definida como
F1ftzo) = (2.73)
donde j es el índice de vector ej indica la componente de cada vector; los F~(z) resultantes
son las columnas de la matriz M(z, za):
{M}z, zo)}~~ = Fíj(z). (2.74)
Esta es la técnica que hemos empleado para calcular la matriz de transferencia. En
particular, en los probleas estudiados en esta memoria, para resolver la correspondiente
ecuación diferencial hemos usado un método corrector en el esquema Adams-Moulton
[21]; los 3 primeros puntos necesarios para hacer la primera corrección se han calculado
usando un Runge-Kutta de cuarto orden.
U
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2.2.1 Aplicación a potenciales periódicos: superredes ti
Si los coeficientes del sistema de ecuaciones (2.67) son periódicos en la dirección z, con
periodo d. pueden escogerse soluciones que verifiquen la propiedad de Bloch:
¡ (1(z)
En términos de la matriz de transferencia tenemos u
M(z + d, z)Fq(z) = gl~dFq(z), (276)
esto és~ las soluciones buscadas son autovectores de la matriz de transferencia; los auto- U
valóres cumplen
det(M(z + d, z) — Al) = 0. (2-77) ‘4
En particular, los sistemas estudiados en esta memoria se describen por modelo de fun- u
ciones envolventes a una banda, una ecuación de Schr5dinger; tal ecuación diferencial de
segundo orden supone una matriz de transferencia 2 x 2. En este caso los autovalores
~16iqid A2 = ~iq2d verifican
A
2 — trM(z + d, z)A + detM(z + d, z) -= 0; (2.78) 0
como detM = A
1A2 = 1 y trM = A1 + A2, la ecuación de autovalores queda
cos(qd) = ~-trM(z + d, z); (2.79)
como M depende de la energía, esta última expresión nos da la relación de dispersión j
de una ecuación—de Schrddinger unidimensional con un potencial periódico, E = E(q).
Como M depende de la energía, los valores ¿j(q) permitidos son aquéllos para los que U
Con los valores de E, q así obtenidos se integra la ecua¿ión (2.67). Para ello se necesitan
los valores iniciales de fq, f’q’ Como las funciones escogidas cumplen la propiedad de U
Bloch, se-tiene
(za +,z0) ( ~ ) - k mAA mA: ) ( fq(zo) ) ¿qd ( ) , (2.81) ‘4Md ‘1 ( D D ~20 CII’
o
u




f,(zo) (~iqd — fq(zo). (2.82)
mAD
Tomando un valor arbitrario para fq(zo), su derivada viene dada por la ecuación anterior;
con la matriz de transferencia podemos hallar el valor de la envolvente sin normalizar y
su derivada en cualquier punto.
2.3 Función de Green y Matriz de Transferencia
El Método de Empalme de Funciones de Creen es de gran utilidad cuando se conocen las
funciones de Creen de los medios constituyentes del sistema compuesto. En la práctica
hay muchas situaciones en las que se desconoce la forma de la función de Creen; en
sistemas no homogéneos, como los que se describen en esta memoria, ni siquiera los
coeficientes del sistema de ecuaciones diferenciales tienen expresión analítica, puesto que
se evalúan numéricamente en cada ciclo del cálculo. En tales casos, la función de Creen
de cada uno de los medios ha de calcularse numéricamente, lo cual es generalmente una
tarea numerica de envergadura.
Por otro lado, el Método de Matriz de Transferencia es una herramienta de gran
utilidad práctica en el cálculo numérico. La relación entre ambos métodos proporciona
una técnica para la evaluación numérica de Funciones de Creen en terrninos de matrices
de transferencia, que explota las ventajas formales del primero y computacionales del
segundo.
Supongamos que nuestro modelo se describe con un sistema de N ecuaciones dife-
renciales de segundo orden acopladas como (2.20) y las correspondientes condiciones de
contorno. Denotemos por i/~~(z) una base de soluciones del problema; la representación
espectral de O viene dada por
N 4~k(zÑ4(z’
G(E,z,z’) = >3
k=1 E — Ek (2.83)
Como se indicaba en el apartado anterior, la matriz de transferencia del sistema de
u






M tiene dimensión 2N x 2N, de modo que las cajas M0, (a, ~3
N >< N. Por compacidad en la notación, se define el vector de
( 4’dzo) (2.84)
44 (Za) )




Fa(Z) = >3 AJajftZ, zo)F0t{zo).
0=A,D
En particular, se tiene que
FA(Z) = >3 M%,~(z, zo)F~( za)
jl=A,D
Nótese que derivando esta ecuación, se obtiene
d




De acuerdo con la definición de vectór transconjugado introducida en el apartado 2.1, se
define la matriz transconjugada de la siguiente manera: si m(E) es una función compleja
de una variable compleja E,
m(E) = a(E) + ib(E) (2.89)
donde a, b son funciones reales de la variable compleja E, su transconjugada m~ es
m~(E) = ¿(E) — ib
T(E) (2.90)
donde la variable E no se conjuga, para mantener la definición de función de Green causal
introducida en el apartado 2.1. En particular, si.E es real, m[ es igual a la adjunta de
m, mt. De esta manera es posible escribir la función de Oreen como combinación lineal
de matrices de transferencia:
O(z,z’) = { Eco MAO(Z, z
0)C~ M[ÁÍ, (z’, zo)
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Como la matriz de transferencia únicamente depende de la forma del sistema de ecua-
ciones, toda la información relativa a las condiciones de contorno se halla en los coefi-
cientes C< C>
~3’ aW
Además de las derivadas ‘q(±),interesa definir
— zYi~o [8G(z~ z’)] (2.92)
y de manera análoga a lo hecho con íg(+>, si se evalúa (2.24) en z = O y se integra en
se obtiene una expresión similar a (2.32):
.~.<—> Q’ = —A-t’ = s. (2.93)
Veamos cómo se determinan los coeficientes C~, C~ para un medio arbitrario. En
primer lugar, la función de Oreen es continua, por lo que su valor en z0 no depende de
como se tomen los límites z, z’ —* z0. Por consiguiente, evaluando las dos expresiones de
(2.91) en Z~, se tiene
Q = = C%Á = CAA, (2.94)
así que sólo hay un coeficiente CAA. Derivando (2.91) y evaluando las derivadas en za,
—, Q<> = CZÁ — C~Á = a, (2.95)
y de las condiciones de regularidad de la función de Oreen y sus derivadas en se
obtienen otras 6 ecuaciones, que con la anterior, determinan completamente los 7 C01-,,
y por tanto permiten calcular la función de Oreen de un medio arbitrario a partir de la
matriz de transferencia.
Si se tiene un sistema compuesto formado por das medios, el procedimiento es similar.
Por simplicidad en Ja natación, omitimos los subíndices de medio en los coeficientes
C> ,C< y en las matrices de transferencia, y denotamos la matriz transconjugada como
ji:
AJa(z, za) paa(z,zo). (2.96)
Escogiendo ‘g() — o, con lo que = 8~, se tiene
C~Á=0; CtA 81. (2.97)
Capil ulo 2. Técnicas de cálculo
Imponiendo regularidad en —cx,
O¡(—.oc,0)=0 =‘t
C~D =
CAA = —mÁ~(—)pÁn(—)sí = Q1.
(2.98)
(2.99)
Para el medio 2, se escoge ‘Qk> = 0, e imponiendo regularidad an +cx, se obtienen los
coeficientes para 02; en particular,
CAA fl2~4Á(+)mAD(+)S2 = (2.100)
Con las expresiones así obtenidas puede calcularse la función de Creen del sistema com-
puesto; en particular, con (2.99) y (2.100) basta para obtener Qs (véase la ecuacion
(2.41)).
Si se trata de ún sistema formado por 3 medios, corno por ejemplo un pozo cuántico,
que es un caso que nos interesa, el análisis es idéntico para el cálculo de los coeficientes
en el dominio externo, (i.e., de 0~ y 03): se escoge ‘g(> — o ‘QN -~ 0 y se impone la
condición de regularidad en —cx para 0, y en +cc para Ga; las expresiones finales son
respectivamente como (2.99,2.100), sin más que sustituir z0 = O por E para el medio 1 y
por r para el medio 3.
Qikda pór determinar la función de Creen del dominio interior. Ahora hacemos
m(l,r) = m; p(l,r) = ji (2.101)
Escogiendo ‘Q~Q = 0, y por la condición de salto, se tiene




‘0(1, r) = 0 =#— CtD = 0.t
Respecto de la intercara r, tomando 1CV> — o,
CÉD = 8PAA JLÁL — mÁbmAAs;
-E- E E E E
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Como IQV> = 0, se tiene que ‘G(~-, E) = 0, lo cual proporciona otra ecuación para
determinar los coeficientes C00:
CAA = mB¼mnns. (2.106)
Finalmente, de la condición de salto aplicada a las derivadas (~)Q, se obtiene
C~D = C% + s, (2.107)
lo que completa el conjunto de ecuaciones necesarias para calcular los Ca¡~ y construir
¿‘2 a partir de las matrices de transferencia:
= mDAmDD, Q2¡ = (2.108)
G2(1,r) =
02(r, 1) = (mÁAmB¼mDv — mDA)82.
Con estas expresiones puede construirse Os; en nuestro caso, calculamos los autoestados
del pozo cuántico a partir de la fórmula
det ¿‘s’ = 0; (2.109)
conocidas las energías de los estados ligados, integramos la ecuacion de Schrádinger para
obtener las correspondientes autofunciones, que nos dan la densidad local de estados a
esas energías. También podría evaluarse directamente
0s y obtener de ella la densidad de
estados en energías, lo cual es de utilidad en modelos descritos por sistemas de ecuaciones
diferenciales acopladas. En nuestro caso, puesto que el modelo a una banda empleado a
lo largo de esta memoria supone la resolución de una ecuación diferencial, resulta más
conveniente utilizar el método de empalme de funciones de Creen para la determinación
de las autoenergías y calcular con la técnica de matriz de transferencia las autofunciones
correspondientes, lo que en este modelo simple resulta más ventajoso desde el punto de
vista computacional. Pero no podemos dejar de resaltar que es posible realizar todo el
cálculo dentro del formalismo de funciones de Creen. La conveniencia de una u otra
estrategia depende esencialmente del modelo concreto escogido.
u






Pozos cuánticos estructurales con
modulación de dopado
Los pozos cuánticos con modulación de dopado son unas estructuras de gran interés tanto
por sus aplicaciones prácticas (principalmente en la construcción de dispositivos micro-
electrónicos de alta movilidad) como por la gran variedad de fenómenos físicos de interés
básico que se manifiestan en ellos, como el efecto Hall cuántico entero y fraccionario.
Aunque pueden fabricarse pozos de muy diversos semiconductores, en esta memoria nos
ocuparemos de los pozos de materiales hl-y, y en concreto de GaAs¡Al~Gai...~As.
Un pozo cuántico de AkGai...~As/GaAs está formado por una lámina de GaAs
emparedada entre dos láminas de Al~Cax...~As, de modo que el fondo de la banda
de conducción del GaAs se halla en la banda prohibida del ternario. La heterounión
AkGai...~As¡GaAs es de tipo 1, de modo que el GaAs es un pozo tanto pata electrones
como para huecos. Un electrón en la banda de conducción del GaAs con energía próxima
al fondo de ésta no puede escapar hacia el volumen del ternario; se halla confinado en la
capa de GaAs y por tanto su movimiento en la dirección perpendicular a las intercaras
está cuantizado, mientras que paralelamente a las intercaras su movimiento es libre.
En ausencia de impurezas no hay portadores en la heteroestructura, pero si se dopa el
sistema, éste se puebla, bien con electrones o bien con huecos, según se utilicen impurezas
donadoras o aceptoras. Se forma por tanto un gas bidimensional de portadores en la capa
de GaAs. Si el número de impurezas y portadores es apreciable, producen un potencial
47
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electrostático que altera el perfil de las bandas de valencia y conducción. Para deterimnar
la densidad de portadores es necesario resolver autoconsistentemente las correspondientes ti
ecuaciones de Schródinger y Poisson del problema.
La modulación del dopado consiste en dopar selectivamente una zona de la hete -ti
roestructura, normalmente la barrera, dejando el resto de la estructura libre de impurezas,
al menos nominalmente. Si el dopado selectivo se hace en la barrera, debido a la discon- U
tinuidad de banda en la heteronnión los portadores se transfieren de los estados ligados
de impurezas en la barrera al fondo de la banda del material de pozo. Así se logra separar U
espacialmente impurezas y portadores, lo cual reduce la dispersión por las impurezas y
mejora la movilidad del gas bidimensional de portadores. Se consigue una separacion j
mayor, y por consiguiente una mayor reducción en la dispersión por impurezas, intro-
duciendo entre las zonas dopadas y el pozo conlos port»=dorescapas de material barrera U
sin dopar; que se conocen como capas espa¿iadoras [22]. A temperaturas bajas las im-
purezas son la principal fuente de dispersión de los portadores, de ahí la importancia de
alejarlas de la capa de confinamiento. El radio de Bohr de una impureza de Si en GaAs
es de íino 100 A; si se introduce en una heteroestructura de A4Gai..XAS/GaAs una ‘ti
capa espaciadora de 100 A entre el pozo y la zona dopada, se reduce considerablemente
la. dispersión por impurezas y por tanto aumenta la movilidad de los portadores. U
Para dar una idea de la importancia del dopado modulado y de la separación espacial
entre electrones e impurezas, conviene mostrar algunos valores de la movilidad para
diféeiítes tipos de heteroestructuras:
-E En tina superred de Al~Gaí~As/CaAs dopada uniformemente con Si con una den -ti
sidad de 1018 ¿m3, la movilidad paralela a las intercaras es ji ~ ~ x i0~ cm2 V’ s~. En
las prirn¿ras superredes con moduláción de dopado y una capa espaciadora entre el canal
de GaAs y las impurezas ya se consiguieron movilidades de ji ~ 1.5 x 10” cm2 V’. Mejo-
rando la calidad de las intercaras y aumentando la separación de las impurezas Stórmer ti
¿tal. [22]informan de movilidades a T = 4K de ji ~ íO~ cm2 V’. Sus datos indican un
aumento monótono de la movilidad con el espesor de la capa espaciadora L
5 cuando ésta ti
úaría de O a 150 A. Sin embargo, la movilidad también depende de la densidad electrónica
areal, lá ¿uaf a¿aba disminuj’endo ligeramente sí se aumenta demasiado Ls. St3rmer et U
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estrecho.
En este capítulo presentamos un estudio de la influencia de los distintos parámetros
estructurales de los pozos cuánticos con modulación de dopado en el espectro y dis-
tribución del gas cuasibidimensional de electrones. Se ha prestado especial atención al
problema del nivel de Fermi en estructuras, relacionado con las impurezas donadoras
empleadas para poblar el sistema. Por otro lado, existe un buen número de resultados
experimentales que hemos comparado con nuestros cálculos. Parte de estos resultados
han sido objeto de una publicación [23].
3.1 Pozos cuánticos GaAs/Al~Gaí~As con modulación
de dopado de Si
La configuración estudiada es la siguiente: un pozo cuántico de GaAs de ancho Lw con
barreras de Al~Gai~As dopadas con Si con una densidad ND separadas del pozo por
sendas capas espaciadoras simétricas de espesor L5 del material ternario sin dopar. Se
supone que las capas dopadas se extienden indefinidamente.
Las impurezas de Si en GaAs o en sus aleaciones con Al ocupan las posiciones del
Ca, que es un elemento del grupo III, comportándose como un donador monovalente.
Los niveles de las impurezas de Si en Al~Ga1~As están cerca del borde de la banda de
conducción, y dependen de la fracción de Al. El nivel de Fermi de la heteroestructura es
el resultante de la alineación de los niveles de Fermi del GaAs y del ternario AkGai~~As
dopado con Si, que es el que fija el nivel de Fermi de la heteroestructura: a T = OK
la banda de conducción del GaAs está vacía; al formarse la heteroestructura, el fondo
de la banda de conducción del GaAs tiene una energía menor que el fondo de la banda
de conducción del ternario y que los niveles de impureza, con lo que algunas de éstas
se ionizan, transfiriéndose los electrones al GaAs hasta alcanzar el nivel de Fermi del
ternario, fijado por las impurezas de Si.
Como la banda prohibida del GaAs es bastante ancha (1.52 eV a 4K), y la banda
prohibida de las aleaciones Al~Gaí~As es aún mayor, es una aproximación razonable
para el estudio de los electrones considerar únicamente la banda de conducción, esto es,
U
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utilizar un modelo a una sola banda y despreciar el acoplamiento con los huecos.
_ U
Se han estudiado aleaciones Al~Ca1~As con x <0.4 en las barreras, de modo que el
mínimo de la banda de conducéión de los materiales de pozo y barrera se halla en el punto UE; de estai forma puede utilizarse un modelo de funciones envolventes en torno a dicho -
punto para estudiar los estados electrónicós de las heterotiniones formadas por estos dos U
materiales. Para la diferencia entre las bandas prohibidas del GaAs y el Al~Ga1__As
se ha utilizado la fórmula empírica ¿XE2 = (llSSx + 3709) meV [24]; un 60% de esta U
discontinuidad corresponde a la banda de conducción y el 40% restante a la bandade
valencia (60%/40%) [25], de modo que la profundidad del pozo electrónico es U = 0.6~E9. U
Las masas efectivas se toman como = 0.0665m0, n4 = (0.0665 + 0.0835z)mo [26],
donde m0 es la masa del electrón libre. Estos datos son los usados para los sistemas u
estudiados en la memoria.
Corno se vio en el primer capítulo, las funciones envolventes electrónicas del pozo
cuántico verifican en cada medio la siguiente ecuación de Schrddinger: U
E (~~t+V(Z)E~+;1:) F~,.(z)=0 (3.1)
La solución del problema completo se obtiene empalmando las soluciones de la ecuacion
de Schródinger en cada medio, esto es, imponiendo las condiciones de contorno adecuadas.
Estas se infieren de las condiciones físicas de continuidad de la densidad de probabilidad
y de la corriente de probabilidad, que suponen en términos de funciones envolventes
imponer la continuidad de la función envolvente y su derivada dividida por la masa j
efectiva en las intercaras:




F(z—e)=F(z+e) F:n(Zr — e) _ Fflc(Zr + O (3.2)* , (¿—*0) tiTflGaA$
donde z¡ y Zr son las posiciones de las intercaras derecha e izquierda respectivamente.
Para estados ligados del pozo, que son los que interesan en el estudio de su poblacion U
electrónica a temperaturas bajas, E~ toma valores discretos; son los estados ligados del
pozo unidimensional en la dirección z. Para hacer más patente el carácter discreto del U
espectro electrÓnico en el rango de energías de interés, etiquetaremos en lo sucesivo
u
u
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los estados con el índice j, que toma valores en los números naturales. Cada uno de
los E,, discretos es el fondo de una subbanda parabólica, de un continuo de energía
cinética bidimensional. Las correspondientes funciones envolventes tienen una amplitud
evanescente en la barrera; se anulan para z —*
Bm (3.3)
~ Fj4z) = O
y son de cuadrado integrable, de modo que puede escogerse la normalización
L: IFs4z)I2dz = 1. (3.4)
Las condiciones de contorno, empalme y normalización determinan completamente salvo
fase la función envolvente.
Si la masa efectiva fuera constante en todo el sistema, como se comentaba en el
apartado 1.4.2, bastaría empalmar las ecuaciones a ¡c = O para hallar los autovalores E
5,
que es la parte unidimensional no trivial del problema, o equivalentemente, englobar el
témino h
2r2¡2m en el autovalor:
E
5(ic) = E5 + 2 (3.5)
E5 es la energía asociada al movimiento en la dirección z, y h
2¿c2¡2m es la energía del
movimiento en el plano xy, que es puramente cinética; la función envolvente en tal caso
no depende de tc, sino únicamente de E
5.
Debido a la diferencia entre las masas efectivas del GaAs y el Al~Ga1~As en es-
tricto rigor hay que resolver la ecuación de Schr8dinger para cada valor de sc. Nosotros
consideraremos masas efectivas diferentes para c = 0, y supondremos para sc ~ O una
dependencia parabólica de la energía en sc, tomando rn = madA., de modo que los fondos
de las subbandas se determinan teniendo en cuenta la diferencia entre las masas efectivas
de pozo y barrera, pero despreciando la no parabolicidad en la relación de dispersión
inducida por tal diferencia.





4(p,z) = ~ E5(,c) = E5 + (3.6)
U
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donde A es un área de normalización, ¡c y p son vectores bidimensionales, j es el indice
de~ubbandáy m se torna siempre como la iiása eféctiva en el material de pozo, GaAs. ti
Esto simplificáe¡ cálculo con uná a~r¿*Unáción muy aceptable que supone que, habiendo U
obtenido E los auto’valores con una regla de empalmé que da cuenta de la diferencia de
masas efectivas, las autofunciones de interés están siempre muy localizadas en el pozo y la
penetración en la barrera es siempre muy pequeña. La diferencia de masas efectivas puede ti
ser importante para la determinación de los autovalores E - del movimiento cuantizado
uinidimensional, pero puede ignorarse en el movirmento libre bidimensional en el canal U
del pozo. j
Con los autovalores y autofunciones, se puede hallar la densidad electrónica de carga
pe(r): sustituyendo (3.6) en -(1.31), y pasando al continuo en la variable sc,
A 1 j2 (3:7) U
SC tiene E (2ir)7 i”~’ U
Pe(z) = >jjJc¡~ ¡FHI2Í(E + (3.8)2m
»
E,
donde se se ve explícitamente que la densidad electrónica depende sólo de la coordenada U
z. Haciendo el cambio de variable - (3.9) U
2m
esto es, U
<1% = 2rscdsc rd(s~2) = 2m (3.10)
-~--irdw,
se tiene U
em dwp~(z) —~>3 ItWI2 jo exp(E>tw;EF) +1 U
em EF
— —~zkBT >3 FAz) ¡2 ln(l+ exp(
— ,rh k~T>~’ (3.11) U
que en el límite T —* O es
hm Pe(Z) = em>3 IFMz)12(EF — Es)O(EF — E
5). (3.12)
,rh
En realidad, la magnitud que se compara más directamente con los experimentos es la J
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a partir de medidas Hall. En el caso de que haya más de una subbanda ocupada, sus
poblaciones pueden obtenerse de medidas Shubnikov-de Haas. Los valores de la densidad
areal de electrones no dependen prácticamente de la temperatura en el rango de O a 100 K
[27]; como los experimentos con los que hemos comparado los cálculos fueron realizados
a T <77K la influencia de la temperatura no es importante, por lo que hemos tomado
T = OK, centrándonos en el efecto de los parámetros estructurales en la densidad areal,
que es mucho más importante.
La densidad local de la subbanda j a T = OK es
cm
pes(Z) = —¡~IFs(z)I2(Er — Es)O(EF — £5), (3.13)
de modo que su densidad areal se obtiene simplemente integrando en la variable z esta
expresión y dividiendo por la carga del electrón:
= —~f:dz p~ftz) = -~7(EF — Es). (3.14)
irh
La densidad areal total se obtiene sumando a todas las subbandas ocupadas:
Ns = ~~L:dZ Pe(z) = ~jiZ(Er — E
5)6(Er — Es). (3.15)
3
3.1.1 Determinación del nivel de Fermi: las impurezas de Si
en Al1Gai...~As
La determinación del nivel de Fermi en un pozo cuántico con dopaje modulado es por
tanto específica del material volúmico dopado de la barrera. Es en éste donde se fija EF,
que por consiguiente es un dato de entrada del cálculo autoconsistente. Por tanto, para
el estudio de la variación del nivel de Fermi de un pozo cuántico con la temperatura basta
con conocer la variación del mismo en el A1~Ga1...~As volúmico dopado con Si.
En un semiconductor n-dopado en equilibrio térmico, la concentración de electrones
libres depende crucialmente de la energía de ionización ED de la impureza. Si la com-
pensacion es despreciable, esto es, si
Nr, » (Nr,/2)exp(—Er,/kBT) » NA, (3.16)
U
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donde Nr, y NA son respectivamente las concentraciones de impurezas donadoras y acep-
toras del semiconductor, la concentración de electrones libres es ti
1 N0Nr, (ED\ (3.17) ti
2 eXPk~2kT~~~
donde N0 es la densidad efectiva de estados en la banda de conducción, U
Nc =2 (2rrmksT)3/2 (3.18)
Suponiendo una energía de ionización E~ = 10 meV, típica de un nivel hidrogeníco
(también llamado ligero), el factor exp(—ED/2kBT) es 0.82 a 300K y 0.47 a 77K. Sin U
embargo, para un nivel profundo, por ejemplo Er, = 100 meV, exp(—ED¡2kBT) es 0.14
a300K y 5 x 10” a 77K. Por tanto, la concentración de electrones libres a temperatura U
ambiente es aproximadamente un orden de magnitud menor —y a la temperatura del
nitrógeno líquido cuatro órdenes de magnitud menor— que en un semiconductor con un U
nivel de impureza ligero.
Al dopar At~Ga
1..~As con x > 0.22 con impurezas de tipo n, como Si, Sn y Te, se U
observa que la concentración de electrones libres en la aleación a temperatura ambiente es
mucho menor que la concentración de impurez~s Nr,, debido al atrapamiento de electrones U
en un nivel profundo. La dependencia de la concentración de este nivel profundo con
hizo pensar a Lang cf al. [28] que se debía a la asociación de un átomo donador (D) con
un defecto de origen desconocido (X), de ahí que estos niveles se conozcan con el nombre
de niveles DX. U
Los centros DX son los responsables del efecto llamado fotoconductividad persistente
a bajas temperaturas. Cuando se expone la muestra a la luz a bajas temperaturas, los
centros DX se ionizan, pasando a la banda de conducción. Al cesar la iluminación de
la muestra los electrones permanecen en la banda de conducción, y la fotoconductividad
decae muy lentamente. Esto indica la existencia de una barrera no sólo para la emisión de
electrones, sino también para su captura. Una muestra que presenta fotoconductividad j
persistente se halla fuera del equilibrio, y tal estado puede durar minutos o días. Por
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Además del nivel DX la impureza de Si produce un nivel ligero de carácter hidrogénico.
Los niveles ligeros no varían su energía de ionización con la fracción de Al; sin embargo,
los niveles DX sí. Para x < 022 el nivel DX es resonante con la banda de conducción,
siendo EDX > Ec. Para estos valores de la concentración de Al el nivel de Fermi en el
Al~Gaí.~As dopado con Si viene fijado por el nivel hidrogénico Eh del Si. Al aumentar
r el nivel DX entra en la banda prohibida y es necesario aclarar el origen de los cen-
tros DX para hacer el tratamiento estadístico adecuado del semiconductor, esto es, para
determinar correctamente el nivel de Fermi.
La observación del nivel DX en GaAs, bien sea como un estado resonante en la banda
de conducción o como un estado en la banda prohibida bajo la aplicación de presión
hidrostática, ha permitido concluir que el nivel DX es un estado del átomo donador
aislado, y no un complejo donador-defecto. La aplicación de presión hidrostática al GaAs
reduce la distancia interatómica, modificando la posición energética de los valles de la
bandas de conducción de manera análoga a la adición de Al al GaAs, pero sin cambiar
la naturaleza química de los átomos que rodean a los donadores. Cuando se aplica una
presión hidrostática suficiente al GaAs, se observa tanto fotoconductividad persistente
como un pico en el espectro DLTS1 característico de los niveles DX. Por otro lado, se
han observado estados de impureza de tipo hidrogénico asociados con los mínimos 1’ y
X de la banda de conducción en Al
1Gai~As tras la fotoionización de los centros DX.
Estos resultados sugieren que los niveles DX y los hidrogénicos provienen del mismo tipo
de impureza [30].
Suponiendo por tanto que el semiconductor esté dopado con una sola especie de
impurezas de densidad volúmica ND con varios estados posibles {E~} de degeneraciones
{9r}, la fracción de impurezas ionizadas NS es
ND (3.19)1 + rrgrexp(E;;tV
‘DLTS son las siglas de Deep Level ‘flansient Spectr~copy [29],técnica experimental empleada para la
detección de trampas en semiconductores. Se utiliza para obtener información de los niveles de impureza
en la zona de agotamiento de una barrera Schottky o una unión p-n. Si se inyectan portadores en la
muestra, se modifica la ocupación de los niveles de impureza en la zona de agotamiento y por consiguiente
varia su capacitancia. El estudio del transitorio de la capacitancia permite obtener información sobre
las energías de activación de las trampas.
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Por otro lado, la concentración de electrones en la banda de conducción de AkGai.~As U
viene da~ia por
no = NcFq2(n), (3.20)
donde Nc es la densidad efectiva de estados dada por (3.18) y F1p(q) es la integral de
Fermi de orden 1/2: L e”2d¿ ti
Fí/
2(q) = j” + 1 (3.21) -
siendo e = E/k~T, q = EF! k~T. El nivel de Fermi se halla imponiendo neutralidad de U
carga: si la temperatura no es muy alta y no se pasa al régimen de conducción intrínseca
del semiconductor, la contribución de los electrones provenientes de la banda de valencia U
es despreciable y entonces la densidad de impurezas ionizadas ha de ser igual al número
de. electrones en la banda de conducción. Si además EF — Ea < k~T, esto es, si el U
semiconductor no está degenerado, la integral de Fermi Fíp~9) puede aproximarse por
e”. Ladensidad de electrones en la banda de conducción será no = Ncc”. Se tiene en tal
caso
u0 = Ncc<EFEC>/ksT — U
E NA= ND EP-.Eh (3.22) U
I+gvxe kBT +ghe kBT
de donde se tiene que el nivel de Fenni es U
EF Ec—knTln{2~ + ) U
E E :1 (Pi/cf + ~~[gh e(EcEn)/kBT+gr,x e(EcEnx)IkBT]j (3.23)
Atendiendo a la concentración de Al en la aleación, pueden distinguirse tres posibilidades:
(i) Si la fracción molar de Al es pequeña (x < 0.22), el nivel DX es resonante con la
E banda-de conducción, y j
Ec—EDx«Ec—Eh E (3.24)
de modo que la exponencial e(ECEDX)/ksT puede despreciarse frente a e(ECEá>/kBT, U
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(u) Si (x > 0.22) y Ec — EDX » Ec — Eh, la exponencial dominante en (3.23) es
y Er se calcula como si sólo hubiera un nivel profundo DX.
(iii) Para r ~ 0.2 los niveles hidrogénico y DX están próximos en energía y cercanos
al borde de la banda de conducción, así que ambos han de tenerse en cuenta al
calcular E2e.
En resumen, en los casos (i) y (u),
EF = Ec—knTln {2ND
j + exp(Ec — EcÓ/kBT} (3.25)
donde D indica el correspondiente nivel de impureza: para (i) es h; para (u) es DX. En




que coincide con el nivel de Fermi de un semiconductor con un solo tipo de impureza
donadora monovalente y sin impurezas aceptoras. En el caso (iii) puede usarse la misma
expresión, pero ahora
1
ED = —— hm kBT ln [gDS exp(—EDS/kBT) + YDX exp(—EDx/kBT)], (3.27)
2 r-.o
que depende de la alineación relativa de los niveles de impurezas, pero no de sus respecti-
vas degeneraciones. Esta expresión para un solo nivel de impureza es análoga a la llamada
aproxímacion de un solo nivel o de nivel donador equivalente, introducida por Watanabe
cl al. [31], que tomando en consideración los niveles DX e hidrogénico, calcularon ana
sola energía de activación equivalente que diera cuenta de la densidad electrónica medida
en Al~Gai..~As, lo cual supone hacer un promedio de las energías de los dos niveles ligero
y DX, como hemos indicado en (3.27). Esta es la solución adoptada por Hihara el al.
[32] para fijar el nivel de Fermi en un cálculo autoconsistente en heterouniones simples.
Hirakawa el al. [33]consideran igualmente un solo nivel de impureza: toman como E~ la
diferencia en energía entre el borde de la banda de conducción del Al~Ga~..~As volúmnico
ti
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n-dopado y su nivel de Fermi, pues en un semiconductor ir-dopado con un fondo de
impurezas aceptoras el nivel de Fermi coincide con el nivel de la impureza donadora. ti
En esta memoria se emplean los valores de Eh y EDX dados por Chand ci al. [34]
Eh = 10 meV, EDX = (707x — 146) meV. U
Conocido EF, hay que determinar las autofunciones y los autovalores electrónicos, U
y con éstos la densidad electrónica local n(z) y la densidad electrónica areal Ns. Esta
se determina experimentalmente con medidas Hall. Cuando hay más de una subbanda ti
ocupada, sus poblaciones pueden determinarse con medidas Shubnikov-de Haas, así que
cuando haya más de una subbanda ocupada, se estudiará la población de cada subbanda
separadamente. U
‘ti
3.2 Cálculo autoconsistente de la población y es-
tructura electrónica
La presencia de portadores en el pozo cuántico altera considerablemente su perfil de U
potencial, que a su vez resultará en unos autovalores y autofunciones distintos al resolver
la ecuación de Schr5dinger, lo cual hace necesaria una solución autoconsistente del proble- U
ma. Para iniciar el cálculo se supone una solución inicial, bien de la ecuación de Poisson
(un potencial) o de la ecuación de Schródinger (una densidad de carga). Si no se tiene una
solución aproximada para el potencial, como por ejemplo el resultado autoconsistente de
un sistema similar, pue& tomarse como primera solución de la ecuación de Poisson un ti
perffl de potencial cuadrado, que corresponde al pozo despoblado. La aproximación de
orden O analítica para el potencial dada en [35] es útil en la práctica salvo para valores
muy pequeños (menores que 100 A) o muy grandes de Lw (mayores que 300 A), para
los que el potencial de esta aproximación no tiene estados ligados, en cuyo caso hay que j
empezar usairdo el pozo cuadrado como primera aproximacion a la solución del problema.
Si se disponen de resultados autoconsistentes de sistemas similares, lo más adecuado es j
utilizarlos comóaprbximación inicial, lo cual puede disminuir considerablemente el tiempo
de cálculo, según cuán parecidas sean las dos soluciones. Si se calcula la solución de un U





del mismo sin incluir dichos efectos, se necesitan muy pocas iteraciones para lograr la
autoconsistencia.
Para resolver la ecuación de Schr8dinger se ha utilizado una combinación de SGFM
y matriz de transferencia, como se explica en el apartado 2.1.3; las referencias originales
para esta técnica son [36] y [37].
Como se explicaba en el apartado 2-1.1, los autovalores discretos del problema unidi-
mensional E5 son los ceros de det Qi Una vez determinados, las correspondientes au-
tofunciones se calculan integrando la ecuación de Schródinger a la energía E5 utilizando
la técnica de matrices de transferencia descrita en 2.1.2.
Con las funciones de onda normalizadas se calcula la densidad local de carga en el
sistema, que se emplea: (i) como término fuente en la ecuación de Poisson, de la cual se
obtiene el potencial electrostático; (u) en el funcional de canje y correlación ~ Para
la ecuación de Poisson se procede de la manera acostumbrada, tomando la constante
dieléctrica como e = 12.5, correspondiente al GaAs, y despreciando la discontinuidad
dieléctrica en las intercaras, la cual no es muy importante para un cálculo a frecuencia
0. Para V1~, se utiliza el funcional de Hedin-Lundqvist [19]. Por supuesto, esto no es mas
que una aproxímacion, pero la práctica demuestra [38, 39] que funciona bien incluso en
sistemas con densidades de carga fuertemente no homogéneas.
Los nuevos valores de los potenciales estructural, electrostático y de canje y corre-
lación determinan un nuevo potencial total V(z) con el que se inicia un nuevo ciclo en el
proceso de autoconsistencia, iterando hasta que la solución converja. En este cálculo se
ha obtenido una precisión de 0.01 x l0~~ cm
2 en los valores de Ns, que son del orden de
10i1 — 1012 cm
2.
3.3 Resultados
Como resultado de los cálculos autoconsistentes se obtienen los autovalores E E fondos
3,
de las subbandas 2D ocupadas, las correspondientes funciones envolventes y el perfil de
potencial del pozo cuántico. Con las autoenergías y las funciones envolventes es posible
calcular la densidad electrónica local del sistema o la de cada subbanda, e integrándolas,
la densidad areal total y la densidad areal de cada subbanda. Estas magnitudes pueden
U
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compararse directamente con medidas experimentales. Para algunos casos se han reali-
zado los cálculos incluyendo ysin incluir los efectos de canje y correlación, lo que permite ti
apreciar su importancia en estos sistemas.
tj
3.3.1 Dependencia de los parámetros estructurales U
Las tablas 3.1 a 3.5 muestran las energías de los fondos de las subbandas ocupadas E5
y las densidades areales N5 calculadas autoconsistentemente para una serie de pozos en U
los que se varía sistemáticamentela longitud del pozo
tw, la capa espaciadora Ls y la
fracción de Al en la barrera x. Cada tabla muestra los resultados para Lw variable, con j
x y L
5 fijos. Lw toma valores entre 50 y 300 A, L5 entre 100 y 200 A, y x entre 0.1 y
0.3. ‘ti
Al aumentar el ancho del pozo, se observa inicialrnente un aumento de la poblacion.
Tal comportamiento es de espetar, pues un pozo cuadrado (despoblado) es tanto mas ti
atractii’o cuanto mayor es su ancho y la altura de la barrera. Sin embargo, en un pozo
pobladó esto no ocurre indefinidamente: al aumentar la densidad electrónica del pozo, U
aumenta también la densidad de-impurezas ionizadas en las -barreras, que crean un po-
téncialaeciente en éstas cuyo efecto es subir el fondo del pozo hacia el borde de la banda U
de conducción, acercándolo al nivel de Fermi y disminuyendo su capacidad para atrapar
electrones, de ahí que la densidad electrónica areal se mantenga prácticamente constante. j
Este comportamiento se observa en todos l& casos estudiados.
Tódos los pozos estudiados con Lw = 100 A tienen una sola subbanda ocupada. U
Aumentando Lw, mientras sólo hay una subbanda ocupada, la población aumenta debido
a que el fondo de la subbanda va bajando respecto de EF, y llega un punto en que N3 j
se hace constante, pues el potencial repulsivo debido a la densidad electrónica en el pozo
impide el descenso del fondo de la subbanda y por tanto el aumento de su población. Esta j
tendencia se observa especialmente en los pozos con x = 0.1 y Lw = 150-250 A (tablas
3.4 y 3.5), aunque de los valores de las densidades areales para los pozos con =0.2-0.3 j
y Lw = :100~150 A (tablas 3.1 y 3.2) se infiere un comportamiento similar. A partir de
esté punt¿, el aumento de Lw va acompañado de la disminución de E9 — E0, y acaba j





L~(Á) E5(sin xc) N,(sin xc) E5(xc) N,(xc)
50 -33.8 9.4 -37.1 10.3
100 -41.0 11.4 -43.8 12.2
150
-1.76 0.5 -2.8 0.8
-40.4 11.2 -41.9 11.7
11.7 12.4
200 -11.9 3.3 -13.2 3.7
-32.1 8.9 -33.2 9.2
12.2 12.9
250 -16.8 4.7 -18.2 5.1
-27.6 7.7 -28.5 7.9
12.4 13.0
300 -19.4 5.4 -20.8 5.8
-25.1 7.0 -25.9 7.2
12.4 13.0
Tabla 3.1 : Energías de los fondos de las subbandas ocupadas E5 y sus
respectivas densidades areales N8 calculadas para pozos de ancho
tw
variable, manteniendo fijos x = 0.3 y Ls = 100 A. Las energías se miden
desde el nivel de Fermi y están en meV; las densidades areales se dan
en 1011 cm2. Los cálculos se han realizado incluyendo y sin incluir los
efectos de canje y correlación; se indican en la tabla como “xc~~ y sin
xc” respectivamente. Si hay más de una subbanda ocupada, se da la
densidad areal total debajo de las densidades areales parciales.
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L~(Á) E5(sin xc) Ns(sin xc) E5(xc) Ns(xc)
100 -30.4 8.4 -33.1 9.2
150 -31.2 8.7 -33.5 9.3
200
E
-6.4 1.8 -L6 2.1
-26.2 7.3- -27.3 7.6
91. 9.7
250 -11.0 3.1 -12.3 3.4
-22.2 6.2 -23.1 6.4
9.2 9.8
300 -13.5 3.8 -14.8 4.1
-19.8 5.5 -20.6 5.7
9.3 9.8
Tabla 3.2 Igual que en la tabla anterior, con x = 0.2, L5 = 100 A.
Lw(A) E5(sin xc) Ns(sin xc) E5(xc) Ns(xc)
100 -13.3 3.7 -15.6 4.3
150 - -14.4 4.0 -16.5 4.6
200 -14.5 4.0 -16.3 4.5
250 -15< 0.4 -2.5 0.7
~13.3 3.7 -14.3 3.9
4.1 4.6
300 -3.8 1.1 -4.8 1.3
-11.4 3.2 -12.2 3.4
4.2 4.7
Tabla 3.3 :- Lo mismo que en las tablas anteriores, con x=0.1, L5 = 100 A.
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½ E5(sin xc) N,(sin xc) E5(xc) N,(xc)
100 -10.3 2.9 -12.1 3.4
150 -11.4 3.2 -13.0 3.6
200 -11.7 3.2 -13.0 3.6
250 -11.6 3.2 -12.8 3.6
300 -1.7 0.5 -2.4 0.7
-10.1 2.8 -10.8 30
3.3 3.7
Tabla 3.4 : Lo mismo que en las tablas anteriores, con x = 0.1, Ls = 150 A.
Lw E5(sin xc) Ns(sin xc) E5(xc) Ns(xc)
100 -8.4 2.3 -9.8 2.7
150 -9.5 2.6 -10.7 3.0
200 -9.7 2.7 -10.8 3.0
250 -9.7 2.7 -10.7 3.0
290 -9.7 2.7 -0.4 0.1
-10.2 2.9
2.7 3.0
300 -0.4 0.2 -0.8 0.2
-9.3 2.6 -9.9 2.7
2.8 3.0
Tabla 3.5 : Como en las tablas anteriores, con x = 0.1 y L5 = 200 A.
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pozos con L3 = 200 Á (tabla 3.5) supone un nuevo incremento de la densidad areal.
Al aumentar Lw en estos pozos con dos subbandas ocupadas se observa el mismo ti
comportamiento de saturación en la densidad electrónica: tras un aumento inicial de la U
densidad, ésta se hace casi constante. Sin embargo, las energías de los fondos de las
subbandas cambian: EF — E0 disminuye y EF — E~ aumenta al ensancharse el pozo; los
fondos de las subbandas se van acercando, y sus poblaciones se van por tanto igualando
(véanse por ejemplo los resultados para Lw = 200-300 Á en las tablas 3.1 y 3.2). Es U
de suponer que para L~ mucho mayores, la situación corresponda a dos heterouniones
acopladas.
La variación de las poblaciones y los fondos de las subbandas con la fracción de Al
se infiere de las tablas 3.1 a 3.3. El parámetro estructural del pozo que mas varia con z
es la altura de la barrera Vb. A mayor fracción de Al, mayor barrera de potencial, y más
atractivo resulta el pozo a igualdad de los demás parámetros estructurales: en efecto,
las densidades electrónicas areales aumentan con x, y la segunda subbanda comienza a
poblarse a menor Lw cuanto mayor es z: para x = 0.3 (tabla 3.1) hay una subbanda U
ocupada en el pozo con Lw=150 A, mientras que si z = 0.1 la población de la segunda
subbanda ocurre para Lw entre 200 y 250 A (tabla 3.3).
El efecto del cambio de la capa espaciadora se observa en las tablas 3.3 a 3.5. Para
todos los pozos estudiados, aumentar L5 tiene como consecuencia una disminución de la
población del pozo. El aumento de L5 supone que a igual número de impurezas ionizadas,
el aumento del potencial en la capa espaciadora (prácticamente lineal) es mayor, y por U
tanto es menor la diferencia en energía entre el fondo del pozo y el nivel de Fermi, es
decir, el pozo resulta menos atractivo y tiene una densidad electrónica areal menor. Esto
se hace patente en que la segunda subbanda del pozo con Lw = 250 A está poblada
si Ls = lOO A (tabla 3.3) , pero no si L5 es mayor: la segunda subbanda comienza a U
poblarse antes cuanto menor es la capa espaciadora.
En la tabla 3.1 se presentan los resultados para un conjunto de pozos con x = 0.3, j
AID = 1 x lO~ cm
3, L
5 = 100 A y Lw variable, entre 50 y 300 A. Como era de esperar,
al aumentar la longitud del pozo de 50 a 200 A éste se hace más atractivo, lo cual se





el aumento de la densidad electrónica areal produce una subida del potencial repulsivo
dentro del pozo, y el consiguiente incremento del número de impurezas ionizadas supone
un aumento del potencial repulsivo en las barreras, disminuyendo así la fuerza atractiva
del pozo. Por este motivo la tendencia al incremento en la densidad electrónica areal
observada en los pozos con Lw entre 50 y 200 A se frena en los pozos con Lw entre 200
y 300 A. De hecho la densidad areal N5 de los pozos con Lw igual a 200 y 300 Á es la
misma, 12.97 x 10” cm
2.
La figura 3.1 muestra el potencial autoconsistente total para el pozo de Uy = 100
A, junto con la densidad de probabilidad —proporcional a la densidad local de carga
electrónica— y los fondos de las dos primeras subbandas. Hay sólo una subbanda ocupada
correspondiente el estado fundamental del pozo cuántico íD en la dirección z; el primer
estado excitado está muy por encima del nivel de Fermi.
A partir de Lw = 150 A hay dos subbandas ocupadas. Para Lw = 150 A, su población
es bastante desigual: el 94 % de la población total del pozo corresponde a la subbanda
fundamental. Al aumentar el ancho del pozo, la densidad areal de las subbandas se va
igualando, lo cual responde a un acercamiento en energías de los fondos de las subbandas.
La figura 3.2 presenta los resultados para el pozo con Lw = 200 A. Los fondos de las
subbandas ocupadas están más próximos que en el pozo con Lw = 150 A (véase la tabla
3.1). Los resultados comienzan a desviarse del esquema habitual para pozos cuadrados:
la tercera subbanda se halla bastante más alejada de la segunda que las dos primeras entre
sí, y la densidad de probabilidad de la subbanda fundamental tiene su máximo aplanado,
indicando la tendencia del gas electrónico a dividirse en dos al aumentar la longitud del
pozo. Este resultado es del todo patente en la figura 3.3, que muestra los resultados para
Lw = 300 A. Ahora la densidad de probabilidad de la subbanda fundamental tiene dos
máximos simétricos cercanos a las intercaras y un mínimo local en el centro del pozo.
Los fondos de las dos primeras subbandas están muy próximos; a la vista de la figura 3.3,
esta estructura podría considerarse como dos heterouniones simples acopladas; las dos
subbandas corresponderían al desdoblamiento en dos estados, simétrico y antisimétrico,
del estado fundamental de la heterounión simple.
La figura 3.4 muestra la densidad electrónica total n~(z) en los tres casos de las figuras
3.1, 3.2 y 3.3. En el pozo con Lw = loo A el máximo de la densidad electrónica está






















Figura 3.1 : Perfil del potencial (línea continua), densidad de proba-
bilidad de la subbanda fundamental (línea de trazos cortos) y -nivel de
Fermi (línea de trazos largos) de un pozo con x 0.3, Lw = 100 A,
Ls = 100 Ay AID = 1 x 1012 cm2. Las energías de los fondos de las dos











































































Figura 3.3 Igual que en las figuras anteriores, con ½= 300 A. En este




































Figura 3.4 : Densidad electrónica local, correspondiente & los pozos de
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en el centro del pozo, pero ya en el pozo con Lw = 200 A se observan dos máximos
de la densidad electrónica cerca de las intercaras, lo cual no se infiere claramente de las U
densidades de probabilidad de las subbandas dibujadas en la figura 3.2; de hecho, hay
una densidad electrónica apreciable en el centro del pozo. Para Lw = 300 A los dos ti
máximos de la densidad electrónica son muy pronunciados y puede hablarse de dos gases
cuasibidimensionales confinados junto a las intercaras. tj
En pozos atractivos, con una fracción de Al grande, el desdoblamiento del gas elec- j
trónico bidimensional en dos gases cercanos a las intercaras se manifiesta claramente en
el rango de Lw considerado. En pozos con x menor hay que ampliar este rango a valores
mayores de Lw, ya que este desdoblamiento se debe al propio potencial electróstático
repulsivo producido por los electrones, que es suficiente para confinar los dos gases cerca
de las intercaras cuando la densidad electrónica es alta, lo cual, si x y L5 son fijos, se logra
aumentando e] ancho del pozo. Harris el al. [40] hacen un estudio similar para pozos ti
con x=O.25, comparando con sus propios resultados experimentales, y concluyen que la
separación del gas electrónico en dos gases cuasibidimensionales se da para Lw =450 A.
<La interacción de canje y correlación depende de la dimensión del sistema estudiado,
siendo mayor para dimensiones bajas; al aumentar la dimensión del sistema, su impor- J
tanda disminuye. Respecto del gas electrónico, a densidades bajas la interacción de
canje es despreciable, y domina el efecto de la correlación [41]. A densidades metálicas
los efectos del canje y de la correlación se cancelan, por lo que el gas de electrones de
un metal se describe correctamente como un gas ideal. A densidades intermedias no se ti
produce tal cancelación, como ocurre en los gases electrónicos que pueblan los sistemas
cuasibidimensionales de semiconductores, en los que tanto por las densidades areales del
gas como por la dimensión del sistema, este efecto puede ser relevante.
En las tablas 3.1 a 3.5 se muestran los valores de los cálculos Hartree además de los U
resultados considerando el efecto del canje y la correlación. Aunque la variación en la
densidad areal total es mayor en los sistemas más poblados, no puede decirse lo mismo U
respecto de la diferencia relativa entre las densidades areales, que a igualdad del resto de
los parámetros, es mayor para valores de x pequeños, lo cual significa que la interaccion U





valores aquí estudiados, de lO” a 1012 cm2.
Para z fijo, la importancia relativa del canje y correlación disminuye al aumentar
la longitud del pozo. Este efecto tiene que ver tanto con la dimensión del sistema, más
alejado del caso bidimensional ideal al aumentar Lw, como con el aumento de la densidad
que se produce al aumentar el ancho del pozo. La misma tendencia se observa al variar
L
5, dejando L~ y z fijos; los sistemas con densidades menores son aquéllos en los que
el efecto del canje y la correlación es mayor. Por consiguiente, podemos decir que las
densidades areales obtenidas en estos sistemas son lo suficientemente altas como para que
un aumento de N5 produzca una disminución del efecto del canje y la correlacion.
En estos sistemas el nivel de Fermi está fijo respecto del borde inferior de la banda
de conducción del material barrera. Por tanto, al incluir el efecto del canje y correlación,
que en esta aproximación viene dado por un funcional definido negativo, el potencial
del sistema se hace más atractivo, con lo que el sistema tiene una población mayor.
Esto se observa en todos los resultados obtenidos, en los que las energías del fondo
de las subbandas de los pozos son inferiores en los resultados con canje y correlación
que en los resultados Hartree. Por tanto, las densidades areales de las subbandas Nss
en los cálculos Hartree se subestiman; y este efecto es más notable en los pozos con
una subbanda ocupada que en los que tienen dos. Puesto que las densidades Nss a
T = OK son proporcionales a E9 — E5, se ha de observar la misma tendencia respecto
de las posiciones de los fondos de las subbandas. En efecto, en todas las tablas se
observa que al aumentar Lw, mientras sólo hay una subbanda ocupada, la diferencia
E5(sin xc) — E5(sin xc) es prácticamente constante; al aparecer la segunda subbanda,
estas diferencias se reducen aproximadamente a la mitad. En los casos en que hay dos
subbandas ocupadas, la diferencia E2 — E1 apenas varía del caso Hartree al cálculo con
canje y correlación; esto implica que en propiedades que impliquen sólo estas diferencias
de energías, como transiciones intersubbanda, dicho efecto no es importante.
3.3.2 Comparación con datos experimentales
En la tabla 3.6 se recogen los datos y resultados para varios pozos cuánticos con modu-
lación de dopado que han sido estudiados experimentalmente. El acuerdo general entre
ti
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x AID L, Lw N,(exp) E5(sin xc) N4sin xc) E>(xc) N~(xc)
(1)
-7.2 -8.9




0.12 1.0 99 244












0.30 1.0 100 300 -25.1 -25.9 E
12.3 E E 13.0
(8)
3.8 -14.0 3.9 -15.9 4.2
0.33 1.3 150 250 7.9 -25.7 7.1 -27.4 7.3
1l.6e 11.0 11.6




0.36 1.0 E 240 200 E -26.8 -27.6
8.4 8.8
(11) 0.30 1.0 60 100 169’ -49.4 13.7 -52.7 14.6
(12)
-17.4 -19.0
0.30 1.0 60 200 -36.2 ~37~5
- 17.4’ 14.9 - 15.7
Tabla 3.6: Diferentes muestras experimentales,
terísticas de las muestras se dan en las unidades
experimentales Ns(exp) son densidades totales
E- los cálculos de las poblaciones totales. Para la
parciales, medidas por efecto Shubnikov-de Ha-as.
junto con los resultados teóricos. Las carac-
acostumbradas. Normalmente los resultados
medidas por efecto Hall, así que sólo se dan
muestra (7) se dan también las poblaciones
En este caso se dan también las poblaciones
parciales calculadas. Referencias experimentales: (a): Stórrner et al. [22];(b): Shah ci al. [42];
(c): Inoue a al. [43]; (d): Inoue ci al. [44];(e): Harris el al. [40]; (f): Comes el al. [35];(g):





















los valores calculados y medidos de Ns es muy satisfactorio, teniendo en cuenta que
algunos de los parámetros experimentales están sujetos frecuentemente a una cierta falta
de precisión.
Una comparación de los casos (1), (2) y (3) permite estudiar el papel de la capa
espaciadora tanto teórica como experimentalmente. Como era de esperar, si se mantienen
fijos los demás parámetros, al aumentar Es la población del pozo decrece. Aunque las
tres muestras tienen dos subbandas ocupadas, la disminución de EF — E5 al aumentar
L~ indica claramente que para una capa espaciadora mayor desaparecería la segunda
subbanda ocupada, que en la muestra (3) tiene su fondo muy próximo al nivel de Fermi.
El acuerdo con el experimento es muy bueno; en los casos (1) y (2) se observa una mejora
sustancial del resultado al incluir los efectos de canje y correlación en el cálculo.
Los casos (4) y (5) corresponden a un valor intermedio de z. Respecto de los demás
parámetros, (3) y (4) son sistemas muy similares. La diferencia tan grande que se observa
entre sus respectivas poblaciones se debe exclusivamente al cambio en la altura de la
barrera al pasar de z =0.1 a 0.2. El resultado experimental para la densidad areal de (5)
no corresponde en absoluto a la tendencia observada en los demás casos. Los parámetros
estructurales del pozo (5) son muy semejantes a los de (4), y al ser 14 algo mayor y L5
menor que en el caso (4), sería de esperar una densidad areal parecida y algo superior a
la de éste. Es posible que o bien haya un error en la medida Hall de N8 de (5), o que
alguno de los parámetros estructurales no haya sido determinado correctamente, quizá
la densidad de impurezas, que podría ser en realidad mucho menor de lo indicado en la
referencia [35].
El resto de las muestras de la tabla 3.6 tienen valores altos de x, aunque todas en el
régimen de discontinuidad de banda directa. Los casos (6) y (7) son muy similares; aun
cuando la densidad de impurezas en (6) es mayor, su capa espaciadora es también más
ancha, con lo que su densidad electrónica areal es algo menor. Esto no se aprecía en el
resultado experimental, sino en los cálculos teóricos.
Es interesante comparar los resultados de (6), (7), (11) y (12). Estos dos últimos son
pozos más estrechos que los dos primeros, pero su capa espaciadora es mucho menor, con
lo que en estos pozos mAs estrechos la densidad electrónica areal tanto calculada como
medida experimentalmente es mucho mayor. El papel de la capa espaciadora es de crucial
ti
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importancia: en el rango de O a 100 A, la población depende muy fuertemente de L5. A tipartir de loo A, N5 sigue disminuyendo al aumentar ts, aunque no tan rápidamente.
Los casos (9) y (10) tienen la fracción de Al más alta estudiada. Los resultados teoricos tiy experimentales para estos dos casos vuelven a poner de manifiesto la importancia de
la capa espaciadora para estos sistemas: el pozo más estrecho es el que tiene una mayor U
densidad electrónica, porque su capa espaciadora es menor. E
En las muestras experimentales estudiadas el acuerdo eútre los cálculos y los resultados
experimentales es muy bueno, teniendo en cuenta las impreci~ioúes que puede haber en la U
determinación de los parámetros experimentales: por ejemplo, el caso (6) ha sido tomado
de [43], donde aparece citada como mnestra R-74. Esta misma muestra aparece citada U
en otro tfabajo de estos autores [451,pero descrita ahora con parámetros ligeramente
diferentes; ND = 1.0 x iO~ cm3 y L
5 = 100 A, que coinciden con los del caso (7). La U
diferencia entre los resultados teóricos es apreciable.
Respecto de la comparación ent+e datos experimentales y resultados teóricos, la in -U
clusión del efecto de la interacción de canje y correlación mejora en la mayoría de los
casos estúdiado~ los resultados óbtenidos respecto del cálculo puramente Hartree. La U
diferencia~ ~ntre ambos valorés es lo suficientemente grande como para que tenga sentido
plantearse la inclusión del efecto del cárije y la correlación con vistas a las aplicaciones U
prácbca~ de estos sistemas o a la explicación de los resultados experimentales.
Aunque desde el punto de vista teórico este efecto es más importante en sistemas con ti
N5 menor, déntro del rango de valores de interés en estas estructuras; experimentalmente
la diferencia se Aetecta mejor en sistemas más poblados, ya que la comparación con el
experimento no da la importancia relativa de la interacción de canje y correlación, sino
la difer¿Acia absoluta entre el resultado teórico y el experimental, que es mayor en los U







Pozos <5: confinamiento del gas
electrónico por dopado
El dopado selectivo puede utilizarse no sólo como un método para poblar los sistemas
cuasibidimensionales de semiconductores, como hemos visto en el capítulo anterior, sino
también como una técnica de modulación del potencial. Los primeros sistemas de este
tipo que se concibieron fueron las superredes n-i-p-i, descritas en la introducción de esta
memoria. En ellas, el potencial electrostático producido por las impurezas ionizadas
altera el perfil de las bandas, y para capas dopadas lo suficientemente estrechas (del
orden de cientos de A) los niveles de energía de los portadores se cuantizan y se forman
¡runibandas. Con los avances en las técnicas de crecimiento epitaxial, el ancho de las
capas dopadas se ha logrado reducir hasta tal punto que se habla de dopado 6, aludiendo
al intento de lograr una distribución espacial de impurezas que sea como una 6 de Dirac,
es decir, a dopar únicamente en una monocapa del semiconductor. Las impurezas de la
lámina dopada producen un potencial que confina a los portadores provenientes de éstas,
de ahí que estos sistemas se conozcan como pozos 6. Aunque las primeras estructuras con
dopado 6 se fabricaron en 1979 [46, 47], ha sido a partir de mediados de los años ochenta
[48, ~91cuando han comenzado a ser ampliamente estudiados, no sólo por sus posibles
aplicaciones tecnológicas, sino también por su interés básico: se han utilizado diferentes
técnicas experimentales para el estudio de los pozos 6, como espectroscopia Raman [50],
absorción infrarroja [51,52], medidas de magnetotransporte [531y fotoluminiscencia [50].
75
76 Capítulo 4. Pozos 6: confinamiento del gas electrónico por dopado j
Desde el punto de vista teórico, han aparecido en la literatura cálculos autoconsistentes
de la estructura electrónica de pozos delta aislados: Zrenner et al. [53]utilizan la aproxi-
mación Hartree (no incluyen efectos de canje y correlación), aunque consideran el efecto
de la no parabolicidad de las subbandas; Degani [54] incluye efectos de canje y correlación U
y estudia fundamentalmente el efecto de la segregación de las impurezas de la lámina 6.
Los resultados que se presentan en este capítulo complementan los citados anteriormente.
En la fabricación y diseño de heteroestructuras cuánticas, hay que tener en cuenta
las constantes~dered de los materiales constituyentes: si son muy diferentes, se producen U
tensiones que imposibilitan el crecimiento de capas anchas; por consiguiente, si se pre-
tende construir un pozo cuántico con una anchura de 100 A o superior4 es necesario que U
las constantes de red de los materiales de pozo y barrera sean muy parecidas. En las
homoestructuras cuánticas este problema no existe, puesto que las densidades que se con-
sideran grandes para dopado suponen una distorsión muy pequeña de la red del material
volúrnico: por ejemplo, en el GaAs, la densidad areal de átomos en la superficie (100) U
es de 1.25 x1015 cm~2, lo que supone una densidad de átomos de Ca igual a 6.25 xlO’4
cm2. Los átomos de Si se sitúan preferentemente en las posiciones del Ca, de ahí que
se comporte como donador. Como las densidades areales de Si que suelen emplear en
estos sistemas son menores que 1013 cm2, el Si sólo ocupa una pequeña fracción de las U
posiciones del Ca en una monocapa, y produce una alteración menor en la red del GaAs.
Estas homoestructuras no tienen los problemas derivados de la presencia de intercaras U
entre materiales distintos, puesto que las impurezas se consideran como una pequeña per-
turbación del material volúmico; sin embargo, las densidades de portadores que pueden U
obtenersé son muy áltas; en el caso del GaAs dopado con Si, las densidades electrónicas
consiguen superan las obtenidas en las heteroestructuras de GaAs y sus U
Al dopadas con Si. Esto hace que las estructuras 5 dopadas se hayan
utilizado para diseñar transistores de alta potencia; además, aunque la movilidad de los U
~ortadóres en un pozo 6 sea menor que en una heteroestructura análoga con modulación
de dopado eñ las barreras debido a que impurezas y portadores no están espacialmente
se~arád¿s, la transconductancia g,Á ‘ de un transistor <5 es muy alta (46, 48, 49], debido
‘La trausconductancia es un parámetro muy importante de los transistor~: a,,. = AL donde ¡ es laay,,
corriente cútre la fuente y el sumidéro, y 14 es el voltaje de la puerta; en una primera aproximación, 9»,
U
U
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tanto al notable aumento de la densidad de portadores como a Ja reducción de la distancia
entre el canal de portadores y la puerta que es posible en este tipo de sistemas.
4.1 El gas electrónico atrapado en el potencial pro-
ducido por las impurezas
Si la densidad areal de impurezas N~ es lo suficientemente grande (en el GaAs dopado
con impurezas esto supone N~ =1.0 x 1012 cm2), los portadores no están ligados a
las impurezas de las que provienen, sino que están deslocalizados en torno al plano de
impurezas ionizadas, que puede tratarse como una distribución uniforme de carga en
el plano de crecimiento xy. Dentro del modelo de masa efectiva, que emplearemos en
la descripción de estos sistemas, puede relacionarse la densidad mínima a la que puede
hacerse la aproximación de lámina uniformemente cargada con el radio de Bohr efectivo
de los portadores en el semiconductor, 4: los portadores se deslocalizarán cuando sus
orbitas en torno a las impurezas solapen; aproximadamente, cuando lo hagan los círculos
de radio igual a aL. Esto corresponde a una densidad areal del orden de 1/4.
Si ND es la densidad areal de impurezas y se supone una localización perfecta de éstas
en la dirección de crecimiento z, la correspondiente densidad volúmica es
ní,np(Z) = Nn6(z — zo) (4.1)
donde z~ es la posición de la lámina de impurezas. La distribución de carga debida
solamente a las impurezas ionizadas desnudas produce un potencial en forma de V en la
dirección de crecimiento z. Si no hay compensación tota], los portadores provenientes
de las impurezas se ven confinados en dicho potencial, que a su vez apantallan, de modo
que la distribución de portadores y el potencial electrostático producido por portadores
e impurezas ionizadas han de ser calculados de manera autoconsistente.
En principio el dopado puede ser de tipo p o n y en cualquier tipo de semiconductor.
Nosotros nos centraremos en el estudio del GaAs dopado 6 con Si sin compensar. En
es proporcional a la movilidad y a la densidad areal de los portadores e inversamente proporcional a la
distancia entre el canal de conducción y la puerta.
U
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este material, la condición Nr, =l/a~ se cumple para densidades del orden de 1 )< 1012
citA ~ Puesto que el Si se incorporaen una capa Mormca ocupando las posiciones del U
Ca y por tanto es una impurezá donadora en el GaAs, los portadores son electrones; U
la capa de impurezas de Si ionizadas se trata como una hoja de carga positiva, que
produce ún potencial atractivo paralos electrones y repulsivo para los huecos. Debido a
la magnitud de la banda prohibida del GaAs, es una buena aproximación para el estudio 3
de los electrones considerar sólo la banda de conducción, análogamenté a lo h¿cho para
el estudio de los pozos cuánticos de GaAs/AlrGaí..xAs con modulación de dopado de Si 3
(capítulo 3).
UAunque en estos sistemas se pretende localizar las impurezas en una monocapa del
semiconductor, en la práctica el Si se difunde en el GaAs, y su distribución espacial
tiene una anchura finita. Santos a al. [55, 56] aclararon que la temperatura del sustrato U
durante el crecimiento de la muestra está relacionada con la difusión del Si: a tempeta-
turas del sustrato Ts menores que 530% la difusión del Si es prácticamente despreciable, U
mientras que temperaturas Ts más altas favorecen la segregación y dan lugar a distribu-
cionés de impurezas de más de 100 A de anchura: a é400C el ancho de la distribución 3
de impurezas es del orden de 180 A. Como a altas temperaturas las estructuras crecen
mejor, con menos defectos, las primeras muestras que se crecieron presentaban unos per- U
files de difusión del Si muy alejados de la distribución 6 ideal; una vez aclarado el efecto
de la temperatura del sustrato, se ha conseguido reducir el ancho de la zona dopada U
prácticamente al límite de la localización de las impurezas en una monocapa: Liu et al
[71]consiguieron observar directamente las láminas dopadas 6 por medio de microscopia U
electrónica de alta tresolución; en sus muéstras los átomos de Si se hallan confinados a
lo &umo en 5 monocapas de GaAs. Nosotros consideraremos la posible difusión’del Si y U
su éfecto en la éstructura electrónica de estos sistemas, suponiendo que las impurezas se
distribuyen en una lámina de longitud 1d con una densidad uniforme Pímp = CAÍD/id, esto U
es, como ‘tina función~ escalón, y comparamos con el caso ideal de dopado 6 perfecto, es
decir, td = 0. 3
Sup¿n&emo~ que no existe compensación, es decir, que la densidad ‘de impurezas
acéptoras ~A ~ o y qué lá dénsidád electrónica areal total N
5 es igual a ND: todas las U
imiSuiezás donadoras están ionizadas. Esto ocurre para densidades areales de impurezas U
U
U
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menores que 8 x1012 cm2. Si se dopa con una densidad mayor, se observa una satu-
ración de la densidad electrónica [49, 53, 55, 56, 58]: aunque se aumente el dopado, las
medidas de magnetotransporte indican que la densidad de electrones no supera la cota
de 8 xlO’2 cm2. No se ha aclarado el por qué de este fenómeno; algunos autores [49]
lo relacionan con el llenado de los mínimos L de la banda de conducción de GaAs; la
diferencia en energías entre el mínimo del punto 1’ y el del punto L es de 310 meV, y para
un pozo delta idea] con N~ = 8 x 1012 cm2, EF supera este valor. También los niveles
DX [55, 56], que en el GaAs tienen una energía resonante en la banda de conducción,
podrían atrapar electrones en tal caso, pues EDX — Ec = 180 meV. Sin embargo, esto
no explica por qué se produce la saturación de la densidad electrónica en pozos con una
distribución de impurezas de anchura espacial finita, más realista: si la segregación del
Si es considerable (del orden de so A o más [55, 56, 58]), la energía de Fermi no es tan
grande, pues el potencial resultante se ensancha y se hace menos profundo (véase la figura
4.1); sin embargo se observa igualmente la saturación de Ns. También se ha propuesto
como otra posible explicación (55, 56, 58] que a partir de ND > 8 x 10>2 cm2, el Si deja
de ser eléctricamente activo: a densidades menores, el Si se sitúa preferentemente en las
posiciones del Ca, comportándose como donador; si la densidad de. impurezas aumenta
por encima de dicho valor, el Si comienza a ocupar las posiciones del As y deja de con-
tribuir a la densidad electrónica areal; este fenómeno se conoce como autocompensación.
Nos limitaremos a densidades ND comprendidas entre 1 y 8 x 1012 cm2, de manera que
pueda suponerse que todas las impurezas están ionizadas y que producen una densidad
de carga uniforme en el plano xy.
El potencial producido por las impurezas se obtiene integrando la ecuación de Poisson
e
—l4mp(z) = pímp(Z). (4.2)
dz2
k,np(z) ha de ser par respecto del eje z = z
0, y tomaremos como origen de energías
V(zo) = 0. Estas dos condiciones determinan completamente el potencial.
Si se considera una distribución de tipo 6 en la dirección z, el potencial producido
por las impurezas ionizadas desnudas tiene forma de y; si se supone una distribución
uniforme de impurezas con un ancho finito, este potencial es parabólico en la zona dopada,
y lineal en la zona sin dopar. Los electrones atrapados en el pozo producen a su vez un
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Figura 4.1 Perfiles de potencial, fondos de las subbandas ocupadas
(líneas continuas) y nivel de Fermi (línea de trazos) para pozos con Nr, =
7.0 x 1012 cm
2, y td = 0,10, 50 y 100 A de izquierda a derecha. Todas
las energías se miden desde el nivel de Fermi. Los potenciales se dibujan
en un intervalo de 600 A centrado en la capa dopada.
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potencial electrostático que modifica sustancialmente e] perfil de potencia] producido por
las impurezas; en particular, como suponemos que no hay aceptores en el sistema, el
potencial resultante final ha de tender asintóticamente a un valor constante, puesto que
la carga neta total que se percibe desde una posición suficientemente alejada de la hoja
de impurezas es 0.
4.2 Distribución de la población electrónica en sub-
bandas
Como hemos anticipado, para la descripción de los estados electrónicos utilizaremos la
aproximación de masa efectiva a una banda.
A las densidades de impurezas que consideraremos, N0 > 1 x 1012 cm—2, el potencial
atractivo en la dirección z confina a los electrones; su vector de onda en dicha dirección
se cuantiza, mientras que su movimiento en el plano zy es libre. Consideraremos que los
electrones tienen una masa efectiva constante e igual a la del GaAs volúmico, y que su
relación de dispersión es parabólica; dentro de esta aproximación, la ecuación (1.22) es
válida para todo el sistema, lo que implica que la función envolvente en la dirección z no
depende de ,c, así que basta resolver el problema unidimensional
(—~4~+ V(z)) Fj(z) = E.~ Fj(z) (4.3)
para obtener las autoenergías y funciones envolventes del problema completo.
Las E5 son las energías asociadas al movimiento en la dirección z, los fondos de las
subbandas electrónicas; las energías electrónicas totales E5(ic) se obtienen añadiendo a
E5 la energía cinética en el plano xy, en el que los electrones se mueven libremente:
= E5 + (4.4)E5Qc) 2m
En este sistema, la densidad electrónica areal es conocida de antemano, e igual a la
densidad areal de impurezas ionizadas. Se desconoce sin embargo la distribución de
la población en subbandas y la posición del nivel de Fermi, que han de determinarse
autoconsistentemente. Suponemos que todos los fondos de subbanda son estados discretos
U
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del pozo cuántico en la dirección z; sus correspondientes funciones envolventes son por
tahtó de cuadrado ihtegrable, y se anulan para z —* ±co,así como sus derivadas: U
A~ fl(z) = fSm F,’(z)=0. (4.5) U
Estas condiciones de contorno y la normalizacionJ~ IÑzfl2dz = 1 (46) U
determinan completamente las funciones envolventes (salvo una fase trivial).
la expresión (3.8) pan la densidad electrónica pe(Z)Cn -los pozos con modulación-de
dopado es también válida para los pozos 6, y por consiguiente su límite a temperatura OK, U
viene dado por (3.12). La diferencia entre estos dos tipos de sistemas reside en que en los
pozos con niodu]áción de dopado se conoce de antemano la posición del nivel de Fermi, U
fijado por los semiconductores dopados que constituyen las barreras, y se desconoce la
d~ñsidad electrónica &eal total del sistema Ns,mientras que en los pozos 6 la densidad •
electróñica total ateál es conocida, pero se desconoce la posición del nivel de Fermi. EF
sé- d~iérmina utilizando la condición de neutralidad de carga en el sistema, que en el caso U
que nos ocupa (tú = 0) resulta set
Ns ÁJPC(Z)dZ=ND. (4.7) U
Sustituyendo en esta ecuación la densidad electrónica dada por (3.8) y utilizando la
ucondición de normalización (4.6), se tiene
EF—E
;
Nr, =—~.kTZln(1+exp( 1) Uirh kT (4.8)
- 1- • -
expresión que puede utilizarse para determinar EF numéricamente. Nosotros nos limi-
tajemos al caso T =0K, para el que la ecuación anterior se reduce a U
ND=—.wZ(EF—ESW(EF—ES). - (4.9)
Idi U
Deesta expresión se puede despejar EF:
U1 ~ ,rM
• - Er=-EE,+—Nr, (4.10)pm -
donde p’eéel núrner¿ desubbandas ocupadas del pozé, que al igual que EF, se desconoce; U
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1. Se calcula Lp suponiendo que sólo hay una subbanda ocupada, es decir, que p = 1.
A esta cantidad la llamamos Ep(1):
idi2 (4.11)
Evidentemente, E
9(l) > E>; siempre habrá al menos una subbanda ocupada, pues
hemos supuesto que no hay compensacion. Para ver si hay población en la segunda
subbanda, se compara EF(1) con E2:
Si Er(1) < E2, entonces sólo hay una subbanda ocupada, y se tiene que E9 =
Er(í).
Si por el contrario E~(1) > £~, al menos hay dos subbandas ocupadas, y por
consiguiente hay que calcular Er(2):
2. Supóngase que hay 2 subbandas ocupadas; en tal caso el nivel de Fermi sería
1 lrh
2
E9(2) —(E> + £2) + ——Nr,. (4.12)2 2nr
Se compara esta cantidad con £3:
Si Ep}2) < E
3, entonces Ep = Ep’(2), y efectivamente, sólo hay población en las
dos subbandas más bajas.
Si EF(2) > £3, hay que calcular Ep’(3).
3. Se repite el razonamiento anterior hasta que se cumpla la condición
E, c Ep(p) < E~.> (4.13)
En tal caso, £9 = Ep}p), y hay p subbandas electrónicas pobladas.
Conocidos EF y el número de subbandas ocupadas, puede calcularse la densidad de
carga electrónica p~(z), que se evalúa de igual manera que para el pozo con modulación
de dopado (ecs. (3.8) a (3.12)), y tiene la misma expresión final. Pe(z) es parte del
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Tanto si se toma pimp(z) como proporcional a una 6 de Dirac como si se toma constante
en una cápá’ dé longitud td ‘y núla en el résto del sistema, el pótencial producido por la U
distribución de impurezas puede calcularse analíticamente. El potencial electrostático
producido por los electrones verifica la ecuación de Poisson U
&V4Z) _ e
dz2 — —pe(z). (4.15) Ue
Para simplificar la notación, ‘tomamos z = O como plano de simetría del sistema, que U
coincide con el centro de la capa dopada. Al ser el problema simétrico respecto de z = 0,
V~(z) es par respecto de reflexiones en él, y por tanto 14’(0) = 0. 14(z) es la integral doble U
de la densidad de carga electrónica; como vimos en el apartado 1.5, esta expresión puede
simplificarse aún más; aquí lo haremos de manera ligeramente distinta a la mostrada en
el apartado 1.5, que nos permite obtener una expresión muy sencilla para el potencial U
electrostático total cuando la distribución espacial de impurezas se modela con una 5 de
Dirac: U
14(z) = ~ d~ j d¿f’p
4(() = 1 (7 dt§ dtp~(sc’) — d¿ ~ d¿’p~(¿’)). (4.16) U
Por la condición de neutralidad de carga,
eND
p~(z)dz — , (4.17)Jo00 2
así que U
e2 Nr, cf2 f00,,
2e z — ~ (z >0). (4.18)
Esta última integtal puede éva]larse por partes: definiendo
U(¿) 7 d4’p~(~’); dU(fl = —p~(¿)d~, (4.19) U
se tiene ‘ ‘ U
<(df úk) [~ÓM~— j «—p~(¿))dt~ = zU(z) + = J(z + ~9p~~~)dE,
U(4.20)
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En el caso de que la distribución de impurezas sea de tipo fi, la expresión del potencial
Hartree también se simplifica; integrando la ecuación (4.2), se tiene que el potencial
producido por las impurezas es
C2ND ~
JdCJ 6(C’)d~’ (z =0), (4.22)
salvo constante fijada por el origen de energías. Utilizando la propiedad de la función de




e2ZVr, (z =0), (4.24)t’np\27
este potencial cancela el término lineal que aparece en (4.21), de modo que el potencial
Hartree resultante de un pozo con una distribución ¿de impurezas es
Vn(z) = —~ j(z + ~9p~(4)d~ (z > o). (4.25)
Si la distribución de impurezas es uniforme en una lámina de ancho finito l~, el potencial
que produce tiene la forma e2ND 2
Si _




y añadiéndole el potencia] electrostático producido por los electrones (ecuación (4.21)),
se tiene el potencial Hartree total.
Como se comentaba en el apartado 1.5.1, los efectos de canje y correlación se tienen
en cuenta dentro de la aproximación de funcional local; así, el potencial que aparece en
la ecuación de Schródinger (4.3) es suma del potencial Hartree y del funcional de Hedin-
Lundqvist (ecuación (1.38)). Evidentemente, el criterio de autoconsistencia utilizado en
el caso de los pozos con modulación de dopado (igualdad de las densidades electrónicas
areales obtenidas en dos ciclos consecutivos del cálculo) no es válido aquí; en este caso
consideraremos que se ha obtenido la solución autoconsistente del problema cuando los
potenciales Vg-f- Vxc de dos ciclos consecutivos sean suficientemente similares; en concreto,
U
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cuando su desviación cuadrática media UM sea pequeña. Para estos sistemas usamos el Ucriterio a,’« < 0.1 meV.
U
4.3 Resultados. Comparación con sistemas experi-
mentales U
Corno en estos sistemas la densidad areal total N5 es conocida de antemano, los resultados U
de interés son las poblaciones de las subbandas, que tienen ¡a misma expresión que en
el caso del pozo con modulación de dopado (ecuación (3.14). Por supuesto, además de U
éstas, se obtienen las correspondientes funciones envolventes, energías de los fondos de
las subbandas y los perfiles de potencial; pero las poblaciones N55 pueden compararse U
directamente con los resultados de las medidas Shubnikov-de Haas y dan una idea de la
bondad de los cálculos. U
de Zrenner el al. [53]presentan resultados de medidas Shubnikovde H~s de la población U
las subbandas de un pozo 6 con un dopado nominal de ND = 7 >c 10’~ cm
2 y una
densidad electrónica areal total de Ns = 6.7 x 1012 cm2, y calculan autoconsistentemente
las poblaciones de las subbandas ocupadas en función del ancho - de la capa dopada, U
teniendo en cuenta la no parabolicidad de las subbandas; sin embargo, no incluyen efectos
de canje y correlación. Concluyen que el espesor de la zona dopada es Li = 78 A, y que U
este método puede utilizarse para determinar la segregación de impurezas con una gran
precisión, pues las N
55 dependen sensiblemente de
1d~ Nosotros hemos estudiado el efecto U
del canje y la correlación’ en cuanto a la determinación de 1d, y comparamos con los
resultados de Zrenner el al.; los resultados se muestran en las tablas 4.1 y 4.2. U
Hemos realizado los cálculos suponiendo una densidad electrónica areal N
5 igual a
7.0 y 6.7 x 1012 cm
2; aunque las medidas Shubnikov-de Haas dan como resultado este U
último valor, cabe la posibilidad de que no se haya detectado la p¿blación de subbandas
más altas, y que los valores de las poblaciones de las subbandas inferiores ajusten mejor U
al caso = Nr,.’ Nuestros resultados indican que no ocurre tal cosa; el mejor aju~te
que obtenemos entrenuestrod cálculos incluyendo los efectos del canje y correlación y los U
resultados ~expetii+entales se da para N
5 = 6.7 x 1012 cm
2 y td = 50 A (tabla 4.1).
U
U
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Id(A) EF(sin xc) E5(sin xc) Ns(sin xc) Er(xc) E5(xc) Ns(xc)
0(6)
230.2 0.11 236.8 0.05
223.2 0.30 229.8 0.27
233.9 207.0 0.75 238.7 212.2 0.74
176.7 1.59 181.0 1.60
91.5 3.96 93.3 4.04
10
218.6 0.11 225.1 0.05
211.7 0.30 217.2 0.27
222.5 195.5 0.75 227.0 200.5 0.74
164.9 1.60 161.1 1.61
80.4 3.95 81.9 4.03
50
181.0 0.12 186.8 0.06
173.5 0.33 217.2 0.30
185.3 157.6 0.77 189.0 161.7 0.76
123.7 1.71 126.8 1.73
49.4 3.78 50.4 3.85
100
147.7 0.15 152.1 0.10
139.4 0.38 142.6 0.36
153.2 122.4 0.85 155.6 125.0 0.85
85.4 1.88 86.8 1.91
29.9 3.42 30.3 3.48
Tabla 4.1 : Energías de los fondos de las subbandas ocupadas E~ y sus
respectivas densidades electrónicas areales N55 calculadas para pozos <5
con una densidad de impurezas ND = 6.7 x 10>2 cm
2 de ancho ‘d varia-
ble. Los cálculos se han realizado incluyendo y sin incluir el efecto del
canje y la correlación; se indican en la tabla como “xc” y “sin xc” res-
pectivamente. Las energías se dan en meV y están medidas desde el
minímo del potencial; las densidades areales estan dadas en unidades de
—21012 cm
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Id(A) E9(sin xc) E5(sin xc) Ns(sin xc) Ep(xc) E5(xc) Ns(xc)
0(6)
238.1 0.12 244.8 0.06
230.9 0.32 236.7 0.29
242.4 213.0 0.79 247.1 219.2 0.78
182.4 1.67 186.7 1.68
94.4 4.11 96.1 4.20
10
225.9 0.12 232.6 0.06
218.7 0.32 224.5 0.29
230.2 201.4 0.79 234.9 207.0 0.78
169.9 1.67 174.3 1.68
82.6 4.10 84.3 4.19
50
186.8 0.13 192.6 0.07
179.0 0.35 183.7 0.32
191.5 162.3 0.81 195.3 166.5 0.80
127.1 1.79 130.2 1.81
50.1 3.92 51.6 3.99
100
152.1 0.17 156.6 0.11
143.5 0.41 146.7 0.39
158.2 125.6 0.90 160.6 128.2 0.90
87.2 1.97 88.6 2.00
30.5 3.55 30.9 3.60
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En el caso de los pozos con modulación de dopado, incluir el efecto del canje y la
correlación resulta en un aumento de la población de las subbandas y de la densidad
electrónica areal total: en dichos pozos, el nivel de Fermi está fijado respecto del fondo
de la banda de- conducción del material que forma la barrera en la zona de potencial
constante, y el efecto de añadir al potencial del pozo el funcional de canje y correlación,
que es definido negativo, es aumentar su profundidad respecto del nivel de Fermi, y por
tanto hacerlo más atractivo, aumentar su población total. Sin embargo, en los pozos
6, la población electrónica total es fija, y la inclusión del canje y la correlación supone
una redistribución de la poblacion en las diferentes subbandas: las Ns5 varían, pero
!t N55 = es constante. En todos los casos estudiados, la población de las subbandas
inferiores aumenta si se incluye el efecto del canje y correlación respecto del cálculo
puramente Hartree; sin embargo, la población de las subbandas superiores disminuye.
Aunque los cálculos muestran que el mayor cambio relativo de población se produce en la
subbanda más alta, experimentalmente no suele detectarse siquiera su ocupación; es más
fácil detectar la variación absoluta de la subbanda fundamental, que es la más poblada.
Para los dos casos estudiados con y sin canje y correlación (Nr, = 6.7 y 7.0 x 1012 cm”2),
la población de las 2 subbandas inferiores aumenta si se incluye el efecto del canje y co-
rrelación respecto del caso Hartree; la tercera subbanda mantiene su población constante
o aumenta ligeramente: es la que sufre una menor variacion de la población, y disminuye
la ocupación de las dos subbandas superiores. En cualquier caso, el efecto del canje y la
correlación en estos sistemas con varias subbandas ocupadas es menos importante que
en los pozos con modulación de dopado, aunque conviene resaltar que cuanto menor es
el ancho de la distribución de impurezas, mas notable es la diferencia entre el cálculo
Hartree y el que incluye canje y correlación, como se infiere de los resultados que se
muestran en las tablas 4.1 y 4.2. Este resultado era de esperar, puesto que la interacción
de canje y correlación depende de la dimensión del sistema, siendo mayor cuanto menor
sea ésta; cuanto más estrecha es la distribución de impurezas, más confinado está el gas
electrónico cuasibidimensional, y por consiguiente, más importantes son los efectos del
canje y la correlación.
Respecto de la influencia de la segregación de las impurezas, en las tablas 4.1 a 4.4 se
ve que las poblaciones y los fondos de las subbandas cambian apreciablemente al variar
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Id(A)- E¡4xc) E5(xc) Ns(xc)
- 0(6)’
184.1 0.15


















Tabla 4.3: Como eii las tablas anteriores, pero con Nr, = 5.0 x 1012
en este caño ~emuestran sólo los resultados considerando el efecto
- ‘ ‘
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td de 50 a 100 A, de ahí que Zrenner et al. [53] consideren la medida de la ocupación de Ulas subbandas como un buen método para determinar la segregación de las impurezas.
Sin embargo, si se varía el ancho de la distribución de impurezas de O a 50 A, el cambio
en las ocupaciones de las subbandas es mucho menos importante: de hecho, la diferencia U
en los resultados es menor que la que supone para un ancho fijo incluir o no el efecto
del canje y la correlación. Como en la actualidad es posible reducir la segregación de U
las impurezas [71] por debajo de los 50 A, este método no es muy útil cuantitativamente U
para los sistemas fabricados hoy en díá.
En la figura 4.1 se muestra gráficamente el efecto de la segregación del Si discutido
—2
mas arriba para un pozo con una densidad areal de impurezas Nr, = 7.0 x 1012 cm
Los resultados representados corresponden a los cálculos que incluyen efectos de canje ji
y correlación mostrados en la tabla 4.2, pero tomando £9 como origen de energía, de
manera que resulta más patente el hecho de que un cambio en 1a del orden de 10 A no
afecta apreciablemente las posiciones relativas de los fondos de las subbandas y de éstas
respecto del nivel de Fermi, y por consiguiente, de las poblaciones de las subbandas. La
figura 4.1 pone de manifiesto claramente que la subbanda más sensible a los cambios en
valor absoluto es la fundamental: al aumentar td, disminuye £9 — E> y por consiguiente U
N
5>. Las tablas 4.3 y 4.4 muestran los resultados de los cálculos autoconsistentes in-
cluyendo efectos de canje y correlación en pozos con ND = 3 y 5 x 10>2 cm~2, para ver
el efecto de la variación de la densidad de dopado Nr, en estos sistemas. En todos los
casos (Nr, = 3, 5 y 7 >40>2 cnÚ2; tablas 4.2 a 4.4) al aumentar la segregación del Si la U
población de la subbanda fundamental disminuye, y aumenta la población del resto de las
subbandas. De hecho, aparte del perfil de potencial, que no es directamente comparable ji
con ninguna magnitud física medíble, la posícion relativa de las dos subbandas mas bajas
es la magnitud física que más cambia al variar ‘d~ Por tanto, la medida experimental de U
la segregación del Si a través de la medida de las poblaciones de las subbandas ha de
basarse principalmente en la determinación de la ocupación de la subbanda fundamental, U
o mejor aún, en la variación de la ocupación relativa de las dos subbandas más bajas.
Al disminuir la densidad de impurezas, no sólo varía la ocupación de todas las sub-
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es lo que ocurre al variar Nr, de 7 a 5 xlO’2 cm2 (tablas 4.2 y 4.3); se pasa de 5 a 4
subbandas pobladas. Al variar Nr, deS a 3 xlO>2 cm2 (tablas 4.3 y 4.4) el número de
subbandas ocupadas no cambia teóricamente, pero a efectos prácticos la ocupación de la
subbanda más alta para Nr, = 3 >4012 cm’2 es tan baja que sería indetectable con las
técnicas actuales de magnetotransporte.
Nosotros no hemos considerado la no parabolicidad de las subbandas en estos cálculos;
sin embargo, Zrenner ci al. [53] muestran gráficamente (figura 3 de su artículo) la den-
sidad electrónica areal de las subbandas calculadas tanto en la aproximación parabólica
como con un modelo que da cuenta de la no parabolicidad; de la figura citada se infiere
que la no parabolicidad es despreciable en los pozos con Nr, pequeña (inferior a 5 c 10>2
y la diferencia entre los dos modelos aumenta con el valor de Nr,. Santos et al.
[55]se refieren a este resultado de Zrenner ci al. y afirman que la no parabolicidad en
estos sistemas es más importante que el efecto de la interacción de canje y correlación.
Sin embargo, nuestros resultados (tablas 4.1 y 4.2) muestran que para densidades como
las del sistema experimental que Zrenner cl al. estudian (Nr, ~ 7 x 10” cm2), las
correcciones introducidas al considerar el efecto de canje y correlación son del orden de
las que obtienen Zrenner ci al. empleando un modelo no parabólico; en rigor no debería
despreciarse una frente a otra. Por otro lado, de acuerdo con Santos ci al. [55], con-
cluimos que la segregación de las impurezas tiene un efecto detectable si el ancho de la
zona dopada es mayor que 50 A; por debajo de este valor, suponer una distribución ¿5
ideal de las impurezas no introduce errores mayores que los que conlíeva despreciar el
efecto del canje y la correlación y/o la no parabolicidad de las subbandas.

















Como se comentaba en el capítulo anterior, la mejora de las técnicas de crecimiento
epitaxial permite un mayor control de la distribución de los dopantes en semiconductores,
por lo que se han comenzado a estudiar estructuras cuya característica novedosa es el
tipo de dopado, Jíamado <5 por la intención última de lograr una localización perfecta de
las impurezas [46, 48].
En las superredes Sse produce la modulación del potencial localizando las impurezas
en regiones muy delgadas, distribuidas con una cierta periodicidad espacial. Si se van
alternando en una superred capas de impurezas donadoras y aceptoras de modo que el
sistema esté totalmente compensado, el perfil de potencial resultante tiene forma ase-
rrada [521. Si no existe compensación total, los portadores libres producen un potencial
electrostático que modifica el de las impurezas, y que debe determinarse autoconsistente-
mente para lograr una descripción realista de la estructura electrónica de estos sistemas.
El interés por las superredes 6 es creciente: recientemente han aparecido algunos
cálculos autoconsistentes de la estructura electrónica de estos sistemas [59, 60, 61], así
como espectros de fotoluminiscencia [59, 62] que proporcionan información sobre los
niveles energéticos de los portadores.
En este capítulo se presenta un estudio exhaustivo de la estructura electrónica de
los sistemas con dopado delta múltiple. Destacamos ciertos aspectos no señalados en
la literatura existente, es decir, qué parámetros son realmente relevantes en cuanto a
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minibandas y a las distancias entre éstas, que son las magnitudes que tienen relevancia
desde el punto de vista experimental. Finalmente, comparamos nuestros resultados con U
los espectros de fotoluminiscencia anteriormente citados. Los resultados de este capitulo
se recogen en la referencia [63]. ji
5.1 Planteamiento del problema ‘U
Estudiaremos superredes dopadas con impurezas donadoras, en concreto Si en GaAs, U
sin compensar. Supondremos que todas las impurezas están ionizadas, y que debido a
la proximidad de las átomos de Si, la densidad de carga es uniforme en el plano xy de U
crecimiento de la estructura; como vimos en el capítulo anterior, esta suposícion es válida
si la densidad areal de impurezas Nr, es mayor que un cierto valor crítico, que para el U
GaAs es aproximadament~ ~ x 10i2 cm~
2.
Consideraremos diferentes distribuciones de impurezas en la dirección de crecimiento U
~;desde la que da nombre a estos sistemas, de tipo £5, a distribuciones gaussianas con
distintas anchuras a mitad del máximo. Si suponemos que las impurezas están perfecta -U
mente localizadas, su densidad volúmica nr,(z) es
‘+00 ji
nD(z)=ND >3 c5(z—nd) (5.1)
‘1= —~ Udonde d es el periodo de la superred; si se supone una distribución más realista de tipo
gaussiano, entonces ji
- Nr, ~
flD(Z) — >3 c<ff~É; = 2v¶K~ (5.2)
fl~00
La dispersión de las impurezas se mide por el ancho de la gaussiana a mitad del máximo,
áz. Esto permite estudiar cómo afecta la segregación del Si al potencial y al espectro ji
de la superred: ‘Las anchuras a mitad de máximo escogidas, de 20 ‘y 40 A, son del orden
de las que se producen en los dispositivos experimentales últimamente [56, 58]: como ji
comentamos en ‘él capítulo anterior, una vez aclarado el efecto de la temperatura del
sustrato 7% en la segregación del Si, el ancho de la distribución de impurezas se controla U
bastante-bien: Como se explicó en el apartado 4.1, se ha comprobado [56] que para U
U
U
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temperaturas inferiores a 5300C la difusión del Si disminuye considerablemente, de tal
manera que las anchuras de las zonas dopadas son del orden de las estudiadas en este
caso.
El rango de densidades de impurezas considerado va de 1 a 7 x 1012 cm2. Como se
comenté en el capítulo 4, a densidades inferiores a 1 x 1012 cm”2 la lámina de impurezas
no puede modelarse como una hoja con una distribución de carga uniforme; por otro lado,
a densidades areales mayores que 8 x
10i2 cm~
2, se observa una saturación de la densidad
electrónica [49, 53, 58]: aunque se aumente el dopado nominal, las medidas de efecto
Hall indican que no se superan densidades de electrones de 8 x 1012 cm’+ Para el rango
de valores de Nr, indicado podemos suponer que todos los donadores están ionizados, de
modo que producen una distribución de carga periódica en la dirección de crecimiento de
la superred z y uniforme en el plano perpendicular a ésta, xy. Los valores del periodo de
la superred d oscilan entre 100 y 500 A, lo que permite estudiar el comportamiento de
este tipo de estructuras desde el régimen propiamente de superred al de pozo cuántico,
que se produce para grandes periodos.
Al igual que en los pozos & de Si en GaAs, utilizaremos el modelo de funciones
envolventes a una sola banda [9]; como en todas las estructuras cuánticas que hemos
estudiado, basadas en GaAs y las aleaciones AI~Gai
1As, las propiedades electrónicas
se describen satisfactoriamente con dicho modelo. Supondremos que las masa efectiva es
constante en todo el sistema, e igual a la del GaAs; la interacción de canje y correlación
se tiene en cuenta dentro de la Aproximación de Funcional de Densidad Local; de este
modo, el problema se reduce a una ecuación de Schródinger para una partícula con un
potencial suma del potencial Hartree y de un potencial de canje y correlación. Hemos
escogido el funcional de Hedin y Lundqvist [19], aunque las diferentes parametrizaciones
del funcional de canje y correlación dan resultados similares para la densidad de estados.
Como se comentaba en el capítulo 1, debido a que el sistema es invariante bajo
traslaciones en el plano xy, el vector de onda en dicho plano, sc, es un buen número
cuántico, y lo mismo ocurre con el vector de onda en la dirección z, q, debido a la perio-
dicidad en dicha dirección. Las funciones envolventes se escogen de modo que verifiquen
la propiedad de Bloch en la dirección z, y normalizadas, a un periodo de la superred,
tal como se explicó en el apartado 1.4.2. El espectro de energía asociado al movimiento
U
U
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en la dirección z consiste en intervalos de eiiergías permitidas (minibandas) separados
por iñtervalos de energías prohibidas,- análogos a las bandas permitidas y prohibidas del U
espectro de un cristal. - En cuanto al movimiento en el plano zy, consideramos que los
electrones se mueven libremente; como se toma la masa efectiva constante, la relación de U
dispersión en dicho plano es parabólica. Así, en el caso que nos ocupa en este capítulo,
la ecuacióñ de Schródinger que describe el problema unidimensional es U
(h2d2
k2nr dz2 + V(z) — Es(a)) Fjq(z) = 0 (53) ji
que nos da la energía asociada al movimiento unidimensional, las minibandas E~(q).
Teniendo en cuenta el movimiento libre en el plano xy, el espectro de la superred viene ji
dado por
h2¡c22m’ U
esto es,’ cada energía permitida E
5(q) es el fondo de una subbanda parabólica.’
La ecuación de Schródinger se ha resuelto utilizando la técnica de Matrices de Trans-
ferencia explicada en el capítulo 2. Este tratamiento nos permite calcular el espectro de
una superred sin hacer distinciones entre las minibandas anchas, típicas de superredes U
de periodos éortos, y las que son tan estrechas que pueden asimilaÑe a estados, de pozo
cuántico, como hacen Ke eta!. [59]. Tampoco cambia la magnitud del cálculo para dife- ji
rentes casos: en un desarrollo en ondas planas, que es muy adecuado para superredes de
periodo pequeño, hay que aumentar enormemente el número de componentes si se estu- U
dian superredes de periodo muy grande [60]para describir adecuadamente las funciones
envolventes, el espectro y las autofunciones del hamiltoniano, puede caicularse el nivel U
de Fermi del sistema, £9. La densidad de carga electrónica en la superred es U
p(z) = -~2c>3>3>3f(Ejq’(ec))¡F7jq(z)¡2, (5.5)’5 nq U
donde 1(E) es- la función de distribución de Fermi. En un sistema infinito, la sumas
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de modo que la densidad de carga es
nfp(z) = — ¿e¡dq(.=~) 2kBTín(í + c(EFEi<~>)/kBT)~Fjq(z) ¡2 (5.8)
5JZB 2ir idi
ZB indica que la integración en q se realiza en toda la zona de Brillouin. A T = OK,
p(z) = cm’ ~ dq(E9 —
“v ~ L~ — E5(q))O(Ey Ej(q))¡Fjq(z)¡2. (5.9)
Ahora la densidad areal de electrones N
5 se calcula en un periodo de la superred; como
el sistema es eléctricamente neutro, ha de ser igual a la densidad areal de impurezas Nr,:
ND=NS=!idzP(=)=+;; 22L dq(E9 — E5(q))O(E9 — E5(q)). (5.10)
.7
SZB indica que la integral está evaluada en la mitad de la zona de Brillouin, entre q = O
y q = ~; debido a que la relación de dispersión es par en q, se tiene f~ dq = 2fszs 4.
La expresión (5.10) nos permite calcular el nivel de Fermi de la superred, conocidos los
demás datos, ND, d, E
5(q). El algoritmo para el cálculo de EF es análogo al seguido en
el caso de los pozos & (apartado 4.2). Una vez determinado EF y por tanto el número de
mínibandas ocupadas del sistema, puede calcularse la densidad electrónica del sistema
que se empleará en la resolución de la ecuación de Poisson:
d3V(z) — ~ (p(~) + pí,np(Z)). (5.11)
dA e
donde pimp(z) = cNr,(z). La solución de la ecuación de Poisson Vp(z), a la que se añade
el potencial de canje y correlación, V~~(z), se toma como nuevo potencial Vs(z) para. la
ecuación de Schródinger. Se logra la solución autoconsistente del problema cuando Vs,
VT = Vp + V1,,, son similares, esto es, cuando la desviación cuadrática media de estos
potenciales, a~, es pequeña. Consideramos que nuestro resultado es autoconsistente
cuando
0M <0.1 meV.
5.2 Comportamiento tridimensional frente a cuasi-
bidimensional
Hemos realizado cálculos autoconsistentes para superredes de periodos d de 100, 300 y
500 A, con densidades de impurezas Nr, de 1, 3, 5 y 7 >40>2 cm’2, además de algunos
ua
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otros casos para los que existen resultados experimentales. Los espesores de la capa
dopada estudiados son de O (£5), 20 y 40 A. Para la masa efectiva del electrón en el GaAs U
y la constante dieléctrica de este material se toman los mismos datos que en los capítulos
previos. U
En la figura 5.1 se muestran los resultados para una superred con ND — 5 x 10” cm2,
d = 300 A y áz = 20 A. Las zonas sombreadas son las energías permitidas para K = O U
cuando q varía dentro de la zona de Brillouin unidimensional, esto es, las minibandas
de la superred. La línea de trazos indica el nivel de Fermi del sistema, y V
0 es la altura
máxima del potencial.
Hemos calculado las funciones envolventes Fjq(z), el potencial autoconsistente V(z), U
las energías de las minibandas y la posición del nivel de Fermi de diferentes sistemas
para estudiar el efecto de la variación de Nr, y d. La minibanda fundamental de este U
sistema es tan estrecha que puede considerarse un estado de pozo cuántico; las minibandas
superiores tienen anchuras mayores, tanto mas cuanto mayor es su energía: a energías ji
altas el efecto confinador del potencial es menor.
El aspecto de los potenciales y de las densidades electrónicas no cambia cualitativa- ji
mente al variar los parámetros Nr,, d [611;es de mayor interés ver la variación de los
bordes de banda, ocupación y nivel de Fermi al modificar aquéllos. En la figura 5.2 se ji
muestra la variación de los bordes de las minibandas de la superred frente a la longitud
del periodo para diferentes Nr,, así como la posición del máximo del potencial y el nivel ji
de Fermi Er, referido todo ello al mínimo del potencial. La información de interés en
estos gráficos es el valor relativo de unas energías respecto de otras, esto es, la diferencia ji
entre los bordes de banda, o entre el nivel de Fermi y el máximo del potencial. Eviden-
temente, al aumentar la densidad ND el potencial de la superred es más atractivo, y la ji
diferencia entre el mínimo y el máximo del potencial, áV, es mayor. Igualmente para
una Nr, dada, al variar el periodo de la superred de 100 a 500 A se observá que áV
aumenta hasta hacerse prácticamente constante; cuando los pozos £5 están muy separa-
dos, el sistema se comporta como un conjunto de pozos aislados e independientes; por
esta razón al aumentar d más allá de un cierto valor, t/0, E~ y las energías de los bordes
de las minibandas apenas cambian, y son los valores que se obtendrían para un pozo ji
cuántico. Al disminuir d, el acoplamiento entre los pozos aumenta y el sistema muestra
•1
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Figura 5.1 : Perfil de potencial autoconsistente para un sistema con
dopado £5 periódico con una dispersión de las impurezas ¿Sr = 20 A,
densidad de impurezas Nr, = 5 x 1012 cm~
2 y periodo d 300 A. Las
zonas sombreadas son las energías de las minibandas, esto es, los valores
permitidos de la energía a ¿‘c = 0. La línea de trazos es el nivel de Fermii,
y l~0 denota la máxima altura del pozo, que ocurre a una distancia d/2
de la hoja de impurezas; por claridad se ha desplazado la indicación en la
figura. Todas las energías se miden respecto del fondo del pozo cuántico,
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Figura 5.2 : Líneas ¿ontinuas: bordes de las minibandas (tic = 0). Líneas
de puntos: valores de la profundidad del pozo Ve (véase la figura 5.1).
Lineas de trazos: Fr. Todas las energías están referidas al mínimo del
potencial. Los valores de ND son (a) 1; (b) 3; (c) 5; (d) 7, todos ellos en
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un comportamiento de superred, más notable a energías altas.
En general, nuestros resultados pueden describirse de la siguiente manera:
(i) Para todas las densidades Nr, estudiadas, el sistema con periodo d = 100 A se com-
porta como una superred: la densidad de carga electrónica no se hace despreciable
en ningún punto, lo cual-indica que existe un acoplamiento entre los pozos. Todas
las minibandas tienen anchos considerables: incluso para densidades de impurezas
muy altas, la anchura de la minibanda más baja es del orden de 30 meV. En todos
los casos el número de minibandas ocupadas no pasa de dos.
(u) Para d = 500 A, más que de superredes, se trata de sistemas de pozos cuánticos
múltiples prácticamente desacoplados: la densidad electrónica a d/2 de la hoja de
impurezas es casi nula. Las anchuras de las minibandas ocupadas son despreciables,
asemejándose más a estados discretos de pozo cuántico. El nivel de Fermi en este
caso está más próximo al máximo del potencial que en las superredes de periodo
menor, como ocurna en los pozos cuánticos aislados (capítulo 4). Hay de 3 a 5
minibandas ocupadas; cuanto mayor es la densidad areal de impurezas, mayor es
el número de minibandas con población.
(iii) Para valores intermedios de d (d r.-. 250 A), la minibanda más baja es muy estrecha,
más bien un estado fundamental de pozo cuántico; para este rango de energías
los pozos pueden considerarse independientes. Sin embargo, las minibandas más
altas tienen un ancho apreciable (=10 meV); corno comentamos anteriormente,
a energías más altas el efecto confinador del potencial es menor, y esto hace que
las minibandas se ensanchen: los electrones atraviesan por efecto túnel con más
facilidad el potencial si tienen energías mayores; los pozos pueden considerarse
acoplados en este rango de energías.
El efecto de la segregación de la impurezas es un cambio considerable en los perfiles de
potencial V(z) y de la densidad electrónica pe(z), así como la posición de las minibandas
y del nivel de Fermi respecto del minimo de potencial, como puede verse en la figura
5.3, donde se aprecia cómo un cambio de O a 40 A en la anchura de la distribución de
impurezas reduce a la mitad la altura máxima del potencial V0. Estos resultados coinciden
u
U
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con los de Degani [61]. Sin embargo, los anchos de las minibandas, así como su posicion
relativa, no cambian de manera apreciáble, como puede inferirse de dicha figura, y éste es ji
el tipo de infotrnación ‘que se extrae con mas fiabilidad de los espectros. Degani [61]hace
un estudio sistemático de sistemas con dopado delta múltiple. Como afirma Degani, U
la densidad electrónica del sistema y el perfil de potencial cambian considerablemente
al suponer una distribución distinta para los donadores, e insiste fundamentalmente en U
este resultado. Sin embargo, esto no permite deducir que propiedades electrónicas como U
las posiciones relativas de las minibandas y de éstas respecto del nivel de Fermi (y por
consiguiente ¡a población de las minibandas; véase la ecuación (5.10)) cambien mucho a
su vez. Com¿ queda patente a la vista de nuestros resultados (figura 5.3; los bordes de las U
minibandas medidos respecto del nivel de Fermi en los 3 casos apenas cambian) e incluso
de los del propio Degani (que calcula las poblacionesde las minibandas en sistemas en U
los que únicamente varía la distribución de impurezas), las densidades areales de las
minibañdas cambian muy poco con lasegregación de las impurezas [611en el rango de ji
valores de áz de interés experimental. U
5.3 Información experimental U
Hemos comparado los resultados de nuestros cálculos con los espectros de fotoluminis-
cencia de varias superredes. Esta técnica experimental es difícil de realizar en un pozo U
delta aislado, debido a que el potencial atractivo para los electrones es repulsivo para
los huecos fotocreados. La recombinación radiativa de los electrones confinados en un ji
pozo & aislado 2 - los huecos fotocreados es espacialmente indirecta, con lo que la in-
tegral de - solapamiento de lás funciones envolventes de electrones y huecos es pequeña ji
y por consiguiente, la probabilidad de recombinación radiativa es baja. Sin embargo,
confinando los huecos cerca del plano £5, aumenta considerablemente la probabilidad de U
recombinación, y es posible utilizar esta técnica para analizar estructuras dopadas 6. El
confinarhiento dé los huecos puede realizarse creciendo una intercara cercana al plano 6, U
donde los huecos quedan confinados, como hacen Wagner ct aL [50]-que’obtuvieron el
espéctro de fotoluimniscencia de una sola capa <5 de Si en GaAs; creciendo una capa de
Al~Gaí~As sobie el GáAs. De esta manera, los huecos quedan atrapados en el potencial U
U
U
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de la heterounión, próximo al de la capa £5 donde se hallan confinados los electrones, y la
probabilidad de recombinación entre ambos aumenta. Se consigue el mismo efecto si se
crece el pozo £5 de Si dentro de un pozo cuántico GaAs AI~Gai...~As: los huecos fotocrea-
dos se quedan atrapados en el pozo de GaAs, de modo que la probabilidad de transición
optica aumenta drásticamente [64, 65]. En las superredes 6 la propia modulación del
potencial evita que los huecos se alejen indefinidamente del lugar donde se crearon y la
probabilidad de recombinación es mayor que en pozos aislados [62, 65, 66].
Los espectros de fotoluminiscencia no son de fácil interpretación teórica. Es posi-
ble extraer de ellos información cualitativa sobre la estructura electrónica del sistema,
pero no es trivial una descripción detallada de todas sus características. Lyo et al. [67]
presentan un modelo microscópico que explica la forma de línea del espectro de fotolu-
miniscencia en pozos cuánticos con modulación de dopado de discontinuidad de banda
directa, considerando el efecto de las impurezas. Este modelo tiene en cuenta que la
recombinación de electrones y huecas ocurre tanto a través de procesos directos como
indirectos, asistidos por dispersion con las impurezas ionizadas. La dispersión de las im-
purezas produce, por un lado, un ensanchamiento de los niveles de electrones y huecos,
y por otro lado, se relaja la regla de conservación del momento, por la posibilidad de
que ocurran procesos indirectos, asistidos por impurezas. Estos procesos contribuyen al
ensanchamiento de los picos y al corrimiento de todo el espectro. En los sistemas que
Lyo ct al. estudian, pozos cuánticos de InzGaí...rAs/GaAs con modulación de dopado
p y n, la anchura de los picos es del orden de 10 meV, y los corrimientos de unos 5 a
10 meV. No tenemos noticia de que se hayan realizado cálculos similares en pozos o su-
perredes 6; evidentemente, en estos sistemas el efecto de la dispersión por las impurezas
tiene que ser más importante que en los pozos con modulación de dopado, en los que el
gas electrónico se halla espacialmente separado de las impurezas. Además, debido a la
relajación de la regla de conservación del momento, las anchuras de las lineas en el caso
de las superredes ha de ser mucho mayor, tanto más cuanto mayores sean los anchos de
las minibandas ocupadas, aunque éstas no puedan inferirse directamente de los anchos
de los picos del espectro de fotoluminiscencia. Sin embargo, cuando en un espectro de
fotoluminiscencia aparecen varios máximos, dado que el desplazamiento entre los picos
de un mismo espectro debido a la presencia de impurezas es el mismo [67),las distancias
1’~~












100 1.4 68 69 43
200 ‘1.2 39 57 25~
500 LO 18 33 7-
Tabla 5.1 Energía de Fermi tridimensional calculada a partir de la densi- -
dadXuniforme de poftadores E~P y anchos de los picos más intensos’WPL
• obténidos de los espectros de fotoluminiscencia de Maciel ct al., junto
con la energía ck Fermi cuasibidimensi¿nal EF según nuestros cálculos
para superredes dé periodo d y densidad de impurezas N~. ‘ ‘ ‘ -
entre ellos pueden dar una idea aproximada de la separación entre minibandas.
Maciél ‘et al. [62]muestran los espectros de fotoluminiscencia de 3 superredes cuyas
características se dan en latablá 5.1. Como Maciel a al. hacennotar, la energía de
Fertni’ tridimensional calculada ‘a partir de la densidad equivalente de portadores, E~P,
difiere ‘toñsiderablemente de la anchura Wp¡. del pico más intenso del espectro de lu-
miniscebcia. Estos datos se recogen en la tabla 5<1, junto con Ja energía de Fermi
cuásibidimensional,E
9, ‘resultado de nuestros cálculos. Maciel et al. consideran que
esla’ difereixcia se-4ebe al carácter cuasibidimensional del gas electrónico que puebla la
súperred? Sin embargo, tampoco se observa acuerdo entre nuestro valor de £9 autocon-
~si&tédte;cx,aW?L; esta discrepancia se debe probablemente a que es necesario considerar
- el’ efecto de’ las impnraas ‘para explicar el espectro de. fotoluminíscencia. -‘
-Réspécto del espectro de la superred de d = 500 A [62] -(tabla 5.1), la anchura del
pico más inteiso es WPL = ‘7 meV, pero hay dos picos más que cabe asociar con otras
tantas millibándas ¿cupadas dé la supetred. Por los motivos antes- apuntados y la propia
res¿lúción del é~pe¿tfo, no podemos hablar de las anchuras -de los picos menos intensos,
pert síd~ la?s distañcias entre todos ellos, que son, en orden creciente de energías, de
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minibandas correspondientes, de 20 y 8 meV respectivamente.
Ke et al. [59] presentan también un espectro de fotoluminiscencia de una superred con
d = 350 A y ND = 5 x 10i2 ¿m< que puede compararse con nuestros resultados (figura
5.3). Aparte de los picos claramente visibles identificados por Ke et al., que en nuestro
cálculo corresponden a las dos minibandas más altas del sistema, hay dos pequeñas
estructuras a 1.43 eV y 1.495 eV que nosotros asignaríamos a otras dos minibandas más
profundas. Así, las distancias entre los máximos de los picos del espectro son, en orden
creciente de energías, 65, 15 y 15 meV, que comparadas con las distancias entre los
centros de las minibandas ocupadas que hemos calculado, de 70, 25 y 10 meV, muestran
un acuerdo muy satisfactorio.
Volviendo a las superredes estudiadas por Maciel ci al., si comparamos la energía
de Fermi tridimensional Ek~ con la energía de Fermi cuasibidimensional £9, resultado
de nuestros cálculos (tabla 5.1), vemos que la discrepancia entre estos valores aumenta
con el periodo de la superred, esto es, cuando el confinamiento del gas electrónico se
hace mayor y por consiguiente es inadecuado tratarlo como un gas tridimensional, salvo
en la superred de periodo menor (100 A) . En este caso, el parecido entre EF y EF
indica que en las superredes con d = 100 A el confinamiento del gas electrónico es muy
pequeño. Este resultado se corrobora a la vista de la gráfica que muestra los bordes de
las minibandas para ND 1 x ¡0i2 cm<
2; efectivamente, la única minibanda ocupada
está casi toda por encima del máximo del potencial si d = 100 A, y por consiguiente la
población de la superred está muy deslocalizada.
El acuerdo entre nuestros cálculos y los datos experimentales es semicuantítativo,
por las razones explicadas. El cálculo teórico del espectro de fotoluminiscencia de estos











- - - Figura 5.3 : Perfiles de potencial, energías de las minibandas (tic = 0,
zonas sombreadas) y nivel de Fernii (línea de trazos) para. superredes con
= 3 x 1012 cmr!, d = iOO A y ¿Sz = 0~2O y 40 A, de izquierda a
derecha. Todas las energías están referidas al nivel de Fermi.



















Pozos estructurales con dopado <5
externo
6.1 Motivación experimental
La técnica de modulación de dopado se ha utilizado ampliamente en la fabricación de
dispositivos electrónicos de alta movilidad. Las heteroestructuras con modulación de
dopado con Si son el ejemplo más conocido de aplicación del dopado selectivo, que per-
mite, por una parte, reducir la dispersión por impurezas, y por otra, confinar en el canal
de GaAs un gas electrónico cuasibidimensional de alta densidad. Sin embargo, debido a
limitaciones estructurales [33](limite de solubilidad 3D del Si en el Al~Ga1...1,As/GaA.s,
niveles de impureza del Si), la densidad electrónica areal N5 toma valores inferiores a
1 x 10” cm’
2 en heterouniones simples y algo superiores (sin exceder 2 x 10>2 cm2)
en pozos cuánticos. Tal limitación en la densidad areal ha sido superada utilizando la
técnica del dopado £5 en las barreras de estas heteroestructuras. Las medidas efectua-
das en este nuevo tipo de sistemas [68, 69] indican que su densidad electrónica areal es
prácticamente el doble de las observadas en heteroestructuras similares con modulación
de dopado. Como las movilidades en estos sistemas siguen siendo elevadas, ya que la
zona dopada está separada del canal electrónico, se consigne con esta técnica fabricar
transistores con transconductancias muy altas.
La literatura sobre estos sistemas es experimental. Cunningham ct al. [68]informan
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del crecimiento de heterouniones simples de GaAs/Al~Gaí~As con dopado £5 de Si en U
la barrera. Obtienen en dichos sistemas densidades electrónicas areales que superan 1 x
10i2 cm<~
2, y movilidades a temperatura ambiente superiores a 8000 cm2Vísí. Kuo ct U
al. [69]estudian pozos cuánticos de los mismos materiales con dopado £5 en las barreras,
en los que logran densidades areales N
5 de 4 x 1012 cuy
2, mucho mayores que las U
que se obtienen en pozos cuánticos de las mismas características estructurales, pero con
modulación de dopado. U
Para optimizar estas estructuras interesa que la mayor parte de los portadores se
hallen en el cabal de GaAs,~ formando principalmente -un solo gas electrónico cuasibidi- U
mensional que tenga la máxima densidad areal posible allí donde la dispersión por las
impurezas es menor. Por tanto, la situación más favorable es aquélla en la que todos los U
electrones se transfieren de la lámina de impurezas de la barrera al pozo de GaAs. Ahora
bien, no es posible a priori saber cuántos portadores habrá en los canales delta, y si éstos ji
se formarán o no. Lógicamente, cuanto mayor sea la densidad de impurezas y más sepa-
radas estén las láminas con dopado delta del pozo de GaAs, mayor población habrá en
jilos pozos delta. El objeto de este capítulo es aclarar por qué en estos sistemas se superan
las barreras en Ns observadas experimentalmente en las estructuras con modulación de ji
dopado, y precisar en qué situaciones se obtiene una mayor densidad electrónica en el
canal de GaAs. Parte del contenido de este capítulo se recoge en la referencia [70].
jiLa configuración estudiada es la siguiente: consideramos un pozo de GaAs de anchura
Lw. con barreras de Al~Ga~~As , en las que se dopa delta simétricamente con Si a Uambos lados del pozo a una distancia L
5 de las intercaras entre el material de pozo y
de barrera. La figura 6.1 es un esquema de esta estructura. Se estudiarán casos en los Uque la densidad areal de impurezas ND es lo suficientemente grande como para poder
suponer que los iones de Si forman una distribución uniforme de carga positiva en el U
plano de crecimiento xy; como se discutió en el capitulo 4, en la práctica esto significa
densidades ND = 1 x 1011 cuy
2. En est caso considerar mos el an ho finito de l
distribución de impurezas; al igual que en el capítulo 5, modelaremos la’ distribución U
de impurezas en la dirección de crecimiento de la estructura z por una gaussiana, cuya U
anchura a mitad de máximo tomaremos fija e igual a 20 A. L
5 es entonces la distancia
entre una intercara y el máximo de la distribución de impurezas más cercana a ésta. 1
U
b















Figura 6.1 : Esquema de un pozo cuántico de GaAs/Al±Ga1...~As£5
dopado en las barreras. Lw es el ancho del pozo; Ls es la capa es-
paciadora.
Aunque en los primeros dopados delta que se realizaron la anchura de la zona dopada
variaba considerablemente de muestra a muestra y resultaba ser un parámetro de difícil
control, las distribuciones de impurezas que se vienen logrando últimamente son bastante
estrechas; como se explica en el apartado 4.1, se ha comprobado que la segregación del
Si se produce cuando la temperatura del sustrato Ts durante el crecimiento es alta
(T5 > 5300C) [58,56], de modo que reduciendo 72~ se logran distribuciones de impurezas
mas estrechas. Actualmente la. anchura de la. distribución de Si se controla bien [71],y
es del orden de la ‘escogida para los sistemas estudiados en este capítulo. En cualquier
caso, a la vista de los resultados obtenidos tanto en el caso de los pozos & aislados, en
los que se empleaba una distribución de tipo escalón para las impurezas, como para la
superredes £5 [63],en las que se modeló la segregación de las impurezas con una gaussiana.,
este parámetro no altera apreciablemente la forma del espectro cuando varía de O a 50
A, que cubre el rango de valores de interés experimental actual.
Como nuestro objetivo consiste en lograr la máxima concentración posible de elec-
aa
112 Capítulo 6. Pozos estructurales con dopado £5 externo
a
trones en el canal de GaAs, interesa que la barrera sea lo más alta posible sin pasar
‘Ual régimen de discontinuidad de banda indirecta en el Al~Gai.1As, para el cual habría
que tener en cuenta los puntos F y X de la zona de Brillouin. Por tanto, haremos fijo
el valor de la fracción de Al en el ternario, x = 0.3. De esta manera, podemos usar la
aproximación de fun’ciones envolventes, como en los sistemas con modulación de dopado U
estudiados en el- capítulo 3. Como en las demás estructuras estudiadas en esta memo-
ria, nos centraremós en el estudio de los portadores mayoritarios, cuya presencia en la
‘U
estructura altera considerablemente el potencial, los autoestados y los autovalores del
sistema, lo cual ha’ce necesaria la solución autoconsistente del problema en el esquema
‘U
Schródinger-Poisson descrito en el capítulo 2.
Dada la similitud entre el problema que nos ocupa y el de los pozos con modulación
‘U
de dopado estudiado en el capítulo 3, usaremos el modelo para el estudio de la estructura
electrónica ‘y joblación explicado en dicho capítulo; esto es, un modelo de masa efectiva U
a una banda asociado conel mínimo de-la banda de conducción en el punto E para ambos
materiales. Como se comentó en el caso de los pozos con modulación de dopado, la banda U
prohibida ‘del GaAs es lo- suficientemente grande como para despreciar el acoplamiento
entre electrones y huecos en el estudio de los primeros. Asimismo, hemos tenido en
‘U
cuentá la difetencia de -masas efectivas al resolver la ecuación de tipo Schrñdinger que
obedecen las 4fúnciones envolventes, que es igual a la que aparece en el caso de los pozos ji
con modulación dedopado (ecuación (3.1)); como en dicho caso, la relación de dispersion
empleada es parabólica, y el método empleado para la obtención de los autovalores E~ y
las funciones envolventes-es el explicado en el apartado 3.1. Igualmente, se consideran los
efectos de canje y correlación dentro de la Aproximación de Funcional Local de Densidad,
con la parametrización de Hedin y Lundqvist [19]que se detalla en el capítulo 1. ‘U
Para la mayor parte de los pozos estudiados hemos tomado Lw 80 A. Para ver la Udependencia de la densidad electrónica areal con la longitud del pozo, hemos estudiado
algunos pozos más anchos, sin exceder 120 A. Como se vio en el capítulo 3, en pozos con
x = 0.3 y una anchura mayor que 200 A tienden a formarse dos gases cuasibidimensionales U
cerca de las intercaras [40,72, 231. Nos interesa que se forme un solo gas cuasibidimen- Usional situado en el centro del pozo, donde la dispersión por la rugosidad de las intercaras
y por las impurezas donadoras sea minima. Hemos estudiado otros valores de Lw con
t
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objeto de mejorar las características de la estructura, aunque el comportamiento general
puede inferirse del caso L~ = 80 A.
Variaremos tanto la densidad de impurezas Nr, como la longitud de la capa espacia-
dora Ls y veremos el efecto de dicha variación en las distribuciones electrónicas de estas
estructuras.
Para poder comparar directamente con los resultados obtenidos en los pozos con
modulación de dopado, hemos tomado para realizar los cálculos los mismos valores de
los parámetros estructurales que se usaron en el capítulo 3: la banda prohibida E~ =
(llSSx + 370x2)meV [24],la altura de la barrera Vb = 0.6AE9 [25],y para las masas
efectivas utilizamos la fórmula m = (0.0665 + 0.0835x)mo [26], donde m0 es la masa del
electrón libre.
Consideramos que la solución es autoconsistente cuando la desviación cuadrática me-
dia del potencial en dos ciclos consecutivos del cálculo es menor que 0.1 meV.
6.2 Planteamiento estadístico: Factores que deter-
minan el nivel de Fermi
En estos sistemas no se conoce a priori la posición del nivel de Fermi; sin embargo, la
población total de la estructura es conocida e igual al dopado introducido; a partir de
este dato, imponiendo neutralidad de carga
¡1+00
Ns—--] dzp~(z)=2Nr,, (6.1)
donde, a T = OK,
cm
pe(z) = —~ ~ IF<í(z)j2 (E9 — Eh @EF — E5) (6.2)
1
es la densidad local de carga electrónica, E~ se determina autoconsistentemente. Esta
es la diferencia fundamental entre los pozos con dopado delta en las barreras (6-GaAs-6)
y los pozos con modulación de dopado estudiados en el capítulo 3: en estos últimos, EF
en la zona de volumen (suficientemente lejos del pozo cuántico y de la zona donde la
curvatura de la banda de conducción es apreciable) se halla siempre a la misma distancia
U
U
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del borde de la banda de conducción, que a temperatura OK es a la mitad de la energía de U
ionización’ de lás ihpúr~as, como se discutió con detalle en el apartado 3.1. Por tanto,
en los pozos con modulación de dopado, £9 es fijo, y la densidad electroníca areal se ‘U
determina autoconsistenternente, dependiendo de los parámetros estructurales del pozo.
Po+ el contrafio,’cuando~e doña délta en las barreras, como hemos comentado más arriba,
la situación es la opuesta: se conoce la poblacion areal total del sistema N5 = 2ND, y U
a partir dé ellá se calcula É9y se determina el número de subbandas ocupadas. En ‘U
este as~écto, si teínas (£5-GaAs-£5) son más parecidos a los pozos y superredes delta
estudiados ~enlos cá~pítulos anteriores. Nótese que la densidad areal conocida es la total; Ues necesario un cálcúlo autoconsistente para determinar la densidad areal en el canal de
GaAs, y si hab’rá~o n~ p¿blación en las zonas dopadas delta, esto es, para determinar el
nivel de Fermi del sistema y la distribución de la carga. U
6.3 Resultados y comentarios ‘U
En’ las figuras 6.2’a 6.5 se muestran los resultados para 4 pozos con Lw = 80 A, z=0.3 U
y diferentes valores de N0 y L5. En las figuras 6.2 y 6.3 la densidad de impurezas 7 U
(1 + 1) x 1012 cm<
2, esto es, cada lámina delta tiene una densidad ND = 1 x 1012 ~—2
con lo que la densidad electrónica total del sistema es = 2 x 1012 cm2.
Las capas espaciadoras son respectivamente de 50 y 70 A. Los perfiles de potencial U
son muy similares; la diferencia entre estos dos casos está en la posición del nivel de
Fermi EF: para L
5 =50 A se halla a 38.7 meV del borde de la banda de conducción ‘U
en la zona de volumen, mientras que en caso de L5 =70 A se encuentra a tan sólo 9.7
meV. Aquiradica la diferencia con los pozos con modulación de dopado, en los que £~ U
está fijado de antemano por las impurezas, y se halla siempre a la misma distancia del
borde de la banda dé -conduccion en la zona de volumen. Por lo tanto, aun cuando los U
resultados mostrados en las figuras 6.2 y 6.3 sean aparentemente similares a los obtenidos
en sistemas con modulación de dopado, e] tratamiento estadístico es diferente, análogo U
en todo caso al seguido ~en las ‘~tructuras ‘con dopado 6 estudiadas en los capítulos 4 y 5
[63].Está diferéncia fundamental se refleja en el hecho de que en estos sistemas puedan U
obtenerse densidades eiectróAicás superiores a las logradas en los pozos con modulación U
U
‘U
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Figura 6.2: Potencial autoconsistente (y), densidad de probabilidad (P
1)
y energía de la subbanda ocupada. a cO (E1) para un pozo cuántico con
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Figura 6.4 : Potencial autoconsistente (y), densidades de probabilidad
de cada subbanda (P
1) y energías de las subbandas a x=O (E1) para los
valores de los parámetros indicados en la figura.
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de dopado.
Como los sistemas dibujados en las figuras 6.2 y 6.3 tienen la misma densidad electró-
nica areal y una sola subbanda ocupada, sus funciones envolventes son prácticamente
iguales, y la distancia entre el fondo de la subbanda E1 y el nivel de Fermi es la misma.
En este caso las capas delta están agotadas: todos los electrones de las impurezas de
Si han pasado al canal de conducción de GaAs y el nivel de Fermi en las barreras está
siempre por debajo del borde de la banda de conducción; por este motivo no se observa
un pozo delta en la zona del dopado.
Las figuras 6.4 y 6.5 muestran dos sistemas con densidades de impurezas que dupli-
can las de los casos anteriores: (2 + 2) x 1012 cm<2. En ambos casos hay 5 subbandas
ocupadas, y las zonas con dopado delta de las barreras dan lugar a pozos de tipo delta
con una población apreciable: ahora el nivel de Fermi en la zona dopada está por encima
de la banda de conducción. La subbanda fundamental es característica del pozo estruc-
tural (de GaAs): su densidad de probabilidad está altamente localizada en el canal de
GaAs. Los fondos de las 4 subbandas superiores están muy próximos en energías dos a
dos, y corresponden a estados simétrico/antisimétrico de los pozos delta, que se acoplan
mediante el pozo de GaAs. De hecho, la distancia entre los niveles 2 y 3 por un lado
y 3 y 4 por otro es muy parecida; esto indica que proceden de un mismo nivel de pozo
delta aislado que se desdobla al acoplarse los pozos. Esta imagen es corroborada por
la diferencia entre el caso con L
5=50 A y L5=70 A: si la capa espaciadora es mayor,
el acoplamiento entre los pozos disminuye y la diferencia en energías entre los niveles
simétrico y antisimétrico es mucho menor; además, las densidades de probabilidad fuera
del pozo de las subbandas 2 y 3 por un lado y 3 y 4 por otro son muy similares. Dentro
del pozo han de ser forzosamente distintas en cualquier caso, pues han de tener diferente
simetría.
En los dos sistemas las densidades de probabilidad de las subbandas 2 a 5 son mucho
mayores en los pozos delta que en el canal de GaAs. Cuanto mayor es la energía del
fondo de subbanda, más alejado del canal de GaAs se halla el correspondiente máximo
de la densidad de probabilidad, esto es, menos confinados se hallan los electrones.
El paralelismo hecho entre el espectro de dos pozos delta acoplados (6-6) y el del
sistema 6-GaAs-6 es de gran ayuda a la hora de explicar la forma de las densidades de
‘u
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probabilidad y las diferencias en energía entre los fondos de subbanda. Sin embargo,
no debemos olvidar que estos estados son de un sistema compuesto tanto por los pozos a
delta como por el pozo de GaAs: las subbandas superiores tienen una probabilidad por
lo general apreciable en el canal de GaAs, que favorece el acoplo entre los pozos delta; la
subbanda fundamental, cuya densidad electrónica está concentrada prácticamente en el
pozo de GaAs, no tiene paralelismo en el sistema formado por dos pozos delta acoplados. U
Los estados £2 y £3 de los sistemas mostrados en las figuras 6.4 y 6.5 se corresponderían
con los dos primeros estados del pozo delta doble. En este último caso el estado inferior ‘U
(superior) del par es simétrico (antisimétrico), mientras que en los sistemas £5-GaAs-t5 ji
que nos ocupan, el estado inferior £2 es el primer estado por encima del fundamental E~
en el espectro completo de la estructura, y por tanto es antisimétrico, mientras que el Usiguiente, E3, es simétrico.
En la tabla 6.1 se dan los niveles de Fermi, poblaciones y energías de las subbandas
a iv = O de varios sistemas, entre los que se hallan los mostrados en las figuras 6.2 a U
6.5. En el último caso, los fondos de las subbandas 2 y 3 por un lado y 4 y 5 por otro
están tan próximas dos a. dos que aparecen como dos líneas adosadas. En la tabla 6.1 U
puede verse que la separación entre ellas es sólo 1 meV. Una reducción de L5 de 70 a 50
A basta para aumentar la separación entre estos niveles, de modo que en la figura 6.4 U
se distinguen claramente; en este sistema (Ls = 50 A) la separación entre los fondos de
las subbandas £3 — £2 y £~ — E4 es aproximadamente 5 meV. Los resultados para un U
caso intermedio, L5 = 60 A, que aparecen en la tabla 6.1, confirman que esta varíaclon U
es gradual. Respecto de las ocupaciones de las subbandas, los resultados presentados en
la tabla 6.1 muestran que al disminuir la capa espaciadora, la población de la subbanda
fundamental aumenta, y disminuye la de las subbandas restantes. Por consiguiente, como ‘ U
se muestra en la tabla 6.1, el sistema que tiene una densidad areal mayor en el canal de
GaAs es el que tiene una capa espaciadora menor, ya que la población en el canal de U
GaAs se debe principalmente a la subbanda fundamental.
En cuanto a las estructuras con = (1 + 1) x 10” cm2 de las figuras’ 6.2 y 6.3, U
no hay diferencia en EF—El entre los casos L
5=50 A y L5=70 A, y por lo tanto, la
población de ‘esta única subbanda ocupada es la misma. En la tabla 6.1 se muestran U
los resultados para un sistema similar con una capa espaciadora menor, Ls = 40 A: la U
U
ji
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Lw/LsI(ND+ND) EF E~ N55 Na~Á, 9’¿ Ns
80¡40/(l.0 + 1.0) -52.8 -124.8 2.00 1.86 93
80/50¡(l.0 + 1.0) -38.7 -110.7 2.00 1.85 92
80/70/(1.0 + LO) -9.7 -81.7 2.00 1.85 92
80/70/(1.5 + 1.5)
-11.0 0.30

















-0.03 -22.8 0.63 2.38 60
-23.6 0.65
-93.5 2.57
Tabla 6.1 : Nivel de Fermi EF, energías de las subbandas ocupadas a ¡c =
OES, densidades electrónicas areales de las correspondientes subbandas
N5~, densidad areal en el canal de GaAs NGOAS, y tanto por ciento de la
población total que hay en dicho canal % Ns, para los sistemas descritos
con la notación Lw/Ls/(ND + ND). Todas las energías están en meV,
las longitudes en A y las densidades areales en 1012 cm2.
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diferencia con los dos casos anteriores es insignificante. La densidad electrónica areal U
en el canal de GaAs para estos sistemas es de más del 90 % de la densidad total; a la
vista de los poteñ¿iales niostrados en las figuras 6.2 y 6.3, es evidente que la densidad
electrónica no nula en las barreras se debe a la penetración de las funciones de onda en ji
éstas, y no a la posible población del pozo delta. Si hubiera que elegir entre estas dos
estructuras para fabricar un dispositivo electrónico habría que decidirse por la que tiene U
la capa espaciadora mayor (Ls = 70 A), pues a igual densidad electrónica en el canal de U
GaAs, la dispersi¿n por impurezas es menor, ya que la zona dopada se halla más lejos
del gas electrónico cuasibidimensional. UDesde el punto de vista práctico, no es’ conveniente la población de los pozos delta.
Los casos más interesantes para el diseño de dispositivos de alta movilidad son aquéllos U
en los que no se produce tal efecto cuántico en las barreras (ocupación de los pozos delta),
es decir, las situaciones en que el perfil de potencial bien pudiera recordar el obtenido en
los pozos con modulación de dopado. ‘U
Respécto de las estructuras con Lw = 80 A y densidad de impurezas (2 + 2) x 1012
cm<2, la densidad electrónica en las barreras es aproximadamente un tercio de la total U
(30 % si L
5 = 70 A,’ y 40 % si L5 = 50 A). Esto se debe a que se forman pozos con una
población apreciable en las zonas delta dopadas, como ya hemos visto en la descripción ‘U
del espectro para estos casos. La densidad electrónica en el canal de GaAs es de casi 3
x 1012 cm
2 eú el caso de L
5 menor, y para decidir teóricamente qué estructura pueda U
ser más favorable para la construcción de un dispositivo habría que calcular la movilidad
del gas cuasibidimensional en estos sistemas, ya que los pozos con una densidad mayor en ‘U
el canal de GaAs son los que tienen las zonas dopadas más cerca de dicho canal, con lo
que la dispersión por las impurezas será mayor, y no es posible ver cuál de los dos efectos U
(aumento de la densidad areal y de la dispersión por impurezas) tendrá más importancia U
en cuanto a movilidad se refiere.
De los resultados para los sistemas 80/Ls/(2+2) (tabla 6.1) se tiene que la densidad
electrónica areal dentro del canal de GaAs varía relativamente poco cuando las capas U
delta no están completamente agotadas; por tanto, para optimizar esta estructura uno
debería acercarse a este valor de NG~AS sin que se pueblen los pozos 6. Reduciendo la U
densidad de impurezas de cada lámina delta a Nr, = 1.5 x 10
12cm~2, se tienen aún U
U
U
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3 subbandas ocupadas (tabla 6.1; 80/70/(l.5±l.5)); guiándonos por el valor de NOGAS
obtenido en este sistema, redujimos la densidad areal de impurezas a ND = 1.1 x 1012
cm2, manteniendo igual el resto de las características de la estructura. En este caso
NG~A, = 2.03 x 1012 cm2 y hay una sola subbanda ocupada, con E
9 — E~ = 79.2
meV. Aumentar Nr, más allá de este valor lleva a situaciones analogas a las del caso
80/70/(1.5+1.5), con más subbandas ocupadas y una población apreciable en los pozos
delta, sin que el aumento en NOQAS sea importante.
Para poder hacer una comparación cuantitativa entre los sistemas ¿5-GaAs-¿ y los
pozos con modulación de dopado, hemos calculado la densidad electrónica areal en el
canal de GaAs de un pozo con modulación de dopado de Lw = 80A, L5 = 70 A y una
densidad de impurezas de Si volúmica de lx lO~ cm’
3, que resulta ser NOGAS = 1.36x10’2
cm”% El pozo con dopado delta en las barreras con los mismos valores de Lw y L
5 y con
una densidad de impurezas de (1.1 + 1.1) x 1012 cm”2 comentado más arriba tiene una
densidad electrónica en el pozo de GaAs sensiblemente mayor, Na~Á, = 2.03 x 1012 cm’2,
y ambos tienen una sola subbanda ocupada. Ya hemos visto que un aumento en Nr, más
allá de 1.1 x 1012 cm2 supondría un incremento en Nc
4Á3, pero con una población de
los pozos delta de las barreras y un aumento del número de subbandas ocupadas.
En la tabla 6.2 se dan los resultados para sistemas con el canal de GaAs más ancho.
En todos ellos hay 6 subbandas ocupadas. Dos de ellas son características del pozo de
GaAs; en los casos con Lw = 90 y 100 A, se trata de las subbandas primera y cuarta, y
en los otros dos sistemas con Lw = 120 A, son la primera y la segunda subbanda. Esto
se deduce de las separaciones entre los fondos de las subbandas; las restantes aparecen
próximas en energía dos a dos, lo cual indica que provienen de estados de los pozos
£5 acoplados. Además, al aumentar el ancho del pozo, la separación entre los estados
característicos del pozo de GaAs disminuye: para Lw = 90 A, la diferencia E3 — E~ es
de unos 80 meV; si Lw = 100 A, se reduce a 70 meV, y en los casos con Lw = 120 A, se
tiene que E2 — E~ es del orden de 50 meV. Sin embargo, la diferencia entre los pares de
estados de pozos delta acoplados es de unos 20 meV en todos los casos y no varía tanto
con Lw, lo que indica que su origen es distinto.
Es interesante notar que el aumento de 11w de 90 a 120 A no supone un incremento
de la población de la subbanda fundamental; aunque NGGAS sí aumenta, lo hace debido
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al incremento de la población de las subbandas superiores. El caso con NGQA, más alto
es el que tiene una capa espaciadora menor, 120/601(2+2), y para los rangos de 11w y L5
estudiados, NOQAS es más sensible a los cambios en la capa espaciadora que a los cambios
en la anchura del canal de GaAs.
Contrariamente a lo que opinan Cunningham et al. [681y Kuo et al. [69],no creemos
que el aumento en las densidades de portadores en estos sistemas estén relacionadas con
el efecto cuántico de tamaño en la capa 6. Como se desprende del análisis de nuestros
resultados, se debe a que en estos sistemas el nivel de Fermi no está fijo con respecto al
fondo de la banda de conducción del ternario en la zona de potencial constante, como
en el caso de los pozos con modulación de dopado. Basándonos en el simple hecho de
que en los pozos con dopado delta en las barreras el nivel de FemÉ se determina de
una manera diferente, nuestros resultados indican que para determinados valores de los
parámetros estructurales, los sistemas ¿-GaAs-¿ tienen densidades areales en el canal de
GaAs mayores que los pozos análogos con modulación de dopado, lo cual proporciona
una interpretación sencilla de los datos experimentales.






En los capítulos anteriores se han mostrado diferentes estructuras en las que la modu-
lación del potencial, la población de portadores o ambas cosas a la vez se producían
mediante la técnica del dopado £5. En particular, hemos estudiado el caso de un pozo
cuantico estructural de GaAs/AkGaí.~As con dopado £5 de Si en las barreras, lo que
permite poblar el sistema con una gran densidad areal de portadores sin que la dispersión
por impurezas sea muy grande. Si la capa £5 se introduce dentro del pozo, se tiene un
sistema en el que la población en el pozo puede ser muy alta, aunque con la desventaja
de que no se separan espacialmente impurezas y portadores, con lo que la movilidad del
gas electrónico confinado es menor [73]. De hecho, la movilidad en pozos con dopado £5
en el centro es menor que en pozos dopados uniformemente con la misma densidad de
impurezas, debido a que el solapamiento entre los estados electrónicos y las impurezas
ionizadas es mayor en el primer caso [73, 74].
Sin embargo, aunque con respecto a la movilidad del gas de portadores no resulta
conveniente dopar en el centro de un pozo de GaAs, sí puede ser de interés para el
estudio de las propiedades ópticas: como comentábamos en el capítulo 5, para realizar un
experimento de fotoluminiscencia de una capa £5, hay que evitar que los huecos fotocreados
se alejen indefinidamente de la capa de impurezas, como ocurre en los pozos £5 aislados, en
los que por este motivo la fotoluminiscencia no es una buena técnica de caracterización
127
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de las subbandas. Si se introduce la capa 6 en un pozo de GaAs/Al~Gai..1As se evita
que los huecos se dispersen y se obtiene así una buena señal de fotoluminiscencia. Estos ‘U
experimentos han sido realizados por Stepiniewski cÉ al. [75] y por Ke et al. [651,que
también han calculado autoconsistentemente la estructura electrónica de este sistema U
[76], por lo que no nos ocuparemos de dicha configuración en esta memoria, aunque los
resultados para superredes de periodo grande, en los que las anchuras de las minibanda~ ‘U
es despreciable, coincidirán con los correspondientes resultados para pozos cuanticos,
como ya’ vimos en el caso de las superredes £5. ‘U
Otras configuraciones posibles son las superredes estructurales con dopado delta.
Nuestro interés por estos sistemas proviene de dos trabajos teóricos en los que se es- U
tudian superredes con dopado 6 en la barrera [77] y en el pozo [781.En ambos casos
Udescriben el potencial de la superred como un potencial Kronig-Penney, y modelan el
potencial producido por la hoja de impurezas como una 6 de Dirac. Esto les permite
calcular las energías de las minibandas analíticamente. En ambos casos observan que U
variando la intensidad del potencial de las impurezas pueden cambiar la posición y la
anchura de las minibandas, esto es, modular la estructura electrónica’ del sistema. La ‘U
simplicidad del nodelo radica tanto en la forma elegida pata el potencial producido por
las impurezas como en que no se tiene en cuenta la población electrónica que éstas intro- ‘U
dúcen, que, como es bien sabido, puede alterar considerablemente el perfil de potencial
de la estructura. Nuestro modelo considera ambos aspectos del problema de una manera ‘U
mas realista y permite hacer algunas precisiones sobre los resultados mostrados en los
trabajos previos que hemos citado, y que motivaron el estudio de este sistema. ‘U
7.1 Estructura electrónica y potencial de las su- ‘U
perredes GaÁs/Al~Gaí~As con dopado 6 de Si’ U
E~tudiaremos dos tipós de estructuras distintos: superredes de GaAs/AkGa;..~As con j
dopado ¿de Si enel centro del canal de GaAs y en el centro de la barrera dé AkGai.s1As. -
Como en el resto de los’ sistemas con dopado £5 descritos en esta memoria, supondremos ‘U
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alta (mayor que 1 xlO’1 cm<2) como para que puedan describirse como una distribución
de carga uniforme en el plano de crecimiento. Suponemos que la distribución de impurezas
en la dirección de crecimiento z es de tipo gaussiano; esto da cuenta de la segregación de
las impurezas en la dirección de crecimiento [56, 58].
En todos los casos estudiados se ha tomado como valor de la fracción de Al x = 0.3.
En el caso del dopado en el centro del pozo, hemos estudiado dos valores de la anchura
11w del canal de GaAs, 100 y 200 A, y una anchura de la barrera, 11b = 40 A, aunque
hemos considerado un caso de barrera más delgada (L~ = 20 A) para ver su efecto en la
estructura electrónica. Hemos considerado dos valores de la densidad, 1 y 7 xlO’2 cm2,
y dos anchuras a mitad de máximo de la gaussiana de impurezas, 20 y 40 A, que como
se explicó en el capítulo 5, son del orden de las anchuras obtenidas experimentalmente
en la actualidad.
Respecto del dopado en el centro de la barrera, hemos calculado dos casos significativos
que dan una indicación del comportamiento de estos sistemas: 11w = 100 A, 11b = 40 A
y densidades de impurezas de 1 y 7 x 1012 cm2.
Como en el resto de los sistemas estudiados en esta memoria, empleamos el modelo
de funciones envolventes a una banda para describir los estados electrónicos, y hemos
incluido los efectos de canje y correlación en la aproximación de Funcional Local de
Densidad, en la parametrización de Hedin y Lundqvist [19]. En los casos de dopado
en el centro del canal de GaAs hemos realizado también el alculo Hartree para ver la
importancia de la interacción de canje y correlación en estos sistemas.
Como se comentó en la introducción y en el capítulo 5, dedicado a las superredes £5,
debido a la invariancia bajo traslaciones en el plano de crecimiento, el vector de onda en
dicho plano, iv, es un buen número cuantico. Además, las funciones envolventes pueden
escogerse de manera que verifiquen la propiedad de Bloch en la dirección z, normalizadas
a un periodo de la superred. El espectro asociado al movimiento en la dirección z consiste
en una sucesión de intervalos de energías permitidas y prohibidas. Como en el caso de los
pozos cuánticos con modulación de dopado, estudiados en el capítulo 3, consideraremos
la diferencia entre las masas efectivas de los materiales de pozo y barrera al resolver
la ecuación de Schródinger para iv = ~, pero despreciaremos la no parabolicidad en la
dependencia en iv producida por tal diferencia.
U
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La ecuación de Schrédinger se ha resuelto utilizando la técnica de Matriz de Trans-
ferencia. Como se explicaba en el capítulo 2, las energías de las minibandas se hallan U
evaluando la matriz de transferencia á‘través de un periodo de la superred, y viendo los
intervalos de energía en los que se verifica la ecuación (2.80). En este caso se procede de ‘U
la misma manera, pero teniendo en cuenta que, debido a la discontinuidad de la masa
efectiva, la mátriz de transferencia a través de un periodo no es simplemente eí producto ‘U
de la matriz de transferencia a través de los materiales de barrera y pozo: hay que repro- U
ducir el salto de la derivada en las intercaras, lo cual supone multiplicar por una matriz
de salto en las superficies ¿ntre ambos medios. Supongamos que queremos construir la
matriz de transferencia a través de un periodo de una superred formada por capas alter- U
nas de los materiales A y B, de longitudes 11Á y L~ respectivamente, en los que las masas
eféctivas del’ electrón son distintas ,n~ y mL. Para el modelo que empleamos, tomando U
como origen la intercara entre los materiales B y A, se tiene la siguiente relación:
(ío ‘i (1 o’\ U
Ms(O,LÁ+LB) rn~ MB(LÁ + LB,LA) o
4)MA(LÁ,0), (7.1)
quese deduce de la. propia definición de matriz de transferencia (2.70) y de las condiciones
de empalme de la función envolvente y su derivada a través de una intercara, dadas por U
la ecuación (1.20). - -
Definiendo ‘U
s=(~ mLj~ (7.2) U
la e¿ua¿ión anterior puede escribirse U
MS(O,LA + LB) = S’MB(LA + LB,LA)SMA(LA,O), (7.3)
que es una relación válida para modelos más generales en los que los coeficientes del U
respectivo sisteiña de ecuaciones diferenciales tengan discontinuidades en las intercaras.
La forma concreta de’ S depende del modelo en cuestión. U
Con las funciones envolventes y el espectro del sistema se puede calcular el nivel de
Fermi. Como en losdemás sistemas con dopado £5 estudiados en esta memoria, conocemos - ‘U
la densidad electrónica areal por periodo del sistema, que en la. aproximación empleada U
U
U
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es igual a la densidad areal de impurezas introducida en un periodo de la estructura. Por
consiguiente, imponiendo neutralidad de carga, es posible calcular el nivel de Fermi, y
con éste, la densidad de carga pe(z), empleada en la ecuación de Poisson. El esquema
es análogo al seguido en el apartado 5.1, por lo que no lo repetiremos aquí. Considera-
mos que se ha obtenido la solución autoconsistente del problema cuando la desviación
cuadrática media de los potenciales obtenidos en 2 ciclos consecutivos del cálculo, 0M, es
menor que 0.1 meV.
7.2 Discusión de los resultados
En la tabla 7.1 se muestran las energías de las minibandas para iv = O y el nivel de Fermi
medidos desde el borde de la banda de conducción del GaAs en la intercara, para una
serie de superredes en las que se dopa en el centro del canal de GaAs.
En todas ellas la anchura de la barrera es 40 A. Identificaremos los sistemas como en
la tabla, indicando los parámetros que se varían de un caso a otro: Lw/ND/Az. Com-
parando los resultados para Az = 20 y 40 A, a igualdad del resto de los parámetros,
se observa que el potencial es más atractivo cuanto menor es la segregación de las im-
purezas: las minibandas son más estrechas cuando Az = 20 A, y la energía de Fermi
es menor. Esta diferencia es más notable cuanto mayor es la densidad de impurezas; en
los casos calculados, cuando Nr, = 7 x 1012 cm2. La figura 7.1 muestra el potencial, la
única minibanda ocupada a iv = O y nivel de Fermi para el primer caso de la tabla 7.1
(100/1/20), calculado considerando el efecto del canje y la correlación. No mostramos
el potencial para 100/1/40, pues la única diferencia con el caso anterior radica en que
es menos profundo; el mínimo está en —11.1 meV, frente a —15.5 meV en el potencial
dibujado.
Al aumentar la densidad areal de impurezas, aumenta la ocupación de las minibandas,
y pueden llegarse a poblar minibandas superiores. En los casos calculados, los pozos con
Nr, = 7 x 1012 cm2 tienen una subbanda ocupada más que sus análogos con dopado
menor (Nr, = 1 x 1012 cm’2). Si no se alteran el resto de los parámetros del sistema,
un incremento de la densidad de portadores supone un aumento del nivel de Fermi, que
cuando ND = 7 x 1012 cm’2, rebasa con creces la segunda minibanda en los casos con
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Lw/Nr,/¿Xz E/sc = 0) E9 E/sc = 0) E9
(sin xc) (sin xc) (con xc) (con xc)
100/1/20 [23.5,26.8] 61.1 [19.1,22.2) 56~6
100/1/40 (25.3,28.7] 62.9 [20.9,24.1] 58.4
100/7/20
[-13.3,-11.S] [-19.7,-18.0)
170 9 165 7[95.6,110.0] . [91.8,105.5]
100/7/40
F1.5,0.81 [-7.2,-5.1][97.0,112.3] 177.9 173.1[93.6,107.9]
200/4/20
[1.1,1.5] (-4.7,—4.3j
[3583841 37.0 [319342] 31.5
200/1/40
(2.1,2.61 [-3.6,-3.2]
[35.8,38.4] 37.6 [31.7,34.1] 32.4
200/7/20
F69.7,-69.7] [-78.0,-78.0J




[9.8,11.0] 87.4 [3.9,5.0] 81.2
[58.2,63.3] [53.6,58.3]
Tabla 7.1 : Energías de las minibandas a sc = O (E/sc = 0), se da
el intervalo de ei~ergía permitida entre corchetes) y nivel de Fermi (Er)
para diferentes superredes con dopado en el centro de los pozos y anchura’
de la barrera
11b ‘= 40 A. Los parámetros de ‘cada sistema se indican en
la tabla con la notación Lw/Nr,/áz, donde las longitudes estan en A y
la densidad areal en unidades de 1012 cm’2. Se muestran los resultados
de los cálculos Hartree (indicados como “(sin xc)”) e incluyendo el efecto
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Figura 7.1 : Perfil de potencial, energía de la minibanda ocupada a sc = O
(área sombreada) y nivel de Fermi (linea de trazos) para’ una superred
con = 100 A, 11,, = 40 A, i~ = 1 x 1012 cnr2 y Az = 20 A, en
la que el dopado se halla en el centro de los pozos. El cálculo se ha
realizado incluyendo el efecto del canje y la correlación; corresponde al
caso 100/1/20 de la tabla 7.1.
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Figura 7.2 : Lo mismo que en la figura anterior, pero con ND = 7 x 1012
cm2 y zXz =40 ‘AyEif’é~te’ caso hay dos minibandas ocupadas; es el
sistema 100/7/40 de la tabla 7.1.
Lw = loo A, y la tercera en aquéllos en los que 11w = 200 Á. Además, el aumento de
la densidad de dopado en el .centro del pozo hace los potenciales más atractivos, como
puede verse en la figura 7~2, y en el hecho de que las minibandas fundamentales de
los pozos con Lw 100 A son más estrechas en los casos de mayor dopado. Cuando
= 200 A, pueden’ compararse las segundas minibandas con idéntico resultado: su
anchura se reduce a más de la mitad al pasar de 1 a 7 >4012 a¡g2 (véase la tabla 7.1). La
minibanda fundamental en este último caso (200/7/LV) tiene una anchura despreciable
(figura 7.3), debido precisamente a la mayor fuerza atractiva del pozo producida por las
impurezas ionizadas, lo cual indica que para este rango de energías los potenciales están
desacoplados y pueden considerarse como pozos cuanticos aislados. Evidentemente, a
energías más altas, el acoplamiento es mayor, como se desprende del aumento de las
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Figura 7.3: Igual que en la figura 7.2, para una superred con 11w = 200
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El aumento de la anchura del pozo supone hacerlo más atractivo: en los casos con
Nr, = 1 x 1012 cm’2 se pasa de 1 a 2 minibandas ocupadas al aumentar 11w de 100 ji
a 200 A; cuando Nr, = 7 x 1012 cm”t por el mismo aumento de 11w, se pasa de 2 a
3 minibandas ocupadas. Las anchuras de las minibandas son menores en los casos con U
Lw mayor, debido precisamente a la mayor fuerza atractiva del potencial, que supone
por tanto un acoplamiento menor- del sistema. De hecho, el caso mostrado en la figura U
7.3 (200/7/40) se puede considerar prácticamente un pozo desacoplado: el ancho de la
minibanda superior es de únicamente 5 meV. ji
En ia tabla 7.1 se muestran los resultados de los cálculos Hartree e incluyendo el efecto
del canje y correlación. Como se ha escogido el origen de energía en el borde inferior de U
la banda de conducción del GaAs en las intercaras, se observa una cierta diferencia en
los resultados, ya que el funcional de canje y correlación es definido negativo y hace mas ji
atractivo el potencial de la estructura. Sin embargo, en lo que respecta a diferencias de
energías, como anchuras de las minibandas y distancias entre éstas y el nivel de Fernu, U
las diferencias son muy pequeñas, del 1 % a lo sumo. Por consiguiente, en cuanto a
las propiedades que involucren sólo la banda de conducción (como la ocupación de las U
minibandas), dicho efecto no es importante.
En la tabla 7.2 -se dan las energías de las minibandas y niveles de Fermi de dos U
superredes con dopado £5 en el ceiitro de las barreras; estos valores y los correspondientes
potenciales se muestran en las figuras 7.4 y 7.5. ji
Los potenciales son muy distintos a los mostrados en los casos anteriores, similares
en todo caso a los pozos con dopado £5 en las barreras. En el centro del pozo hay ahora ji
un maxímo local del potencial, debido al potencial repulsivo de los electrones, y no un
mínimo, como ocurría en los sistemas con dopado en el pozo, debido al potencial atractivo U
producido por las impurezas ionizadas. Resulta interesante comparar los dos primeros
casos del las tablas 7.1 y 7.2 (figuras 7.1 y 7.4), que sólo difieren en las posiciones de la U
capa de impurezas. En ambos casos hay sólo una minibanda ocupada, pero es un un poco
mas ancha en la superred dopada en la barrera, debido tanto a que el potencial del pozo ji
es menos atractivo como a que las barreras son más bajas, favoreciendo el acoplamiento
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Tabla 7.2 : Como en la tabla anterior, energías de las minibandas a
sc = O y nivel de Fermi calculadas incluyendo el efecto del canje y la
correlación para sistemas cuyas características denotamos de la forma
Lw/Lb/ND/áz (longitudes en A, densidad areal en unidades de 1012
cm
2). La posición de la capa dopada se indica en la tabla para cada
caso.
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Figura 7.4 : Lo mismo que en las figuras anteriores, para una superred
dopada en lkbarrera ¿on Lw = 100 A, L& = 40 A, P/~ = 1 x lO~ cnú2
y zSz = 20 lA; son los? mismos parámetros que lbs del sistema dibujado
en la figura ‘7.1. Corresponde al caso 100/40/1/20 de la tabla 7.2.
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Figura 7.5 : Igual que en la figura 7.4, con N,, = 7 x 1012 cm2; es el
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La diferencia es mucho mayor al aumentar la densidad de las impurezas: comparemos Uel caso 100/40/7/20 de la tabla 7.2, dibujado en la figura 7.5, con 100/7/20 de la tabla
7.1; como antes, estos dos sistemas difieren en la situación de la hoja de impurezas.
La superred dopada en la barrera tiene 2 minibandas completamente llenas y la tercera U
parcialmente ocupada; la superred con dopado en el centro del pozo tiene 2 minibandas
llenas, mucho más estrechas que las dos primeras minibandas de la anterior. La figura U
7.4 muestra el porqué de este cambio: en la superred dopada en la barrera el potencial
repulsivo producido por los electrones en el centro de los canales de GaAs desplaza ‘U
las minibandas a energías más’ altas, donde el acoplamiento a través de las barreras es
mayor, por lo que éstas se ensanchan. No se muestra el potencial del sistema 100/7/20 U
de la tabla 7.1, pero sí uno muy parecido, el del caso 100/7/40 (figura 7.2), que como U
explicábamos más arriba, es ligeramente menos atractivo que el del caso que nos ocupa,
la comparación con la figura 7.5 ilustra adecuadamente nuestro comentario, y permite
apreciar la diferencia entre los dos tipos de potencial. El dopado en las barreras favorece U
el acoplamiento y acentúa el carácter de superred del sistema, puesto que la profundidad
de los pozos de GaÁs y la altura de las barreras es menor que en los sistemas con dopado U
en el centro de los pozos. U
Finalmente, en la tabla 7.2 mostramos los resultados para 2 superredes con dópado en
el centro de los pozos. Una de ellas (100/20/1/20; figura 7.6) es análoga al primer caso de
la tabla 7.1 (figura 7.1), pero con una barrera más estrecha, de 20 A, lo que nos permite U
ver la importancia de este parámetro. Al reducir la anchura de la barrera se favorece el
acoplamiento entre los canales de GaAs de la superred, con lo que aumenta la anchura ‘U
de la minibandas, en particular de la ocupada, que pasa de 3.1 meV (Le, 40 A) a 12.7
meV (Lw = 20 A). Este cambio se observa perfectamente comparando las figuras 7.1 y ‘U
7.6. Vemos por tanto que la anchura de las minibandas es muy sensible al espesor de las
barreras cuando éstas son estrechas (del orden de las calculadas aquí); evidentemente, U
cuando las barreras son tan gruesas que no hay acoplamiento entre los pozos, el espectro
no varía apenas con Lb. U
El último caso mostrado en la tabla 7.2 (100/40/1/60) sirve para ilustrar el efecto de
la segregación de las impurezas. Hay muy poca diferencia entre este caso y el de Az = 40 U
A (100/1/40 de la tabla 7.1); las anchuras de las minibandas son prácticamente iguales, U
U
‘U














Figura 7.6 : Los mismos parámetros que en la figura 7.1 (también con
dopado en el centro del pozo), salvo la anchura de la barrera, que es L~ =
20 A. Obsérvese cómo aumenta la anchura de la minibanda respecto del
caso dibujado en la figura 7.1; el acoplamiento entre ¡os pozos es mucho
mayor al reducirse el grosor de las barreras. Es el caso 100/20/1/20 de
la tabla 7.2.
t
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asi como la energía de Fermi (E9 — E1(0)). De todos modos, el potencial del sistema U
100/40/1/60 es menos profundo que el de la. superred 100/1/40, siguiendo la tendencia
que ya habíamos advertido. Es de destacar que el mínimo del potencial para el sistema U
con áz = 60 A está a sólo —3 meV del borde de la banda de conducción del GaAs
en la intercara: dicho potencial es prácticamente plano, muy parecido al de un pozo Ucuadrado. Esto se debe a que la distribución de carga electrónica es prácticamente una
gaussiana centrada en el pozo de GaAs, con una anchura similar a la de la distribucion Ude impurezas, con lo’ cual los potenciales electrostáticos que producen se cancelan; el gas
electrónico en estos sistemas está apantallado. De esta manera, es posible diseñar un
sistema con una densidad electrónica areal elevada, pero con un espectro similar al de U
un potencial rectangular, lo cual no ocurre en los sistemas con modulación de dopado o U
dopado 6 en las barreras.
Nuestros resultados permiten realiz~r ciehas puntualizaciones respecto del trabajo de
Ihm d al. [78].Si el modelo que emplean preténde describir una superred estructural ji
de GaAs/AkGai..~As con dopado de Si, tal como afirman en [78], se está despreciando U
el efecto de la población electrónica de las estructuras, que como hemos visto, es con-
siderable. Además, hay que destacar que una de las conclusiones de su trabajo depende U
exclusiVamente de la suposición que hacen sobre la fonna del potencial de las impurezas,
que modelan como una 6 de Dirac: advierten que al aumentar la fuerza atractiva de la 6,
sólo se altera la posición de la primera minibanda, mientras que la segunda permanece ji
invariable. Esto se debe a que las funciones envolventes de la segunda rninibanda tienen
un nodo en el único lugar en el que la perturbación (que es una 6) es no nula, con lo cual U
no se ven afectadas por ésta. Nótese que, incluso si se modela la distribución espacial de
impurezas (su densidad) por una 6 de Dirac, el potencial electrostático que producen no U
es de ningún modo anál¿go a una £5 de Dirac, como discutimos en el capítulo 4.
De hecho, nuestros cálculos muestran que la posición de la segunda minibanda se U
altera al aumentar la densidad areal de impurezas, equivalente a la fuerza atractiva de
las deltas de Ihm d al.: basta con comparar los casos con diferentes densidades areales U
en la. tabla 7.1, cuando Lw = 200 A. Para Lw = 100 A y Nr, = 1 x 1012 cm2, las
energías de la segunda minibanda (en meV) son [105.8,122.5] (~z = 20 A, con xc) y U
[105.8,122.5](¿~z = 40 A, con xc), que se pueden comparar con idéntico resultado con U
U
‘U
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las correspondientes energías de los casos 100/7/20 y 100/7/40. Estas energías no se dan
en la tabla 7.1 porque corresponden a estados desocupados.
Como Ihm a al. hacen notar, cuando aumenta la fuerza atractiva de la 6 aumenta
el número de minibandas por debajo del valor máximo del potencial de la superred;
ellos se refieren a que “baja un estado del continuo”. Nosotros preferimos no hacer
tal distinción entre espectro continuo y discreto, porque hay minibandas con anchuras
apreciables a energías menores que el valor máximo del potencial de la superred. En los
casos estudiados por lhm d al. las barreras son tan gruesas (Lw = 80 A> que las anchuras
de las minibandas son despreciables, de ahí la nomenclatura que emplean. Nosotros
hemos elegido barreras más estrechas para poner de manifiesto el comportamiento de
superred de estas estructuras, además de estudiar el efecto del dopado 6.
Otro efecto que Ihm et al. observan al aumentar la atracción del potencial £5 es que
“desaparece la minibanda del estado fundamental”. Creemos que esta afirmación no es
correcta incluso dentro del modelo que emplean. La minibanda fundamental se halla en
un rango de energías inferior al fondo de los pozos de la superred, como estados acoplados
de los potenciales 6, pero no puede desaparecer. En nuestro modelo esto se corresponde
con los casos en los que el dopado es Nr, = 7 >< 10” cm2, en los que hay minibandas
con energías negativas, por debajo del borde de la banda de conducción del GaAs en la
barrera; dos de estos casos se muestran en las figuras 7.2 y 7.3. No desaparece ningún
estado; simplemente tienen energías menores que el mínimo del potencial de la superred
sin dopar.
Nuestras puntualizaciones en cuanto a la población electrónica del sistema y el modelo
empleado para describir el potencial de las impurezas se pueden aplicar al trabajo de
Beltram y Capasso [77], que inspiró el de Ihm eL al. [78]. En los sistemas que hemos
estudiado no se produce el acoplamiento entre niveles de impureza (en nuestro caso,
estados del pozo £5) y minibandas de la superred estructural que describen Beltram y
Capasso, pero nos parece razonable que esto ocurra si se logra diseñar un sistema en el
que se acoplen los pozos £5 y los de GaAs, en el lenguaje de nuestro modelo. Beltram y
Capasso contemplan la posibilidad de que un estado de la superred se halle por debajo
del mínimo del potencial Kronig-Penney que utilizan para describir este sistema, lo cual
se halla en línea con nuestra visión del problema.
aU










Los resultados obtenidos en esta memoria indican que para la descripción de la estruc-
tura electrónica de los sistemas dopados es necesario un cálculo autoconsistente. El
potencial electrostático producido por las impurezas y los electrones altera, en general
notablemente, el perfil de la banda de conducción, y por consiguiente, las energías y
autofunciones del problema.
En los sistemas basados en GaAs y su aleación AkGa1...~As y dopados con Si es sufi-
ciente con un modelo a una banda para una primera descripción de los estados electrónicos
de la banda de conducción. Los efectos de las bandas de valencia pueden ignorarse en lo
que respecta a las magnitudes físicas anteriormente mencionadas: el intervalo de ener-
gías entre éstas y la banda de conducción es lo suficientemente grande como para poder
considerarlas desacopladas.
El modelo que hemos empleado nos ha permitido estudiar la influencia de los distintos
parámetros estructurales en la población y espectro de distintos tipos de pozos cuánticos y
superredes de GaAsAl~Ga~~As dopados con Si. Esto permite optimizar dichos sistemas
desde el punto de vista de su aplicación práctica.
A igualdad de densidades areales de portadores, la perturbación del perfil de potencial
producida por los electrones y las impurezas es mucho más dramática en los sistemas
en que éstos se hallan espacialmente separados, como en los pozos estructurales con
modulación de dopado y los pozos y superredes estructurales con dopado £5 en las barreras.
Sin embargo, a valores de la densidad areal comparables con las obtenidas en los sistemas
145
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con modulación de dopado en las barreras, en los que se ha visto el gran cambio inducido U
en el potencial por la presencia de las cargas, los sistemas dopados 6 en el canal de
GaAs presentan un potencial no muy diferente del que tendría la estructura sin dopar; U
es para valores más altos de la densidad, no alcanzables con la modulación de dopado
convencional, cuando la diferencia con el espectro del sistema despoblado es notable; U
hemos visto que puede diseñarse una superred (o pozo cuántico) con una densidad areal
alta comparada con estructuras similares con dopado en las barreras cuyo potencial es U
prácticamente del tipo Kronig-Penney, sin más que utilizar un dopado cuya segregación
espacial sea similar a la extensión espacial de la densidad electrónica que induce. U
La comparación de nuestros cálculos con los resultados experimentales disponibles —
en particular, con las densidades areales totales, medidas por efecto Hall, y de cada sub- u
banda, medidas.por efecto Shubnikov-de Haas, en los pozos con modulación de dopado—
es muy satisfactoria; por un lado, esto nos permite confirmar la bondad de las aproxima- U
ciones hechas, y por otro lado, a la vista de la diferencia entre nuestros resultados y los
de cálculos no autoconsistentes, hace patente la necesidad de tener en cuenta el efecto u
de las cargas electrostáticas presentes en las estructuras dopadas dentro de un esquema
Schr8dinger-Poisson. ‘U
Se ha estudiado el efecto del canje y correlación, que resulta ser de mayor importancia
en los sistemas con modulación de dopado, debido a que en ellos contribuye a un aumento U
de la densidad areal del sistema respecto del cálculo Hartree. El acuerdo con los resultados
experimentales es mejor si se tiene en cuenta este efecto. En el resto de los sistemas ji
estudiados, todos con dopado £5 y por tanto con una densidad areal total conocida de
antemano, supone un cambio en la población y posición relativa de las subbandas o u
minibandas. Aunque la diferencia relativa entre los resultados Hartree y con canje y
correlación es menor que en los pozos con modulación de dopado, es significativa respecto U
de las variaciones de la densidad que pueden medirse experimentalmente, y al contrario
de lo que afirman Zrenner d al., al menos en los pozos £5 este efecto produce un cambio U
en los resultados comparable al de la inclusión de la no parabolicidad de las subbandas,
con lo que en rigor tendrían que incluirse ambos efectos. U
Respecto de la comparación de nuestros cálculos con los espectros de fotoluminiscencia




entre minibandas ocupadas con un acuerdo razonable. Para ir más allá de la comparación
semicuantitativa, habría que realizar el cálculo teórico del espectro de fotoluminiscencia,
cuyo interés en relación a la caracterización de estos sistemas es grande.
Asimismo, en esta memoria se presenta una explicación, basada en un modelo sencillo,
de los altos valores de la densidad areal obtenidos experimentalmente en los pozos con
dopado £5 en la barrera, y se indican los parámetros que afectan a la distribución de la
carga electrónica, con vistas a conseguir que ésta sea máxima en el canal de GaAs, lo
cual es de gran interés para el diseño de dispositivos electronícos.
Nuestra descripción de las superredes estructurales dopadas £5 mejora los modelos que
han aparecido hasta el momento en la literatura, con lo que hemos podido hacer ciertas
precisiones sobre la modulación de su estructura electrónica en función de los parámetros
de diseño del sistema, distinguiendo los aspectos que dependen del modelo empleado de
los que consideramos propios de dicha estructura.
La continuación natural de este trabajo es utilizar los resultados obtenidas para el
cálculo de otras propiedades físicas, como propiedades ópticas que involucren sólo la
banda de conducción en los distintos sistemas estudiados, como transiciones intersub-
banda o interminibanda, para las que es necesaria una buena descripción de los estados
electrónicos de la banda de conducción, pero para las que no es necesario considerar las
bandas de valencia, o fenómenos de transporte, ya que para el cálculo de movilidades en
estos sistemas es necesario el conocimiento del espectro y los autoestados del sistema.
Otra posible extensión de este trabajo sería considerar los efectos de no parabolicidad,
que tienen cierta importancia en sistemas muy poblados. Esto puede hacerse dentro del
modelo a una banda, aunque seria mas conveniente el paso a un modelo multibanda, con
el que puede realizarse el estudio de otras propiedades ópticas que involucren las bandas
de valencia, considerar sistemas con dopado p y estudiar otros tipos de materiales de
discontinuidad de banda menor, para los que no puede utilizarse un modelo a una banda.
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