We propose a novel and constructive algorithm that decomposes an arbitrary tensor into a finite sum of orthonormal rank-1 outer factors. The algorithm, named TTr1SVD, works by converting the tensor into a rank-1 tensor train (TT) series via singular value decomposition (SVD). TTr1SVD naturally generalizes the SVD to the tensor regime and delivers elegant notions of tensor rank and error bounds, and readily quantifies a low-rank approximation to the original tensor.
1.
Introduction. There has been a recent surge in the research and utilization of tensors, namely, a multi-dimensional generalization of matrices, and their low-rank approximations [1, 4, 6, 8, 7] . This is due to their natural capability to characterize high dimensional problems and their efficient compact representation of large-scale data sets.
Among various tensor decompositions, the canonical tensor decomposition (CAN-DECOMP) [4, 6] has found widespread use. CANDECOMP expresses a tensor as the sum of a finite number of rank-1 tensors so that the tensor rank can be defined as the minimum of that number. Although CANDECOMP is regarded as the generalization of the matrix singular value decomposition (SVD) to tensors, unlike matrices, there are no feasible algorithms to determine the rank of a specific tensor. Furthermore, most existing CANDECOMP algorithms are optimization-based approaches, such as the "workhorse" algorithm for CANDECOMP: the alternating least squares (ALS-)CANDECOMP method [4] . ALS-CANDECOMP minimizes the error between the original tensor and its rank-R approximation (i.e., sum of R rank-1 factors) in an iterative procedure. The main problem of ALS-CANDECOMP is that it only works by prescribing the rank R, therefore the procedure itself does not directly identify the tensor rank of a specific tensor. Moreover, the rank-1 factors generated by ALS-CANDECOMP are not orthogonal with respect to each other as in matrix singular vectors.
Other tensor decompositions, for example the Tucker decomposition [4, 11] , compress a tensor by a core tensor and several factor matrices. The Tucker decomposition of a tensor is not unique. One of its realizations can be efficiently computed by the higher-order SVD (HOSVD) [5] . Each element in its core tensor can be deemed as the weight of a rank-1 factor. In this interpretation, all rank-1 factors of the Tucker decomposition are orthonormal. Nonetheless, the Tucker decomposition cannot be used to estimate tensor ranks due to its exponential growth of the core-size.
To this end, a constructive canonical decomposition algorithm, named tensor train rank-1 (TTr1) SVD or TTr1SVD, is proposed in this paper. The recent introduction of the tensor train (TT) decomposition [8, 9] provides an iterative approach to represent and possibly compress tensors. Similar to the TT decomposition, the TTr1 decomposition reshapes and factorizes the tensor in a recursive way. However, unlike in the TT decomposition one needs to recursively reshape and compute the SVD of each singular vector to compute the TTr1 decomposition. The resulting singular values are constructed in a tree structure whereby each leaf node is the weight of one orthonormal rank-1 (outer) factor. The main properties and contributions of the TTr1 decomposition are very reminiscent of the matrix SVD:
1. an arbitrary tensor is written as a linear combination of rank-1 tensors, 2. the resulting rank-1 tensors, specifically rank-1 outer factors, are orthonormal, 3. allows for easy determination of the tensor rank and low-rank approximations, 4. the approximation error of a rank-R approximation is easily expressed in terms of the singular values, 5. unique in the sense that the algorithm will always return the same result, 6. numerical stability of the algorithm due to the use of only SVD operations. The outline of this article is as follows. First, we introduce some notations and definitions in Section 1.1. Section 2 presents a brief overview of tensor train decomposition together with a detailed explanation of our TTr1 decomposition. Properties of the TTr1 decomposition such as uniqueness, orthogonality of the rank-1 terms and quantification of the approximation error are discussed in Section 3. These properties are illustrated in Section 4 by means of several numerical examples. Section 5 summarizes the contributions of this article in some conclusions.
1.1. Notation and definitions. We will adopt the following notational conventions. A dth-order tensor, assumed real throughout this article, is a multi-dimensional array X ∈ R n1×n2×...×n d with elements X i1i2...i d that can be perceived as an extension of the matrix format to its general dth-order, also called d-way, counterpart. Although the wordings 'order' and 'dimension' seem to be interchangeable in the tensor community, we prefer to call the number of indices i k (k = 1, . . . , d) the order of the tensor, while the maximal value n k (k = 1, . . . , d) associated with each index the dimension. A cubical tensor is a tensor for which n 1 = n 2 = . . . = n d = n. The k-mode product of a tensor X ∈ R n1×n2×...×n d with a matrix U ∈ R p k ×n k is defined by
The inner product between two tensors X, Y ∈ R n1×...×n d is defined as
The norm of a tensor is often taken to be the Frobenius norm ||X|| F = X, X 1/2 . A 3rd-order rank-1 tensor can always be written as the outer product [6] 
with σ ∈ R whereas a, b and c are vectors of arbitrary lengths as demonstrated in Figure 1 .1. Similarly, any d-way tensor of rank 1 can be written as an outer product of d vectors. Using the k-mode multiplication, this outer product can also be written as σ × 1 a × 2 b × 3 c where σ is now regarded as a 1 × 1 × 1 tensor. In order to facilitate the discussion of the TTr1 decomposition we will make use of a running example X ∈ R 3×4×2 shown in Figure 1 2.1. TT Decomposition. Our decomposition relies heavily on the TT decomposition [8] . We therefore first give a short overview of this decomposition using X ∈ R 3×4×2 from Figure 1 .2. The main idea of the TT decomposition is to re-express a tensor X by a tensor A with elements
where each G k (i k ) is a r k−1 × r k matrix, also called the core of the TT decomposition. Note that the subscript k of a core G k indicates the kth core of the TT decomposition. We will sometimes abuse this subscript notation but it should be clear from the context what is meant by a subscript index at any time. The ranks r k are called the TT ranks. Each core G k is in fact a 3rd-order tensor with indices α k−1 , i k , α k and dimensions r k−1 , n k , r k respectively. Since A i1i2...i d is a scalar we obviously have that r 0 = r d = 1 and for this reason α 0 and α d are omitted. By fixing i k to a particular value we end up with a r k−1 × r k matrix. Consequently, we can write the elements of A as
where we always need to sum over the auxiliary indices α 1 , . . . , α d−1 , and therefore (2.2) is equivalent to the matrix product form in (2.1).
Computing the TT decomposition consists of doing d − 1 consecutive reshapings and SVD computations. For our example tensor X this means that the decomposition is computed in 2 steps, visualized in Figure 2 Note how the elements of this matrix are indexed byX i1[i3i2] , where we have introduced the notation [i 3 i 2 ] to indicate the grouped indices. We will always use the convention that the indices in a group [i 3 i 2 ] are sorted according to increasing dimensions. In other words, i 2 changes faster than i 3 . This shorthand notation is illustrated for grouping i 1 , i 2 , i 3 together, with [n 1 , n 2 , n 3 ] = [4, 2, 1], in Figure 2 .1.
Write in caption in your way containing the meaning: Our notation for axes where the ranges for i1,i2,i3 are [n1,n2,n3]=[4,2,1]. To save notation the stacked row view is also drawn as the coded view on the right with i1 ("rightmost digit") being the fastest changing whereas i3 ("leftmost digit") the slowest changing The "economy size" SVD of the 3 × 8 matrixX is then
with U 1 a 3 × 3 matrix and V 1 an 8 × 3 matrix. In fact, any dyadic decomposition can be used for this step in the TT algorithm, but the SVD is often chosen for its numerical stability. The first core G 1 is given by U 1 and indexed by i 1 = 1, 2, 3 and α 1 = 1, 2, 3. We now form the matrix Y 1 = S 1 V T 1 and reshape it such that its rows are indexed by [i 2 α 1 ] and its columns by i 3 . This results in a 12 × 2 matrixȲ 1 and its SVD
The second core G 2 is then given by U 2 , reshaped into a 3 × 4 × 2 tensor. The last core G 3 is then Y 2 , which is a 2 × 2 matrix indexed by α 2 and i 3 . We therefore have that
with G 1 (i 1 ) a 1 × 3 × 2 tensor, G 2 (i 2 ) a 2 × 4 × 2 tensor and G 3 (i 3 ) a 2 × 2 × 1 tensor, as shown in Figure 2 .3. Observe how the auxiliary indices α 1 , α 2 serve as 'links', connecting the different cores in the TT representation.
Tensor Train
Rank-1 Decomposition. After having introduced the TT decomposition, we are now ready to introduce our TTr1 decomposition. The main idea of the TTr1 decomposition is to force the rank for each auxiliary index α link to unity, which gives rise to a linear combination of rank-1 outer product factors. We go back to the first SVD (2.3) of the TT decomposition algorithm and realize that we can rewrite it as a sum of rank-1 terms
. The next step in the TT decomposition would be to reshape Y 1 and compute its SVD. For the TTr1 decomposition we reshape each 
Write in caption in your way containing the meaning: This is the TT format.
Here G1 is just U1, G2 is \bar{U2} i.e. reshaped U2, and G3 is Y2 
Here G1 is just U1, G2 is \bar{U2} i.e. reshaped U2, and G3 is Y2 v i into a i 2 × i 3 matrixv i and compute its SVD. This allows us to writev 1 also as a sum of rank-1 termsv
The same procedure can be done for v 2 and v 3 , they can also be written as a sum of 2 rank-1 terms. Combining these rank-1 terms we can finally write X as
The whole procedure to compute the TTr1 decomposition is shown graphically in Figure 2 .4. Note the similarity of (2.5) with (2.4). The TTr1 decomposition has three main features that render it similar to the matrix SVD:
1. the scalarsσ 1 , . . . ,σ 6 are the weights of the rank-1 terms in the decomposition and can therefore be thought of as the singular values of X, 2. the outer product factors in each of the rank-1 terms are tensors of unit Frobenius norm, since they are outer products of vectors with unit norm, and 3. each of the rank-1 tensors in the decomposition is orthogonal with respect to all the others, which we will prove in Section 3. 2.3. TTr1SVD Algorithm. As was shown in the previous subsection, computing the TTr1 decomposition requires recursively reshaping the obtained v vectors and computing their SVDs. This recursive procedure gives rise to the forming of a tree, where each SVD generates additional branches of the tree. The tree for the TTr1 decomposition of X (2.5) is shown in Figure 2 .5. As denoted in the figure, we will call a row in the tree a level. Level 0 corresponds to the SVD ofX and generates the first level of singular values. This is graphically represented by the node at level 0 branching off into 3 additional nodes at level 1. The reshaping and SVD of the different v vectors at level 1 then generates level 2 and so forth. Observe how the total number of subscript indices of the singular values are equal to the level at which these singular values occur. For example, σ 2 occurs at level 1 and σ 21 occurs at level 2. The number of levels for the TTr1 decomposition of an arbitrary d-way tensor is d − 1. The final singular valuesσ are the product of all σ's along a branch. The total number of terms in the decomposition are the total number of leaves. This number is easily determined. Indeed, each node at level k of the tree branches off into
nodes. Hence, the total number of leaves or terms N in the TTr1 decomposition is given by
The algorithm to compute the TTr1 decomposition is presented in pseudo-code in Algorithm 2.1. First the tensor X is reshaped into a n 1 × d i=1 n i matrix and its SVD is computed. Then for all remaining nodes in the tree, except for the leaves, the resulting v i vectors are reshaped into a matrix and their SVD is also computed. The U, S, V matrices for each of these SVDs are stored. Note that for the levels 0 up to d − 1 the v vectors do not need to be stored. From the tree it is also easy to determine the total number of SVDs required to do the full TTr1 decomposition. This is simply the total number of nodes in the tree from level 0 up to d − 2 and equals 1 + Assuming that r k = n k for all k, then the total number of SVDs required for computing the TTr1 decomposition of a cubical tensor is
This exponential dependence on the order of the tensor is the limiting factor to compute the TTr1 decomposition. Note however that the tree structure is perfectly suited to do all SVD computations that generate the next level in parallel, and in that case the runtime is linearly proportional to the number of levels.
Algorithm 2.1. Tensor Train rank-1 SVD Algorithm (TTr1SVD) Input: arbitrary tensor X Output: U, S, V matrices of each SVD X ← reshape X into a n 1 ×
for all remaining nodes in the tree except the leaves
Here we discuss some of the attractive properties of the TTr1 decomposition. These properties are also shared with the matrix SVD and it is in this sense that the TTr1SVD is a strikingly natural generalization of the SVD for tensors.
Uniqueness.
A first attractive feature of the TTr1 decomposition is that it is uniquely determined. This means that for any given arbitrary tensor X its TTr1 decomposition will always be the same. Indeed, Algorithm 2.1 consists of a sequence of SVD computations so the uniqueness of the TTr1 decomposition follows trivially from the fact that each of the SVDs in Algorithm 2.1 are unique up to sign.
3.2.
Orthogonality of the rank-1 terms. Any two rank-1 termsσ i T i and σ j T j of the TTr1 decomposition are orthogonal with respect to one another, which means that T i , T j = 0. We will use our running example to show why this is so. Let us take two terms of (2.5), for example T 1 = 1 × 1 u 1 × 2 u 11 × 3 v 11 and T 2 = 1 × 1 u 1 × 2 u 12 × 3 v 12 . Another way of writing T 1 , T 2 is
where ⊗ denotes the Kronecker product. These Kronecker products generate the vectorization of each of the rank-1 tensors T 1 , T 2 , which allows us to easily write down their inner product as an inner product between two vectors. Applying the rules of the Kronecker product we can now write
where it is clear that the right hand side vanishes due to the orthogonality v T 11 v 12 = u T 11 u 12 = 0. This property generalizes to any tensor X. Indeed, if any two rank-1 terms do not originate from the same node at level 1, then their respective u i , u j vectors are orthogonal and ensure that their inner product vanishes. If the two rank-1 terms do originate from the same node at level 1 but from different nodes at level 2, then their u ij , u ik vectors are orthogonal and again the inner product will vanish. This reasoning extends up to level d − 1. If any two terms have their first separate nodes at level k ∈ [1, d − 1], then their corresponding u vectors at level k will also be orthogonal. The tree structure, together with the orthogonality of all u vectors that share a same parent node hence guarantees that any two rank-1 outer factors in the TTr1 decomposition are orthogonal.
Upper bound on the Tensor Rank. The rank of an arbitrary d-way
tensor X is usually defined similarly to the matrix case as the minimum number of rank-1 terms that X decomposes into.
Definition 3.1. The rank of an arbitrary d-way tensor X, denoted rank(X), is the minimum number of rank-1 tensors that yield X in a linear combination.
The TTr1 decomposition allows a straightforward determination of an upper bound on the number of rank-1 terms that make up X. Indeed, this is simply the total number of leaves in the tree and is therefore
r k .
Applying (3.1) to our running example X ∈ R 3×4×2 we get rank (X) ≤ min (3, 8) · min(4, 2) = 3 · 2 = 6.
For a cubical tensor with n 1 = . . . = n d = n (3.1) then tells us that
A permutation of the indices can lead to a different upper bounds on the rank. Indeed, if we permute the indices of X to {i 2 , i 3 , i 1 } we get rank (X) = min(4, 6) · min(2, 3) = 4 · 2 = 8.
Consequently, there exists the notion of a minimum upper bound on the rank of a tensor, obtained from computing the rank upper bounds through all permutations of indices.
Quantification of the Approximation Error.
As soon as the number of levels is large it becomes very cumbersome to write all the different subscript indices of the u and v vectors in the TTr1 decomposition. We therefore introduce a shorter and more convenient notation. From here on, u ki denotes the u vector at level k that contributes to the ith rank-1 term. Similarly, v i denotes the v vector that contributes to the ith rank-1 term. The TTr1SVD algorithm decomposes an arbitrary tensor X into a linear combination of N rank-1 terms
Suppose that we have ordered and relabeled the terms such thatσ 1 ≥σ 2 ≥ . . . ≥σ N . A rank-R approximation is then computed by truncating (3.2) to the first R terms
The following lemma tells us exactly what the error is when breaking off the summation at R terms. Lemma 3.2. LetX be the summation of the first R terms in (3.2) then
Proof. Using the fact that ||1
Lemma 3.2 can also be used to determine the lowest rank R with a guaranteed accuracy. Indeed, once a tolerance is chosen such that it is required that
the minimal rank R ofX is easily determined by the requirement that
It is tempting to choose R such thatσ R > >σ R+1 . However, when the approxi-rank gapσ R /σ R+1 is not large enough then there is a possibility that σ 2 R+1 + . . . +σ 2 N ≥ due to the contributions of the smaller singular values.
3.5.
Reducing the number of SVDs. Suppose that an approximationX of X is desired such that ||X −X|| F ≤ . Computing the full TTr1 decomposition and applying Lemma 3.2 solves this problem. It is however possible to reduce the total number of required SVDs by taking into account that the final singular valuesσ are the product of the singular values along each branch of the TTr1 tree. An important observation is that all singular values σ ij...m at levels 2 up to d − 1 satisfy σ ij...m ≤ 1. This is easily seen from the fact that they are computed from a reshaped unit vector v ij...n at their parent node. Indeed, since ||v ij...n || 2 = 1 it follows that ||v ij...n || F = 1. This allows us to make an educated guess at the impact of the singular values at level l on the final rank-1 terms. Suppose we have a singular value σ k at level l, preceded by a product σ k0 of parent singular values. An upper bound on the size of the final σ's that are descendants from σ k can be derived by assuming that σ k is unchanged throughout each branch. Since one node at level l results in d−2 i=l r i rank-1 terms, this then implies that there are d−2 i=l r i rank-1 terms withσ = σ k0 σ d−l k . We can therefore writeσ
If now
is satisfied then removing σ k at level l produces an approximationX that is guaranteed to satisfy the approximation error bound. Removing σ k at level l implies that not a full but a reduced TTr1 decomposition is computed, lowering the total number of required SVDs in the TTr1SVD algorithm. This condition on σ k is easily extended to m singular values at level l as
where we compute a e j term for each of the m singular values at level l. Checking whether (3.3) holds for m σ's at level l can be easily implemented in Algorithm 2.1. As shown in Section 4, a rather gradual decrease of σ k is seen in practice as the level increases. This implies that it might still be possible to find aX of lower rank that satisfies the approximation error bound from the rank-1 terms of a reduced TTr1 decomposition. Lemma 3.2 can also be used to find the desiredX in this case. [3, 2] . All ALS procedures are fed by random initial guesses, therefore their errors are defined as the average error over multiple executions.
Example 1: Dependence tensor rank on permutation of indices.
We start with tensor X in Figure 1 .2. Since it is discussed in Section 3.3 that TTr1 decomposition depends on the ordering of the indices, we demonstrate the TTr1 decomposition with different permutations of the indices. For a 3-way tensor, the order of indices can be {i 1 
Since the order of the last 2 indices will not affect the σ's in TTr1 decomposition, we only list the σ's under the permutations {i 1 , i 2 , i 3 }, {i 2 , i 3 , i 1 } and {i 3 , i 1 , i 2 } in Table 4 .1, in descending order. As a result, although permutations of indices may give different upper bounds on the rank, TTr1 decomposition still outputs the same rank(X) = 4 in all permutations. Moreover, it is also readily seen that the largest (dominant) singular value (69.6306) is independent of the permutation. An interesting 
Example 2:
Comparison with ALS-CANDECOMP and Tucker decomposition. Next, ALS-CANDECOMP is applied on X. To begin with, we compute the best rank-1 approximation of X. ALS-CANDECOMP gives the same weight 69.6306 as the TTr1 decomposition, implying that both decompositions result in the same approximation in terms of the Frobenius norm. The errors between X and its approximationsX, computed using the ALS-CANDECOMP and TTr1 decomposition, are listed in Table 4 .2 for increasing rank. Table 4 .2 confirms that the rank(X) is indeed 4. It also indicates that as an optimization approach, ALS-CANDECOMP itself cannot determine the rank, but only the best rank-R approximation for a specific R. Furthermore, it should be noticed that TTr1 decomposition can always give the best rank-R approximation with orthonormal rank-1 outer factors, while ALS-CANDECOMP cannot assure this property.
After that, a Tucker decomposition with the core-size (2, 2, 2) is applied on X. The resulting dense core tensor T ∈ R 2×2×2 is given by T i1i21 = 69.6306 −0.0181 −0.0701 −0.7840 T i1i22 = −0.0113 −6.9190 −1.6108 −0.7010 .
The rank-1 outer factors obtained by Tucker decomposition are also orthonormal. However, comparing to TTr1 decomposition, it needs twice the number of factors than TTr1 does.
Example 3:
Perturbation of the singular values. In this example we illustrate the robustness of the computed singular values of our running example tensor X when it is subjected to additive perturbations. We construct a perturbation tensor E ∈ R 3×4×2 where each entry is drawn from a zero mean Gaussian distribution with variance 10 −6 . We then compute the following two norms of E andĒ ||E|| F = 5.48 × 10 −6 and ||Ē|| 2 = 4.13 × 10 −6 ,
whereĒ is E reshaped into a 3 × 8 matrix. Comparing the perturbed singular values σ 1 , . . . ,σ 6 of X + E with the singular valuesσ 1 , . . . ,σ 6 then shows that (4.1) (σ 1 −σ 1 ) 2 + . . . + (σ 6 −σ 6 ) 2 = 3.78 × 10 −6 < ||E|| F , and (4.2) |σ i −σ i | ≤ ||Ē|| 2 (i = 1, . . . , 6).
These two inequalities (4.1) and (4.2) are very reminiscent of Mirsky's and Weyl's Theorem [10] respectively for the perturbation of singular values for matrices.
Example 4: Gradual decrease of intermediate singular value products.
In the discussion on reducing the total number of required SVDs it was shown that the product of the singular values along a branch becomes smaller and smaller for every additional level. In this example we demonstrate this gradual decrease for a random 2 × 2 × 2 × 2 × 2 tensor A where each entry is drawn from a zero mean Gaussian distribution with variance 1. Tensor A has 16 rank-1 terms. Figure 4 .1 shows the intermediate singular value products σ i σ ij · · · σ ij...m as a function of the level forσ 1 ,σ 8 ,σ 13 ,σ 16 . On the figure it can be seen that the intermediate singular value products indeed decrease as the level increases. The TTr1 tree for this tensor is a binary tree. Each SVD of a v vector therefore produces 2 singular values. It is consistently observed that of the two singular values ofv one is very close to 1, with values around 0.8 or 0.9. The other singular value typically has values around 0.5. Branches of the tree that mostly choose the singular value close to 1 therefore exhibit a very slow decrease while branches that predominantly choose the smaller singular value decrease faster. This is seen in Figure 4 
Conclusion.
In this paper, a constructive TTr1 decomposition algorithm, named TTr1SVD, is proposed to decompose high-dimensional tensors into a finite sum of orthogonal rank-1 factors. Comparing to existing CANDECOMP approaches, TTr1 decomposition allows easy determination of the tensor rank and quantification on the error bound, while keeping all its rank-1 factors orthonormal. Several numerical examples are given to verify these properties, while practical applications will follow in a sequel of this paper.
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