Abstract. We prove, assuming Greenberg's conjecture, that the ordinary eigencurve is Gorenstein at an intersection point between the Eisenstein family and the cuspidal locus. As a corollary, we obtain new results on Sharifi's conjecture. This result is achieved by constructing a universal ordinary pseudodeformation ring and proving an R = T result.
Introduction
In their proof of the Iwasawa Main Conjecture, Mazur and Wiles [MW84] , following ideas of Ribet [Rib76] , used the geometry of modular curves to study class groups of cyclotomic fields. Sharifi [Sha11] has formulated remarkable conjectures that refine the Main Conjecture. Roughly, Sharifi's conjecture states that very fine information about the arithmetic of cyclotomic fields can be captured by the geometry of modular curves. Recently, Fukaya and Kato [FK12] have proven partial results on Sharifi's conjecture.
We prove new results on Sharifi's conjecture by building upon developments in the deformation theory of Galois representations of Bellaïche and Chenevier [BC09, Bel12, Che14] and one of us [WE15] . The ordinary eigencurve C ord of p-adic eigenforms of tame level N provides a setting in which both the results and the technique may be discussed. The Hida Hecke algebra H and its cuspidal quotient h are canonical integral models for C ord = Spec H[1/p] and its cuspidal locus C ord,0 := Spec h[1/p]. We are interested in the singularity that occurs at an intersection point p of C ord,0 and the Eisenstein family, which we call an Eisenstein intersection point. The respective local rings at such a point will be written H p and h p . We were motivated by a conjecture of one of us proposing that H p and h p are Gorenstein [Wak15a, Conj. 1.2]. Indeed, the Gorensteinness of H p is equivalent to certain weakened versions of Sharifi's conjecture and Greenberg's conjecture [Wak15a, Thm. 1.3].
Our main result is that this Gorenstein conjecture is equivalent to a certain case of Greenberg's conjecture. In geometric terms, we also show that a certain case of Greenberg's conjecture is equivalent to the singularity of H at p being a plane singularity (see § §4.3, 8.2). We deduce from this a new result about Sharifi's conjecture, conditional only upon Greenberg's conjecture; we also prove an R = T result.
In order to apply the deformation theory of Galois representations to C ord , we consider the Galois modules arising from the cohomology of modular curves. The ordinary parabolic part H of this cohomology is a finitely generated h-module with a h-linear G Q -action, but is not necessarily locally free on C ord,0 . While the generic rank of H is 2, its localizations H p at Eisenstein intersection points are locally free h p -modules if and only if h p is Gorenstein. This raises a significant obstacle: the usual deformation theory of Galois representations only addresses locally free modules with Galois action, so we must know that h p is Gorenstein in advance to apply this theory. Consequently, we resort to the deformation theory of Galois pseudorepresentations. We construct a universal ordinary pseudodeformation ring and use it to control H p . Indeed, even if we were to assume that H p is free, it is more natural to study pseudorepresentations because there exists a G Q -pseudorepresentation over C ord , while the G Q -action on H p cannot extend from h p to H p . Moreover, our technique allows us to make weaker assumptions about class groups than in [SW97] .
After stating the main results in §1.2, we introduce in §1.3 our notion of ordinary pseudorepresentation, which is of independent interest. In particular, our formulation is not "a global pseudorepresentation is ordinary if its restriction to a decomposition group at p is ordinary." 1.1. Setup. In order to state our results, we introduce the main objects of study.
Let p ≥ 5 be a prime number, and let N be an integer such that p ∤ N φ(N ). Let
be an even character. Let χ = ω −1 θ, where
is the Teichmüller character. Our assumption on N implies that each of these characters is a Teichmüller lift of a character valued in a finite extension F of F p generated by the lifts. Abusing notation, we also use θ, χ, ω to refer to these characters. We assume that θ satisfies the following conditions,
• θ is primitive,
• if χ| (Z/pZ) × = 1, then χ| (Z/N Z) × (p) = 1, and • if N = 1, then θ = ω 2 .
These assumptions, along with p ∤ N φ(N ), allow us to apply the work of Ohta [Oht03] . A subscript θ or χ on a module refers to the eigenspace for an action of (Z/N pZ) × . A superscript ± will denote the ±1-eigenspace for complex conjugation. Let S denote the set of primes dividing N p, and let G Q,S be the unramified outside S Galois group of Q.
Corollary B.
(1) If X θ,(fχ) = 0, then the localization of Υ at (f χ ) is an isomorphism. (2) If X θ ⊗ Λ (Λ/ξ χ ) is finite, then Υ is injective and has finite cokernel.
This corollary provides strong evidence for Sharifi's conjecture -it implies that the map Υ is an isomorphism (up to p-torsion) under the assumption of Greenberg's conjecture. Fukaya and Kato [FK12] have also made great progress towards Sharifi's conjecture, by entirely different methods, proving parts of the conjecture under different assumptions. Unlike our Corollary B, they can also prove results about the map ̟. Combining the results of [FK12] with ours, we can prove that both maps of Sharifi's conjecture are isomorphism (up to p-torsion) under the assumption of Greenberg's conjecture. are isomorphisms. Here (tor) ⊂ H − /IH − is the p-power-torsion subgroup.
Remark 1.2.3. Since X χ (1) is p-torsion-free by Ferrero-Washington [FW79] , Sharifi's conjecture would imply that (tor) = 0.
This is the first result to show that both maps of Sharifi's conjecture are isomorphisms (up to p-torsion) under the assumption of a well-established conjecture. For a statement involving the precise form of Greenberg's conjecture we need, see Corollary 8.1.3.
1.3. Ordinary pseudorepresentations. We prove Theorem A by developing new techniques in Galois deformation theory. In this part of the introduction, we discuss these techniques, which are of independent interest. Since the reader interested in Iwasawa theory and Sharifi's conjecture may be unfamiliar with deformation theory and pseudorepresentation theory, we provide context in §5.1. Such a reader may like to consult §5.1 before proceeding.
We prove Theorem A by constructing a universal ordinary pseudodeformation ring and using the numerical criterion of Wiles [Wil95, Appendix] to prove an R = T theorem comparing the ordinary pseudodeformation ring to H p . We use a version of the numerical criterion due to Lenstra [Len95] .
Recall that a representation of G Qp := Gal(Q p /Q p ) on a 2-dimensional p-adic vector space V is ordinary if there exists a 1-dimensional quotient representation V ։ W such that W (1) is unramified. A representation ρ of G Q,S is ordinary if the restriction to a decomposition group ρ| G Qp is ordinary. (This notion of "ordinary" is restrictive compared to some other contexts where the same term is used.)
A pseudorepresentation D : G → A of a group G is a collection of polynomials over a commutative ring A, one for each group element, that satisfy the same algebraic conditions that the collection of characteristic polynomials of an A-linear representation of G must (see Definition 5.2.1 for the precise definition). Given a representation V of G, the actual collection of characteristic polynomials gives a pseudorepresentation which we denote by ψ(V ). When A is a field, the pseudorepresentation ψ(V ) depends only on the semi-simplification V ss of V . Consequently, it may initially appear that pseudorepresentations are too crude to capture the ordinary condition, which depends on the order of the composition factors. However, extensions between G Qp -characters often become visible in G Q,S -pseudorepresentations, and this allows us to impose the ordinary condition on G Q,S -pseudorepresentations.
Our definition of ordinary pseudorepresentation of G Q,S may be be thought of, when the coefficient ring is a field, to be the naïve definition, "a pseudorepresentation for which there exists an ordinary representation inducing it." Indeed, with field-valued coefficients F , every pseudorepresentation D : G → F is associated to a unique semi-simple representation ρ ss D after a finite extension of F (Theorem 5.3.2).
The following example explains our definition of ordinary pseudorepresentation in the field-valued case. Proofs of the statements in the example can be found in §5. Another serious obstacle arises when the coefficient ring is not a field, which we must address because we want to deform to rings such as F [ε]/(ε 2 ). In this generality, not every pseudorepresentation is induced by some representation, rendering the naïve definition useless. We solve this problem by broadening the category of representations to include what are called Cayley-Hamilton representations, which we learned from [Che14, §1.22] and which was adapted for use with representations of profinite groups in [WE15, §3.2]. They are defined in Definition 5.5.2. Every pseudorepresentation arises from a Cayley-Hamilton representation. We show in §5 that the "ordinary" condition can be reasonably imposed on Cayley-Hamilton representations (using a generalized matrix algebra structure in the sense of [BC09, §1] ), after which we can define ordinary pseudorepresentations to be those for which there exist ordinary Cayley-Hamilton representations inducing them.
The following theorem is an important case of what we prove in §5.10.
Theorem D. Let F be a field, and let χ 1 , χ 2 : G Q,S → F × be characters such that χ 1 ω is unramified at p and χ 2 ω is not. LetD be the pseudorepresentation ψ(χ 1 ⊕ χ 2 ). Then the ordinary deformation functor ofD is representable by a quotient R ord D of the universal pseudodeformation ring RD.
1.4. Pseudo-modularity. From work of Ohta and Sharifi [Oht05, Sha11] , we deduce that End h (H) has a natural Cayley-Hamilton algebra structure, with G Q,Saction making the Cayley-Hamilton representation can be controlled in terms of Galois cohomology. Using the Iwasawa Main Conjecture, and under the assumption X θ,(fχ) = 0, we are able to verify the conditions of the numerical criterion of Wiles and Lenstra [Wil95, Len95] . This pseudo-modularity theorem is our main result. It implies Theorem A.
Theorem E. Assume X θ,(fχ) = 0. Then the map
is an isomorphism and both rings are complete intersection. Moreover, the image of
is the universal ordinary cuspidal Cayley-Hamilton algebra.
For the precise statement of second statement in Theorem E, see Theorem 8.3.3. See §4.1 for a discussion of Gorenstein and complete intersection rings.
Remark 1.4.1. By Remark 1.2.2, if X θ,(fχ) = 0, then H p is not Gorenstein, so it cannot be complete intersection. Since the numerical criterion for proving R = T proves complete intersection as a byproduct, it seems unlikely that we can remove the assumption X θ,(fχ) = 0.
In particular, while we use the numerical criterion of Wiles, we do not use the Taylor-Wiles method, and we do not believe that the Taylor-Wiles method can be used to improve this result. Of course, we expect that X θ,(fχ) = 0 always (see Remark 1.2.1).
1.5. Outline. In §2, we review some classical Iwasawa theory related to the conditions in the main theorems. In §3, we discuss known results on the structure of the cohomology group H, with a view towards using H to produce an ordinary pseudorepresentation. In §4, we prove some sufficient conditions for the weakly Gorenstein conjecture. We begin §5 with a review of Galois deformation theory for non-experts. Then we introduce the notation of ordinary Cayley-Hamilton representation and ordinary pseudorepresentation, and construct universal objects in these categories to prove Theorem D. In §6, we compute Galois cohomology. In §7, we compare universal ordinary objects with modular objects, using the numerical criterion to prove Theorem A and Theorem E. In §8, we deduce our results towards Sharifi's conjecture, Corollary B and Corollary C, and also our results on the geometry of the ordinary Eigencurve.
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1.7. Notation and conventions. If K is a field let G K denote the absolute Galois group of K. In particular, we fix Q ֒→ Q p , allowing us to treat G Qp as a decomposition group for p with a map G Qp → G Q . If ρ is a representation, we let ψ(ρ) denote the associated pseudorepresentation.
If R is a ring, M is an R-module, and r ∈ R, we let r M denote the r-torsion submodule of M . We let M {r} = ∪ n≥1 ( r n M ). We sometimes use M/r to denote M/rM to save space. We let Q(R) denote the total quotient ring of R -that is, the localization S −1 R where S is the set of non-zero divisors. In general, we reserve the notation M ∼ = N for a canonical isomorphism between objects M and N . If there is no canonical choice of isomorphism, we write M ≃ N instead.
Preliminaries on Iwasawa theory
In this section, we discuss Iwasawa theory for cyclotomic fields. Recall the notations for class groups and cyclotomic fields established in §1.1.
Let Cl(Q(ζ N p r )) be the class group. By class field theory, there is an isomorphism
There is a continuous action of Γ on X.
] denote the corresponding group-like element. Notice that the action on (ζ N p r ) gives an isomorphism Γ ≃ ker(Z
where O is the valuation ring of the extension of Q p generated by the values of θ. This makes it easier to work with Λ rather than ]]-modules that are isotypical for characters other than θ, but we use these functors to make the actions factor through Λ so we can treat all modules uniformly.
We define ξ χ , ξ χ −1 ∈ Λ to be generators of the principal ideals Char Λ (X χ (1)) and Char Λ (X # χ −1 (1)), respectively. By the Iwasawa Main Conjecture, these may be taken to be power series associated to Kubota-Leopoldt p-adic L-functions. By the theory of Iwasawa adjoints, Char
2.1. Units and finiteness conjectures. We explain the relationship between X and X, as well as their relationships to groups of units. We then recall some conjectures about the finiteness and cyclicity of class groups.
There is a quotient map X ։ X, and, by class field theory, the kernel measures the difference between local units and global units. More precisely, for a primitive character ψ of (Z/N pZ) × , there is an exact sequence
where U is the pro-p part of lim
and E is closure of the image of the global units in U .
The structure of the local units U is given by the theory of Coleman power series. The result we need is the following. For the original work of Coleman, see [Col79] ; for the abelian number field case see, for example, [Gre92] .
Theorem 2.1.2. There is an isomorphism
It sends the group of circular units C θ ⊂ E θ to the ideal (ξ χ −1 ) ⊂ Λ.
We will use the following corollary, which is well-known.
Corollary 2.1.3. There is an exact sequence of Λ-modules
Proof. The first statement is immediate from the theorem and the sequence (2.1.1).
The second statement follows from this since Char Λ (X θ ) = (ξ χ −1 ). For the final statement, notice that E θ,(f ) ⊂ U θ,(f ) , which is a free Λ (f ) -module of rank 1 by the theorem. The statement follows since Λ (f ) is a PID.
Recall that two Λ-modules M and M ′ are said to be pseudoisomorphic if there is a morphism M → M ′ with finite kernel and cokernel. Pseudoisomorphism is an equivalence relation on torsion Λ-modules. A Λ-module M is said to be pseudocyclic if M is pseudoisomorphic to a cyclic module.
Conjecture 2.1.4 (Kummer-Vandiver). Assume N = 1. Then X + = 0.
By Corollary 2.1.3, we see that if X + = 0, then Λ/ξ χ −1 → X θ is an isomorphism. Using Iwasawa adjunction, this implies that X χ −1 is cyclic. For general N > 1, we don't expect that X χ −1 is cyclic, but we do expect it to be pseudocyclic. This expectation follows from the following statement, which is known as Greenberg's conjecture.
Conjecture 2.1.5 ([Gre01, Conj. 3.4]). For any N , X + is finite cardinality. In particular, X − is pseudocyclic.
The second sentence follows from the first by Corollary 2.1.3, as above. There is the following relation with multiple roots of the p-adic zeta function.
Lemma 2.1.6. If ξ χ has no prime factors that occur with multiplicity greater than 1, then X χ (1) is pseudocyclic. If f is a prime factor of ξ χ that occurs with multiplicity 1, then X χ (1) ⊗ Λ Q(Λ/(f )) has dimension 1.
Proof. By the structure theorem for Iwasawa modules [NSW08, Thm. 5.3.8, pg. 292], there is a pseudoisomorphism
with the property that i f i = ξ χ . If ξ χ has no prime factors that occur with multiplicity greater than 1, then the right hand side is a cyclic Λ-module, so this gives the first statement. If f is a prime factor of ξ χ that occurs with multiplicity 1, then f divides exactly one of the f i exactly once, and the second statement follows.
Modular forms and Hecke algebras
We review the results of Hida, Ohta, Sharifi, and Fukaya-Kato on the structure of the ordinary integral cohomology of modular curves in preparation to match their Hecke module and Galois module structures with universal ordinary Galois modules.
The exact form of the results of this section depend on several choices -the model of the modular curve, Hecke operators versus dual Hecke operators, etc. -and every author seems to make a different set of choices. We choose to follow the choices made by Fukaya-Kato in [FK12] , since that paper has a very thorough treatment of the subject. We refer the reader to [FK12, §1] for further details.
3.1. Preliminaries on Hecke algebras and modular forms. Let Y 1 (N p r ) be the moduli space of elliptic curves together with a point of order N p r . It is a smooth curve over Q (note that this is a different model for the modular curve than the one used in the works of Ohta cited below). Let X 1 (N p r ) be the compactification by adding cusps. LetH ′ , H ′ be the ordinary part of theétale cohomology of the modular curves (3.1.1)
where the θ-eigenspace is taken for the action of the diamond operators. 
Zp ) ⊗ h ′ h, which we think of as ordinary Λ-adic forms. Here the inverse limit is over the trace maps on modular forms.
There is a homomorphism Λ → H induced by sending a ∈ Z × p,N to the diamond operator a . This homomorphism and the composite Λ → H → h are injective, and we sometimes think of Λ ⊂ h, H as the the subalgebra of diamond operators.
Hida's control theorem [Hid86b, §3] , [Hid86a, Thm. 3.1] states that H, h, H,H, S Λ , or M Λ are all free Λ-modules of finite rank, and that the finite level versions may be recovered using the Λ-action. Hida's duality theorem [Hid86b, §2] states that the maps (1) The actions of G Qp onH quo (1) and H quo (1) are unramified.
(2) There are isomorphismsH quo ≃ M Λ ∼ = H ∨ , H quo ≃ S Λ ∼ = h ∨ , and H sub ≃ h of H-modules. Moreover, the inclusion map H sub →H sub is an isomorphism.
In particular, H ⊗ h Q(h) is free of rank 2 over Q(h). The Galois action on H ⊗ h Q(h) gives a representation ρ H : G Q → GL 2 (Q(h)). For a prime q ∤ N p, ρ H is unramified at q, and we have the usual formula
for Fr q ∈ G Q an arithmetic Frobenius (see [FK12, §1.7 .14]). In other words, we have det(ρ H (Fr q )) = q −1 q −1 and Tr(ρ H (Fr q )) = q −1 T * (q). Let κ cyc denote the p-adic cyclotomic character, and let − : G Q → h × be the character σ = a σ , where a σ ∈ Z 
3.2. The cusp group. Ohta has analyzed the structure of the cusp group [Oht03, Thm. 1.5.5]. We summarize his result in the following theorem.
Theorem 3.2.1 (Ohta). There is an exact sequence
There is a canonical element {0, ∞} ∈H such that ∂({0, ∞}) = 1. Under the Eichler-Shimura isomorphisms of Theorem 3.1.3, the sequence (3.2.2) corresponds to the exact sequence
There is a Λ-adic Eisenstein series E Λ ∈ M Λ with a 0 (E Λ ) = ξ χ . This form is an eigenform for all Hecke operators, so the induced map H → Λ is a ring homomorphism. We define I = ker(H → Λ) = Ann H (E Λ ). We let I denote the image of I in h.
From the sequence (3.2.3), we see that, for any f ∈ M Λ , there exist g ∈ S Λ and a ∈ Λ such that ξ χ f = g + aE Λ . In particular,
We can now compare the Hecke algebras h and H.
Proposition 3.2.5. The quotient rings maps from H to H/I ∼ = Λ and h lie in a commutative diagram of H-modules with exact rows
Proof. We break the proof into two lemmas.
Lemma 3.2.6. The ideal ker(H ։ h) of H is principal. It is generated by the unique element
Proof. The dual of the map H ։ h under Hida duality is the natural inclusion S Λ → M Λ . The result follows from the exact sequence (3.2.3).
Lemma 3.2.7. The natural map I ։ I is an isomorphism of H-modules.
Proof. Indeed, any element of the kernel is a multiple of T 0 , so it must annihilate S Λ . But it is also an element of I, so it is zero by (3.2.4).
We now claim that the composite map H → Λ → Λ/ξ χ factors through h. Since h = H/T 0 H, it suffices to show that T 0 is sent to 0 in Λ/ξ χ . But this is true since T 0 is sent to a 1 (T 0 E Λ ) = a 0 (E Λ ) = ξ χ . This completes the proof.
Remark 3.2.8. The first result of this type was proven by Mazur and Wiles [MW84] . Our proof closely follows the one given by Emerton [Eme99] , which has been generalized recently by Lafferty [Laf15] . This proposition can be restated using the pullback in the category of commutative rings, which will be useful in §7.1. If f : A → C and g : B → C are homomorphisms of commutative rings, then Using the isomorphisms Λ ∼ = H/I and h/I ∼ = Λ/ξ χ , we see that Λ DM ∼ = Λ/ξ χ . Tensoring (3.2.2) with h, we obtain an exact sequence 
Proof. The splitting can be given by the isomorphism H quo
The remaining content comes from Theorem 3.1.3.
Gorenstein and weakly Gorenstein Hecke algebras
In this section, we discuss ring-theoretic conditions on Hecke algebras. In particular, we recall the definition of weakly Gorenstein, and recall the weakly Gorenstein conjecture of [Wak15a] . We also discuss an equivalent formulation of the conjecture in terms of the principality of the Eisenstein ideal. 4.1. Some commutative ring theory. We recall some results from commutative algebra; a good reference for this is [BH93] . These statements are well-known, and we use them freely below, often without comment. We include references here for completeness. The proofs are relatively elementary, and the reader unfamiliar with the statements may like to derive their own proofs.
Let R be a Cohen-Macaulay local ring of dimension n with maximal ideal m (for example, R is Cohen-Macaulay if it is finite flat over a regular subring [BH93, Prop. 2.2.11, pg. 67]). LetR denote the m-adic completion of R. An R-module M is said to be a dualizing module (or canonical module) if
. it is 0 for all i = n and 1 for i = n). A dualizing module is unique up to isomorphism if it exists [BH93, Thm. 3.3.4, pg. 108]. Assume now that a dualizing module M exists, and let p ⊂ R be a prime ideal, and x = (x 1 , . . . , x m ) be an R-regular sequence in m.
The dualizing module enjoys the following permanence properties [BH93, Thm. 3.3.5, pg. 109]: M p is a dualizing module for R p ; M/xM is a dualizing module for R/xR;M is a dualizing module forR. If R → S is a finite and flat (hence local) homomorphism of Cohen-Macaulay local rings, then Hom R (S, M ) is a dualizing module for S [BH93, Thm. 3.3.7, pg. 111].
The ring R is said to be Gorenstein if a dualizing module exists and is free of rank 1 as an R-module. It follows from the above properties of dualizing modules that: if R is Gorenstein, then R p is Gorenstein; R is Gorenstein if and only if R/xR is Gorenstein; R is Gorenstein if and only ifR is Gorenstein.
The ring R is said to be complete intersection ifR is a quotient of a regular local ring by a regular sequence. Regular local rings are complete intersection, and R is complete intersection if and only ifR is complete intersection. The ring R is complete intersection if and only if R/xR is complete intersection [BH93, Thm. 2.3.4, pg. 75]. By the above properties of dualizing modules, complete intersection rings are Gorenstein.
For our purposes, an important consequence of the above is the following. If R is a local ring, finite flat over a regular local subring S, then R is Gorenstein if and only if Hom S (R, S) ≃ R as R-modules.
We also use the following lemma, which gives a criterion for certain rings to be complete intersection. We thank Masami Ohta for pointing out the utility of this lemma.
Lemma 4.1.1. Let (R, m R , k R ) be a local ring, and assume that there is be a regular local subring (S, m S , k S ) of R such that R is a finite, free S-module. Let I be an ideal of R such that m R = m S R + I. If I is principal, then R is complete intersection.
Proof. LetR = R/m S R. Since R is finite and flat over S, we have that dim(R) = dim(S), and that any S-regular sequence in S is an R-regular sequence. Since S is regular, m S is generated by an S-regular sequence, and so dim(R) = 0 and R is complete intersection if and only ifR is complete intersection. We will show that, if I is principal, thenR is complete intersection.
We know thatR is a Artinian local ring that contains the field k S , and that the imageĪ of I inR is the maximal ideal ofR. If I is principal, thenR must be complete intersection. Indeed, if T is a generator ofĪ, then the homomorphism
sending X to T is surjective, and the kernel is principal and so must be generated by a regular sequence.
4.2. Weakly Gorenstein. In [Wak15b] , it is proven that H is not Gorenstein in general. However, there is a weaker condition, called weakly Gorenstein, that both Hecke algebras H, h are conjectured to satisfy. The weakly Gorenstein condition was introduced in [Wak15a] .
Let I H be the kernel of the composite arrow H → h → h/I. Note that I I H . Let P H denote the set of height 1 primes of H that contain I H . Let P h denote the set of height 1 primes of h that contain I.
We say that H (resp. h) is weakly Gorenstein if H p (resp. h p ) is Gorenstein for each p ∈ P H (resp. p ∈ P h ).
The following conjecture is [Wak15a, Conj. 1.2].
Conjecture 4.2.1. Both h and H are weakly Gorenstein.
We now introduce some conditions that imply this conjecture.
Lemma 4.2.2. The maps Spec H → Spec Λ and Spec h → Spec Λ given by the inclusion of Λ as diamond operators induce bijections
where P Λ is the set of height 1 prime divisors of ξ χ .
Proof. Follows from the fact that the canonical maps Λ → H and Λ → h induce isomorphisms
Throughout this section, we may abuse notation and use the same letter p for an element of P h or the corresponding element of P H . Note that, by the FerreroWashington theorem [FW79] , if p ∈ P h , then p ∈ p. Similarly, if p ∈ P H , then p ∈ p.
Lemma 4.2.3. Let p ∈ P h , and let (f ) be the corresponding element of P Λ . Then h p and H p are free Λ (f ) -modules of finite rank.
Proof. Let R be either h or H. This essentially follows from Hida's theorem that R is Λ-free of finite rank. The finite generation follows immediately. To see the freeness, note that by the previous lemma we have p ∩ Λ = (f ). Then the composite map Λ → R → R p factors through Λ (f ) , and so R p is Λ (f ) -module. Since R is Λ-free, f acts injectively on R and thus on R p . So R p is Λ (f ) -torsion free, and therefore
We now introduce an equivalent formulation of Conjecture 4.2.1 based on the Eisenstein ideal. (2) The ideal I p ⊂ h p is generated by a single non-zero divisor. 
If h p is also Gorenstein, then we have
The implication (2) ⇒ (3) follows from Lemma 3.2.7. The implication (3) ⇒ (4) follows from Lemma 4.1.1. Indeed, by Lemma 4.2.3, h p and H p are finite free over the regular subring Λ (f ) , and since
The implication (4) ⇒ (1) is a fact about commutative rings (see §4.1).
Finally, we will show that Conjecture 4.2.1 takes on a particularly simple form when ξ χ has no multiple roots. First, we need the following Lemma 4.2.5. Let p ∈ P h , and let (f ) be the corresponding element of P Λ . Then the length of h p /I p over Λ (f ) is equal to the multiplicity of (f ) in the prime factorization of ξ χ . In particular, the ideal I p ⊂ h p is maximal if and only if (f ) occurs with multiplicity 1.
Proof. We have
If (f ) occurs with multiplicity r, we have
When (f ) occurs with multiplicity 1, I p is the maximal ideal of h p , so it is principal if and only if h p is regular.
4.3. Plane singularity. One way to measure the "badness" of a singular point P on variety X is to ask what is the minimal dimension d needed in order to (locally around P ) embed X in a smooth variety of dimension d. Clearly d ≥ dim(X) with equality if and only if P is a regular point. The larger d is, the "worse" the singularity at P is. We can state this formally as follows.
Definition 4.3.1. Let X be a Noetherian scheme with x ∈ X a closed point, and letÔ X,x denote the complete local ring at x. The embedding dimension embdim(x) of x is the minimal d such that SpecÔ X,x can be embedded in a regular scheme of dimension d. Equivalently, d is the minimum dimension among all regular local rings that surject ontoÔ X,x . If dim(X) = 1, we say X has a plane singularity at x if embdim(x) = 2.
If (R, m) is a Noetherian local ring, then embdim(R) is the minimum dimension among all regular local rings that surject onto the completion of R. If dim(R) = 1, we say R has a plane singularity if embdim(R) = 2.
Note that, by the Cohen Structure Theorem ([BH93, Thm. A.21, pg. 373]), there is a Noetherian regular local ring that surjects ontoÔ X,x , and so the embedding dimension is well-defined. As discussed in [BH93, pg. 72-73], the embedding dimension of a local ring (R, m) is dim(m/m 2 ), or, in other words, the minimal number of generators of m. We now relate embedding dimension to the weak Gorenstein conjecture.
Lemma 4.3.2. Let p ∈ P H . Then I p is principal if and only if embdim(H p ) = 2.
Proof. Let (f ) = Λ∩p and let m denote the maximal ideal of H p . We first note that, by Proposition 3.2.5, there is are isomorphisms
From the first isomorphism it follows that f H p ∩ I p = f I p and from the second that m 2 ⊂ I p ⊕ f 2 Λ (f ) and so f ∈ m 2 . Since m is generated by I p and f , if I p is principal, then m is generated by 2 elements. Conversely, suppose that m can be generated by 2 elements. Since f ∈ m 2 , we can assume
where the first map is 1 → g. By Nakayama's lemma, I p is principal.
4.4. Summary. We summarize the discussion of this section as a theorem.
Theorem 4.4.1. Let p ∈ P h . Consider the following conditions:
(1) h p is regular.
(2) The ideal I p ⊂ h p is generated by a single non-zero divisor. Then (2) − (6) are equivalent; also, (1) ⇒ (2). Moreover, if (f ) = p ∩ Λ occurs with multiplicity 1 in the factorization of ξ χ , then (2) ⇒ (1) and so (1) − (6) are equivalent.
In particular, if ξ χ has no multiple roots, then Conjecture 4.2.1 is equivalent to the statement that h p is regular for all p ∈ P h .
Ordinary Pseudorepresentations
In this section, our goal is to construct and control an ordinary pseudodeformation ring. This is crucial to the proof of Theorem E, and we believe that it is the most novel part of this paper.
This paper may be viewed as introducing new techniques in deformation theory of Galois representations to the study of Iwasawa theory. The reader interested in Iwasawa theory may not be familiar with deformation theory, so we begin with summary of this theory in §5.1, which may provide context. 5.1. Summary of the deformation theoretic approach. This is a deep and complex theory, and it is not our intention to provide an introduction to the subject in any technical way (many such introductions exist, for example [Maz89, Maz97, Böc13] ). Instead, we give only the most simplified overview of the subject, so that the reader can see the parallels between our work and existing literature, and also see what is new to our theory. 5.1.1. Modularity. Deformation theory of 2-dimensional Galois representations arises naturally in the study of the Langlands correspondence for GL 2 . Very roughly, the Langlands correspondence establishes a bijection {Modular forms f } ←→ {Galois representations ρ :
such that the L-function of f matches with the L-function of the corresponding ρ.
(Strictly speaking, we should add extra adjectives to both sides of the correspondence, but we ignore this here for simplicity of exposition.)
Work of Eichler, Shimura, Deligne, Serre and others established a map f → ρ f that is injective and respects L-functions. Galois representations in the image are called modular. The proof of the Langlands correspondence, then, comes down to showing that all Galois representations ρ (satisfying some conditions) are modular.
The strategy to do this is to break the problem into pieces depending on the reduction modulo p of ρ. That is, any ρ : G Q → GL(V ) will fix a Z p -lattice T ⊂ V , and the resulting representation T ⊗F p is called the residual representation of ρ. By the Brauer-Nesbitt theorem, the semisimplification of the residual representation does not depend on the choice of T . Then to prove modularity, one has to show that, for any fixed semisimple representationρ over F p , all the representations ρ whose residual semi-simplification isρ are modular. This is where deformation theory comes in. 5.1.2. Deformation functors. Now fix a representationρ : G Q,S −→ GL(Vρ) ≃ GL 2 (F), where F is a finite extension of F p . We want to consider representations that are residually isomorphic toρ, so we consider deformations of Vρ with coefficients inĈ W (F) , the category of local Noetherian W (F)-algebras (A, m A ) with residue fields A/m A ∼ = F. Then the deformation functor ofρ is
where (V A , ρ A ) is a free A-module with an A-linear G Q,S -action, and the equiva-
For applications to arithmetic, one often considers subfunctors of Defρ where one insists that the deformations ρ A satisfy certain additional local conditions. For example, one may consider
Recall that we call ρ A ordinary if ρ| G Qp has a A-rank 1 quotient representation η such that the Tate twist η ⊗ Zp Z p (1) is unramified.
5.1.3. The residually irreducible case. Deformation theory is best understood when ρ is irreducible. In this case, Mazur [Maz89] has proven that Defρ is represented by a ring Rρ, and Def Under mild conditions, there exists a rank 2 representation ρ Tρ : G Q → GL 2 (Tρ) coming from Hida theory with ρ Tρ ∈ Def ord ρ (Tρ). It interpolates the Galois representations onétale cohomology of modular curves over the limit on level as in (3.1.1). This representation reflects the fact that there is a Galois representations ρ f attached to an ordinary modular form f .
The fact that R ord ρ represents Def ord ρ then implies that there is a ring homomorphism ϕ : R ord ρ → Tρ. The corresponding map on spectra is
The fact that R ord ρ ։ Tρ is surjective reflects the fact that f → ρ f may be thought of as injective. If R ord ρ ∼ → Tρ, the isomorphism reflects that every ordinary deformation ofρ is modular. Hence the modularity of deformations ofρ is reduced to the injectivity of R ord ρ ։ Tρ, a problem that can be attacked using methods of commutative algebra. 5.1.4. Tangent spaces and Wiles' numerical criterion. To overview the numerical criterion accurately, we now replace R ord ρ and Tρ with their restriction to a fixed level (in the limit on levels as in (3.1.2)) and weight 2. The rings R and m T = (℘ T , p) ⊂ Tρ. An initial deformation-theoretic interpretation of these ideals is that there is a canonical identification
2 ) can be written in the form ρ =ρ + ǫφ for a map φ : G Q → End F (Vρ). The condition that ρ be a homomorphism implies that φ is a cocycle, and the isomorphism class of ρ is the homology class of φ. Moreover, the condition that ρ is ordinary translates to a Selmer condition on φ. In this way, one sees that m R /(m 2 R , p) is dual to a Selmer-type Galois cohomology group. This implies that R ord ρ has a presentation of the form
where n is the dimension of a certain Selmer-type Galois cohomology group. One can show that m is given by the dimension of a Galois H 2 , and using global duality, one sees that, in fact, n = m. In other words, R ord ρ looks like a finite, complete intersection over W (F), except one doesn't know that (f 1 , . . . , f n ) is a regular sequence, or, equivalently, that R ord ρ is finite over W (F). On the other hand, one does know a priori that Tρ is finite over W (F). Consequently, if R ord ρ ։ Tρ is an isomorphism, that forces R ord ρ to be finite, and hence complete intersection. It is then natural to try to prove that R ord ρ and Tρ are complete intersection at the same time as proving that R ord ρ ։ Tρ is an isomorphism. Along these lines, Wiles developed an ingenious "numerical criterion" for R ord ρ ։ Tρ to be an isomorphism by comparing
In this paper, we use a strengthening of his criterion due to Lenstra [Len95] . (In fact, to apply the criterion in Wiles's case, an additional tool, known as the Taylor-Wiles method, is needed. Since it is not used in this paper, we do not discuss this further (see Remark 1.4.1).) We remark that in the notation of §7.2, the numerical criterion is applied where "J m " plays the role of ℘ R and an Eisenstein ideal "I p " plays the role of ℘ T . 5.1.5. Difficulties in the residually reducible case. We now turn to the case whereρ is reducible, and letη 1 andη 2 denote the characters appearing in the Jordan-Hölder series 0 →η 2 →ρ →η 1 → 0 ofρ. In this case, there arise problems in the approach outlined above. These problems are not just technical issues, but, as the following points illustrate, fundamental flaws that cause the whole strategy to break down.
(1) Ifρ is reducible and semi-simple, then the deformation problem Defρ is not representable by a ring, that is, there exist no rings Rρ and R ord ρ with the appropriate properties.
(2) Ifρ is reducible but not semi-simple (and hence indecomposable), then Mazur's theory still applies such that the rings Rρ and R ord ρ exist. However, it is not clear that these are natural rings to work with because the residual representation is only well-defined (independently of the choice of lattice) up to semisimplification. (3) On the modular side, the Hecke algebra Tρ is replaced by the Eisenstein Hecke algebra h of §3. The natural Hecke module H that parameterizes modular forms with residual Galois representationρ ss is not free of rank 2 over h in general. In fact, as described in §3, H is free if and only if the Hecke algebra h is Gorenstein. Sharifi's conjecture predicts that h is not Gorenstein exactly when X χ (1) is non-cyclic (c.f. §8.1), and, in fact, it is known that h is not Gorenstein when X χ (1) is non-cyclic [Kur93] . (4) Even if a lattice H ′ that is free over h can be found, there may be modular forms f such that ρ f ⊗ h F has the same semisimplification asρ, but such that ρ f ⊗ h F ≃ρ, reflecting issue (2).
Some of these difficulties can be worked around, as in the works of Skinner and Wiles [SW97] , [SW99] . In [SW97] , the authors show that R ord ρ = Tρ when Ext 1 G Q (η 1 ,η 2 ) is assumed to be spanned by the class ofρ. In the language of this paper, this assumption equates to X χ −1 = 0, which is equivalent to X θ = 0.
In [SW99] , they do not assume that certain class groups are small, but instead they consider many possibleρ withρ ss ≃η 1 ⊕η 2 . They prove a very general modularity result, but do not prove that any R ord ρ is isomorphic to h. Indeed, items (1) and (4) suggest that there is no such isomorphism (see also [SW97, §1] ).
In this paper, we are interested in Sharifi's Conjecture, which deals with the natural lattice H; also, we investigate the Gorenstein property of the Hecke algebras h and H. For these purposes, we cannot work around these difficulties and must address them head on. Indeed, Sharifi's Conjecture suggests that the failure of H to be free has great arithmetic significance, so we do not prefer a lattice H ′ as in item (4). By item (3), we know that H is free if and only if h is Gorenstein, so, if we want to prove Gorensteinness, we cannot assume H is free. Finally, we feel that, in some sense, Sharifi's Conjecture is stating that the object H is the universal object for some kind of Galois deformation problem withρ semisimple (c.f. §8.1).
To make sense of this, we must deal with item (1).
5.1.6. Pseudorepresentations. Sometimes an A-linear representation ρ will have the property that the characteristic polynomial χ(ρ) :
for a proper subring B ⊂ A, even if ρ itself does not have such a factoring. For some applications, a ρ with this property may be used as a replacement for a truly B-valued representation. Wiles [Wil88] invented the notion of pseudorepresentations (for 2-dimensional representations) to systematically exploit this property. The idea is that a pseudorepresentation is a collection of central functions that satisfy the same algebraic properties that the coefficients of the characteristic polynomial of a representation do. In particular, the coefficients of χ(ρ) as above, thought of as functions G → B, will constitute a pseudorepresentation. In this way, one can see that the module H, defined in §3, gives a pseudorepresentation valued in h, even if H is not free over h.
"Pseudorepresentation" may seem, at first, to be an ad hoc notion. However, as their theory been developed and simplified (by Taylor [Tay91] , Bellaïche-Chenevier [BC09], Chenevier [Che14] , and others), it has become clear that pseudorepresentations are a central object in the theory of Galois representations and, in particular, deformation theory.
There are two properties that explain why pseudorepresentations are crucial for understanding deformations of reducible representations. Letρ be as in the previous section, and letD : G Q → F be the associated pseudorepresentation. The first property is that the pseudodeformation functor PsDefD (defined analogously to Defρ above), is always representable by a ring RD (see Theorem 5.4.3, in contrast to item (1) above). The second property has to to with the natural transformation ψ : Defρ → PsDefD defined by "take the associated pseudorepresentation." The functor Defρ is a local ring in an ambient stack of all Galois representations with residual pseudorepresentationD, and ψ identifies PsDefD as the coarse moduli scheme of this stack [WE15, Thm. A].
Roughly, these properties are saying that PsDefD is the scheme that is "closest to representing" the stacky moduli of all Galois representations with residual pseudorepresentationD. The R = T approach relates the Hecke ring T to moduli of Galois representations, and if this moduli problem is not represented by a ring, it is natural to instead consider the "closest" ring, i.e. RD. Another reason that it is natural to expect that T can be related to a pseudodeformation ring is that automorphic representations are often characterized by their Satake parameters at unramified places, and the Satake data corresponds to the characteristic polynomial of the Frobenius action on the associated Galois representation.
5.1.7. Our strategy. Using the fact that the module H defined in §3 gives rise to a pseudorepresentation, we obtain a map RD → H, where RD is the pseudodeformation ring of the residual pseudorepresentationD (more precisely, we produce a map RD → h using H and then extend it to RD → H). We can show the map is surjective using the same method as above, but it is far from injective. Indeed, in order for it to have any hope of being injective, we have to first impose the ordinary condition. The main goal of this section (indeed, the main new ingredient in this paper) is to develop a adequate notion of "ordinary pseudorepresentation," and show that it is represented by a quotient R ord D of RD. For an introduction to this problem, see §1.3.
5.2.
Pseudorepresentations. We introduce the notion of pseudorepresentation that we use, and recall some of the basic properties. We follow [Che14] and [WE15] . 
We say D is multiplicative if, for every commutative A-algebra B, D B (1) = 1 and
We say D has degree d if, for every commutative A-algebra B, D B is homogenous of degree d in B, i.e.
Examples 5.2.4. These important examples illustrate the idea of pseudorepresentations. We also use them to introduce some notation and basic facts.
(1) The fundamental example is that, for any ring homomorphism ρ : E → M d (A), the functions E ⊗ A B → B given by det •(ρ⊗ A B) constitute a pseudorepresentation. We denote this pseudorepresentation by ψ(ρ) and call it the associated or induced pseudorepresentation of ρ. This example explains the notation (D is for "determinant").
(2) This is a variant of the first example. A representation ρ : G → GL d (A) of a group G gives rise to a ring homomorphism A[G] → M d (A) and we also call the associated pseudorepresentation ψ(ρ). In the case of a group algebra
′ using the same functions D B . We will also denote this polynomial law over A ′ by D : E → S.
We define PsR . As an A-module, it is the dth graded piece of the free divided power algebra on the A-module S, and its multiplication law is determined in [Rob80] . One can calculate that Γ 
, and is written
Then each Λ The polynomials χ D (r, t) for r ∈ E uniquely characterize D [Che14, Lem. 1.12(ii)]. Consequently, a pseudorepresentation D : E → A may be thought of as an ensemble of polynomials with coefficients in A, one for each element of E, satisfying compatibility properties as if they arose as characteristic polynomials of a representation of E. In fact, the original definition of pseudorepresentation by Wiles [Wil88] and the refined version of Taylor [Tay91] are closer to this formulation.
It is well-known that the characteristic polynomials of a field-valued representation remember precisely the Jordan-Hölder factors of the representation. The converse is true in the following way.
Theorem 
Continuous pseudorepresentations and deformations.
Chenevier also discusses continuous pseudorepresentations of profinite groups G; Theorem 5.3.2 also holds in this topological setting [Che14, §2.30], giving us an understanding of field-valued pseudorepresentations. We will concern ourselves with continuous pseudorepresentations valued in coefficient rings are inĈ W (F) and C F , which are defined as follows. Given a finite field F, we letĈ W (F) be the category of complete local Noetherian W (F)-algebras (A, m A ) with residue field A/m A ∼ = F. For a finite extension F/Q p , we let C F denote the category of local Artinian F -algebras with residue field F . A pseudorepresentation D : G → A is continuous when each of the characteristic polynomial coefficients Λ
The term "pseudorepresentation" will be used to refer to continuous pseudorepresentations without further comment.
We now discuss deformation theory, in analogy with the case of representations discussed in §5.1.2. 5.5. The universal Cayley-Hamilton algebra. We will now introduce CayleyHamilton algebras and introduce background on representations of a profinite group valued in Cayley-Hamilton algebras, called Cayley-Hamilton representations. We are motivated by the desire to study the G Q,S -action on H of §3, which is a CayleyHamilton representation even though H is not necessarily a free h-module.
Definition 5.5.1 ([Che14, §1.17]). Let E be an A-algebra and let D : E → A be a d-dimensional pseudorepresentation.
• We call D Cayley-Hamilton provided that for every commutative A-algebra B and every element x ∈ E ⊗ A B, the characteristic polynomial χ
• Let B be a commutative A-algebra. A Cayley-Hamilton representation of (E, D) over B is a Cayley-Hamilton B-algebra (E ′ , D ′ ) and a morphism of Cayley-Hamilton B-algebras f :
For example, a matrix algebra M d (A) along with the determinant pseudorepresentation det : M d (A) → A is Cayley-Hamilton, by the Cayley-Hamilton Theorem. A Cayley-Hamilton algebra has a characteristic polynomial, trace, etc. from (5.3.1), and the Cayley-Hamilton theorem holds. However, unlike matrix algebras, it need not be the case that A is precisely the center of E.
We formulate Galois representations valued in a Cayley-Hamilton algebra as follows, where F/Q p is a finite extension. ) is a Cayley-Hamilton algebra. Moreover, (1) There exists a universal Cayley-Hamilton representation of G with residual pseudorepresentationD, namely
In other words, for every Cayley-Hamilton representation (A, (E, D), ρ) of G with residual pseudorepresentationD (where A ∈Ĉ W (F) or A ∈ C F ), there exists a unique map g : RD → A and a unique morphism of Cayley-Hamilton A-algebras We will consistently use the following perspective, which is justified by part (1) of the proposition: Cayley-Hamilton representations of G with residual pseudorepresentation deformingD are equivalent to Cayley-Hamilton representations of E(G)D (as defined in Definition 5.5.1).
5.6. Generalized matrix algebras. In the applications we will pursue, the Galois actions on modular forms are Cayley-Hamilton representations such that the induced residual pseudorepresentationD is multiplicity-free. We callD multiplicityfree when the semi-simple representation ρ ss D associated toD by Theorem 5.3.2 has no multiplicity among its Jordan-Hölder factors. This gives us access to an additional structure on Cayley-Hamilton representations with residual pseudorepresentationD, namely that of a generalized matrix algebra.
Definition 5.6.1 ([BC09,  §1.3]) . Let A be a commutative ring and let E be an A-algebra. A generalized matrix A-algebra or A-GMA structure of type (d 1 , . . . , d r ) on E is the data E of (1) a set of r orthogonal idempotents e 1 , . . . , e r with sum 1, and (2) a set of r isomorphisms of A-algebras φ i : e i Ee i
such that the trace map Tr E : E → A defined by
Tr φ i (e i xe i ) is a central function, i.e. Tr E (xy) = Tr E (yx) for all x, y ∈ E.
We call E = ({e i }, {φ i }) the data of idempotents of E and write (E, E) for a GMA.
It follows from the definition that a generalized matrix algebra has a direct sum decomposition as an A-module of the form
equipped with A-module morphisms ϕ i,j,k : A i,j ⊗ A A j,k → A i,k satisfying properties of [BC09, §1.3.2] so that the ensemble {ϕ i,j,k } induces the multiplication map E ⊗ A E → E. One of these properties is that A i,i ∼ = A as an A-algebra.
For an A-GMA (E, E), there is a canonical pseudorepresentation D E : E → A characterized as follows. The characteristic polynomial χ DE is computed using (5.6.2) just as one computes the characteristic polynomial of a matrix (using the maps {ϕ i,j,k } to multiply entries) [WE15, Prop. 2.4.5]. This canonical pseudorepresentation D E is Cayley-Hamilton. In certain cases, there is a converse to this statement: When a Cayley-Hamilton representation is valued in a Cayley-Hamilton algebra that is a GMA, we call it a GMA-representation. In §5.8, we will apply Theorem 5.6.3 to the universal Cayley-Hamilton representation for all of the cases we will be concerned with, so that all of the Cayley-Hamilton representations we will work with are actually GMA-representations.
Example 5.6.4. In this paper, we will only consider GMA structures of type (1, 1). In this case, the decomposition of E in (5.6.2) has the simple form (5.6.5)
where we write B for A 1,2 and C for A 2,1 . This is a convenient way to record several facts: E admits a direct sum decomposition into the constituent A-modules A⊕B ⊕C ⊕A, and the multiplication map E ×E → E decomposes into coordinates in the conventional manner of matrix algebras. Namely, one has the multiplication map A × A → A, the A-module structure maps A × B → B and A × C → C, and a multiplication map m = ϕ 1,2,1 : B ⊗ A C → A to multiply off-diagonal entires into the (1, 1)-coordinate. Here m is a morphism of A-modules. The "commutativity" GMA axiom from [BC09, §1.3.2] implies that the multiplication map ϕ 2,1,2 : C ⊗ A B → A to the (2, 2)-coordinate is symmetric to m. Notice that even when we have an isomorphism of A-modules A ∼ = B ∼ = C, it is still possible that m = 0! Remark 5.6.6. In the sequel, when we have a decomposition of the form (5.6.5), we will use "·" to denote the multiplication map m : B ⊗ A C → A. In other words,
5.7. Reducibility and the reducibility ideal. For a field-valued pseudorepresentation D : G → F , the associated semi-simple representation ρ ss D may or may not be reducible, and one could use the reducibility of ρ ss D to define reducibility for D. We will need a notion of reducibility for more general coefficients, which has been developed in [BC09, §1.5]. For simplicity, we will restrict ourselves to the case of residually multiplicity-free pseudorepresentations with two factors, i.e. r = 2 in Definition 5.6.1.
Definition 5.7.1. LetD : E → F be a residual pseudorepresentation, and assume that ρ ss D =ρ 1 ⊕ρ 2 whereρ 1 ,ρ 2 are irreducible.
Given a deformation D ofD to A, its associated reducibility ideal is the minimal ideal J ⊂ A with the property that D ⊗ A A/J is reducible.
The reducibility ideal exists and can be expressed in terms of the GMA structure, which will be useful in the sequel. For simplicity we restrict to the case d = r = 2, i.e. E is type (1, 1). In the same way, we call a 2-dimensional Cayley-Hamilton representation f :
• f is reducible, and call it irreducible otherwise. Likewise, we call a 2-dimensional CayleyHamilton representation (A, (E, D) , ρ : G → E × ) of a group G with residual pseudorepresentationD reducible when the induced pseudorepresentation D : G → A is reducible, and call it irreducible otherwise.
Deformations of a modular residual pseudorepresentation. For the remainder of the section, we fix
(Here F is the field defined in §1.1.) Later, in Theorem 7.1.2(1), we will confirm that the G Q,S -action on H described in §3.1 induces an h-valued pseudorepresentation whose residual pseudorepresentation isD. ThereforeD is a "modular" residual pseudorepresentation.
Write RD for the pseudodeformation ring and write ED := E(G Q,S )D for the associated universal Cayley-Hamilton algebra. Keep in mind that the RD-algebra structure map RD → ED is injective by Lemma 5.2.5.
The pseudorepresentationD : G Q,S → F is multiplicity-free by the working assumptions of §1.1. Thus Theorem 5.6.3 applies to the Cayley-Hamilton pseudorepresentation D ū D
: ED → RD, creating a GMA structure E on ED. The data of idempotents E has type (1, 1), and it arises as the unique lift of the idempotents of ED ⊗ RD F induced by the standard matrix idempotents pulled back via the standard semi-simple representation
associated toD by Theorem 5.3.2. We will write these idempotents as e 1 , e 2 ∈ ED, where e 1 is associated with ω −1 , e 2 is associated with θ −1 , and there exist isomorphisms ψ i : e i EDe i ∼ → RD. This allows us to write ED in matrix coordinates as
following the pattern of (5.6.5), where B and C are RD modules. Therefore, by Proposition 5.5.3, every Cayley-Hamilton representation of G Q,S with residual pseudorepresentationD admits a generalized matrix algebra structure.
Example 5.8.3. Let (V, ρ) be a representation of G Q,S on a F -vector space V with induced residual pseudorepresentationD, where F/Q p is a finite extension. The universal property of (ED, RD) induces a unique morphism of Cayley-Hamilton
. Then End F (V ) admits a GMA-structure over F , where the idempotents defining its GMA structure are the image under f of the idempotents of ED. . In the discussion above, we see that these idempotents extend to ED by the henselian property, and hence to any Cayley-Hamilton representation with residual pseudorepresentationD. 5.9. Ordinary Cayley-Hamilton representations. Our goal is to define a notion of "ordinary" for Cayley-Hamilton G Q,S -representations and pseudorepresentations, and then construct universal objects in each of these categories. For this section, we let I Qp ⊂ G Qp be the inertia group. (Note that I Qp has nothing to do with the Eisenstein ideal I.) The coefficient ring A can be inĈ W (F) or in C F where F is a finite extension of
The notion of ordinary that we will use is specific to Cayley-Hamilton representations with induced pseudorepresentationD = ψ(ω −1 ⊕ θ −1 ), and is slightly more restrictive than the definition given in the introduction ( §1.3). Our running assumptions imply that ω| G Qp = θ| G Qp , but allows θ −1 ω to be unramified at p (i.e. ω| I Qp = θ| I Qp ), so that either e 1 or e 2 could correspond to the twist-unramified 1-dimensional quotient G Qp -representation. However, we know that the structure of the h[G Q,S ]-module H is such that the e 1 -factor is always the twist-unramified quotient in the family. We will define "ordinary" accordingly.
Definition 5.9.1. Write ρ i,j for the composition of the canonical homomorphism G Q,S → ED with the (i, j)th coordinate of (5.8.2). We call a Cayley-Hamilton representation (A, (E, D) , ρ) of G Q,S with induced pseudorepresentationD ordinary provided that (1) ρ 1,2 (G Qp ) = 0, and
Remark 5.9.2. When θ −1 ω is ramified at p, there is no difference between our definition of ordinary and that of §1.3. Yet when θ −1 ω is unramified at p, one can still set up a condition on Cayley-Hamilton representations corresponding to the definition of §1.3 (see [WE15, §7.3 
]).
We can readily construct the candidate quotient of ED which is a universal ordinary Cayley-Hamilton algebra, denoted E ord D
. Using the definition of ordinary, we consider the two-sided ideal J ord * ⊂ ED generated by the subsets
cyc ⊗ Zp RD)(I Qp ) ⊂ ED. This ideal cuts out the ordinary condition in ED. We then need to take the quotient by a larger ideal so that the quotient ring is still Cayley-Hamilton. Firstly, we observe that it suffices to restrict x to elements of J ord * . Indeed, the additional generators J ord RD of J ord are scalars, so that they can be factored out of cyc ⊗ Zp A, where the GMA structure on E defining ρ i,j comes from the map f . Since ρ = f • ρ u , we can see that these equations are true in A if and
and so (A, (E, D), ρ) is ordinary. Conversely, suppose that (A, (E, D), ρ) is ordinary and so
Then the commutative square Remark 5.10.3. This example shows why it is vexing to define ordinary pseudorepresentations of G Qp if one wants the definition of an ordinary G Q,S -pseudorepresentation to be "D such that D| G Qp is ordinary." Indeed, it will turn out that the correct definition of an ordinary G Qp -pseudorepresentation is "D : G Qp → F is ordinary if D is reducible with at least one twist-unramified factor," (cf. the proof of Proposition 7.3.1) but this is not a very useful notion. However, if ρ :
is an irreducible global p-adic representation such that ρ| G Qp (1) has an unramified subrepresentation, then ψ(ρ)| G Qp will be G Qp -ordinary, but the global pseudorepresentation ψ(ρ) will not be ordinary in our sense! A striking example of such a ρ can be constructed as follows. Let ρ ′ be a weight 0 specialization of the representation associated to a Hida family, and let ρ = ρ ′ (1). Then ρ| G Qp (1) has an unramified subrepresentation, and ρ| G Qp has an unramified quotient representation, and so ψ(ρ| G Qp ) is indistinguishable from the local pseudorepresentation associated to a ordinary weight 2 form. However, we certainly don't want to think of ψ(ρ) as ordinary. We thank Patrick Allen for suggesting this illustrative example.
In light of Remark 5.9.2, the following proof of the representability of PsDef 
Galois cohomology
In this section, we compute some Galois cohomology groups that will be related, in §7, to the universal ordinary Cayley-Hamilton algebra. We first review Iwasawa cohomology and Galois duality theory.
6.1. Iwasawa cohomology. In this subsection, we let L denote the ring
For a finitely generated Z p -module M with continuous G Q,S -action, the cohomology with coefficients in L #⊗ Zp M is known as the Iwasawa cohomology of M . It can be computed using the following version of Shapiro's lemma.
Lemma 6.1.1. Let M be a finitely generated Z p -module with continuous G Q,Saction. Then there are isomorphisms
Proof. Follows from Shapiro's lemma -see [Lim12, Lem. 5.3 .1], for example.
In particular,
When M = Z p (1), we can compute the groups appearing on the right hand side using Kummer theory.
Lemma 6.1.2. For each r ≥ 0, there is an isomorphism
of L-modules and an exact sequence
where "{p}" means the p-power torsion. 
and an exact sequence
Lemma 6.1.1 also allows us to compute twists.
Corollary 6.1.4. Let M be a finitely generated Z p -module with continuous G Q,Saction. Then there is an isomorphism
of L-modules. . Let T be a finite abelian p-group with a continuous action of G K . Let v be a place of K and let C(U, T ) and C(K v , T ) be the standard complexes that compute H i (U, T ) and H i (K v , T ), respectively. Let C (c) (U, T ) be the mapping cone of the map of complexes
and let H i (c) (U, T ) be the cohomology of the complex C (c) (U, T ). By definition, there is a long exact sequence
As usual inétale cohomology, we can use the finite coefficients version to define p-adic coefficient versions. Namely, if T is a finitely generated Z p -module with a continuous action of G K , we define
We require a version of Poitou-Tate duality, which was first formulated using (something like) H 
with their induced L-module structure). These are sometimes called the (generalized) Iwasawa adjoint functors.
Proposition 6.2.1. Let T be a finitely generated projective L-module equipped with a continuous action of G K , unramified at places outside U . Then there is a spectral sequence Corollary 6.3.1. There are isomorphisms
Proof. To prove the first line, we use Corollary 6.1.3 and the fact that, as in [Sha11, Lem. 4.11], taking θ-component annihilates both the kernel of the map X S → X and the cokernel of the map
For the second line, note that
, and E χ (1) = 0 since E − = Z p (1) and χ = κ cyc . So the second line also follows from Corollary 6.1.3.
We also need to compute the compactly supported cohomology groups
for i = 1, 2. For this we use the Poitou-Tate duality of Proposition 6.2.1 applied to
; taking θ-components, we obtain a spectral sequence
where
We also use the following result of Jannsen, which characterizes the vanishing of certain E 
Proof. We analyze the spectral sequence (6.3.2). Cohomological dimension considerations imply that E i,j 2 = 0 unless i ∈ {0, 1, 2} and j ∈ {1, 2, 3}. We immediately see that
But by Corollary 6.3.1, we have that
, which is a Λ-torsion module. It follows that
, we again apply Corollary 6.3.1 to see that E 0,2
where the last equality follows from Proposition 6.3.3 and the theorem of FerreroWashington [FW79] that X χ (1) has no non-zero finite submodule. Hence we have (1) ). The result follows from a well-known Iwasawa adjunction (cf. [Wak15b, Cor. 4 .4]) Lemma 6.3.6. Fix an ideal n ⊂ Λ (f ) , and let
Then the natural surjection
Proof. By the definition of H i (c) as a cone, there is an exact sequence
Moreover,
because, by the assumptions of §1.1,
) is a non-trivial character when restricted to a decomposition group at ℓ for each ℓ|N p. The lemma follows.
Pseudo-modularity
In this section, we prove that the Galois action on H is an ordinary CayleyHamilton representation and deduce that there is a surjective homomorphism R This modular pseudorepresentation is described in §3.1. In particular, it is shown to have values in h in Lemma 3.1.5, and, by Chebotarev density, is characterized by the formula (3.1.4). We now determine further important characteristics of H (resp. D), showing in particular that it is an ordinary Cayley-Hamilton representation (resp. ordinary pseudorepresentation). Proof. We will show that there exists an ordinary Cayley-Hamilton representation inducing D, verifying the definition of ordinary. Recall the decomposition
2), which gives a GMA structure
The canonical 2-dimensional h-valued pseudorepresentation of End h (H) induced by this GMA structure (Theorem 5.6.3) has trace and determinant that are compatible with the trace and determinant on End h (H) ⊗ h Q(h) ≃ M 2 (Q(h)) used in §3.1. Consequently, the Cayley-Hamilton representation ρ H : G Q,S → Aut h (H) has induced pseudorepresentation identical to D. Theorem 3.4.1 shows that H has reducibility ideal contained in I and that one factor has G Q,S -action given by κ It remains to show that ρ H is ordinary. This is precisely the content of Corollary 3.4.2. Then D is an ordinary pseudorepresentation by definition, and the determinant was calculated in Lemma 3.1.5, completing the proof.
This pseudorepresentation can be extended to the Eisenstein locus as well, using the well-known fact that the Galois representation induced by Λ-adic Eisenstein series is reducible with factors κ −1 cyc and − −1 . We cannot directly use the Galois action on H-moduleH to build this pseudorepresentation. For note that as an H-module,H has a composition series with three graded pieces isomorphic as Hmodules to h, h ∨ , and Λ (see (3.2.2) and Theorem 3.1.3).
Corollary 7.1.3. There exists a unique ordinary pseudorepresentationD : . Consequently, we have determined a canonical ordinary pseudorepresentation valued in H, satisfying part (1). Claims (2) and (3) follow immediately from this construction.
In fact, these maps RD → H and RD → h are surjective.
Lemma 7.1.4. The homomorphism RD → H corresponding toD is surjective. Consequently, RD → h, which corresponds to D, is also surjective.
Proof. For Fr q a choice of arithmetic Frobenius element for a prime q ∈ S, we know from Lemma 3.1.5 that the homomorphism RD → h sends the universal determinant det(Fr q ) ∈ RD to the image of q −1 q −1 , and sends the universal trace Tr(Fr q ) to the Hecke operator q −1 T * (q) ∈ h. Since T * (q)E Λ = (q −1 + q −1 )E Λ , we see that the isomorphism To apply deformation theory, we will work with the completionĤ p of H p (resp.ĥ p of h p ). The property of being complete intersection is preserved under completion (see §4.1).
The surjections RD ։ R We now have a commutative diagram
where Λ (fχ) is a DVR andĤ p is a finite and flat Λ (fχ) -algebra. We wish to prove that ϕ is an isomorphism of complete intersections (that is, that R ord m andĤ p are both complete intersection rings, and that ϕ is an isomorphism). To do this, we apply a version of Wiles's numerical criterion [Wil95, Appendix] . The version we use is due to Lenstra [Len95] , and is also explained in [dSRS97] . For a Λ (fχ) -module M of finite length, we denote by ℓ(M ) the length of M . 
The main theorem of [Len95] implies that ϕ is an isomorphism of complete intersections if
. So, it suffices to show that ℓ(Λ (fχ) /η) = r. By Lemma 3.2.9, we see that Ann H (I) = ker(H → h), which, by Lemma 3.2.6, is generated by T 0 . The image of T 0 under the map H → Λ is the constant term of the Eisenstein series, which is ξ χ . It follows that η = ξ χ Λ (fχ) , and hence ℓ(Λ (fχ) /η) = r.
It remains to show that ℓ(J m /J 2 m ) ≥ r, which we will do, under the assumption X θ,(fχ) = 0, by relating J m to Galois cohomology. , which is defined to be the image of
Proof. In analogy with the construction of the universal ordinary Cayley-Hamilton algebra (Definition 5.9.3), we consider the two-sided ideal J red ⊂ ED generated by both J ord and also ρ 1,2 (G Q,S ) · ρ 2,1 (G Q,S ), in the multiplication notation of Remark 5.6.6. Set E . This establishes (3). Recall that J red ⊂ ED is defined to be the two-sided ideal generated by J ord and the reducibility ideal of RD. Then consider that the kernel of
clearly contains all of these generators, proving (4).
We revert back to the setting of §7.2, localizing all of the rings and algebras via ⊗ Λ Λ (fχ) and completing at the respective maximal ideals of each ring. Let us follow Example 5.6.4 and write these GMAs as
By Proposition 5.7.2, the multiplication map m = ϕ 1,2,1 of the GMA structure of E Proposition 7.3.2. Assume that X θ,(fχ) = 0. There exists a natural isomorphism
The image of (7.3.4) is characterized in [BC09, Thm. 1.5.6] as those extensions that factor through E red m . Because B red · C red = 0, there is no restriction on such extensions other than that they must be trivial upon restriction to decomposition groups at ℓ for all ℓ | N p, so the claim is proved.
The proof for C red is the same, except that there are no local restrictions whatsoever.
Since X χ (1) has characteristic power series ξ χ , we have ℓ(X χ,(fχ) (1)) = r, and hence ℓ(I p /I 2 p ) ≤ r, since it is a quotient of X χ,(fχ) (1). On the other hand, Lemma 7.4.2 says that ℓ(I p /I 2 p ) ≥ r and so ℓ(I p /I 2 p ) = r. Now (7.4.4) is a sequence of surjections of finite length Λ (fχ) -modules where the first term and last term have the same length. This implies that all the surjections are isomorphisms, and the proposition follows.
By Proposition 7.2.3, this completes the proof of Theorem 7.4.1.
Sharifi's conjecture and other applications
In this section, we discuss applications of our main theorem. These include new results on Sharifi's conjecture, the geometry of the ordinary eigencurve, and a noncommutative enhancement of Theorem 7.4.1's pseudo-modularity result. When we restrict to G Q∞,S , then b becomes a homomorphism, and moreover, since ρ H is ordinary, it factors through X χ (1). This is the map Υ. Sharifi also constructs a map̟ :
that he conjectures will factor through H − /IH − , and that the resulting map ̟ will be the inverse of Υ [Sha11, Conj. 5.8 and the remark following]. Fukaya 
, where ξ ′ χ ∈ Λ is the derivative of ξ χ . This result is very deep, and uses, among other things, a detailed analysis of Kato's Euler system. Under the assumption that ξ ′ χ is a unit in Λ/(ξ χ ) (which is equivalent to the assumption that ξ χ has no prime factor of multiplicity greater than one), this result implies that Υ and ̟ are isomorphisms modulo p-torsion. However, this assumption on ξ χ implies that X χ (1)⊗Q p is cyclic (see Lemma 2.1.6). In particular, to see that X χ (1) ⊗ Q p is described by modular symbols using this result, one has to first assume that X χ (1) ⊗ Q p is cyclic.
As a consequence of our main theorem, we have the following new result towards Sharifi's conjecture without assuming anything about X χ (1) ⊗ Q p . To see that it is an isomorphism, note that ℓ(X χ,(fχ) (1)) = ℓ(Λ (fχ) /(ξ χ )), and a similar argument to the proof of Lemma 7.4.2 shows that ℓ(H − /IH − ⊗ Λ Λ (fχ) ) ≥ ℓ(Λ (fχ) /(ξ χ )). We see that Υ (fχ) is a surjection of Λ (fχ) -modules of the same length, so it must be an isomorphism.
(2) The assumption implies that X θ,(g) = 0 for all prime elements g ∈ Λ dividing ξ χ . As in the proof of (1), this and Theorem 7.4.1 imply that H p is Gorenstein for all p. As Υ is a map of Λ/ξ χ -modules, coker(Υ) is supported at primes dividing ξ χ . But by (1), it is not supported at any such height 1 primes, and so coker(Υ) is only supported at the maximal ideal of Λ. This implies that coker(Υ) is finite, and Υ is therefore injective by [Wak15a, Prop. 7.4].
Note that our result says nothing about ̟. However, combining our main theorem with Fukaya and Kato's Theorem 8.1.1, we can prove new results about ̟ as well. Proof.
(1) By Corollary 8.1.2, we have that Υ (fχ) is an isomorphism. To show that ̟ (fχ) is an isomorphism, it suffices to show that Υ (fχ) • ̟ (fχ) is an isomorphism. However, we assume that X χ,(fχ) (1) is cyclic, and so X χ,(fχ) (1) ≃ Λ (fχ) /(f r χ ) for some r ≥ 1; since ξ χ is a characteristic power series for X χ (1), we know that f r χ is the highest power of f χ dividing ξ χ . We fix a generator of X χ,(fχ) (1) and use the isomorphism Υ (fχ) to give a generator of (H − /IH − ) (fχ) . Using these generators, we have Υ (fχ) • ̟ (fχ) ∈ End Λ (fχ ) (Λ (fχ) /(f where the product is over prime divisors f of ξ χ . Then the assumption implies that the conditions of part (1) hold for all f . As in the proof of (1), this implies that
In the statement of (8), the two components meeting at p are Spec h p and Spec H p /I p = Spec Λ (fχ) . By definition, they meet transversely if and only if the ring h p ⊗ Hp (H p /I p ) is a field. But, by Lemma 3.2.9, we know that h p ⊗ Hp (H p /I p ) = Λ (fχ) /ξ χ Λ (fχ) , which is a field if and only if f 2 χ ∤ ξ χ . So we see that (8) ⇒ (7). Now assume (1)- (7), and we will show (8). As in the previous paragraph, the assumption that f 2 χ ∤ ξ χ implies that the intersection of components of Spec H[1/p] at p is transverse. It remains to show that h p is regular, and this follows from (6) and (7) by Theorem 4.4.1.
8.3. Noncommutative modularity. Under the assumption of Greenberg's conjecture 2.1.5, we can prove a noncommutative version of the pseudo-modularity theorem 7.4.1 -namely, that the universal ordinary cuspidal GMA is given by the linear closure of the image of Galois in the endomorphism ring of the cohomology of modular curves.
From now on, assume that condition (1) h p by Proposition 5.9.5. By Theorem 7.1.2(4), we have that I p is the reducibility ideal of E hp . By Proposition 5.7.2, we have B hp · C hp = I p . On the other hand, by Theorem 3.4.1, we have that (H − /IH − ) p ⊂ (H/IH) p as G Q,S -modules and so C hp ⊂ I p . Since B hp · C hp = I p and since B hp and C hp are ideals, this implies that C hp = I p and B hp = h p . In particular, since I p ≃ h p by Theorem 8.2.3, C hp and B hp are both free of rank 1 as h p -modules.
Our assumption also implies that Theorem 7.4.1 holds and we have an isomorphism R ord m ∼ →Ĥ p . In the following statement of noncommutative modularity and its proof, every algebra and module needs to be completed at the maximal ideal of h p . In particular, this statement will address the image ofÊ 
