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Abstract
We study a class of nonlocal, energy-driven dynamical models that govern the motion of closed, embedded curves
from both an energetic and dynamical perspective. Our energetic results provide a variety of ways to understand
physically motivated energetic models in terms of more classical, combinatorial measures of complexity for embedded
curves. This line of investigation culminates in a family of complexity bounds that relate a rather broad class of models
to a generalized, or weighted, variant of the crossing number. Our dynamic results include global well-posedness of the
associated partial differential equations, regularity of equilibria for these flows as well as a more detailed investigation
of dynamics near such equilibria. Finally, we explore a few global dynamical properties of these models numerically.
1. Introduction
In a variety of physical and mathematical contexts, a curvature-regularized nonlocal interaction energy
E(γ) :=
ˆ
γ
κ2γ(x) dH1(x) +
ˆ
γ×γ
K
(
dist2R3(x,y),dist
2
γ(x,y)
)
dH1(x)⊗ dH1(y) (1)
governs the motion of a closed, embedded curve. For example, worm-like chain (WLC) models for DNA dynamics
incorporate the bending energy (i.e. the squared curvature κ2γ) and an energetic barrier to self-intersection (i.e. a
repulsive kernel K(u, v)) that prevents topological changes. Dynamical models of protein folding [1] and vortex
filaments [2] also take a similar form. At the purely mathematical end of the spectrum, a relatively recent trend
in geometric knot theory has witnessed a growth in the energetic study of (1) and its variants [3, 4, 5, 6, 7]. A
significant portion of this general line of work focuses on extremal properties of these various knot energies such as
the existence, complexity and regularity of extremal embeddings within a given class of curves. In the context of (1),
the bi-variate kernel K(u, v) encodes the interaction between pairs of points (x,y) on a curve γ ∈ R3 according to
the principles of physical potential theory — an attraction or repulsion between points x,y ∈ γ generically occurs in
regions where K(u, v) increases or decreases in its first argument, respectively. A typical kernel K(u, v) will exhibit
a singular, short-range repulsion and possibly an additional regular, far-field attraction, yet even this reasonable level
of generality in the choice of kernel K(u, v) leads to a class of models that exhibit a striking variety of complex and
intricate dynamics.
We study the energetics and dynamics of (1) from both an analytical and a numerical perspective. At an energetic
level, we establish a set of inequalities that relate the nonlocal energy (1) to classical, combinatorial measures of
complexity for embedded curves. These results prove similar, in spirit, to a variety of work on “knot energies” that
emanates from the knot theory community [8, 9, 10, 11, 12, 13]. Our arguments reveal the sense in which some
combinatorial measures of complexity, such as the average crossing number, have fractional Sobolev spaces, lurking
just underneath the surface. This insight allows us to establish complexity bounds for a rather broad class of kernels
K(u, v), and it also provides the impetus to introduce generalizations of such complexity measures. In this sense,
our work complements that strand of geometric knot theory that emphasizes the importance of taking a more analytic
approach to (1) and its variants [14, 15, 16]. For instance, the relative importance of harmonic analysis vis-a`-vis
Mo¨bius invariance has been observed when studying regularity of extremal embeddings [17]. At a dynamic level, we
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study a corresponding “constrained gradient flow” of the energy (1) that restricts the dynamics to lie in the class of unit
speed parameterizations. This is a slightly non-standard approach since we do not simply functionally differentiate
(1) with respect to γ, but it leads to an analytically and numerically well-behaved dynamical model. In particular,
enforcing a uniform density along γ at each time yields semi-linear rather than quasi-linear dynamics and also gives
uniform numerical samples along γ at each numerical time-step without having to resort to re-parameterizations. At a
physical level, we may view our choice of dynamics as a hard limit of WLC models that include energetic barriers to
bond stretching, in the sense that an infinite barrier to bond stretching results from constraining the flow to lie in the
class of unit speed curves. This approach to dynamics leads to a class of nonlocal reaction-diffusion systems driven by
doubly-nonlocal forcings. The pairwise interaction energy leads to a forcing Fγ whose derivative fγ along γ satisfies
F′γ = fγ , fγ := p.v.
ˆ
γ
Ku (distR3(x,y),distγ(x,y)) (x− y) dH1(y),
and so recoveringFγ from γ requires two consecutive nonlocal operations. We refer to the resulting class of dynamics
as a doubly-nonlocal reaction-diffusion system to emphasize this structure. Overall, this approach to dynamics allows
us to obtain a global well-posedness result under quite general hypotheses on K(u, v), to demonstrate regularity of
critical embeddings, to perform a detailed study of equilibria and to devise reliable numerical procedures.
Most of our arguments rely, at least in part, on some basic harmonic analysis and a few notions from knot theory;
we begin by reviewing this material in the next section. We then proceed to study the energy (1) from a complexity
point-of-view in the third section. As an example in this direction, a corollary of our analysis shows that the distortion
δ∞(γ) and bending energy Eb(γ) bound the average crossing number c¯(γ)
c¯(γ) . δ3∞(γ)Eb(γ), (2)
of an embedding. An analogous result holds for (1) provided K(u, v) satisfies a “homogeneity” assumption. This is
perhaps surprising in light of the following observation: There exists an infinite sequence of ambient isotopy classes
of knots with uniformly bounded distortion as well as an infinite sequence of ambient isotopy classes of knots with
uniformly bounded bending energy. These sequences therefore exhibit “conflicting” behavior, since (2) rules out the
existence of such an infinite sequence when both distortion and bending energy remain uniformly bounded. We also
show that an energy of the form (1) induces, in a quantified sense, a stronger invariant than the average crossing
number. These results are motivated by analogous results for the Mo¨bius energy [11] (i.e. (1) with K(u, v) =
u−1 − v−1 and without curvature) and the ropelength [13, 18, 19, 20, 21]; however, our results are not entirely
comparable with these earlier works and we generally prove them using different means. We then proceed to address
the dynamics of (1) in the fourth section. We initiate this process by proving global well-posedness and regularity
under certain “homogeneity” and “degeneracy” assumptions on the kernel K(u, v). These assumptions cover many
of the kernels K(u, v) that have generated prior interest in the literature [22, 23, 24, 25], and the main contribution
here lies in finding a relatively general and broadly applicable hypothesis under which such a global result holds.
This result complements prior work that proves global existence for (1) under the Mo¨bius kernel [3], although we
assign dynamics in a slightly different fashion. We conclude the fourth section with an analysis of dynamics near
equilibrium. For instance, it is known that unit circles globally minimize (1) under proper monotonicity and convexity
assumptions [26], and in addition, that desirable regularity properties (e.g. smoothness) hold for critical points of the
O’Hara and Mo¨bius energies [15, 17]. We supplement this by adapting techniques for nonlocal dynamical systems to
show that circles are also properly “isolated” modulo to rotation and scaling invariance. This yields a local asymptotic
stability result for our dynamics, which should be compared to [27] and the recent contribution [7] for the special
case of pure Mo¨bius flow. We use a similar technique to show that the natural “global” version of this result fails for
a pure bending energy flow: There exist unknotted initial configurations that remain unknotted for all time under a
bending energy flow, yet the dynamics do not asymptotically converge to the globally minimal, unknotted circle. This
dynamic result complements the energetic result, proved in [28], that the double-covered circle the unique bending
energy minimizer for the trefoil knot type. Finally, we explore global dynamical properties numerically in the final
section.
To place these efforts in context, note that a large body of work has studied the energetics and dynamics of various
knot energies. Much of the work in the field has focused on a few families of knot energies such as those suggested in
[4], including tangent-point energies [29, 14], Menger curvature energies [5] and O’Hara’s energies [22, 23, 24, 25]
2
(of which the Mo¨bius energy [11] is a special case). The most closely related examples include work on the energetics
and minimizers of integral Menger curvature [16] , as well as work on the energetics and criticality theory for the
Mo¨bius energy [7, 11, 17, 27] and the extended O’Hara family [6, 15] . In contrast to these energies, the physical
model (1) crucially depends on the bending energy which, as previously noted [3], obviously improves the analytic
properties of the total energy. When taken together our results show that, in addition to its physical significance, the
admission of the bending energy and a (quite weak) barrier to self-intersection in (1) allows for a wide class of models
that exhibit all of the analytic features that have previously motivated knot energies.
2. Preliminary Material
We begin our study by introducing the notation we shall use, then providing a few key definitions and finally
recording a series of preliminary lemmas on which we will rely throughout the remainder of the paper. Lightface
roman letters such as x, y and z will denote real numbers; their boldface counterparts x,y and z will denote three-
dimensional vectors. We reserve e1, e2, e3 for the canonical standard basis. Given x,y ∈ R3 we use 〈x,y〉 for
the standard Euclidean inner-product, x × y for the cross product and |x| for the Euclidean norm. The notation
〈x,y, z〉 := 〈x,y × z〉 denotes the scalar triple product. We use T1 to denote the standard one-dimensional torus,
which we view as the interval [−pi, pi] ⊂ R with endpoints identified. For z ∈ [−pi, pi] we define
ϑ(z) := min{|z|, 2pi − |z|},
and then extend ϑ(z) to all of R via 2pi-periodicity. Thus for any pair of points x, y ∈ T1 the quantity ϑ(x−y) simply
gives the geodesic distance between them. Given a square-integrable function γ : T1 → Rd we shall always use the
definition and notation
‖γ‖2L2(T1) :=
1
2pi
ˆ
T1
|γ(x)|2 dx :=
 
T1
|γ(x)|2 dx
to denote the L2(T1)-norm, with the dimensionality d omitted but always clear from context. We shall use
γˆk =
 
T1
γ(x)e−ikx dx and γ(x) =
∑
k∈Z
γˆk e
ikx
to denote the forward and inverse Fourier transforms, so that
‖γ‖2L2(T1) =
∑
k∈Z
|γˆk|2, ‖γ‖2H˙s(T1) =
∑
k∈Z
|k|2s|γˆk|2 and ‖γ‖2Hs(T1) = |γˆ0|2 + ‖γ‖2H˙s(T1)
provide the L2(T1) norm as above and an equivalent definition of the Hs(T1) Sobolev norm. For any sufficiently
regular mapping γ : T1 → R3 we use γ˙(x) = γ′(x), γ¨(x) = γ′′(x) or γ(3)(x) = γ′′′(x) to denote ordinary
differentiation in both the strong and weak sense. We say a rectifiable γ(x) has unit speed if |γ˙(x)| ≡ 1 on T1, and
we then set κγ(x) := |γ¨(x)| or simply κ(x) as the pointwise curvature of such an embedding. Similarly, we say a
rectifiable γ(x) has constant speed if |γ˙(x)| ≡ len(γ)/2pi, where
len(γ) :=
ˆ
T1
|γ˙(x)|dx
denotes the length of the embedded curve. Conversely, given any tangent field τ : T1 → R3 with |τ (x)| ≡ A and
τˆ 0 = 0 we may define
γτ (x) :=
 
T1
(z − pi)τ (z) dz +
ˆ x
−pi
τ (z) dz
and thereby recover a 2pi-periodic, constant speed curve that has γ′τ = τ and center of mass at the origin. We refer to
γτ as the knot induced by such a vector-field. Given mean zero function f ∈ L1(T1) we analogously use
F (x) :=
 
T1
(z − pi)f(z) dz +
ˆ x
−pi
f(z) dz
3
to denote its mean zero primitive.
In addition to these notations, we also need to recall a few elementary facts from harmonic analysis. First, for a
given γ ∈ L2(T1) we use the notation
γ∗(x) := sup
0<`<pi
1
2`
ˆ x+`
x−`
|γ(z)|dz (3)
to denote its maximal function, see, for example, [30, p.216]. We then recall the standard fact that the map γ 7→ γ∗
defines a bounded operator on L2(T1), so that
‖γ∗‖L2(T1) ≤ C∗‖γ‖L2(T1) (4)
for C∗ > 0 some absolute constant. If γ has unit speed then κγ(x) = |γ¨(x)| furnishes its pointwise curvature, in
which case we define κ∗γ(x) := (γ¨)
∗(x) and refer to κ∗γ as the curvature maximal function. The following elementary
lemma will also prove useful —
Lemma 2.1. Assume that u, v ∈ L2(T1) and that there exist finite constants u, v so that the decay estimates
sup
k∈Z,k 6=0
|k||uˆk| ≤ u, |uˆ0| ≤ u and sup
k∈Z,k 6=0
|k||vˆk| ≤ v, |vˆ0| ≤ v
hold. Then the product w := uv ∈ L1(T1) obeys the decay estimate
sup
k∈Z,k 6=0
|k||wˆk|
log(1 + |k|) ≤ C1uv
for C1 > 0 a universal constant. If u, v ∈ L2(T1) obey the decay estimates
sup
k∈Z,k 6=0
|k|p|uˆk| ≤ u, |uˆ0| ≤ u and sup
k∈Z,k 6=0
|k|q|vˆk| ≤ v, |vˆ0| ≤ v,
where u, v are finite constants and 1 ≤ q < p are arbitrary exponents, then the product w := uv obeys the decay
estimate
sup
k∈Z,k 6=0
|k|q|wˆk| ≤ Cp,quv
with Cp,q a positive constant depending only upon the exponents.
See [31] lemma 6.1 and lemma 6.2, for instance, for an indication of the proof.
Recall that a unit speed embedding γ : T1 → R3 is bi-Lipschitz if there exists a constant ` > 0 so that the
inequality
`−1 ϑ(x− y) ≤ |γ(x)− γ(y)| ≤ ϑ(x− y)
holds for any possible pair x, y ∈ T1 of points. Thus ` > 0 exactly when Gromov’s distortion
δ∞(γ) := sup
{(x,y)∈T1×T1:ϑ(x−y)>0}
ϑ(x− y)
|γ(x)− γ(y)|
is finite, with δ∞(γ) furnishing the smallest possible bi-Lipschitz constant. Moreover, the lower bound δ∞(γ) ≥ pi/2
holds for γ any closed, rectifiable curve with unit speed, see pp.6-9 [32]. We shall refer to any pair of points x0, y0 ∈
T1 for which
ϑ(x0 − y0)
|γ(x0)− γ(y0)| = δ∞(γ)
as a distortion realizing pair. A simple invocation of Taylor’s theorem shows that
|γ(x+ z)− γ(z)|2 = |z|2(1 + o(1)) as |z| → 0
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for any γ ∈ H2(T1) with unit speed, and thus any such γ actually admits a distortion realizing pair. Given a bi-
Lipschitz embedding γ with unit speed, we define
ϑ∞(γ) := sup
{
ϑ(x0 − y0) : ϑ(x0 − y0)|γ(x0)− γ(y0)| = δ∞(γ)
}
(5)
as the maximal distance on T1 between any distortion realizing pair. By applying the first derivative test to the
expression ϑ(x0 − y0)/|γ(x0)− γ(y0)| we obtain
1
δ∞(γ)
=
∣∣∣∣〈 γ(x0)− γ(y0)|γ(x0)− γ(y0)| , γ˙(x0)
〉∣∣∣∣ ,
and so by applying Taylor’s theorem and the triangle inequality to bound the right hand side of this expression from
below we obtain a lower bound
ϑ∞(γ) ≥ ϑ(x0 − y0) ≥ 1
4
(
δ∞(γ)− 1
δ∞(γ) + 1
)2
‖γ¨‖−2L2(T1) (6)
for the distance on T1 between any such pair. Finally, if a bi-Lipschitz embedding γ ∈ H2(T1) has unit speed and if
we define δ(x, y) as
|γ(x)− γ(y)|2 = (1− δ(x, y))ϑ2(y − x) where 0 ≤ δ(x, y) ≤ 1− 1/δ2∞(γ),
we may appeal to Taylor’s theorem one final time to conclude that the inequalities
δ(x, y) ≤ ϑ(y − x)κ∗γ(x) and δ(x, y) ≤
√
2pi‖γ¨‖L2(T1)ϑ 12 (y − x) (7)
hold. Despite their elementary proofs, these inequalities prove quite useful.
Finally, for given a bi-Lipschitz embedding γ : T1 7→ R3 we shall use K to denote a generic ambient isotopy
class. Similarly, we shall employ while the notation Kγ if we wish to emphasize the class induced by some underlying
curve. The following lemma from [33] and the embedding H2(T1) ⊂ C1(T1) shows that ambient isotopy classes K
are well-behaved with respect to convergence in both the C1(T1) and H2(T1) topologies —
Lemma 2.2. Let γ ∈ C1(T1) denote a positive velocity, simple closed curve. Then there exists  = (γ) such that all
γ˜ ∈ C1(T1) satisfying ‖γ − γ˜‖C1(T1) ≤  are ambient isotopic. In particular, γ˜ ∈ Kγ if ‖γ − γ˜‖C1(T1) is sufficiently
small.
3. Basic Energetics
This section provides a brief analysis of nonlocal energies that, when defined over unit speed embeddings, take
the form
EK(γ) :=
1
4
ˆ
T1×T1
K
(|γ(x)− γ(y)|2, ϑ2(x− y)) dxdy (8)
for K(u, v) some bi-variate kernel. We shall also consider the normalized or scale-invariant bending energy
Eb(γ) :=
len(γ)
2pi
 
T1
κ2γ(x)|γ˙(x)|dx
as well as the superposition Eb,K(γ) := Eb(γ) + EK(γ) of such nonlocal energies (8) with the bending energy.
Well-known examples of kernels in (8) include
K(u, v) =
1
u
− 1
v
(Mo¨bius) and K(u, v) =
(
1
uj
− 1
vj
)q
(O’Hara). (9)
The motivation for these choices arises, at least in part, from the fact EK then defines a differentiable approximation
of the distortion. More specifically, prior work [11, 24] demonstrates that EK(γ) < +∞ necessarily implies that γ
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has finite distortion. Moreover, the O’Hara family converges as j → 0 and q →∞ to the log-distortion log δ∞(γ) of
γ after a suitable normalization. This observation suggests the somewhat more obvious family
K(u, v) =
vq
uq
(2q − Distortion),
since EK then corresponds to the classical L2q-norm approximation of the L∞-norm. Further motivations for using
(9) include the fact that the Mo¨bius energy and a large class of the O’Hara energies attain their global minimum at the
standard embedding of the unit circle, as well as the fact that the Mo¨bius energy exhibits a relationship with classical
combinatorial quantities such as the crossing number.
We now show that a very large class of energies based on EK(γ) have these three motivating properties. In a
certain sense these properties are best understood from a pure analytical point-of-view, rather than from an appeal to
geometric or topological considerations (e.g. Mo¨bius invariance). This point of emphasis echoes an observation made
in earlier work on the Mo¨bius energy — the smoothness of its critical points follows without explicitly appealing to
Mo¨bius invariance itself [17]. We begin by showing that, provided K(u, v) exhibits a sufficient degree of singularity,
finiteness of the integral (8) necessarily implies that anH2(T1) curve γ is bi-Lipschitz. We shall also obtain a concrete
bound for the distortion δ∞(γ) in terms of EK and the H˙2(T1) semi-norm in the process, although the bound itself
is far from optimal for general kernels.
Lemma 3.1. Assume that K(u, v) satisfies the h/p homogeneity property
K
( v
α
, v
)
= h(α)v−p for all α ≥ 1
for some exponent p ≥ 0 and some function h ∈ C1((1,∞)). Assume that the lower bound h′(α) ≥ λh > 0 holds on
[2,∞) as well. If γ ∈ C0,1(T1) has unit speed then
log (1 + c0δ∞(γ)) ≤ C0 (1 + EK(γ))ϑ−2∞ (γ)
for C0(p, h), c0(p, h) > 0 finite constants. Moreover, if γ ∈ H2(T1) then
log (1 + c0δ∞(γ)) ≤ C0 (1 + EK(γ)) ‖γ¨‖4L2(T1), (10)
and so γ is bi-Lipschitz if EK(γ) is finite.
Proof. See appendix, lemma 7.1
The h/p homogeneity hypothesis provides a means to unify and simplify our analysis, yet it proves general enough to
cover all families K(u, v) introduced so far. For instance, we have h(α) = α − 1 and p = 1 for the Mo¨bius energy,
the relations h(α) = (αj −1)q and p = jq for the O’Hara family and h(α) = αq and p = 0 for the 2q-distortion. The
lemma therefore applies for all three families, provided jq ≥ 1 in the second case and q ≥ 1 in the final case. It is also
clear that the conclusion holds for kernels of the form K(u, v) = K0(u, v) +K1(u, v) with K0 an h/p homogeneous
kernel and K1 bounded from below, although we have no impetus to pursue this level of generality since the requisite
modifications to the argument and its conclusion are straightforward. Finally, we cannot remove the dependence on
ϑ∞(γ) or dispense with the hypothesis that ‖γ¨‖L2(T1) < +∞ and still have the conclusion of the lemma hold at this
level of generality. Indeed, for the 2q-distortion family it is easy to construct a smooth sequence γn for whichEK(γn)
remains uniformly bounded but δ∞(γn) and ‖(γn)′′‖L2(T1) diverge.
The previous lemma illustrates the fact that a wide class of energies
EK(γ) :=
1
4
ˆ
T1×T1
K
(|γ(x)− γ(y)|2, ϑ2(x− y)) dydx
approximate the distortion. Under similar hypotheses on the kernel K(u, v), both the energy EK(γ) and the bending
energy Eb(γ) attain their global minima at the standard embedding γcirc of the unit circle [26, 34]. We shall quickly
review the arguments underlying these known facts, as this discussion will allow us to emphasize an analytical point
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— both arguments appeal to the same classical technique in the calculus of variations, i.e. the use of Poincare`-
type inequalities with optimal constants. For instance, the statement EK(γ) ≥ EK(γcirc) follows directly from the
Poincare`-type inequality  
T1
|γ(x+ z)− γ(x)|2 dx ≤ 2(1− cos(z))
 
T1
|γ˙(x)|2 dx (11)
with optimal constant. Following [26], for unit speed curves the inequality (11) yields
K
( 
T1
|γ(x+ z)− γ(x)|2 dx, z2
)
≥ K (2(1− cos(z)), z2) ,
wheneverK(u, v) decreases in its first argument over the non-negative reals. By Jensen’s inequality this in turn shows
that
4EK(γ)
4pi2
=
 
T1
 
T1
K
(|γ(x+ z)− γ(x)|2, z2) dxdz ≥  
T1
K
(
2(1− cos(z)), z2) dz = 4EK(γcirc)
4pi2
whenever K(·, z2) is also convex. Demonstrating global optimality of γcirc for the bending energy proceeds in a
similar fashion. In this case the classical Poincare` inequality with optimal constant 
T1
|γ˙(x)|2 dx ≤
 
T1
|γ¨(x)|2 dx (12)
provides the starting point. Letting γ1 denote the unit speed embedding of 2piγ/len(γ), a simple appeal to parametriza-
tion and scale invariance of Eb(γ) shows
Eb(γ) =
 
T1
|γ¨1(x)|2 dx ≥
 
T1
|γ˙1(x)|2 dx = 1 = Eb(γcirc).
As the class of standard circles γcirc furnish the only unit speed curves that achieve equality in either (11) or (12), we
may recall
Theorem 3.2. Suppose that for each z ∈ T1 the function fz(u) := K(u, z2) is non-decreasing and convex on R+.
Then for any ν ≥ 0 the energy
Eν,K(γ) := νEb(γ) + EK(γ)
attains its minimum over unit speed curves at the unit circle. Moreover, if either ν > 0 or fz(u) is strictly decreasing
then unit circles are the unique global minimizers.
In particular, the Mo¨bius energy as well as the O’Hara family and the 2q-Distortion family all have γcirc as their global
minimizer. Once again, the arguments above leading to this theorem are both standard and known [11, 25, 26]; we
recall them simply to emphasize the connection between them as well as the broader connection to classical PDE and
variational arguments. Thus there are analytical properties, such as convexity and Sobolev inequalities, rather than
geometric properties, such as Mo¨bius invariance, lying at the heart of the matter.
Finally, we turn our attention toward relating the energies EK(γ) and Eb(γ) to more classical measures of com-
plexity. Once again, analytical considerations and Sobolev spaces shall come to the fore. A corollary of this analysis
will also allow us to illustrate that an energy of the formEb,K(γ) induces, in a certain sense, a much stronger invariant
than the crossing number. Following [11, 35, 36], we shall begin by considering the mapping f(x, z) : T1×T1 → S2
defined by
fγ(x, z) :=
(
γ(x)− γ(x+ z)
|γ(x)− γ(x+ z)|
)
1{|z|>0}(z)
with γ : T1 → R3 a Lipschitz embedding with finite distortion. For any such Lipschitz curve γ(x) the function
fγ(x, z) is Lipschitz in both variables whenever |z| >  and γ(x) has finite distortion. For such functions, the co-area
formula for Lipschitz maps [37] therefore implies that
ˆ
T1×T1
w(x, z)|〈γ˙(x), γ˙(x+ z), γ(x+ z)− γ(x)〉|
|γ(x+ z)− γ(x)|3 dzdx =
ˆ
S2
 ∑
(x,z)∈f−1γ (σ)
w(x, z)
 dS2σ,
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provided w : T1 × T1 7→ [0,∞] is a positive, Lebesgue measurable function. For a given σ ∈ S2 let us define the
crossing set Cγ(σ) ⊂ T1 × T1 as
Cγ(σ) = {(x, z) : (Pσγ)(x) = (Pσγ)(x+ z), z 6= 0} ,
where Pσγ := γ − 〈γ, σ〉σ ⊂ σ⊥ represents the corresponding planar curve induced by orthogonal projection. Thus
(x, z) ∈ Cγ(σ) precisely when distinct points of Pσγ self-intersect. As the equality
Cγ(σ) = f
−1
γ (σ) unionsq f−1γ (−σ)
holds by a trivial calculation, we may therefore conclude
ˆ
T1×T1
w(x, z)|〈γ˙(x), γ˙(x+ z), γ(x+ z)− γ(x)〉|
|γ(x+ z)− γ(x)|3 dzdx =
1
2
ˆ
S2
 ∑
(x,z)∈Cγ(σ)
w(x, z)
 dS2σ. (13)
When w ≡ 1 the integrand ∑
(x,z)∈Cγ(σ)
w(x, z)
in (13) simply gives the cardinality of Cγ(σ), and so (13) reduces to a constant multiple of the average crossing
number. We may utilize the non-negative function w : T1 × T1 7→ [0,∞] to apply a positive weight applied to each
point of self-intersection in Cγ(σ), and in this way arrive at a weighted generalization or “weighted” crossing number.
By analogy with electrostatics, we shall consider the simple power-law family
wp(x, z) :=
(
len(γ)
Dγ(γ(x), γ(x+ z))
)p
(p ≥ 0) (14)
of weighting functions, where Dγ(γ(x), γ(x + z)) denotes the arc-length between points. We may then view (13)
as inducing a “repulsion” between points of self-intersection, in the sense that small values occur when weighted
crossings are, on average, equally spaced along γ as measured by relative length. We primarily intend this family as an
analytical device or gauge for measuring and drawing analytical comparsions — a bound on (13) for p > 0 represents
a stronger conclusion, in general, than a bound on the crossing number or average crossing number. Moreover, for
smooth curves γ Taylor’s theorem immediately yields
|〈γ˙(x), γ˙(x+ z), γ(x+ z)− γ(x)〉| = z
4
12
|〈γ˙(x), γ¨(x), ...γ (x)〉|+O(z5),
while the denominator in (13) scales like |z|3+p near the origin. If we define cp(γ) as (13) with the weight (14) then
a bound of the form
sup
0≤p<2
(2− p)cp(γ) ≤ F (Eb,K(γ)) with F (z) continuous, increasing (15)
represents the strongest possible conclusion, and therefore the upper limit of our analytical scale.
We shall need with the following lemma in order to perform our analytical comparison.
Lemma 3.3. Assume that γ ∈ C0,1(T1) and that γ has finite distortion. Assume further that γ has constant speed.
Then
cp(γ) ≤ Cp
(
2pi
len(γ)
)2
‖γ‖2
H˙
3+p
2 (T1)
δ3∞(γ), (16)
and if −1 < p < 1 then the constant
Cp := 2
√
2(2pi)p+1
(ˆ ∞
0
(1− cos(u))
u2+p
du
) 1
2
(ˆ ∞
0
(1− cos(u))2 + (sinu− u)2
u4+p
du
) 1
2
is finite.
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Proof. See appendix, lemma 7.2
This lemma allows us to relate combinatorial measures of complexity for a curve γ to more standard measures of
regularity of the embedding. By taking p = 0 and evaluating the constant Cp = 4pi2/
√
3 explicitly we may observe
the most straightforward consequence, i.e. the inequality
c¯(γ) :=
1
8pi
ˆ
S2
|Cγ(σ)|dS2σ ≤
pi√
3
(
2pi
len(γ)
)2
‖γ‖2
H˙
3
2 (T1)
δ3∞(γ) (17)
for the average crossing number. To help place this inequality in a more familiar context, given an exponent q ≥ 1
and a rectifiable γ : T1 7→ R3 let us define the scale-invariant total q-curvature of γ as
κ¯q(γ) :=
(
len(γ)
2pi
)1− 1q ( 
T1
κqγ(x)|γ˙(x)|dx
) 1
q
.
The case q = 2 yields the (square root of) the bending energy, while the case q = 1 reduces to Milnor’s notion of total
curvature [10]. For constant speed curves and 1 < q ≤ 2 the inequality(
2pi
len(γ)
)
‖γ‖
H˙
3
2 (T1) ≤ cqκ¯q(γ)
holds, for cq > 0 some positive constant, due to the Hausdorff-Young inequality. If 1 < q ≤ 2 we may therefore
conclude the following total q-curvature bounds
c¯(γ) ≤ Cqκ¯2q(γ)δ3∞(γ) (18)
for the average crossing number. From this observation we conclude that essentially any assumption whatsoever that
is stronger than an assumption of finite total curvature yields a bound for the average crossing number. Indeed, instead
of assuming κ¯q(γ) < ∞ for some q > 1 we could also invoke the slightly weaker assumption that κγ(x) lies in the
real Hardy space Ha1(T1) and still deduce an average crossing number bound. As q → 1 the constants Cq do not
remain bounded, however, and so the natural “limiting” conclusion c¯(γ) ≤ Cκ¯21(γ)δ3∞(γ) of (18) need not hold in
general. The Hardy space Ha1(T1) usually serves as the substitute for L1(T1) in such a circumstance, but as (17)
reveals, the fractional Sobolev space H˙
3
2 (T1) is actually the natural choice: The inequality (17) recovers the “proper”
limiting inequality as q → 1, for while neither embedding
‖γ¨‖L1(T1) ≤ C‖γ‖H˙ 32 (T1) nor ‖γ‖H˙ 32 (T1) ≤ C‖γ¨‖L1(T1)
holds, the finiteness of κ¯q(γ) implies the finiteness of both. As q → 1 we recover the H˙3/2(T1) norm rather than finite
total curvature in (17), and it is therefore the natural measure of regularity to use. It prefers oscillatory components
in the curvature measure γ¨ rather than the piecewise-constant curvature measures that characterize embeddings with
finite total curvature, and so embeddings with oscillatory curvature rather than piecewise-linear embeddings must
necessarily have finite average crossing number.
Another corollary of the bound (17) shows that finite bending energy κ2(γ) and finite distortion imply a finite
average crossing number. In fact we obtain a stronger conclusion from this analysis, in that an assumption of finite
bending energy yields a significantly stronger conclusion than a simple crossing number bound. Specifically, for any
0 ≤ p < 1 the weighted crossing number
c¯p(γ) :=
1
4pi
ˆ
S2
∑
(x,z)∈Cγ(σ)
(
len(γ)
Dγ(γ(x), γ(x+ z))
)p
dS2σ ≤ Cpκ¯22(γ)δ3∞(γ) (19)
remains bounded whenever γ has finite distortion and finite bending energy. To appreciate the significance of this
bound, recall that Gromov has provided an infinite sequence of ambient isotopy classes that have uniformly bounded
distortion [38, p.308]. In addition, every (2, q)-torus knot has a smooth unit-length embedding γ in R3 such that
Eb(γ) ≤ (4pi)2 +  for every  > 0 [28], and so there also exists an infinite sequence of ambient isotopy classes
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with uniformly bounded bending energy. The crossing number bounds the weighted crossing number from below
and defines a finite-to-one invariant (i.e. for every fixed integer n there are at most finitely many knots with crossing
number equal to n), so (19) cannot hold if we neglect either the bending energy or the distortion. However, by
combining them we obtain not only a crossing number bound, but in fact a stronger weighted crossing number bound.
Moreover, (19) shows that no infinite sequence of embeddings of distinct ambient isotopy classes of knots has both
uniformly bounded distortion and uniformly bounded bending energy. A similar bound applies forEb,K(γ) whenever
the kernel K(u, v) satisfies lemma 3.1, and so the energy Eb,K(γ) is stronger than the weighted crossing number in
an analogous sense.
Finally, it is worth briefly mentioning the consequences of (19) at the level of invariants. We may use Eb,K(γ) or
the weighted crossing number to define invariants via minimization in the standard way, i.e. by defining
c¯2(K) := inf
γ∈K
sup
0≤p<2
(2− p)c¯p(γ) Eq,∞(K) := min
γ∈K
κ¯q(γ)δ∞(γ)
for K an arbitrary ambient isotopy class. That Eb,K(γ) (under appropriate hypotheses on the kernel) and κ¯q(γ)δ∞(γ)
actually attain their minima within an ambient isotopy class K follows from lemma 2.2 and a standard argument based
on the direct method. For these invariants a bound of the form
c¯2(K) ≤ poly(Eq,∞(K))
holds for q > 1 arbitrary. By appealing to results relating the curvature and distortion to ropelength [18, 19, 20, 21]
and ropelength to crossing number [12] we may also conclude the corresponding upper bound
Eq,∞(K) ≤ poly(c¯2(K)),
and so these invariants are polynomially equivalent.
4. Dynamics of Embedded Curves
With a basic understanding of the energies Eb,K(γ) established, we now turn our attention toward the dynamics
they induce via the constrained gradient flow
τ t = τxx + Fγτ + λτ + µττ (20)
of such an energy. Given a bi-variate kernel K(u, v) we shall use
fγτ (x) := p.v.
ˆ
T1
Ku
(|γτ (x)− γτ (y)|2, ϑ2(x− y)) (γτ (x)− γτ (y)) dy,
Fγτ (x) :=
 
T1
(z − pi)fγτ (z) dz +
ˆ x
−pi
fγτ (z) dz (21)
to denote the self-repulsive nonlocal forcing. For any tangent field τ ∈ H1(T1), defining the Lagrange multipliers
λτ ∈ R3 and µτ ∈ L1(T1) as
Aτλτ =
 
T1
( 〈Fγτ , τ 〉 − |τx|2
|τ |2
)
τ dx, Aτ := Id−
 
T1
τ ⊗ τ
|τ |2 dx, µτ :=
|τx|2 − 〈Fγτ , τ 〉 − 〈λτ , τ 〉
|τ |2
completes the description of the flow. The presence of these multipliers guarantees that τˆ 0 = 0 and |τ (x, t)| ≡ C for
all (x, t) ∈ T1 × (0,∞) provided these properties hold initially. The corresponding induced knot
γτ (t)(x) :=
 
T1
(z − pi)τ (z, t) dz +
ˆ x
−pi
τ (z, t) dz
then defines a closed, constant speed curve for as long as the solution to (20) exists.
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4.1. Local Existence
We first provide a local-in-time existence and uniqueness result for (20), which follows from a standard fixed-
point argument. This argument requires a few minor but essential modifications to handle the technicality that, in
general, our estimates for the nonlocal forcing (21) only apply when given a-priori a unit speed curve. Moreover,
some classical existence results (e.g. [39]) cannot account for the presence of Lagrange multipliers as lower-order
terms while still yielding the full strength of an existence result for generic H1(T1) initial data. Even so, the majority
of this sub-section still qualifies as grunt work; the disinterested reader may comfortably skip the proofs and simply
take the results for granted.
Our argument proceeds by establishing bounds and Lipschitz estimates on the lower-order terms in (20), and
then proceeds to the existence proof itself. We begin with bounds for the nonlocal forcing (21), where for a given
tangent field τ ∈ H10 (T1) we shall always use γτ to denote the induced H2(T1) knot. The process of obtaining these
estimates will reveal those conditions on the kernel K(u, v) that our local existence approach requires. We shall make
these requirements precise during the course of our arguments. To begin the task at hand, we recall the following
basic result —
Lemma 4.1. If γ ∈ H2(T1) and 0 ≤ p < 12 then the linear operator
Lp[γ] := p.v.
ˆ
T1
γ(x)− γ(y)
ϑ2(p+1)(x− y) dy (22)
defines an H1−2p(T1) function. As a Fourier multiplier it acts as a (negative) fractional Laplacian
γˆk → λkγˆk λk = Cp,k|k|1+2p 0 < Ck,p = O(1) as |k| → ∞,
and in particular the operator-norm estimate
‖Lp[γ]‖H˙1−2p(T1) ≤ Cp‖γ‖H˙2(T1)
holds.
Proof. See appendix, lemma 7.3
With this lemma in hand, we may establish the requisite estimates for Fγτ by appealing to the following pair of lem-
mas. The first provides uniform bounds for the nonlocal forcing; the second provides a simple Lipschitz estimate. We
shall only require that the interaction kernel K(u, v) satisfies some form of smoothness, homogeneity and cancelation
or degeneracy condition in the course of obtaining these estimates. More specifically, we consider kernels obeying
(h/p Homogeneity): There exists a function h ∈ C1([1,∞)) and an exponent p ≥ 0 so that
K
( v
α
, v
)
= h(α)v−p for all v 6= 0, α ≥ 1.
(0-Degeneracy): The function g(α) := −α2h′(α) is C1([1,∞)) and p < 12 .
(m-Degeneracy): For some non-negative integer m > 4p − 2, the function g(α) := −α2h′(α) is C(m+1)([1,∞))
and has a root of order (m+ 1) at α = 1,
g(1) = g′(1) = . . . = g(m)(1) = 0.
To motivate these definitions, we may observe that kernel
K(u, v) =
vq
uq
(2q − Distortion)
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for the 2q−Distortion satisfies the h/p homogeneity hypothesis with h(α) = αq and p = 0; thus 0-degeneracy applies
to this family of examples. Similarly, the kernels
K(u, v) =
(
1
uj
− 1
vj
)q
defining the O’Hara family satisfy h/p homogeneity with h(α) = (αj−1)q and p = jq; If jq ≥ 1 and q is sufficiently
large, say j = 1/q and q ≥ 5, then the kernel is also ≥ 3−degenerate. These hypotheses therefore codify the sense in
which both families provide distorion approximations (i.e. homogeneity) while still yielding convergent integrals for
the corresponding energy (i.e. degeneracy). Under these hypotheses, we have
Lemma 4.2. Assume that K(u, v) is h/p homogeneous and either 0-degenerate or m-degenerate. Assume that
γ ∈ H2(T1) is a unit speed, bi-Lipschitz embedding. Then for 0 <  < 1 the function
fγ,(x) :=
ˆ
T1∩{ϑ(x−y)≥}
Ku
(|γ(x)− γ(y)|2, ϑ2(x− y)) (γ(x)− γ(y)) dy
has mean zero. Moreover, fγ, obeys a uniform L2(T1) bound
‖fγ,‖L2(T1) ≤ C(δ∞(γ), ‖γ¨‖L2(T1))
for C(δ∞(γ), ‖γ¨‖L2(T1)) an -independent constant.
Proof. See appendix, lemma 7.4
A simple reformulation of the argument underlying the lemma shows that
‖fγ, − fγ,δ‖L2(T1) → 0 as , δ → 0,
and so the principal value integral
fγ(x) := lim
↓0
ˆ
T1∩{ϑ(x−y)≥}
Ku
(|γ(x)− γ(y)|2, ϑ2(x− y)) (γ(x)− γ(y)) dy
exists in L2(T1) and obeys the same bound established in the lemma. Note also that the mean-zero property
 
T1
fγ(x) dx = 0
continues to hold for the limit as well. With this issue under control, we may now proceed to establish a simple
Lipschitz estimate on the principal value that will prove useful throughout our analysis. By imposing the hypotheses
of lemma 4.2, we may also conclude
Lemma 4.3. Assume thatK(u, v) is h/p homogeneous and either 0-degenerate orm-degenerate. Let γ, φ ∈ H2(T1)
denote unit speed, bi-Lipschitz embeddings. Then for 0 <  < 1 the uniform Lipschitz estimates
‖fγ, − fφ,‖L2(T1) ≤ C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1))‖γ − φ‖H2(T1)
hold, where C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1)) denotes an -independent constant.
Proof. See appendix, lemma 7.5
As before, this lemma allows us to conclude that the principal value integrals fγ , fφ obey the same Lipschitz estimate
‖fγ − fφ‖L2(T1) ≤ C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1))‖γ − φ‖H2(T1)
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as well. We then simply note that the nonlocal forcing
Fγ(x) :=
 
T1
(z − pi)fγ(z) dz +
ˆ x
−pi
fγ(z) dz
defines a continuous, periodic, H1(T1) function with mean zero. We may therefore infer that the estimates
‖Fγ‖H1(T1) ≤ C(δ∞(γ), ‖γ‖H2(T1))
‖Fγ − Fφ‖H1(T1) ≤ C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1))‖γ − φ‖H2(T1) (23)
hold for the nonlocal forcing in the gradient flow. We may finally complete the task at hand by establishing analogous
bounds on the Lagrange multipliers
Aτλτ :=
 
T1
( 〈Fγτ , τ 〉 − |τx|2
|τ |2
)
τ dx µτ =
|τx|2 − 〈Fγτ + λτ , τ 〉
|τ |2
in the constrained flow. While these estimates follow from completely routine arguments, we provide proofs for the
sake of completeness and concreteness. We begin by establishing thatAτ is non-singular and depends in a continuous
fashion upon its input. Specifically, we have
Lemma 4.4. Suppose that τ ,σ ∈ H1(T1) and that
min
x∈T1
|τ (x)| ≥ 1
C
, min
x∈T1
|σ(x)| ≥ 1
C
for 0 < C <∞ a positive constant. If τ is non-constant then
Aτ := Id−
 
T1
τ ⊗ τ
|τ |2 dx
is non-singular. The operator norm estimate
‖Aτ −Aσ‖op ≤ 2C2‖τ + σ‖L2(T1)‖τ − σ‖L2(T1)
also holds, and so A−1σ exists and obeys
‖A−1σ ‖op ≤
‖A−1τ ‖op
1− ‖A−1τ ‖op‖Aτ −Aσ‖op
‖A−1σ −A−1τ ‖op ≤ 2C2‖A−1σ ‖op‖A−1τ ‖op‖τ + σ‖L2(T1)‖τ − σ‖L2(T1)
whenever ‖τ − σ‖L2(T1) is sufficiently small.
Proof. See appendix, lemma 7.6
In our next lemma we establish the needed estimates on the Lagrange multipliers themselves.
Lemma 4.5. Let f, g ∈ L1(T1) denote arbitrary functions. Suppose τ ,σ ∈ H1(T1) and that
min
x∈T1
|τ (x)| ≥ 1
C
, min
x∈T1
|σ(x)| ≥ 1
C
for 1 ≤ C <∞ a positive constant. Define
µ1τ :=
|τx|2
|τ |2 , µ
2
τ :=
〈f + λτ , τ 〉
|τ |2 µ
1
σ :=
|σx|2
|σ|2 , µ
2
σ :=
〈g + λσ,σ〉
|σ|2
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and then let
λτ := A
−1
τ
 
T1
( 〈f, τ 〉 − |τx|2
|τ |2
)
τ dx µτ := µ
1
τ − µ2τ
λσ := A
−1
σ
 
T1
( 〈g,σ〉 − |σx|2
|σ|2
)
σ dx µσ := µ
1
σ − µ2σ
denote the corresponding Lagrange multipliers. Then the Lagrange multiplier bounds
‖µ1ττ‖L1(T1) ≤ C‖τ‖2H1(T1), ‖µ2ττ‖L1(T1) ≤ 2pi|λτ |+ ‖f‖L1(T1),
|λτ | ≤ ‖A−1τ ‖op
(
‖f‖L1(T1) + C‖τ‖2H1(T1)
)
(24)
and the Lipschitz estimates
‖µ1σ − µ1τ‖L1(T1) ≤ C2
(
1 + C2‖σ‖2H1(T1)
)
‖τ + σ‖H1(T1)‖τ − σ‖H1(T1)
‖µ2τ − µ2σ‖L1(T1) ≤ C3K1
(‖f − g‖L1(T1) + |λτ − λσ|+ ‖τ − σ‖H1(T1))
|λτ − λσ| ≤ C3‖A−1τ ‖opK2
(
‖f − g‖L1(T1) + ‖τ − σ‖H1(T1) + ‖µ1τ − µ1σ‖L1(T1) + ‖A−1τ −A−1σ ‖op
)
(25)
hold whenever both Aτ and Aσ are non-singular. The constant K1 is a multi-linear function of the quantities
‖g‖L1(T1), |λσ|, ‖τ‖H1(T1), ‖σ‖H1(T1)
alone, while the constant K2 is a multi-linear function of the quantities
‖g‖L1(T1), ‖µ1σ‖L1(T1), ‖τ‖H1(T1), ‖σ‖H1(T1)
alone.
Proof. Each inequality follows easily from the embedding L∞(T1) ⊂ H1(T1), and simple estimates of commutators
via the triangle inequality.
A straightforward combination of lemmas 4.2,4.3,4.4 and 4.5 is thankfully all we need, so our estimation task is
complete.
With these estimates in hand, we may now proceed with a demonstration of local existence and uniqueness. We
begin by working with the class of mild solutions τ ∈ C([0, T ];H1(T1)) to the evolution. We first set
G(τ , τx) := Fγτ + λτ + µττ , G : H
1(T1)× L2(T1) 7→ L1(T1)
as the lower-order contribution to (20), and use the more compact notation
τ t = τxx +G(τ , τx)
to refer to the evolution equation. Following chapter 9 of [40], given an initial datum τ 0 ∈ H1(T1), we then say that
a continuous H1(T1)-valued function τ ∈ C([0, T ];H1(T1)) defines a mild solution to (20) on [0, T ] if
τ (t) = S(t)[τ 0] +
ˆ t
0
S(t− s)[G(τ (s), τx(s))] ds for all t ∈ [0, T ].
For a given u ∈ L1(T1) the notation S(t)[u] refers to the action of the linear semi-group generated by the heat
equation on T1; as usual it acts according to
S(0)[φ] = φ, S(t)[φ] =
ˆ
T1
H(x− y, t)φ(y) dy (t > 0),
where H(z, t) denotes the periodic heat kernel. We shall need the following proposition to get off the ground.
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Proposition 4.6. Suppose f ∈ C([0, T ];L1(T1)) for T > 0 arbitrary. Then for any initial datum u0 ∈ H1(T1) the
linear initial value problem
ut = uxx + f, u(x, 0) = u0(x) (26)
has a unique mild solution u ∈ C([0, T ];H1(T1)). For any 3/2 < α < 2, the solution obeys the estimate
‖u‖C([0,T ];H˙1(T1)) ≤ C(α)
(
‖u0‖H˙1(T1) + T 1−
α
2 ‖f‖C([0,T ];L1(T1))
)
for C(α) a universal constant.
Proof. See appendix, proposition 7.7
By linearity, this proposition obviously affords us a simple stability estimate
‖u− v‖C([0,T ];H1(T1)) ≤ C(α)
(
‖u0 − v0‖H˙1(T1) + T 1−
α
2 ‖f1 − f2‖C([0,T ];L1(T1))
)
(27)
between distinct solutions u, v ∈ C([0, T ];H1(T1)) as well. With this proposition in hand, we may proceed to
establish a second intermediate result. It will allow us to apply a fixed-point argument in the class of mean zero, unit
speed embeddings. This proposition is the main ingredient needed to prove local well-posedness. Throughout the
remainder of this sub-section we use Bδ(τ 0) denote the δ-ball around τ 0 in the H1(T1) norm.
Proposition 4.7. Let f ∈ C([0, T ];L1(T1)) for T > 0 arbitrary. Suppose that fflT1 f dx = 0 on [0, T ], and define
Lagrange multipliers according to
Aτλτ =
 
T1
( 〈f, τ 〉 − |τx|2
|τ |2
)
τ dx µτ =
|τx|2 − 〈f + λτ , τ 〉
|τ |2 .
Let τ 0 ∈ H1(T1) denote any initial datum with
ffl
τ 0 dx = 0 and unit speed. Then for any δ > 0 there exists a time
0 < T0 ≤ T, depending only on τ 0, δ and ‖f‖C([0,T ];L1(T1)), so that the initial value problem
τ t = τxx + f + λτ + µττ , τ (0) = τ 0 and τ (t) ∈ Bδ(τ 0) for all t ∈ [0, T0]
has a unique mild solution τ ∈ C([0, T0], H1(T1)) with mean zero and unit speed.
Proof. As τ 0 has unit speed and mean zero, it is necessarily non-constant. Thus A−1τ0 exists by lemma 4.4, and
moreover the properties
min
x∈T1
|τ (x)| ≥ 1
2
, A−1τ exists, ‖A−1τ ‖op ≤ 2‖A−1τ0 ‖op
hold for all τ ∈ Bδ(τ 0) provided δ > 0 is sufficiently small. By lemma 4.4, the choice of δ depends only on
‖τ 0‖L2(T1) and ‖A−1τ0 ‖op. Fix such a δ > 0, and given a time parameter 0 < T0 ≤ T let
XT0,δ :=
{
τ ∈ C([0, T0];H1(T1)) : τ (t) ∈ Bδ(τ 0) ∀ t ∈ [0, T0]
}
.
For τ ∈ XT0,δ consider the mapping A[τ ] defined by
τ ∈ XT0,δ
A[τ ]7−→ S(t)[τ 0] +
ˆ t
0
S(t− s)[G(f(s), τ (s), τx(s))] ds,
with G(f, τ , τx) := f + λτ + µττ denoting the lower-order terms. Lemma 4.5 implies that the estimates
‖G(f, τ , τx)‖C([0,T0];L1(T1)) ≤ K and
‖G(f, τ , τx)−G(f,σ,σx)‖C([0,T0];L1(T1)) ≤ K‖τ − σ‖C([0,T0];H1(T1))
15
hold whenever τ ,σ ∈ Xδ,T0 and 0 < T0 ≤ T are arbitrary. The constant K depends only on ‖A−1τ0 ‖op, ‖τ 0‖H1(T1)
and ‖f‖C([0,T ];L1(T1)). By proposition 4.6 (more specifically (27)), if τ ∈ XT0,δ and 3/2 < α < 2 then
‖A[τ ]− S[τ 0]‖C([0,T0];H1(T1)) ≤ C(α)T 1−
α
2
0 ‖G(f, τ , τx)‖C([0,T ];L1(T1)) ≤ C(α)T 1−
α
2
0 K.
The semigroup S(t)[τ 0] also satisfies
‖S[τ 0]− τ 0‖C([0,T0];H1(T1)) ≤
δ
2
provided T0 is sufficiently small, with the choice of T0 depending only upon δ and τ 0 itself. Thus A[τ ] ∈ XT0,δ
provided T0 is sufficiently small. For any such T0, if τ ,σ ∈ XT0,δ then proposition 4.6 (more specifically (27)) also
yields
‖A[τ ]−A[σ]‖C([0,T0];H1(T1)) ≤ C(α)T 1−
α
2
0 ‖G(f, τ , τx)−G(f,σ,σx)‖C([0,T ];L1(T1))
≤ C(α)T 1−α20 K‖τ − σ‖C([0,T0];H1(T1)).
The mapping A[τ ] therefore defines a contraction on XT0,δ, by taking T0 smaller if necessary. For some 0 < T0 ≤ T
sufficiently small, the equation
τ t = τxx + f + λτ + µττ
therefore has a unique mild solution τ ∈ C([0, T0];H1(T1)). Moreover, δ,K and therefore the choice of T0 depends
only upon τ 0 and ‖f‖C([0,T ];L1(T1)) as claimed.
The remainder of the proof is devoted to showing that τ (t) has mean zero and unit speed. Fix [0, T0] as the
existence interval and for 0 < t ≤ T0 let
τˆ k(t) :=
1
2pi
ˆ
T1
τ (t)e−ikx dx
denote the kth Fourier coefficient of the solution. Similarly, let
Gˆk(s) :=
1
2pi
ˆ
T1
G(f(s), τ (s), τx(s))e
−ikx dx
denote the kth Fourier coefficient of the lower-order terms in the evolution. Then
τˆ k(t) = e
−k2t
(
τˆ k(0) +
ˆ t
0
ek
2sGˆk(s) ds
)
(28)
since τ defines a mild solution. In the case that k = 0, this implies
τˆ 0(t) =
ˆ t
0
Gˆ0(s) ds
since τ 0 has mean zero. By definition of the Lagrange multipliers,
 
T1
µττ dx =
 
T1
( |τx|2 − 〈f + λτ , τ 〉
|τ |2
)
τ dx = −Aτλτ −
( 
T1
τ ⊗ τ
|τ |2 dx
)
λτ = −λτ .
The fact that f has mean zero on [0, T ] then gives
Gˆ0(s) =
 
T1
G(f(s), τ (s), τx(s)) dx =
 
T1
(
f + λτ + µττ
)
dx = λτ +
 
T1
µττ dx = 0,
and so τ (t) has mean zero on [0, T0] as desired.
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To show that τ (t) has unit speed, first note that for each s ∈ [0, T0] the equality
〈G(f(s), τ (s), τx(s)), τ (s)〉 = |τx(s)|2 (29)
holds in the L1(T1) sense. This identity follows once again by definition of the Lagrange multipliers. Now τx(s) ∈
L2(T1) implies  
T1
|τx(s)|2e−ikx dx =
∑
`∈Z
−`(k − `)〈τˆ `(s), τˆ k−`(s)〉
by the convolution theorem. That G(f(s), τ (s), τx(s)) ∈ L1(T1) and τ (s) ∈ H1(T1) also provides enough regular-
ity to conclude
 
T1
〈G(f(s), τ (s), τx(s)), τ (s)〉e−ikx dx =
∑
`∈Z
〈
τˆ `(s), Gˆk−`(s)
〉
,
which by the observation (29) yields∑
`∈Z
〈
τˆ `(s), Gˆk−`(s)
〉
= −
∑
`∈Z
`(k − `)〈τˆ `(s), τˆ k−`(s)〉 (30)
as an immediate consequence. If t > 0 and k 6= 0 the decay estimate
|τˆ k(t)| ≤ e−k2t|τˆ k(0)|+ k−2‖G(f, τ , τx)‖C([0,T0];L1(T1))
≤ C
(
t−
1
2 ‖τ 0‖H1(T1) + ‖G(f, τ , τx)‖C([0,T0];L1(T1))
)
k−2
also holds, simply by bounding and integrating (28) in a straightforward manner. Define
z(t) := |τ (t)|2 zˆk(t) :=
 
T1
z(t)e−ikx dx,
and note that
zˆk(t) =
∑
`∈Z
〈τˆ `(t), τˆ k−`(t)〉.
But then (28) yields
zˆ′k(t) =
∑
`∈Z
〈τˆ ′`(t), τˆ k−`(t)〉+ 〈τˆ `(t), τˆ ′k−`(t)〉
=
∑
`∈Z
−`2〈τˆ `(t), τˆ k−`(t)〉 − (k − `)2〈τˆ `(t), τˆ k−`(t)〉+ 〈Gˆ`(t), τˆ k−`(t)〉+ 〈τˆ `(t), Gˆk−`(t)〉,
since all four series in the last equation converge absolutely for t > 0 due to the fact that τ (s) ∈ H1(T1) and the
decay estimate. Combining this with the previous observation (30) then shows
zˆ′k(t) = −
∑
`∈Z
(
`2 + (k − `)2)〈τˆ `(t), τˆ k−`(t)〉+ 2`(k − `)〈τˆ `(t), τˆ k−`(t)〉 = −k2zˆk(t)
as long as t > 0. For any Fourier coefficient zˆk(t) and all t ∈ [0, T0] the relation
zˆk(t) = e
−k2tzˆk(0)
therefore holds. Now τ 0 has unit speed, and so zˆ0(0) = 1 and zˆk(0) = 0 otherwise. Thus |τ (t)|2 = 1 on [0, T0] as
desired.
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With this proposition in hand, we may now complete the local existence proof for (20). Let τ 0 ∈ H1(T1) have
mean zero and unit speed. Suppose that the induced knot γτ0 ∈ H2(T1) defines a bi-Lipschitz embedding, so in
particular its distortion
δ∞(γτ0) := sup
x,y∈T1
ϑ(x− y)
|γτ0(x)− γτ0(y)|
is finite. Recall now that the embedding H2(T1) ⊂ C0,1(T1) holds, in that γ ∈ H2(T1) implies
sup
x,y∈T1
|γ(x)− γ(y)|
ϑ(x− y) ≤ C‖γ¨‖L2(T1)
for C > 0 some universal constant. Now take τ ∈ H1(T1) with mean zero and unit speed, but otherwise arbitrary.
Let γτ denote its induced embedding. It is then easy to show that a δ > 0 exists, depending only on δ∞(γτ0), so that
δ∞(γτ ) ≤ 2δ∞(γτ0) for all τ ∈ Bδ(τ 0),
with Bδ(τ 0) again denoting an H1(T1)-ball. By lemmas 4.2 and 4.3, for any τ ,σ ∈ Bδ(τ 0) the uniform estimates
‖Fγτ ‖H1(T1) ≤ C
(
δ∞(γτ0)
) ‖Fγτ − Fγσ‖H1(T1) ≤ C(δ∞(γτ0), ‖τ 0‖H1(T1))‖τ − σ‖H1(T1)
therefore hold for the nonlocal forcings induced by any such embedding. By taking δ > 0 smaller if necessary, we
may ensure that
min
x∈T1
|τ (x)| ≥ 1
2
, A−1τ exists, ‖A−1τ ‖op ≤ 2‖A−1τ0 ‖op
hold for any τ ∈ Bδ(τ 0) as well. Given such a δ > 0 and a time parameter T > 0 let
XT,δ :=
{
τ ∈ C([0, T ];H1(T1)) : ∀ t ∈ [0, T ],
 
T1
τ (t) dx = 0, |τ (t)|2 = 1, τ (t) ∈ Bδ(τ 0)
}
,
which always contains the constant curve τ (t) ≡ τ 0, for instance. For any such σ ∈ XT,δ, the corresponding
nonlocal forcings Fγσ satisfy a uniform bound
‖Fγσ‖C([0,T ];H1(T1)) ≤ C
(
δ∞(γτ0)
)
, (31)
and so by proposition 4.7 the corresponding equation
τ t = τxx + Fγσ + λτ + µττ τ (0) = τ 0 (32)
has a unique mild solution τ ∈ XT,δ for some T > 0 sufficiently small. By Proposition 4.7, the uniform bound (31) is
sufficient to guarantee that the interval of existence [0, T ] is uniform over the choice of σ ∈ XT,δ , and so the mapping
A[σ] defined by sending σ ∈ XT,δ to τ ∈ XT,δ, with τ the unique solution of (32), is therefore well-defined. Set
Λτ := λτ + µττ
as the Lagrange multipliers of the solution to (32). By proposition 4.6 (specifically (27)), if 3/2 < α < 2 the
comparison estimate
‖A[τ ]−A[σ]‖C([0,T ];H1(T1)) ≤ C(α)T 1−α2
(
‖Fγτ − Fγσ‖C([0,T ];L1(T1)) + ‖ΛA[τ ] − ΛA[σ]‖C([0,T ];L1(T1))
)
therefore holds. Lemmas 4.4 and 4.5 combine with the fact that A[τ ],A[σ] ∈ Bδ(τ 0) on [0, T ] to yield
‖ΛA[τ ] − ΛA[σ]‖C([0,T ];L1(T1)) ≤ K
(
‖A[τ ]−A[σ]‖C([0,T ];H1(T1)) + ‖Fγτ − Fγσ‖C([0,T ];L1(T1))
)
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for K some constant depending on δ, ‖A−1τ0 ‖op, ‖τ 0‖H1(T1) and C
(
δ∞(γτ0)
)
alone. By taking T > 0 smaller if
necessary we may assume C(α)KT 1−
α
2 ≤ 1/2, and so the estimate
‖A[τ ]−A[σ]‖C([0,T ];H1(T1)) ≤ 2C(α)T 1−α2
(
(1 +K)‖Fγτ − Fγσ‖C([0,T ];L1(T1))
)
follows. Finally, the Lipschitz estimates of lemma 4.3 show that
‖Fγτ − Fγσ‖C([0,T ];L1(T1)) ≤ K2‖τ − σ‖H1(T1)
where K2 depends on δ∞(γτ0) and ‖τ 0‖H1(T1) alone. ThusA contracts on XT,δ for T > 0 sufficiently small, finally
yielding local existence. All together, we have shown
Theorem 4.8. Assume thatK(u, v) is h/p homogeneous and either 0-degenerate orm-degenerate. Let τ 0 ∈ H1(T1)
have mean zero and unit speed, and suppose the induced knot γτ0 ∈ H2(T1) defines a bi-Lipschitz embedding. Then
there exists a T > 0 so that (20) has a unique mild solution τ ∈ C([0, T ];H1(T1)) with mean zero and unit speed.
Moreover, for all t ∈ [0, T ] the induced knot γτ (t) ∈ H2(T1) defines a bi-Lipschitz embedding.
As with the energetic bound furnished by lemma 3.1, lower-order modifications of the kernelK(u, v) do not affect
the validity of this local well-posedness result. We have only used the h/p homogeneity and degeneracy hypotheses
to show that the nonlocal forcings Fγτ obey the estimates
‖Fγ‖H1(T1) ≤ C(δ∞(γ), ‖γ‖H2(T1))
‖Fγ − Fφ‖H1(T1) ≤ C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1))‖γ − φ‖H2(T1)
when restricted to unit speed curves, and the local existence argument only requires these estimates. Thus any forc-
ing Fγτ that obeys such inequalities for unit speed curves yields local well-posedness of the corresponding flow.
In particular, kernels K(u, v) = K0(u, v) + K1(u, v) corresponding to smooth perturbations K1(u, v) of an h/p
homogeneous and degenerate kernel are perfectly allowable and do not affect the conclusion of theorem 4.8.
4.2. Regularity and Global Existence
We may now turn our focus toward more pressing analytical issues regarding the evolution
τ t = τxx + Fγτ + λτ + µττ , (33)
now that local-in-time well-posedness of mild solutions is established. We first show that solutions exist in the
classical sense and exist for as long as the embedding γτ (t) remains bi-Lipschitz. Under further hypotheses on the
nonlocal kernel K(u, v) we show that classical solutions exist globally and are smooth for all time. The following
slight refinement of lemma 4.2 will allow us to accomplish these tasks.
Lemma 4.9. Assume that K(u, v) is h/p homogeneous and degenerate. Assume that γ ∈ H3(T1) is a unit speed,
bi-Lipschitz embedding. Then the nonlocal integral
fγ(x) := lim
↓0
ˆ
T1∩{ϑ(x−y)≥}
Ku
(|γ(x)− γ(y)|2, ϑ2(x− y)) (γ(x)− γ(y)) dy
lies in H1(T1) and obeys the estimate
‖f ′γ‖L2(T1) ≤ C(δ∞(γ), ‖γ‖H˙3(T1))
for C(a, b) a continuous function of its arguments.
Proof. See appendix, lemma 7.8
19
We may now turn to the task of proving an additional regularity assertion for mild solutions. We begin this task
by recording a few observations. Suppose that τ ∈ C([0, T ];H1(T1)) defines a mild solution with γτ (t) bi-Lipschitz
on the entire interval of existence. Thus τ (t) has mean zero and unit speed on [0, T ] and so the quantity
A∗ := max
[0,T ]
‖A−1τ (t)‖op
is necessarily finite. This observation follows immediately due to continuity of τ (t) in the L∞(T1) norm and the fact
that each A−1τ (t) exists on the full interval of existence. Similarly, let
H∗ := max
[0,T ]
‖τ (t)‖H1(T1)
denote the maximal H1(T1) norm of the solution over the interval of existence. Finally, define
δ∗ := max
[0,T ]
δ∞
(
γτ (t)
)
< +∞
as the maximal distortion of any induced embedding γτ (t) over the interval of existence. The finiteness of H∗ and δ∗
follows immediately from the assumption that τ ∈ C([0, T ];H1(T1)) defines a mild solution with γτ (t) bi-Lipschitz
on the entire interval of existence. Once again we use
τˆ k(t) :=
 
T1
τ (t)e−ikx dx
to denote the kth Fourier coefficient of the solution, and for k 6= 0 we let
Fˆk(t) :=
 
T1
(
Fγτ (t)− 〈Fγτ (t) + λτ (t), τ (t)〉τ (t)
)
e−ikx dx, µˆ1k(t) :=
 
T1
|τx(t)|2τ (t) e−ikx dx
denote the corresponding coefficients of the regular and singular forcing components, respectively. As τ (t) ∈ H1(T1)
and γτ (t) is bi-Lipschitz on [0, T ], we have the a-priori uniform H1(T1) bound for the regular component
max
[0,T ]
∑
k∈Z
|k|2|Fˆk(t)|2 ≤ C
(
A∗, δ∗, H∗)
by lemmas 4.2 and 4.5. As |τ (t)|2 = 1 and τ (t) ∈ H1(T1), the uniform estimate
max
[0,T ]
sup
k∈Z
|µˆ1k(t)| ≤ C
(
H∗
)
trivially holds as well. Now take 0 <  < T for  > 0 arbitrary and observe that the equalities
τˆ k(t) = e
−k2t
(
τˆ k(0) +
ˆ t
0
ek
2s
(
Fˆk(s) + µˆ
1
k(s)
)
ds
)
τˆ k(t) = e
−k2(t−)
(
τˆ k() +
ˆ t

ek
2(s−)(Fˆk(s) + µˆ1k(s)) ds) (34)
hold for t ≥  by definition of a mild solution.
We now plan to combine the equalities (34) with lemma 2.1 and a bootstrap argument to show that higher deriva-
tives of τ (t) exist for positive times. To start this process we recall that for any t > 0 the estimate
|τˆ k(t)| ≤
(
Ct−
1
2 ‖τ 0‖H1(T1) + C
(
A∗, δ∗, H∗)|k|−1 + C
(
H∗
))
k−2
follows by direct integration of (34). Applying lemma 2.1 with the choices u = τx (whose coefficients kτˆ k decay
like |k|−1) and v = τ (whose coefficients decay like k−2) yields
|wˆk| ≤ C(A∗, δ∗, H∗)(1 + t−1)|k|−1 (w = ττx),
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and so we may appeal to lemma 2.1 once again with the choices u = τx (decaying like |k|−1) and v = (ττx)
(decaying like |k|−1) to establish the additional decay estimate
|µˆ1k(t)| ≤ C
(
A∗, δ∗, H∗)
(
1 + t−
3
2
)|k|−1 log(1 + |k|) (35)
for t > 0 arbitrary. Now apply the inequalities |k||Fˆk(s)| ≤ C(A∗, δ∗, H∗) and (35) to (34) and analytically integrate
the resulting exponentials to find
|τˆ k(t)| ≤ C
(
|k|−1(t− )− 12 |τˆ k()|+ C
(
A∗, δ∗, H∗)|k|−3 +O
(
|k|−3 log(1 + |k|)
(
1 + −
3
2
)))
≤ C(, A∗, δ∗, H∗)|k|−3 log(1 + |k|) (36)
for 2 < t ≤ T and  > 0 arbitrary. But then τˆ k decays faster than |k|−p for any p < 3, and so we may remove the
logarithmic factor in (35), and thus in (36), by iterating this argument once more. For any 0 < 2 < t ≤ T the series∑
k∈Z
|k|4|τˆ k(t)|2
therefore converges. As  > 0 was arbitrary, we conclude that τ (t) ∈ H2(T1) for any t > 0 and also that the estimates
‖τ (t)‖H2(T1) ≤ C
(
, A∗, δ∗, H∗) sup
k∈Z
|k|3|τˆ k(t)| ≤ C
(
, A∗, δ∗, H∗) (37)
hold uniformly on [, T ] for  > 0 arbitrary.
We conclude by iterating this argument once more. By appealing to lemma 4.9, the uniform H2(T1) bound (37)
on τ (t) suffices to show that
‖Fγτ (t)‖H2(T1) ≤ C
(
, A∗, δ∗, H∗)
uniformly on [, T ] as well. Thus the function
Fγτ (t)− 〈Fγτ (t) + λτ (t), τ (t)〉τ (t)
lies in H2(T1) with a similar uniform bound, due to the fact that H2(T1) defines a Banach algebra in one spatial
dimension. We therefore conclude that the inequality
max
[,T ]
|k|4|Fˆk(t)|2 ≤ C
(
, A∗, δ∗, H∗)
holds for any  > 0 arbitrary. From (37) and lemma 2.1 the estimate
max
[,T ]
|k|2|µˆ1k(t)| ≤ C
(
, A∗, δ∗, H∗)
follows in a similar fashion. Return once again to (34) and integrate to conclude that
|τˆ k(t)| ≤ C
(
, A∗, δ∗, H∗)|k|−4, (38)
on [, T ], and so in particular the H3(T1) bound∑
k∈Z
|k|6|τˆ k(t)|2 ≤ C
(
, A∗, δ∗, H∗)
holds on this interval as well.
These bounds then prove more than sufficient for showing that mild solutions are, in fact, classical. If t > 0 we
have that
τˆ ′k(t) = −k2τˆ k(t) + Fˆk(t) + µˆ1k(t),
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and in particular a term-by-term differentiation of the series∑
k∈Z
τˆ k(t)e
ikx
is quite easily justified by the previous decay estimates. The original equation
τ t = τxx + Fγτ + λτ + µττ
therefore holds for 0 < t ≤ T in the classical sense. Furthermore, if t2 > t1 ≥  > 0 then
τˆ k(t2)− τˆ k(t1) =
(
e−k
2(t2−t1) − 1
)
τˆ k(t1) + e
−k2(t2−t1)
ˆ t2
t1
ek
2(s−t1)(Fˆk(s) + µˆ1k(s))ds
and as t2 → t1 both terms on the right hand side converge to zero in the H3(T1) norm. For the first term this follows
easily from the fact that (
1− e−k2(t2−t1)
)2
|k|6|τˆ k(t1)|2 ≤ |k|6|τˆ k(t1)|2,
the fact that τ (t1) ∈ H3(T1) and the dominated convergence theorem. For the second term, we may use the inequality
|k|2|Fˆk(t) + µˆ1k(t)| ≤ C
(
, A∗, δ∗, H∗)
and a direct integration to show
e−k
2(t2−t1)
∣∣∣∣ˆ t2
t1
ek
2(s−t1)(Fˆk(s) + µˆ1k(s)) ds∣∣∣∣ ≤ C(, A∗, δ∗, H∗)k−4
and then apply the dominated convergence theorem once again. We conclude
‖τ (t1)− τ (t2)‖H3(T1) → 0 as |t1 − t2| → 0,
and so τ (t) varies continuously in theH3(T1) sense. That Fγτ (t) varies continuously with respect to t in theH1(T1)
norm follows from lemma 4.3 and the continuity of τ (t) in the H1(T1) norm. The H3(T1) continuity of τ (t) then
shows that
µτ (t)τ (t) = |τx(t)|2τ (t)− 〈Fγτ (t) + λτ (t), τ (t)〉
varies continuously in H1(T1) as well. Thus τ t(t) varies continuously in H1(T1) by the differential equation itself.
These observations combine to yield
Theorem 4.10. Suppose K(u, v) satisfies the hypotheses of lemma 4.2, and let τ ∈ C([0, T ];H1(T1)) denote a mild
solution of
τ t = τxx + Fγτ + λτ + µττ , τ (0) = τ 0 ∈ H1(T1), (39)
where τ (t) has mean zero and unit speed. Suppose that each γτ (t) defines a bi-Lipschitz embedding, and that
A∗ := max
[0,T ]
‖A−1τ (t)‖op, δ∗ := max
[0,T ]
δ∞
(
γτ (t)
)
, H∗ := max
[0,T ]
‖τ (t)‖H1(T1)
remain finite over the interval [0, T ] of existence. Then τ ∈ C1((0, T ];H1(T1)) ∩ C((0, T ];H3(T1)), and for each
0 < t ≤ T the differential equation (39) holds in the classical sense. Moreover, for any  > 0 the a-priori H3(T1)
and Fourier-decay bounds
‖τ (t)‖H3(T1) ≤ C
(
, A∗, δ∗, H∗) sup
k∈Z
|k|4|τˆ k(t)| ≤ C
(
, A∗, δ∗, H∗)
hold for any t ∈ [, T ] arbitrary.
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If the nonlocal integral fγτ obeys an additional regularity hypothesis then we may obviously continue iterating along
these lines. For instance, if we can augment lemmas 4.2 and 4.9 with addition estimates of the form
‖f (n)γ ‖L2(T1) ≤ C(n, δ∞(γ), ‖γ‖H˙n+2(T1)) (40)
then the corresponding Hn+2(T1) bounds
‖τ (t)‖Hn+2(T1) ≤ C
(
n, , A∗, δ∗, H∗) sup
k∈Z
|k|n+3|τˆ k(t)| ≤ C
(
n, , A∗, δ∗, H∗)
clearly hold for t ∈ [, T ] and n arbitrary. Establishing (40) requires additional assumptions on the kernel K(u, v),
however. As an example, if we modify the 0-degeneracy or m-degeneracy assumptions to include the statement
g ∈ C∞([1, α)) then (40) holds in general. The proof of this fact mirrors the proof of lemma 4.9 closely. Aside from
a more elaborate invocation of the chain rule, the argument simply requires proving that the jth order derivatives of
η(x, z) := |γ(x+ z)− γ(x)|2
decay like |z|3 near the origin. Lemma 4.9 proves this for first-order derivatives; the bound for higher-order derivatives
then follows by Taylor’s theorem and a simple induction. As our regularity results to this point more than suffice for
our purposes, we simply state the result of (40) as a corollary then turn to address the issue of global existence.
Corollary 4.11. Assume that the nonlocal integral fγ obeys
‖f (n)γ ‖L2(T1) ≤ C(n, δ∞(γ), ‖γ‖H˙n+2(T1))
for each n ∈ N whenever γ ∈ Hn+2(T1) has mean zero and unit speed. Let τ ∈ C([0, T ];H1(T1)) denote a mild
solution of
τ t = τxx + Fγτ + λτ + µττ , τ (0) = τ 0 ∈ H1(T1), (41)
where τ (t) has mean zero and unit speed. Suppose that each γτ (t) defines a bi-Lipschitz embedding and so
A∗ := max
[0,T ]
‖A−1τ (t)‖op, δ∗ := max
[0,T ]
δ∞
(
γτ (t)
)
, H∗ := max
[0,T ]
‖τ (t)‖H1(T1)
remain finite over the interval [0, T ] of existence. Then on (0, T ] the solution τ (t) is smooth in the space variable,
and for any  > 0 and any n ∈ N the bounds
‖τ (t)‖Hn+2(T1) ≤ C
(
n, , A∗, δ∗, H∗) sup
k∈Z
|k|n+3|τˆ k(t)| ≤ C
(
n, , A∗, δ∗, H∗)
hold for any t ∈ [, T ] arbitrary.
We complete our analysis of existence by showing that a-priori H1(T1) and distortion bounds allow for the global
continuation of solutions. These a-priori bounds will eventually follow from energy descent. While providing the
details of such a continuation argument is perhaps overkill, we nevertheless provide one in the appendix for the
sake of being careful. As always suppose that τ 0 ∈ H1(T1) has zero mean, unit speed and induces a bi-Lipschitz
embedding. Let us once again define
G(τ , τx) := Fγτ + λτ + µττ
as the lower-order forcing in (41) and set C(τ 0) ⊂ (0,∞) as the possible existence intervals for mild solutions
generated by this initial datum. More specifically, we put
C(τ 0) :=
{
T > 0 : ∃τ ∈ C([0, T ];H1(T1)), ∀t ∈ [0, T ] τ (t) = S(t)[τ 0] +
ˆ t
0
S(t− s)G(τ (t), τx(s)) ds
}
.
Local existence implies that C(τ 0) is non-empty, so let T∗ := sup C(τ 0) denote its positive supremum. We refer to
T ∗ as the maximal interval of existence. With this definition in place, we have the following standard continuation
result.
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Corollary 4.12. Suppose K(u, v) satisfies the hypotheses of lemma 4.2, that τ 0 ∈ H1(T1) has zero mean, unit speed
and induces a bi-Lipschitz embedding. Let T ∗ denote the maximal interval of existence of a mild solution to
τ t = τxx + Fγτ + λτ + µττ , τ (0) = τ 0 ∈ H1(T1).
If T ∗ <∞ then one of
lim sup
t↗T∗
‖τ (t)‖H1(T1) = +∞ or lim sup
t↗∞
δ∞
(
γτ (t)
)
= +∞
must hold.
Proof. See appendix, corollary 7.9
In other words, global existence of mild solutions follows from uniform H1(T1) and distortion bounds.
4.3. Energy Descent and Long-Term Behavior
Corollary 4.12 reduces the task of proving global existence to the task of proving a-priori bounds. Under the
proper hypothesis on the kernel K(u, v) these bounds follow from descent of the energy
E(t) := Eb,K(τ (t)) =
1
2
ˆ
T1
|τ˙ (x, t)|2 dx+ 1
4
ˆ
T1×T1
K
(|γτ (t)(x)− γτ (t)(y)|2, ϑ2(x− y)) dxdy
inducing the flow, a property that we now establish. The only possible subtlety here arises from the presence of
Lagrange multipliers, but in fact we can easily show that the usual energy-decay relation
E′(t) = −‖τ t(t)‖2L2(T1)
for an L2(T1) gradient flow remains valid even in their presence. To see this, assume h/p homogeneity and either
0-degeneracy or m-degeneracy of K(u, v) as always. The induced curves γτ (t) then lie in C1((0, T ];H2(T1)) by
theorem 4.10, and in particular both γ(x, t) and τ (x, t) are continuously differentiable in both variables for positive
times. Define η(x, y, t) as η(x, y, t) := K
(|γ(x, t)− γ(y, t)|2, ϑ2(x− y)) , so that if ϑ(x−y) > 0 then the relations
ηt(x, y, t) = 2Ku
(|γ(x, t)− γ(y, t)|2, ϑ2(x− y)) 〈γ(x, t)− γ(y, t), ∂tγ(x, t)− ∂tγ(y, t)〉
= 2g(α(x, y))ϑ−2(p+1)(x− y)〈γ(x, t)− γ(y, t), ∂tγ(x, t)− ∂tγ(y, t)〉
hold, where α(x, y) := ϑ2(x − y)/|γ(x, t) − γ(y, t)|2 as before. After noting that γt is Lipschitz in space, since
γtx = τ t lies in H1(T1) ⊂ C0(T1), we may argue as in lemma 4.2 to show that
|ηt(x, y, t)| ≤ C(δ∞(γτ (t)), ‖τ t‖L2(T1))ϑ−q(x− y) (42)
for q < 1 some integrable exponent. A few simple calculations then give
d
dt
(
EK(γτ (t))
)
=
1
4
ˆ
T1×T1
ηt(x, y, t) dydx =
1
4
ˆ
T1
lim
↓0
(ˆ
ϑ(x−y)≥
ηt(x, y, t) dy
)
dx
=
ˆ
T1
lim
↓0
〈γt(x, t), fγ,(x)〉dx = 〈γt, fγ〉L2(T1) = −〈τ t(t),Fγτ(t)〉L2(T1),
where (42) justifies differentiating under the integral and passing to the limit in the first and second equalities. The
third equality follows by symmetry of the integrand defining fγ,, the fourth equality follows from the L2(T1) con-
vergence of fγ, to fγ (c.f. lemma 4.2) while the fifth equality follows from integration by parts. In a similar fashion,
the Fourier-decay (38) gives way more than enough regularity to justify the expression
d
dt
(
1
2
ˆ
T1
|τ˙ (x, t)|2 dx
)
= −〈τ t(t), τxx(t)〉L2(T1)
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as well. We then simply recognize that 〈τ t, λτ + µττ 〉L2(T1) = 0 since τ has zero mean and constant speed, then
combine these calculations to find
E′(t) = −〈τ t(t), (τxx + λτ + µττ )(t)〉L2(T1) − 〈τ t(t),Fγτ(t)〉L2(T1) = −‖τ t(t)‖2L2(T1)
as claimed. In particular, we may conclude that the energy identity
E(t) = E(0)−
ˆ t
0
‖τ t(s)‖2L2(T1) ds E(t) ≤ E(0) (43)
holds for as long as a mild solution exists. In particular, if K(u, v) satisfies the hypotheses of lemma 3.1 then we can
apply (10) to obtain the a-priori bounds for the bending energy and distortion
1
2
‖τ (t)‖2
H˙1(T1) ≤ E(t) + 1 ≤ E(0) + 1
δ∞(γτ (t)) ≤ c−10 (p, h)exp(C0(p, h)(E2(0) + E3(0))/2)
for c0(p, h), C0(p, h) from lemma 3.1 fixed, postitive constants. Combining this observation with corollary 4.12 yields
our main result —
Theorem 4.13. Suppose K(u, v) satisfies the hypotheses of lemmas 3.1, 4.2, that τ 0 ∈ H1(T1) has mean zero, unit
speed and that γτ0 defines a bi-Lipschitz embedding. Then
(a) The initial value problem
τ t = τxx + λτ + Fγτ + µττ with τ (0) = τ 0
has a unique, globally existing classical solution τ ∈ C([0,∞);H1(T1))∩C((0,∞);H3(T1))∩C1((0,∞);H1(T1))
with mean zero and unit speed.
(b) For all t ∈ [0,∞) the map τ 0 7→ τ (t) is Lipschitz near τ 0 with respect to the H1(T1) topology: any two
solutions τ (t),σ(t) obey ‖τ (t) − σ(t)‖H1(T1) ≤ C(t)‖τ 0 − σ0‖H1(T1) whenever σ0 ∈ H1(T1) has mean
zero, unit speed and ‖τ 0 − σ0‖H1(T1) is sufficiently small.
(c) The energy identity
E(0)− E(t) =
ˆ t
0
‖τ t(s)‖2L2(T1) ds
holds for all time.
(d) The induced curves γτ (t) define bi-Lipschitz embeddings, and moreover there exist finite constantsH∗, δ∗ so that
the a-priori bounds
sup
t∈[0,∞)
‖τ (t)‖H1(T1) := H∗ < +∞ and sup
t∈[0,∞)
δ∞
(
γτ (t)
)
:= δ∗ < +∞
hold.
(e) Each γτ (t) lies in the same ambient isotopy class as the initial curve, i.e. γτ (t) ∈ Kγτ0 for all time.
(f) If, in addition, the nonlocal forcing fγ obeys
‖f (n)γ ‖L2(T1) ≤ C
(
δ∞(γ), ‖γ‖Hn+2(T1)
)
whenever γ has unit speed, then there exist finite constants cn(), Cn() so that
sup
t∈[,∞)
‖τ (t)‖Hn+2(T1) ≤ cn() and sup
t∈[,∞)
sup
k∈Z
|k|n+3|τˆ k(t)| ≤ Cn()
hold for  > 0 arbitrary.
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Proof. Parts (a), (c) and (d) simply summarize previous results. Part (e) follows immediately from lemma 2.2 since
the γτ (t) are continuous in time with respect to the C1,
1
2 (T1) topology. Part (f) follows from corollary 4.11 provided
that the quantity
A∗ := sup
t∈[0,∞)
‖A−1τ (t)‖op
remains bounded. Let v(t) ∈ R3 denote a unit length eigenvector corresponding to the minimal eigenvalue of
λmin(Aτ (t)), so that
λmin(Aτ (t)) = 〈v(t), Aτ (t)v(t)〉 =
 
T1
(1− 〈v(t), τ (x, t)〉2) dx.
By the Borsuk-Ulam theorem, there exist antipodal points x < y = x+ pi so that 〈γτ (t)(x),v(t)〉 = 〈γτ (t)(y),v(t)〉,
and so for any two such points
γτ (t)(y)− γτ (t)(x) = γτ (t)(y)− 〈γτ (t)(y),v(t)〉v(t)− γτ (t)(x) + 〈γτ (t)(x),v(t)〉v(t)
=
ˆ y
x
[
τ (z, t)− 〈v(t), τ (z, t)〉v(t)]dz
|γτ (t)(y)− γτ (t)(x)| ≤
ˆ y
x
∣∣τ (z, t)− 〈v(t), τ (z, t)〉v(t)∣∣ dz = ˆ y
x
(
1− 〈v(t), τ (z, t)〉2) 12 dz
≤ pi
√
2λmin(Aτ (t))
with the final inequality following by Cauchy-Schwarz. Thus
δ−1∞
(
γτ (t)
) ≤ |γτ (t)(y)− γτ (t)(x)|
ϑ(x− y) =
|γτ (t)(y)− γτ (t)(x)|
pi
≤
√
2λmin(Aτ (t)),
and so λmin(Aτ (t)) ≥ δ−2∞
(
γτ (t)
)
/2 which gives the desired claim A∗ ≤ 2δ2∗ . Part (b) then follows from this uniform
estimate and the proof of theorem 4.8. For σ0 near τ 0 the induced curve γσ0 induces a bi-Lipschitz embedding, and
thus σ(t) exists globally with uniform bounds as in (d). For any T > 0, the contraction mapping argument preceeding
theorem 4.8 shows
‖τ − σ‖C([0,T ];H1(T1)) ≤ C‖τ 0 − σ0‖H˙1(T1) +KT
1
5 ‖τ − σ‖C([0,T ];H1(T1))
for some universal constant C ≥ 1 and some constant K > 0 that depends only on (A∗, δ∗, H∗) and the analogous
quantities defined using σ(t). In particular, K > 0 remains bounded uniformly in time. Now choose T so that
T
1
5K = 1/2 to find
‖τ − σ‖C([0,T ];H1(T1)) ≤ 2C‖τ 0 − σ0‖H˙1(T1).
Applying the same argument with τ (T ),σ(T ) in place of τ 0,σ0 gives
‖τ − σ‖C([T,2T ];H1(T1)) ≤ 2C‖τ (T )− σ(T )‖H˙1(T1) ≤ 4C2‖τ 0 − σ0‖H˙1(T1).
The desired claim
‖τ − σ‖C([0,nT ];H1(T1)) ≤ 2C‖τ ((n− 1)T )− σ((n− 1)T )‖H˙1(T1) ≤ (2C)n‖τ 0 − σ0‖H˙1(T1)
then follows for n ∈ N arbitrary by induction.
With theorem 4.13 in hand, well-known results then suffice to produce the usual, crude picture of the global behavior
of solutions. Specifically, for any τ 0 ∈ H1(T1) to which the statement of theorem 4.13 applies let τ (t; τ 0) denote
the corresponding global solution. We know the set of H1(T1) limit points
ω(τ 0) :=
{
τ ∈ H1(T1) : ∃tn ↗∞, ‖τ (tn; τ 0)− τ‖H1(T1) n→∞−→ 0
}
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generated by the initial datum τ 0 is non-empty and consists entirely of critical points. Thus the elliptic system
τxx +G(τ , τx) = 0
holds for τ ∈ ω(τ 0) any limit point. Moreover, any τ ∈ ω(τ 0) inherits the regularity of part (f) and the convergence
of τ (tn; τ 0) to τ occurs in the Hk+2(T1) topology, with k denoting any integer k ∈ N so that the assumption in part
(f) holds. All elements τ ∈ ω(τ 0) induce bi-Lipschitz embeddings γτ that lie in the same ambient isotopy class as
γτ0 as well.
Deducing further properties of ω(τ 0) requires a more in-depth investigation of equilibria themselves. We provide
a brief analysis of such critical points in the next subsection, but first pause to place theorem 4.13 in a more concrete
and applicable setting. If we take
K(u, v) =
vq
uq
(2q − Distortion)
then K satisfies the h/p homogeneity hypothesis with h(α) = αq and p = 0, and so 0-degeneracy applies to this
family of examples. Moreover, if q ≥ 1 then lemma 3.1 applies as well, as does the hypothesis in part (f) for all n ∈ N
due to the remarks preceding corollary 4.11. Thus theorem 4.13 applies in its entirety for this family, and in particular
all critical points it generates are smooth. If we take
K(u, v) =
(
1
uj
− 1
vj
)q
(O’Hara)
instead then h/p homogeneity applies with h(α) = (αj − 1)q and p = jq for this family of examples. If jq ≥ 1 and
q is sufficiently large, say j = 1/q and q ≥ 5, then h(α) is ≥3-degenerate and so theorem 4.13 (a-e) applies. This
regime represents the interesting instances of this family, as the j → 0, q →∞ limit lies at the heart of the motivation
for the O’Hara family — the convergence of EK to log δ∞ occurs in this limit. Part (f) also applies with n = 1, so
in particular all critical points have at least H3(T1) regularity. In general, critical points will have a higher degree of
smoothness if h(α) itself does, say for q ≥ 5 an integer. The regularity theory for critical points of the O’Hara family
and the Mo¨bius energy (i.e. in the absence of the bending energy) is both established and more difficult [15, 17];
We mention these particular examples to reveal that theorem 4.13 provides a relatively useful and general result, in
the sense that it proves broad enough to cover many of the kernels K(u, v) that have generated prior interest in the
literature. This is the main contribution of the theorem — i.e. finding a relatively general and applicable hypothesis
under which theorem 4.13 holds.
4.4. Equilibrium Analysis
All of the corresponding energies for these examples, namely these particular instances of the (2q − Distortion)
family and the O’Hara family, have the standard unit circle γcirc as their unique minimizers. Of course this is not
enough, in general, to even know that γcirc has a non-trivial basin of attraction under the dynamics of
τ t = τxx + Fγτ + λτ + µττ := τxx +G(τ , τx). (44)
Establishing a result along these lines requires a further analysis, and we now turn to this task. For simplicity and
concreteness we will largely abandon our attempt at generality from this point forward. Instead we shall largely
focus on the 2-Distortion case K(u, v) = v/u, although the techniques employed are straightforward in principle and
readily generalize to other cases.
We begin by extracting the leading-order behavior of (44) near an equilibrium. We shall slightly abuse notation
throughout this process by suppressing time dependence and by implicitly interpreting integrals in the principal value
sense where necessary. Let τ c denote such an equilibrium and γτ c the bi-Lipschitz embedding that it induces. De-
compose a solution τ (t) near τ c as τ = τ c +ψ and let γτ = γτ c + Ψ denote the corresponding decomposition of the
induced curve. Define ∆γτ c(x, y) := γτ c(x)−γτ c(y), and define ∆Ψ(x, y) and ∆γτ (x, y) similarly. For 0 ≤ ξ ≤ 1
let us write αξ(x, y) for the ratio
αξ(x, y) :=
ϑ2(x− y)
(1− ξ)|∆γτ c(x, y)|2 + ξ|∆γτ (x, y)|2
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and then reserve αc(x, y) := ϑ2(x− y)/|∆γτ c(x, y)|2 for the ξ = 0 case and αγτ (x, y) for the ξ = 1 case. Consider
first the nonlocal forcing Fγτ that arises as the mean zero primitive of the principal value integral fγτ given by
fγτ (x) =
ˆ
T1
Ku
(|γτ (x)− γτ (y)|2, ϑ2(x− y))(γτ (x)− γτ (y)) dy
= g(1)Lp[γτ ](x) +
ˆ
T1
(
g
(
αγτ (x, y)
)− g(1)) γτ (x)− γτ (y)
ϑ2(p+1)(x− y) dy,
with the final equality holding in the h/p homogeneous case. A straightforward but tedious calculation allows us to
decompose fγτ as
fγτ = fγτc + `τ c [Ψ] + rτ c(Ψ),
where we define a linear operator `τ c [Ψ] according to
`τ c [Ψ](x) :=
ˆ
T1
g
(
αc(x, y)
)
∆Ψ(x, y)
ϑ2(p+1)(x− y) dy − 2
ˆ
T1
g′
(
αc(x, y)
)
α2c(x, y)
∆γτ c(x, y)⊗∆γτ c(x, y)
ϑ2(p+2)(x− y) ∆Ψ(x, y) dy
and a non-linear, quadratic remainder rτ c(Ψ) according to
rτ c(Ψ)(x) := −2
ˆ
T1
g′
(
αc(x, y)
)
α2c(x, y)
∆Ψ(x, y)⊗∆Ψ(x, y)
ϑ2(p+2)(x− y) ∆γτ c(x, y) dy (45)
−
ˆ
T1
|∆Ψ(x, y)|2g′(αc(x, y))α2c(x, y) ∆γτ (x, y)ϑ2(p+2)(x− y) dy
+
ˆ
T1
(ˆ 1
0
(1− ξ)g¯(αξ(x, y))dξ)(2〈∆γτ c(x, y),∆Ψ(x, y)〉+ |∆Ψ(x, y)|2
ϑp+3(x− y)
)2
∆γτ (x, y) dy
provided that we define g¯(α) := 2g′(α)α3 + g′′(α)α4 in the last line. This decomposition of fγτ induces a corre-
sponding decomposition
Fγτ = Fγτc + Lτ c [Ψ] +Rτ c(Ψ) (46)
by taking the mean zero primitive, with the definitions of each term occurring in the obvious way. We may then
conclude by using this decomposition of Fγτ to extract an analogous decomposition of the Lagrange multipliers. Let
λτ = λτ c + `λ,τ c [ψ] + rλ,τ c(ψ) and µτ = µτ c + `µ,τ c [ψ] + rµ,τ c(ψ) denote a decomposition of the Lagrange
multipliers into their constant, linear and quadratic components. The relations
λτ = −
 
T1
µττ dx, µτ |τ |2 = |τx|2 − 〈Fγτ + λτ , τ 〉 and A−1τ = A−1τ c +A−1τ (Aτ c −Aτ )A−1τ c
then combine with the decomposition (46) in a straightforward way to show
Aτ c`λ,τ c [ψ] =
 
T1
(〈Fγτc + λτ c , ψ〉+ 〈Lτ c [Ψ], τ c〉) τ c dx+ 2  
T1
(µτ c〈τ c, ψ〉 − 〈τ ′c, ψx〉)τ c dx−
 
T1
µτ cψ dx
`µ,τ c [ψ] = 2(〈τ ′c, ψx〉 − µτ c〈τ c, ψ〉)− 〈Fγτc + λτ c , ψ〉 − 〈Lτ c [Ψ] + `λ,τ c [ψ], τ c〉.
The precise structure of the higher-order terms rλ,τ c(ψ), rµ,τ c(ψ) is unenlightening, but it is easy to see that rµ,τ c(ψ)
and rλ,τ c(ψ) obey estimates similar to lemma 4.5. Specifically, rµ,τ c(ψ) decomposes into singular and regular
components
rµ,τ c(ψ) =
|ψx|2 − r¯µ,τ c(ψ)
|τ |2 and
r¯µ,τ c(ψ) := 〈Rτ c(ψ) + rλ,τ c(ψ), τ 〉+ 〈Lτ c [ψ] + `λ,τ c [ψ], ψ〉+ µτ c |ψ|2 + `µ,τ c [ψ]
(
2〈τ c, ψ〉+ |ψ|2
)
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respectively, while rλ,τ c(ψ) is constant in space and obeys
|rλ,τ c(ψ)| ≤ C
[‖A−1τ ‖op‖ψ‖H1(T1) (|`λ,τ c [ψ]|+ ‖Lτ c [Ψ]‖L1(T1) + (‖Fγτ ‖L1(T1) + ‖τ c‖H1(T1) + 1) ‖ψ‖H1(T1))
+‖A−1τ ‖op‖Rτ c(ψ)‖L1(T1)
](
min
T1
|τ |2
)−1
for C some modest universal constant. Arguments similar to lemma 4.2 show that Rτ c(ψ) depends quadratically on
ψ in the H1(T1) sense. Specifically, the integrands defining rτ c(Ψ) (c.f. (45)) and fγ, (c.f. lemma 4.2) exhibit the
same behavior along the diagonal x = y, and so the proof of lemma 4.2 applies. We may therefore conclude that
ψt = ψxx + Lτ c [Ψ] + `λ,τ c [ψ] + `µ,τ c [ψ]τ c + µτ cψ +O
(
‖ψ‖2H1(T1)
)
(47)
formally governs the dynamics to leading-order near an equilibrium. We may then use (47) to at least gain a modicum
of dynamical insight. We consider two cases, namely the standard circle τ c = γ′circ under the 2-Distortion K(u, v) =
v/u and the double-covered circle τ c = γ′dc with K = 0, i.e. a pure bending energy flow.
4.4.1. The Standard Circle
We begin by analyzing the standard circle near equilibrium forK non-zero. If we set τ c = γ′circ and allowK(u, v)
as any bi-variate kernel then we have
Fγτc = −λ1(Ku)τ c, λk(Ku) :=
ˆ
T1
Ku
(
2(1− cos z), z2) (1− cos kz) dz, Aτ c = diag (1/2, 1/2, 1) , (48)
λτ c = 0, |τ ′c| = 1, µτ c = 1 + λ1(Ku),
which readily suffice for a direct verification that τ c = γ′circ always defines an equilibrium. A special case of the
general theory from [41] (c.f. equation (14) in [41]) shows that we may decompose any mean zero ψ ∈ L2(T1;R3)
as
ψ = ψt0τ c + ψ
n
0ηc +
∑
k∈Z0
(
ψnkηc + ikψ
t
kτ c
)
eikx +
∑
k∈Z0
ψbkbce
ikx Z0 := Z \ {0}, ψn, ψb, ψt ∈ C, (49)
with ηc := τ
′
c and bc := τ c × ηc representing a pointwise orthonormal basis. Up to a change of basis on the
coefficients, the decomposition (49) is the Fourier transform. The restrictions ψn1 = ψ
t
1, ψ
n
−1 = ψ
t
−1 hold since ψ has
mean zero. The decomposition (49) induces an analogous decomposition
Ψ = ψn0τ c − ψt0ηc +
ψt1ηc + iψ
n
1τ c
2i
eix +
ψt−1ηc − iψn−1τ c
−2i e
−ix +
∑
k∈Z0
(ik)−1ψbkbce
ikx
+
∑
k∈Z0,1
(ik)−1
(
k2(ψnk − ψtk)
k2 − 1 ηc + ik
k2ψtk − ψnk
k2 − 1 τ c
)
eikx Z0,1 := Z \ {0, 1,−1} (50)
of its mean zero primitive, and following [41, 42] we shall use the shorthandψn0ψt0
ψb0
 Ψ−→
0 −1 01 0 0
0 0 0
ψn0ψt0
ψb0
 ψn±1ψt±1
ψb±1
 Ψ−→ 1±i
0 12 01
2 0 0
0 0 1
ψn±1ψt±1
ψb±1

ψnkψtk
ψbk
 Ψ−→ 1
(ik)(k2 − 1)
k2 −k2 0−1 k2 0
0 0 k2 − 1
ψnkψtk
ψbk
 (k2 6= 0, 1), pk Ψ−→ Ak,Ψpk
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to compactly represent the operation ψ 7→ Ψ in terms of its actions {Ak,Ψ}k∈Z on coefficients. Of course, the fact
that the differential operators ∂x, ∂xx have convenient representations
pk
∂x−→ Ak,∂xpk A0,∂x =
 0 1 0−1 0 0
0 0 0
 Ak,∂x =
 ik ik 0i/k ik 0
0 0 ik

pk
∂xx−→ Ak,∂xxpk A0,∂xx = −
1 0 00 1 0
0 0 0
 Ak,∂xx = −
1 + k2 2k2 02 1 + k2 0
0 0 k2

follows from standard Fourier analysis as well.
The major benefit of the representation (49) comes from the analyses in [41, 42], which show that the nonlocal
operators in (47) also have a convenient description of the form pk 7→ Akpk for some sequence {Ak}k∈Z of easily-
computable matrices. Applying the analysis from [41, 42] is aided by first defining the quantities
λ±,∓k (M) :=
ˆ
T1
M
(
2(1− cos z), z2) (1± cos z)(1∓ cos kz) dz
σk(M) :=
ˆ
T1
M
(
2(1− cos z), z2) sin z sin kz dz (51)
for M(u, v) an arbitrary bi-variate kernel. Appealing to these definitions, quoting theorem 3.4 of [41] and simplifying
then shows that the operator Ψ 7→ `τ c [Ψ] has the representation
Ak,`τc =

(
λ+,−k +λ
−,+
k
2
)
(Ku) + λ
−,+
k (uKuu) kσk(Ku + uKuu) 0
k−1σk(Ku + uKuu)
(
λ+,−k +λ
−,+
k
2
)
(Ku) + λ
+,−
k (uKuu) 0
0 0 (
λ+,−k +λ
−,−
k
2 )(Ku)
 (52)
for k 6= 0, while for k = 0 the action of A0,`τc is obtained by setting k = 0 in the diagonal entries of Ak,`τc
and setting all off-diagonals to zero. An alternative approach to deriving (52) involves substituting the expansion
(49) and appealing to the convolution theorem. We may then represent the composite mapping ψ 7→ Lτ c [Ψ] ⇔
ψ 7→ Ψ 7→ `τ c [Ψ] 7→ Lτ c [Ψ] via pk 7→ Ak,ΨAk,`τcAk,Ψpk and obtain the corresponding matrix representation
Ak,Lτc := Ak,ΨAk,`τcAk,Ψ by simple multiplication.
We finally obtain an analogous fine-grained characterization of the full operator (47) by combining these repre-
sentations in a straightforward manner. If we use (49) to decompose Lτ c [Ψ] into components
Lτ c [Ψ] = ψ
n
Lτc
ηc + ψ
t
Lτc
τ c + ψ
b
Lτc
bc,
and then combine the relation 〈`λ,τ c [ψ],bc〉 = −(1 + λ1(Ku))ψb0bc with the fact that
〈`λ,τ c [ψ],ηc〉 = (1− λ1(Ku))
(
ψn1 e
ix + ψn−1e
−ix)+ (ψt1eix + ψt−1e−ix)
− (eixψtLτc ,1 + e−ixψtLτc ,−1)
then we easily see that (47) reduces to
ψt = ψxx + (1 + λ1(Ku))ψ + ψ
n
Lτc
ηc + ψ
b
Lτc
bc + (2〈ηc, ψx〉 − 2µτ c〈τ c, ψ〉+ λ1(Ku)ψt)τ c
+ 〈`λ,τ c [ψ],ηc〉ηc − (1 + λ1(Ku))ψb0bc +O
(
‖ψ‖2H1(T1)
)
at leading order. Recalling the definition Ak,Lτc := Ak,ΨAk,`τcAk,Ψ then allows us to write the effect of (47) as the
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operation pk → Akpk with
A0 = 0 A±1 = −
0 1 00 1 0
0 0 0

Ak =
λ1(Ku)− k2 + ak −2k2 + bk 00 −k2 0
0 0 (1 + λ1(Ku))− (k4 + λk(Ku))/k2
 (53)
ak := −
(
(k − 1)2λk+1 + (k + 1)2λk−1
2(k2 − 1)2
)
(Ku + uKuu) +
(λk − λ1)(uKuu)
k2 − 1 ,
bk
k
:= −
(
(k − 1)2λk+1 − (k + 1)2λk−1
2(k2 − 1)2
)
(Ku + uKuu) if k > 0,
a−k = ak b−k = bk if k < 0, (54)
furnishing the appropriate sequence {Ak}k∈Z of matrices. The entries of (53,54) follow from (52), the definition (48)
of λk(M) for a bi-variate kernel M(u, v) and a few basic trigonometric identities.
The convenient representation (53,54) allows us to make a few final observations. When acting on the space of
mean zero functions, the operator L[ψ] represented as pk 7→ Akpk necessarily has at least a four dimensional kernel,
with
Span
{
eixbc, e
−ixbc,ηc, τ c
} ⊂ ker(L)
providing a basis of eigenfunctions. The first three components of this basis obviously arise due to the family of
equilibria {Θτ c}Θ∈SO(3) obtained by appealing to rotation invariance. The last element arises due to the equilibria
{rτ c}r∈R obtained by appealing to scale invariance. Moreover, in the particular case thatK(u, v) = v/u is the kernel
given by the 2-Distortion then the remainder of the point spectrum σpt(L) lies strictly to the left of the imaginary axis.
Indeed, it follows easily from the triangular form of Ak that
σpt(L) \ {0} =
{−k2}
k∈N0 ∪
{
λ1(Ku)− k2 + ak, (1 + λ1(Ku))− (k4 + λk(Ku))/k2
}
k≥2
provided the non-trivial diagonal entries in Ak are negative and bounded away from zero, and this latter fact follows
relatively easily from the definitions
λk(Ku) = −1
4
ˆ
T1
z2(1− cos kz)
(1− cos z)2 dz, λk(uKuu) =
1
2
ˆ
T1
z2(1− cos kz)
(1− cos z)2 dz = 2λk(Ku + uKuu)
together with the Fourier integral identity
λk(uKuu) =
ˆ
T1
1− cos kz
1− cos z dz +
ˆ
T1
z2/2− (1− cos z)
(1− cos z)2 (1− cos kz) dz = 2pi(|k|+ εk), |εk| < 1
and a few simple estimates for the remainders. Thus (53,54) reveals that
Span
{
eixbc, e
−ixbc,ηc, τ c
}
= ker(L)
for the 2-Distortion, and so well-known approaches from dynamical systems (e.g. [43] theorem 4.3.5) suffice to
guarantee orbital stability of the family γcirc of standard circles. In other words, if τ 0 ∈ H1(T1) has mean zero and
we can find a r0 ∈ R,Θ0 ∈ SO(3) so that ‖τ 0 − r0Θ0τ c‖H1(T1) is sufficiently small, then there exist constants
C, ν > 0 and unique selections r(τ 0) ∈ R,Θ(τ 0) ∈ SO(3) so that exponential convergence to equilibrium
‖r(τ 0)Θ(τ 0)τ c − τ (t; τ 0)‖H1(T1) ≤ Ce−νt
holds. The key analytical points are as follows. First, the kernel of L should arise from differentiable symmetries
(here they arise from scaling and rotation invariance). Second, the semi-group eLt should obey a bound of the form
‖eLtΠf‖ ≤ Ce−νt‖f‖ with Πf denoting the projection complementary to the kernel of L; as the semi-group eLt
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corresponds to the family of matrix exponentials eAkt, the block-diagonal decomposition (54) suffices for proving
the desired bound by reducing the problem to exponentials of ordinary, 2 × 2 matrices (see also section 4 of [41]).
Finally, the deviation of the full dynamics from the linearized system ψt = L[ψ] should introduce a quadratic error
(c.f. (47)). A similar conclusion applies for the entire 2q-Distortion family. Moreover, the characterization (53,54)
remains valid for kernels K(u, v) that do not necessarily admit standard circles as either local or global minimizers,
and so this characterization of the dynamics (44) is potentially important for other applications.
4.4.2. The Double-Covered Circle
For the sake of comparison and contrast, we conclude by analyzing the double-covered circle under a pure bending
energy flow. If we let τ c := γ′dc then we have that
ηc :=
1
2
τ ′c, τ
′′
c = −4τ c Aτ c = diag (1/2, 1/2, 1) ,
λτ c = 0, |τ ′c| = 2, µτ c = 4,
which readily suffice for a verification that τ c defines a critical point of the bending energy. As with the unknot we
shall decompose ψ as
ψ(x) = ψt(x)τ c(x) + ψ
n(x)ηc(x) + ψ
b(x)bc ψ
n, ψb, ψt ∈ C,
with bc := τ c × ηc constant in space, but instead of (49) the usual Fourier decomposition
ψt =
∑
k∈Z
ψtke
ikx ψn =
∑
k∈Z
ψnke
ikx ψb =
∑
k∈Z0
ψbke
ikx
of each component proves more convenient in this case. The relations ψn2 = −iψt2, ψn−2 = iψt−2 now encode the fact
that ψ has mean zero. Elementary calculations then show
ψx = (ψ
n
x + 2ψ
t)ηc + (ψ
t
x − 2ψn)τ c + ψbxbc
ψxx = (ψ
n
xx − 4ψn + 4ψtx)ηc + (ψtxx − 4ψt − 4ψnx)τ c + ψbxxbc,
which combine with the definitions of `λ,τ c , `µ,τ c and the computation of Aτ c to give
〈`λ,τ c [ψ],ηc〉 = 4(e2ixψn2 + e−2ixψn−2) + 4i(ψt−2e−2ix − ψt2e2ix), 〈`λ,τ c [ψ],bc〉 = −4ψb0 = 0
`µ,τ c [ψ] = 4ψ
n
x − 〈`λ,τ c [ψ], τ c〉.
Finally, let us further decompose ψ
ψ(x) = (ψn(x; 2) + ψn(x;Z2))ηc(x) + (ψt(x; 2) + ψt(x;Z2))τ c(x) + ψb(x)bc
ψn(x; 2) := e2ixψn2 + e
−2ixψn−2 ψ
t(x; 2) := e2ixψt2 + e
−2ixψt−2
ψn(x;Z2) :=
∑
k∈Z2
ψnke
ikx ψt(x;Z2) :=
∑
k∈Z2
ψtke
ikx Z2 := Z \ {2,−2}
into its second mode components and their complements. The mean zero restriction ψn2 = −iψt2, ψn−2 = iψt−2 then
allows us to find that the full operator
ψ 7→ ψxx + `λ,τ c [ψ] + `µ,τ c [ψ]τ c + µτ cψ
from (47) has the more convenient representation
ψn(·; 2)ηc + ψt(·; 2)τ c 7→ ψnxx(·; 2)ηc + ψtxx(·; 2)τ c,
ψn(·;Z2)ηc + ψt(·;Z2)τ c 7→ (ψnxx(·;Z2) + 4ψtx(·;Z2))ηc + ψtxx(·;Z2)τ c,
ψbbc 7→ (ψbxx + 4ψb)bc (55)
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with respect to this decomposition.
That the double-covered circle is critical for the bending energy [44], and moreover, that the standard circle is the
only stable critical point of the bending energy [34] are known facts. In addition, the representation (55) confirms that
the double-covered circle forms an unstable saddle-point of the bending energy flow. Nevertheless, it still has a quite
large stable manifold. Essentially, any mean zero ψ of the form
ψstab =
(∑
k∈Z0
ψnke
ikx
)
ηc +
(∑
k∈Z0
ψtke
ikx
)
τ c +
 ∑
k∈Z,|k|≥3
ψbke
ikx
bc
induces an initial condition τ 0 = τ c + εψstab that lies on the stable manifold to leading order in ε and therefore, to
leading order at least, lies in the basin of attraction of the double covered circle. The standard trefoil that lies on the
torus (r − 1/2)2 + z2 = ε2 takes the form
τ = τ c + εψ ψ = cos 3xτ c +
3
2
sin 3xηc − 3 cos 3xbc,
and from (55) this induces an initial condition τ 0 := τ c + εψ that, to leading order, lies in the basin of attraction of
the double-covered circle. This observation conforms with the analysis of [28], which shows that the double-covered
circle is the “natural” bending energy minimizer for the trefoil knot type. The more interesting point here is that
we can find unknotted curves on the stable manifold as well. For any |ε1| ≤ 1/4 and any ε2 arbitrary consider the
corresponding tangent field
τ (ε1,ε2)(x) = τ c(x)− ε1 sinxηc(x) + ε2 cos 5xbc,
which in turn yields
γτ (ε1,ε2)(x) = γdc(x) +
ε1(3 cosx− cos 3x)/6ε1(2 sin3 x)/3
ε2(sin 5x)/5

as the corresponding induced curve. If p : R3 → R2 denotes the standard projection map p(x, y, z) = (x, y) then the
curve p(γτ (ε1,ε2)) is a regular projection with a single double point. Moreover, since |ε1| ≤ 1/4 a simple calculation
shows that the two preimages of this double point on the curve γτ (ε1,ε2) have distinct z-components. Thus γτ (ε1,ε2)
corresponds to an embedding of the circle and γτ (ε1,ε2) has a knot diagram with a single crossing. In other words, for
any |ε1| ≤ 1/4 and any ε2 the curve γτ (ε1,ε2) is unknotted. Given such an initial condition τ (ε1,ε2), the representation
(55) then shows
τ (ε1,ε2)(t) = τ c(x)− ε1e−t sinxηc(x) + ε2e−21t cos 5xbc
to leading order, and so τ (ε1,ε2)(t) induces an unknotted curve γτ (ε1,ε2)(t) for all finite time. To leading order at least,
this construction therefore yields a family of curves γτ (t) that flow under the bending energy, remain unknotted for
all time and collapse onto the double-covered circle in the limit. We explore this possibility numerically in the next
section.
5. Numerical Experiments
We conclude our study by briefly summarizing a set of numerical experiments analyzing the long-term behavior
of the flow
τ t(t) = τxx(t) + Fγτ(t) + λτ (t) + µτ (t)τ (t) := τxx(t) +G(τ (t), τx(t)). (56)
These experiments partially validate our analytical study of dynamics and supplement it with an illustration of global,
rather than local, dynamics. For all experiments, we numerically integrate (56) using the following relatively simple
procedure. Given a time discretization 0 = t0 < t1 < · · · < tn < tn+1 with dtn := tn+1 − tn and τn := τ (tn) we
approximate (56) using the second-order in time discretization
τn+1 − τn
dtn
=
1
2
(
τn+1xx + τ
n
xx
)
+G(τn, τnx) +
dtn
2dtn−1
(
G(τn, τnx)−G(τn−1, τn−1x )
)
(57)(
Id− dtn
2
∂xx
)
τn+1 = τn + dtn
(
1
2
τnxx +G(τ
n, τnx) +
dtn
2dtn−1
(
G(τn, τnx)−G(τn−1, τn−1x )
))
:= rn
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with periodic boundary conditions. We computeFγτn by analogy to the decomposition in lemmas 4.1,4.2 — we com-
pute the singular component g(1)Lp[γτn ] spectrally and the regular component fγτn −g(1)Lp[γτn ] using quadrature.
We then form rn and solve the resulting screened Poisson equation (Id− (dtn/2)∂xx)τn+1 = rn spectrally. Finally,
we use an adaptive selection of dtn at each step. We first select dtn to guarantee energy descent by imposing a discrete
version of the energy equality (43), in that
E(tn+1) = E(tn)−
ˆ tn+1
tn
‖τ t(s)‖2L2(T1) ds → E(tn+1) ≤ E(tn)−
dtn
2
‖τ t(tn)‖2L2(T1)
for all dtn sufficiently small; we simply choose dtn small enough to guarantee the latter inequality at all stages of the
simulation. By taking dtn smaller if necessary we may also ensure that the inequality
sup
x 6=y
|(γτn+1(x)− γτn(x))− (γτn+1(y)− γτn(y))|
ϑ(x− y) ≤
1
2
δ−1∞ (γτn)
holds between successive timesteps. If we linearly interpolate between γτn and γτn+1 on [tn, tn+1] via
γ(t) = γτn +
(t− tn)
dtn
(γτn+1 − γτn) ,
then δ∞(γ(t)) ≤ 2δ∞(γτn) on [tn, tn+1] by the triangle inequality. In particular, self-intersections do not occur.
Overall we obtain a second-order accurate algorithm.
We begin with a numerical exploration of the “dynamic” Smale conjecture. In other words, all unknotted initial
conditions τ 0 should flow under (56) to the unit circle wheneverK(u, v) has properties analogous to the 2-Distortion,
namelyEK(γ) should have γcirc as the global minimizer andEb,K(γ) should bound the distortion from above. Figure
1 illustrates the dynamics of (56) for a complicated embedding of the unknot meant to exhibit properties loosely
analogous to those observed in the natural packing of DNA. The spherical confinement of the initial embedding
proves analogous to DNA packing in a bacteriophage, and we also mimic the “supercoiling” observed in packed DNA
by combining a high amplitude coiling of period len(γ)/8 and a small amplitude coiling of period len(γ)/128 to
form the initial condition. We simulate (56) using the 12-Distortion K(u, v) = (v/u)6 in order to incorporate the
|x − y|−12 repulsive strength of a Lennard-Jones style kernel between distinct points x,y on the curve. At t = 0
we first scale the initial curve γ0 so that we have an initial balance Eb(γ0) = EK(γ0) between constituent energies.
We then use (57) to simulate the dynamics forward in time. The dynamics essentially occur in three distinct stages.
Figure 1 displays the resulting induced curves γτ (t) at various time points during these stages of evolution; the color
of a point along γ indicates its distance to the center of mass of the evolving structure. During the first stage of
the evolution, shown in panels (c,d) of figure 1, curvature dominates the dynamics as it forces a rapid dissipation of
the small period coiling of the initial condition. After most oscillations have damped, a second phase occurs where
both repulsion and diffusion operate non-trivially. The larger scale coils of γτ (t) dissipate slowly and simultaneously
experience an outward radial repulsion, as shown in figure 1 (d,e,f), while the few small period coils that remain
quickly dissipate. By t = .0011 only large scale oscillations remain, and in the final phase (figure 1 (g,h)) curvature
once again dominates the evolution as it dissipates these remaining oscillations until the unknot eventually appears.
Figure 2 also explores the “dynamic” Smale conjecture, but for a pathologically difficult embedding of the un-
knot. It illustrates the dynamics of (56) for an example lying within a well-known infinite family of “hard” unknots
constructed by taking the connected sum of two knots (in this instance, both trefoils), doubling the resulting knot by
forming an index-two cable of the connected sum and finally performing surgery on the cable knot in a neighborhood
of the summing sphere in order to produce an unknot. The original knot deforms to the standard unknot by first
isotoping the yellow strands around the large knotted bodies on either symmetric side of the structure. Pulling along
the “tracks” of the doubled trefoil structures then eliminates the knotted bodies, which results in a planar embedding
of the unknot. The dynamics of (56) provide an approximate version of this process. We simulate (56) using the
2-Distortion K(u, v) = v/u for this example with an initial condition γ0 scaled to have initial equipartition of energy
Eb(γ0) = EK(γ0) as before. Panels (b,c) of figure 2 show the initial phase wherein the yellow strands isotope around
the knotted bodies. This process has finished by t = .0563, and afterward the two yellow strands begin to pull through
the trefoil structures. Panels (c,d) show the onset and midpoint of this process for the left side of the structure; the
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(a) t = 0
(b) t = 0
(c) t = 5.435× 10−6
(d) t = 8.9275× 10−5
(e) t = 2.7616× 10−4
(f) t = 0.0011
(g) t = 0.0065
(h) t = 0.35
Figure 1: Unfolding of an unknotted “supercoiled DNA” molecule. Color at each point indicates the distance of that point to the center of mass.
dynamics for the right of the structure are simply the mirror image across the initial plane of symmetry. By t = .1617,
shown in panel (e), the embedding differs from the standard embedding of the unknot only by trivial twisting. The
remaining dynamics simply perform local rotations of arcs of the embedding to perform the final simplification of the
structure into the standard unknot.
We conclude our experiments with a numerical simulation illustrating how, in the absence of the repulsive energy
EK(u, v), the dynamics of (56) can flow unknots into the double-covered circle. We use the unknotted initial condition
τ (ε1,ε2)(x) = τ c(x)− ε1 sinxηc(x) + ε2 cos 5xbc,
from section 4.4.2 with ε2 = .15 and ε1 = ε2/2 and simulate a pure bending energy flow. Figure 3 illustrates that the
dynamics do, in fact, obey our approximation
τ (ε1,ε2)(t) = τ c(x)− ε1e−t sinxηc(x) + ε2e−21t cos 5xbc
to leading-order. The binormal component of γτ (t) (i.e. the e3-axis) vanishes exponentially quickly, as shown in
panel (b,d), in comparison to the dynamics occuring in the τ c − ηc plane. These planar dynamics then simply
equilibrate the inner and outer “circles” until both coincide, yielding the double-covered circle. In particular, at each
stage there exists a projection of γτ (t) onto the τ c/ηc plane with a single crossing, as in figure 3 (b), and while
their preimages are exponentially close they are, in fact, distinct. In other words γτ (t) remains unknotted for all time
yet γτ (∞) is emphatically not the global minimizer of the bending energy within the ambient isotopy class K of the
unknot. So while the “dynamic” Smale conjecture plausibly holds in the presence of a repulsive energyEK(u, v), this
example demonstrates that it is emphatically false in its absence of such a repulsive force. This example is perhaps
not surprising, but it nevertheless cautions against a naive intuition about how a realization of the “dynamic” Smale
conjecture might unfold. Specifically, the fact that an energy yields γcirc as its global minimizer in no way implies
that a corresponding notion of “convexity” with respect to the unknot type must hold.
6. Conclusion
Our present focus lies on those particular instances of the general family (1) that contain two main physical effects,
namely curvature-driven diffusion and nonlocal repulsion. Combining these effects yields a strong energetic model
from a combinatorial complexity point-of-view, as lemma 3.3 shows. A weak repulsion (as weak as the 2−Distortion)
combines with a fractional diffusion (∂sxx for s >
1
2 ) to give a rather strong (say finite-to-one) invariant. In the
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(a) t = 0 (b) t = 0.0163 (c) t = 0.0563 (left lobe)
(d) t = 0.1193 (left lobe) (e) t = 0.1617 (left lobe) (f) t = 1
Figure 2: Unfolding of a “hard” unknot. At all times points in yellow correspond to the initial “clasps” highlighted in the initial condition.
physically relevant case (s = 1) these effects lead to a set of dynamical models with well-behaved dynamics, in
the sense that they exhibit desirable global existence and regularity properties for a large class of nonlocal kernels
(c.f. theorem 4.13). These dynamics themselves, in particular their doubly-nonlocal nature, appear novel and also
admit reliable numerical approximation wherein self-intersections are easy to avoid. A further analysis highlights a
few aspects of the dynamics themselves. In the presence of repulsion, techniques for nonlocal dynamical systems
show that standard circles are orbitally stable at a local level, while at a global level numerical experiments reveal
that the basin of attraction for circles contains rather complex initial embeddings. We use a similar combination of
techniques to illustrate a simple but important observation, that in the absence of repulsion there exist unknotted initial
configurations that remain unknotted for all time under a bending energy flow, yet the dynamics do not asymptotically
converge to the globally minimal, unknotted circle. Finally, the overall methodology, and in particular the equilibrium
analysis, extends readily to related settings such as systems of interacting curves (e.g. knots and links) or to nonlocal
interactions involving both attraction and repulsion. Studying variants along these lines provide fertile ground for
future work, as does a more in-depth study of the weighted crossing number (13) from a purely knot-theoretic point-
of-view.
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7. Appendix
Lemma 7.1. (Lemma 3.1) Assume that K(u, v) satisfies the h/p homogeneity property
K
( v
α
, v
)
= h(α)v−p for all α ≥ 1
for some exponent p ≥ 0 and some function h ∈ C1((1,∞)). Assume that the lower bound h′(α) ≥ λh > 0 holds on
[2,∞) as well. If γ ∈ C0,1(T1) has unit speed then
log (1 + c0δ∞(γ)) ≤ C0 (1 + EK(γ))ϑ−2∞ (γ)
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for C0(p, h), c0(p, h) > 0 finite constants. Moreover, if γ ∈ H2(T1) then
log (1 + c0δ∞(γ)) ≤ C0 (1 + EK(γ)) ‖γ¨‖4L2(T1),
and so γ is bi-Lipschitz if EK(γ) is finite.
Proof. Let (x0, y0) denote a distortion-realizing pair so that
ϑ(x0 − y0) = ϑ∞(γ),
where ϑ∞(γ) denotes the maximal distance between a distortion realizing pair. For any two such points γ(x0) and
γ(y0) define
z0 := ϑ(x0 − y0) > 0, d0 := |γ(x0)− γ(y0)| and δ0 := z0/d0 = δ∞(γ)
and use the 1-Lipschitz property of γ along with the inequality 2xy ≤ σx2 + y2/σ to estimate
|γ(x)− γ(y)|2 ≤
(
(2 + σ)(ϑ2(x− x0) + ϑ2(y − y0)) +
(
1 +
2
σ
)
d20
)
for x, y ∈ T1 any pair of arbitrary points and σ > 0 an arbitrary parameter. Define α(x, y) as
α(x, y) :=
ϑ2(x− y)
|γ(x)− γ(y)|2 ≥
ϑ2(x− y)(
(2 + σ)(ϑ2(x− x0) + ϑ2(y − y0)) +
(
1 + 2σ
)
d20
) ,
the latter inequality holding due to the previous estimate. In particular, if the pair (x, y) lies in the set
A(z0) :=
{
(x, y) ∈ T1 × T1 : ϑ(x− x0) ≤ 
2
z0, ϑ(y − y0) ≤ 
2
z0
}
then (1− )z0 ≤ ϑ(x− y) ≤ (1 + )z0 and so
α(x, y) ≥ (1− )
2z20
(1 + σ2 )z
2
0
2 + (1 + 2σ )d
2
0
=
(1− )2
(1 + σ2 )
2 + (1 + 2σ )δ
−2∞ (γ)
holds as well. As δ∞(γ) ≥ pi/2, the lower bound
α(x, y) ≥ pi
2(1− )2
(1 + σ2 )pi
22 + 4(1 + 2σ )
≥ 2
holds for all σ sufficiently large and  sufficiently small. For example, for  = 11000 and σ = 10, it therefore follows
that h(α(x, y)) ≥ h(2) + λh(α(x, y)− 2) on A, and so the lower bound
4(1 + )2pz2p0 EK(γ) ≥ (h(2)− 2λh)|A|+ λh
ˆ
A(z0)
α(x, y) dydx
≥ (h(2)− 2λh)|A|+ λh(1− )2z20
ˆ
T1×T1
1{ϑ(x−x0)≤ 2 z0}(x)1{ϑ(y−y0)≤ 2 z0}(y)(
(2 + σ)(ϑ2(x− x0) + ϑ2(y − y0)) +
(
1 + 2σ
)
d20
) dydx
follows. Now make the change of variables ξ := x − x0 and η = y − y0 and use the 2pi-periodicity of z 7→ ϑ(z) to
find
4(1 + )2pz2p0 EK(γ) + (2λh − h(2))|A| ≥ λh(1− )2z20
ˆ
T1×T1
1{|ξ|≤ 2 z0}(ξ)1{|η|≤ 2 z0}(η)(
(2 + σ)(ξ2 + η2) +
(
1 + 2σ
)
d20
) dηdξ,
≥ λh(1− )2z20
ˆ
T1
ˆ 
2 z0
0
sdsdθ(
(2 + σ)s2 +
(
1 + 2σ
)
d20
) ,
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where the last inequality follows by shifting to polar coordinates. Performing the final integration then shows
4(1 + )2pz2p−20 EK(γ)− (h(2)− 2λh)|A|z−20 ≥ λh
pi(1− )2
(2 + σ)
log
(
1 +
σ2
4
δ2∞(γ)
)
.
The final claim also follows from this inequality by noting that (c.f.(6)).
z20 ≥
1
16
(
δ∞(γ)− 1
δ∞(γ) + 1
)4
‖γ¨‖−4L2(T1) ≥ c‖γ¨‖−4L2(T1)
for c > 0 a universal constant.
Lemma 7.2. (Lemma 3.3) Assume that γ ∈ C0,1(T1) and that γ has finite distortion. Assume further that γ has
constant speed. Then
cp(γ) ≤ Cp
(
2pi
len(γ)
)2
‖γ‖2
H˙
3+p
2 (T1)
δ3∞(γ),
and if −1 < p < 1 then the constant
Cp := 2
√
2(2pi)p+1
(ˆ ∞
0
(1− cos(u))
u2+p
du
) 1
2
(ˆ ∞
0
(1− cos(u))2 + (sinu− u)2
u4+p
du
) 1
2
is finite.
Proof. That γ has constant speed yields |γ˙(x)| = len(γ)/2pi, and so the relations
2piδ∞(γ)
len(γ)
= sup
{(x,y):ϑ(x−y)>0}
ϑ(x− y)
|γ(x)− γ(y)| and κγ(x) =
4pi2|γ¨(x)|
len2(γ)
furnish the distortion and pointwise curvature. Note first that the equality
〈γ˙(x), γ˙(x+ z), γ(x+ z)− γ(x)〉 = 〈γ˙(x), γ˙(x+ z)− γ˙(x), γ(x+ z)− γ(x)− zγ˙(x)〉
holds by the definition of and the trilinearity of the triple product. Set A := |γ˙(x)| = len(γ)/2pi and note that the
inequality
|〈γ˙(x), γ˙(x+ z)− γ˙(x), γ(x+ z)− γ(x)− zγ˙(x)〉| ≤ A|γ˙(x+ z)− γ˙(x)||γ(x+ z)− γ(x)− zγ˙(x)|
also holds by definition of the triple product. Moreover, wp(x, z) = (2pi/|z|)p as γ has constant speed. Finally
|γ(x+ z)− γ(x)| ≥ len(γ)|z|/(2piδ∞(γ)) by definition of the distortion. Thusˆ
T1×T1
wp(x, z)
|〈γ˙(x), γ˙(x+ z), γ(x+ z)− γ(x)〉|
|γ(x+ z)− γ(x)|3 dxdz ≤
(2pi)pδ3∞(γ)
(
2pi
len(γ)
)2 ˆ
T1×T1
|γ˙(x+ z)− γ˙(x)|
|z|1+p/2
|γ(x+ z)− γ(x)− zγ˙(x)|
|z|2+p/2 dxdz.
Now apply Cauchy-Schwarz to find
ˆ
T1×T1
wp(x, z)
|〈γ˙(x), γ˙(x+ z), γ(x+ z)− γ(x)〉|
|γ(x+ z)− γ(x)|3 dxdz ≤ (2pi)
pδ3∞(γ)
(
2pi
len(γ)
)2
I1/21 I1/22 ,
I1 :=
ˆ
T1×T1
|γ˙(x+ z)− γ˙(x)|2
|z|2+p dxdz I2 :=
ˆ
T1×T1
|γ(x+ z)− γ(x)− zγ˙(x)|2
|z|4+p dxdz.
But γ˙ ∈ L2(T1) and Parseval imply
1
2pi
I1 =
∑
k∈Z
|k|2|γˆk|2
ˆ
T1
2(1− cos(kz))
|z|2+p dz =
∑
k∈Z
4|k|3+p|γˆk|2
ˆ pi|k|
0
(1− cos(u))
u2+p
du,
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where the last equality follows from a simple change of variables. A similar argument shows that
1
2pi
I2 =
∑
k∈Z
2|k|3+p|γˆk|2
ˆ pi|k|
0
(1− cos(u))2 + (sinu− u)2
u4+p
du
as well. Collecting constants and extending the region of integration then yields the claim.
Lemma 7.3. (Lemma 4.1) If γ ∈ H2(T1) and 0 ≤ p < 12 then the linear operator
Lp[γ] := p.v.
ˆ
T1
γ(x)− γ(y)
ϑ2(p+1)(x− y) dy (58)
defines an H1−2p(T1) function. As a Fourier multiplier it acts as a (negative) fractional Laplacian
γˆk → λkγˆk λk = Cp,k|k|1+2p 0 < Ck,p = O(1) as |k| → ∞,
and in particular the operator-norm estimate
‖Lp[γ]‖H˙1−2p(T1) ≤ Cp‖γ‖H˙2(T1)
holds.
Proof. Consider first the linear operator L,p[γ] defined, for  > 0, by the expression
ˆ
T1∩{ϑ(x−y)>}
γ(x)− γ(y)
ϑ2(p+1)(x− y) dy =
ˆ pi
−pi
γ(x)− γ(x+ z)
z2(p+1)
1{|z|>}(z) dz.
The last equality follows from periodicity of ϑ(x− y) and a change of variables. Now expand γ(x) in a Fourier series
to concludeˆ pi
−pi
γ(x)− γ(x+ z)
z2(p+1)
1{|z|>}(z) dz =
∑
k∈Z
γˆkλk()e
ikx, λk() := 2
ˆ pi

1− cos(kz)
z2(1+p)
dz,
with equality holding in the L2(T1) sense. For |k| ≥ 1, a change of variables then gives
λk() = 2
ˆ pi

1− cos(kz)
z2(1+p)
dz = 2|k|1+2p
ˆ kpi
k
1− cos(u)
u2(1+p)
du
= 2|k|1+2p
(ˆ ∞
k
1− cos(u)
u2(1+p)
du+ |k|−(1+2p)O(1)
)
,
where the O(1) error holds uniformly in k and in . As 0 ≤ p < 12 and γ ∈ H2(T1), the desired estimate∑
k∈Z
|k|2(1−2p)|γˆk|2λ2k(0) ≤ C2p
∑
k∈Z
|k|4|γˆk|2 ≤ C2p‖γ‖2H˙2(T1)
then follows.
Lemma 7.4. (Lemma 4.2) Assume that K(u, v) is h/p homogeneous and either 0-degenerate or m-degenerate.
Assume that γ ∈ H2(T1) is a unit speed, bi-Lipschitz embedding. Then for 0 <  < 1 the function
fγ,(x) :=
ˆ
T1∩{ϑ(x−y)≥}
Ku
(|γ(x)− γ(y)|2, ϑ2(x− y)) (γ(x)− γ(y)) dy
has mean zero. Moreover, fγ, obeys a uniform L2(T1) bound
‖fγ,‖L2(T1) ≤ C(δ∞(γ), ‖γ¨‖L2(T1))
for C(δ∞(γ), ‖γ¨‖L2(T1)) an -independent constant.
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Proof. That fγ, has mean zero follows from the antisymetry of the integrand. As γ ∈ H2(T1) defines a unit speed,
bi-Lipschitz embedding, there exists a δ(x, y) so that
|γ(x)− γ(y)|2 = (1− δ(x, y))ϑ2(x− y) 0 ≤ δ(x, y) ≤ 1− 1/δ2∞(γ)
for δ∞(γ) the distortion of the curve. As γ has unit speed, δ(x, y) also satisfies
δ(x, y) ≤ κ∗γ(x)ϑ(y − x) and δ(x, y) ≤
√
2pi‖γ¨‖L2(T1)ϑ 12 (y − x)
for κ∗γ(x) the curvature maximal function (c.f. (7)). Define α(x, y) := (1 − δ(x, y))−1, which obeys the bounds
1 ≤ α(x, y) ≤ δ2∞(γ). Then by the h/p-homogeneity hypothesis,
Ku
(|γ(x)− γ(y)|2, ϑ2(x− y)) = g(α(x, y))ϑ−2(p+1)(x− y) g(α) = −α2h′(α).
The estimate then follows from this expression by appealing to one of the degeneracy assumptions.
First consider the 0-Degenerate case. Then p < 12 by assumption, and so for any (x, y) there exists 1 ≤ ξ(x, y) ≤
α(x, y) so that
g
(
α(x, y)
)− g(1) = g′(ξ(x, y)) δ(x, y)
1− δ(x, y) −→
∣∣g(α(x, y))− g(1)∣∣ ≤ C(δ∞(γ))δ(x, y)
by the mean value theorem. Combining these inequalities then gives
fγ,(x) = g(1)Lp,[γ] + f˜γ,(x),
f˜γ,(x) :=
ˆ
T1∩{ϑ(x−y)≥}
[
g
(
α(x, y)
)− g(1)] γ(x)− γ(y)
ϑ2(p+1)(x− y) dy
|f˜γ,(x)| ≤ C(δ∞(γ))κ∗γ(x)
ˆ
T1∩{ϑ(x−y)≥}
ϑ2(y − x)
ϑ2(p+1)(x− y) dy = C(δ∞(γ))κ
∗
γ(x)
ˆ pi

z−2p dz.
Thus |f˜γ,(x)| ≤ C(δ∞(γ))κ∗γ(x), and the latter lies in L2(T1) by the L2(T1) boundedness of the curvature maximal
function. Combining this with the previous lemma for Lp,[γ] yields the claim in this case.
Now suppose K(u, v) is degenerate with m > 0, and so there exists 1 ≤ ξ(x, y) ≤ α(x, y) with
g
(
α(x, y)
)
=
1
(m+ 1)!
δm+1(x, y)
(1− δ(x, y))m+1 g
(m+1)
(
ξ(x, y)
)
due to the degeneracy assumption. Thus
fγ,(x) =
ˆ
T1∩{ϑ(x−y)≥}
Ku
(|γ(x)− γ(y)|2, ϑ2(x− y)) (γ(x)− γ(y)) dy =
ˆ
T1∩{ϑ(x−y)≥}
1
(m+ 1)!
δm+1(x, y)
(1− δ(x, y))m+1 g
(m+1)
(
ξ(x, y)
)
ϑ−2(p+1)(x− y)(γ(x)− γ(y)) dy,
|fγ,(x)| ≤ C(δ∞(γ))‖γ¨‖mL2(T1)κ∗γ(x)
ˆ pi

zm/2−2p dz ≤ C(δ∞(γ), ‖γ¨‖L2(T1))κ∗γ(x).
The last inequality follows from the fact that m/2 − 2p > −1 by assumption. Thus fγ,(x) is bounded in L2(T1),
uniformly with respect to  as claimed.
Lemma 7.5. (Lemma 4.3) Assume that K(u, v) is h/p homogeneous and either 0-degenerate or m-degenerate. Let
γ, φ ∈ H2(T1) denote unit speed, bi-Lipschitz embeddings. Then for 0 <  < 1 the uniform Lipschitz estimates
‖fγ, − fφ,‖L2(T1) ≤ C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1))‖γ − φ‖H2(T1)
hold, where C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1)) denotes an -independent constant.
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Proof. Take δγ(x, y) and δφ(x, y) so that
|γ(x)− γ(y)|2 = (1− δγ(x, y))ϑ2(x− y) |φ(x)− φ(y)|2 = (1− δφ(x, y))ϑ2(x− y)
as in the proof of the previous lemma. Define αγ(x, y) and αφ(x, y) similarly.
Assume first that 0-Degeneracy holds. By defining Ψ+(x) := γ(x) + φ(x) and Ψ−(x) := γ(x)− φ(x), a trivial
calculation shows that
fγ, − fφ, = g(1)Lp,[Ψ−] +
ˆ
ϑ(x−y)>
(
g(αγ(x, y))− g(1)
)Ψ−(x)−Ψ−(y)
ϑ2(p+1)(x− y) dy
+
ˆ
ϑ(x−y)>
(
g(αγ(x, y))− g(αφ(x, y))
) φ(x)− φ(y)
ϑ2(p+1)(x− y) dy := I + II + III.
The fact that ‖I‖L2(T1) ≤ C‖γ−φ‖H2(T1) follows immediately from lemma 4.1. As for II, arguing as in the previous
lemma shows
|II| ≤ C(δ∞(γ))
ˆ
ϑ(x−y)>
δγ(x, y)
|Ψ−(x)−Ψ−(y)|
ϑ2(p+1)(x− y) dy
≤ C(δ∞(γ))‖Ψ˙−‖L∞(T1)κ∗γ(x)
ˆ
ϑ(x−y)>
ϑ−2p(x− y) dy,
and so II obeys
‖II‖L2(T1) ≤ C(δ∞(γ), ‖γ¨‖L2(T1))‖γ − φ‖H2(T1)
as desired. Finally, the mean value theorem once again furnishes a 1 ≤ ξ(x, y) ≤ max{δ2∞(γ), δ2∞(φ)} so that
III =
ˆ
ϑ(x−y)>
g′(ξ(x, y))
(
αγ(x, y)− αφ(x, y)
) φ(x)− φ(y)
ϑ2(p+1)(x− y) dy.
Noting that
αγ(x, y)− αφ(x, y) = δγ(x, y)− δφ(x, y)
(1− δγ(x, y))(1− δφ(x, y)) (59)
then yields the estimate
|III| ≤ C(δ∞(γ), δ∞(φ))‖φ˙‖L∞(T1)
ˆ
ϑ(x−y)>
|δγ(x, y)− δφ(x, y)|ϑ−2p−1(x− y) dy
for the third term. From the definition of δγ(x, y) and δφ(x, y), it follows that
|δγ(x, y)− δφ(x, y)| = |〈Ψ
−(x)−Ψ−(y),Ψ+(x)−Ψ+(y)〉|
ϑ2(x− y) . (60)
That γ and φ have unit speed then gives
|〈Ψ−(x)−Ψ−(y),Ψ+(x)−Ψ+(y)〉| ≤ ϑ3(x− y)
(
‖Ψ˙−‖L∞(T1)(Ψ¨+)∗(x) + ‖Ψ˙+‖L∞(T1)(Ψ¨−)∗(x)
)
,
which yields the desired estimate
|III| ≤ C(δ∞(γ), δ∞(φ))‖φ˙‖L∞(T1)
(
‖Ψ˙−‖L∞(T1)(Ψ¨+)∗(x) + ‖Ψ˙+‖L∞(T1)(Ψ¨−)∗(x)
)
‖III‖L2(T1) ≤ C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1))‖γ − φ‖H2(T1)
for the third term. Combining these estimates yields the claim
‖fγ, − fφ,‖L2(T1) ≤ C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1))‖γ − φ‖H2(T1)
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in the 0-Degenerate case.
Assume now that m-Degeneracy holds. Then
fγ, − fφ, =
ˆ
ϑ(x−y)>
g(αγ(x, y))
Ψ−(x)−Ψ−(y)
ϑ2(p+1)(x− y) dy
+
ˆ
ϑ(x−y)>
(
g(αγ(x, y))− g(αφ(x, y)) φ(x)− φ(y)
ϑ2(p+1)(x− y) dy := I + II
as before. That I obeys the claimed bound then follows by using the argument of the previous lemma. Now decompose
II into two pieces,
II =
ˆ
{ϑ(x−y)>}∩{αγ≥αφ}
+
ˆ
{ϑ(x−y)>}∩{αγ<αφ}
:= IIA + IIB.
For IIA, there exists a 1 ≤ αφ(x, y) ≤ ξ(x, y) ≤ αγ(x, y) so that
IIA =
ˆ
{ϑ(x−y)>}∩{αγ≥αφ}
g′
(
ξ(x, y)
)(
αγ(x, y)− αφ(x, y)
) φ(x)− φ(y)
ϑ2(p+1)(x− y) dy.
Furthermore, there exists a 1 ≤ η(x, y) ≤ ξ(x, y) ≤ αγ(x, y) so that
g′
(
ξ(x, y)
)
= g(m+1)
(
η(x, y)
) (ξ(x, y)− 1)m
m!∣∣g′(ξ(x, y))∣∣ ≤ C(δ∞(γ))(αγ(x, y)− 1)m ≤ C(δ∞(γ))δmγ (x, y).
As a consequence, this bound furnishes the inequality
|IIA| ≤ C(δ∞(γ))‖φ˙‖L∞(T1)
ˆ
ϑ(x−y)>
δmγ (x, y)|αγ(x, y)− αφ(x, y)|ϑ−(2p+1)(x− y) dy.
Recalling (7) and the bounds (59) and (60)
δmγ (x, y) ≤ C(‖γ¨‖L2(T1))ϑ
m
2 (x− y)
|αγ(x, y)− αφ(x, y)| ≤ C(δ∞(γ), δ∞(φ))ϑ(y − x)
(
‖Ψ˙−‖L∞(T1)(Ψ¨+)∗(x) + ‖Ψ˙+‖L∞(T1)(Ψ¨−)∗(x)
)
and arguing as before then completes the estimate
‖IIA‖L2(T1) ≤ C(δ∞(γ), δ∞(φ), ‖γ‖H2(T1), ‖φ‖H2(T1))‖γ − φ‖H2(T1)
for this term. The estimate for ‖IIB‖L2(T1) then follows by the same argument with φ in place of γ, so the claimed
bound holds in the m-Degenerate case as well.
Lemma 7.6. (Lemma 4.4) Suppose that τ ,σ ∈ H1(T1) and that
min
x∈T1
|τ (x)| ≥ 1
C
, min
x∈T1
|σ(x)| ≥ 1
C
for 0 < C <∞ a positive constant. If τ is non-constant then
Aτ := Id−
 
T1
τ ⊗ τ
|τ |2 dx
is non-singular. The operator norm estimate
‖Aτ −Aσ‖op ≤ 2C2‖τ + σ‖L2(T1)‖τ − σ‖L2(T1)
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also holds, and so A−1σ exists and obeys
‖A−1σ ‖op ≤
‖A−1τ ‖op
1− ‖A−1τ ‖op‖Aτ −Aσ‖op
‖A−1σ −A−1τ ‖op ≤ 2C2‖A−1σ ‖op‖A−1τ ‖op‖τ + σ‖L2(T1)‖τ − σ‖L2(T1)
whenever ‖τ − σ‖L2(T1) is sufficiently small.
Proof. Select v ∈ R3 with unit length so that the quadratic form 〈v, Aτv〉 realizes the minimal eigenvalue. A simple
computation reveals
λmin(Aτ ) = 〈v, Aτv〉 = 1−
 
T1
〈
v,
τ
|τ |
〉2
dx ≥ 0
by Cauchy-Schwarz. As τ (x)/|τ (x)| varies continuously on T1, equality holds if and only if τ (x) and v are every-
where collinear. But τ (x) is non-constant, so equality cannot occur. Thus λmin(Aτ ) > 0 and so A−1τ exists.
Now take v ∈ R3 with unit length but otherwise arbitrary. Then
〈v, (Aτ −Aσ)v〉 =
 
T1
( 〈v, τ 〉2
|τ |2 −
〈v,σ〉2
|σ|2
)
dx
=
 
T1
〈v, τ 〉2
(
1
|τ |2 −
1
|σ|2
)
dx+
 
T1
1
|σ|2
(〈v, τ 〉2 − 〈v,σ〉2) dx
≤ 2C2‖τ + σ‖L2(T1)‖τ − σ‖L2(T1),
and so the claimed operator norm estimate
‖Aτ −Aσ‖op ≤ 2C2‖τ + σ‖L2(T1)‖τ − σ‖L2(T1)
follows. The simple eigenvalue inequality |λmin(Aσ) − λmin(Aτ )| ≤ ‖Aτ − Aσ‖op yields invertibility of Aσ
for ‖Aτ − Aσ‖op sufficiently small, while the trivial identity A−1σ − A−1τ = A−1σ (Aτ − Aσ)A−1τ yields the final
estimate.
Proposition 7.7. (Proposition 4.6) Suppose f ∈ C([0, T ];L1(T1)) for T > 0 arbitrary. Then for any initial datum
u0 ∈ H1(T1) the linear initial value problem
ut = uxx + f, u(x, 0) = u0(x) (61)
has a unique mild solution u ∈ C([0, T ];H1(T1)). For any 3/2 < α < 2, the solution obeys the estimate
‖u‖C([0,T ];H˙1(T1)) ≤ C(α)
(
‖u0‖H˙1(T1) + T 1−
α
2 ‖f‖C([0,T ];L1(T1))
)
for C(α) a universal constant.
Proof. For each k ∈ Z define the coefficients of the solution as
uˆk(t) = e
−k2tuˆk(0) +
ˆ t
0
e−k
2(t−s)fˆk(s) ds := vˆk(t) + zˆk(t), (62)
so that for 3/2 < α < 2 fixed the fact that |fˆk(s)| ≤ ‖f‖C([0,T ];L1(T1)) gives
|zˆk(t)||k| ≤ ‖f‖C([0,T ];L1(T1))|k|(1−α)
ˆ t
0
|k|αe−k2(t−s) ds ≤ C(α)‖f‖C([0,T ];L1(T1))|k|(1−α)
ˆ t
0
(t− s)−α2 ds
≤ C(α)‖f‖C([0,T ];L1(T1))|k|(1−α)t1−α2 .
45
The series {|zˆk(t)||k|}k∈Z therefore lies in `2(Z), and so for t ∈ [0, T ] both functions
z(x, t) :=
∑
k∈Z
zˆk(t)e
ikx and v(x, t) :=
∑
k∈Z
vˆk(t)e
ikx
define H1(T1) functions with estimates
‖z‖C([0,T ];H˙1(T1)) ≤ C(α)‖f‖C([0,T ];L1(T1))T 1−
α
2 ‖v‖C([0,T ];H˙1(T1)) ≤ ‖u0‖H˙1(T1).
The claimed bound for ‖u‖C([0,T ];H˙1(T1)) therefore follows from the triangle inequality. The claim that u ∈ C([0, T ];H1(T1))
follows in a similar way, i.e. by first shifting the temporal origin from t = 0 to t = t1 and then applying the argument
estimating z(x, t) to the difference u(t2)− S(t2 − t1)[u(t1)] on the interval [t1, t2]. Finally, the claim that
v(x, t) =
ˆ
T1
K(x− y, t)u0(y) dy and z(x, t) =
ˆ t
0
ˆ
T1
K(x− y, t− s)f(y, s) dyds
for t > 0 is standard. For t > 0 simply define
K(x− y, t) := 1
2pi
∑
k∈Z
e−k
2teik(x−y)
and apply the Fubini-Tonelli theorem. Thus u with coefficients defined by (62) yields the unique mild solution.
Lemma 7.8. (Lemma 4.9) Assume that K(u, v) is h/p homogeneous and degenerate. Assume that γ ∈ H3(T1) is
a unit speed, bi-Lipschitz embedding. Then the nonlocal integral
fγ(x) := lim
↓0
ˆ
T1∩{ϑ(x−y)≥}
Ku
(|γ(x)− γ(y)|2, ϑ2(x− y)) (γ(x)− γ(y)) dy
lies in H1(T1) and obeys the estimate
‖f ′γ‖L2(T1) ≤ C(δ∞(γ), ‖γ‖H˙3(T1))
for C(a, b) a continuous function of its arguments.
Proof. Assume first that the claim holds for all γ that are bi-Lipschitz, unit speed and smooth. Take a sequence
γn → γ of smooth functions with unit speed converging to γ in the H3(T1) norm. In particular, the convergence
δ∞(γn)→ δ∞(γ)
holds as well, as does the limit fγn → fγ in L2(T1) by lemma 4.3. The bound
‖f ′γn‖L2(T1) ≤ C(δ∞(γn), ‖γn‖H˙3(T1))
guarantees that f ′γn → f˜ weakly for some f˜ ∈ L2(T1) after passing to a subsequence if necessary. Then for ψ any
smooth, 2pi-periodic function the equality
ˆ
T1
〈f ′γn , ψ〉dx = −
ˆ
T1
〈fγn , ψ′〉dx
holds for all n, which upon passing to the limit using weak convergence shows that
ˆ
T1
〈f˜ , ψ〉dx = −
ˆ
T1
〈fγ , ψ′〉dx
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for ψ any smooth function. Thus f˜ provides a weak derivative for fγ . But then
‖f˜‖L2(T1) ≤ lim inf
n→∞ ‖f
′
γn‖L2(T1) ≤ lim infn→∞ C(δ∞(γn), ‖γn‖H˙3(T1)) = C(δ∞(γ), ‖γ‖H˙3(T1)),
and so the claim holds in the general case.
It therefore suffices to prove the claim for smooth functions. Given x, y ∈ T1 define δ(x, y) according to
|γ(x)− γ(y)|2 = (1− δ(x, y))ϑ2(x− y) 0 ≤ δ(x, y) ≤ 1− 1/δ2∞(γ)
and α(x, z) := (1− δ(x, z))−1 as well. A simple argument using Taylor’s theorem shows that
δ(x, y) ≤ ‖γ¨‖L∞(T1)ϑ(x− y).
In the 0-degenerate case,
fγ(x) = g(1)Lp[γ](x) +
ˆ
T1
(
Ku
(|γ(x)− γ(x+ z)|2, z2)− g(1)|z|−2(p+1)) (γ(x)− γ(x+ z)) dz := I + II.
The proof of lemma 4.1 shows that
‖Lp[γ]‖2H˙2−2p(T1) =
∑
k∈Z
|k|4−4p|γˆk|2|λk|2 ≤ Cp
∑
k∈Z
|k|6|γˆk|2 = Cp‖γ‖2H˙3(T1),
but p < 1/2 and so the first term lies in H1(T1) as desired. For the second term, first define η(x, z) := |γ(x)−γ(x+
z)|2 and then let
ξ(x, z) :=
(
Ku(η(x, z), z
2)− g(1)z−2(p+1)
)
(γ(x)− γ(x+ z))
denote its integrand. Note that 〈γ˙(x), γ¨(x)〉 = 0 implies
1
2
ηx(x, z) = 〈γ(x+ z)− γ(x), γ˙(x+ z)− γ˙(x)〉
|ηx(x, z)| ≤ C|z|3
(
(γ′′′)∗(x) + ‖γ′′‖L∞(T1)(1 + ‖γ′′′‖L1(T1))
)
(63)
for C > 0 a universal constant. The fact that
∂xξ(x, z) = Kuu(η(x, z), z
2)ηx(x, z)(γ(x)− γ(x+ z)) +
(
g
(
α(x, z)
)− g(1)) (γ˙(x)− γ˙(x+ z))z−2(p+1)
combines with the homogeneity and 0-degeneracy assumptions to show
∂xξ(x, z) = −α2(x, z)g′
(
α(x, z)
)
ηx(x, z)(γ(x)− γ(x+ z))z−2(p+2)
+
(
g
(
α(x, z)
)− g(1)) (γ˙(x)− γ˙(x+ z))z−2(p+1),
and so we may apply the bound (63) for ηx(x, z) and the continuous embedding L∞(T1) ⊂ H˙1(T1) to the first term
and the argument of lemma 4.2 (with γ˙ in place of γ) to the second term to conclude
|∂xξ(x, z)| ≤ C(δ∞(γ), ‖γ‖H˙3(T1))|z|−2p(1 + (γ′′′)∗(x)).
As the maximal function (γ′′′)∗(x) is uniformly bounded for smooth functions and the latter expression is integrable,
the differentiation formula
(fγ(x)− Lp[γ](x))′ =
ˆ
T1
∂xξ(x, z) dz
is therefore valid. The claimed bound
‖(fγ − Lp[γ])′‖2L2(T1) ≤
ˆ
T1
(ˆ
T1
|∂xξ(x, z)|dz
)2
dx ≤ C(δ∞(γ), ‖γ‖H˙3(T1))
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then follows by the L2(T1) boundedness of the maximal function. This completes the proof in the 0-degenerate case.
The m-degenerate case follows in a similar fashion. In this instance the expression
fγ(x) =
ˆ
T1
Ku
(|γ(x)− γ(x+ z)|2, z2) (γ(x)− γ(x+ z)) dz,
is valid. Define η(x, z) and ξ(x, z) as before. Note that g(α) having a root of order (m + 1) at α = 1 shows that
−α2g′(α) has a root of order m at α = 1 as well. Arguing as in lemma 4.2 yields the estimate
|∂xξ(x, z)| ≤ C(δ∞(γ))
(
δm(x, z)|z||ηx(x, z)||z|−2(p+2) + δm+1(x, z)|z|‖γ¨‖L∞(T1)|z|−2(p+1)
)
≤ C(δ∞(γ), ‖γ‖H˙3(T1))
(
|z|m−(2p+3)|ηx(x, z)|+ |z|m−2p
)
≤ C(δ∞(γ), ‖γ‖H˙3(T1))|z|m−2p (1 + (γ′′′)∗(x)) .
Now recall that m > 4p − 2 and that m is a non-negative integer by hypothesis. Thus m − 2p > −1, and so the
claimed bound then follows by arguing as in the 0-degenerate case.
Corollary 7.9. (Corollary 4.12) Suppose K(u, v) satisfies the hypotheses of lemma 4.2, that τ 0 ∈ H1(T1) has zero
mean, unit speed and induces a bi-Lipschitz embedding. Let T ∗ denote the maximal interval of existence of a mild
solution to
τ t = τxx + Fγτ + λτ + µττ , τ (0) = τ 0 ∈ H1(T1).
If T ∗ <∞ then one of
lim sup
t↗T∗
‖τ (t)‖H1(T1) = +∞ or lim sup
t↗∞
δ∞
(
γτ (t)
)
= +∞
must hold.
Proof. Let
C(τ 0) :=
{
T > 0 : ∃τ ∈ C([0, T ];H1(T1)), ∀t ∈ [0, T ] τ (t) = S(t)[τ 0] +
ˆ t
0
S(t− s)G(τ (t), τx(s)) ds
}
.
denote the existence times of mild solutions and T ∗ its positive supremum. If 0 < T∗ <∞ take a monotone sequence
Tn ∈ C(τ 0) of times realizing this supremum, in the sense that
T1 < T2 < T3 < · · · Tn ↗ T ∗.
Let τn ∈ C([0;Tn];H1(T1)) denote the corresponding mild solution. Note first that τn(t) = τn+1(t) on [0, Tn] by
uniqueness of mild solutions, and so on [0, T ∗) we may consider τ (t) as a single, well-defined and H1(T1)-valued
mapping. Assume that we have a-priori H1(T1) and distortion bounds for the solution, by which we mean that
H∗ := lim sup
n→∞
‖τ (Tn)‖H1(T1) and δ∗ := lim sup
n→∞
δ∞
(
γτ (Tn)
)
are finite. By standard compactness results we may extract a subsequence τnk of the τ (Tn), and infer that there exists
τ ∗ ∈ H1(T1) so that
τnk → τ ∗ in Cα(T1)
τnkx → τ ∗x weakly in L2(T1)
‖τ ∗‖H1(T1) ≤ lim inf
k→∞
‖τnk‖H1(T1)
hold for 0 < α < 12 an arbitrary exponent. Thus τ
∗ has zero mean and unit speed. We therefore infer that
‖A−1τ∗ ‖op < +∞, A∗ := lim sup
k→∞
‖A−1τnk ‖op < +∞.
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By theorem 4.10 we may then infer that
lim sup
k→∞
‖τnk‖H2(T1)
is finite as well. Appealing to standard compactness results once again then shows that, by passing to a further
subsequence if necessary, we may assume
τnk → τ ∗ strongly in H1(T1) (64)
without loss of generality. The induced embeddings γτnk therefore converge in C1,α(T1), and so in particular
δ∞ (γτ∗) = lim
k→∞
δ∞ (γτnk ) ≤ lim sup
n→∞
δ∞
(
γτ (Tn)
)
is finite by the distortion a-priori bound. Thus τ ∗ ∈ H1(T1) induces a bi-Lipschitz embedding, and so we may infer
that
G(τnk , τnkx )→ G(τ ∗, τ ∗x) in L1(T1). (65)
Now apply theorem 4.8 with τ ∗ as initial data to find some T0 > 0 and a σ ∈ C([0, T0];H1(T1)) defining a mild
solution. Define τE ∈ C([0, T0 + T ∗];H1(T1)) piecewise by
τE(t) =
{
τ (t) if t ∈ [0, T ∗)
σ(t− T ∗) if t ∈ [T ∗, T ∗ + T0],
and note that (64) shows that τE ∈ C([0, T0];H1(T1)) is, in fact, continuous. By using (65) it is then easy to show
that τE defines a mild solution with τ 0 as initial data. Thus T ∗ + T0 ∈ C(τ 0), a contradiction.
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