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Abstract 
The paper deals with a numerical method for the evaluation of the electromagnetic loss in a lamination of an electric 
machine, based upon the Maxwell equations. The underlying problem consists in the computation of the unidirectional 
magnetic field in a cross-section of the laminate orthogonal to the enforced flux. 
The method starts from a suitable variational formulation of the governing parabolic problem with a nonlocal Neumann 
boundary condition accompanied by a Dirichlet side condition, involving nonlinear and hysteresis effects through the 
differential permeability coefficient. The variational problem is solved numerically by a finite element method, combined 
with a finite difference technique, which is deviced so as to take into account the nonlinear and hysteresis behaviour of 
the material. 
The numerical method is found to be effective and reliable. 
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1. Introduction 
In this paper, we deal with a variational method for a parabolic problem arising in the context 
of 2D electromagnetic field computations in one lamination of an electric machine. These field 
computations are important for the evaluation of the electromagnetic loss in the magnetic circuit. A 
part of such a magnetic circuit is shown in Fig. 1. 
Figs. 2 and 3 show the cross-section of a tooth and a yoke, respectively. The electromagnetic 
loss are determined from the magnetic field H in a cross-section S, both of the tooth and the yoke, 
orthogonal to the direction of the time varying, enforced flux 4(t). 
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The relevant Maxwell equations for the magnetic field H, the electric field E, the electric flux 
density D and the magnetic induction B in the cross-section S are, see [8], 
rotE=-2 
at 
rotH=J+g 
(1.1) 
(1.2) 
where J is the current density vector. For the latter we invoke the constitutive relation, see [8], 
J = oE (1.3) 
g being the electric conductivity. 
As the displacement current (dD/dt) may be neglected, cf. [8], the magnetic field H is found to 
be related to the magnetic induction B by the following differential equation: 
-rot(rot(H)) = erg in S, t>o (1.4) 
Integrating both sides over the section S, using Stokes theorem and invoking the definition of the 
total flux, viz. 
4(t) = / B.dS, t > 0, (1.5) 
s 
H is seen to obey the following nonlocal, inhomogenous boundary condition on dS: 
J rotH.dl = -u---- W(t) t > o dS dt’ ’ (1.6) 
The magnetic motoric force per unit interval of the space variable in the flux direction (with unit- 
vector lfl) may be assumed to be space independent along LJS as the magnetic flux lines, shown 
in Fig. 1, can be approximated to be uniform along IX, see [6]. Thus, denoting the corresponding 
segment along a fhtx line by r, the following inhomogeneous Dirichlet boundary condition must be 
imposed: 
J H . lR dy = C,,(t), (1.7) r 
Here Cb(t), which varies in time, but is space independent along dS, is not known a priori, but 
must be determined as part of the problem. 
Fig. 1. A part of the magnetic circuit, with corresponding flux lines, T:tooth Y:yoke. 
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Finally, the system (1 .l ), (1.3) and (1.4) must be completed with initial data, viz. 
H = 0 in s,t = 0, (1.8) 
corresponding to the demagnetized state of the material. 
Actually the value Cb(t) is the physical relevant quantity in the present field problem. Indeed, 
the electromagnetic loss [joule] over a time interval ( TI, T2) per unit interval of the space variable 
in the flux direction is given by [3]: 
.I 
T? 
E= d4 
TI 
Cb(t>z dt. (1.9) 
Assuming the material isotropic, H may taken to be unidirectional, i.e. H = H . la. Taking into 
account the definition of the differential permeability pd, viz. yd = (%/aH), the right-hand side of 
(1.1) is of the form o,ud(aH/&) . 1~. 
Thus, we are left with a scalar parabolic problem for H, with a nonlocal Neumann boundary 
condition on dS, as well as with a Dirichlet side condition, in which the boundary value of H on 
as is unknown too. 
As nonlinear effects are allowed in the model, & depends on H, as well as on space and time 
variables. Moreover, allowing ,& to depend on the history of the magnetic field, i.e. on the past 
values of H, hysteresis effects might be included too. The latter may cause jump discontinuities of 
& with respect to time, as commented on in [7]. These discontinuities will require a proper time 
discretisation method for the parabolic problem. 
The remaining part of the paper is as follows. In the next section we derive a suitable variational 
form of the scalar parabolic problem just mentioned, both in the yoke cross-section and in the tooth 
cross-section. Section 3 deals with an adapted finite element-finite difference approximation method 
for these parabolic problems. Finally in Section 4 we present some numerical results obtained by 
the present approach and compare them with results derived from the 1D model outlined in [7]. 
2. Variational formulation 
2.1. Parabolic problem in a tooth cross-section S 
Taking the Cartesian coordinate system as in Fig. 2, the problem (l.l)-( 1.5) for the magnetic 
field H = H. lfl, (1~ = l,), in a cross-section S of a tooth simplifies to the following scalar parabolic 
Fig. 2. Cross-section of a tooth, orthogonal to the flux line. 
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problem for H(x, y; t): 
8H 
a2H a2H in S t > 0 apq=p+ay’ ’ ’ 
J %kTdt’ ) ss an W(t)  > o 
(2.1) 
(2.2) 
H = Cb(t) on as, t > 0, (2.3) 
H = 0 in S, t = 0. (2.4) 
Here Cb(t) is not given a priori, but must be determined as part of the problem, while 4(t) is given 
(enforced). 
To derive a suitable variational form of this problem, we introduce the function space 
V = {v E W:(S) 1~12~ is constant}. (2.5) 
Here W:(S) is the usual first-order Sobolev space on S and the condition “~1;~ is constant” must 
be understood in the sense of traces, as defined e.g. in [l]. 
Then, multiplying both sides of (2.1) with a test function v E V, integrating over S, applying the 
Green’s theorem and invoking the boundary condition (2.2), the problem (2.1)-(2.4) is found to 
be (formally) equivalent with the following variational problem: 
Find H(x, y; t), obeying HE V and (aHI&) E L2(S) for every t > 0, such that 
J aH spddtvdxdy+ J gradH.gradvdxdy = rs d@(t) CT -vI?~ dt for every v E V, t > 0, (2.6) s 
H=O for t=O. (2.7) 
Notice that by the requirement H E V for every t > 0, (2.3) is automatically taken into account. 
2.2. Parabolic problem in a yoke cross-section S 
Taking the cilindrical coordinate system as in Fig. 3, the problem (1.1 )-( 1.5) for the magnetic 
field H=Hln, (l~=l~), in a cross-section S of a yoke can now be reduced to the following scalar 
Fig. 3. Cross section of a yoke, orthogonal to the flux line 
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parabolic problem for H( r, z; t ): 
s[ dH _n dz z + 1 d(W ?S ---n, dl=~y, t>O, Y & 1 
(2.8) 
(2.9) 
rH = Cb(t) on iX, t > 0, (2.10) 
H = 0 in S, t = 0. (2.11) 
Introducing the new unknown g(r,z; t) = rH(r,z; t) and retaining the function space V, (2.5) the 
formally equivalent variational problem reads: 
Find fi(r,z; t), obeying fi E V and (de/at) E L2(S) for every t > 0, such that 
n 
c 
J’ 
pd;$drdz + 
J’ 
lgradk.gradvdrdz = g d4(t) -v1(7s 
dt 
for every u E V, t > 0, (2.12) 
s sr 
Ei = 0 for t = 0. (2.13) 
Notice that, by the choice of the new unknown fi, we arrive at a variational equation similar to 
(2.6), apart from a weight factor (l/r), (which is infinitely smooth in S), entering the integrands. 
This is particularly attractive from computational point of view, viz. when constructing the mass 
and stiffness matrices in the finite element-finite difference approximation method, outlined in the 
next section, starting from the variational problems (2.6)-(2.7) and (2.12)-(2.13). 
2.3. Nonlinear and hysteresis eflects 
In the parabolic problems above we allow for nonlinear and hysteresis effects of the magnetic 
material, the latter being described by the Preisach model, resulting in a very complicated differential 
permeability pd = (dB/dH), entering (2.1) and (2.8). In the Preisach model the material is assumed 
to consist of small dipoles with magnetisation taking the values - 1 or + 1 only. The characteristic 
parameters of the dipoles are distributed statistically according to the Preisach function y. The 
memory properties of the material are described by the magnetisation value of each dipole. Thus 
,&(x, y; t) not only depends on the magnetic field H(x, y; t) itself, but also on the values of H at 
previous time points t’ < t, i.e. on the history of the magnetic field, denoted by H(past)(x, y; t). These 
phenomena are described in some detail, e.g., in [4], see also [2]. 
By the highly nonlinear (in particular, hysteresis) behaviour of j,& the problem of proving in a 
rigorous way the existence and uniqueness of a solution to the variational problems (2.6)-(2.7) and 
(2.12)-(2.13) is open. 
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3. Finite element-finite difference approximation 
3.1. Field problem in the cross-section S of a tooth 
3.1.1. Space discvetisation by jnite elements 
For the triangulation rh, (h mesh parameter), shown in Fig. 4, we consider a usual quadratic finite 
element mesh. 
BY cpib, Y 1, (j = 1,. . ., J), we denote the standard cardinal basis functions, associated to the 
nodes (xj, yj), (j = 1,. . . , J), J being the total number of nodes. Here, the nodes are numbered such 
that the first I of them, I < J, belong to the open domain S. We then have, with Co(S) being the 
space of continuous functions on S and with P2(T) being the space of polynomials of degree < 2 
on T, see e.g. [l], 
(3.1) 
and 
Next we introduce 
ti+l(x9Y)= 2 qj(-?Y)EXh* 
j=I+ 1 
(3.3) 
On a side y of T E Th, for which q C dS, we have I/$+~ ]‘1 E 1, as clearly til+, I4 is a quadratic function 
of one variable (either x or y) showing the value 1 in the 3 nodes on q. Consequently, 
&+, = 1 on as (3.4) 
Moreover, $1+i is readily understood to vanish throughout S apart from the triangles T E q, adjacent 
to as. 
Writing, for convenience, $j = qj, 1 < j < I, we finally define 
vh = span( h)$‘t = &h @ span( h+i )- 
This space vh is suitable for a conforming finite element approximation as 
v, c v 
(3.5) 
(3.6) 
Indeed, for zi E vh one evidently has u EXh C W:(S), while also v is constant on dS, due to (3.4). 
Moreover, the particular choice of til+, , (3.3), will mm out to be attractive from computational point 
of view. 
Fig. 4. The triangulation zh of S. 
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The finite element approximation H&, y; t) E V,, of H(x, y; t) is defined by a system similar to 
(2.6)-(2.7), now with V replaced by V,,. Hereby we simplify the space dependency of pd, by passing 
to fid r” pd, 
id@, Y, G&&G Y; Wh(past)(~, Y; t)) 
= pd(xk, y;, t, Hh(xp, y;, t), Hh(past)(xF, y;, t)) in T, VT E zh, t > 0 (3.7) 
where (XC,, y;) is the centre of gravity of T. Such a simplification will allow us to take properly 
into account the nonlinear and hysteresis effects, resulting in the complicated form of the differential 
permeability pd. ,& now depends upon the finite element approximation Hh(x, y; t) and Hipast)(x, y; t) 
of the magnetic field H(x, y; t) and its history H(@)(x, y; t), respectively. 
Explicitly, decomposing Hh as 
1fl 
Hh(& Y; t) = CH,(l)$j(x: Y), t > 0, (3-g) 
j=l 
we have H,(t) = Hh(xj, yj; t), 1 < j < I, and H,+,(t) = Hh(x, y; t))as, due to the proper choice of the 
basis functions of Vh, (3.5). A similar result holds for the finite element approximation Hh(past)(x, y; t) 
of H(past)(x, y; t), the expansion coefficients now being denoted as HP)(t), Hipast)(t) . , H,‘?;“(t). 
Thus, we are led to a system of first order DES for the coefficient functions H,(t), 1 d j d I + 1, 
viz., 
M(t, C(t), C(p”s’)(t)) . $ + K . C = F, t > 0, 
with the I.C. 
C(0) = 0, 
where 
C(t)= [H,(t),Hg(t),...,H,+,(t)]‘, Ccpast)(t)= [H1’P”““(t),H;past)(t),...,Hj$@(t)]7 
and 
M(t, C(t), C(past)(t)) = (ML&l,mC,+, > K = wl,m),<~,m<,+, > 
with 
K/,, = 
./ 
grad Ii/r . grad & dx dy 
s 
MI,, = 0 
s 
i&(x, Y, t,Hh(X, Y; t),Hh(past)(X, Y; t))ti&m d-x dY 
s 
and, moreover, 
d4 F(t) = odt . [O,O,. . .,O, llT. 
In the last equation we used (3.4) and the fact that tj, , &,. . . , t+b, all vanish on dS. 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
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3.1.2. Time discretisation by finite difSerences 
To take properly into account the jump discontinuities of pd with respect to time, we outline a 
modified Cranck-Nicholson FDM for the problem (3.9)-( 3.10). 
Let At be a time step and ti =i.dt, (i=O,1,2,.. .), be the corresponding equidistant time points. 
We define an approximation ?‘) = [pi”,Ry’, . . . ,I?yi,lT of C(tj) = [B,(t,),t?,(ti), . . . ,6,+,(t,)]T, 
(i= 1,2,...), by h f 11 t e o owing recurrent algebraic system: 
I . p _ (y-l) 
At 
+K. 
CT?‘(‘) + t(‘-‘) = F(ti) f2F(tj_l), 
2 
i = 1,2,... (3.15) 
starting from, see (3.10) 
E(O) = 0 
By means of ?’ we construct an approximation PF’(x, y) of Hh(x, y, t, ), (3.8), viz. 
(3.16) 
1+1 
lq’(x, y) = c qLyt)t/qx, y). (3.17) 
j=l 
As the matrix a(‘) depends on the unknown C?), we set up an iterative procedure to solve the system 
(3.15) at every time point t,, the number of iterations being denoted by n,. The approximation of 
I?) at the Zth iteration level is denoted by ?i),cr). The corresponding approximation of (3.17) is 
written as fijli)*(‘) (x, y). In the final iteration level we write fif’ := fir),@‘). 
In the iterative procedure the matrix fi(‘), appearing in (3.15), is generated from the matrix M 
by a suitable averaging procedure over [tl_,, ti] as described in [2]. The weights, denoted by a(T)‘(‘) 
and 1 - x!‘.(” at the Ith iteration level, 1 d I d ni, are implied by the possible jump of fidr specified 
in each element T E zh, over the considered time interval, as shown in Fig. 5 below. 
Hh H1 
Fig. 5. Parabolic interpolation arc for the magnetic field (upper curve); corresponding differential permeability (lower 
curve). 
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The weights c@‘(l). In the triangle T E q,, we put 
Cl).(/) _ 
{ 
&).(l) _ tr_, 
aT - At 
when ,Lif’ jumps at t = pF'3"' E]ti_1, t;[, (3.18) 
I 
2 otherwise. 
At the lth iteration level the time point p(r).(‘), 1 < 1 < n,, appearing in (3.18), is obtained either 
from the top of the parabolic interpolation arc, shown in Fig. 5(a), or as the intersection point of 
this arc and the horizontal line H = Hext, shown in Fig. 5(b), Hext being the extremum of H evaded 
from the memory. In both cases t = pr (‘).(‘) is a jump point for the differential permeability. 
The matrix hjci)‘(‘). We introduce an average ,Li~‘,(” (x, y) of 4:) over [tr_,, t,], defined on S, as 
follows: 
&OJO]T = ~~~~“~F~(~~~Y~~~~-l~~h(~~~Y~~~~-l)~H~past~(~~~ Y;, tipI )) 
+ (1 - X((T)‘($&(X;, Y;, t,,Hh(‘--I)($-, Y~,ti),~~past”“~l’(X~, Y;, ti)), VT E z,,. (3.19) 
The mass matrix A4 at t = t, at the Zth iteration level, 1 < 1 < ni, is correspondingly approximated 
as 
(3.20) 
At the zeroth level of iteration, the mass matrix fiCi),(‘) is taken to correspond to the choice c$‘,‘~‘= 1, 
VT E z,,. 
3.1.3. Computational aspects 
In practice, the construction of the mass matrix M and the stiffness matrix K, (3.12), only requires 
an adaption of a standard technique for boundary value problems with a classical Neumann condition 
throughout dS, see [5,9]. 
This attractive feature follows from the proper choice of the basis function $,+1, (3.3). Indeed, 
returning to the basis (qj)i”, , of X1,, (3.1), and denoting 
we have for the (symmetric) mass matrix M, 
M/,tri = M:sl, for 1 < 1, m < I, (3.22) 
A4 Lltl = for 1 < I < 1, (3.23) 
k=l+l 
and 
(3.24) 
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Thus, the assembling of the global mass matrix from the local element mass matrices, has to 
be modified as compared to the standard construction of MC”‘) as follows: in the Boolean selection 
matrices associated to the triangles adjacent to dS, the nodes which belong to dS must all be treated 
as one single node. 
A similar remark apply to the stiffness matrix K, (3.12). 
3.2. Field problem in the cross-section S of a yoke 
As mentioned above, by introducing the new unknown A(r,z, t) = rH(r,z, t), the magnetic field 
problem in a cross-section S = {(T,z) j 0 -C rl < r < r2, z1 < z < z2} of a yoke, has been given a 
variational formulation similar to the problem (2.6)-(2.7) for H(x, y; t) in the cross-section of a 
tooth. Formally, the only modification required is due to the smooth weight factor (l/r) in the 
integrand. 
In particular, for the algebraic system, only minor changes are needed in the case that ,.& is 
independent on H and H(@), when constructing the actual stiffness and mass matrix using numerical 
quadrature. However, when allowing for nonlinear effects or hysteresis effects, it must be noted that 
the eVahatiOn of pd rest upon H instead of Ei. 
4. Numerical results 
The effectiveness and the reliability of the variational approximation for the problem (1.4)-( 1 .S), 
as outlined in the previous sections, has been confirmed by several numerical experiments, both for 
the yoke and the tooth. Thus, example 1 illustrates the reliability of the method, by comparison 
with results from a common ID model, while Example 2 shows the approach is effective for the 
evaluation of the physical quantity, we are looking for. 
Example 1. Recovery of the electromagnetic loss in a tooth, calculated from the 1D model. 
We consider a linear model, with p_ld=2000,& [H/m], ~0=47c10-7 and g=30-‘e8 [S/m], for a tooth 
with cross-section as shown in Fig. 6, for the cases 2d = 0.35 mm, 2d = 0.50 mm and 2d = 0.65 mm. 
Fig. 6. The cross-section S of the tooth with width 2d and length L. 
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The enforced flux is: 
q5 = 2dLB,, sin(2rc j’t), 
where B,, = 1 T, f = 50 Hz. 
189 
(4.1) 
In Fig. 7, the electromagnetic loss E, defined by (1.9), with Tz - T, = (l/f) is plotted versus 
d = (L/2d). For increasing d (i.e. for increasing length relative to the width) the values of E found 
tend to these obtained by the 1D model, as it should. 
Example 2. Evaluation of the electromagnetic loss in a yoke. 
According to (1.9) the electromagnetic loss over one time period is given by 
E= 
! + Cb(+)d4 (4.2) 
We now consider the axi-symmetric model, with the hysteresis effects, of the magnetic field 
in a cross-section of a yoke, shown in Fig. 8, with 2d = 0.5 mm and r2 - yI = 1 cm. We retam 
d = 30-‘e8 [S/m]. pd is derived from the Preisach model, directly using the experimentally obtained 
E [J/m31 
120 -- 
______________------ ---- 
_s-- 
100 -. I’ 
\ 
I’ 2d=O.65 mm 
: 
80 -. : 
ID 
: ________- 
’ 
60 --: . ...” 
,,,_,,._,._.._...  . . .....( _‘_I. . . . . . . . 2D 
.- ._._.. 
1 :’ 
\ 
, : 26=0.5 mm s 
: x-.-.-- -. 
20 -- ,I’ 
\ 26=0.35 mm 
,’ 
A=VLd 
0 7 I 
0 10 20 30 40 
Fig. 7. The electromagnetic loss versus d = (L/2d). 
I 
I 
I 
. . 
A 
I . . . .i 2d 
Fig. 8. The cross-section S of the yoke. 
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+ IWbl 
6 
5 
? 
4 -- 
3 -- 
2 -- 
I -- 
0 -- 
-1 -- 
-2 -- 
-3 -- 
-4 -- 
rl= 2.5 mm 
rl= 82.5 mm 
rl=62.5 mm 
rl= 42.5 mm 
rl= 22.5 mm 
Fig. 9. (Cb, qh)-loops. 
Table 1 
Electromagnetic loss E 
n (ml E (J) 
2.5E-03 1,487851lE-04 
2.25E-02 5.5418833E-04 
4.25E-02 9.6351403E-04 
6.25E-02 1.3521252E-03 
7.25E-02 1.7575524E-03 
distribution function y, as described in [2] ( in contrast to [7] where an approximating analytical 
expression for y is constructed, based upon data fitting). Furthermore, we retain f = 50 Hz. 
In Fig. 9, Ci, (i.e. the constant value of fi on 8s) is plotted versus the enforced flux for dif- 
ferent values of rl, viz. rl = 0.0025; rl = 0.0225; rl = 0.0425; yI = 0.0625; rl = 0.0825. The surface 
enclosed by the respective (C,, 4)-loops is a measure of the electromagnetic loss E, (4.2), shown in 
Table 1. 
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