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Abstract: Time-average velocity distribution in steady and uniform channel flows is important
for fundamental research and practical application as it is always three-dimensional, regardless
of channel geometry. However, its determination has predominantly been carried out by using
complex numerical software, even for the simplest geometry such as rectangular channels. The
log-law was developed initially for circular pipe flows, where a single shear velocity is used to
normalize the velocity (u+) and its distance (y+). Tracy and Lester found that the performance
of the log-law can be extended to express velocity profiles in rectangular channels when the
global shear velocity (gRS)0.5 and (ghS)0.5 are used to normalize the measured velocity u and
its distance y. This study extends this discovery from the channel central line to the corner
regions, and its general form of log-law was found to be valid even in trapezoidal or triangular
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open channels or closed ducts. This modified log-law can produce good agreement with the
measured velocity with an average error of less than 5%. Therefore, this study provides a
simple and reliable tool for engineers and researchers to estimate the velocity contours in
straight and smooth channel flows.
Keywords: velocity contours; closed duct; modified log-law; shear velocity; smooth open
channel.
1. Introduction
Velocity distribution in channel flows is fundamentally important to simulate flow-related
phenomena like pollution dispersion, sediment transport and flow-structure interaction. For 2D circular pipe flows, many pioneer researchers [1-6] have verified experimentally that the
universal log-law is valid. After several attempts, the universal log-law [7, 8] has been
empirically extended to non-circular pipe flows with different forms, which can be expressed
in the following general form:
𝑢
1 𝑢∗2 𝑦
= 𝑙𝑛
+𝐵
𝑢∗1 𝜅
𝜈

(1)
𝑢

where, κ = von Karman constant, B = integral constant, 𝑢 and
∗1

𝑢∗2 𝑦
𝜐

are the dimensionless

velocity u and distance y, normalized by shear velocities 𝑢∗1 and 𝑢∗2 , respectively, in which y
is the normal distance from the solid boundary and ν = kinematic viscosity. Based on his data
from circular pipes reported by [9], where the local boundary shear stress = global average
shear stress = ρgRS, Nikuradse [9] recommended that κ = 0.4, B = 5.52 and 𝑢∗1 =𝑢∗2 = (τ/ρ)0.5,
in which τ = shear stress, ρ = fluid density, g = gravitational acceleration, R = hydraulic radius,
S = energy slope.
However, when the applicability of log-law is extended to non-circular pipe flows, many
experimental researchers found that there exist a wide scatter range in κ and B. For instance,
Laufer [10] observed κ = 0.34 and B = 5.5, Comte-Bellot [11] spotted κ = 0.40 and B = 6.0,
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Coantic [12] obtained κ = 0.40 and B = 5.5, and Zanoun, Durst and Nagib [13] found κ = 0.37
and B = 3.7. Now the mechanism responsible for these deviations is not clear yet.
Keulegan [14] was probably the first one who extended the log-law’s application to open
channel flows by assuming 𝑢∗1 = 𝑢∗2 = 𝑢∗0 = (gRS)0.5. Several researchers in his time had
found that the log-law could approximately express the measured velocity in the inner region
and may extend to the outer region of channel flows [6, 15, 16]. Equation 1 with identical
shear velocities on both side is termed the universal log-law and it has been widely used in
numerical models. With the advent of sophisticated equipment and the accumulation of more
experimental data, it is found that the universal log-law does not always perform well, but some
modifications are needed to match the observed data. Coles [17] found that that the measured
velocity is systematically higher than the log-law’s prediction in all boundary layer flows, this
deviation cannot be simply attributed to measurement errors, thus the wake-function is
suggested for corrections. For channel flows, Buschmann and Gad-el-Hak [18] concluded that
for the entire region, no specific law is valid, and Tracy and Lester [7] found that for central
profiles of rectangular channels, a better agreement can be achieved if 𝑢∗1 = (gRS)0.5 and 𝑢∗2
= (ghS)0.5 where h is local water depth, and this claim has been supported by many experimental
studies [19, 20].
Due to its importance, many researchers have investigated fully developed turbulent flows in
pipes of noncircular cross sections [8, 21-28]. Their results show that the velocity distribution
is very complex and influenced by many factors like shape of cross section, aspect ratio,
roughness distribution along the wetted perimeter, and non-uniform distribution of shear stress.
The existing log-law cannot be simply applied to the corner region, and even in the central
region, Tracy and Lester [7] observed that a better agreement between log-law’s prediction and
measured data can be achieved if different shear velocities are used to normalize the measured
velocity and its distance.
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Keulegan [14] was the first one who realized that a flow region should be divided into subareas using its bisectors as shown in Fig. 1, in each sub-area he assumed that the log-law is
valid, or the 3-D channel flow can be approximately treated as the 2-D flow. A similar idea has
been proposed by Leighly [29] who divided the flow region into subregions using the
orthogonals of the isovels (contours of mean velocity). Nevertheless, their treatments of flow
region do not generate reliable outcomes when compared with the measured distribution of
boundary shear stress and velocity [16]. Keulegan’s [14] treatment implies that the local shear
stress has no influence on the velocity and that it only depends on the global shear velocity.
This assumption is contradicted with experimental data as noticed by Tracy and Lester [7], who
concluded that the log-law can be improved using 𝑢∗2 = (ghS)0.5, but they did not explain why
and has no connection with the local boundary shear stress. In the 1990s, Yang and his coworkers [30-32] established a method to determine the boundary shear stress and it is found
that the parameter 𝑢∗2 in Tracy and Lester[7] equation is the local boundary shear stress, or
more precisely with the boundary shear stress at the central point of channel flows. They
proposed that the turbulent energy in any arbitrary flow volume will be transferred and
dissipated on the nearest boundary [8]. For the trapezoidal duct in Fig. 1, one can divide the
flow region into different sub-regions as Keulegan [14] suggested. Furthermore, based on the
same principle, one can infer that the energy in the shaded area, ∆A will be transferred and
dissipated on the wetted perimeter ∆p on the sidewall, and that the energy loss over a unit
length in the streamwise direction is ρg∆AS, and that the work done by friction force over the
unit length is τ∆p. From the energy conservation principle one has
∆𝐴
= 𝜌𝑔𝑆𝑙
∆𝑝→0 ∆𝑝

𝜏 = 𝜌𝑔𝑆 lim

(2)

where l = normal distance from the boundary to the division line or free surface where the
Reynolds shear stress is zero [19, 33].
[Figure 1]
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After realizing that the parameter of u*2 = (ghS)0.5 is the local shear velocity in Tracy and
Lester’s (1961) modified log-law, Yang et al. [34] inferred that the modified log-law can be
extended into the corner region when
1) 𝑢∗2 = (τ/ρ)0.5 in Eq. 1 is used, and τ = the local boundary shear stress in the corner region.
2) Eq. 1 is applied along the boundary normal line (𝑙𝑏 𝑎𝑛𝑑 𝑙𝑤 ) to the division line (dotted lines
in Fig. 1).
However, Yang’s inference has not been proved in other non-circular pipe flows like
trapezoidal channels and rectangular ducts. As in numerical models, the log-law has been
widely used as a boundary condition, but more attention should be paid to examine its validity
using experimental data. The research objectives of this paper are:
1) To experimentally examine the validity of the modified log-law in the corner region, with
more attention paid to the near boundary region;
2) To extend the application of Eq. 1 from rectangular channel flow to other flows with
different shapes, especially closed ducts, and
3) To test whether the modified log-law can give a satisfactory prediction of velocity contours
for engineering purposes.
2. Background and Experiments
2.1. Theoretical considerations
In fluid mechanics, to understand the turbulence structures, it is very important to find out the
velocity distribution. For velocity contours in three-dimensional turbulent flow many
researchers have presented different prediction methods. Unfortunately, even for the simplest
channel flows, complex software is required to generate the velocity contour [35], which,
irrespective of the complications, requires more time and effort than the average practising
engineer can afford. Therefore, a simplified model to compute velocity contour would be more
useful.
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Regardless of channel geometry, boundary shear stress is unequally distributed in three
dimensional flows. It is generally agreed that non-uniform distribution of boundary shear stress
has an important influence on velocity distribution [8]. The velocity distribution equation of
von Karman-Prandtl is treated as the "law of the wall" of the logarithmic portion [16, 36], even
it cannot provide reasonable velocity contours by following Keulegan's [14] suggestion, i.e.,
using mean shear velocity on both sides of the log-law.
Unlike Keulegan, Tracy and Lester [7] compared the log-law’s performance by using different
definitions, i.e., 𝑢∗1 = 𝑢∗2 and 𝑢∗1 ≠ 𝑢∗2 , and they concluded that if local shear velocity and
global shear velocity are used to normalize the measured wall normal distance and near-wall
velocity respectively, then the log-law’s performance is enhanced significantly. But
unfortunately their experimental data all come from the centre line of rectangular open channel
flows, and only 10 measured profiles were used for the comparison.
Yang, et al. [8] linked the 𝑢∗2 found by Tracy and Lester [7] with the local boundary shear
stress, and the influence of local shear stress on the velocity was clarified. As the log-law has
been used in numerical models as a boundary condition, it is necessary to examine the modified
log-law’s performance in the near boundary region. In Tracy and Lester’s [7] experiment, a
propeller (intrusive to flow) was used to measure the velocity and now measurement accuracy
can be significantly improved using the modern Laser-Doppler Velocimeter (LDV) which can
measure (non-intrusive to flow) the velocity very close to the boundary, thus such an
experiment is useful to clarify the validity of the modified log-law.
According to Yang, et al. [8], the modified log-law can be extended to the corner region, this
enlarges the log-law’s application, and even the data from rectangular open channels have been
used for verification. Further it is still needed to investigate whether the log-law can generate
satisfactory velocity in other channels like rectangular, trapezoidal, triangular using,𝑢∗1 =
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global shear velocity = √𝑔𝑅𝑆 and 𝑢∗2 = local boundary shear velocity = √𝑔𝑙𝑛 𝑆, where 𝑙𝑛 is
the distance normal to the boundary (lb, bed or lw, wall in Fig. 1).
2.2. Experimental setup
In this study, experiments were performed at the hydraulics laboratory of the University of
Wollongong. The flume was 10.5 m long and had a straight rectangular cross-section
constructed from 12-mm thick polished float glass, which has low Manning roughness
coefficient of 0.01[37], (see Fig. 2a and 2b). At the entrance of the flume, a honeycomb with a
size of 300mm long, 250mm high and 287mm wide was glued by silicone between the flume
walls and a series of baffles in a staggered configuration (Fig. 2c). The flow in the flume was
generated through a 35 L/s automated pump connected to a large overhead water tank (for more
details, see Han, Yang, Sivakumar and Qiu [38]) . The water depth through the flume was
controlled by an adjustable tailgate in the downstream tail tank. The relative height of this
tailgate was adjusted by rotating the attached handle.
The location of the measurement section was 6 m from the inlet of the flume. For all test
conditions, the maximum turbulence intensity occurs very close to the bed. Moreover, from the
bed to the inner layer, the turbulence intensity decreases up to a certain value, then remains
almost constant towards the free surface. Turbulence intensity is found to be less than 2% at
the measurement location. Flow depths were measured using point gauges with an accuracy of
± 0.1 mm. The depth of water could be adjusted by controlling the tailgate located in the
collection tank at the downstream end of the flume. To attain steady and uniform flow
conditions, the water surface slope and the flume bed slope were kept constant in each
experiment and were repeatedly checked before the data collection. Table 1 summarizes the
hydraulic parameters for the flow measurements during laboratory experiments that were
chosen after a lot of trials until it was ensured that fully developed flow conditions had been
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achieved. All experiments were conducted in steady uniform and fully developed turbulent
flows at Reynolds number at 127000 and 129000.
[Table 1]
In this study, a Laser Doppler Velocimeter (LDV) was used to measure point velocities during
the experiments. It is a two component configuration with a 60 mm optical fibre probe and a
lens of 400 mm focal length. The probe was aligned normal to the x-axis. Dantec polyamid
seeding particles of 20 and 50 μm diameter (PSP-50, diam. 50 μm and PSP-20, diam. 20 μm)
were seeded in the flume. It is important to note that, during the measurement of velocity by
LDA, data acquisition of the components needed to be coincidental in time for all the data
pairs. The signal processor is a Dantec Burst Spectrum Analyser (BSA) connected to an
oscilloscope and a PC. The BSA converts the electrical signals, which are processed by the
oscilloscope, into velocity data, which again are monitored online by a PC. Raw data exported
from the BSA can be processed into statistical values like mean velocities, root mean squared
values of velocity fluctuations, and Reynolds stresses.
The sampling rate varied point by point from bed to the water surface, and it generally ranged
up to 100 Hz. Velocity measurements were averaged over 2000 data points collected at single
points at equal intervals of 10ms to yield a time of averaging of 20s. Bias error in the velocity
measurements was small. Velocity bias was eliminated by operating the system at high signal
rates and properly time averaging the processor output. Concentration bias was not a factor
during present experiments, since the water was uniformly seeded. Experimental uncertainties
were found to be less than 2% for streamwise mean-velocity measurements and 4% for the root
mean square (RMS) velocity fluctuation measurements.
[Figure 2]
3. Analysis of Experimental Results
3.1. Experimental results
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For the smooth rectangular channel, the main flow section can be divided to calculate the
velocity contours as shown in Fig. 2(b). The flow region is divided by the division lines into
three sub-regions, OCGD in Fig. 2(b) for the bed region, and similarly OAC and DBG for the
side wall regions. The dotted lines represent the division lines and the dash lines represent the
boundary shear stress distribution for the smooth rectangular channel, where 𝑙𝑤 = z and 𝑙𝑏 = y
and l = normal distance to the nearest boundary. For the bed region, the local shear velocity
was calculated by using 𝑙𝑏 and for the wall regions the local shear velocities were calculated
using 𝑙𝑤 , where 𝑙𝑏 and 𝑙𝑤 are the normal distances from the boundary to the division line or
free surface. Velocity contours of channel flows with Re = 1.27 x 105 and Re = 1.92 x 105 are
shown in figure 3 (a) and 4 (a) for aspect ratios of 2.22 and 3.45, respectively. To examine the
modified log-law, the velocity contours are calculated using Eq. 1 and the results are shown in
Figs (3, 4 b). It can be seen that isovel contours of calculated agree with the measured contours
well, indicating that Eq. (1) is reliable for calculating the point velocity distribution. To validate
the modified log-law, the relative error between measured and calculated isovelocity contours
was obtained from E =

|𝑢𝑐 −𝑢𝑚 |
𝑢𝑚

x 100% where 𝑢𝑐 is the calculated velocity and 𝑢𝑚 is the

measured velocity. The overall relative error in the calculated velocity contours is 5.09 % but
it is different for each profile indicated as 7.23 %, 7.92 %, 5.11 %, 5.70 %, 3.22 %, and 1.35
% respectively from near wall contour towards the centre of the channel. The measured velocity
distribution contours are much closer to the calculated contours and the estimation is within
the acceptable range.
[Figure 3]
[Figure 4]
In Tracy and Lester’s [7] experiment, the velocity very close to the boundary was unable to
obtained due to the equipment incapacity, thus the validity of the modified log-law in the inner
region of 3-D flows for a smooth channel has not been verified fully. Figure 5 shows typical
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results of measured mean velocity distribution in the bed region for b/h = 3.45 (test 2). It can
be seen from Fig. 5 that, each velocity profile has a different intercept while, near the wall
region velocities are represented by straight parallel lines. In general, the agreement between
the modified log-law and the near boundary velocity is acceptable.
It is noticeable from Figure 5 that at a certain distance the linear relationship converge and
surplus energy is transferred towards the bed not towards the side wall. In a horizontal profile
this occurs when the measuring point exceeds the division lines as shown in Fig 2(b) and in
simple words it indicates that velocities belong to two different sub-sections as near bed region
or near wall region separated by divisional lines DG and OC. Figure 5 shows that the slopes
of the parallel lines resemble each other, which indicates that 𝑢∗1 is constant in Eq. (1), and
this confirms Tracy and Lester’s (1961) finding. The different intercepts clearly indicate that
𝑢∗2 in Eq. 1 should be different for different profiles, which confirms that the u∗2 is not the
same for each profile. It is necessary to examine whether the expression of u*2 = (τ/ρ)0.5 is
appropriate and the intercept is really related to the local shear stress obtained by Yang and
Lim [31].
[Figure 5]
The velocity profiles were measured across the flow section at eight verticals, i.e., z = 10, 20,
30, 60, 70, 90, 110, 130 mm, respectively. Figure 6 shows the velocity distribution in the bed
region (see Fig. 2b) in a plot of

𝑢
𝑢∗1

against dimensionless distance

𝑢∗2 𝑦
𝑣

. It is interesting to note

that all data points collapse into a single line that can be represented by the modified log-law
where k = 0.4 and B = 5.52 remain unchanged. This is clear from Fig. 6 by plotting the data
using two different shear velocities, 𝑢∗1 as global shear velocity and 𝑢∗2 as local boundary
shear velocity. The data points have a single relationship and collapse in a single line which
confirms the discovery of Tracy and Lester [7] and Yang, et al. [8] who found that, while using
the same shear velocities on both side of the law of wall. Yang, et al. [8] obtained local shear
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velocity using two sub regions i.e. sidewall and bed, and concluded that the log law does not
produce good results when using the same shear velocities.
[Figure 6]
3.2. Verification of the modified Log-Law using data from duct flows:
Technically, to model velocity accurately, one needs to solve three problems:
1) The determination of boundary shear stress distribution τ or its alternative form 𝑢∗ ; 2) to
determine whether the connection of velocity and its shear velocity and the log-law or its
modified form is accepted; and 3) the application limit of the log-law.
The shear velocity 𝑢∗ is one of the most disputed and vague parameters in fluid mechanics.
This is the most fundamental velocity scale, which can be used to normalize mean velocity and
turbulence intensity. Most researchers have argued that use of 𝑢∗𝑟 (calculated from Reynolds
shear stress) or 𝑢∗𝜐 (calculated from the viscous sub layer) is most accurate for use on both side
of the log law equation in comparison to the other methods [39-43]. It has been assumed in
literature [7, 24, 39, 40, 44] without adequate justification from experimental data that 𝑢∗1 =
𝑢∗2 = local shear velocity. A simple way to judge this is to observe whether the predicted
velocity contours agree with the measured contours. Currently, for noncircular cross-sectional
duct flows in the literature, to the authors’ best knowledge, none of the researchers has
investigated whether reasonable velocity contours can be modelled by the modified log-law
where both global shear velocity and local boundary shear velocity are used simultaneously.
To examine Yang’s concept for smooth ducts, the velocity contours measured by Khalifa and
Trupp [24], Nikuradse [9], and Prinos, Tavouiaris and Townsend [28] are used for comparison
in this study. The duct used by Khalifa and Trupp [24] had dimensions of the cross-section of
AB = 2.54 cm, BC = 6.6 cm, CD = 6.35 cm (see Fig. 1). They measured isovel contours of the
trapezoidal duct using a Pitot tube (intrusive to flow) and the result is shown in Fig. 7(a). To
calculate the contours the duct was divided in three sub regions, i.e., for wall AOD and BAOG
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and for bed CDOG. Furthermore, the regions BAOG and CDOG were further sub divided, as
normal distance from OG to either side of the duct is equal. For region OG to either side of the
duct, the point velocity is calculated using the distance from the bed towards the centre of the
duct. For this region, the error is indicated as 6.55%, 3.45%, 5.35%, 0.10%, and 1.64% from
bed towards the centre of the duct between calculated and measured point velocities. Likewise,
qualitatively both are in good agreement, whilst the calculated isovel contours using the
modified log-law are shown in Fig. 7(b).
[Figure 7]
Similarly, the curves of constant velocity distribution for a smooth triangular cross-sectional
duct obtained by Nikuradse [9] are as shown in Fig. (8). The measured contours are shown in
Fig. 8 (a) and the calculated contours of isovelocity using Eq. (1) are shown in Fig. 8 (b); both
are in fairly good agreement. The error between the calculated and measured velocity contours
for each profile is indicated as 0.7%, 2.9%, 1.7%, 3.4%, 2.3%, and 1.9% respectively from near
wall or bed contour towards the centre of the duct.
[Figure 8]
Nikuradse [9] plotted isovel contours for a rectangular duct by experimental data as shown in
Fig. (9), which shows the comparison between the measured and calculated velocity contours
in the smooth rectangular duct. It can be seen that the agreement between measured and
calculated velocities is acceptable.
[Figure 9]
3.3. Discussion
Based on the comparison shown in Figs. (3-4 and 7-9), one can see that the modified Eq. (1)
can be extended to non-circular channel flows, i.e., rectangular channels, trapezoidal, triangular
and rectangular ducts. Table 2 shows, the measured and calculated velocity distribution
averaged relative error (E) as; 4.18 %, 2.13 %, and 3.47 % for trapezoidal, triangular and
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rectangular ducts respectively. Good agreement between measured and calculated pointvelocity indicates that the Eq. (1) is also applicable to different types of non-circular crosssectional ducts (conduits) when different shear velocities i.e., 𝑢∗1 (= √𝑔𝑅𝑆) and 𝑢∗2 = √𝑔ℎ𝑆
= the local boundary shear velocity are used to normalize u and y, respectively. The variation
in E in the present study may be due to secondary currents, and measurement error. Nikuradse
[9] first observed that the secondary flows arising in the simplest geometry were in a straight
square or rectangular cross-sectional duct. Furthermore, it was reported that the contours of
mean isovelocity bulged near the corners outwards due to secondary motion from the centre
towards the corners of the ducts as clearly shown in Figure 7 and Figure 10.
[Figure 10]
[Table 2]
Nezu and Nakagawa [45] and Nezu and Rodi [46] were the first ones to experimentally observe
that the secondary currents of open channel and closed ducts are quite different and would be
attributed to the effect of side wall, free surface and change in bed topology. As Figure 10
shows, secondary currents have a relatively strong effect in the corner regions. Furthermore,
this study only investigates the velocity distribution in smooth straight channel/ducts in fully
developed turbulent flow region. As shown in Figure 10, Prinos, et al. [28] performed
experiments in a 12 m long straight duct with 154 mm hydraulic diameter (D). Most of the
measurements were taken at a location near the flume inlet that was not fully developed and
the calculated isovelocity contours in the developing region of the cross section showed strong
asymmetry (see Figs. 10a and 10b). As error in left side of top wall region from wall towards
centre of the duct is greater than 20% and along the top right corner from top wall and side
wall towards centre, the error is greater than 15%. Both velocity distribution and wall shear
stress distribution are majorly affected by secondary currents associated with section nonaxisymmetry. It is noteworthy that the effect of secondary flow is less significant in fully
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developed straight non-circular duct flow (see Figures 8 and 9), as a straight noncircular cross
section duct has no secondary currents [47]. Subsequently, it could be observed that the
developing flow is much more sensitive to inlet condition than the fully developed flow as
shown in Fig. 10 (a) and ultimately the calculation by Eq. (1) showed asymmetry with the
measured isovel contours shown in Fig. 10 (b), which shows that due to secondary currents the
maximum velocity occurs approximately half way between the centre and the side wall and
isovel patterns are strongly affected by the relatively high secondary current in developing
flows. The wall shear stress is significantly less in the fully developed region whereas, at the
inlet of the duct, the wall shear stress is significantly the highest because at the entrance region
boundary layers have the least thickness. As measurements were taken in developing flow,
where strong secondary currents occur and Fig. 10 (a) and Fig. 10 (b) show difference in
velocity contour plot, this clearly establishes that Eq. (1) is valid and obtains reasonable
isovelocity contours in symmetry only for fully developed smooth duct flows. We can apply
this approach only for the smooth and straight narrow channels i.e., rectangular, triangular and
trapezoidal in clear water. Furthermore, this method is only applicable to fully developed flow
region.
4. Conclusion
Different from sophisticated numerical software, this study examine the validity of modified
log-law to model 3-D velocity in straight and smooth channel flows, in which the global shear
velocity to normalize the point velocity, i.e., u+, the local shear velocity is used to normalize
the dimensionless normal distance, i.e., y+. In this study, performance of the modified log-law
is examined in a smooth surface rectangular, trapezoidal, and triangular open or closed channel.
Because the local and global boundary shear stresses are identical for circular pipe flows, the
modified log-law becomes the classical log-law. On the other hand, for all non-circular pipe
flows, the local boundary shear stress is different from the overall or global shear stress. This
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study applies Yang’s method to determine the local boundary shear stress, which assumes that
the cross-sectional area of flow in open channels and closed ducts can be subdivided into
infinite sub-regions. This study demonstrates that the measured velocity can be effectively
estimated by using the modified log-law for each sub-region (i.e., bed and sidewall region).
Notably, this study validates the conclusion reported by Tracy and Lester that the modified loglaw can achieve a good agreement for the central profile for rectangular channels. Furthermore,
this study also demonstrates that the velocity in corner regions can be predicted by using the
modified log-law when the local shear velocity is used to normalize the distance in subregions.
The findings of this study confirms that the modified log-law is valid for expressing the velocity
contours in rectangular, trapezoidal and triangular channels. This simple model is flexible, and
the effect of channel shape is well-captured without the need of an empirical parameter. Hence,
the modified log-law provides a simple but flexible way for engineers, particularly numerical
modellers, who need a reliable way to calibrate their numerical models. As the log-law is
widely considered as a universal law, more investigations are needed in future to verify the
validity of the modified log-law for non-uniform and rough channels.
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Figure Captions List
Figure 1.

Definition sketch and local boundary shear stress distribution for trapezoidal
duct.

Figure 2.

(a) Schematic diagram of the laboratory flume; (b) View of flume crosssection; (c) Experimental set-up arrangement. All dimensions are in meters
(m).

Figure 3.

(a) Isovel contours of mean velocity measured in smooth rectangular channel
for b/h=2.22, (b) Calculated Isovel contours using Eq. (1) where 𝑢∗1 = global
boundary shear velocity and 𝑢∗2 = (τ/ρ)0.5.

Figure 4.

(a) Isovel contours of mean velocity measured in smooth rectangular channel
for b/h=3.45, (b) Calculated Isovel contours using Eq. (1) where 𝑢∗1 = global
boundary shear velocity and 𝑢∗2 = (τ/ρ)0.5.

Figure 5.

In bed region typical horizontal velocity distribution for test 2.

Figure 6.

Dimensionless velocity distribution with 𝑢 versus

𝑢

∗1

Figure 7.

𝑢∗2 𝑦
𝑣

in bed region.

Comparison between measured velocity contours and calculated by Eq. (1) in
a trapezoidal duct (ф=60𝑜 ). The measured velocity contours (a) are based on
Khalifa and Trupp [24], while calculated velocity contours (b) are estimated
by using the modified law-log law in the current study.

Figure 8.

Comparison between measured and calculated velocity contours in triangular
duct using Eq. (1). The measured velocity contours (a) are based on Nikuradse
[9], while calculated velocity contours (b) are estimated by using the modified
law-log law in the current study.

Figure 9.

Comparison of measured isovelocity contours in rectangular duct. The
measured velocity contours (a) are based on Nikuradse [9], while calculated
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velocity contours (b) are estimated by using the modified law-log law in the
current study.
Figure 10.

Comparison of measured isovelocity contours in a trapezoidal duct (corner
angles were 60𝑜 and 116𝑜 ). The measured velocity contours (a) are based on
Prinos et al. [29], while calculated velocity contours (b) are estimated by using
the modified law-log law in the current study.
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Table 1:

Summary of hydraulic parameters used in experiments.

Table 2:

Averaged relative error of point velocity contours.
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List of Figures

Figure 1. Definition sketch and local boundary shear stress distribution for trapezoidal duct.
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Figure 2. (a) Schematic diagram of the laboratory flume; (b) View of flume cross-section; (c)
Experimental set-up arrangement. All dimensions are in meters (m).
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Figure 3. (a) Isovel Contours of mean velocity measured in smooth rectangular channel for
b/h=2.22, (b) Calculated Isovel contours using Eq. (1) where 𝑢∗1 = global boundary shear
velocity and 𝑢∗2 = (τ/ρ)0.5.
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Figure 4. (a) Isovel Contours of mean velocity measured in smooth rectangular channel for
b/h=3.45, (b) Calculated Isovel contours using Eq. (1) where 𝑢∗1 = global boundary shear
velocity and 𝑢∗2 = (τ/ρ)0.5.
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Figure 5. In bed region typical horizontal velocity distribution for test 2.
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𝑢

Figure 6. Dimensionless velocity distribution with 𝑢 versus
∗1
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𝑢∗2 𝑦
𝑣

in bed region.
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Figure 7. Comparison between measured velocity contours and calculated by Eq. (1) in a
trapezoidal duct (ф=60𝑜 ). The measured velocity contours (a) are based on Khalifa and
Trupp [24], while calculated velocity contours (b) are estimated by using the modified lawlog law in the current study.
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Figure 8. Comparison between measured and calculated velocity contours in triangular duct
using Eq. (1). The measured velocity contours (a) are based on Nikuradse [9], while calculated
velocity contours (b) are estimated by using the modified law-log law in the current study.
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Figure 9. Comparison of measured isovelocity contours in rectangular duct. The measured
velocity contours (a) are based on Nikuradse [9], while calculated velocity contours (b) are
estimated by using the modified law-log law in the current study.
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Figure 10. Comparison of measured isovelocity contours in a trapezoidal duct (corner angles
were 60𝑜 and 116𝑜 ). The measured velocity contours (a) are based on Prinos et al. [29], while
calculated velocity contours (b) are estimated by using the modified law-log law in the current
study.
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List of Tables
Table 1: Summary of hydraulic parameters used in experiments
Test No. h (mm) b (mm)
b/h Q (L/s)
Reynolds No.
1
2

32

87
135

300
300

3.45
2.22

14.0
33.0

1.27 x 105
1.29 x 105
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Table 2: Averaged relative error of point velocity contours
Channel Type
E
Trapezoidal duct [24]
4.18 %
Triangular duct [9]
2.13 %
Rectangular duct [9]
3.47 %
Rectangular channel (current study)
5.09 %
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