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Abstract
Graph neural networks (GNNs) are powerful ma-
chine learning models for various graph learning
tasks. Recently, the limitations of the expres-
sive power of various GNN models have been re-
vealed. For example, GNNs cannot distinguish
some non-isomorphic graphs (Xu et al., 2019)
and they cannot learn efficient graph algorithms
(Sato et al., 2019), and several GNNmodels have
been proposed to overcome these limitations. In
this paper, we demonstrate that GNNs become
powerful just by adding a random feature to each
node. We prove that the random features en-
able GNNs to learn almost optimal polynomial-
time approximation algorithms for the minimum
dominating set problem and maximum matching
problem in terms of the approximation ratio. The
main advantage of our method is that it can be
combined with off-the-shelf GNN models with
slight modifications. Through experiments, we
show that the addition of random features en-
ables GNNs to solve various problems that nor-
mal GNNs, including GCNs and GINs, cannot
solve.
1. Introduction
Graph neural network (GNN) (Gori et al., 2005;
Scarselli et al., 2009) is a machine learning method for
graph-structured data. GNNs have achieved state-of-the-art
performance in various tasks, including chemo-informatics
(Gilmer et al., 2017; Zhang et al., 2018), question answer-
ing systems (Schlichtkrull et al., 2018), and recommender
systems (Ying et al., 2018a; Wang et al., 2019a;b).
Recently, the theoretical power of GNNs have been exten-
sively studied. Morris et al. (2019) and Xu et al. (2019)
pointed out that the expressive power of GNNs is at most
the same as the first order Weisfeiler-Lehman (WL) test
(Weisfeiler & Lehman, 1968), and GNNs cannot solve the
graph isomorphism problem. Xu et al. (2019) proposed the
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most powerful GNN model within the limitation of the first
order WL test, and Morris et al. (2019) overcame the limi-
tation by proposing k-GNN, which has the same representa-
tion power as the k-th order WL test. Maron et al. (2019b)
enumerated the invariant (i.e., the output does not change
for any node permutation) and equivariant (i.e., the output
does not change except the permutation for any node per-
mutation) linear transformations, and Maron et al. (2019c)
and Keriven & Peyre´ (2019) proposed universal equivari-
ant and invariant networks using the invariant and equivari-
ant linear transformations as their building blocks. How-
ever, they used the n(n − 1)/2-th order tensors as pa-
rameters, where n is the number of nodes, which is not
tractable. Relational Pooling (Murphy et al., 2019b) is an-
other type of universal invariant model. It considers the
average of all (n! ways of) permutations of nodes, sim-
ilar to Janossy Pooling (Murphy et al., 2019a), and they
proposed approximation schemes to make the computation
tractable in practice. Namely, pi-SGD samples a few permu-
tations randomly, similar to randomly sorted Coulomb Ma-
trices (Montavon et al., 2012). The aforementioned works
aimed to construct powerful invariant or equivariant mod-
els. In contrast, Sato et al. (2019) considered the theo-
retical power of message-passing GNNs for combinato-
rial problems, where models are not necessarily equivari-
ant. They demonstrated that the representation power of
GNNs is the same as that of distributed local algorithms
(Angluin, 1980; Hella et al., 2012; Suomela, 2013), and
derived the approximation ratios of the algorithms that
can be learned by GNNs considering the theory of dis-
tributed local algorithms. However, their approximation
ratios are much higher than those of existing algorithms
(Chlebı´k & Chlebı´kova´, 2008; Johnson, 1974). They pro-
posed the use of feature engineering to improve these ra-
tios; however, the improved ratios were far from optimal.
In this paper, we propose a very simple and efficient
method to improve the approximation ratios of GNNs,
which can achieve near-optimal ratios under the degree-
bounded assumption and P 6= NP assumption. Namely, we
propose the addition of a random feature to each node. An
illustrative example is shown in Figure 1. Message-passing
GNNs cannot distinguish a node in a ring of three or six
nodes if the node features are identical (Figure 1 (a)). This
phenomenon is not desirable for graphs comprising categor-
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Table 1. The summary of approximation ratios of the minimum dominating set problem (MDS) and maximum matching problem (MM).
∗ indicates that these ratios match the lower bounds. ∆ denotes the maximum degree, H(k) denotes the k-th harmonic number, ε > 0
is an arbitrary constant, and C is a fixed constant. Since ln(k) ≤ H(k) ≤ ln(k) + 1 holds, the approximation ratios of rGINs match
the best approximation ratios of polynomial algorithms except constant terms, and they also match the lower bounds except insignificant
terms.
Problem GINs / CPNGNNs
CPNGNNs
rGINs Polynomial Time Lower Bound
+ weak 2-coloring
MDS
∆+ 1∗ ∆+1
2
∗
H(∆ + 1) + ε H(∆ + 1)− 1
2
ln(∆)− C ln ln∆
(Sato et al., 2019) (Sato et al., 2019) (This work) (Duh & Fu¨rer, 1997) (Chlebı´k & Chlebı´kova´, 2008)
MM
∞
∗ ∆+1
2
∗
1 + ε∗ 1∗
1
(Sato et al., 2019) (Sato et al., 2019) (This work) (Edmonds, 1965)
ical features, such as molecular graphs. In contrast, if each
node has a random feature, GNNs can determine the exis-
tance of a cycle of length three by checking whether there
exists the same value as the root node at depth three (Figure
1 (b)). Although this heuristic seems to work well, it is not
trivial whether adding a random feature can theoretically
strengthen the capability of GNNs. Especially, there may
exist nodes with the same value in general if the support
of discrete random features is constant. In this paper, we
propose graph isomorphic networks with random features
(rGINs). rGINs add a random value to each node each time
the procedure is called. We prove that the addition of ran-
dom features indeed improves the theoretical capability of
GNNs in terms of the approximation ratios. Table 1 sum-
marizes our main results. Importantly, our results share
a preferable characteristic with Sato et al. (2019)’s result.
Our results can be applied to graphs of variable sizes. In
other words, we prove that there exist parameters such that
for any graph of arbitrary size, the output of rGINs is not far
from the optimal solution with high probability. Especially,
rGINs assign different random numbers in test time but can
guarantee the quality of solution, even in test graphs of ar-
bitrary large sizes. This is the key difference from most of
the previous works (Maron et al., 2019c; Keriven & Peyre´,
2019; Murphy et al., 2019b), where the upper bound of the
graph size was fixed beforehand. Another preferable char-
acteristic of this method is that this can be combined with
off-the-shelf GNN models with slight modifications.
In this study, we derive the approximation ratios of the
algorithms that rGINs can learn by converting a certain
type of constant time algorithms (Nguyen & Onak, 2008;
Rubinfeld & Shapira, 2011) to rGINs. Conversely, we also
prove that rGINs can be converted to constant time algo-
rithms. This indicates that machine learning researchers
also have chances to contribute to the algorithm field by
finding effective architectures and features.
2. Related Work
The origin of GNNs dates back to Sperduti & Starita (1997)
and Baskin et al. (1997). They aimed to extract features
from graph data using neural networks instead of hand-
engineered graph fingerprints. Sperduti & Starita (1997)
recursively applied a linear aggregation operation and non-
linear activation function, and Baskin et al. (1997) used pa-
rameter sharing to model the invariant transformations on
the node and edge features, which are common with mod-
ern GNNs. Gori et al. (2005) and Scarselli et al. (2009)
proposed novel graph learning models that used recursive
aggregation operations until convergence, and these mod-
els were called graph neural networks. Li et al. (2016) ex-
tended this idea to Gated Graph Neural Networks. Molec-
ular Graph Network (Merkwirth & Lengauer, 2005) is a
concurrent model of the graph neural networks with sim-
ilar architecture, which uses a constant number of lay-
ers. Duvenaud et al. (2015) constructed a GNN model
inspired by circular fingerprints. Bruna et al. (2014) and
Defferrard et al. (2016) utilized the graph spectral analy-
sis and graph signal processing (Shuman et al., 2013) to
construct GNN models. Graph Convolutional Networks
(GCNs) (Kipf & Welling, 2017) approximate a spectral
model using linear filters to reduce it to an efficient spa-
tial model. Gilmer et al. (2017) characterized GNNs using
the message passing mechanism to provide a unified view
of GNNs. Following these works, many effective GNN
models have been proposed, incorporating the attention
mechanism (Velicˇkovic´ et al., 2018) and hierarchical pool-
ing (Ying et al., 2018b; Gao & Ji, 2019; Ma et al., 2019), to
name a few.
Although GNNs have been empirically successful, their
limitations have been recentrly found. Morris et al. (2019)
and Xu et al. (2019) pointed out that the expressive power
of GNNs is at most the same as the first order Weisfeiler-
Lehman (WL) test (Weisfeiler & Lehman, 1968), and they
cannot solve the graph isomorphism problem. Maron et al.
(2019b) enumerated all the linear equivariant transforma-
tions, which are useful for the construction of powerful
equivariant GNNs. Maron et al. (2019c) demonstrated that
higher-order tensors are sufficient and necessary for univer-
sal invariant networks. Keriven & Peyre´ (2019) extended
universality to equivariant networks. Maron et al. (2019a)
proposed a second-order tensor GNN model that has the
same power as the third order WL test. Relational Pool-
ing (Murphy et al., 2019b) utilized all permutations of the
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nodes, similar to Janossy Pooling (Murphy et al., 2019a),
to construct universal invariant and equivariant networks,
and they proposed approximation schemes to make the
computation tractable. Chen et al. (2019) showed that the
universality of invariant models is essentially equivalent
to the graph isomorphism test. Sato et al. (2019) showed
the representation power of GNNs is the same as that of
distributed local algorithms (Angluin, 1980; Hella et al.,
2012; Suomela, 2013), which have the same representa-
tion power as model logic (Hella et al., 2012). Following
this work, Loukas (2020) and Barcelo´ et al. (2020) demon-
strated a connection between GNNs and distributed local
algorithms (Loukas, 2020) and modal logic (Barcelo´ et al.,
2020). In particular, Loukas (2020) showed that message
passing GNNs cannot solve many tasks even with powerful
mechanisms unless the product of their depth and width de-
pends polynomially on the number of nodes, and the same
lower bounds also hold for strictly less powerful networks.
Our work focuses on randomized algorithms instead of de-
terministic algorithms.
The proposed method is similar to pi-SGD (Murphy et al.,
2019b), one of approximation schemes for Relational Pool-
ing, but they are different in two aspects: The original pi-
SGD uses a random permutation of n elements, which is
difficult to be applied to graphs of variable sizes, while we
use i.i.d. random variables of a constant support. More-
over, the original pi-SGD aims to approximate the equiv-
ariant relational pooling layer, whereas we aim to model
non-equivariant functions using GNNs. Note that our anal-
ysis provides another justification of pi-SGD approximation
because the approximation ratios of the algorithms that can
be learned by Relational Pooling GNNs with random sam-
pling approximation can be proved similarly.
3. Background and Notations
For a positive integer k ∈ Z+, let [k] be the set
{1, 2, . . . , k}. Let H(k) =
∑k
i=1
1
i be the k-th harmonic
number. Let G = (V,E) be an input graph, where V is a
set of nodes, and E is a set of edges. In this work, we only
consider the connected graphs without self loops or multi-
ple edges (i.e., connected simple graphs). n = |V | denotes
the number of nodes and m = |E| denotes the number of
edges. We assume V = [n] without loss of generality. Let
V (G) be the set of the nodes of G and E(G) be the set
of the edges of G. For a node v ∈ V , deg(u) denotes the
degree of node v, Nk(v) denotes the set of nodes within k-
hop from node v, and N (v) denotes the set of neighboring
nodes of node v. Let R(G, v, L) = (NL(v), {{x, y} ∈ E |
x, y ∈ NL(v)}) be the induced subgraph ofG by theL-hop
nodes from node v. In some problem settings, each node
of the input graph has a feature vector xv ∈ C ⊂ RdI . In
such a case, we include feature vectors into the input graph
G = (V,E,X), whereX = [x1,x2, . . . ,xn]
⊤ ∈ Rn×dI
is the matrix for feature vectors. We assume that the sup-
port C of the feature vectors is finite (i.e., |C| < ∞) in this
study. If the input graph involves no features, we use de-
gree features as the initial embedding, following the works
by Xu et al. (2019) and Sato et al. (2019).
Assumption (Bounded-Degree Graphs). In this pa-
per, we only consider bounded-degree graphs, following
the work by Sato et al. (2019). There are many degree-
bounded graphs in real world, such as chemical com-
pounds and computer networks. Furthermore, the bounded-
degree assumption is often used in constant time algorithms
(Parnas & Ron, 2007; Nguyen & Onak, 2008). It should
be noted that this assumption is weaker than the bonded-
size assumption because if the maximum degree∆ is equal
to the maximum size of nodes, the bounded-degree graphs
contain all bounded-size graphs. For each positive integer
∆ ∈ Z+, letF(∆) be the set of all simple connected graphs
with maximum degrees of ∆ at most. Let F(∆, C) be the
set of all simple connected graphs G = (V,E,X) with
maximum degrees of∆ at most with features xv ∈ C.
We formally define the graph problems with slight modifi-
cations from Sato et al. (2019).
Definition (Node Problems). A node problem is a function
Π that associates a set Π(G) ⊆ 2V of feasible solutions
with each graphG = (V,E).
Definition (Edge Problems). An edge problem is a func-
tionΠ that associates a setΠ(G) ⊆ 2E of feasible solutions
with each graphG = (V,E).
We refer to the node and edge problems as graph problems.
Many combinatorial graph problems aim to obtain a mini-
mum or maximum set in feasible solutions. For example,
the minimum dominating set problem can be formulated
by finding a minimum set in Π(G) = {U ⊆ V (G) |
U is a dominating set of G}. The maximum matching
problem can be formulated by finding a maximum set in
of Π(G) = {F ⊆ E(G) | F is a matching of G}. Let
OPTm(Π, G) and OPTM (Π, G) denote the size of the min-
imum and maximum sets in Π(G), respectively.
Definition (Monotonicity). The minimization of a graph
problem Π is monotone if ∀G = (V,E), ∀S ⊆ T ⊆ V ,
S ∈ Π(G) ⇒ T ∈ Π(G). The maximization of a graph
problem Π is monotone if ∀G = (V,E), ∀S ⊆ T ⊆ V ,
T ∈ Π(G)⇒ S ∈ Π(G).
Many combinatorial graph problems are monotone, such
as the minimum dominating set problem, minimum ver-
tex cover problem, and maximum matching problem. This
property is used to ensure that the learned algorithm always
outputs a feasible solution by including or excluding the un-
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(b) Random Features.
Figure 1. Illustrative example: GNNs with identical features (such as degree features) cannot distinguish a node in a cycle of three nodes
with a node in a cycle of six nodes, whereas GNNs with random features can.
certain nodes or edges.
Definition (Consistent Algorithm). An algorithm A that
takes a graph G = (V,E) as input and outputs a set of
nodes or a set of edges is a consistent algorithm of a graph
problemΠ if for all G = (V,E), A(G) ∈ Π(G).
Note that An algorithm A may involve randomized pro-
cesses but it must always output a feasible solution to be
consistent.
Definition (Approximation Ratio). The objective value
y of a minimization problem Π is said to be an (α, β)-
approximation if OPTm(Π, G) ≤ y ≤ αOPTm(Π, G) +
β, and an objective value y of a maximization problem
Π is an (α, β)-approximation if 1αOPTM (Π, G) − β ≤
y ≤ OPTM (Π, G). The solution S of a graph prob-
lem is also said to be an (α, β)-approximation if |S| is
an (α, β)-approximation. A consistent algorithm A is
an (α, β)-approximation algorithm for a graph problem Π
w.h.p. if for all graphs G = (V,E), A(G) is an (α, β)-
approximation ofΠw.h.p. Especially, we refer to an (α, 0)-
approximation algorithm as an α-approximation algorithm,
and we call α the approximation ratio of the algorithm.
GINs. Graph Isomorphism Network (GIN) (Xu et al.,
2019) is a powerful machine learning model that takes a
graph G = (V,E,X) as input and outputs an embedding
zv ∈ RdO of each node v ∈ V . A GIN with parameters
θ calculates the embeddings zv = z
(L)
v by the following
equations.
z
(0)
v ← MLPθ0(xv),
z
(l)
v ← MLPθl

(1 + ε(k))z(l−1)v +
∑
u∈N (v)
z
(l−1)
u

 ,
where MLPθl is a multi layer perceptron with parameters
θl. Here, θ includes θ0, θ1, . . . , θL and ε
(1), ε(2), . . . ,
ε(L). The existance of the parameters θ implies that there
exists an architecture (such as the number of layers and di-
mensions of hidden vectors) along with its parameters. We
build a GNN model with random features based on GINs
because GINs have the strongest power among message-
passing GNNs (Xu et al., 2019). Especially, GINs can dis-
tinguish the neighboring node sets if the multisets of fea-
tures of neighboring nodes are different.
4. Main Results
4.1. Intuitive Explanation
We first provide an intuition using Figure 1 (b). Here, we
use a toy model CAT that concatenates all features of all
nodes for simplicity, whereas we use GINs in the main sec-
tion. We further assume that the maximum degree is two
in this example. The first dimension v1 of the embedding
v is the random feature of the center node. The second
and third dimensions are the random features of the one-
hop nodes (e.g., in the sorted order) with appropriate zero
paddings. The fourth to seventh dimensions are the ran-
dom features of the two-hop nodes. The eighth to fifteenth
dimensions are the random features of the three-hop nodes.
Then, as Figure 1 (b) shows, irrespective of the random fea-
tures, the center node is involved in a cycle of length three
if and only if there exists a leaf node of the same color as
the center node unless the random features accidentally co-
incide. This condition can be formulated as v1 = v8 or
v1 = v9 or . . . or v1 = v15. Therefore, we can check
whether the center node is involved in a cycle of length
three by checking the embedding on the union of certain
hyperplanes. This property is valid even if the random fea-
tures are re-assigned; a center node involved in a cycle of
length three always falls on the union of these hyperplanes
irrespective of the random features. A similar property is
valid for substructures other than a cycle of length three.
Therefore, if the positive examples of a classification prob-
lem have characteristic substructures, the model can clas-
sify the nodes by checking the embedding on certain hyper-
planes. It is noteworthy that the values of random features
are not important; however, the relationship between the
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Algorithm 1 rGINs: GINs with random features
Require: G = (V,E,X), Distribution µ, Parameters θ.
Ensure: Embeddings [z1, z2, . . . , zn] ∈ R
n×dO
Assign random features rv ∼ µ (∀v ∈ V )
return GINθ((V,E,CONCAT([X , [r1, . . . , rn]]))).
values is important because the values are random.
In the main results, we use GINs, which do not concate-
nate the features but apply nonlinear transformation and
summation per layer. However, according to the theory
of GINs, this model does not lose information, and simi-
lar discussion as that mentioned above can be applied by
replacing the hyperplanes with curved surfaces. The aggre-
gation functions of GINs are parameterized, and appropri-
ate features or substructures are selected according to the
downstream task. For example, if the downstream task re-
lies only on the existence of a cycle of length three, GINs
can learn to discard the second to seventh dimensions in
the example above. These intuitions are formally stated in
Theorem 1.
In this paper, we further show that the GINs with random
features can solve the combinatorial problems with lower
approximation ratios than the existing GNNs, where dis-
tinguishing the local structures is not sufficient. For ex-
ample, if the input graph is a clique, all nodes are isomor-
phic. However, the empty set does not form a dominating
set and the entire nodes contain too many nodes because
the minimum dominating set contains only one node. We
show that random features can help select the nodes appro-
priately. This type of mechanism is not required for ordi-
nary node classification tasks, but important for combinato-
rial problems and cannibalization-aware recommendation
(Gong et al., 2019).
4.2. GINs with Random Features (rGINs)
In this section, we introduce GINs with random features
(rGINs). rGINs assign a random value rv ∈ D ⊆ R
dr
to each node v every time the procedure is called and
calculate the embeddings of a node using GINs, and let
R = [r1, r2, . . . , rn]
⊤ ∈ Rn×dr . Here, D is the support
of random features. We show the pseudo code of rGINs in
Algorithm 1, where CONCAT([X ,R]) ∈ Rn×(dI+dr) de-
notes concatenation along the feature dimension. We show
that this slight modification theoretically strengthens the
representation power of GINs.
In the following analysis, we use discrete random features
to ensure consistency in the learned algorithm. Continu-
ous random features cannot ensure consistency because the
theoretical analysis of GINs assumes that the input feature
is countable (Xu et al., 2019). However, continuous ran-
dom features can be used in practice. For consistency algo-
rithms, the continuous features can be discretized. We then
introduce the property that random features should satisfy.
We prove in the following sections that the quality of solu-
tions generated by rGINs can be guaranteed if the random
distribution of random features are i.i.d. with the following
property.
Definition (U(p)). For a real number p ∈ R+, a discrete
probability measure µ with supportD ⊆ Rdr has the prop-
erty U(p) or µ ∈ U(p) if µ(x) ≤ p for all x ∈ D.
Example. For all p ∈ R+, the uniform distribution
Unif(D) onD = [ceil( 1p )] has the property U(p).
How to solve node problems using rGINs. We solve
the node problems using node classification models. We
first calculate the embeddings z1, . . . , zn ∈ R using rGINs
with output dimension dO = 1 and the sigmoid activation
in the last layer. For each node v that is assigned the same
random number as anL-hop node from v, we fix the embed-
ding zv = 1 and zv = 0 for the monotone minimization
and maximization problem, respectively. This step ensures
that the learned algorithm is consistent, but this step is op-
tional and can be skipped for some applications. Finally,
we decide the solution U = {v ∈ V | zv > 0.5} by setting
a threshold for the output probabilities. Let rGINV (G,µ, θ)
denote the function that takes a graphG = (V,E,X) as in-
put and returns U by the procedure above.
How to solve edge problems using rGINs. We solve the
edge problems using link prediction models. We first cal-
culate the embeddings of each node using rGINs. For each
node v that is assigned the same random number as an
L-hop node from v, we fix the embedding zv = 1 and
zv = 0 for the monotone minimization and maximization
problem, respectively, where 1 ∈ RdO and 0 ∈ RdO are
vectors of ones and zeros, respectively. Finally, we de-
cide the solution F = {{u, v} ∈ E | z⊤u · zv > 0.5}
by setting a threshold for the inner product of embeddings,
following a standard method for the link prediction task
(Liben-Nowell & Kleinberg, 2003). Let rGINE(G,µ, θ)
denote the function that takes a graph G = (V,E,X) as
input and returns F by the procedure above.
4.3. Expressive Power of rGINs
In this section, we demonstrate the expressive power of
rGINs. Especially, we prove that rGINs can distinguish any
local structure w.h.p. To prove the theorem, we first define
an isomorphism between the pairs of a graph and a node.
Definition Let G = (V,E,X) and G′ = (V ′, E′,X ′)
be graphs and v ∈ V and v′ ∈ V ′ be nodes. (G, v) and
(G′, v′) are isomorphic if there exists a bijection f : V →
V ′ such that (x, y) ∈ E ⇔ (f(x), f(y)) ∈ E′, xx =
x
′
f(x) (∀x ∈ V ), and f(v) = f(v
′). (G, v) ≃ (G′, v′)
denotes (G, v) and (G′, v′) are isomorphic.
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Theorem 1. ∀L ∈ Z+, for all finite feature spaces C (|C| <
∞), ∀G ∈ 2F(∆,C)×[∆], there exists p ∈ R+ such that
∀µ ∈ U(p), there exist parameters θ such that ∀G =
(V,E,X) ∈ F(∆, C), ∀v ∈ V ,
• if ∃(G′, v′) ∈ G such that (G′, v′) ≃ (R(G, v, L), v)
holds, rGIN(G,µ, θ)v > 0.5 holds w.h.p.
• if ∀(G′, v′) ∈ G, (G′, v′) 6≃ (R(G, v, L), v) holds,
rGIN(G,µ, θ)v < 0.5 holds w.h.p.
All proofs have been provided in the supplementary mate-
rial. For example, let L = 2 and G be a set of all pairs of a
graph and a node v with at least one triangle incident to v.
Then Theorem 1 shows that rGINs can classify the nodes
by presence of the triangle structure, while GINs cannot de-
termine the existence of a triangle in general. We confirm
this fact by numerical experiments in Section 5. Moreover,
let G be a set of all graphs with certain chemical functional
groups, then rGINs can classify nodes based on the func-
tional groups that the node belongs to.
4.4. Approximation Ratios with rGINs
4.4.1. MINIMUM DOMINATING SET PROBLEMS
In this section, we modify a constant time algorithm for
the minimum dominating set problemΠMDS and prove that
rGINs can simulate this algorithm. Nguyen & Onak (2008)
converted a sequential greedy algorithm for the minimum
dominating set problem (Johnson, 1974; Lova´sz, 1975) into
a constant time algorithm. We use a slightly different ver-
sion of the sequential greedy algorithm.
1. Assign a random value rv ∼ µ to each node v ∈ V .
2. Add nodes v into the solution if there exists a node
u ∈ N2(v) with the same random value as v.
3. Add a node that covers the most number of uncov-
ered nodes into the solution until all nodes are covered.
Ties are broken by the lexicographical order of rv.
This is a consistent algorithm for the minimum dominating
set problem by its stop criterion. Moreover, this satisfies
the following property.
Lemma 2. For all ε > 0, there exists p ∈ R+ such that
for any distribution µ ∈ U(p), the algorithm above is an
(H(∆+1)+ ε) approximation algorithm for the minimum
dominating set problem.
We construct a constant time algorithm using this sequen-
tial algorithm by constructing oracles O0,O1, . . . ,O∆+1
as Nguyen & Onak (2008). Intuitively,O0(v) is the indica-
tor function that decides whether node v is included in the
solution after the second step of the greedy algorithm, and
Ok is the indicator function that decides whether node v
is included in the solution when no node covers more than
∆+1−k uncovered nodes in the third step of the algorithm.
• O0(v) returns 1 if there exists a node u ∈ N2(v) with
the same random value as v and returns 0 otherwise
• Ok(v) returns 1 if Ok−1(v) = 1. Otherwise, it
queries {Ok−1(u) | u ∈ N2(v) and ru > rv} and
{Ok(u) | u ∈ N2(v) and ru < rv} to determine that
the number of uncovered nodes covered by v. If v cov-
ers ∆+ 2 − k uncovered nodes, Ok(v) returns 1 and
returns 0 otherwise, where ru < rv is a lexicographi-
cal comparison.
O∆+1(v) decides whether v is in the solution of the greedy
algorithm. Irrespective of the size of the input graph, this
oracle stops within a constant number of steps w.h.p. by
the locality lemma (Nguyen & Onak, 2008). Therefore, the
following lemma holds true.
Lemma 3. ∀ε > 0, there exist L ∈ Z+, p ∈ R+,
and a function f that takes a graph and a node as in-
put and outputs a binary value s.t. ∀µ ∈ U(p), G =
(V,E) ∈ F(∆), let rv ∼ µ (∀v ∈ V ). Then (G, v) ≃
(G′, v′) ⇒ f(G, v) = f(G′, v′), F = {v ∈ V |
f(R((V,E,R), v, L), v) = 1} always forms a dominating
set, {v ∈ V | ∃s, t ∈ NL(v) s.t. rs = rt} ⊆ F always
holds, and |F | ≤ (H(∆ + 1) + ε) OPTm(ΠMDS, G) holds
w.h.p.
It can be proved that rGINs can simulate the function f
above and can learn an approximation algorithm for the
minimum dominating set problem with a small approxima-
tion ratio (Table 1).
Theorem 4. ∀ε > 0, there exist parameters θ, p ∈ R+
such that for all distributions µ ∈ U(p) and graphs G ∈
F(∆), rGINV (G,µ, θ) ∈ ΠMDS(G) always holds and
|rGINV (G,µ, θ)| ≤ (H(∆ + 1) + ε) OPTm(ΠMDS, G)
holds w.h.p.
4.4.2. MAXIMUM MATCHING PROBLEMS
In this section, we study the maximum matching problem.
We assume the existence of at least one edge because; oth-
erwise, the problem becomes trivial. We modify a con-
stant time algorithm for the maximum matching problem
ΠMM and prove that rGINs can simulate this algorithm.
Nguyen & Onak (2008) converted a sequential greedy algo-
rithm into a constant time algorithm. We use a slightly dif-
ferent version of the sequential algorithm. This algorithm
constructs the solutionM from the empty set by the follow-
ing procedure.
1. Assign a random value rv ∼ µ to each node v ∈ V
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2. LetF ⊆ E be a set of edges e = {u, v} such that there
exist nodes s, t ∈ Nt(u) ∪ Nt(v) such that rs = rt
3. for k = 1, 2, . . . t,
(a) A← ∅
(b) for all paths P = (v1, v2, . . . , vk+1) of length k
in the lexicographical order of (rv1 , . . . , rvk+1),
if P contains no edge in F , P is an augment path
of M , and P contains no vertex that appears in
A, then add all edges of P into A
(c) M ←M ⊕A (i.e., symmetric difference of sets)
This sequential algorithm satisfies the following property.
Lemma 5. For all ε > 0, there exist t ∈ Z+ and p ∈ R+
such that for any distribution µ ∈ U(p), the algorithm is
a consistent (1 + ε)-approximation algorithm for the maxi-
mum matching problem
Similar to the minimum dominating set problem (Section
4.4.1), this sequential algorithm can be converted to a con-
stant time algorithm and simulated by rGINs.
Theorem 6. For all ε > 0, there exist parameters θ, p ∈
R
+ such that for all distributions µ ∈ U(p) and graphs
G ∈ F(∆), rGINE(G,µ, θ) ∈ ΠMM(G) always holds and
|rGINE(G,µ, θ)| ≥
1
1+ε OPTM (ΠMM, G) holds w.h.p.
4.5. Opposite Direction
So far, we have demonstrated that a certain type of constant
algorithm can be converted to randomizedGNNs. Next, we
prove the opposite direction. The next theorem indicates
that the advancement of GNN theory promotes the theory
of constant time algorithms.
Theorem 7. If there exist parameters of rGINs that rep-
resent a consistent minimization (resp. maximization)
algorithm of Π with approximation ratio α, there ex-
ists a constant time algorithm that estimates an (α, εn)-
approximation of OPTm(Π, G) (resp. OPTM (Π, G))
w.h.p.
Owing to this theorem, machine learning researchers have
chances to contribute to the algorithm field by demonstrat-
ing a new problem that rGINs or GINs can solve or finding
effective architectures or features of GNNs.
5. Experiments
We confirm the theoretical results via numerical experi-
ments. We slightly modify the original implementation of
GINs1 to introduce random features. We also use Graph
Convolutional Networks (GCNs) and GCNs with random
1
https://github.com/weihua916/powerful-gnns
features (rGCNs) to confirm that the addition of the ran-
dom features can improve the expressive power of GNN ar-
chitectures other than GINs. In the experiments, we use the
uniform distribution overD = {0, 0.01, 0.02, . . . , 0.99} as
the random distribution µ. The experimental setup and im-
plementation details have been described in the supplemen-
tary material.
5.1. Learning Substructures
We confirm that rGINs can distinguish local substructures,
proven in Theorem 1. We use four synthetic datasets in this
experiment.
• TRIANGLE: This dataset contains random 3-regular
graphs for a binary node classification problem. Both
training and test data contain 1000 graphs. The train-
ing graphs have 20 nodes, and test graphs have 20
nodes for the normal dataset (denoted by (N)) and 100
nodes for the extrapolation dataset (denoted by (X)).
A node v is positive if v has two neighboring nodes
that are adjacent to each other.
• LCC: This dataset contains random 3-regular graphs
for a multi-label node classification problem. Both
training and test data contain 1000 graphs. The train-
ing graphs have 20 nodes, and test graphs have 20
nodes for the normal dataset and 100 nodes for the
extrapolation dataset. The class of node v is the local
clustering coefficient (Watts & Strogatz, 1998) of v.
Learning the local clustering coefficient is important be-
cause this is a useful feature for spam detection and esti-
mating content quality (Becchetti et al., 2008; Welser et al.,
2007). The training data and test data of TRIANGLE(N)
and LCC(N) contain the same number of nodes, but the
test graphs of TRIANGLE(X) and LCC(X) have more
nodes than the training graphs. As stated in Sections 1
and 4, the advantage of rGINs is that they can general-
ize to graphs with variable size, whereas relational pooling
(Murphy et al., 2019b) cannot. We confirm this using ex-
trapolation datasets.
We measure the ROC-AUC scores for TRIANGLE(N) and
TRIANGLE(X), andmeasure the average of the AUC score
for each category of the LCC(N) and LLC(X) datasets be-
cause they are multi-label problems. The first four columns
of Table 2 report the AUC scores for the test data of these
datasets. This indicates that rGINs and rGCNs can learn
substructures from data whereas GINs and GCNs cannot
distinguish substructures in these datasets. Indeed, the exis-
tence of a triangle or the local clustering coefficient can be
added as a node feature by hand. However, it is important to
note that rGINs and rGCNs can learn these structures from
the data without including these structures as node features
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Table 2. Each value stands for an ROC-AUC score. ∗ means a statistically significant improvement for the paired t-test with α = 0.05.
TRI(N) TRI(X) LCC(N) LCC(X) MDS(N) MDS(X) MUTAG NCI1 PROTEINS
GINs 0.500 0.500 0.500 0.500 0.500 0.500 0.946 ± 0.034 0.870 ± 0.009 0.806 ± 0.029
rGINs 0.908 0.926 0.811 0.852 0.659 0.652 0.949 ± 0.040 0.876 ± 0.010 ∗ 0.810 ± 0.030
GCNs 0.500 0.500 0.500 0.500 0.500 0.500 0.890 ± 0.092 0.819 ± 0.023 0.804 ± 0.025
rGCNs 0.855 0.877 0.784 0.785 0.651 0.644 0.904 ± 0.099 0.816 ± 0.016 0.812 ± 0.029 ∗
Figure 2. Scatter plot of node embeddings generated by rGINs
with different random feature seeds.
explicitly. This indicates that rGINs and rGCNs can im-
plicitly utilize the characteristic substructures for positive
or negative examples (e.g., chemical functional groups) for
classification. This is desirable because there are too many
substructures that can affect the performance to include all
substructures into node features.
As explained in Section 4.1, rGINs can classify nodes cor-
rectly even if the random features are changed. We con-
firm this fact via visualization. We sample a test graph G
from TRIANGLE(N) and calculate the embedding of two
positive nodes and two negative nodes using the trained
rGINs in the TRIANGLE(N) experiment with 20 different
random seeds. Figure 2 visualizes the test graph G and
the scatter plot of the two-dimensional t-SNE embedding
(Maaten & Hinton, 2008). Red (circle and cross) nodes are
positive examples, which have a triangle, and blue (square
and diamond) nodes are negative examples. This figure
shows that rGINs can correctly embed nodes even if the
random features change. Note that Figure 2 is not com-
pletely linear separable because this projects the original
64-dimensional embeddings into the 2-dimensional space,
and the learned parameters of rGINs are suboptimal.
5.2. Learning Algorithms
We confirm that rGINs can learn algorithms for combi-
natorial problems. In particular, we confirm that rGINs
can learn the sequential greedy algorithm (Johnson, 1974;
Lova´sz, 1975) for the minimum dominating set problem,
as shown in Theorem 4. In this experiment, the training
graphs and test graphs are random 3-regular graphs. Both
the training and test data contain 1000 graphs. The training
graphs have 20 nodes and the test graphs of MDS(N) and
MDS(X) have 20 and 100 nodes, respectively. The labels
of nodes depend on the assigned random features. We sim-
ulate the greedy algorithm using the order of assigned ran-
dom features. We set the label of a node as positive if that
node is included into the solution of the algorithm and neg-
ative otherwise. The fifth and sixth columns of Table 2 re-
port the AUC scores for the test data of these datasets. This
result shows that rGINs and rGCNs can learn some concept
of the sequential algorithm whereas GINs and GCNs can-
not. Note that the AUC score of rGINs is not significantly
high because we used a predetermined architecture, which
may be insufficient to completely imitate the algorithm, and
the learned parameters are suboptimal due to the learning
process. However, it is clearly higher than the AUC score
of the ordinary GINs.
5.3. Real World Datasets
In this section, we confirm the effect of random features on
real world datasets. We assess the performance of rGINs
using three biological datasets: MUTAG, NCI1, and PRO-
TEINS. We measure the cross validation scores following
the works of Xu et al. (2019) and Niepert et al. (2016) be-
cause the evaluation is unstable due to the small dataset
sizes. It should be noted that the hyperparameters to be
tuned are the same for GINs and rGINs because the dis-
tribution of random features was fixed beforehand. The
sixth to eighth columns of Table 2 summarize the AUC
scores, which show that rGINs are comparable or slightly
outperform the ordinary GINs. The performance gain is
less drastic compared to TRIANGLE and LCC datasets be-
cause the degrees of nodes differ in the real world datasets,
and the original GINs can distinguish most nodes using
the degree signals. However, this experiment shows that
adding random features does not harm the performance for
real world datasets. As shown in the above experiments,
and known as a folklore, GINs cannot distinguish regu-
lar graphs of the same size, whereas rGINs can. For ex-
ample, GINs cannot distinguish between the decaprismane
C20H20 (Schultz, 1965) and the dodecahedrane C20H20
(Paquette et al., 1983), which means that GINs always fail
to classify these molecules if they belong to different cate-
gories. In contrast, rGINs can distinguish them by the ex-
istence of cycles of length four. This result suggests that
the addition of the random features is a handy practice to
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ensure the capability of GNNs without harming the perfor-
mance even with slight improvements.
6. Conclusion
In this paper, we show that the addition of the random fea-
tures theoretically strengthens the capability of GINs. Espe-
cially, GINs with random features (rGINs) can distinguish
any local substructures w.h.p. and solve the minimum dom-
inating set problem and maximum matching problem with
almost optimal approximation ratios. The main advantage
of rGINs is that they can guarantee the capability even in
the test time with arbitrarily large test graphs. In the exper-
iments, we show that rGINs can solve three problems that
the normal GINs cannot solve, i.e., determining the exis-
tence of a triangle, computing local cluster coefficients, and
learning the greedy algorithm for the minimum dominating
set problem. We also show that rGINs slightly outperform
the normal GINs for biological real world datasets.
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A. Experimental Setups
A.1. General Setups
In the experiments, we use five-layered GNNs (including the input layer). In our experiments, the Graph Convolutional
Networks (GCNs) aggregate the features by average pooling, following the work of Xu et al. (2019) whereas the original
model (Kipf & Welling, 2017) uses symmetrized normalization. We train models with the Adam optimizer (Kingma & Ba,
2015) with an initial learning rate of 0.01 and batch size of 32. We decay the learning rate by 0.5 every 50 epochs. We use
dropout in the final layer with a dropout rate of 0.5 for graph classification datasets (i.e., MUTAG, NCI1, and PROTEINS).
We do not train the parameters ε because Xu et al. (2019) showed that it does not affect the performance. We train models
for 350 epochs for the TRIANGLE, LCC, and MDS datasets, and select the number of epochs from {1, 2, . . . , 350} by
cross-validation for MUTAG, NCI1, and PROTEINS datasets. It is noteworthy that these hyperparamter settings are the
default values of the open implementation of GINs https://github.com/weihua916/powerful-gnns, which have
been shown to be effective in practice.
A.2. Graph Synthesis Process
We generate graphs for TRIANGLE, LCC, and MDS datasets by the random degree sequence graph function of
networkx package (Bayati et al., 2010; Hagberg et al., 2008). All graphs are generated by the same process with different
seeds. Figures below show examples of test graphs of the TRIANGLE(S) dataset.
B. Proofs
Lemma 8. ∀L ∈ Z+, ε > 0, ∃p > 0 s.t. ∀µ ∈ U(p), ∀G = (V,E) ∈ F(∆), let rv ∼ µ, then ∀v ∈ V, Pr[∃x, y ∈
NL(v), rx = ry] < ε.
Proof of Lemma 8. Let L ∈ Z+ be an arbitrary positive integer and ε > 0 be an arbitrary positive number. Let p =
∆−2(L+2)ε. ∀µ ∈ U(p), ∀G = (V,E) ∈ F(∆)∀s, t ∈ V , Pr[rs = rt] ≤ p. Because |NL(v)| < ∆L+2,
∀v ∈ V, Pr[∃x, y ∈ NL(v), rx = ry] < ∆
2(L+2)p = ε.
Definition (T ): For G ∈ F(∆, C),R ∈ Dn, v ∈ G, and l ∈ Z+, let T (G, v, l) be
T (G, v, 0) = (xv, rv)
T (G, v, l) = (T (G, v, l − 1),MULTISET(T (G, u, l− 1) | u ∈ N (v)))
We call T (G, v, l) a level-l tree.
Corollary 9 (from (Xu et al., 2019)). For all l ∈ Z+, there exist parameters θ of GINs such that for all G =
(V,E,X), G′ = (V ′, E′,X ′) ∈ F(∆, C), R ∈ D|V |, R′ ∈ D|V
′|, v ∈ V , v′ ∈ V ′ if T (G, v, L) 6= T (G′, v′, L)
holds, GINθ((V,E, [X,R]))v 6= GINθ((V ′, E′, [X
′,R′]))v′ holds.
Lemma 10. For all L ∈ Z+, there exists a function f such that for allG = (V,E,X) ∈ F(∆, C),R ∈ Dn, v ∈ G, if for
all s, t ∈ NL+1(v), rs 6= rt holds,
f(T (R(G, v, L), v, L+ 1)) ≃ (R(G, v, L), v).
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Proof of Lemma 10. We construct f(T ) ∈ F(∆). Let the node set V ′ be all rp of level-0 sets [xp, rp] that T [0] (i.e.,
the left element of T ) contains, and the feature vector x′
rp
be equal to one of xp (e.g., the smallest one). If for all
s, t ∈ NL(v), rs 6= rt holds, the choice of x′rp is unique, and the number of nodes is the same as G. Let the center
node be v′ = T [0][0] . . . [0][1] (i.e., the right element of the leftmost level-0 set). v′ is equal to rv by construction. For
p, q ∈ V ′, {p, q} is included in E′ if and only if there exists a level-1 set T ′ such that the right element of the left element
of T ′ is equal to p, and a level-0 set whose right element is equal to q is included in the right element of T ′. There
exists an edge between {s, t} ∈ E if and only if there exists an edge between {rs, rt} ∈ E
′ by construction. Therefore,
f(T ) = ((V ′, E′,X ′), v′) ≃ (R(G, v, L), v) holds.
Proof of Theorem 1. From Corollary 9 and Lemma 10, for all L ∈ Z+, there exist parameters θ of GINs such that
for all G = (V,E,X), G′ = (V ′, E′,X ′) ∈ F(∆, C), R ∈ D|V |, R′ ∈ D|V
′|, v ∈ V , v′ ∈ V ′ if (1) for all
s, t ∈ NL+1(v), rs 6= rt, (2) for all s′, t′ ∈ NL+1(v′), rs′ 6= rt′ , and (3) (R(G, v, L), v) 6≃ (R(G′, v′, L), v′)
hold, GINθ((V,E, [X ,R]))v 6= GINθ((V ′, E′, [X
′,R′]))v′ holds. The cardinality of {R((V,E, [X,R]), v, L) | G =
(V,E,X) ∈ F(∆, C), v ∈ V,R ∈ D|V |} is finite. Therefore, there exists a multi layer perceptron MLP such
that if the first and second conditions are valid, MLP(GINθ((V,E, [X ,R]))v) > 0.5 if ∃(G′, v′) ∈ G such that
(G′, v′) ≃ (R(G, v, L), v) holds and MLP(GINθ((V,E, [X,R]))v) < 0.5 otherwise. This MLP can be considered as
the last layer of the GIN. From Lemma 8, there exists p such that for all µ ∈ U(p), the probability of the first and second
conditions being true is arbitraily small.
Proof of Lemma 2. Let U = {v ∈ V | ∃u ∈ N2(v) s.t. rv = ru} and U+ = {v ∈ V | ∃u ∈ N (v) s.t. u ∈ U}.
The solution S our sequential algorithm outputs for G is the same as the union of U+ and the solution T the sequential
algorithm (Nguyen & Onak, 2008; Lova´sz, 1975; Johnson, 1974) outputs for the induced graph G′ of V \U+ by con-
struction. From Lemma 8, there exists p such that for all µ ∈ U(p), |U | ≤ ε∆+1n with high probability. It means that
|U | ≤ εOPTm(ΠMDS, G
′) because for any G = (V,E) ∈ F(∆), OPTm(ΠMDS, G) ≥
n
∆+1 holds. Therefore, with high
probability,
|S| ≤ |U |+ |T |
≤ (H(∆ + 1) + ε) OPTm(ΠMDS, G
′)
≤ (H(∆ + 1) + ε) OPTm(ΠMDS, G)
Proof of Lemma 3. Let SL = {v ∈ V | the computation of O∆+1(v) stops within R(G, v, L)}, UL = {v ∈ V | ∃s, t ∈
NL(v) s.t. rs = rt},A = {v ∈ V | O∆+1(v) = 1}. For fixedR, let f be a function that outputs 1 if v ∈ F = SL∪UL∪A,
and 0 otherwise. This value can be computed only from (R(G, v, L), v). From the locality lemma (Nguyen & Onak, 2008),
there exists L ∈ Z+ such that |SL| ≤
ε
3(∆+1)n ≤
ε
3 OPTm(ΠMDS, G) holds w.h.p. From Lemma 8, |UL| ≤
ε
3(∆+1)n ≤
ε
3 OPTm(ΠMDS, G) holds w.h.p. if p is sufficiently large. From Lemma 2, there exists p such that for all µ ∈ U(p),
|A| ≤ (H(∆ + 1) + ε3 ) OPTm(ΠMDS, G) holds w.h.p. F always forms a dominating set because A ⊆ F . From the above
equations, |F | ≤ |SL|+ |UL|+ |A| ≤ (H(∆ + 1) + ε) OPTm(ΠMDS, G) holds w.h.p.
Proof of Theorem 4. From Corollary 9, Lemma 10, and Lemma 3, there exist parameters θ of GINs such that ∀G =
(V,E) ∈ F(∆), ∀R ∈ D|V |,
{v ∈ V | GINθ((V,E,R))v > 0.5} ∪ {v ∈ V | ∃s, t ∈ NL(v) s.t. rs = rt} = {v ∈ V | f(R((V,E,R), v, L), v) = 1},
where f is the function in the proof of Lemma 3. Therefore, rGINs can simulate f , which is (H(∆+1)+ε)-approximation
w.h.p.
Proof of Lemma 5. Let F = {e = {u, v} ∈ E | ∃s, t ∈ Nt(u) ∪ Nt(v) s.t. rs = rt}. The solution S our sequential
algorithm outputs for G is the same as the solution T the sequential algorithm (Nguyen & Onak, 2008) outputs for G′ =
(V,E\F ). Let ε′ = ε2 . From (Nguyen & Onak, 2008), the sequential algorithm (Nguyen & Onak, 2008) is (1 + ε
′)-
approximation by setting t = ceil( 1ε′ ). From Lemma 8, there exists p ∈ R
+ such that for all µ ∈ U(p), |F | ≤ ε8(1+ε)2∆n
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because |E| ≤ ∆2 n by the degree-bounded assumption. When an edge is added to the solution, at most 2∆ candidate edges
are excluded. Therefore,
OPTM (ΠMM, G) ≥
m
2∆
≥
n− 1
2∆
≥
n
4∆
holds. Furthermore,
1
1 + ε′
−
1
1 + ε
=
ε− ε′
(1 + ε′)(1 + ε)
≥
ε− ε′
(1 + ε)2
=
ε
2(1 + ε)2
holds. Therefore,
|S| = |T | ≥
1
1 + ε′
OPTM (ΠMM, G
′)
≥
1
1 + ε′
(OPTM (ΠMM, G)− |F |)
≥
1
1 + ε′
OPTM (ΠMM, G)− |F |
≥
1
1 + ε′
OPTM (ΠMM, G)−
ε
8(1 + ε)2∆
n
≥
1
1 + ε′
OPTM (ΠMM, G)−
ε
2(1 + ε)2
OPTM (ΠMM, G)
≥
1
1 + ε
OPTM (ΠMM, G).
This concludes that our sequential algorithm is (1 + ε)-approximation.
Proof of Theorem 6. We assume D = [k] for some k ∈ Z+ without loss of generality. Let S be the solution that our
algorithm outputs for G = (V,E). By the locality lemma and Lemma 7 of (Nguyen & Onak, 2008), there exists L ∈ Z+
such that there exists an algorithm A that takes G′ = (V,E,R) and e = {v, u} ∈ E and decides e ∈ S or not with
the following property: Let T = {e ∈ E | A accesses G\(R(G′, u, L) ∩ R(G′, v, L)) to decide e ∈ S or not }, then
|T | ≤ ε16∆n w.h.p. with respect to the randomness ofR. Take L such that |S| ≥
1
1+ε/4OPTM (ΠMM, G) holds w.h.p. Let
F = {e = {u, v} ∈ E | ∃s, t ∈ NL(u) ∩ NL(v) s.t. rs = rt} and U = {v ∈ V | ∃s, t ∈ NL(v) s.t. rs = rt}. Let
g(R(G′, v, L), v) ∈ Rk
2
be 0 ∈ Rk
2
if v ∈ U . Otherwise, g(R(G′, v, L), v)i = 1 if there exists an edge {u, v} ∈ E
such that e ∈ S\(F ∪ T ) and i = min(rv, ru)k + max(rv, ru) − k hold, and 0 otherwise. g can be computed only
from R(G′, v, L) and v by construction. For any pair of nodes u, v ∈ (V \U), e = {u, v} ∈ S\(F ∪ T ) holds if and only
if g(R(G′, u, L), u)⊤g(R(G′, v, L), v) = 1 by construction. Therefore, A = {g(R(G′, u, L), u)⊤g(R(G′, v, L), v) >
0.5} ⊆ ΠMM(G) holds because A ⊆ S. By Lemma 8 and Lemma 5, there exists p such that for all µ ∈ U(p), |A| ≥
1
1+εOPTM (ΠMM, G) w.h.p. By the same argument as Theorem 4, g can be simulated by rGINs because g only depends on
R(G′, v, L), and g(R(G′, v, L), v) = 0 if v ∈ U .
Proof of Theorem 7. Let θ and µ be the parameters and distributions of rGINs that represent an α approximation algorithm
ofΠ. LetL be the number of layers in the rGIN. Draw the random feature ru when the rGINs first accesses the node u ∈ V .
Then, for each v ∈ V , rGINs(G,µ, θ)v can be computed in a constant time because the size ofR(G, v, L) is bounded by a
function ofL and∆, which are constant. For a node problem, sampleO( 1ε2 ) nodesU ⊆ V uniformly randomly, and decide
each node v ∈ U is included in the solution by computing rGINs(G,µ, θ)v. For an edge problem, sample O(
1
ε2 ) edges F
uniformly randomly, and decide each edge e = {u, v} ∈ F is included in the solution by computing the rGINs(G,µ, θ)u
and rGINs(G,µ, θ)v . From the Hoeffding bound, the size of the solution can be estimated with additive error εnw.h.p.
