Abstract. We study the three state toric homogeneous Markov chain model and three special cases of it, namely: (i) when the initial state parameters are constant, (ii) without self-loops, and (iii) when both cases are satisfied at the same time. Using as a key tool a directed multigraph associated to the model, the state-graph, we give a bound on the number of vertices of the polytope associated to the model which does not depend on the time. Based on our computations, we also conjecture the stabilization of the f-vector of the polytope, analyze the normality of the semigroup, give conjectural bounds on the degree of the Markov bases.
Introduction
In this paper, we consider a discrete time Markov chain X t , with t = 1, . . . , T (T ≥ 3), over a finite space of states [S] = {1, . . . , S}. Let w = (s 1 , . . . , s T ) be a path of length T on states [S] , which is sometimes written as w = (s 1 · · · s T ) or simply w = s 1 · · · s T . We are interested in Markov bases of toric ideals arising from the following statistical models
where c is a normalizing constant, γ s i indicates the probability of the initial state, and β s i ,s j are the transition probabilities from state s i to s j . The model (1.1) is called a toric homogeneous Markov chain (THMC) model.
Commonly in practice, it is important to consider the case where the initial parameters are constant; this is, when γ 1 = γ 2 = · · · = γ S ; we refer to this case as the THMC model without initial parameters. Another simplification that arise from practice is when we consider only the transition probability between two different states, i.e. when β s i ,s j = 0 whenever s i = s j ; this situation is called a THMC model without self-loops.
In order to simply the notation throughout this paper we refer to them as Model [5] gave a complete description of a Markov basis for Model (a), when [S] = {1, 2} and T is arbitray, and also for the case when T = 3 and [S] is arbitrary. In their next paper [6] , the authors provided a Markov basis for Model (b), when [S] = {1, 2}, T arbitrary. In these articles, all moves found were of degree four or less, regardless of the value T . Motivated by these results, we studied Markov bases of Models (a) -(d). Specifically, we are interested in showing that the degree of a minimum Markov basis is bounded when S is fixed and T is arbitrary. Each model has an associated design matrix (defined in Section 2) which translates observed data w = (s1, . . . , s T ) into the sufficient statistic. The sufficient statistic are the number of transitions from states i to j, for all i, j ∈ [S], and for Model (a) and (c), it also includes the initial state. This paper is organized as follows; in Section 2 we describe the design matrices for the above models and introduce the state graph, a useful tool we use throughout the paper. In Section 4 that the semigroups generated by the columns of the design matrices for Model (a) and Model (b) are not normal. We also provide computational evidence that for Model (c) and Model (d) the corresponding semigroups are normal, and conjecture that this holds in general.
In Section 3 we study the properties of the Smith normal form of the design matrix and we use some of these results in Section 5, to show the following for Model (d). We recall some definitions from the classic paper of Pachter and Sturmfels [8] . Let A = (a ij ) be a nonnegative integer d × m matrix with the property that all column sums are equal: 
Here we have d parameters θ = (θ 1 , . . . , θ d ) and a discrete state space of size m. In general, the discrete space will be the set of all possible words on [S] of length T and we can think of θ 1 , . . . , θ d as the logarithm of the probabilities γ s 1 , β s 1 ,s 2 · · · β s T −1 ,s T . Below we specify this relation for Models (a), (b), (c), (d).
Model (a). Consider the state space [S]
T . Model (a) is parametrized by γ 1 , . . . , γ S and β 11 , β 12 , . . . , β SS ; thus, it is parametrized by all positive real vectors of length S and all positive S × S real matrices. Thus, the number of parameters is d = S + S 2 and the number of transition of states is m = S T . This toric model is represented by the (S + S 2 ) × S T matrix A 1111  1112  1121  1122  1211  1212  1221  1222  2111  2112  2121  2122  2211  2212  2221 
N L lexicographically and letting S = 3 and T = 4, the matrix A . We let A S,T (w) or A w denote the column of A indexed by w. Again, we extend the map linearly so that A :
T N L resp.) and we regard W as observed data which can be summarized in the data vector u ∈ N S T (u ∈ N S(S−1) T −1 resp.) We index u by words in [S] T ( or [S] T N L resp.), and u w is equal to the number of words in W equal to w. Let A be one of the design matrices A (a) , A (b) , A (c) , or A (d) ; then, as A is linear, then A(u) is well-defined. We also adopt the notation,
N L ) (depending on the model) with data vector u, then Au is the sufficient statistic for the corresponding model. Often the data vector u is also referred to as a contingency table and Au are referred to as the marginals. (For a proof of sufficient statistics for Model (a) see Hara and Takemura [5] and a proof of sufficient statistics for Model (b) see Hara and Takemura [6] .)
The design matrices A (a) and A (b) above define two toric ideals which are of our interest, as their set of generators are in bijection with the Markov bases of these models. For the Model (b), let I A (b) be the toric ideal defined as the kernel of the homomorphism of polynomial rings ψ :
K is a field and { p(w) | w ∈ [S] T } is regarded as a set of indeterminates. Similarly, the toric ideal I A (a) corresponding to Model (a) is defined as the kernel of the homomorphism ψ :
The design matrices A (c) and A (d) from Model (c) and Model (d), also define two toric ideals, which can be defined in a similar way as those from models (a) and (b) respectively, or they can also be regarded as a specialization of the ideals I A (c) and I A (d) respectively, when we set β i,i = 0 for all
Let A ∈ Z d×m be a design matrix for one of our models. Then the set of all contingency tables (data vectors) satisfying a given marginals b ∈ Z d + is called a fiber which we denote by
A move z ∈ Z m is an integer vector satisfying A(z) = 0. A Markov basis for a model defined by the design matrix A is defined as a finite set of moves Z satisfying that for all b and all pairs x, y ∈ F b there exists a sequence z 1 , . . . , z K ∈ Z such that
A minimal Markov basis is a Markov basis which is minimal in terms of inclusion. See Diaconis and Sturmfels [3] for more details on Markov bases and their toric ideals. 
The equivalence of the state graphs is not sufficient to show that W and W are in the same fiber when the initial states (Model (a) and Model (c)) are considered. We extend the definition of the state graph to incorporate the initial states as follows: Let W ∈ P * ([S] T ) and define the marked state graph G(W ) to be the same as G(W ) but with the additional condition that every vertex v of G(W ) is marked with the number of words w ∈ W that start at state v. We illustrate this definition in Figure 2 . 
If i is a vertex of the (possibly marked) multigraph G (or G), then we let G i+ denote out-degree of i, which is the number of directed edges leaving vertex i. Similarly we let G +i denote the in-degree of i, which is the number of directed edges entering vertex i.
Smith Normal Form
For an integer matrix A ∈ Z d×m , we consider the Smith normal form D of A, which is a diagonal matrix D for which there exists unimodular matrices U ∈ Z d×d and V ∈ Z m×m , such that U AV = D. The Smith normal form encodes the Z-module structure of the abelian group ZA := {n 1 A 1 + · · · + n m A m | n i ∈ Z}. Some additional material about the Smith normal form for matrices with entries over a PID can be found in the book of C. Yap [11] . In this section, we explore the Smith normal form when the matrices to consider are those design matrices of the THMC model from the previous sections. This study will be important for Sections 4 and 5, where we study normality of the toric ideal associated to the model. Our first result is the characterization of the Smith normal form for the design matrix of the model (b).
Proposition 3.1. For any S and T , the Smith normal form of the design matrix A
Proof. For S and T fixed, let A (b) be the design matrix. We order the columns of A (b) so that the first S 2 columns correspond to paths of the form 11 . . . 1s i s j for s i , s j ∈ [S] ordered lexicographically. To simplify the notation in this proof, when w = 11 . . . 1s i s j , we write only w = (s i s j ), as the prefix 11 . . . 1 is understood. For example, when S = 3, the first 9 columns of A (b) are: We will use this example throughout this proof, in order to illustrate the arguments of the proof. Now, we apply the row operation that add all other rows to the first row. This row operation is encoded by a unimodular matrix U that has ones in the first row and in the diagonal, and zero in all other entries,
For the case S = 3 from above, the first 9 columns of U A (b) are: Notice that the entries in the first row are all equal to T − 1, since the column sum of the design matrix is precisely T − 1. Now, for every s = 1, we subtract the column (1, s) from the columns (s, s j ) for all s j ∈ [S]. For instance, in our example, we subtract the column (12) from the columns (21), (22), and (23), and similarly the column (13) from the columns (31), (32), and (33), to get: Then, we subtract the first column (11) to those columns indicated by (1, s) for s = 1. In our example, we subtract the first column to the columns (12) and (13) to have: (11) (12) (13) (21) (22) (23) Lastly, we subtract the first column (11) from all the other columns. Since these last operations involved only columns, we can encode them with a unimodular matrix V . In this way, we can write
where
We can use the first S 2 columns, to bring U A (b) V to the form D = diag(T − 1, 1, . . . , 1), so there exists a unimodular matrix V such that
Although the proof we just presented is, by far, not the shortest argument we could find, we consider this constructive proof was worth to present, as it shows the special structure of the unimodular matrix U . We present now an important result related to the integer lattice generated by the columns of the design matrix.
Let ZA (b) be the integer lattice generated by the columns of A (b) , i.e.
w is the column of A (b) corresponding to the path w. 
Furthermore, we have the following integer system of equations (3.1)
The result follows from this system of equations.
We now prove an analogous result for Model A (d) . For this, we will distinguish some pairs of paths (P, Q) whose transition count is the same except for one, as explained in the Remark 3.5 Definition 3.3. Let S ≥ 3, T ≥ 4, and i, j, k ∈ [S] be three states which are pairwise distinct. Define the pairs of paths ; we call the path w a pivot path. We will study four cases for the vector v, depending on the states i, j ∈ [S] for which v ij = −1.
(1) Case i = 1, j ≥ 2: Let the pivot path w be P 12 1j from (3.3) of Definition 3. 
1j ) satisfies v 12 = 1, v ij = −1, and v st = 0 otherwise. There are S(S − 1) − 1 pivot paths listed above; ordering these columns to be first in A (d) and using the column operations from above, the design matrix A (d) can be brought into the form
where A l , · · · , A m are unmodified columns of A (d) . The column A l has nonnegative integral entries that sum to T − 1. By adding integer multiples of the first ±1 vectors in the left of the modified A (d) matrix, A l can be transformed to (T − 1, 0, . . . , 0) . That is, A (d) can be transformed by only column operations into
By adding all the rows, besides the first, of the above matrix to the first row, and subtracting the column (T − 1, 0, . . . , 0) from all the columns to its right we get 
These operations can be encoded by unimodular matrices U and V :
where U encode the row operation described above, so it is of the form:
The rest of the proof is the same as the one of Proposition 3.1. Proof. Since in our construction we get the same unimodular matrix U as in Proposition 3.1, then the same proof of Lemma 3.2 applies.
Semigroup
As studied in the last section, to an integer matrix A ∈ Z d×m we associate an integer lattice ZA = {n 1 A 1 +· · ·+n m A m | n i ∈ Z}. We can also associate the semigroup NA := {n 1 A 1 + · · · + n m A m | n i ∈ N}. We say that the semigroup NA is normal when x ∈ NA if and only if there exist y ∈ Z d and α ∈ R d ≥0 such that x = Ay and x = Aα. See Miller and Sturmfels [7] for more details on normality.
In this section we will discuss the normality/non-normality of the semigroup generated by the columns of the design matrix for each model; A (a) ,
Model (a).
Lemma 4.1. The semigroup generated by the columns of the design matrix A (a) is not normal for S ≥ 3 and T ≥ 4.
Proof. First, for S = 3 and T = 4, we look at the semigroup NA (a) generated by the columns of A (a) . We ordered the indices of the coordinates lexicographically, i.e., as 1, 2, 3, (11), (12), (13), (21), (22), (23), (31), (32), (33).
We claim that the vector h := (1, 0, 1, 1, 1, 0, 0, 0, 1, 0, 2, 1) is indeed not in the semigroup NA (a) , as one can verify that there does not exist an integral non-negative solution for the system
. However, we have
Thus h is in the saturation of NA (a) . Also since
(3323) , we know that h is in the lattice generated by the columns of the matrix A (a) . Thus h is in the difference between NA (a) and its saturation.
Based on this case, we show now that for T > 4, there is a vector in the saturation of NA Thus h is in the integer lattice ZA (a) but there does not exist an integral non-negative solution for the system
Thus h is not in NA (a) . For S > 3, we just observe that ZA When S = 2, the semigroup NA (a) seem to be normal, as stated in the following conjecture.
Conjecture 4.2. The semigroup generated by the columns of the design matrix A (a) is normal for S = 2 and T ≥ 2.
We verified this conjecture using the software normaliz [2] for T = 1, . . . , 100. Proof. For T ≥ 3 and S = 2, let h = (1, 0, 0, T − 2) . We want to show that h is not in the semigroup NA (b) but it is in the saturation of NA (b) .
Note that h can be written as 1 For S > 2, we just set all the transitions involving the state s > 2, s ∈ [S] to be zero.
4.3.
Model (c). For S = 3 and for T = 4, . . . , 9, we have computed the Hilbert basis for the cone generated by the columns of the design matrix A (c) over the lattice generated by the columns of the matrix A (c) using normaliz. The running time of normaliz was under two seconds for all data sets. The most time consuming part in our experiment was generating the design matrices. It turns out that the set of columns of A (c) contains the Hilbert basis for all cases, which implies normality. See Table 1 in Section 6 for more details. Thus we have the following conjecture.
Conjecture 4.4. For S = 3 and for T ≥ 4, the semigroup generated by the columns of the design matrix A (c) is normal.
Model (d).
Similarly, using normaliz, we have computed the Hilbert basis for cone generated by A (d) over the lattice ZA (d) for T = 4, . . . , 15. The running time of normaliz was again under two seconds for all data sets. It turns out that the set of columns of A (d) contains already the Hilbert basis for all cases, which implies normality. In Table 2 of Section 6 we present these results, which support the following conjecture.
Conjecture 4.5. For S = 3 and for T ≥ 4, the semigroup generated by the columns of the design matrix A (d) is normal.
Polytope Structure
We recall some necessary definitions from polyhedral geometry and we refer the reader to the book of Schrijver [9] for more details. The convex hull of {a 1 , . . . , a m } ⊂ R n is defined as
A polytope P is the convex hull of finitely many points. We say F ⊆ P is a face of the polytope P if there exists a vector c such that F = arg max x∈P c· x. Every face F of P is also a polytope. If the dimension of P is d, a face F is a facet if it is of dimension d − 1. For k ∈ N, we define the k-th dilation of P as kP := { kx | x ∈ P, }. A point x ∈ P is a vertex if and only if it can not be written as a convex combination of points from P \{x}.
The cone of {a 1 , . . . , a m } ⊂ R n is defined as
We are interested in the polytopes given by the convex hull of the columns of the design matrices of our four models. If A is the design matrix for one of our four models, we will simply use A to refer to the set of columns of the design matrix when the context is clear. Let P (a) = conv A (a) ,
In this section we will focus mainly on Model (d). If x ∈ R S(S−1) , we index
We define e ij ∈ R S(S−1) to be the vector of all zeros, except 1 at index ij. We also adopt the notation x i+ := j x ij and x +i := j x ji . For any x ∈ N S(S−1) we can define a multigraph G(x) on S vertices, where there are x ij directed edges from vertex i to vertex j. One would like to identify the vectors x ∈ N S(S−1) for which the graph G(x) is a state graph. Nevertheless, observe that x i+ is the out-degree of vertex i and x +i is the in-degree of vertex i.
Proof. By Lemma 3.7, we have i =j x ij = k(T − 1) for some k ∈ N. Let [A 1 · · · A m ] be the columns of the design matrix
will have in-degree and out-degree bounded by x 1 /(T − 1) at every vertex. This implies nice properties when S = 3 and x 1 = (T − 1). Recall a path in a multigraph is Eulerian if it visits every edge only once.
Proposition 5.2. If G is a multigraph on three vertices, with no self-loops, T − 1 edges, and satisfying
then, there exists an Eulerian path in G.
Proof. First consider the case where G i+ = G +i for i = 1, 2, 3. Then, since G contains no self-loops, the T − 1 edges of G consists of disjoint cycles of the form i → j → i or i → j → k → i, where i = j, i = k and j = k. Since G only has three vertices, every cycle has a vertex in common. Thus, there is an Eulerian path that visits each cycle. Suppose, without loss of generality, that G 1+ = G +1 + 1 and G 2+ + 1 = G +2 . Then, there must exist edge 1 → 2 or the path 1 → 3 → 2. This follows since vertex 1 has more outgoing edges then incoming, and they must go to either 2 or 3. Similarly vertex 2 has more incoming edges than outgoing, and they must come from either 1 or 3. Let ρ be a path from vertex 1 to vertex 2 (either 1 → 2 or 1 → 3 → 2).
Let G = G\ρ, that is, the graph G with the edge(s) of ρ removed. Note
, as otherwise we would have a contradiction since G has one vertex with non-zero in-degree minus out-degree. Now, as in the first case, G consists of disjoint cycles of the form i → j → i or i → j → k → i, where i = j, i = k and j = k. Thus, there is an Eulerian path on G that visits each cycle of G, and we can append or prepend ρ to get an Eulerian path on G. 
. Then x 1 ≡ 0 mod T − 1 and ∀i ∈ S we have |x i+ − x +i | ≤ 1. Finally, considering the multigraph G(x) and Proposition 5.2, we see that x is equal to some column of A (d) .
As demonstrated in Lemma 5.4, we will find it useful to consider x ∈ N S(S−1) as a vector, and also as a multigraph G(x).
We define
Proposition 5.5.
(1) For S ≥ 3, T ≥ 4 and k ∈ N,
(2) For S ≥ 3 and T ≥ 4,
As we will be focusing on Model (d) with S = 3, we give a few definitions specific to this case. Let G be a directed multigraph on three vertices with T − 1 edges and no self-loops. We call a cycle i → j → i, where i = j, a two-cycle. Similarly we call a cycle i → j → k → i, where i = j, i = k, and j = k, a three-cycle. We say the two-cycles i → j → i and k → l → k in G have different type if {ij} = {kl}. We let G 2 be the subgraph of G Figure 4 . A graph G (from word 123131312) and its twocycles (G 2 ), its three-cycles (G 3 ), G remove its two-cycles (G\G 2 ), and G remove its two-cycles then three-cycles ((G\G 2 )\G 3 ).
consisting of only the two-cycles of G. Similarly, we let G 3 be the subgraph of G consisting of only the three-cycles of G. By G\G 2 , we mean the subgraph of G with the edges in G 2 removed. Similarly for G\G 3 . We let |G| be the number of edges in G. We illustrate this in Figure 4 .
Let T ≥ 1 and we define
T N L , G({w}) has only one type of two-cycle ,
Notice that the graph G in Figure 4 is in G since it has only one type of two-cycle. Moreover, G is contained in G 2,1 .
Remark 5.6. If a multigraph G on three vertices and T − 1 edges with no self-loops has only one type of two-cycle, then every three-cycle must have the same orientation. See Figure 5 .
Remark 5.7. Note that |G m,n | ≤ 18 for any m,n, and T . There are m two-cycles of the same type, hence three ways to place them. The n three-cycles must be the same orientation by Remark 5.6, hence two ways to place them. Finally, the remaining one or two edges must be placed in the same orientation as the three-cycles, hence three ways to place them. Lemma 5.8. Let S = 3 and T ≥ 1 and x ∈ P (d) be a vertex. If i → j → i and k → l → k are two-cycles in G(x), then they consist of the same edges. That is, {il} = {kl}.
Proof. We will prove the contrapositive. Suppose x ∈ P (d) ∩ Z 6 where i → j → i and k → l → k are two-cycles in G(x) such that they do not consist of the same edges. Then x ij > 1, x ji > 1, x kl > 1 and x kl > 1. Moreoever {ij} ∩ {kl} = ∅. Let y = x + e kl + e lk − e ij − e ji and z = x + e ij + e ji − e kl − e lk . Note that, by Remark 5.3, we must have y, z ∈ P (d) since we are only removing and adding two-cycles. Then x = By definition of the convex hull, the vertices of P (d) will be contained in the columns of A (d) . By Lemma 5.8, for S = 3, the vertices of P (d) will be contained in G, the set of directed multigraphs on three vertices that have only one type of two-cycle. It is not difficult to see that G = n,m∈Z ≥0 G n,m . Note that G m,n is non-empty depending on T , m and n. For t ∈ R, let
. The main idea behind Theorem 5.10 is that for S = 3, all graphs (vectors) in G m,n are not vertices for many (m, n). Proof. Let T ≥ 13 and p = (T − 1)/2 . We have
. Let y be derived from x where two of the three-cycles are removed and three two-cycles are added such that y ∈ G q−3,f (q−3) . Similarly let z be derived from x where three two-cycles are removed and two of the threecycles are added such that z ∈ G q+3,f (q+3) . Finally, x = 1 2 y + 1 2 z. We illustrate this construction in Figure 7 .
Thus, the vertices of
, which is bounded for all T . Note that each set of graphs in the above union is finite by definition.
Computational Results
Here we give two tables listing the f-vector and number of Hilbert basis elements for S = 3 and Model (c) and (d). The Hilbert basis and supporting hyperplanes were computed with normaliz [2] , and the f-vectors were computed using Polymake [4] . For Model (c) we computed the f-vector and Hilbert basis for S = 3 and T = 1, . . . , 9, shown in Figure 1 Table 2 . The number of Hilbert basis elements (normaliz) and f-vectors (Polymake) for Model (d) where S = 3. The running time of normaliz was under two seconds for all data sets.
we computed the f-vector and Hilbert basis for S = 3 and T = 1, . . . , 15, shown in Figure 2 . The supporting hyperplanes of C (c) and C (d) for S = 3 computed by normaliz [2] are given in the Appendix.
All supplementary material can be found at http://www.davidhaws. net/Projects/ToricMarkovChain/. Software to draw state graphs and move graphs can be found at https://github.com/dchaws/DrawStateMoveGraphs. Software to generate all words, all words with no self-loops and the design matrices can be found at https://github.com/dchaws/GenWordsTrans. S T = 3 4 5 6 T = 4 4 5 Table 3 . Cases where Conjecture 7.3 was tested
Conclusions and Open Problems
One notices that the set of columns is a graded set since there exists w ∈ Q S 2 such that a i · w = 1 by Lemma 4.14 in Sturmfels [10] .
One tool is coming from Theorem 13.14 in Sturmfels [10] .
Theorem 7.1 (Theorem 13.14 in Sturmfels [10] ). Let A ⊂ Z d be a graded set such that the semigroup generated by the elements in A is normal. Then the toric ideal I A associate with the set A is generated by homogeneous binomials of degree at most d. On the experimentations we ran, we found evidence that more should be true.
Conjecture 7.3. Fix S ≥ 3; then, for every T ≥ 4, there is a Markov basis for the toric ideal I A (d) consisting of binomials of degree at most S − 1, and there is a Gröbner basis with respect to some term ordering consisting of binomials of degree at most S.
Despite the computational limitations (the number of generators grows exponentially when T grows,) we were able to test Conjecture 7.3 using 4ti2 [1] for the following cases:
Supporting Hyperplanes In this appendix, we present the supporting hyperplanes of C (d) for S = 3 computed by normaliz [2] 
