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ABSTRACT: The spread of a dense gas in the atmosphere is a phenomenon that occurs widely with natural (and anthro-
pogenic) causes and is often associated with high impact and hazardous events. In this study a method of simulating the
spread of dense gases in a numerical weather prediction model is presented. This approach has the advantage that dense gases
can be simulated in regions of complex terrain using realistic forcings (in terms of both the driving meteorological fields
and the representation of surface characteristics). The model formulation is tested against semi-idealized gravity-current-type
experiments and similar modelling studies. As an example application, the Lake Nyos disaster of 1986, where a dense CO2
cloud spread through a mountainous region of Cameroon, is simulated. The predicted spread of CO2 agrees (qualitatively)
very well with the observations. The method provides a means of determining a potential ‘safe height’ above which simulated
concentrations are not hazardous, and thus the height above which refuge should be taken during similar future events. The
simulation demonstrates a novel application which can be rapidly applied to other scenarios.
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1. Introduction
The spread of dense gases, or particle–gas mixtures that can be
treated as gas mixtures, is a phenomenon that occurs widely in
nature: for example, volcanic degassing and volcanic pyroclastic
flows (Sparks et al., 1997) and the movement of dust-rich air
masses (e.g. West African frontal systems, Burton et al., 2012).
Anthropogenic releases of potentially harmful dense gases have
motivated the development of numerous models (see for example
Duijm et al., 1997). The release of dense gases in such cases,
whether natural or anthropogenic, is generally hazardous (or at
least of high impact) in relation to human wellbeing and safety:
for example the Bhopal disaster of 1984 where an accidental
release of methyl isocyanate from the Union Carbide pesticide
plant in India caused as many as 20 000 deaths (Varma and
Varma, 2005).
The ability to simulate a dense gas release is commonly per-
formed by the use of several models, of increasing complexity.
The following classification is derived from Duijm et al. (1997):
(1) phenomenological models; (2) 1D integral models or box
models; (3) models based upon shallow-layer equations; and
(4) models based upon the full 3D Navier–Stokes equations.
More complex computational fluid dynamics models have been
developed that can incorporate the effects of topography and
demonstrate how this is beneficial (Scargliali et al., 2005). The
following study shows for the first time how dense gases may
be represented in a state-of-the-art numerical weather prediction
(NWP) model with a minimum of alterations to the NWP soft-
ware. In addition to the sophisticated representation of physical
processes such as turbulence, radiative andmicrophysical effects,
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and the use of state-of-the-art numerical schemes, NWP models
allow the use of fully time-varyingmeteorological fields and have
the ability to simulate gas releases on scales from metres to kilo-
metres. The model used is theWeather Research and Forecasting
(WRF) model version 3.5.1 (Skamarock et al., 2008; WRF,
2015). Currently used in over 130 countries and with over 25 000
registered users (WRF, 2015), WRF is an open-source model
that can run on desktop PCs or multiple-processor machines,
depending upon the complexity of the required simulation. One
of the principal advantages of the WRF, particularly with regard
to the present application, is that it can be implemented at scales
from tens of metres to thousands of kilometres, from city scale
to continental scale (Fernando, 2012). All the results in the
following study used an eight-processor desktop machine.
2. Model configuration and testing
The means of introducing the dense gas into the WRF configu-
ration is straightforward. An extra mixing ratio qgas, associated
with the dense gas, is included in the model. (Technically, the
extra mixing ratio is carried with the microphysics mixing ratios
but does not interact with the microphysics per se, and all micro-
physical processes are computed as they would be in the absence
of qgas.) The addition of dense gas can be looked upon as keeping
the number of molecules in a reference volume constant, replac-
ing O2 molecules (for example) with dense gas molecules, one
for one, and thus changing the mass in the reference volume.
However, for ease of implementation, the gas constant in the
reference volume is not modified, and so the pressure remains
unchanged (from the equation of state in the form PV = nRT ,
where n is the number of molecules). Of course, in reality the
gas constant would change, consequently adding a source of
potential temperature; this effect (estimated to be a small frac-
tion of the buoyancy difference associated with the addition of
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Figure 1. Concentrations of dense gas (colour shaded, g kg−1) at successive times for the dam-break test case. Plots are valid (left to right, top to
bottom) for 5, 25, 50, 75, … , 275 s after lock removal. The actual domain extends to 150 km in the lateral direction.
CO2) has been neglected. This requires minimal alteration to the
code due to the WRF software compilation features (in partic-
ular, the ‘Registry’ feature which allows simple code manipu-
lation and addition of extra variables). The addition of an extra
microphysical mixing ratio acts to reduce the buoyancy (indeed,
can make the buoyancy negative) at certain points correspond-
ing to the dense gas ‘release’. The gas can then be initialized
for an instantaneous, continuous or time-dependent release. It
should be stressed that using this approach the atmospheric flow
affects the dense gas and, importantly, vice versa (unlike chemi-
cal transport models or coupled meteorology−chemistry models,
e.g. the chemistry version of WRF, WRF-CHEM). Currently,
this approach is applied to gases that remain in the gas phase;
complex chemical and thermodynamic processes, such as con-
densation of the gas, are not considered.
As a test case an idealized simulation of fluid release in a chan-
nel is carried out: the ‘dam-break’ (Rottman and Simpson, 1983;
Simpson, 1997). Here, CO2 gas with a mixing ratio of 6 g kg
−1
is confined in a channel with height 1 km, lock-length 1 km
and channel length 150 km (see Figure 1). This channel length
was chosen so as to eliminate any potential effects from the
downstream boundary. There are no background winds; the strat-
ification is neutral below 1 km and follows the US standard atmo-
sphere above 1 km altitude. The horizontal resolution is 100m
resolution, with 140 points in the vertical (variable resolution, but
seven levels below 1 km). This two-dimensional implementation
has no surface friction, radiation or microphysical effects, and no
boundary-layer parametrization. The left-hand lateral boundary
is a ‘wall’ condition; the right-hand lateral boundary is open.
The lock is instantaneously released. As can be seen (Figure 1),
the collapse of the gas column appears qualitatively similar to
laboratory flow-tank releases (snapshots of which can be seen in,
for example, Simpson, 1997) with a well-defined head region.
Figure 2 shows the position of the gas front against time. In the
initial stages the front speed is nearly constant, until it has trav-
elled approximately five lock-lengths or 2500m. After this there
is a transition zone; subsequently, the front speed propagates
according to x∼ t0.67.These results agree very well with theoreti-
cal and laboratory results. Rottman and Simpson (1983) describe
such ‘dam-break’ flow speeds as being ‘approximately constant
(actually, very slowly decreasing)’ for the first few lock-lengths
with the front location following a t2/3 power law at later times
(the latter relationship coming from shallow-water equations;
the ‘self-similar’ phase). Rottman and Simpson (1983) estimated
that for small h/H (where h is the height of dense fluid and H
is the height of the tank, or atmosphere in this case) the ‘con-
stant speed’ regime should continue for approximately three
lock-lengths; this agrees well with the results shown here. Note
that the flow in these simulations is determined by the inertia:
viscous effects would only become evident after the front has
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Figure 2. Distance from the lock-release point against time (open cir-
cles) for test gas release in the dam-break analogy. The two solid lines
show gradients of 0.91 and 0.67, corresponding to two regimes during
the spread of fluid. Correlation co-efficients for the two regression lines
are both greater than r= 0.99.
travelled approximately 300 km (Simpson, 1997, equation (4.1)),
well beyond the domain sizes presented here. The height of the
simulated front at the leading edge (not shown) also agrees very
well with Rottman and Simpson (1983) for the h/H→ 0 case.
The case of a gravity current in a resting isothermal atmo-
sphere, due to the release of an upper level cold bubble, is a
relatively well studied case (Straka et al., 1993). The falling bub-
ble assumes the form of a vortex-type structure which spreads
laterally upon impact at the ground. WRF has been subjected to
numerous tests to reproduce gravity currents from this bench-
mark (Skamarock, 2013). The cold bubble is defined in Straka
et al. (1993) and is centred at 3 km altitude above flat ground
with a maximum temperature perturbation inside the bubble of
ΔT =−15 ∘C; it then falls to the surface and the subsequent lat-
eral motion is tracked. Here, this test has been repeated with a
dense CO2 (instead of cold air) bubble, the dense bubble being
morphologically similar to a cold bubble, and the results are
shown in Figure 3 which shows the position of the head of the
gravity current with time. The resolution used is 100m in the hor-
izontal and variable resolution in the vertical (as described above
for the lock-release case). It can be seen that the denser the gas
the more rapidly the gravity current spreads laterally at the sur-
face. A dense bubble with a maximum mixing ratio perturbation
of Δq= 50 g kg−1 can be constructed that effectively mimics the
behaviour of the cold bubble.
It is also instructive to examine the model response in the case
of a stratified atmosphere. In the following tests the atmosphere is
stratified with a surface temperature of 300K and an increase of
5K km−1 altitude. The cold bubbles and dense bubbles are con-
structed so that the buoyancy force FB is the same in each case:
FB = g
𝜌 − 𝜌0
𝜌0
= g
T0 − T
T
where 𝜌 and T are the bubble density and temperature
respectively and the subscript 0 refers to the ambient state.
Bubble positioning and structure are the same as in the
neutral-atmosphere cases studied above. To facilitate com-
parison between the two runs, a passive (non-dense) tracer is
also added, whose value is proportional to the density or temper-
ature perturbation and is identically distributed in the two cases at
initialization (Figure 4(a)). At successive times (left-hand panels
Figure 3. The surface spread of gravity currents with time for bubbles
of various density perturbations (solid lines) and the standard Weather
Research and Forecasting model thermal perturbation of −15 ∘C (heavy
dashed line, conforming to the Straka et al. (1993) test case: see text).
The lines show the lateral distance of the head of the gravity current at
the surface from the initial centre of the bubble, i.e. the distance from the
release point. The bubble configuration is described in the text.
in Figures 4(b) and (c)) the concentrations in the two cases fol-
low a broadly similar pattern, with both bubbles descending and
spreading laterally; indeed, they are visually very similar. Closer
inspection, however, shows that there are differences: the dense
bubble has higher (than the cold bubble case) concentrations
at lowest levels (the red/brown regions in the right-hand panels
in Figure 4). The cold bubble is more evenly distributed in the
vertical, with higher (than the dense bubble case) concentrations
confined in a layer 1 km above the surface (the green regions in
the right-hand panels in Figure 4). With respect to the subsequent
atmospheric stratification (Figure 5), the dense bubble produces a
quasi-static, highly stable region close to the surface due to warm
air being brought down by the dense gas that is able to stay there
and is compensated by the negative density, whereas the cold
bubble case produces an essentially wavelike response through-
out the atmosphere as it returns to the original stratification.
Further work would be needed to fully determine the effect of
stratification upon the release of dense bubbles but the above
shows that, in a stratified atmosphere, there is a difference
between the behaviours of a dense and of a merely cold bubble.
The daytime situation would also be rather different, as a positive
surface heat flux could make the dense layer less negatively
buoyant but would not remove the negative buoyancy.
The above tests show that the present configuration agrees
with the well tested suite of gravity current tests that have been
developed for WRF; it also agrees with theoretical predictions
and laboratory studies and can be used for novel experimental
investigations.
3. Application to the Lake Nyos disaster, 1986
The Lake Nyos disaster in Cameroon, 1986 (Sigurdsson, 1983;
Kling et al., 1987), saw a large, dense, CO2 cloud rapidly emerge
from Lake Nyos (by a process of limnic eruption) and spread
into the surrounding areas: the concentrations of CO2 released
were such that over 1700 fatalities occurred in a very short
time. The event occurred at 2100UTC on 21August 1986. The
disaster has been previously modelled using a shallow water
approach (Costa and Chiodini (2015), hereafter CC15, who also
provide many references to the event).
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Figure 4. (a) Concentration (arbitrary units, colour-shaded) for the dense bubble (C𝜌, left-hand panel), the cold bubble (C𝜃 , middle panel) and the
difference C𝜌 −C𝜃 (right-hand panel) at initialization; (b), (c) as for (a) but after 1 h (b) and 2 h (c) of simulation. Only a portion of the domain is
shown. The colour bar at the extreme left refers to the concentrations; the colour bar at the extreme right refers to the difference in concentrations.
Figure 5. Potential temperature (1K contour intervals) after 2 h of simulation for (a) the dense bubble and (b) the cold bubble. Only a portion of the
domain is shown.
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Figure 6. (a) The geography and topography of the Lake Nyos region showing heights above mean sea level (colour shaded). The domain size is
20 km (north−south)× 25 km (west–east). Axis tick points represent model gridpoints. (b) Spread of CO2 at the lowest model level for 5min after
release. Axis labelling as in (a). Topography is shown every 100m and the village groups are identified by solid circles. (c)–(h) As for (b) but for
10, 15, 20, 25, 30, 35min after release.
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(a) (b)
(c) (d)
Figure 7. As for Figure 6, but wind speeds (colour shaded) at the lowest model level for (a) 10min, (b) 15min, (c) 20min and (d) 30min after
release. Topography is shown as solid contours (contour spacing 100m). The domain size is 20 km (north–south)× 25 km (west–east). Axis tick
points represent gridpoints; gridpoint separation is 200m. Village groups are denoted by solid circles.
To simulate this event, the model was initialized with National
Center for Atmospheric Research/National Center for Envi-
ronmental Prediction (NCAR/NCEP) reanalyses (Kalnay et al.,
1996) for 21August 1986. The topography data used are nom-
inally 90m in resolution (Consultative Group on International
Agricultural Research-Consortium for Spatial Information,
2014), capable of representing the complex topography of the
region (see Figure 6(a)). The model domain is 30 km× 30 km
(200m resolution) with 71 terrain-following vertical levels
(of varying resolution; of the order of 100m in the lowest
1 km above ground level (AGL), with the first and second
model levels at 30 and 100m AGL respectively). Operational
implementations of this technique may require model levels
closer to the ground, but the 30 and 100m levels were deemed
sufficient for the present demonstration of the method. Model
physics included a 3D turbulence kinetic energy (TKE) based
subgrid turbulence scheme. This uses second-order horizontal
diffusion on model surfaces, preventing diffusion up and down
valley sides, and acting on full (not perturbation) fields. Ver-
tical diffusion is computed via a 1.5-order TKE scheme. For
a detailed description of the subgrid scale TKE scheme see
Skamarock et al. (2008). The effects of strong stratification in
suppressing vertical mixing is an important research topic. Basu
and Porté-Agel (2006) highlighted that subgrid scale schemes
still have problems with vertical mixing. Further tests would
be required to fully explore the dependence upon stratification.
However, a more complete TKE buoyancy-term treatment is
unlikely to affect the resolved motion significantly. Additionally,
a thermal diffusion land-surface scheme with four soil levels, a
Monin−Obukhov based surface layer scheme and a Morrison
double-moment microphysics scheme were implemented. All
these schemes are standard in WRF, and further details may be
found in Skamarock et al. (2008). Due to the large wind speeds
simulated (see below), a time step of 0.5 s was required to avoid
Courant−Friedrichs−Lewy violation.
The simulation was started at 1800UTC on 21 August, and
the release started the same day at 2100UTC, in a model loca-
tion conforming to the lake area (Figure 6(a)). Although the
exact nature of the gas release will never be known, estimates
have suggested (Kling et al., 1987) that the gas cloud extended
approximately 100m (i.e. in the lowest two model levels in
this simulation) above the lake. The modelled release lasted for
5min duration (in accordance with the description of the release
as ‘sudden [and] catastrophic’, Kling et al., 1987) and stopping
thereafter.
Defining the mixing ratio of CO2 in dry air as q g kg
−1, then
q= 10−3 PRairm/M where P is concentration in parts per million
by volume, Rair is the specific gas constant for dry air, m is the
molar mass of CO2 and M is the molar gas constant (equivalent
to multiplying by the ratio of molecular weights). The mixing
ratio of the initial cloud is taken to be 480 g kg−1, corresponding
to a CO2 concentration of approximately 37% by volume, of the
same order of concentration as reported during similar hazardous
occurrences (International Volcanic Health Hazard Network,
2015). Of course the exact concentration of CO2 released during
this event is unknown, but concentrations of CO2 above 8%
© 2016 The Authors.Meteorological Applications published by John Wiley & Sons Ltd Meteorol. Appl. 24: 43–51 (2017)
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(a) (b)
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Figure 8. Three-dimensional visualization of the simulated spread of CO2 from Lake Nyos. (a) Before eruption and (b) 20, (c) 40 and (d) 60min
after eruption. The 5% CO2 concentrations in all plots represent the threshold level where the onset of laboured breathing occurs. The plots are
designed to simulate a viewpoint from an elevated position, looking due north.
can be lethal to humans (International Volcanic Health Hazard
Network, 2015).
As can be seen (Figure 6) the CO2 moves to the north and
flows down the two main river valleys, reaching the two village
groups in approximately 20min (agreeing with the results of
CC15). The rapid advance of the gas cloud (Figure 7), with
speeds in excess of 20m s−1 at the leading edge, is consistent
with Sigurdsson (1983): ‘Within a few km of the lake, the density
and velocity of the gas flow was sufficient to flatten vegetation,
such as corn stalks, banana plants and some trees, consistent with
the behaviour of the flow as a density current’. These simulated
values are slightly higher those predicted by the von Kármán
(1940) type solution:
U =
√(
Δ𝜌
𝜌
)
gH ∼ 12m s−1
where U is speed, Δ𝜌 is density perturbation (𝜌 being the den-
sity of unpolluted air) and H is the height of the dense fluid.
However, this theoretical treatment does not take into account
the complicating factors of the non-uniform slopes and associ-
ated flow channelling prevalent in this region, nor the background
wind speeds, shear and thermal stratification.
After 20min of simulation, high CO2 concentrations are sim-
ulated in the principal villages of Cha, Subum, Fang and Nyos
(see Figure 6(e)). Again, this is entirely consistent with reality:
these villages together suffered over 1700 fatalities during this
episode. The lowest model level concentrations in the To/Cha and
Tsoko/Subum village regions after 30min are above 100 g kg−1
(8% CO2) which can cause death unless oxygen is adminis-
tered immediately (International Volcanic Health Hazard Net-
work, 2015). At successive times, as the cloud dissipates, the
speed of spread decreases; in particular, the speeds along the
main road to the north of Nyos are generally low, leading to an
accumulation of gas in that region. Accumulation, or pooling, of
CO2 is also evident in other valley systems, as shown in Figure 8;
in particular, the Kumbi river valley has a significant accumula-
tion, associated with the steep slopes on either side of the valley.
It should be noted that dangerous levels of CO2 in theKumbi river
valley are apparently absent in the results of CC15, for all scenar-
ios considered by them. Sigurdsson (1983) shows (his figure 3)
CO2 in the Kumbi river valley and fatalities were indeed reported
there (CC15, their figure 5). Differences in results between the
present work and those of CC15 would require further study but
are likely to be linked to the meteorological initialization and
the full physics used here. Apart from the absence of CO2 in
the Kumbi valley, the present results are qualitatively similar to
CC15, especially their scenario III.
It should be emphasized that the resultant simulated accumula-
tions of gas will depend upon the (in reality unknown) concentra-
tion and volume of the initial cloud (as demonstrated in CC15).
© 2016 The Authors.Meteorological Applications published by John Wiley & Sons Ltd Meteorol. Appl. 24: 43–51 (2017)
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Figure 9. (a) As for Figure 6 but 1 h after release, for initial cloud concentrations of (a) 120, (b) 240, (c) 480 and (d) 960 g kg−1.
To somewhat mitigate this deficiency, the model has been run
with different initial concentrations (from 120 to 960 g kg−1, the
latter value being approximately 95% CO2 by volume) and the
results are shown in Figure 9. As can be seen a similar pattern
is found in all runs, with the principal accumulations along the
main road and along the two river valleys, agreeing very well
with the observed locations of the gas and the associated fatalities
(Sigurdsson, 1983, figure 3).
The dependence of concentration upon height is an important
matter, as it can lead to predicting a height above which concen-
trations are low or sufficiently low to escape the worst effects
of gas poisoning. Figure 10 shows that, in general, the high-
est concentrations occur at lowest elevations with an apparently
exponential dependence of concentration upon height (several
regimes are apparent in this figure, coinciding with the main val-
ley systems). Based on these simulations, 1300m above mean
sea level (AMSL) would have been a ‘safe’ altitude; above this
height (the blue areas in Figure 4(a)), concentrations were zero.
In contrast, potentially lethal concentrations are found at heights
below 950m AMSL (the green and white areas in Figure 6(a)).
The latter height equates to a height of 300m above the valley
containing theMbum river and 100m above the valley containing
the Subum river. Importantly, these ‘safe heights’ apply to all the
initial cloud concentrations studied here. Further work (using dif-
fering meteorological forcings and source terms) would confirm
the generality of these safe heights, and this might be of help in
preventing future fatalities. Since 2005, mechanisms have been
put in place to slowly release CO2 from the lake (BBC News,
2005) and so perhaps prevent future catastrophic releases.
Figure 10. Concentrations of CO2 with height, 1 h after release, for
various initial cloud concentrations. Important concentration thresholds
are marked.
4. Summary
In the present study a straightforward, easily implemented means
of treating dense gases in a numerical weather prediction (NWP)
model is presented. The model is tested against laboratory
studies and existing NWP test cases. This study has demon-
strated an application of the Weather Research and Forecast-
ing model as an efficient tool in the modelling of dense gas
dispersion.
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In a real-life application, the simulation of the Lake Nyos
disaster shows that the modelled spread of a gas cloud bears
a very good resemblance to the observations. The quantitative
element, of course, is subject to a large degree of uncertainty,
given the lack of knowledge regarding initial conditions. Addi-
tionally, the model cannot represent very complex phenomena
such as the storage, expansion and cooling of CO2 as it passed
from Lake Nyos to the atmosphere. However, it is clear that the
model does a very good job of predicting the subsequent spread
of the dense gas and provides a means of estimating the lowest
altitudes that may be considered safe in the event of a similar
occurrence. It is feasible that many likely scenarios (differing
wind directions, for example) for this location could be sim-
ulated to construct a map of geographical locations which are
likely to be impacted by a dense gas release. Additionally, if
building scale features do not need to be resolved, the method
could be used to predict the spread of an accidental release
from a chemical plant, e.g. the Bhopal disaster mentioned in
Section 1.
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