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and Černý’s Conjecture
David Fernando Casas Torres
Tesis o trabajo de grado presentada(o) como requisito parcial para optar al t́ıtulo de:
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Estudiamos la teoŕıa de la descomposición de autómatas de Krohn-Rhodes.
Investigamos si la teoŕıa mencionada podŕıa proveernos de herramientas que
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Abstract
We study The Krohn-Rhodes Decomposition Theory of Automata. We inves-
tigate if the aforementioned theory could provide us with tools that could be
used in the research on synchronizing automata.
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Introduction
We want to contribute to the research on Černý’s problem and some closely
related questions. To this end we can try some naive approaches. Let us discuss
in some depth one of those possible approaches.
One of the most basic and ubiquitous ideas in mathematics is the idea of
prime decomposition. It tells us that one can try to represent a complex structure
as an amalgamation (product) of simpler (prime) objects, and study the factors
of such a construction in order to deduce some structural properties of the
decomposed structure. There are many examples of this:
• Any natural number is a prime or a product of prime numbers, and some
of the properties of the composite numbers can be deduced from their
prime factors.
• Any finite abelian group is isomorphic to a Cartesian product of finite
cyclic groups, and some of the properties of the non-cyclic groups can be
deduced from the structure of its cyclic factors.
We think that we can look for a structure theorem for automata, use it to
decompose our synchronizing automata, upperbound the synchronization times
of the projections, and use the later upperbounds to study the synchronization
times of the original (complex) automata.
Keneth Krohn and John Rhodes proved in 1968 a structure theorem for
semigroups (and hence for automata) [11]. The KR-Theorem is neither as simple
nor as exact as the aforementioned examples, but given the lack of structure
in semigroups it is a big and (possibly) helpful achievement. We ask: Can one
use KR-Theory to investigate the synchronizing time of automata? The later
question is the motivating question of this work.
There are many different formulations of the KR-Theorem (see for example
[16] and [7]). We have chosen to work with the alternative presentation given
by Egri-Nagy and Nehaniv [6], which is related to the development of a software
tool [5], implemented in the computer algebra system GAP (see [8]), and which
can be used to effectively compute the decomposition of moderately large semi-
groups and automata. The aforementioned algorithmic tool is called SgpDec
(see reference [5]).
1 Synchronizing automata and semigroups
Our first aim is to study the synchronization time of deterministic finite state
automata (DFA’s, for short). Let us begin with the basic definition of DFA’s.
Definition 1 A finite state automaton is a triple A = (Q,Σ, δ) such that:
1. Q is a finite set, the set of states of A.
2. Σ is a finite alphabet, the input alphabet of A.
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3. δ, the transition function of A, is a function from Q× Σ in Q.
We use the symbol δ̂ to denote the extension of function δ to the set Q×Σ∗.
Function δ̂ is recursively defined by the equation
δ̂ (p, w1 · · ·wn) = δ̂ (δ (p, w1) , w2 · · ·wn) .
By an abuse of language we use the symbol δ to refer the function δ̂.
We say that a pair X = (Q,S) is a transformation semigroup, if and only
if, Q is a finite set of states and S is a semigroup that acts on Q. We represent
the action of s ∈ S over q ∈ Q, as q · s.
Let A = (Q,Σ, δ) be a DFA. Notice that (Σ∗, ◦) is a semigroup, where ◦
denotes the concatenation operation. The transition function of A allows us to
think of the pair (Q, (Σ∗, δ)) as a transformation semigroup, the transformation
semigroup of automaton A that is defined by the following action:
Given p ∈ Q and s ∈ Σ∗, the action p · s is defined as δ (p, s) .
We use the symbol SA to denote the later transformation semigroup.
Remark 2 We denote the action of w on p by the symbol p · w, and given
A = {q1, ..., qn} we use the symbol A · w to denote the set {q1 · w, ..., qn · w}
Given a finite set Q, the full transformation semigroup is the the pair FQ =(
Q,QQ
)
. Any transformation semigroup (Q,S) can be represented as a pair
(Q,G) such that G ⊆ QQ. Given G ⊆ QQ, we use the symbol AG to denote the
automaton (Q,G, δ), where function δ is defined by:
δ (p, f) = f (p) = p · f.
Notice that SAG is isomorphic to (Q,G) . Thus, we can conclude that any
transformation semigroup acting on Q is the transformation semigroup of a
DFA. Moreover, we have that any automaton is completely determined by its
transformation semigroup. The later facts indicate that DFA’s and transforma-
tion semigroups are one and the same thing. The later observation allows us
to use the terms automata and transformation semigroups as interchangeable
terms that refer the same mathematical structure.
We say that automaton A is synchronizable, if and only if, there exists a
string w such that for all p, q ∈ Q the equality
δ (p, w) = δ (q, w)
holds. We say in the later case that w is a reset word for A. Notice that A
is synchronizable, if and only if, the transformation semigroup of A contains a
constant function.
The question about the length of the minimal reset words seems to be a very
hard question. Jan Černý published in 1964 the first one of a series of papers
related to this question [2]. He defined a sequence (Cn)n≥1 of synchronizing
automata, such that for all n the automaton Cn was a n-state automaton whose
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minimal reset words have a length equal to (n− 1)2 . The aforementioned se-
ries of works finished with the paper [3], published in 1971, and which contains
the first formulation of the famous Černý’s Conjecture, which states that the
synchronizing time (the shortest reset length) of any n-state synchronizing au-
tomaton is upperbounded by (n− 1)2. The best (known) upper bound for the
shortest reset length is n
3−n
6 , which was proved by Pin in 1983 [12]. It has been
proved since then that quadratic upper bounds hold for many different classes
of automata, as for example eulerian [10], circular automata [4], and aperiodic
automata [14]. The interested reader can consult the excellent survey by Volkov
[15].
2 Automata and the wreath products of semi-
groups
From now on we study The Holonomy Decomposition of automata [6].
If one wants to represent an automaton as a special product of simpler
automata, he has to suitably represent two different components of the input
automaton: Its static component (states) and its dynamic component (the trans-
formations defined by the input letters). Let us divide the Holonomy represen-
tation into two stages: The representation of the states, and the representation
of the letter-actions.
In this section we present a brief exposition of the first stage, which cor-
responds to the construction of the frames (the wreath products) where those
automata are embedded. We use the special case of Černý Automata to illus-
trate some of the notions.
We denote the n-state Černý automaton with the symbol Cn. Automaton
Cn is equal to ({1, ..., n} , {a, b} , δn), where:
• δn (i, a) = (i+ 1) modn.
• δn (i, b) =
{
i, if i 6= 1
2, otherwise
Is is useful to visualize automaton Cn as follows:
1. The states of Cn are identified with n points on the unit circle: State k is
identified with the point e
2π·i·k
n .
2. The action of input letter a corresponds to an anti-clockwise ration of 2πn
radians.
3. The action of input letter b fixes all the states but state e
2π·i




Definition 3 Let A = (Q,S) and B = (P, T ) be transformation semigroups, we
say that A divides B (A | B, for short), if and only if, there is a subset R ⊆ P
and a sub-semigroup U ⊆ T such
that:
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• (R,U) is a transformation semigroup i.e. for all r ∈ R and u ∈ U we
have that r · u ∈ R.
• There are two surjective functions θ : R → Q and φ : U → S such that φ
is a semigroup homomorphism, and the pair of maps preserve the action
i.e. for all r ∈ R and for all u ∈ U the equality θ(r ·u) = θ(r) ·φ (u) holds.
It is important to remark that most automata are not isomorphic to their
Krohn-Rhodes decompositions. The theorem states (see below) that any au-
tomaton divides its decomposition, and it happens that those decompositions
can be very much larger than the decomposed automata. This later fact is a
serious drawback of the theorem.
Definition 4 Let ((Q1, S1), ..., (Qn, Sn)) be a finite tuple of transformation semi-
groups. Given i ∈ {1, ..., n}, we say that di is a dependency function of level i, if
and only if, di is a function from Q1×···×Qi−1.to Si. If i = 1, we have that d1
is a function from ∅ to S1. A tuple (d1, ..., dn) of dependency functions is called
a cascade. Let V be a set of cascades, the cascade product determined by V is
the transformation semigroup (Q1, S1) oV · · · oV (Qn, Sn) defined by:
• The set of states is the set Q1 × · · · ×Qn.
• The set of functions acting on Q1×· · ·×Qn is a set V̂ that is determined
by V. Before defining the set V̂ we have to define the action of a cascade
(d1, ..., dn) ∈ V. Let (q1, ..., qn) be a state, we set
(q1, ..., qn) · (d1, ..., dn) = (q1 · d1 (∅) , q2 · d2 (q1) , ..., qn · dn (q1, ..., qn−1)) .
The composition of two cascades corresponds to sequential composition:
First acts the cascade on the left, and then the cascade on the right. The
set V̂ is the closure (under compositions) of the set V.
If V is the set of all the possible cascades we say that the later cascade product
is the wreath product of the above transformation semigroups.
Let us fix an automaton A = (Q,Σ, δ).
Definition 5 The set
IA := {Q · s : s ∈ Σ∗} ∪ {Q} ∪ {{q} : q ∈ Q},
is called the extended set of images of A.
Remark 6 Notice that A is synchronizing, if and only if, there exists q such
that {q} ∈ {Q · s : s ∈ Σ∗}. Notice also that A is synchronizing and strongly
connected, if and only if, for all q we have that {q} ∈ {Q · s : s ∈ Σ∗}. Thus,
we have that for the later type of automata the equality
IA := {Q · s : s ∈ Σ∗} ∪ {Q}
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holds. Recall that we are interested in synchronizing automata and Černý’s
conjecture. The reader must also recall that Černý’s conjecture holds, if and
only if, it holds true for strongly connected automata [15]. Now suppose that the
input alphabet of A contains a letter whose action is a permutation of Q, then
Q ∈ {Q · s : s ∈ Σ∗}. If one is interested in synchronization, he can restrict his
attention to automata whose input alphabets contain a permutation. From now
on, we work with strongly connected synchronizing automata for which we can
suppose (without loss of generality) that the equality
IA := {Q · s : s ∈ Σ∗}
holds.
Example 7 It is easy to check that ICn is equal to is equal to {Q · s : s ∈ Σ∗}.
Moreover, it is easy to check that ICn is equal to the set constituted by all the
non-empty subsets of {1, ..., n} .
Definition 8 The subduction relation determined by A is a binary relation
A⊂ P (Q)× P (Q) that is defined by
H A K, if and only if, there exists s ∈ Σ∗ such that H ⊆ K · s.
It is easy to check that A is a preorder. Let ≡A be the binary relation
given by
H ≡A K, if and only if, H A K and K A H,
we have that ≡A is an equivalence relation. Moreover, we have
Lemma 9 If H ≡A K, then |H| = |K| .
Proof. Suppose that H ≡A K. We have that there exist two words w, u such
that H ⊆ K · w and K ⊆ H · u. Notice that the size of a subset cannot be
increased by the action of a word, then we have that
|H| ≤ |K · w| ≤ |K| .
We can also prove that |K| ≤ |H| , and the lemma holds.
Remark 10 It is easy to check that the converse of the above lemma holds for
Černý’s automata, that is: if H,K ⊆ {1, ..., n} are of equal size, then H ≡Cn K.
Remark 11 Suppose, H ≡A K we have that there exists two transformations
mHK ,mKH ∈ Σ∗ and such that
mKH (K) = H and mHK (H) = K.
We will use those functions to define the Krohn-Rhodes embedding.
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Definition 12 Let H,K ∈ IA, and suppose that H ⊆ K, we say that H is
a tile of K, if and only if, it is a maximal proper subset of K in IA, that is:
K ∈ IA, and if there exists L ∈ IA such that H ⊆ L ⊂ K, then H = L. We use
the symbol T AK to denote the set of tiles of K.
Example 13 Given K ∈ ICn {1, ..., n} , the set of tiles of K is constituted by
the maximal subsets of K.
Notation 14 We use the symbol MA to denote the transformation monoid
that is generated from A by adding an identity transformation.
The notion of stabilizer is similar to the notion that is used in group theory,
we have: Given K ∈ IA, the stabilizer of K, denoted with the symbol StAK , is
the subset of MA constituted by the strings that preserve the tiles of K, that
is: If w ∈ StAK and H ∈ T AK , then H · w ∈ StAK . Suppose that w ∈ StAK , string
w acts as a permutation on T AK . We use the symbol GAK to denote the group
of permutations of T AK that is generated by StAK . The transformation group(
T AK , GAK
)
is called the holonomy transformation group of K. It is important to
observe that GAK is a subgroup of MA.
Example 15 Let K = {2, 3, 4}, we know that T C4K contains the tiles
{2, 3} , {2, 4} , {3, 4} .
Notice that
{2, 3} · ab = {3, 4} , {3, 4} · ab = {2, 4} , {2, 4} · ab = {2, 3} .
It is easy to check that the holonomy group of K is generated by ab, and it
is isomorphic to Z3.
Definition 16 Let hA : IA → N be the function defined by:
1. hA ({q}) = 0 for all q ∈ Q.
2. If |K| > 1 then hA (K) is defined as
max
k
{k ∈ N : there exists a sequence K1 <A< · · · <A Kk = K & |K1| > 1} .
The function hA is called the height of A.
Example 17 Recall that the subduction relation in ICn is the equal to the inclu-
sion relation. Therefore, we have that for all 3 ≤ k ≤ n and for all K ⊆ {1, ..., n}
the equality hCn (K) = k − 1 holds.
Let A (k) be the subset of IA constituted by the elements of height k. Sup-
pose that A(k)≡A = {B1, ..., Bjk}, which means that B1, ..., Bjk is a full list of
≡A-representatives of the elements of A (k), set
HAk =
(
T AB1 t · · · t T
A
Bjk






where given a subset W of Σ∗, the symbol W denotes the transformation semi-
group that is generated by W after adding to it all the constant transformations.
The action of α ∈ GABj on v ∈ T
A
B1
t · · · t T ABjk t {∗} is defined by
v · a =
{
v · a, if v ∈ T ABj
v, otherwise
The semigroup HAk is called the holonomy transformation semigroup of level k.
We are ready to state our version of the Krohn-Rhodes Theorem, it is not
the original statement, it corresponds to the version worked out by Egry-Nagy
and Nehaniv [6].
Theorem 18 Let A be a DFA, automaton A divides a cascade product of the
holonomy transformation semigroups HAkA , ...,H
A
1 .
Example 19 Given K ⊆ {1, ..., n} we have that hCn (K) = |K| − 1. Moreover,
we have that all the subsets of height k are equivalent under the relation ≡A If
|K| = k, we can represent K as the set {1, ..., k}. Furthermore, we have that
T CnK s contains all the subsets of K of size k−1, each one of those subsets can be
represented by the excluded element, and it means that T CnK can be represented
by the set {1, ..., k} . It can be checked that GCnK is isomorphic to Zk (see below).
Altogether, we have that
HAk =
(
[k + 1] ,Zk+1
)
,
where [i] is equal to the set {1, ..., i} . Therefore, we have that Cn divides the









3 On the synchronization of wreath products
Recall that we are studying The KR-Theory of decompositions, because we are
looking for possible applications in synchronization. To begin with we have to
study the synchronizability of the full wreath products of holonomy semigroups,
and its relation with the synchronizability of the decomposed automaton.
Notice that the full wreath product of holonomy transformation semigroups
can be synchronized in one time unit (with a string of length 1) with the appli-
cation of a special cascade, the cascade (dkA , ..., d1) defined by:
For all i ≤ kA and for all state (qkA , ..., q1) we set
di ((qkA , ..., qi+1)) = K∗





The above fact holds, even if the automaton A is non-synchronizing. Thus,
we have that the synchronizability of the full wreath product does not imply
the synchronizability of the decomposed automaton. Why?
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Observe that A divides B if the later semigroup contains a sub-semigroup
(R,U) that emulates, in a more detailed way, the action of the former. It means
that the divisibility relation involves a third semigroup that plays the role of
a witness. Let us call this sub-semigroup the witness sub-semigroup. If (R,U)
is the witness sub-semigroup of B, and (R,U) is synchronizing, then there is a
word w ∈ U∗ and there exists a state b ∈ R such that for all r ∈ R the equality
r · w = b holds. Thus, we have that
θ(b) = θ(r · w) = θ(r) · φ(w).
Recall that θ is a surjective map. Then, we can conclude that A = (Q,S)
is synchronized by θ(w). We have to take into account, at this point, that the
synchronizability of B does not imply the synchronizability of (R,U) , notice that
U can be a proper subset of B-transformations excluding a set of transformations
that are necessary for synchronization. It is not said in the proof, but the
witness of the divisibility relation is not the full wreath product of holonomy
transformation semigroups, the witness is a proper cascade sub-semigroup.
Altogether, we have that it is not enough for us to work with the statement
of the above theorem, which does not refer to the representation of the dynamic
component (the second stage).
3.1 The Full Wreath Product of Some Slowly Synchroniz-
ing Automata
In this subsection we study the wreath product of slowly synchronizing au-
tomata, we look for special patterns occurring in the decompositions of those
automata.
It is known that most synchronizing automata can be quickly synchronized
in linear time [9], [13]. The sequences of automata requiring super-linear time
are called slowly synchronizing sequences [1]. The most prominent of those se-
quences is Černý’s sequence which requires quadratic time. There are few known
sequences of automata requiring super-linear time. Most of those sequences have
an uniform definition, and it allows us to study their cascade decompositions.
We use the computer algebra system GAP, and more specifically the package
SgpDec, to compute the holonomy decomposition of some of the aforementioned
automata.
We use the following notation and the following conventions:
• If an automaton M has n states, we assume that its set of states is equal
to {1, ..., n} .
• An action on {1, ..., n} is represented by a tuple [t1, ..., tn] indicating that
state i is sent to state ti.
Let us begin with Černý’s sequence. Given n we can show (see below) that
Cn is embedded into (
[n] ,Zn
)






which is the full wreath product of holonomy transformation semigroups of Cn.
A second sequence of slowly synchronizing automata is Wielandt’s sequence,
denoted with the symbol (Wn)n≥1 (see reference [1]). AutomatonWn is a binary
automaton with two states, the two letters of its input alphabet corresponds to
the actions [2, 3, ..., n, 1] and [2, 3, ..., n, 2] . The full wreath product of holonomy
transformations semigroups is equal to(
[n] ,Zn
)





which is equal to the full wreath product of holonomy transformation semigroups
related to automaton Cn. A third sequence is the sequence (Dn)n≥1 defined by:
Dn is a n-state binary automaton and the actions of the two letters are given by
[2, 3, ..., n, 1] and [2, 3, ..., n− 1, 1, 2]. The full wreath product of transformation









The above three examples suggest that ([n] ,Zn) o · · · o ([2] ,Z2) is the wreath
product of any hard to synchronize n-state automaton. However, we can re-
fute this naive conjecture considering a fourth sequence of slowly synchroniz-
ing automata, it is the sequence (B2n+1)n≥1 defined by: B2n+1 is a 2n + 1-
state binary automaton, and the two actions are given by [2, 3, ..., 2n+ 1, 1]
and [1, 2, , ..., 2n− 1, 1, 2]. We have that the full wreath product of holonomy

























Although we have refuted the later conjecture, it is important to observe
that all the computed decompositions are very similar. We use package SgpDec
to compute some other decompositions.
There are few known examples of n-state automata such that its shortest
reset length is equal to (n− 1)2. The basic examples are Černý’s automata.
In addition to those automata there are only eight examples registered in the
literature [15]. We use the term extreme automata to refer those automata
We have three examples of extreme automata with three states, the first
one is automaton Extr31, it is a binary automaton and the actions of the input
letters are given by [2, 1, 2] and [2, 3, 1] ; the second one is Extr32, it is a ternary
automaton and the actions of the three letters are given by [2, 3, 2] , [1, 2, 2] and
[3, 2, 1]; the last one is Extr33, a ternary automaton with actions [2, 2, 3], [2, 1, 3]


























,where Sn is the symmetric group of order n.
With four states we have three extreme automata:
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where D8 is the dihedral group with four points.
• Extr43 is a ternary automaton, which is generated by the actions [2, 3, 2, 4] , [3, 2, 1, 4]














There are two more examples of extreme automata, one with five states
and one with six states:
• Roman’s automaton, denoted with the symbol R, is a ternary 5-state au-


















• Kari’s automaton, denoted with the symbol K, is a binary 6-state automa-






















Observe that all the wreath products of holonomy semigroups computed so
far are constituted by semigroups that are generated from the cyclic, the sym-
metric and the dihedral groups by adding constant maps. One can conjecture
that it is the case for all the slowly synchronizing automata: Their wreath prod-
uct representations do not contain trivial semigroups. It is a little bit surprising
that the full wreath product representation of some slowly synchronizing con-
tains easy to synchronize constant semigroups. Let D′′n be the n-state binary
automaton that is given by the actions [2, 3, ..., n, 2] and [2, 3, ..., n− 1, 1, 1] , it
is known that the shortest reset length of D′′n is equal to n2 − 3n+ 2 (see [1]).
Let 2 the flip-flop semigroup given by ({1, 2} , {id,K1,K2}). We have that:



















































It is important to remark that for small values the n the pattern follows: The





and then it comes a descending chain of cyclic groups. It is interesting to ob-
serve that for all the automata in the sequence (D′′n) the actions of the input
letters are not permutations.
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3.2 The Full Wreath Product of Černý’s automata.









. In this subsection we prove the latter assertion
in full detail.
Theorem 20 For all n, the set ICn is equal to P ([n]) \∅.
Proof. We must show that for all non-empty subset A ⊂ [n] , there is a word
wA such that [n] · wA = A.
To begin with, it is easy to transform the set {1, ..., n} in the set {1, ..., k},
and it is true for all k ≤ n. Suppose k < n, first we apply letter b, obtaining in
this way the set {2, ..., n} . Then, we apply the word an−1 and we get the set
{1, ..., n− 1} . We can continue in a similar way until we get the set {1, ..., k} .
Then, there exists wk such that {1, ..., n} · wk = {1, ..., k} . Thus, it suffices if
we can prove that for all A,B ⊂ {1, ..., n} such that |A| = |B| = k there exists
a string wAB for which A · wAB = B.
Suppose that A = {q1,..., qk}, B = {p1,..., pk}, and p1 < · · · < pk
First, we suppose that there exists a permutation π ∈ Sk such that for all
1 < j ≤ k the equality





holds. We have that there exists t ≤ n such that for all i ≤ k the equality
qπ(i) · at = qi holds. Then, in this special case we have that A · at = B.
Now we suppose that the later permutation does not exist. We can suppose
that p1 = q1 < · · · < qk. Let qi be the first element such that pi−pi−1 6= qi−qi−1.
Suppose qi−qi−1 < pi−pi−1, and let t be a positive integer such that qi ·at = 1.
Observe that:
1. qi · at − qi−1 · at = qi − qi−1 + 1.
2. For all j 6= i, we have that qj · at − qj−1 · at = qj − qj−1.
Notice that we can continue in this way until we get a string w such that for
all i ≤ k the equality
pj − pj−1 ≡ (qj · w − qj−1 · w) ( modn)
holds. We can conclude that there exists t ≤ n such that A · wat is equal to B
and the theorem is proved.
We observe that the above proof allows us to obtain some additional results:
1. For all K,H ⊂ {1, ..., n} we have that K Cn H, if and only if, K ⊆ H.
2. Given K ⊂ {1, ..., n} , we have that hCn (K) = |K| − 1.
3. The tiles of K are all its subsets of size |K| − 1
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4. All the sets of states of the same size are ≡Cn-equivalent, and hence there
is only one representative for each height level.
The above four facts ease the computation of the holonomy transformation
semigroups at each level height. For all k ≤ n − 1 we can choose the set
{1, ..., k + 1} as the representative of height k. We know that the set of tiles of
{1, ..., k + 1} is equal to the set
P=k ([k + 1]) = {A ⊂ {1, ..., k + 1} : |A| = k} .
Observe that the size of P=k ([k + 1]) is equal to k + 1. Moreover, there
exists a natural correspondence between P=k ([k + 1]) and [k + 1] : Each el-
ement of P=k ([k + 1]) can be identified with its hole, where the whole of A
is [k + 1] \A. Thus, we have that the holonomy semigroup at level k is equal
to
(
[k + 1] t {∗} , GCn{1,...,k+1}
)
, where GCn{1,...,k+1} is the stabilizer of the set
of tiles of {1, ..., k + 1}. It remains to compute the transformation semigroup
GCn{1,...,k+1}.
Theorem 21 GCnP=k([k+1]) is isomorphic to Zk+1 and
(
P=k ([k + 1]) t {∗} , GCn{1,...,k+1}
)
is isomorphic to ([k + 1] t {∗} ,Zk+1) .
We split the proof of the above theorem into a series of lemmata.
Let f be an action that belongs to GCn{1,...,k+1}, it follows from the definition
of stabilizer that there exists a string wf representing this action, and which
acts as a permutation on the set of tiles of {1, ..., k + 1} . Thus, If one wants
to compute the semigroup GCn{1,...,k+1}, he has to determine the set of strings
fulfilling the later condition as well as the actions that are represented by those
strings. Let us use the term [k + 1]-strings to denote those strings. It is easy to
prove that:
Lemma 22 w is a [k + 1]-string, if and only if, the equality {1, ..., k + 1} ·w =
{1, ..., k + 1} holds.
Example 23 String an is a [k + 1]-string that represents the identity action on
{1, ..., k + 1}, that is: For all i ∈ {1, ..., k + 1} we have that i · an = i.
Let Sk+1 be the action defined by:
Sk+1 (1) = 2, Sk+1 (2) = 3, ..., Sk+1 (k) = k + 1 and Sk+1 (k) = 1.
Lemma 24 There exists a string wSk+1 such that for all i ≤ k + 1 the equality
i · wSk+1 = Sk+1 (i) holds.
Proof. It is easy to check that string an−k+1(ban−1)n−k works, that is: For all




= Sk+1 (i) holds.
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Let us use the symbol wSk+1 to denote the string a
n−k+1(ban−1)n−k, and let
us use the symbol S
(j)
k+1 to denote the action Sk+1 ◦ · · · ◦ Sk+1︸ ︷︷ ︸
j times
. Notice that for







k+1 (i) = (i+ j) (modk + 1)
holds. Therefore we have:
1. 〈Sk+1〉, the transformation semigroup generated by S, is isomorphic to
Zk+1.
2. 〈Sk+1〉 is embedded into GCn{1,...,k+1}.
It only remains to be proved that for all [k + 1]-string w there exists j ≤ k+1
such that S
(j)
k+1 is equal to the action exerted by w on the set {1, ..., k + 1}. Next
lemma can be easily proved by induction on string-length.
Lemma 25 For all 1 ≤ p < q < r < s ≤ k + 1 there does not exist a string w
such that p · w < r · w < q · w < q · w.
It follows easily from the above lemma that for all [k + 1]-string w there
exists at most one i ∈ {1, ..., k} such that i ·w > (i+ 1) ·w. The last fact implies
that for all [k + 1]-string w there exists j ≤ k+1 such that action represented by
w is equal to S
(j)
k+1. After getting the later conclusion we can claim that theorem
21 is proved.
4 Cascade decomposition of Automata
We want to finish our study of the cascade decomposition of automata. To this
end, we have to describe the way a cascade is assigned to each one of the input
letters.
Definition 26 A subset C ⊆ IA is a chain, if and only if, we have that for all
A,B ∈ C either A ⊆ B or B ⊆ A. We say that a chain
Ai ⊃ Ai−1 ⊃ · · · ⊃ A1,
is maximal in IA, if and only if, for all k ≤ i we have that Ai ∈ IA and the
chain cannot be extended by inserting an element of IA. We use the symbol
C (A) to denote the set of all the maximal chains in IA. Let C be a chain, a
dominating chain D is a maximal chain in IA such that C ⊆ D. Two chains
C,D agree down to K, if and only if, K ∈ C ∩ D, and for all H such that
K ⊆ H, we have that H ∈ C, if and only if, H ∈ D.
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Example 27 An element of C (Cn) is a chain C of the form
Q = An ⊃ An−1 ⊃ · · · ⊃ A1 = {q} .
Notice that chain C is fully represented by the vector
vC = (An−1, ..., A1) ,
and notice also that for all i ≤ n− 1 = kCn we have that vi is a tile of a set of
height i, that is: For all maximal chain C ∈ C (Cn) the kCn-dimensional vector
vC is an almost-element of the full wreath product of holonomy transformation
semigroups of Cn.
Notation 28 From now on, we write a n-tuple as (an, ..., a1) , where the indices
decrease from left to right.
The above example suggests that maximal chains can be the bridge between
the automaton to be decomposed and the wreath product of its holonomy semi-
groups. Moreover, we have that the transformation semigroup A acts in a
natural way on the set of chains. Let
Ai ⊃ Ai−1 ⊃ · · · ⊃ A1
be a chain, and let a ∈ Σ, notice that
Ai · a ⊇ Ai−1 · a ⊇ · · · ⊇ A1 · a,
is also a chain that we denote with the symbol C · a. It is possible to define an
action â : C (A)→ C (A) such that for all chain C, the chain C ·â is a dominating
chain of C ·a. Observe that function â is not unique. We say that â is consistent
with chain structure, if and only if, for all pair of chains C and D that agree
down to K, we have that C · â and D · â agree down to K · a.
Suppose that Q = {1, ..., n} . We define a linear order on the set ℘(Q), the
order is defined as follows:
1. If |K| < |H| then K < H.
2. If |K| = |H|, we have that K < H, if and only if, the least element of (the
symmetrical difference) K∆H belongs to K.
Let a ∈ Σ, there is a canonical way of defining â:
First, given a chain C = Kr ⊃ · · · ⊃ K1 a chain, we define Ĉ as the maximal
chain that extends C, and which can be constructed from the later by adding
the smallest possible (with respect to the above order) subsets of Q : Given C ·a,
we extend it by inserting the smallest possible K ∈ IA, and we continue in this
way until we get a maximal chain.
Definition 29 We set C · â = (̂C · a)
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Lemma 30 Given a, b ∈ Σ, if â and b̂ are consistent with chain structure, then
the composite function â ◦ b̂ is also consistent with chain structure.
The above lemma allows us to define ̂w1 · · ·wn as ŵ1 ◦ · · · ◦ ŵn
Definition 31 Let CSA be the set {ŵ : w ∈ Σ∗} (as defined above), and let
ĈSA be the semigroup generated by all those maps. The chain-transformation
semigroup of automaton A is the pair
(
C (A) , ĈSA
)
.
Example 32 The set C (C4) is constituted by the 24 maximal chains that can
be constructed with the non-empty subsets of {1, 2, 3, 4} . Let
C = {{1, 2, 3, 4}, {1, 2, 3}, {2, 3}, {3}},
we have that C · b = {{2, 3, 4}, {2, 3}, {3}}, and
C · b̂ = {{1, 2, 3, 4}, {2, 3, 4}, {2, 3}, {3}}.
Lemma 33 For all automaton A |
(
C (A) , ĈSA
)
.
Proof. Any maximal chain C contains a singleton as its first element. Let C be
a maximal chain that begins with the singleton {p}, set θ (C) = p. Function θ is
well defined and it is clearly surjective. If f ∈ ĈSA there exist strings X1, ..., Xn
such that f = X̂1 ◦ · · · ◦ X̂n, set φ (f) as X1 ◦ · · · ◦Xn. It is easy to check that
the pair (θ, φ) is a morphism.
Remark 34 The chain transformation semigroup can be understood as an au-
tomaton Â, whose input alphabet is the set
Σ̂ = {â : a ∈ Σ} .
Notice that Σ̂ is exactly the same as Σ.
We have that the divisibility relation is transitive. Then, in order to prove
Theorem 18, it would be enough to prove that
(
C (A) , ĈSA
)
divides the wreath
product of the holonomy semigroups. We also have that the sub-semigroup
relation is included in the divisibility relation. Then, it would be enough to
prove that
(
C (A) , ĈSA
)
is a sub-semigroup of transformations of the wreath
product.
In order to proceed with the outlined proof strategy we have to learn how
to see a maximal chain as a suitable kA-dimensional vector belonging to the set
of states of the wreath product.
Let C ∈ C (A) be equal to Q = Bk ⊃ Bk−1 ⊃ · · · ⊃ B1 = {q} , we have:
1. k ≤ kA.
2. For all i ≤ k, the set Bi ∈ IA.
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3. For all i ≤ k − 1 we have that Bi+1 is a tile of Bi.
Thus, we have (once again) that C is an almost-element of the wreath prod-
uct. Given C, we define a kA-tuple C
pos
A in the following way:
CposA [i] =
{
Bj , if hA (Bj) + 1 = i
∗, if there does not exist j as above .
Definition 35 We say that CposA is a positioned chain, and we use the symbol
pos (A) to denote the set of all the positioned chains.
Example 36 Given C = {{1, 2, 3, 4}, {1, 2, 3}, {2, 3}, {3}}, we have that CposC4
is equal to ({1, 2, 3} , {2, 3} , {3}) = vC . Notice that {1, 2, 3} is a tile of a set of
states of height 3, the set {2, 3} is a tile of a set of states of height 2, and {3}
is a tile of a set of states of height 2.
Notice that:
1. Any positioned chains is a kA-dimensional vector.
2. The i-th entry of a positioned chain is either equal to a tile of a certain
set of height i or it is equal to ∗.
Let C be a chain, and let CposA be its positioned chain. Given a ∈ Σ, we set
CposA · ã = (C · â)
pos
A . We use the symbol pos
T (A) to denote the transformation
semigroup generated by the actions {ã : a ∈ Σ} . We have that
(
C (A) , ĈSA
)
is
isomorphic to pos (A) and as a consequence we have that A |posT (A) .
Now, we want to prove that posT (A) is embedded in the wreath product
of holonomy semigroups. It is important to observe that there exist positioned
chains that do not correspond to states of the wreath product. Let C ∈ pos (A) ,
if there exists i, such that the i-th entry of C is not a tile of all the representatives
of height k, then C is not a state of the wreath product. Notice also that a
positioned chain does not belong to the set of states of the wreath product, if
and only if, the later fact actually occurs. Thus, it seems that there is only
one thing that remains to be done: Given to each positioned chain a canonical
representation within the wreath product.
Definition 37 For all i ≤ kA define the following functions over pos (A) .
• If i = kA, set αi (Cpos) = Q.
• If i < kA, set
αi (C
pos) = Cpos [j] , where j = min {j > i : Cpos [j] 6= ∗}
Then, define αA as
αA (C
pos) = (αkA (C
pos) , ..., α1 (C
pos)) .
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Example 38 If we suppose that a certain positioned chain Cpos is equal to
(A, ∗, B, ∗, {q}), we get that αA (Cpos) is equal to (Q,A,A,B,B).
Definition 39 Function encA : pos (A)→ HAkA o ... o H
A
1 is defined by
(encA (C
pos
A )) [j] = C
pos
A [j] ·mBB ,
where B = (αA (C
pos)) [j], and B is the representative of the ≈A-equivalence
class of B.
Example 40 Recall that for the special case of Černý Automata the subduction
relation is the same as the inclusion relation. Recall that two sets of states are
equivalent, if and only if, they have the same size. Let us fix n = 4 and let
us choose the representatives of the different height levels in the following way,
height 3 we choose {1, 2, 3, 4}, height 2 we choose {2, 3, 4}, height 1 we choose
{2, 4}, and height 0 we choose {2}. Given the chain
{1, 2, 3, 4} , {1, 2, 4}, {1, 2}, {1},
its positioned chain is equal to ({1, 2, 4}, {1, 2}, {1}), and after applying function
encA we get the vector ({1, 2, 4}, {3, 4}, {4}), which is an element of the wreath
product: {1, 2, 4} is a tile of {1, 2, 3, 4}, {3, 4} is a tile of {2, 3, 4} and {4} is a
tile of {2, 4}.
So far, we have defined an injection (the embedding encA ◦ posA) of C (A)
into the set elements of the wreath product of holonomy semigroups. It remains
to specify which are the cascades that correspond to the generators of ĈSA.
Recall the chain transformation semigroup is generated by the elements of Σ̂.
Notation 41 Recall that for all 1 ≤ k ≤ kA we use the symbol K∗ to denote
the constant function with domain T AB1 t · · · t T
A
Bjk
t {∗} that takes the value ∗.
Given a ∈ Σ, we define ca, which is a cascade (akA , ..., a1), by specifying for
all i ≤ kA the dependency function ai.
Let 1 ≤ i ≤ kA, and let C be a maximal chain. Suppose that A = αi (CposA )
and suppose that B = αi ((C · â)posA ) . We consider the following three cases:
1. hA (B) 6= i, in this case we set
ai ((encA (C
pos
A )) [kA] , ..., (encA (C
pos
A )) [i+ 1]) = K∗.
Notice that B can be effectively computed from the vector
((encA (C
pos
A )) [kA] , ..., (encA (C
pos
A )) [i+ 1]) ,
and the definition is sound.
2. hA (B) = i and A · a = B, in this case a acts bijectively on A and we set
ai ((encA (C
pos
A )) [kA] , ..., (encA (C
pos
A )) [i+ 1]) = mAA · a ·mBB .
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A )) [kA] , ..., (encA (C
pos
A )) [i+ 1]) = KD,
where KD is the constant function that takes the value D.
Remark 42 The above definitions could seem a little bit bizarre, however it can








Now, we have a better description of the witness sub-semigroup, and we can
use it in order to determine the cascades that are associated to the elements of
Σ. We use the term A-cascades to denote the later type of cascades.
Example 43 Let us consider once again Černý’s automata. First, we fix n = 4.
The representatives of the different height levels are {1, 2, 3, 4}, {2, 3, 4}, {2, 4}
and {2}. Let C be equal to
{1, 2, 3, 4} ⊃ {1, 2, 4} ⊃ {1, 4} ⊃ {4},
its positioned chain is equal to
({1, 2, 4}, {1, 4}, {4}) ,











= ({1, 2, 4}, {2, 3}, {2}) .
Now we check the way the cascades ca and cb acts on this element of the wreath
product.
We have that C · a is equal to
{1, 2, 3, 4} ⊃ {1, 2, 3} ⊃ {1, 2} ⊃ {1},





= ({1, 2, 3}, {2, 3} , {2}) .
We have that (ca)3 is equal to the action of a on the tiles of Q..Let us
consider the case i = 2. In this case A = {1, 2, 4} and B = {1, 2, 3} . We have
that B = A ·a, and hence we are forced to consider the second item of the above
definition. We have that
(ca)2 ({1, 2, 4}) = mAA · a ·mBB ,
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where B = {2, 3, 4} = A. Notice that mBB = a, because if one wants to obtain
{2, 3, 4} from {1, 2, 3} , he has to transform the hole of the later subset, which
is equal to {4} , into the hole of the former that is equal to {1} . On the other
hand, we have that mAA = a
2. Then, the equalities
(ca)2 ({1, 2, 4}) = a ◦ a ◦ a
2 = a4 = id
hold. It is easy to check that the condition in the second item of the above
definition is always satisfied. Moreover, for all chain the functions mBB and
mAA are powers of a, and hence the dependency function (ca)2 is always equal
to a power of a.
Let us consider the case i = 3. We have that A = {1, 4} and B = {1, 2} .
We observe that once again the equality B = A · a holds. We have that B =
{2, 4} = A, and we also have that mBB corresponds to the action of a3b, while
mAA is equal to the action of aba
2. Then, we have that
(ca)1 ({1, 2, 4} , {1, 4}) = a
3b ◦ a ◦ aba2.
It can be checked that for all n, for all chain C and for all i ≤ n − 1 the
equality αi (C
pos
A ) · a = αi ((C · â)
pos
A ) holds, and it means that for the special
case of Černý’s automata we always have to consider the second case (item) of
the above definition.
Let us check the behavior of the cascade cb. We have that











= ({2, 3, 4}, {2, 4} , {4}) .








(cb)2 ({1, 2, 4}) = b ◦ a
2,
(cb)3 ({1, 2, 4} , {1, 4}) = b ◦ b.
It is no easy to identify a pattern in the above computations, but some few
general facts can be observed:
1. For all n the equality (ca)1 = a holds.
2. For all n ,if we choose as the representative of height n−2 the set {2, ..., n} ,
then the equality (cb)1 = b holds.
3. For all n, and for all D ⊂ {1, ..., n} such that |D| = n − 1 we have that
(ca)2 is a power of a.
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4.1 Synchronization of the witness sub-semigroup
We noticed that full wreath products can be synchronized very fast, in one
time unit, using a very special cascade. However, this synchronization is useless
because it cannot be (easily) decomposed as the composition of a short ordered
sequence of A-cascades (it cannot be represented as a short input string of
automaton A). Notice that the synchronizations that matter are those that can
be achieved by short strings, that is: The synchronizations that can be achieved
by applying a sequence of A-cascades.
Definition 44 We use the symbol CA to denote encA (C (A)).
Observe that CA is the set of states of the witness sub-semigroup.
Definition 45 Given A ⊂ Q, we say that string w synchronizes the set A, if
and only if, there exists p ∈ Q such that for all r, s ∈ A the equality r · w =
s · w = p holds.
Theorem 46 Let A be an automaton, string w1 · · ·wm is a reset word for A,
if and only if, the cascade cw1 ◦ · · · ◦ cwm synchronizes the set CA.
Proof. It is easy to check that given w1, ..., wm ∈ Σ, if the cascade cw1 ◦· · ·◦cwm
synchronizes the set CA, then the string w1 · · ·wm synchronizes the automaton
A.
Suppose that w = w1 · · ·wn is a reset word for A, and suppose that for all
p ∈ Q the equality p · w = q0 holds. Let v, u ∈ CA, there exist Cu, Cv ∈ C (A)
such that
v = encA ((Cv)
pos
A ) and v = encA ((Cv)
pos
A ) .
If Cv · ŵ = Cu · ŵ we get that
v · (cw1 ◦ · · · ◦ cwm) = u · (cw1 ◦ · · · ◦ cwm) .
Thus, it is enough to show that ŵ synchronizes the elements of C (A) . We
observe that for all C ∈ C (A) the equality
C · ŵ = Ĉq0 ,
where Cq0 is the chain {q0} . The later fact means that ŵ synchronizes the
elements of C (A) .
Given A we use the symbol srlA to denote the shortest reset length of A.
Definition 47 Given A, we define the shortest reset length of CA as
srlcCA = min {m : ∃w1, ..., wm (cw1 ◦ · · · ◦ cwm synchronizes the set CA)} .
The later theorem ensures that srlA is equal to srl
c
CA . It means that it makes
full sense to study the synchronization times of the witness sub-semigroups in
order to upperbound the synchronization times of automata. The expectation
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is that one can exploit the feedback-free nature of the cascade representation to
get interesting upperbounds. However, we think that this approach is doomed
to fail. Example 43 shows that is not easy to determine (to visualize) the A-
cascades, and it happens even in the very special case of Černý’s automata.
Take into account that the cascade decompositions of Černý’s automata are as
crystalline as possible.
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