Since its discovery in 2002, the chimera state has frequently been described as a counterintuitive, puzzling phenomenon. The Kuramoto model, in contrast, has become a celebrated paradigm useful for understanding a range of phenomena related to phase transitions, synchronization and network effects. Here we show that the chimera state can be understood as emerging naturally through a symmetry-breaking bifurcation from the Kuramoto model's partially synchronized state. Our analysis sheds light on recent observations of chimera states in laser arrays, chemical oscillators, and mechanical pendula.
where θ i and ω i are the phase and the natural frequency of the ith oscillator in a population of N coupled oscillators. Typically the natural frequencies {ω i } are drawn from a known distribution g(ω).
In the thermodynamic limit N → ∞, the continuum of oscillators at each ω value can be described by the probability density function f (θ, t; ω), which must satisfy the continuity equation. The sum in (1) represents an average of the sine of the phase difference over all oscillators, and is therefore generalized as an integral. Thus the instantaneous velocity of an oscillator with natural frequency ω becomes v(θ, t;ω) = ω− (2)
sin θ − θ f θ , t; ω g ω dω dθ .
A simple system that can form chimera states consists of two clusters of oscillators [5, 26, 27] , with equations given bẏ
Here the two clusters are identified by σ ∈ {1, 2}, ω σ i
are drawn from a distribution g(ω), N σ is the number of oscillators in cluster σ and α is the phase lag. The coupling strength between oscillators in cluster σ and those in cluster σ is given by K σσ ; we take K 11 = K 22 = µ > 0, and K 12 = K 21 = ν > 0, with µ > ν (so intracluster coupling is stronger than inter-cluster coupling).
By rescaling time, we may set µ + ν = 1. It is useful to define the parameters A = µ − ν and β = π/2 − α, because, as will be shown later, chimera states exist in the limit where these quantities are small. We begin by analyzing system (3) in the continuum limit where N σ → ∞ for σ ∈ {1, 2}. Two probability densities f σ (θ, t; ω) are assumed to exist and satisfy continuity equations for each population. Thus, equations (3) become
where v σ represents the phase velocityθ of oscillators in cluster σ. Note that we have dropped the superscripts on θ and ω to ease the notation-θ means θ σ and θ means θ σ , and similarly for ω. We define a complex order parameter for each cluster
so that v σ (θ, t; ω) simplifies to
K σσ (z σ e −i(θ+α) − z σ e i(θ+α) ). (6) arXiv:1801.03899v1 [nlin.PS] 11 Jan 2018
Ott and Antonsen proposed the following ansatz for the expansion of f σ (θ, ω, t) in a Fourier series [28] :
where c.c. stands for complex conjugate. Plugging (7) into the continuity equation yields a system of two coupled partial integro-differential equations
where
We henceforth take g(ω) to be a Lorentzian (Cauchy) distribution with mean zero and scale parameter (width)
. This allows z σ (t) to be evaluated analytically by contour integration, yielding z σ (t) = a σ (−iD, t); plugging this into equation (8) results in a two-dimensional system of complex ordinary differential equations (ODEs) that describe the dynamics of the order parameters of the two clusters.
We rewrite the ODEs in polar coordinates by substituting z 1 = r 1 e −iφ1 and z 2 = r 2 e −iφ2 and defining φ = φ 1 − φ 2 . This yields the three-dimensional system of real ODEṡ
For our analysis, we set µ = (1 + A)/2, ν = (1 − A)/2 and α = π/2−β. The bifurcation analysis will be carried out in the three-dimensional parameter space (β, A, D).
Searching for the connection. In previous works [2, 3, 5] , the D = 0 case was analyzed, and it was shown that the chimera state disappears via a saddle-node bifurcation with an unstable saddle chimera state. There was no apparent connection between the stable chimera state and the fully synchronous state-both states seemed to be stable with different basins of attraction [29] . In this section, we attempt to find such a connection by searching the 3-D parameter space (β, A, D).
In Fig. 1 we show bifurcation curves in A vs β for various slices of D ≥ 0. For D > 0, we observe a pitchfork bifurcation curve close to the origin that does not exist in the D = 0 case. We also observe that the saddle-node curve does not extend to the origin for D > 0. Another cross-sectional view with fixed A is shown in Fig. 2 , where the pitchfork surface appears "balloon-like." Laing obtained a similar figure in [26] , where a chimera state on a 1-D ring with dispersion in natural frequency was analyzed. In Fig. 3 we assemble a set of two-parameter sections to construct a 3-D bifurcation plot [32] . Understanding the chimera "wedge." How does the geometry of the bifurcation surfaces affect the order parameters r 1 , r 2 of the two clusters? We address this question by looking at the effect of frequency dispersion on β-parameter sweeps of r 1 , r 2 .
Three-dimensional bifurcation surfaces for equilibria of Eqs. (9) . Red curved surface: pitchfork bifurcation; blue planar surface: saddle-node bifurcation. Via numerical continuation [30, 31] . For the D = 0 case, only a saddle-node bifurcation exists [5] . As D is increased from 0, we expect the order parameter of the spatially symmetric sync state (or its extension, which we also refer to as a "sync" state [33] ) to decrease due to the heterogeneity among oscillator natural frequencies. This is apparent from the traditional Kuramoto model, as increasing the dispersion in natural frequencies results in a smaller fraction of oscillators becoming phase-locked. The same phenomenon happens here, as shown in Fig. 4 : moving from the top panel to the bottom, the sync branch lowers as D is increased. It also ceases to be a horizontal line when D > 0, and new intersections with the saddle-node branches of solution give rise to two pitchfork bifurcations, one supercritical and the other subcritical.
As D increases further, the subcritical pitchfork and two saddle-nodes collide leaving behind a second supercritical pitchfork bifurcation. The third panel in Fig. 4 demonstrates this, and corresponds to a parametric path that intersects the pitchfork balloon without intersecting the saddle-node surface.
We have now found a connection between the sync state and the stable chimera state via a pitchfork bifurcation! This connection is not evident in the D = 0 case: the interesting behavior becomes compressed to the β = 0 axis, where the system is integrable [34] . The singular perturbation D = 0 → D > 0 is necessary to reveal the "hidden" pitchfork bifurcations; the same pitchfork concept lies at the heart of many physical systems that spontaneously break symmetry, e.g., buckling in beams, magnetic interactions (Ising model), first-order phase transitions in statistical mechanics, etc. (see, e.g., [35] ).
In Fig. 3 , the region inside the pitchfork balloon is the region where only the chimera state is stable, and the region between the pitchfork balloon and the saddle-node surface is the region of bistability. The bistable region grows to occupy 100% when D → 0, which explains why chimera states were observed to coexist with a stable sync state in this system with identical oscillators [5] .
Perturbation theory. Motivated by our computational results regarding the geometry of the bifurcation surfaces, we wish to obtain analytical expressions for these surfaces, at least in the limit where parameter values are small.
We start by trying to identify a path through the origin that remains exclusively in one region of the parameter space partition shown in Fig. 3 ; that is, we want to find a parametric path that passes through the origin and doesn't cross either the pitchfork or saddle-node surface. The parameter bounds on such a path should then correspond to the boundaries we wish to identify.
A straight line path fails, since it exits the chimera wedge near the origin (recall that the wedge "pinches off" to the origin in the D direction-see the inset of Fig. 2) . That means that, moving along a straight-line path toward the origin, a system initialized in the chimera state would necessarily switch to the sync state before it reached the origin.
Instead, we find that a path where D scales quadratically works as desired: a system initialized in the chimera state can be continued along such a path arbitrarily close to the origin. We will use this path to seek chimera state solutions to system (9) in the perturbative limit where β, A, and D are all small. We thus impose the parameter scaling {β = k β ε, A = k A ε, D = k D ε 2 } together with the ansatz {r 1 = r 1,0 + r 1,1 ε, r 2 = r 2,0 + r 2,1 ε, φ = φ 0 + φ 1 ε}, and look for equilibria of system (9) truncated to successive orders of ε.
At the lowest order, i.e. ε = 0, we find r 1,0 = 1, r 2,0 = 1. Plugging in this zeroth order solution and solving the equations at first order in ε, we find φ 0 = 0. Substituting the zeroth and first order solutions in (9) and solving them at the second order in ε, we obtain a quartic equation in φ 1 and explicit solutions for r 1,1 and r 2,1 in terms of its roots:
Eq. (10a) is a quadratic in φ 2 1 , and imposing our expectation of real-valued solutions implies that two constraints (which will define our bifurcation surfaces) must be satisfied. The solutions of Eqn. (10a) after simplifi-
The first constraint is k The second constraint is a pair of inequalities which gives us the complete pitchfork balloon
See Fig. 5 for a plot of these constraint surfaces. We also obtain closed form expressions for stable and unstable spatially symmetric synchronous states. To find these sync states, we plug r 1 = r 2 = r into Eqs. (9), set time derivatives to zero, and solve to get the stable sync state (which has φ = 0) as
and the unstable sync state (which has φ = π) as
These equations imply yet more constraints, namely sin β > 2D and A sin β > 2D, which specify the regions where stable and unstable sync states exist.
A different type of connection. Having already obtained a connection between the sync branch and the chimera branch in Fig. 4 , we now explicitly examine the connection between the Kuramoto model and the twocluster chimera state model. Motivated by our understanding of the dynamics from the 3-D bifurcation plot, we choose a straight line path from the "traditional" Kuramoto model at (β, A, D) = (π/2, 0, 0.2) (global coupling without phase lag among non-identical oscillators) to a specific chimera state model (0.02, 0.08, 0) (nonzero coupling disparity with phase lag among identical oscillators). This path, shown in Fig. 5 , intersects only the pitchfork balloon, crossing the surface twice, and thus undergoing two pitchfork bifurcations (note that only one crossing is visible in the figure) .
Starting from the Kuramoto model, as we enter the pitchfork balloon, the stable chimera state branches off and the symmetric sync state loses stability. This is visible moving along the curve from right to left in Fig. 6 , where s indicates the distance in parameter space. Near s = 0, we see that there is a small region of bistability corresponding to the tiny region just under the pitchfork balloon.
The key point of this analysis is to demonstrate a simple, intuitive aspect of the chimera state in this context: a standard pitchfork bifurcation off of the well-understood Kuramoto sync state leads to its appearance. In this construction, it is not even bistable with the Kuramoto sync state.
Conclusions. For the "two-cluster" system, we have demonstrated that the chimera state emerges from a completely symmetric partially synchronized state familiar from the traditional Kuramoto model. It appears via a pitchfork bifurcation in which symmetry is broken so that oscillators in one cluster synchronize to a greater extent than oscillators in the other. Future work might build on this insight so that other puzzling aspects of the chimera state can be made clear. In particular, chimera states in variable amplitude oscillators and in systems with inertia remain poorly understood. Furthermore, we speculate that the connection between "spot" and "spiral" chimera states in two and higher dimensions might be understandable with an approach like that we use here. For the system on a ring with a nonlocal coupling kernel, we suspect that an approach similar to Laing's [26] will allow for explicit analysis of the saddle-node and pitchfork surfaces.
