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We present a microscopic theory of the second order phase transition in an interacting Bose gas
that allows one to describe formation of an ordered condensate phase from a disordered phase across
an entire critical region continuously. We derive the exact fundamental equations for a condensate
wave function and the Green’s functions, which are valid both inside and outside the critical region.
They are reduced to the usual Gross-Pitaevskii and Beliaev-Popov equations in a low-temperature
limit outside the critical region. The theory is readily extendable to other phase transitions, in
particular, in the physics of condensed matter and quantum fields.
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The problem of finding a microscopic theory of the
second order phase transitions became one of the ma-
jor problems in theoretical physics in 1950s after an in-
vention of the powerful Green’s functions and quantum
field theory methods in the many-body physics. These
methods include the Feynman’s and Matsubara’s dia-
gram techniques, Wick’s theorem, and Dyson’s equation
(see [1–14] and references therein). A major point is a
failure of a Landau self-consistent field theory in a critical
region, shown by the exact Onsager’s solutions. However,
all these standard methods turn out to be insufficient to
solve the problem: The microscopic theory, which should
connect the asymptotics of the ordered and disordered
phases across the critical region, has not been found so
far even for anyone of the numerous phase transitions.
Here we present such a microscopic theory for a Bose-
Einstein condensation (BEC) in an interacting gas. We
derive the fundamental equations for the order param-
eter and Green’s functions, which are valid not only in
the fully ordered, low-temperature phase, but also in the
entire critical region and in the disordered phase. They
resolve a fine structure of the system’s statistics and ther-
modynamics near a critical λ-point. It becomes possible
due to the newly developed methods of (a) the nonpoly-
nomial averages and contraction superoperators [15, 16],
(b) the partial difference (recurrence) equations [17–19]
(a discrete analog of the partial differential equations)
for superoperators, and (c) a characteristic function and
cumulant analysis for a joint distribution of the noncom-
mutative observables. They allow us to take into account
(I) the constraints in a many-body Hilbert space, which
are the integrals of motion prescribed by a broken sym-
metry in virtue of a Noether’s theorem, and constraint-
cutoff mechanism, responsible for the very existence of a
phase transition and its nonanalytical features, [4, 20, 21]
(II) an insufficiency of a grand-canonical-ensemble ap-
proximation, which is incorrect in the critical region [2, 8]
because of averaging over the systems with different num-
bers of particles, both below and above the critical point,
i.e., over the condensed and noncondensed systems at the
same time, that implies an error on the order of 100% for
any critical function,
(III) a necessity to solve the problem for a finite sys-
tem with a mesoscopic (i.e., large, but finite) number
of particles N in order to calculate correctly an anoma-
lously large contribution of the lowest energy levels to the
critical fluctuations and to avoid the infrared divergences
of the standard thermodynamic-limit approach [5–11] as
well as to resolve a fine structure of the λ-point,
(IV) a fact that in the critical region the Dyson-type
closed equations do not exist for true Green’s functions,
but do exist for the partial 1- and 2-contraction superop-
erators, which reproduce themselves under a contraction.
The problem of the critical region and mesoscopic ef-
fects is directly related to numerous modern experiments
and numerical studies on the BEC of a trapped gas (in-
cluding BEC on a chip), where N ∼ 102 − 107, (see,
for example, [22–33]) and superfluidity of 4He in nan-
odroplets (N ∼ 108 − 1011) [34] and porous glasses [35].
A standard renormalization-group theory of the phase
transitions, developed since 1960s, [9–14] does not solve
the problem since it is phenomenological and employs
a grand-canonical-ensemble approximation that neglects
the constrains in a many-body Hilbert space, imposed
by a broken symmetry. Moreover, it mostly deals with
the thermodynamic-limit quantities and focuses on a few
first terms in an asymptotic expansion at a critical-point
vicinity, related mainly to the critical exponents.
All issues (I)-(IV) are usually missed in a BEC theory,
but, along with the many-body and nonlinear nature of
2BEC, have to be included in the microscopic theory to
make it right. An absence of an acceptable diagram tech-
nique in the canonical ensemble, which has to be used in-
stead of the unconstrained, grand canonical one in view
of (I) and (II) but was not found despite many attempts
[36], partly explains why the microscopic theory of the
phase transitions was not found for so long time.
BEC occurs only if a number of particles is conserved.
For example, a system of photons in equilibrium inside a
black-box cavity does not show BEC for it lacks a gauge
symmetry due to absorption in the cavity’s walls and,
hence, the number of photons is not its integral of motion.
1. Symmetry-constrained Hilbert space and
Hamiltonian
An exact reduction of a many-body Hilbert space due to
a symmetry constraint is what one has to start with. We
limit an unconstrained Fock space H(0), which spans all
Fock states |nk〉 with integer occupations nk ∈ [0,∞), to
a physical, canonical-ensemble subspace H(0)N , restricted
by a particle-number constraint
∑
k
nˆk = N , which is
an integral of motion in virtue of a global gauge sym-
metry to be broken in the BEC phase transition. For
simplicity’s sake, we consider the BEC of N interact-
ing particles with a mass M in a cubic box with vol-
ume V = L3 and periodic boundary conditions. The
trap’s one-particle eigenfunctions L−3/2eikr and energies
εk =
h¯2k2
2M are specified by a wave-vector quantum num-
ber k = {kx, ky, kz}, ki = 2piL qi, where qi = 0,±1, . . .
is an integer. The ground state k = 0 is nondegener-
ate. An occupation operator nˆk = aˆ
†
k
aˆk is determined
by the creation, aˆ†
k
, and annihilation, aˆk, operators for a
k-eigenstate and obeys a canonical commutation relation
[aˆk, aˆ
†
k′
] = δk,k′, where δk,k′ is a Kronecker’s delta.
That reduction is achieved by excluding the ground-
state component since its occupation n0 = N − n for
any Fock state is determined by the total excited-states
occupation n =
∑
k 6=0 nk. The physics (dynamics, fluc-
tuations, etc.) of the system is determined by creation
and annihilation of the canonical-ensemble excitations
(not particles!) via operators αˆ
′†
k
= θ(N − nˆ)αˆ†
k
and
αˆ
′
k
= αˆkθ(N − nˆ), which leave invariant (i.e., do not lead
out of) the physical, canonical-ensemble subspace H(0)N .
They are the step-function θ(N − nˆ) cutoff [20, 21] of the
Girardeau-Arnowitt operators [37], defined via a transi-
tion operator αˆk = aˆ
†
0(1 +N − nˆ)−1/2aˆk; nˆ =
∑
k 6=0 nˆk.
Let us introduce also a Fock space H, which spans only
the excited states |nk 6=0〉, and the creation and annihila-
tion operators in H, βˆ†
k
and βˆk, which obey a canonical
commutation relation [βˆk, βˆ
†
k′
] = δk,k′ . Their θ(N − nˆ)-
cutoff counterparts are the subspace HN , which spans
only the Fock states with a total occupation n ∈ [0, N ]
not larger than the number of particles N , and operators
βˆ
′†
k
= θ(N − nˆ)βˆ†
k
, βˆ
′
k
= βˆkθ(N − nˆ). They constitute a
representation, which is exactly isomorphic to the origi-
nal one and will be used from now on. In the sense of that
isomorphism, one has H(0)N = HN , αˆk = βˆk, nˆk = βˆ†kβˆk.
In this representation a standard two-body interaction
Hamiltonian [1–10] with a symmetric potential U(r1 −
r2) = U(r2 − r1) for the canonical ensemble is equal to
H
′
N =
∫
Ψˆ
′†
N(r1)Ψˆ
′†
N−1(r2)UΨˆ
′
N−1(r2)Ψˆ
′
N (r1)
d3r1d
3r2
2
,
(1)
where Ψˆ
′
N = ΨˆNθ(N − nˆ), ΨˆN (r) =
√
N−nˆ
V + βˆr, βˆr =
1√
V
∑
k 6=0 βˆke
ikr, and the zeroth order, ideal-gas Hamil-
tonian is H0 =
∑
k 6=0 εknˆk, nˆk = βˆ
†
k
βˆk. The theory
and calculations are done in terms of the unconstrained
excited-states spaceH and operators βˆ†
k
and βˆk by means
of the nonpolynomial diagram technique [15, 16] that al-
lows us to exactly account for all broken symmetry con-
straints and nonpolynomial functions, like θ(N − nˆ) and√
N − nˆ. The latter enter Hamiltonian in Eq. (1) and are
responsible for the so-called constraint nonlinear interac-
tion, that appears in the physical, constrained Hilbert
space H(0)N = HN in addition to two-body interaction in
the original, unconstrained, auxiliary Fock space H(0).
A primary question to a microscopic theory is a deriva-
tion of the equations for the mean value and correlations
of the Matsubara annihilation and creation operators [1–
5, 9, 10], both the unconstrained (β˜kτ ,
˜¯βkτ ) and true
(β˜
′
kτ = β˜kτθ(N − n˜τ ), ˜¯β
′
kτ = θ(N − n˜τ )˜¯βkτ ) ones. Here
A˜τ = e
τHAˆe−τH for any operator Aˆ, H = H0 + H
′
N is
a total Hamiltonian, and an imaginary time τ ∈ [0, 1T ] is
related to inverse temperature 1T . The definitions for the
unconstrained (auxiliary) and true coherent order param-
eters and Matsubara Green’s functions are, respectively,
β¯k = 〈βˆk〉, 〈. . .〉 ≡ Tr{. . . e−H/T }/T r{e−H/T}, (2)
β¯
′
k
= 〈βˆ′
k
〉HN ≡
〈βˆkθ(N − nˆ)〉
PN
, PN = 〈θ(N− nˆ)〉, (3)
Gj2k2τ2j1k1τ1 = −〈Tτ β˜j1k1τ1 ˜¯βj2k2τ2〉, (4)
G
′j2k2τ2
j1k1τ1
= −〈Tτ β˜′j1k1τ1 ˜¯β′j2k2τ2〉/PN . (5)
Here 〈. . .〉 or 〈. . .〉HN mean the averages over the uncon-
strained or θ(N − nˆ)-cutoff excited-states Hilbert spaces
H or HN , respectively. For θ(N − nˆ)-cutoff operators,
like in Eqs. (3) and (5), they differ only by a factor
PN equal to a cumulative probability of a total occupa-
tion of the excited states in the space H to not exceed
the number of particles N . Tτ means a standard Mat-
subara τ -ordering. The indexes j1 = 1, 2 and j2 = 1, 2
enumerate 2 × 2-matrix of the normal and anomalous
3Green’s functions, since we denote A˜1 ≡ A˜ and A˜2 ≡ ˜¯A
(a Matsubara-conjugated operator) for any operator A˜τ .
Both canonical Green’s functions G and G′ in Eqs. (4)-
(5) are different from the grand-canonical-ensemble ones,
employed in a usual Beliaev-Popov theory [1–10] in H(0).
2. Fundamental equations for the unconstrained
excitations
Exact microscopic equations for the unconstrained co-
herent order parameter and Green’s functions can be de-
rived by means of the nonpolynomial diagram technique
[15, 16] and total irreducible self-energy Σj2x2j1x1 , as it is
implied for the Dyson-type equations. The result is
β¯jx = Gˇ
(0)[Σˇ[β¯jx]], Kˇ[fjx] ≡
2∑
j′=1
∫
Kj
′x′
jx fj′x′d
4x′; (6)
Gj2x2j1x1 = −β¯j1x1 β¯∗j2x2 +G
(0)j2x2
j1x1
+ Gˇ(0)[Σˇ[Gj2x2j1x1 ]], (7)
where x = {r, τ}, ∫ . . . d4x ≡ ∫ 1/T0 ∫V . . . d3rdτ , and an
integral operator Kˇ = Σˇ or Gˇ(0), applied to any function
fjx, is equal to a convolution of that function fjx over the
variables j, r, τ with the self-energy Σ or unconstrained
zeroth-order Green’s function G(0), respectively.
Using a known for a box, inverse to Gˇ(0) operator [3],
we can rewrite Eqs. (6)-(7) in a differential form:
[
h¯∂
∂τ
+ (−1)j h¯
2∇2r
2M
]
β¯jx = −
2∑
j′=1
∫
Σj
′x′
jx β¯j′x′d
4x′, (8)
[
h¯∂
∂τ1
+ (−1)j1 h¯
2∇2
r1
2M
]
(Gj2x2j1x1 + β¯j1x1 β¯
∗
j2x2
) = (−1)j1δj1,j2
×δ(τ1−τ2)[δ(r1−r2)− 1
V
]−
2∑
j′=1
∫
Σj
′x′
j1x1
Gj2x2j′x′ d
4x′. (9)
The interaction effects on the spontaneous symmetry
breaking are encoded in the self-energy Σj1x1j2x2 . It can be
found explicitly from its definition (κ = {k, τ}),
−〈Tτ [β˜j1κ1 , H˜
′
Nτ1 ]∆
˜¯βj2κ2〉 =
2∑
j=1
∫ 1/T
0
∑
k 6=0
Σjκj1κ1G
j2κ2
jκ dτ,
(10)
with an exact account for β¯jκ if we substitute β˜jκ =
β¯jκ+∆β˜jκ in the l.h.s. H˜
′
N and do the first-order, second-
order or ladder approximation in interaction, when cal-
culating the l.h.s. average in accord with the main the-
orem of the diagram technique in the interaction rep-
resentation over a zeroth-order Hamiltonian H
(∆)
0 =∑
k 6=0 εk∆βˆ
†
k
∆βˆk. In that way, the nonpolynomial di-
agram technique [15, 16] yields the l.h.s. in Eq. (10)
exactly in a form of its r.h.s.. The calculations are
straightforward, but a full analysis is lengthy and will
be presented elsewhere. It is based on a distribution of
the noncondensate occupation for an ideal gas [20, 21],
ρn =
∫ pi
−pi e
φ−iun du
2pi , φ =
∑∞
m=1 κ˜
(∞)
m
(eiu−1)m
m! , given for
the case β¯k 6= 0 by the generating cumulants
κ˜(∞)m = (m−1)!
∑
k 6=0
[n¯m
k
+mn¯m−1
k
|β¯k|2], n¯k = (e
ε
k
T −1)−1.
(11)
The exact Hamiltonian in Eq. (1) consists of 7 terms:
H
′
N =
u0
2
N(N−1)θ(N−nˆ)+V1,1+V2+V †2 +V3+V †3 +V4,
(12)
V1,1 =
N−nˆ
V θ(N − nˆ)
∫ ∫
U(r1 − r2)βˆ†r2 βˆr1d3r1d3r2,
V2 =
Qˆ
2V θ(N − nˆ)
∫ ∫
U(r1 − r2)βˆr2 βˆr1d3r1d3r2,
V3 =
√
N−nˆ√
V
θ(N − nˆ) ∫ ∫ U(r1 − r2)βˆ†r2 βˆr2 βˆr1d3r1d3r2,
V4 =
1
2θ(N − nˆ)
∫ ∫
(U − u0)βˆ†r1 βˆ†r2 βˆr2 βˆr1d3r1d3r2;
uk =
∫
V
U(r)e−ikrd3r/V, Qˆ =
√
(N − nˆ)(N − 1− nˆ).
In the consistent microscopic theory the Heisenberg equa-
tion of motion ∂β˜x/∂τ = [β˜x, H ] contains a commutator
[β˜x, H˜
′
Nτ ] = (H˜
′
(N−1)τ − H˜
′
Nτ )β˜x + A˜−
∫
V
A˜
d3r
V
, (13)
A˜ = θ(N − 1 − n˜τ )
∫
U(r′ − r) ˜¯Ψ(N−1)x′ [Ψ˜(N−1)x′Ψ˜Nx
+Ψ˜(N−1)xΨ˜Nx′ ]d
3r′
2 , with an operator H˜
′
(N−1)τ − H˜
′
Nτ ,
which is incorrectly replaced by a c-number chemical po-
tential µ in the usual approach. The Hamiltonian H
′
N
turns into the usual Beliaev-Popov one if one replaces
the operators θ(N − nˆ) and √N − nˆ by c-numbers. Such
replacement is wrong near the critical λ-point due to very
large critical fluctuations, provided by those operators.
3. Exact equations for the constrained, physical
excitations
The true order parameter and Green’s functions in Eqs.
(3) and (5) can be found from the unconstrained ones:
β¯
′
jk =
〈Tτ Sˆjkτ |j [θ(N − n˜τ )]〉
PN
, τ |j ≡ τ−(−1)j0, j¯ ≡ 3−j,
(14)
G
′j2k2τ2
j1k1τ1
=
〈Tτ{Sˆj¯2k2τ2|j¯2 [Sˆj1k1τ1|j1 [θ]] + Bˆ
j2k2τ2|j¯2
j1k1τ1|j1 [θ]}〉
−PN ;
(15)
θ = θ(N − n˜τ1)θ(N − n˜τ2). Denoting J = {jkiτi}, J |j =
{jkiτi|j}, we define a partial-contraction superoperator
SˆJ [f ] or Bˆ
J2
J1
[f ], acting on a function f(n˜τ ′
1
, n˜τ ′
2
), as a lin-
ear operator producing from any n˜m1τ ′1
n˜m2τ ′2
term of the f ’s
Taylor series a sum of all possible operators R
m′1
m′2
n˜
m′1
τ ′1
n˜
m′2
τ ′2
with the smaller powers m′j ∈ [0,mj ] and coefficients
R
m′1
m′2
, yielding a contribution to 〈Tτ∆β˜J n˜m1−m
′
1
τ ′1
n˜
m2−m′2
τ ′2
〉
or 〈Tτ∆β˜J1∆˜¯βJ2 n˜
m1−m′1
τ ′1
n˜
m2−m′2
τ ′2
〉, respectively, from all
4possible connected 1D diagrams, which start from an ex-
ternal operator ∆β˜J or ∆β˜J1 and via elementary contrac-
tions [3] 〈Tτ∆β˜J1∆˜¯βJ2〉 ≡ −gJ2J1 = −GJ2J1 − β¯J1 β¯∗J2 , con-
necting vertices n˜kiτ ′i = (∆
˜¯βkiτ ′i + β¯
∗
kiτ ′i
)(∆β˜kiτ ′i + β¯kiτ ′i ),
go to the end internal operator ∆˜¯β
kiτ ′i
or ∆β˜kiτ ′i (for Sˆ)
or end external operator ∆˜¯βJ2 (for Bˆ) in accord with a
Wick’s theorem. The SˆJ [f ] includes, in addition, β¯jkif .
The point is that there are no closed equations for
the true, constrained order parameter and Green’s func-
tions, but we find the exact closed difference (recur-
rence) equations for the basis one- and two-contraction
superoperators sˆJ(p, q) = Tτ SˆJ|j [f(p, q)] and bˆ
J2
J1
(p, q) =
Tτ Bˆ
J2|j¯2
J1|j1 [f(p, q)] for any f(p, q) = f(n˜τ1 + p, n˜τ2 + q):
sˆJ(p, q) = β¯jkif(p, q)− gJ
′
J|j∆
δJ
′
1
p ∆
δJ
′
2
q sˆJ′(p, q), (16)
bˆJ2J1(p, q) = −g
J2|j¯2
J1|j1 f(p, q) + g
J′
J1|j1 g
J2|j¯2
J′ ∆
δJ
′
1
p ∆
δJ
′
2
q f(p, q)
(17)
+g
J′1
J1|j1 g
J2|j¯2
J′2
∆
δ
J′
1
1 +δ
J′
2
1
p ∆
δ
J′
1
2 +δ
J′
2
2
q bˆ
J′2
J′1
(p, q).
Here j = 1, 2 and i = 1, 2, δJ
′
i ≡ δi′,i, ∆p and ∆q
are the partial difference operators [19] (∆pf(p, q) =
f(p, q)−f(p−1, q) and ∆qf(p, q) = f(p, q)−f(p, q−1)),
∆0p ≡ ∆0q ≡ 1, and we assume Einstein’s summation
over the repeated indexes J ′, J ′1, J
′
2. The sums run over
j′ = 1, 2, i′ = 1, 2, k′
i′
6= 0 for J ′ and similarly for J ′1, J ′2.
Eqs. (16) and (17) are the linear systems of the integral
equations over the wave vector variables and discrete (re-
currence) equations over variables p and q with the well-
known methods of solution [17–19], e.g., via Z-transform
(discrete analog of Laplace transform) or a character-
istic function (solution for f = exp(iu1n˜τ1 + iu2n˜τ2)
with a subsequent Fourier transform). The superoper-
ators in Eqs. (14)-(15) are given by those solutions at
p = q = 0. Finally, their average in Eqs. (14)-(15)
amounts to the averages like 〈f(n˜τ1 , n˜τ2)〉, that is re-
duced to calculation of a joint distribution ρn1,n2 of the
noncommuting operators n˜τ1 and n˜τ2 . The latter can
be done similar to [20, 21] via its characteristic function
〈Tτ exp(iu1n˜τ1 + iu2n˜τ2)〉, which is equal to
Θ =
∏
k 6=0
e
|β¯
k
|2[(z
k
−1)(z1z2−1)−(zk−e
τε
k )(1−e−τεk )(z1−1)(z2−1)]
z
k
−z1z2
[(zk − z1z2)/(zk − 1)]
(18)
for any β¯k in the zeroth order in interaction; τ = τ1 −
τ2, zk = e
ε
k
T , zj = e
iuj , j = 1, 2. The result in Eq. (18),
together with its particular case for u2 = 0 in Eq. (11),
provides a basis for a perturbation analysis. The macro-
scopic wave function (the coherent order parameter) of
the excitations’ condensate β¯r 6= 0, entering Eqs. (7),
(9), and (14)-(17), makes the quasiparticles stable and
can be found from Eqs. (6) or (8).
Note that within the particular case of the homoge-
neous BEC in a box with the periodic boundary con-
ditions the usually used Beliaev-Popov equations de-
scribe BEC as a smooth change of stable quasiparti-
cles, dressed by a Bogoliubov coupling via a conden-
sate occupation and possessing the inter-mode correla-
tions (the anomalous Green’s functions) without any own
coherence. In that picture, a coherent superfluid flow
is generated by some external sources or boundary mo-
tion, but an appearance of the coherent macroscopic or-
der parameter β¯
′
r
is excluded by the Hugenholtz-Pines
(T = 0) or Hohenberg-Martin (T 6= 0) condition [2]
(Σ1k1k−Σ1k2−k)|k=0 = µ, that ensures a stable gapless spec-
trum of quasiparticles. That usual mechanism of BEC is
similar to the one in an ideal gas, being just its dressed-
by-interaction version. It differs from the outlined gen-
eral mechanism, allowing an instability of restructuring
of the condensate by β¯
′
r 6= 0, that is a symmetry break-
ing (cf. a density wave in a superfluid [4]). A detailed
analysis of Eqs. (6)-(9), (14)-(17) will be given elsewhere.
4. Discussion
The derived fundamental equations (6)-(9), (14)-(17)
consistently account for the critical fluctuations as well
as for the effects of the inter-particle interaction on the
condensate and quasiparticles. These equations have
perfectly canonical and proper matrix structure. The
unconstrained order parameter β¯J and Green’s function
GJ2J1 form the wavevector-dependent 4-component vector
and 4× 4-matrix, respectively, since the combined index
J = {jkiτi} includes the indexes j = 1, 2 and i = 1, 2,
each with two values. The β¯J and G
J2
J1
are the solutions
of the canonical Dyson-type equations (6)-(9), which are
the integral equations over the wave vector variable, and
are determined by the 4×4-matrices of the free propaga-
tor G
(0)J2
J1
and self-energy ΣJ2J1 , defined by the two-body
interaction in Eq. (10). In their turn, these solutions β¯J
and GJ2J1 enter the inhomogeneous linear integral matrix
equations (16)-(17) for the basis one- and two-contraction
superoperators sˆJ(p, q) (4-vector) and bˆ
J2
J1
(p, q) (4 × 4-
matrix) via the source terms and coefficients. The coef-
ficients are given by the Green’s function 4 × 4-matrix
gJ2J1 = G
J2
J1
+ β¯J1 β¯
∗
J2
(cf. a usual Nambu’s 2 × 2-matrix
of the normal and anomalous Green’s functions). In ad-
dition to being matrix and integral, the latter equations
(16)-(17) are the partial difference equations (a discrete
analog of the partial differential equations) over the vari-
ables p and q. The difference equations are required by
a discrete, quantum nature of the excitations.
The revealed nontrivial universal structure of these
fundamental equations is uniquely prescribed by the
microscopic physics of the critical phenomena because
these equations are not the model, approximate, or phe-
nomenological ones, but the exact equations. It is im-
mediate to generalize them to any trapping potentials
5and boundary conditions. They open a way to solve the
long-standing problem of the BEC and other phase tran-
sitions [1–12], including a restricted canonical ensemble
problem [2], and describe numerous modern laboratory
and numerical experiments on the critical phenomena in
BEC of the mesoscopic systems [22–35].
A principle difference of these microscopic equations
from the usual Gross-Pitaevskii and Beliaev-Popov equa-
tions comes from a presence of the operator functions
θ(N−nˆ) and√N − nˆ in the true Hamiltonian (1) and the
symmetry-constrained nature of the actual excitation op-
erators βˆ
′
k
= βˆkθ(N− nˆ), which determine the true order
parameter and Green’s functions in Eqs. (3) and (5). Far
outside the critical region, at low enough temperatures,
when the ordered phase is fully formed and the order pa-
rameter is much larger than its fluctuations, a mean-field
approximation, replacing those operator functions by the
c-numbers θ(N − nˆ) ≈ 1,√N − nˆ ≈ n¯0, becomes valid
and the exact microscopic equations asymptotically turn
into the usual Gross-Pitaevskii and Beliaev-Popov ones.
The main point is that the microscopic theory is valid
both inside and outside the critical region. In particular,
it is capable of a microscopic calculation of the critical
exponents and other parameters of the BEC phase tran-
sition near the λ-point for an actual, canonical-ensemble
mesoscopic system, as opposed to a grand-canonical-
ensemble bulk-limit model, usually studied in the phe-
nomenological renormalization-group theory [7, 9–14].
There is another known limit of this microscopic the-
ory. Namely, for a vanishing interaction, when H
′
N ≡ 0
and β¯k ≡ 0 in Eqs. (11) and (18), it coincides with
a solution for the critical fluctuations in the BEC of a
mesoscopic ideal gas [20, 21], which is its zeroth-order
approximation.
In short, all these advances come from the correct ac-
count, first, of the Noether’s symmetry constraints in
the many-body Hilbert space and, second, of the related
properties of the true excitations in a mesoscopic system.
Finally, it is straightforward to extend the general
method and structure of this microscopic theory of the
critical phenomena to other phase transitions in various
fields of physics, including the physics of condensed mat-
ter and quantum fields. This Letter aims to bring at-
tention to a remarkable opportunity to solve that open
problem, which is common to so many physical systems.
In summary, we find a microscopic theory of a phase
transition in a critical region, a critical-region extension
of the Gross-Pitaevskii and Beliaev-Popov equations, an
exact Hamiltonian for the Bose-Einstein condensation in
a mesoscopic system, and the exact recurrence equations
for the basis contraction superoperators.
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