Nonlinear approximation has recently found computational applications such as data compression, statistical estimation or adaptive schemes for partial di erential or integral equations, especially through the development of wavelet-based methods. The goal of this paper is to provide with a short survey of nonlinear wavelet approximation in the perspective of these applications, as well as to stress some remaining open questions.
Introduction
Numerous problems of approximation theory have in common the following general setting: we are given a family of subspaces (S N ) N 0 of a normed space X, and for f 2 X, we consider the best approximation error N (f) := inf g2S N kf ? gk X : (1) Typically, N represents the number of parameters needed to describe an element in S N , and in most cases of interest, N (f) goes to zero as this number tends to in nity.
For a given f, we can then study the rate of approximation, i.e. the range of r 0 for which there exists C > 0 such that N (f) CN ?r : (2) 1 Note that in order to sudy such an asymptotic behaviour, we can use a sequence of near best approximation, i.e. f N 2 S N such that kf ? f N k X C N (f); (3) with C > 1 independent of n. Such a sequence always exists even when the in mum is not attained in (1) , and clearly (2) In the case of linear approximation, this question is usually solved if we can nd a sequence of projectors P N : X 7 ! S N such that kP N k X!X K with K independent of n (in this case, simply take f N = P N f and remark that kf ? f N k X (1 + K) N (f)). It is in general a more di cult problem in the case of nonlinear method. Since the 1960's, research in approximation theory has evolved signi cantly toward nonlinear methods, in particular solving the two above problems for various spaces S N .
More recently, nonlinear approximation became attractive on a more applied level, as a tool to understand and analyze the performance of adaptive methods in signal and image processing, statistics and numerical simulation. This is in part due to the emergence of wavelet bases for which simple n-term approximations (derived by thresholding the coe cients) yield in some sense optimal adaptive approximations. In such applications, the problems that arise are typically the following.
Problem 3 (data compression): How can we exploit the reduction of parameters in the approximation of f by f N 2 S N in the perpective of optimally encoding f by a small number of bits ? This raises the question of a proper quantization of these parameters.
Problem 4 (statistical estimation): Can we use nonlinear approximation as a denoising scheme ? In this perspective, we need to understand the interplay between the approximation process and the presence of noise.
Problem 5 (numerical simulation): How can we compute a proper nonlinear approximation of a function u which is not given to us as a data but as the solution of some problem F(u) = 0 ? This is in particular the goal of adaptive re nement strategies in the numerical treatment of PDE's.
The goal of the present paper is to brie y survey the subject of nonlinear approximation, with a particular focus on these last more applied questions, and some emphasis on wavelet-based methods. We would like to point out that these questions are also addressed in the survey paper 11] which contains a more substantial development on the theoretical aspects. We hope that our notes might be helpful to the non-expert reader who wants to get a rst general and intuitive vision of the subject, from the point of view of its various applications, before perhaps going into a more detailed study.
The paper is organized as follows. As a starter, we discuss in x2 a simple example, based on piecewise constant functions, which illustrate the di erences between linear and nonlinear approximation. In x3, we address the important case of n-term wavelet approximation and thresholding algorithms.
Applications to signal compression and estimation are discussed in x4 and x5. Applications to adaptive numerical simulation are shortly described in x6. Finally, we conclude in x7 by some remarks and open problems arising naturally in the multivariate setting.
A simple example
Let us consider the approximation of functions de ned on the unit interval I = 0; 1] by piecewise constant functions. More precisely, given a disjoint partition of I into N subintervals I 0 ; ; I N?1 and a function f in L 1 (I), we shall approximate f on each I k by its average a I k (f) = jI k j ?1 R I k f(t)dt. The 4 resulting approximant can thus be written as
If the I k are xed independently of f, then f N is simply the orthogonal projection of f onto the space of piecewise constant functions on the partition I k , i.e. a linear approximation of f. A natural choice is the uniform partition I k := k=N; (k + 1)=N]. With such a choice, let us now consider the error between f and f N , for example in the L 1 metric. For this, we shall assume that f is in C(I) the space of continuous functions on I. It is then clear that on each I k we have jf(t) ? f N (t)j = jf(t) ? a I k (f)j sup t;u2I k jf(t) ? f(u)j: (6) We thus have the error estimate kf ? f N k L 1 sup k sup t;u2I k jf(t) ? f(u)j: (7) This can be converted into an estimate in terms of n, under some additional smoothness assumptions on f. In particular, if f has a bounded rst deriva- 
Similarly, if f is in the H older space C for some 2]0; 1 , we obtain an estimate in O(N ? ). By considering simple examples such as f(x) = x for 0 < 1, one can easily check that these rates are actually sharp. If we now consider an adaptive partition where the I k depend on the function f itself, we enter the topic of nonlinear approximation. In order to understand the potential gain in switching from uniform to adaptive partitions, let us consider a function f such that f 0 is integrable. Since we have sup t;u2I k jf(t) ? f(u)j R I k jf 0 (t)jdt, we see that a natural choice of the I k can be made by equalizing the quantities R I k jf 0 (t)jdt = N ?1 R 1 0 jf 0 (t)jdt, so that, in view of the basic estimate (7), we obtain the error estimate
In comparison with the uniform/linear situation, we thus have obtained the same rate as in (8) for a larger class of functions, since f 0 is not assumed to be bounded but only integrable. On a slightly di erent angle, the nonlinear approximation rate might be signi cantly better than the linear rate for a xed function f. For instance, the function f(x) = x , 0 < 1, has the linear rate N ? and the nonlinear rate N ?1 since f 0 (x) = x ?1 is in L 1 (I).
The above construction of an adaptive partition based on balancing the L 1 norm of f 0 is somehow theoretical. In particular a suitable adaptive approximation algorithm should also operate on functions which are not in W 1;1 . Let us describe two natural algorithms for building an adaptive partition.
The rst one is sometimes known as adaptive splitting (see e.g. 13]). hf; j;k i j;k : (10) We recall that j;k = 2 j=2 (2 j ?k) with = 0;1=2] ? 1=2;1] : for each j 0, the sum P 2 j ?1 k=0 hf; j;k i j;k describes the uctuation P j+1 f ?P j f where P j is the projector onto the space V j of piecewise constant functions on the intervals I j;k = 2 ?j k; 2 ?j (k + 1)], k = 0; ; 2 j ? 1. Then, a natural adaptive approximation can be obtained by retaining in (10) only the N largest contributions in the L 1 metric, i.e. the indices (j; k) corresponding to the N largest kd j;k j;k k L 1 = 2 j=2 jd j;k j. Indeed, since j;k has zero mean, we have jhf; j;k ij 2 ?j=2 inf c2IR kf ? ck L 1 (I j;k ) so that ne scale contributions will be retained only in the regions of important uctuation, i.e. where they are needed to re ne the approximation.
Both methods give rise to speci c partitions and adaptive approximations f N . Ideally, one would hope that these partitions are optimal in the sense that kf ? f N k L 1 is up to a constant the best approximation error of f from piecewise contants on N free intervals. This is not true for both algorithms, 6 but they are somehow close to this property in many sense: for example, if f 0 2 L p for some p > 1, one can prove the rates O(N ?q ) for any q < 1.
Also note that both algorithms have natural generalizations to the case of approximation in the L p metric, by using kf ?a I k (f)k L p (I k ) " as a splitting criterion or keeping the N largest kd j;k j;k k L p = 2 j(1=2?1=p) jd j;k j.
In this paper, we focus on the wavelet approach for the following reason: in this approach, the nonlinearity is reduced to a very simple operation (thresholding according to the size of the coe cients), resulting in simple and e cient algorithms for dealing with many applications, as well as a relatively simple analysis of these applications.
Wavelets and thresholding
Wavelet bases o er a simple and powerful setting to build nonlinear approximation of functions: simple because a near optimal approximation is often achieved by a straightforward thresholding procedure, powerful because it is in some sense optimal for a large variety of smoothness classes modelizing the function to be approximated.
We rst recall some general notations and features for these bases (see 10] and 4] for more details). They are usually associated with multiresolution approximation spaces (V j ) j 0 such that V j V j+1 and V j is generated by a local basis (' ) 2? j . By local we mean that the supports are controlled by diam(supp(' )) C2 ?j (11) if 2 ? j and are \almost disjoint" in the sense that #f 2 ? j s:t: supp(' ) \ supp(' ) 6 = ;g C (12) with C independent of and j. A complement space W j of V j into V j+1 is generated by a similar local basis ( ) 2r j , r j = ? j+1 n ? j . The full multiscale wavelet basis ( ) 2r , r = j 0 r j allows to expand an arbitrary function f into f = 2 2sj j jd j 2 ; (14) and fractional H older classes by kfk C s kP 0 fk 2 L 1 + sup j 0 2 sj kf ? P j fk L 1 sup 2r 2 (s+d=2)j j jd j: (15) Such norm equivalences are essentially valid under the restriction that the wavelet itself has slightly more than H s or C s smoothness. (14) and (15):
Let us now turn to nonlinear wavelet approximation: denoting by
the set of all possible N-terms combinations of wavelets, we are interested in the behaviour of N (f) as de ned in (1) for some given error norm X. We rst consider the case X = L 2 and assume for simplicity that the constitute an orthonormal basis. In this case, it is a straightforward computation that the best N-term approximation of a function f is achieved by its truncated expansion
d ; (19) where E N (f) contains the indices corresponding to the N largest jf j. The approximation error is thus given by
where (d n ) n 0 is de ned as the decreasing rearangement of the jd j, 2 r (i.e. d n?1 is the n-th largest jd j).
Consider now the Besov spaces B s ; where s > 0 and are linked by 1= = 1=2 + s=d. According to the norm equivalence (17) we note that these space are simply characterized by kfk B s ; k(d ) 2r k` 
This shows that the property f 2 B s ; is almost equivalent to the rate (24). One can easily check that the exact characterization of B s ; is by the stronger property P N 0 (N s=d N (f)) N ?1 < +1. The space B s ; is critically embedded in L 2 in the sense that the injection is not compact. This can be viewed as an instance of the Sobolev embedding theorem, or directly checked in terms of the non-compact embedding of` into`2 when 2. In particular B s ; is not contained in any Sobolev space H s for s > 0. Therefore, no convergence rate can be expected for linear approximation of functions in B s ; . The general theory of nonlinear wavelet approximation developped by DeVore and its collaborators extends these results to various error norms, for which the analysis is far more di cult than for the L 2 norm. This theory is fully detailed in 11], and we would like to summarize it by stressing on three main type of results, the two rst answering respectively to problems 1 and 2 described in the introduction. rather easy to prove when X is a Besov space, by using (17) . A much more elaborate result is that it is also true for spaces such as L p and W m;p for 1 < p < +1, and for the Hardy spaces H p when p 1 (see 17]).
Connexions with other types of nonlinear approximation. In the univariate setting, the smoothness spaces characterized Y by a certain rate of nonlinear approximation in X are essentially the same if we replace Nterm combinations of wavelets by splines with N free knots or by rational functions of degree N. The similarity between wavelets and free knot splines is intuitive since both methods allow the same kind of adaptive re nement, either by inserting knots or by adding wavelet components at ner scales. The similarities between free knot splines and rational approximation were elucidated by Petrushev in 15]. However, the equivalence between wavelets and these other types of approximation is no more valid in the multivariate context (see x7). Also closely related to N-term approximations are adap-tive splitting procedures, which are generalizations of the splitting procedure proposed in x2 to higher order piecewise polynomial approximation (see e.g. 13] and 11]). In the case of the example of x2, we remark that the piecewise constant approximation resulting from the adaptive splitting procedure can always be viewed as an N-term approximation in the Haar system, in which the involved coe cients have a certain tree structure: if = (j; k) is used in the approximation, then (j ? 1; k=2]) is also used at the previous coarser level. Therefore the performances of adaptive splitting approximation is essentially equivalent to those of N-term approximation with the additional tree structure restriction. These performances have been studied in 6] where it is shown that the tree structure restriction does not a ect the order N ?s=d of N-term approximation in X (1=p; r) if the space Y (1= ; r + s) is replaced byỸ (1=~ ; r + s) with 1=~ < 1= = 1=p + s=d.
Data compression
There exists many interesting applications of wavelets to signal processing and we refer to 14] for a detailed overview. In this section and in the following one, we would like to discuss two applications which exploit the fact that certain signals -in particular images -have a sparse representation into wavelet bases. Nonlinear approximation theory allows to \quantify" the level of sparsity in terms of the decay of the error of N-terms approximation.
On a mathematical point of view, the N-term approximation of a signal f can already be viewed as a \compression" algorithm since we are reducing the number of degrees of freedom which represent f. However, practical compression means that the approximation of f is represented by a nite number of bits. Wavelet-based compression algorithms are a particular case of transform coding algorithms which have the following general structure:
Transformation Therefore, a key issue is the development of appropriate quantization strategies for the wavelet representation and the analysis of the error produced by quantizing the wavelet coe cients. Such strategies should in some sense minimize the distorsion kf ?fk X for a prescribed number of bits N and error metric X.
Of course this program only makes sense if we refer to a certain modelization of the signal: in a deterministic context, one considers the error sup f2Y kf ?fk X for a given class Y , while in a stochastic context, one considers the error E(kf ?fk X ) where the expectation is over the realizations f of a stochastic process. In the following we shall indicate some results in the deterministic context.
We shall discuss here the simple case of scalar quantization which amounts in quantizing independently the coe cients d into approximationsd in order to produced. Similarly to the distinction between linear and nonlinear approximation, we can distinguish between two types of quantization strategy:
Non-adaptive quantization: the map d 7 !d and the number of bits which is used to represent d depend only on the index . In practice they typically depend on the scale level j j: less bits are allocated to the ne scale coe cients which have smaller values than the coarse scale coe cients in an averaged sense.
Adaptive quantization: the map d 7 !d and the number of bits which is used to represent d depend both of and of the amplitude value jd j. In practice they typically depend on jd j only: more bits are allocated to the large coe cients which correspond to di erent indices from one signal to another. The second strategy is clearly more appropriate in order to exploit the sparsity of the wavelet representation, since a large number of bits will be used only for a small number of numerically signi cant coe cients.
In order to analyze this idea more precisely, let us consider the following speci c strategy: for a xed " > 0, we a ect no bits to the details such that jd j " by settingd = 0, which amount in thresholding them, and we a ect 14 j bits to a detail such that 2 j?1 " < jd j 2 j ". By 
At the rst sight, it seems that we obtain with only N bits the same rate as for nonlinear approximation which requires N real coe cients. However, a speci c additional di culty of adaptive quantization is that we also need to encode the addresses such that 2 j?1 " < jd j 2 j ". with N = N q + N a , it is necessary to make some little additional assumption on Y that restricts the location of the large coe cients and to develop a suitable addressing strategy.
The most e cient wavelet-compression algorithms, such as the one developed in 16], typically apply addressing strategies based on tree structures within the indices . We also refer to 6] where it is proved that such strategy allow to recover optimal rate/distorsion bounds -i.e. optimal behaviours of the compression error whith respect to the number of bits N -for various deterministic classes Y modelizing the signals.
In practice such results can only be observed for a certain range of N, since the original itself is most often given by a nite number of bits N o , e.g. a digital image. Therefore modelizing the signal by a function class and deriving rate/distorsion bounds from this modelization is usually relevant only for low bit rate N << N o , i.e. high compression ratio. One should then of course address the questions of \what are the natural deterministic classes which model real signals" and \what can one say about the sparsity of wavelet representations for these classes". An interesting example is given by real images which are often modelized by the space BV of functions with bounded variation. This function space represents functions which have one order of smoothness in L 1 in the sense that their gradient is a nite measure. This includes in particular functions of the type for domains with boundaries of nite length. In 7] it is proved that the wavelet coe cients of a function f 2 BV are sparse in the sense that they are in`1 w . This allows to expect a nonlinear approximation error in N ?1=2 for images, and a similar rate for compression provided that we can handle the addressing with a reasonable number of bits. This last task turns out to be feasible, thanks to some additional properties, such as the L 1 -boundedness of images.
Statistical estimation
In recent years, wavelet-based thresholding methods have been widely applied a large range of problems in statistics -density estimation, white noise removal, nonparametric regression, di usion estimation -since the pioneering work of Donoho, Johnstone, Kerkyacharian and Picard (see e.g. 12]). In some sense the growing interest for thresholding strategies represent an signi cant \switch" from linear to nonlinear/adaptive methods.
Here we shall consider the simple white noise model, i.e. given a function f(t) we observe on 0; 1] dg(t) = f(t)dt + "dw(t); (33) where w(t) is a Brownian motion. In other words, we observe the function f with an additive white gaussian noise of variance " 2 . This model can of course be generalized to higher dimension. We are now interested in constructing an estimatorf from the data g. The most common measure of the estimation error is in the mean square sense: assuming that f 2 L 2 we are interested in the quantity E(kf ? fk 2 L 2 ). Similarly to data compression, the design of an optimal estimation procedure in order to minimize the mean square error is relative to a speci c modelization of the signal f either by a deterministic class Y or by a stochastic process. Linear estimation methods de nef by applying a linear operator to g. In many practical situations this operator is translation invariant and amounts to a ltering procedure, i.e.f = h g. For example, in the case of a second order stationary process, the Wiener lter gives an optimal solution in terms ofĥ(!) :=r(!)=(r(!) + " 2 ) wherer(!) is the power spectrum of f, i.e. the Fourier transform of r(u) := E(f(t)f(t + u)). Another frequently used linear method is by projection on some nite dimensional subspace V , i.e.f = Pg = P N n=0 hg;ẽ n ie n , where (e n ;ẽ n ) n=1; ;N are a biorthogonal basis system for V and N := dim(V ). In this case, using the fact that E(f) = Pf we can estimate the error as follows:
E(kPf ? fk 2 ) + CN" 2 :
If P is an orthonormal projection, we can assume that e n =ẽ n is an orthonormal basis so that E(kP(g ? f)k 2 ) = P n E(jhf ? g; e n ij 2 ) = P n " 2 ,and therefore the above constant C is equal to 1. Otherwise this constant depends on the \angle" of the projection P. In the above estimation, the rst term E(kPf ? fk 2 ) is the bias of the estimator. It re ects the approximation property of the space V for the model, and typically decreases with the dimension of V . Note that in the case of a deterministic class Y , it is simply given by kPf ? fk 2 . The second term CN" 2 represents the variance of the estimator which increases with the dimension of V . A good estimator should nd an optimal balance between these two terms.
Consider for instance the projection on the multiresolution space V j i.e. f := P j j j hg;~ i , together with a deterministic model: the functions f satisfy kfk H s C; (34) where H s is the Sobolev space of smoothness s. Then we can estimate the bias by the linear approximation estimate in C2 ?2sj and the variance by C2 j " 2 since the dimension of V j adapted to 0; 1] is of order 2 j . Assuming an a-priori knowledge on the level " of the noise, we nd that the scale level balancing the bias and variance term is j(") such that 2 j(")(1+2s) " ?2 . We thus select as our estimatorf := P j(") g: (35) With such a choice, the resulting estimation error is then bounded by E(kf ? fk 2 L 2 ) C" 4s 1+2s :
Let us make a few comments on this simple result:
The convergence rate 4s=(1 + 2s) of the estimator, as the noise level tends to zero, improves with the smoothness of the model. It can be shown that this is actually the optimal or minimax rate, in the sense that for any estimation procedure, there always exist an f in the class (34) for which we have E(kf ? fk 2 L 2 ) c" 4s 1+2s . One of the main limitation of the above estimator is in that it depends not only on the noise level (which in practice can often be evaluated), but also on the modelizing class itself since j(") depends of s. A better estimator should give an optimal rate for a large variety of function classes.
The projection P j(") is essentially equivalent to low pass ltering which eliminates the frequencies larger than 2 j(") . The drawbacks of such denoising strategies are well known in practice: while they remove the noise, low-pass lters tend to blur the singularities of the signals, such as the edge in an image. This problem is implicitely re ected in the fact that signals with edges correspond to a value of s which cannot exceed 1=2 and therefore the convergence rate is at most O(").
Let us now turn to nonlinear estimation methods based on wavelet thresholding. The simplest thresholding estimator is de ned bỹ f := X jhg;~ ij hg;~ i ; (37) i.e. discarding the coe cients of the data of size less than some > 0. Let us remark that the wavelet coe cients of the observed data can be expressed as hg;~ i = hf;~ i + "b (38) where the b are gaussian variables. These variables have variance 1 if we assume (which is always possible up to a renormalization) that k~ k 2 L 2 = 1.
In the case of an orthonormal bases the b are independent. Therefore the observed coe cients appear as those of the real signal perturbated by an additive noise of level ". It thus seems at the rst sight that a natural choice for a threshold is to simply x := ": we can hope to remove most of the noise, while preserving the most signi cant coe cients of the signal, which is particularly appropriate if the wavelet decomposition of f is sparse.
In order to understand the rate that we could expect from such a procedure, we shall again consider the class of signals described by (28). For a moment, let us assume that we dispose of an oracle which gives us the knowledge of those such that the wavelet coe cients of the real signal are larger than ", so that we could build the modi ed estimator f := X jhf;~ ij " hg;~ i : (39) In this case, f can be viewed as the projection Pg of g onto the space V (f; ") spanned by the such that jhf;~ ij ", so that we can estimate the error 19 by a sum of bias and variance terms according to E(kf ? fk 2 L 2 ) = kf ? Pfk 2 + E(kP(f ? g)k 2 ) C P jhf;~ ij " jhf;~ ij 2 + " 2 #f s:t: jhf;~ ij "g]:
For bias term, we recognize the nonlinear approximation error which is bounded by C" 2? according to (30). From the de nition of the class (28) we nd that the variance term is also bounded by C" 2? . In turn, we obtain for the oracle estimator the convergence rate " 2? . In particular, is we consider the model kfk B s ; C; (40) with 1= = 1=2 + s, we obtain that E(kf ? fk 2 L 2 ) C" 2? = C" 4s 1+2s :
(41) Let us again make a few comments:
In a similar way to approximation rates, nonlinear methods achieve the same estimation rate as linear methods but for much weaker models: the exponent 4s=(1 + 2s) was achieved by the linear estimator for the class (34) which is more restrictive than (28).
In contrast with the linear estimator, we see that the nonlinear estimator does not need to be tuned according to the value of or s. In this sense, it is very robust. Unfortunately, (39) is unrealistic since it is based on the \oracle assumption". In practice, we are thresholding according to the values of the observed coe cients hg;~ i = hf;~ i+" 2 b , and we need to face the possible event that the noise " 2 b . Another unrealistic aspect, also in (37), is that one cannot evaluate the full set of coe cients (hg;~ i) 2r
which is in nite. The strategy proposed in 12] solves the above di culties as follows: a realistic estimator is built by (i) a systematic truncation the estimator (37) above a scale j(") such that 2 ?2 j(") " 2 for some xed > 0, and (ii) a choice of threshold slightly above the noise level according to (") := C( )"j log(")j 1=2 :
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It is then possible to prove that the resulting more realistic estimator f := X j j j(");jhg;~ ij (") hg;~ i ; (43) has the rate "j log(")j 1=2 ] 4s 1+2s (i.e. almost the same asymptotic performance as the oracle estimator) for the functions which are in both the class (28) and in the Sobolev class H . The \minimal" Sobolev smoothness -which is needed to allow the truncation of the estimator -can be taken arbitrarily close to zero up to a change of the constants in the threshold and in the convergence estimate.
Adaptive numerical simulation
Numerical simulation is nowadays an essential tool for the understanding of physical processes modelized by partial di erential or integral equations. In many instances, the solution of these equations exhibits singularities, resulting in a slower convergence of the numerical schemes as the discretization tends to zero. Moreover, such singularities might be physically signi cant such as shocks in uid dynamics or local accumulation of stress in elasticity, and therefore they should be well approximated by the numerical method. In order to maintain the memory size and computational cost at a reasonable level, it is then necessary to use adaptive discretizations which should typically be more re ned near the singularities.
In the nite element context, such discretizations are produced by mesh re nement: starting from an initial coarse triangulation, we allow further subdivision of certain elements into ner triangles, and we de ne the discretization space according to this locally re ned triangulation. This is of course subject to certain rules, in particular preserving the conformity of the discretization when continuity is required in the nite element space. The use of wavelet bases as an alternative to nite elements is still at its infancy (some rst surveys are 4] and 8]), and was strongly motivated by the possibility to produce simple adaptive approximations. In the wavelet context, a more adapted terminology is space re nement: we directly produce an approximation space V := Spanf ; 2 g; (44) by selecting an set which is well adapted to describe the solution of our problem. If N denotes the cardinality of the adapted nite element or wavelet space, i.e. the number of degrees of freedom which are used in the computations, we see that in both case the numerical solution u N can be viewed as an adaptive approximation of the solution u in a nonlinear space N .
A speci c di culty of adaptive numerical simulation is that the solution u is unknown at the start, except for some rough a-priori information such as global smoothness. In particular the location and structure of the singularities are often unknown, and therefore the design of an optimal discretization for a prescribed number of degrees of freedom is a much more di cult task than simple compression of fully available data.
This di culty has motivated the development of adaptive strategies based on a-posteriori analysis, i.e. using the currently computed numerical solution to update the discretization and derive a better adapted numerical solution. In the nite element setting, such an analysis was developed since the 1970's (see 1] or 18]) in terms of local error indicators which aim to measure the contribution of each element to the error. The rule of thumb is then to re ne the triangles which exhibit the largest error indicators. More recently, similar error indicators and re nement strategies were also proposed in the wavelet context (see 2] and 9]).
Nonlinear approximation can be viewed as a benchmark for adaptive strategies: if the solution u can be adaptively approximated in N with a certain error N (u) in a certain norm X, we would ideally like that the adaptive strategy produces an approximation u N 2 N such that the error ku ? u N k X is of the same order as N (u). In the case of wavelets, this means that the error produced by the adaptive scheme should be of the same order as the error produced by keeping the N largest coe cients of the exact solution. In most instances unfortunately, such a program cannot be achieved by an adaptive strategy and a more reasonable goal is to obtain an optimal asymptotic rate: if N (u) CN ?s for some s > 0, an optimal adaptive strategy should produce an error ku ? u N k X C N ?s . An additional important aspect is the computational cost to derive u N : a computationally optimal strategy should produce u N in a number of operation which is proportional to N. A typical instance of computationally optimal algorithm -for a xed discretization -is the multigrid method for linear elliptic PDE's.
It should be noted that very often, the norm X in which one can hope for an optimal error estimate is dictated by the problem at hand: for example, in the case of an elliptic problem, this will typically be a Sobolev norm equivalent to the energy norm (e.g. the H 1 norm when solving the Laplace equation).
Most existing wavelet adaptive schemes have in common the following general structure. At some step n of the computation, a set n is used to represent the numerical solution u n = P 2 n d n . In the context of an initial value problem of the type @ t u = E(u); u(x; 0) = u 0 (x);
the numerical solution at step n is typically an approximation to u at time n t where t is the time step of the resolution scheme. In the context of an stationary problem of the type F(u) = 0;
the numerical solution at step n is typically an approximation to u which should converge to the exact solution as n tends to +1. In both cases, the derivation of ( n+1 ; u n+1 ) from ( n ; u n ) goes typically in three basic steps:
Re nement: a larger set~ n+1 with n ~ n+1 is derived from an a-posteriori analysis of the computed coe cients d n , 2 n .
Computation: an intermediate numerical solutionũ n+1 = P 2~ n+1 d n+1 is computed from u n and the data of the problem. Coarsening: the smallest coe cients ofũ n+1 are thresholded, resulting in the new approximation u n+1 = P 2 n+1 d n+1 supported on the smaller set n+1 ~ n+1 .
Of course the precise description and tuning of these operations strongly depends on the type of equation at hand, as well as on the type of wavelets which are being used.
In the case of linear elliptic problems, it was recently proved in 5] that an appropriate tuning of these three steps results in an optimal adaptive wavelet strategy both in terms of approximation properties and computational time. It should be remarked that such optimality results are still open questions in the more classical context of adaptive mesh re nement innite element spaces. Many open problems are also remaining in the wavelet context concerning the possiblity of deriving optimal adaptive schemes for more complicated problems, e.g. mixed formulations, singular perturbations, nonlinear equations.
The curse of dimensionality
The three applications that were discussed in the previous sections exploit the sparsity properties of wavelet decompositions for certain classes of functions, or equivalently the convergence properties of nonlinear wavelet approximations of these functions. Nonlinear adaptive methods in such applications are typically relevant if these functions have isolated singularities in which case there might be a substantial gain of convergence rate when switching from linear to nonlinear wavelet approximation.
However, a closer look at some simple examples show that this gain tends to decrease for multivariate functions. (48) In the univariate case, i.e. when is a simple interval, the number of nonzero coe cients up to scale j is bounded by jK. Therefore, using N non-zero coe cients at the coarsest levels gives an error estimate with exponential decay N (f) 
which is a spectacular improvement on the linear rate. In the multivariate case, the number of non-zero coe cients up to scale is bounded This simple example illustrates the curse of dimensionality in the context of nonlinear wavelet approximation. The main reason for the degradation of the approximation rate is the large number K2 (d?1)j of wavelets which are needed to re ne the boundary from level j to level j + 1. On the other hand, if we view the boundary itself as the graph of a smooth function, it is clear that approximating this graph with accuracy 2 ?j should require much less parameters than K2 (d?1)j . This reveals the fundamental limitation of wavelet bases: they fail to exploit the smoothness of the boundary and therefore cannot capture the simplicity of f in a small number of parameters. Another way of describing this limitation is by remarking that nonlinear wavelet approximation allows local re nement of the approximation, but imposes some isotropy in this re nement process. In order to capture the boundary with a small number of parameters, one would typically need to re ne more in the normal direction than in the tangential directions, i.e. apply anisotropic local re nement.
In this context, other approximation tools outperform wavelet bases: it is easy to check that the use of piecewise constant functions on an adaptive partition of N triangles in 2D will produce the rate N (f) O(N ?1 ), precisely because one is allowed to use arbitrarily anisotropic triangles to match the boundary. In the case of rational functions we have an even more spectacular result: if @ is C 1 , then N (f) C r N ?r for any r > 0. These remarks reveal that, in contrast to the 1D case, free triangulations or rational approximation outperform N-term approximation, and could be thought as a better tool in view of applications such as those which were discussed throughout this paper. This is not really true in practice: in numerical simulation, rational functions are di cult to use and free triangulations are often limited by shape constraints which restricts their anisotropy, and both methods are not being used in statistical estimation or data compression, principally due to the absence of fast and robust algorithms which would produce an optimal adaptive approximation in a similar manner as wavelet thresholding.
The development of new approximation and representation tools, which could both capture anisotropic features such as edges with a very small number of parameters and be implemented by fast and robust procedures, is currently the object of active research. A signi cant breakthrough was recently achieved by Donoho and Candes who developped representations into ridglet bases which possess the scale-space localization of wavelets together with some directional selection (see e.g. 3]). Such bases allow for example to recover with a simple thresholding procedure the rate O(N ?1 ) for a bivariate function which is smooth except along a smooth curve of discontinuity.
