Algebraic specifications of abstract data types can often be viewed as systems of rewrite rules. Here we consider rewrite rules with conditions, such as they arise, e.g., from algebraic specifications with positive conditional equations. The conditional term rewriting systems thus obtained which we will study, are based upon the well-known class of left-linear, nonambiguous TRSs. A large part of the theory for such TRSs can be generalized to the conditional case. Our approach is non-hierarchical: the conditions are to be evaluated in the same rewriting system. We prove confluence results and termination results for some well-known reduction strategies.
INTRODUCTION
This paper is concerned with term rewriting systems involving conditional rewrite rules. Such systems arise in a natural way from algebraic data type specifications using positive conditional equations, but may just as well appear in a different context. Our aim is to provide a self-contained introduction in the subject covering various topics, such as: confluence, reduction strategies and termination, and decision algorithms for normal forms.
While working in this subject we received Pletat, Engels, and Ehrich [ 181. This paper has had a considerable influence on our ideas, leading us, however, to a different proposal for the semantics of conditional rewrite rules, avoiding hierarchies, but introducing circularities that turn out to be not problematic in the end.
For some related work on conditional TRSs we refer to [6, 12, 131 .
We will now give a survey of the paper. We will consider systems C of positive conditional equations, as they are called in [7] , which have the form ing varables. Such systems arise for instance in algebraic semantics as specifications of abstract data types, see [7] . If C is a system of positive conditional equations, .Z:, will be the "unconditional part" of C, that is the set of equation schemes obtained by removing the conditions (i.e., the LHSs of the implications). The system of equation schemes Z', can be made into a term rewriting system (TRS), by choosing a direction of rewriting: t + s. Often this direction is clearly suggested by the equation t = s. Now we will impose (just as in [ 181) the restriction that the TRS C, is non-ambiguous and left-linear. For such TRSs, which we will call of type 0 in this paper, the syntactical theory is well developed; cf. [3, 9, 10, 11, 14, 16, 171. While it is clear how to associate a TRS to a system of equation schemes (anyway in the case we are considering), this is less clear in the presence of these conditions:
I. One possibility is to consider "conditional reduction rule schemes" of the form t, =s1 A . . . A t, = s, =a t + s.
Such conditional reduction rule schemes will be called of type I. Likewise a TRS is of type I if it contains only reduction rules of type I.
II. Another possibility is to consider conditional rules of the form t, Is, A .'. A t,Js,*t+s where " 1" denotes "having a common reduct."
III. Third, one could consider t, + S, A ..' A t, -++ S, * t -+ S, where -++ is the transitive reflexive closure of the one step reduction relation generated (in a sense made precise below) by these schemes.
It turns out that this last possibility yields in general not a confluent reduction (i.e., having the Church-Rosser property). A "better" type of conditional reduction rule is: III,.
t, -H n, A .*. A tk + nk =s t -+ s, where the ni, i = l,..., k, are closed normal forms in the sense of the unconditional ZU. Now in all cases I, II, III,,, there is an obvious circularity involved in the definition of the reduction relation +. In [18] this problem is solved by means of an hierarchical approach: the conditions (which are there of type III,, to be precise: of the form ti --++ true) must be evaluated on a lower level of the hierarchy. Here we will not suppose such a hierarchical structure of the TRSs, and define the reduction relation ( -+ ) by a "least fixed point" construction; for type I and III, reductions we can then prove confluence. That is, the circularity is harmless in case III,, and also for type I. In fact, the whole syntactical theory for type 0 carries over without effort to type I and III,, including termination criteria. However, a major problem with the conditional TRSs is that the set of normal forms and the set of redexes need not be decidable.
For type III in general it is not surprising to see that such reductions need not be confluent, for, it is not clear that a condition ti +-P si is "stable" under reductions. For type II it does seem reasonable to conjecture confluence; but we will show that in fact this conjecture is false. The case of type I is very easy.
The really interesting case is III,,. We will show that III,-reductions are confluent, and have in general all desirable properties of O-reductions, including termination (when possible) of reduction strategies like full substitution (or full computation), leftmost reduction, parallel outermost reductions. Most of these results are already obtained in [18] , however, for the "hierarchical" III.-TRSs.
Note that we have not placed restrictions on the conditions t, = si (type I) or ti + ni (type III,), other than the unconditional normal form requirement (which can be immediately checked by looking only at the LHSs t of the RHSs t -+ s of the conditional rules) in III,. This is intended: the ti = si or t, ++ ni may have other variables than the ones in t = s. E.g., the rule (as in the definition of an equivalence relation)
E(x, y) ++ true and E(y, z) -true * E(x, z) + true is allowed.
On the other hand, an unconditional rule like E(x,x)+ true will not be allowed here, since we stipulated that the unconditional part Z, of the TRSs C we will consider, must be of type 0. Let us call a TRS Z' of type 0' if it can be obtained from a type 0 TRS C by identifying some variables in the LHSs of the rule schemes. Now we give a translation of type III,, systems into type 0 and of type II into type 0'. We do not, however, explore the formal aspects of this translation and use it \(in general) 1 not confluent confluent ' FIGURE 1 mostly as a heuristic tool to show that type II and III reductions are in general not confluent. A survey of the confluence results is given in Fig. 1 , where an upward line means that a TRS of the lower type is also a TRS of the higher type. The central point in this diagram, type III,, will also be a focus of our interest in this paper. The wavy downward arrows refer to the "translation" mentioned above and given in Section 2.5. Type 0" is a subtype of 0', obtained by stipulating that the "non-linear" operators may not occur in the RHSs of the rule schemes (Sect. 1.5).
We have included an Appendix devoted to O'Donnell's theorem that "eventually outermost" reductions (including the parallel outermost reductions) must terminate when possible, and likewise for leftmost reductions in the case of left-normal rules. In fact, we prove a stronger version, applying also to the case of term rewriting systems with bound variables, such as I-calculus. Indicating the presence of bound variables with "*," all our results except Theorem 5.4 generalize from 0 to O*, I to I*, III, to III,*. Since bound variables are not the main topic of this paper, we have separated this proof in an Appendix so that it can easily be omitted (or, singled out). Type 0* reductions systems are called "regular combinatory reduction systems" in [ 141, where "regular" means "non-ambiguous and left-linear."
The structure of the sequel of this paper is as follows: We will briefly introduce the well-known notion of a term rewriting system (TRS), as studied, e.g., in [3, 9, 10, 11, 14, 16, 171 . First we will consider unconditional TRSs.
A term rewriting system C is a triple (9, Y, 174) where 9 is a set of ranked operators, i.e., each FE 9 has an urity which is the number of arguments F is supposed to act upon. The arity may be 0, in which case F is also called a constant. Y" is a set of variables, necessary to describe the set of reduction rule schemes, [w. A reduction rule scheme, or rule scheme for short, is a pair (t, s), written as t -+ s, where t, s E Ter(C), the set of terms built from 9 and Y. So Iw is a binary relation on Ter(C). The set of closed Z-terms, Ter"(C), contains only terms without variables a, b, c ,..., x, y, z E V. We will use t, s for terms, but sometimes also M, N,.... An instantiation p is a map Y + Ter"(Z). If t E Ter(Z), then p(t) denotes the result of simultaneous substitution of p(x) for every occurrence of x in t.
R is the set of all closed instances obtained from the rule schemes R; i.e., if t -+ s E [w then p(t) -+ p(s) E R for all p. The elements of w are called closed rules; we will drop the word "closed" sometimes. The LHSs of the rules are called redexes; RED(Z) is the set of all redexes of Z. A term without redexes as subterms is a normal form; NF(Z) is the set of normal forms. R* is, as usual, the transitive reflexive closure of R. For notational ease, we write R" = (R")*. Note that 121" = =, syntactical equality.
If the infix notation t + s is used, the relation -+ will be called "reduction" and instead of + ' we use the notation -++ (which is easier to use in reduction diagrams).
Remark on notation.
Terms are notated by t, s ,... as well as by IV, N ,.... We apologize for this inconvenience.
Applicative vs. Ranked TRSs; TRSs with Many-Sorted Signature
As we have introduced TRSs in 1.1, each operator has a fixed arity and term formation is otherwise unrestricted. In practice however, we will often deal with TRSs having a (many-sorted) signature, as in Example 2.3(i). This concept is standard in the literature, and we will not give a definition here. See, e.g., [ 111. Nowhere, however, in this paper will the concept of signature play a role; that is, everything works out for TRSs with signature exactly as for TRSs without signature restrictions, i.e., one-sorted.
Instead of ranked TRSs (i.e. each operator has a fixed arity), one can also consider applicative TRSs. The prime example of such a TRS is combinatory logic (CL) as in [l, 51, with basic operators S, K, Z and terms ME Ter(CL) given by the inductive definition M: := Z, K, S/(M, M,), and reduction rules schemes sxyz + xz( yz)
Kxy+x
Ix + x (here the convention of bracket association to the left is used). An applicative system C can easily be viewed as a ranked system C,, by introducing a binary operator A( , ) and considering S, K, Z as 0-ary operators (constants). Then the rules of CL, are:
Vice versa, a ranked TRS z, can be viewed as a "sub-TRS" of an applicative TRS z; e.g., if ,J?, = {C, P(x, Q(y)) + Q(x)} then z, is a "sub-TRS" of C (see 1.4.0), where z has terms defined by M: := C, P, Q/(MIM2) and the rule Px(Qy) -+ Qx. So the terms of (an isomorphic copy of) ,?Yr would be given by
In fact, we may use TRSs which are partly applicative and partly ranked; e.g., CL + D(x, x) -+ I.
At one point, however, there is a crucial difference between ranked and applicative TRSs, namely in the formulation of a theorem about non-linear TRSs, see 1.5.2.2. (ii) if the r,-redex p(t,) contains the r,-redex p'(t,) for some p, p', then either p(t,) = p'(t,) or p'(t,) is already contained by p(x) for some variable x occurring in ti.
Here "r is contained in t" means that r is a subterm of t, notation r G t. Equivalently: t = C[r] for some context C[ ] of r. So, in a well-known terminology, nonambiguity means that there are no critical pairs. Note that non-ambiguity of Z depends only of the LHSs ti of the rule schemes in [w, while for weak non-ambiguity also the RHSs si must be considered.
An example of a set of weakly non-ambiguous rule schemes, which is ambiguous, is given by the "parallel or" rule schemes:
Let us call a TRS which is leftlinear and weakly non-ambiguous, a weakly regular TRS. Then the theory for regular TRSs as, e.g., in [14] , on which most of the sequel is based, seems to carry over without problems to weakly regular TRSs. We will stick to regular TRSs as the basis for the sequel, however.
Reduction Diagrams for Regular Reductions
Let 2 be a regular TRS. Then, as is well known, Cl= CR. (Z has the Church-Rosser property.) I.e.: if 8, = to + ti -+ ... + t, and $&$ = t, -+ t; -+ ..' -+ t:, are two "divergent" reductions of t, E Ter(C), then there are "convergent" reductions 5& = t, -+ . . . + s and Se, = t',,, + . . . -+ s. Instead of saying that C has the CR-property, we will also say that Z-reductions are confluent.
A stronger version of the CR-theorem for regular TRSs asserts that convergent reductions g3, 9& can be found in a canonical way, by adjoining "elementary diagrams" as suggested in Fig. 2 . In this way the reduction diagram g(B,, L&) originates, and in [14] it is proved that the construction terminates and yields J%'~, Bd as desired. It is fairly evident how to define the elementary diagrams; e.g., if C = CL as in 1.2, then the following are examples (see Fig. 3 ). Here "(a" denotes an "empty" or "trivial" step, necessary to keep the reduction diagram in a rectangular m R3 = R,/R, FIGURE 2 shape. @-steps also occur in elementary diagrams of the form, e.g. (see Fig. 4 ). The reduction 5& constructed above in 9(92,, B$) is called the projection of 9i by g2, written: 9& = W, I&$. Similarly 9$ = BJ9i.
Sub-TRSs
Up to here we have only considered regular TRSs Z = (9, V, IX), where term formation is unrestricted. However, since most of the relevant properties of regular TRSs derive from the notion of reduction diagram, it is sensible to enlarge the class of regular TRSs such that they include also "sub-TRSs" 27 of Z, defined as follows:
Let TcTer(C) be such that T is closed w.r.t. elementary diagrams. (I.e., if to, t,, t, E T such that to + t,, to + t, then all terms involved in 9(to + t,, t,, + tz) are in T.) Then the restriction C' of Z to T is called a sub-TRS of C. We write Z'gZ.
So, in the sequel a regular TRS may be either a "full" TRS where term formulation is unrestricted or a sub-TRS of a "full" TRS. This means that TRSs, where term formation is restricted by signature requirements are also in our scope.
The next three subsections 1.4.1,..., 1.4.3 are preliminaries only for the Appendix.
The Parellel Moves Lemma
Let W be a C-reduction t, -+ .. . + t, and let s E to be a redex. Contraction of redex s (i.e., replacing s by its one step reduct) will be displayed (sometimes) by the notation to + ' tb. Now consider 9(t,, + ' tb, 9) (in Fig. 5 ). Then the reduction 9' (the projection of reduction step to + ' tb by 92) consists of a reduction of all the "descendants" of s via W.
1.4.1.1. Descendants. The notion of "descendant (via 3)" is defined as follows:
(i) If t +s is a rule scheme and p(t) + p(s) an instantiation such that t'cp(x) for some occurrence of a variable x in t, then t' gives rise to some copies, called descendants of t', in p(s), depending on the possible occurrences of x in s. If in (ii) C,[ ] is allowed to be the trivial context, the resulting notion will be that of "quasi-descendants." So the contracturn of a redex is a quasi-descendant of that redex.
Note that residuals of a r,-redex are again r,-redexes. Furthermore, note that in the above reduction diagram, 9' consists of a construction of disjoint residuals Sl, sz,... of s. (This would not be the case in the presence of bound variables as in Acalculus.)
Equivalent Reductions
The very useful notion of "equivalence of reductions" was introduced first in [ 151. Intuitively, two reductions W, , B?*, both from t to t', are equivalent (written 9, gB2) when the "same" reduction steps are performed but possibly in a permuted order. Since redexes may be nested and contraction of one redex may mul- FIGURE 5 tiply subredexes, it is not quite clear what "permuted" means; but via the notion of reduction diagram this can be made precise:
(so 9(W1, 9I$) has empty right and lower sides).
Finite Developments
Let t be a Z-term and let [w be a set of redex occurrences in t. Then a reduction of t in which only residuals of redexes in Iw are contracted, is called a development (of t w.r.t. [w). It is not hard to prove that every development of t w.r.t. Iw must be finite (see, e.g., [3, 14, 161 For a proof, see e.g., [14] . For the purpose of a classification to be used in this paper, we will call a regular TRS to be of type 0. We will in the sequel briefly be concerned with a class of TRSs which will be called to be of type 0' and which is obtained as follows from type 0 TRSs.
Let .Z = (P, llr, R) be a TRS of type 0. Let Z' be a TRS(B, V,[w') whose set of rule schemes [w' is obtained from [w by identifying some of the variables occurring in the rule schemes which were previously different. So Z' is no longer left-linear. (i) Let t + s E [w be a non-leftlinear rule scheme. Let P be the leading symbol of t. Then P is called a nonlinear operator.
(ii) Now suppose that C is a ranked TRS of type 0'. Then C is called of type 0" if none of its nonlinear operators occurs in a RHS of some rule scheme in [w.
The following theorem is a corollary of a result in [14] , as noted by [S].
Let Z be of type 0". Then C t= CR. Translating 2 to a ranked TRS C,, we get the rule schemes of CL, (see 1.2) augmented by A( (A(D, x), x) -P E. Now A is the nonlinear operator (not D) and indeed A occurs in several RHSs of rule schemes of C,, as has to be the case since C t& CR implies evidently that also C, /& CR.
CONDITIONAL TERM REWRITING SYSTEMS
Algebraic specifications of abstract data types often contain not only equation schemes t(x) = s(x) (which can be modeled by reduction schemes t(x) + s(x)), but also conditional equation schemes Q(x) Z-t(x) = s(x), where Q is some predicate of the variables x. Indeed, conditional reduction rule schemes of the form Q(x) =z-t(x) +s(x) are considered in [16] . There some "well-behavior" of the Q(x) is explicitly required in order to have confluence and other properties of the generated reductions.
We will consider reduction rule schemes such as they can be associated to what is called in [7] positive conditional equations. These are of the form t, =s, A '.. A tn=s,=Pt=s (*I where ti, si (i= l,..., n) and t, s are open terms. The basic assumption that we will make (just as in [16, 181) to deal with positive conditional equation schemes, is that the RHSs t = s of these implications, when viewed as reduction rule schemes t + s, constitute a TRS of type 0. The condition nr\;=, ti = si will not be subject to restrictions. In particular it may contain variables not occurring in t = s. In order to treat (*) as a conditional reduction rule scheme, some possibilities concerning the LHS m ti = si arise, as expressed in the following definition. It will turn out (in 3.6) that only two of the four possibilities are sensible and interesting. Here q is = (convertibility), 1 (having a common reduct) or -++. C is called, respectively, to be of type I, II, or III.
(ii) If r is a conditional reduction rule scheme, r,, (the unconditional part of r)istheRHSt~sofr.Likewise[W,={r,IrEIW}andC,=(~,Y,IW,).
(iii) As before, Ter(C) is the set of terms of Z, Ter"(Z) the set of closed terms and p denotes an instantiation.
(iv) An unconditional normal form of C is a normal form of Z,. (I.e. a term which cannot be unified with the LHS t of the RHS t + s of some r E [w.)
We will mainly be interested in the following subclass of type III TRSs: 
Generating the rules from the Conditional Rule Schemes
If r = nc\f= 1 ti -++ ni 3 t + s is a type III, conditional rule scheme and p is an instantiation, then p(r) = A dtJ -n, *p(t) --f P(S) i=l is called a conditional closed rule. The word "closed" will sometimes be dropped; but the presence of conditions will always explicitly be mentioned. So a rule has the form p(t) + p(s), without conditions. The rules p(t) + p(s) which give rise to the
are generated from [w, the set of conditional reduction rule schemes, as follows.
First we recall the notation R, for the set of closed instances of the conditional reduction rule schemes in [w, and W" for the contextual, transitive reflextive closure of a binary relation 9 on Ter"(C) (a set of rules). In order to bring out the "least fixed point" aspect of the reduction + that is determined by R, we define 2.4.1. DEFINITION (Application of sets of conditional rules). (i) Let X be a set of closed conditional rules nr\ ti --H ni 3 t --+ s and let ?Y be a set of closed rules t, -+ si (Jo I). Then E($Y) ("3 applied to Y') is the following set of closed rules:
(ii) Now let C = (9, "Y-, W) be a TRS of type III,. Then a(c) is the set of rules of C, and we define a(c)= u R"(fZI).
?lEO (iii) Now the reduction relation + of C is 9?(,X)m (the contextual closure of .X%!(Z)) and -++ is .G%?(E)~* ( = .%?(A')').
(iv) We will define the intermediate reductions + k (k E 0):
(So -+ O=QY'=@ and -++ O=(am*=@*= E.) (v) Red(z) is the set of redexes, i.e., the LHSs of elements of a(c). NF(z) is the set of of normal forms, i.e., terms not containing a redex. (ii) Definition 2.4.1 is given for type III,,, conditional rule schemes, but it is obvious how to adapt the definition to the case of types I, II.
EXAMPLE.
Consider TCL as in Example 2.3(ii). Then, e.g., SZZZ ++ Z, S(SZZZ) ZZ ++ I. However SSZZ is a normal form, albeit not an unconditional one.
Embedding Conditional TRSs in Unconditional Ones
By introducing some more operators in a conditional TRS of type II or III, we can eliminate the conditions. That is, the conditional TRSs can be embedded in unconditional ones. We will not explore the more formal aspects of this embedding, but use it as a heuristic tool to construct the counterexamples to the CR-property for some type II and type III TRSs in the next section, and moreover we will use the embedding in order to state a natural criterion for decidability of the set of normal forms in a type III, TRS C, in Section 4.
DEFINITION.
Let z= (9, ^Y-, lR= {yz 1iE.l)) be a TRS of type III. (ii) Cs is defined analogous to Definition 2.51. To understand the next proposition we recall our basic assumption that C,, the unconditional part of Z:, is a TRS of type 0. C/=t++S*Cg~t"S.
ProoJ: A routine induction on n (in + ,J; each C-reduction step can be simulated in C,, by construction. 1 2.5.4.1. Remark. The reverse implication ( G= ) in Proposition 2.5.4 holds also, but since we have no need for it, we will omit a proof.
Hierarchical Conditional TRSs
In [lS] an interesting class of III,-TRSs is introduced and analyzed, namely conditional TRSs with a hierarchical structure. In order to define these hierarchically structured TRSs, first the following definition. In order to have the CR property, Cl83 requires the property of "forward-preserving": for all i< n. This property is implied by a syntactic requirement, viz. if nr\ tj + nj =z. t + s is a conditional rule scheme in lRi+ i, then t contains a "new" operator E @+ i -9$.
We note that the hierarchical approach does not yield always the same congruence on the set of terms as our definition. Namely: let d be an algebraic specification with conditional equations. Suppose to d we can associate a type III, TRS Z,, as in Example 2.3(i) ("BOUNDED STACK") which was taken from [18] . Then the reduction + which we have constructed as a "least fixed point," yields the same congruence as the initial algebra semantics of d. We will not give the routine proof of this fact here.
However, when d is "partitioned' so as to obtain a hierarchical TRS C,, the reduction relation given by Rh(Zd) may yield a congruence which is strictly coarser than the congruence of the initial algebra semantics. A simple example to show this is: NOW the chain Z, zZ, determines a hierarchical TRS in the sense of [18] , which is "forward complete." According to our Definition 2.4.1, R(C,) contains A(W) + B, since also P(W) -+ 0 E R(C,).
For the hierarchical TRS, P( QC) + 0 4 R,,(Z,,), since C# Ter"(Z,). Hence NW + B#M~,).
Probably it will be possible to extend the definition of hierarchical TRS in a simple way so as to obtain coincidence of the congruence thus determined and the congruence of the initial algebra semantics, , an d such that the unconditional part C, is of type 0. Note that if p is an instantiation such that Q(px, py) holds (whence A G p(t(x)) + p@(x)) = B is a rule of Z) and C E A is a proper subredex, then because Z, is of type 0, C z p(x,) for some xi E x ( =x, ,..., x,). Now suppose that we have two diverging reduction steps as in Fig. 6 . Then the construction of the corresponding elementary diagram needs the validity of the condition Q(P(xI I,..., Ptxi)'9. 3.1. DEFINITION. If in the above situation for every p the validity of Q is preserved, then Q is called a stable condition.
THEOREM (O'Donnell [16]).
Let Z be a conditional TRS with conditional rule schemes Q(x, y) =S t(x) -+ s(x) such that Z, is of type 0 and all conditions Q are stable. Then Z-reductions are conjiuent, and common reducts can be found by the canonical reduction diagram construction as in 1.4.
Proof
The stability of the conditions ensures that elementary diagrams can be constructed, as if we were working in C,. Clearly, the result in the theorem follows at once from the claim, since we already know that diagram constructions (as in 1.4) by repeatedly adjoining elementary diagrams, must terminate in a completed diagram.
Proof of the Claim. By induction to n + m. Basis: n = m = 0. In this case the claim is vacuously true, since -+ ,, is the empty relation.
Induction step. Suppose the claim is true for all n, m such that n + m 6 k. Consider n, m with n + m = k + 1. Say n > 0. The only interesting case is that where A is a redex, A E p(t), containing a proper subredex S which is contracted in the step A + ,C (see Fig. 9 ).
In the reduction B + D, where copies of S are contracted, there is no problem:
The question is, however, whether the step C + D is an n-step. Let the step A + B be generated by the conditional rule scheme miGk t, + n; = t -+ s, via instantiation p. This means, by definition of + n, that p( ti) -++ n-,ni for i < k. Because 2, is of the type 0, we have S c p(x) for some x in t. Say p(x) E C[S] for some context C[ 1.
We have to prove that also p'(t,) + ._,ni for i<k, where p'(x)-C[S'], S' is the contractum of S, and p'(y) = p(y) for y # x. For, then C = p'(t) -+ n D will be a consequence. Now the induction hypothesis states that we have (see Fig. 10 ) (i.e., the claim holds for n -1, m). Say ti contains three occurrences of x: ti = . ..x...x...x... and let, as before, p(x) be C[S].
Then p(t,) =---C[S]---C[S]---C[S]---. Let q' E ---c[s]---qs]--~q~]---and q" G ---C[S']---C[,S']---C[S]---, and p'(ti)=---C[S']---C[S']---C[S']---.
Now we can construct a diagram, e.g., as in Fig. 11 . Hence ,o'(t,) -++ n _ 1 ni (i < k). This proves the claim and thereby the theorem. m .
We will now show that type II and type III reductions are not confluent.
EXAMPLE. Consider the type II TRS z1, where xlC(x)+-C(x)+E B -+ C(B)
. shows that type III reductions are in general not confluent. 3 .6.2. EXAMPLE. Consider the type II TRS as in Example 2.3 (iii): C= CL + {x 1 y =z. Dxy + E}. Then, intuitively, the CR-problem for C is the same as for C, = CL + {Dxy + W, y)E, 66, x) t I}. Again, it is intuitively clear that ,Zd has the same CR-problem as Ch = CL + {Dxy + b'(x, y), X(x, x) + E).
But this is nothing else than Cz = CL + { Dxx + E} for which Ci l& CR by a counterexample analogous to the one in Example 1.5.1.0. (Cf. also Remark 1.5.2.2.) Hence C l+ CR.
THE COMPLEXITY OF NORMAL FORMS
Given an unconditional TRS 2, the set NF(Z) of normal forms is clearly decidable. This is no longer true when Z is of type I or III,, in which cases the complexity of NF(C) can even be complete ny. (By the nonconfluence result of the last section we will no longer consider type II TRSs and type III TRSs in general.)
We will give some conditions for C in order to have a decidable set of normal forms, which is important if one wants to use terminating reduction strategies (see Sect. 5). In the case of III,-TRSs, which are our main interest, the normal forms are naturally partitioned in a hierarchy, as follows.
DEFINITION. Let C be a III,-TRS:
(i) By induction on n we will define the set NF,(C) E NF(C) of normal forms of order n.
Basis. NF,(C) = NF(Z,), the set of unconditional normal forms. Induction step. Suppose the set of normal forms of order n, NF,(C), is defined. Then NF,, i(z) is defined by: ME NF, + ,(C) iff whenever M' c M is an r-preredex (where r is a conditional rule scheme of Candrisr,-n, A .'. ~~,++n,~r~s,soM'isaninstanceoft,sayM'~~(t)), then for some j6 {l,..., k}: 31<n, ONE NF,(C), dr,) -N and N +i n,
We will call a normal form of order n also a n-normal form.
(ii) NF,,(C), the set of normal forms of finite order, is U,,, NF,(C).
Proof: (i) Obvious; (ii) Follows by a simple induction from the CR property for III, TRSs (Theorem 3.5), noting that CR implies unicity of normal forms. 1
So we have a "spectrum" of irreducibility as in Fig. 12. 
EXAMPLE.
Consider TCL as in Example 2.3(ii). Then SII is a O-normal form, Q = SZZ (SZZ) is a l-normal form, S 52 Sz 0 is a 2-normal form. In fact, every non-reducible term will be in this case a normal form of finite order (by Proposition 4.6 below). Next we will state some conditions for III,-TRSs which ensure the decidability of the set of normal forms.
DEFINITION.
(i) Let C be a III,-TRS. Then C "has subterm conditions" iff for every instance of a conditional rule scheme
we have p(t,)$p(t) (i.e., p(t,) is a proper subterm of p(t)) for all i= l,..., k.
(ii) As a special case of (i), we say that 2 "has variable conditions" iff every conditional rule scheme is of the form where x, ,..., xk are variables occurring in t.
PROPOSITION.
If Z is a III,-TRS having subterm conditions, then:
Proof. (i) Let A4 be a term which is not reducible, and suppose that M is not a normal form of finite order. Choose A4 minimal so, w.r.t. c . Hence all proper subterms of M are normal forms of finite order. Let m be the maximum of their orders. Then clearly M is a normal form of order m + 1, since C has subterm conditions.
(ii) The set of reducible terms is semi-decidable (just generate all possible finite reductions, as in Definition 2.4.1). By Proposition 4.4(i) and (i) of this proposition, its complement NF is also semi-decidable. Hence both the set of reducible terms and NF are decidable. i 4.6.1. EXAMPLE.
TCL, in Example 2.3 (ii), has variable conditions. Hence NF is decidable.
DEFINITION.
Let C be a TRS:
(i) Then C + SN ("Z has the strong normalization property") iff there are no infinite C-reductions. Equivalently, iff every C-reduction terminates eventually (in W-V).
(ii) C k WN ("weak normalization") iff every ME Ter(C) has a normal form, i.e., there exists an W = M + ... -+ N with NE NF(C).
Let Z be a III,-TRS. Then:
(i) C k SN, iff every reduction terminates eventually in a O-normal form;
(ii) Z k SNf iff every reduction terminates eventually in a normal form of finite order.
THEOREM.
(Criteria for NF-decidability in III,-reductions). Let C be a III,-TRS. Then the following implications hold. (see Fig.13 ).
Proof: (v) 3 (vii) * (viii) is Proposition 4.6. (iii) * (vi), (i) =-(iv) * (vi), and (iv)+ (vii) follow trivially from the definitions. To prove (ii) + (iv), assume C, + SN. By Proposition 2.54, C k SN. Hence it suffices to prove NF,(C) = NF(Z). For a proof by contradiction, suppose there is a normal form A4 without finite order. Say M=C[p(t)] for some conditional rule scheme t, + n, A ... A tk + nk * t --+ s and some context C[ 1. By SN, all p(t,) (i= l,..., k) have a normal form nl. One of the n,! must be wrong (n,! f ni) and without finite order. Say ni, is such a wrong normal form without finite order. Write M' = niO.
Since M' is a normal form without finite order, the same reasoning as for A4 uas in 4.6 -1 FIGURE 13 applies to M'. Continuing in this way we find an infinite sequence M, M', M",.... This sequence is reflected in an infinite reduction in C, as follows (here we use Proposition 2.5.4 which says that reductions in C can be simulated in 2,): (ii) Z has as only scheme the conditional rule scheme
Then L(O) is a normal form without finite order. In fact,
Ter(C) = NF(C); NFJZ) = (0, 1 }.
4.11. Remark. Also in the approach with hierarchical conditional TRSs (Sect. 2.6), the problem of decidability of the set of redexes, RED(Z), and of the set of normal forms, NF(Z), arises. (The example in the proof of Proposition 4.4(ii), where NF(C) was complete ny, applies also in the hierarchical case.) 5. TERMINATION In this section we will mention some criteria, given in [14] , for termination, i.e., properties implying C t= SN, which hold for C of type 0 and which generalize to types I, III,. The proofs are verbatim the same as those for type 0 in [ 141 and will not be repeated here.
We will suppose that some "oracle" is given telling us what the redexes of Z are (i.e., the LHSs of the rules in R(Z) as defined in 2.4.1). Let RED(C) be the set of Zredexes. In this connection, let us mention the Question. Are the following equivalent?
(ii) =z-(i) is trivial. Furthermore, it is easy to show that C + SN and NF(C) decidable * RED(C) decidable.
However, since we are concerned with termination criteria and, in the next section, with terminating reduction strategies, this concern would trivialize when SN is already assumed.)
DEFINITION.
(i) A rule scheme I -+ s is non-erasing when t, s have the same variables (e.g., Kxy -+x is an erasing rule scheme).
(ii) A type 0 TRS C is non-erasing when all its rule schemes are.
(iii) A type I or III, TRS Z is non-erasing when Z, is non-erasing.
Notation. Z I= NE. So in order to prove strong normalization for a non-erasing TRS of types I, III, it is sufficient to prove weak normalization.
Let C be of type I or III,,. ,Z k WIN (weak innermost normalization) iff every C-term has a normal form which can be found by reducing innermost C-redexes. 
THEOREM.
Let C be of type I or III,. Then
Terminating Reduction Strategies
Analogous to the previous section, also the main results about terminating reduction strategies for type 0 TRSs carry over to the case of I or III, TRSs. In order to execute strategies, we assume again an oracle deciding for us whether a C,-redex is also a C-redex.
For the definitions of the following strategies we refer to [14, 16, 181. 5.7.1. THEOREM. Let C be a type I or III,, TRS. Then the following are terminating reduction strategies (i.e., find the normal form when it exists): (i) the 'full substitution" strategy (or "full computation" strategy) (ii) the "parallel outermost" strategy.
Proof (i) As for the type 0 case, see [ 141.
(ii) As for the type 0 case, see [14] ; or see the Appendix. 1
POSSIBLE EXTENSIONS
In this section we will mention some directions in which the preceding results can be generalized, and a direction in which such a generalization fails.
6.1. Disjunctions. It is not hard to prove that also disjunctions may be allowed in the LHS of a type I or III, conditional reduction rule scheme, while retaining the confluence results. E.g., In the Appendix we generalize a result of O'Donnell to this case. 6.4. Ambiguous TRSs. In [9] a confluence theorem is proved for (unconditional) TRSs that are left-linear, but may be ambiguous (i.e., have critical pairs, see [9] ): 6.4.1. THEOREM (Huet [9] ). rf T . 1s a left-linear TRS and for every critical pair (P, Q ) we have P 1~, Q, then T is confluent.
(Here 7~) denotes parallel reduction at disjoint occurrences.) We remark that the confluence of TRSs as in Huet's theorem is immediately disturbed when conditions are added of types I, or III,. The following TRS C provides a simple counterexample to the CR property:
The only critical pair of C, is (A, B) as in the diagram:
Indeed A + B in C,, hence Z:, k CR by Huet's theorem. However in Z the terms A, B have no common reduct, since the condition S(x) ++ 0 is never true.
APPENDIX: PARALLEL OUTERMOST AND LEFTMOST REDUCTIONS
In this Appendix we will give an account of O'Donnell's ingenious proof that parallel outermost reductions are terminating whenever possible, and likewise for leftmost reductions if an additional assumption is made. Our version of the proof will illustrate our terminology of reduction diagrams, which, we feel, exhibits the structure of the proof more clearly. Moreover, we will prove a strengthened version, applying also to the case of term rewriting systems with bound variables (e.g., a TRS containing il-calculus). This answers a suggestion in O'Donnell [ 16 (Further Research, p . 102]), namely to generalize his Theorem 10 to "SRSs with pseudoresidual maps." In fact, our generalization goes further than that; it applies also to the class of "combinatory reduction systems" as in [14] .
7.1. PROPOSITION. Let 9 be an elementary reduction diagram as in Fig. 14 (ii) n has property II if in every reduction step M + RM' such that ln(M, R), every redex s' c M' such that rr(M', S') has an ancestor redex SE M with n( M, S) ( 1 n-steps cannot create new rc-redexes).
7.3. PROPOSITION (Separability of developments). Let 7~ have property II. Then every development 9 = M,, + . . . + M, can be separated into a "n-part" followed by a " i z-part"; i.e., there are reductions Bz: M, EN, -+ R" '.' -+ Rk-' Nk such that X(Ni, Ri) (i<k) and 9&z: Nk + R"...Nk+I~MM, such that lx(Nj, Rj) (k< j< k + I). Moreover, 9 is equivalent to 93fz * 9, n ("*" denotes concatenation).
Proof: Let &Y be a development of some set Iw of redexes in M,. Let these be characterized by underlining their head symbol. Contracting each step an arbitrary underlined n-redex, must lead to a term in which all remaining underlined redexes are lx-redexes. (This is so by the "Finite Developments" Lemma 1.4.3.)
Then we start contracting the underlined -I~c-redexes. By property II, this process will not create new underlined rc-redexes. Also this lx-part of the development stops eventually.
The equivalence follows because all developments of the same iw are equivalent (Proposition 1. (ii) Let the Li as in (i) be redexes, and suppose rc is a predicate as in Definition 7.2. Then the trace 9 is a z-trace iff Vi 2 j, n(Mi, Li).
(iii) Let 9? be a reduction and 71 be a predicate. Then 9 is n-fair iff W contains no infinite rc-traces.
EXAMPLE.
Let rr be as in Example 7.4(i), (ii) , (iii) , respectively. Then n-fair reductions are called in [ 161: complete, respectively eventually outermost, respectively leftmost reductions.
PROPOSITION.
Let K be a predicate as in Definition 7.2 having property I. Let 9 be an arbitrary reduction diagram as in the figure, where R, c Mi (i = 0, 2, 3) are redexes such that Ro-*-* --w R2-.-.
-H R3 is a n-trace. Then the unique trace Roe.-.
-H RI-*-.
-H R3 leading via M,, is also a n-trace. (See Fig. 15 Fig. 16.) Moreover, since the initial trace was a x-trace the resulting trace is by property I also a n-trace. 1 7.7 . PROPOSITION (n-traceability is invariant under equivalence of reductions). Let z have property I. Let 98 and 9' be equivalent finite reductions from M0 to M,. Let n-part followed by a in-part. Iteration of this procedure leads to the "staircase" Ak-Bk+l-Ak+,-Bk+2-"'.
(See Fig. 18 .) This staircase reaches 9 after finitely many steps, for otherwise 92 would contain an infinite trace of descendants of S with property rc, in contradiction with the n-fairness of W. Now suppose that 93' is not n-fair. Say 9' contains an infinite x-trace R /c,***, Rk+ 1 ,... starting in Nk.
By property II for rc, we find a n-ancestor P, E Ak of the rc-redex Rk G Nk. (I.e., n(A,, P,J holds.) By Proposition 7.6 the n-trace P,-. -. -W Rk-. -. R, + 1 can be pushed up to go via Bk+l; result a n-trace Pk-.-.
-++ Qk+l-.-. + Rk+,. Then Qk + 1 can be traced upward to Pk + i in Ak + 1, while retaining property rc and the history repeats itself. After finitely many steps we have found an ancestor P, of R, such that n(M,, P,). Continuing to apply Proposition 7.6, the remainder of the infinite n-trace RI-*-* + RI, 1-.-. -H ... is transferred to an infinite rc-trace p,-*-.
-p,,,-. 7.9. PROPOSITION. Let 9 = MO + * * * be a reduction containing infinitely many steps in which an outermost redex is contracted. Let SE MO be a redex. Then W/(S) is again infinite.
Proof. The proof for TRSs with bound varables (CRSs) is considerably more complicated than that for ordinary TRSs. Therefore we separate the proofs, even though the one for CRSs entails that for TRSs.
I. For TRSs (see Fig. 19 ). Let &? be as in Proposition 7.9 and suppose $8' = g/{ S} is the empty reduction after some Mk. Consider 12 k. If R,, the redex contracted in M, + M, + i , is outermost, then the reduction M; + Mj,, can only be empty if R, is one of the residuals of S contracted in %?[. In that case &?,+ i has one step less than %!,.
Otherwise, RI is properly contained in some residual of S contracted in &?[. (Here the proof for the case with bound variables would break down.) Hence since $2 contains infinitely many outermost steps, after some q, gq is empty. So 3" coincides after M, with A? and is therefore also infinite. 1 II. For CR& (see again Fig. 19 ). The complication is now due to the fact that the residuals Si of S which are contracted in the development $&, n B 1, may be nested. Therefore R,, even when it is a proper subredex in one of the Si contracted in .%?,,, may contain some residuals Sj and so may multiply them. Hence %',,+ , could have more steps than 64YE.
The idea of the following proof is that this does not matter: if R, is a proper subredex of an Si, and R, is not itself a residual of S, then ML ++ ML+ 1 can only be empty because R, is erased by ?A?,,. That means that Se, and the Sj contained by R, are in a "dark spot" of M, where it does not matter what happens.
We will keep track of the residuals of S in %! by underlining their headsymbol. So each .G%!,, (n 2 0) is a development of the underlined redexes in M,.
Let k be as before, in I. In the terms M, (12 k) we will distinguish (or rather, obscure) some subterms by surrounding them by a box, as follows. Boxes may be nested, e.g., as in H( mF (A,  1 We will call a subterm in a box "obscured." Basis
Step. In Mk-i none of the subterms is obscured.
Induction step. Suppose for M, we have defined the obscured subterms. Then:
(i) the quasi-descendants (see Definition in 1.4.1.1) in MI+ i of those obscured subterms will be again obscured, and (ii) if R, is a proper subredex of an underlined redex, and R, is itself not underlined, then R, is obscured.
Furthermore, a reduction step in &? is called obscured if it takes place inside a box. CLAIM 1. There are only finitely many non-obscured steps in 9%'.
Proof of Claim 1. Consider the reduction Mk + M,+ 1 -+ ... plus boxes and underlining. Replace every outermost box in this reduction by the new symbol 0. Result: 9&. (So now the obscured subterms are really obscure.) Then some of the steps in 9, become empty, namely those in which an obscured redex was contracted. In fact only finitely many steps in R. will be non-trivial. This is evident from the finite developments theorem 1.4.3; for, 9, is nothing else than a development of underlined redexes in which sometimes subterms are replaced by 0. (Note that redexes not covered by an underlined redex cannot be contracted since otherwise the projection of such a contraction would not be empty.) This ends the proof of Claim 1. Fig. 20 .) Let Mp for some p > k be a term in 9 containing an underlined, obscured redex which is not covered by a nonobscured underlined redex. Choose Si to be maximal. Note that Si is a maximal underlined redex. Now let M, be the first term in 9 where the ancestor of Si (call it Si) was obscured. So S,!$ R,, and RI is not underlined. We will devise a development 9; of the underlined redexes in MI such that R; z 9, and Si is not contracted in a;, as follows.
In 9; we contract only (in an arbitrary way) underlined redexes which are not contained by R,. By the finite developments theorem 1. &!?; does not contract S,! by the parallel moves lemma 1.4.1, 9; does not contain steps in which Si is contracted. But clearly, since Si was a maximal underlined redex, every complete development of the underlined redexes in A#, must contract Si. Contradiction. This proves Claim 2. Now let q be such that all steps in a beyond M, are obscured (by Claim 1 such a q exists).
CLAIM 3. In every step M, + j -+ M, + j+, (j 2 0) the contracted redex Bq + j is not an outermost redex.
Proof of Claim 3. Since all steps beyond M, are obscured, 9$+ j is in a box. If R,, j is an underlined redex, it is not outermost by Claim 2.
If Rq+ j is not underlined and is an outermost redex, a contraction of R,, j results in a non-empty projection Mb + j ++ Mb + j+ i, contrary to the assumption for 8. This proves Claim 3.
Claim 3 contradicts the hypothesis of the proposition for 9'. Hence our assumption that 9' is finite, is false. In
The following corollary is due to O'Donnell [16] be an infinite rc-fair ("eventually outermost" in [16] ) reduction. Obviously %! contains infinitely many outermost steps. Hence W' (see Fig. 21 ) is infinite by Proposition 7.9; and n-fair by Theorem 7.8. But continuing in this fashion we find that g,(k) = a/M,, + N must be finite, contradicting the fact that N is a normal form.
(ii) Immediately by (i) , since evidently a parallel outermost reduction is 7r-fair. 1
