This paper provides an overview over simultaneous equation models (SEM) in the context of analyses based on regional data. We describe various modelling approaches and highlight close link of SEMs to theory and also comment on the advantages and disadvantages of SEMs.We present selected empirical works using simultaneousequations analysis in regional science and economic geography in order to show the wide scope for applications. We thereby classify the empirical contributions as either being structural model presentations or vector autoregressive (VAR) models. Finally, we provide the reader with some details on how the various models can be estimated with available software packages such as STATA, LIMDEP or Gauss.
Introduction
The specification and estimation of simultaneous-equations models (henceforth SEMs) has a long tradition in economics. Although being originally established in the field of macroeconomics, meanwhile various applications can also be found in applied regional science and economic geography. Among many others, one prominent example is the Carlino and Mills (1987) study on the simultaneous evolution of regional population and employment densities, which gave rise to the famous "chicken-or-egg" quest for causality within the framework of regional adjustment models. And indeed, specifying and estimating a SEM has pretty much to do with getting causal relationships right. This is why applied economists and econometricians generally valorize the SEM approach for its capacity to formulate an explicit structural model with more than just one endogenous variable and the statistical power to control for correlated residuals among the individual equations of the system. While the first argument is of crucial importance for the consistency of the estimated model parameters, the second point is mainly concerned with the notion of estimation efficiency.
Nonetheless, these advantages do not come without costs. Among the main disadvantages for applied work with SEMs is the fact that estimation involves a much higher degree of complexity compared to single equation approaches. Moreover, in finite samples the potential bias stemming from an erroneously estimated variance-covariance matrix of the SEM can be larger compared to its potential gain in estimation efficiency. Given that the merits and pitfalls of SEM estimation are not always straightforward to see, this paper aims at providing some guidance for applied researchers in terms of model selection and application. Since recent empirical contributions in the field of regional science and economic geography are increasingly dominated by the use of panel data, in the following we will focus on the specification and estimation of simultaneous-equations models for this type of data.
Of course, this overview cannot provide a full-fletch methodological depiction for the estimation of SEMs with panel data. Here, the technically interested reader is, for instance, referred to Krishnakumar (1996) as well as Baltagi (2008) . Additionally, there is also a growing demand from applied researchers to explicitly incorporate spatial structures into the SEM framework. Although a technical presentation of spatial SEMs would clearly exceed the scope of this paper, we present some empirical applications that deal with this issue later on. 2 The remainder of this paper is organized as follows: The next section gives a brief overview of key conceptual issues related to model specification and estimation. Particularly, we show how an equation system can be constructed based on a set of individual equations and we review different methods to estimate this system empirically. Section 3 then summarizes two strands of empirical applications of SEMs, namely the estimation of structural models in Section 3.2. as well as vector autoregressive approaches in Section 3.3. Both sections also aim at linking standard SEM estimation with the fast growing spatial econ-4 ometrics approach. Section 4 then discusses some software tools that are currently available to applied researchers and Section 5 finally provides a brief summary and outlook of future challenges in this research field.
2.
Model Setup
Specification
The starting point for the specification of a SEM is a situation that is characterized by the mutual interdependence of economic variables. In many cases, the empirical model can be directly derived from economic theory. Consider, for instance, the joint specification of a firm's factor demand system to choose optimal levels of labor and capital inputs, the interrelatedness between population and regional house price dynamics or, more generally, the simultaneous prediction of supply and demand factors in one or several markets or regions. In all of these settings, the estimation of a SEM is a promising strategy to gain insights with regard to the equilibrium relationships among these variables as well as their temporal dynamics.
Focusing on the long-run or equilibrium relationship typically involves the specification of a static SEM, while the integration of a short-run perspective calls for an explicit dynamic simultaneous equation model (DSEM). Since the latter approach can be seen as a generalization of a static case, we will take a closer look at this universal DSEM specification in the following.
Let's consider the structural form of a system of M dynamic equations, where its m-th equation can be written as , ,
' ' , with , ,, framework as proposed by Zellner (1962) . 
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where ,, tor of X variables is uncorrelated with the individual effects, the FEM specification allows these variables to be potentially correlated. For the case that one of these assumptions is true with respect to the empirical data at hand, different estimation techniques will be needed in order to get consistent and efficient regression results. As will be shown in the next section, the estimation procedure becomes more complicated in a SEM given the inclusion of explanatory endogenous variables Y .
Estimation
As Krishnakumar (1996) points out, a straightforward estimation of the coefficients for each structural In such cases, instrumental variables (IV) are an appropriate solution for estimation purposes. In the static case, basically all contemporaneous and lagged values of the exogenous explanatory variables ( X ) are used as instruments for the set of endogenous variables. The researcher then has to decide whether to estimate the system in an equation-by-equation (two-stage least squares, 2SLS) or simultaneous manner (three-stage least squares, 3SLS). Since the former method does not employ all information available to the researcher it is also called limited information estimation, while the latter approach is called full information estimation. Theoretical and empirical contributions to static SEM estimation with panel data and full information include, for instance, Baltagi (1980 Baltagi ( , 1981 Baltagi ( and 2008 , Baltagi & Chang (1994 , 2000 , Prucha (1984) , Hsiao (1986) , Balestra & Krishnakumar (1987) , Krishnakumar (1988) , Bjorn & Krishnakumar (2007) , Cornwell et al. (1992) as well as Park (2005) .
For the case of fixed individual effects, Cornwell et al. (1992) have shown that essentially the same results for the simultaneous-equations model compared to the single equation case, namely that the model can be estimated as outlined above (2SLS or 3SLS) after a within transformation. Again note, the use of instrumental variables (rather than OLS) is necessary for the case that we have to deal with endogeneity of right-hand side regressors. Among the standard estimators in a REM world are Baltagi's (1980 and 1981) EC-SUR and EC-3SLS for the system case. 
where the individual equations' ,im u are based on consistent IV-based first stage estimates. 
the SGMM weighting matrix ( ) S V in eq.(9) fully exploits cross error correlations in the residuals.
Giving that certain assumptions (conditional homoscedasticity and identical instruments across equations)
hold, the SGMM approach reduces to the more familiar 3SLS notation (for details see Arellano, 2003) . As
Hayashi (2000) shows, joint estimation is asymptotically more efficient as long as at least one equation of the system is overidentified and the error terms are related to each other. However, the asymptotic results only hold if the model is correctly specified, that is, all the model assumptions are satisfied. Moreover, the asymptotic results may not be true for small samples (see Hayashi, 2000) . performs best. This estimator generally also ranks best in terms of efficiency (measured by means of the root mean square error). While the latter two estimators may thus be seen as a good choice for empirical applications, when right hand side endogeneity and simultaneity matter, SGMM techniques for orthogonality conditions based on the regression equations in first differences, which are still a common tool in dynamic panel data settings, perform generally rather weak.
Generally, the superiority of system estimator relative to equation-by-equation estimation is expected to be more prevailing, the longer is the time horizon T of the respective dataset. Same results are reported in Park (2005) indicating that for finite samples -although computationally more demanding -system estimator may not necessarily be more efficient than single-equation alternatives.
Empirical Applications

A Rough Classification
In this section, we present selected empirical works using simultaneous-equations analysis in regional science and economic geography in order to show the wide scope for applications. We thereby classify the empirical contributions as either being structural model presentations or vector autoregressive (VAR) models. The main difference between these two model presentations lies in ex-ante classification of variables as being endogenous or exogenous in the system. A structural DSEM typically starts from a predefined distinction of endogenous and exogenous (or predetermined) variables and then uses the latter to set up an IV-estimator for the former. This could be either done in an equation-by-equation fashion (2SLS) or in a simultaneous setting (3SLS). Based on the estimation results, the long-and short-run dynamics of the model, e.g. with respect to policy changes, is then analysed by means of multiplier analysis (Bardsen et al., 2005) .
However, as Rickman (2010) 
Structural Models
The roots of structural analysis in regional science and economic geography lie in complicated nature of causes and consequences of many regional economic phenomena, which ideally call for a theorygrounded fully specified model (see Holmes, 2010) . Having a long history in dealing with these concepts, modern macroeconomic theory and macroeconometric practice has therefore served as a good source of inspiration for regional scientists. As Rickman (2010) points out in his contribution to the 50 year anniversary volume of the Journal of Regional Science, one way to go ahead in the field of regional science is to use structural macroeconomic approaches for the conduct of regional and policy analyzes as an alternative to the merely descriptive modeling tradition in the field.
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Although the initial example of the frequently cited Carlino & Mills (1987) Anderson & Hsiao (1981) estimator to analyze the impact of regional FDI on wage spillovers. For instance, estimating a simultaneous-equations model for skilled and unskilled labor based on plant level data for the UK, Driffield & Girma (2003) argue that "(t)he estimates highlight the importance of employing a simultaneous equation estimator, as there are sizable differences in the crosswage coefficients between the two estimators, these differences being highly significant in the case of unskilled workers. Once one allows for simultaneity, the impact of wages in other occupational groups becomes significantly greater than has previously been reported, where single equation studies often fail to 11 find this impact, particularly in terms of the effect of skilled wages on unskilled workers". 7 Driffield & De Propris (2006) likewise estimate a SEM to quantify the importance of regional industrial clusters on inward FDI activity.
But not only the work of certain groups of researchers (where Driffield and coauthors are surely just one example out of many), also certain research topics seem to be prevailingly attracted by the simultaneous-equation approach. The chicken-or-egg debate on "Do jobs follow people?" or "Do people follow jobs? " is an excellent example with respect to this phenomenon. Not only that most of the classical work is done based on a SEM framework (see e.g. Okun, 1968 , Muth, 1971 , Salvatore, 1980 , Bilger et al., 1991 , Carlino & Mills, 1987 , starting with Boarnet (1994) , increasing attention has been given to the inclusion of spatial effects in a SEM framework. In a follow-up study to Boarnet, Henry et al. (2001) compare several spatial econometric approaches to the estimation of multiple-equation models of small regional development. Using data for French rural communities, the authors can establish that the inclusion of spatial autoregressive terms can clarify the interpretation of such regional adjustment models.
In a similar manner, Jeatney et al. (2010) Another application of structural SEM using German city level data is Kemmerling & Stephan (2002) .
They estimate, similarly as Cadot et al. (2006) do for French regions, a SEM which describes the production function of manufacturing in the city and also models the determinants of local infrastructure investments, where the simultaneity between equations exists as local infrastructure investments also depend on a cities' manufacturing productivity but local infrastructure investments on the other hand spur local manufacturing sector output. 9 The endogeneity of private sector production and public infrastructure investments at the regional and interregional level is also a matter of research in vector autoregressive time series models to which we turn next.
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Vector Autoregressive Models
Following the influential work of Sims (1980) , the use of vector autoregressive (VAR) models has become a widespread empirical tool complementary to dynamic single equation specifications. The VAR approach starts from the general treatment of variables as endogenous for the specified system of interdependent equations and grounds specification issues such as (weak) exogeneity of variables and the direction of causality on empirical testing. Holtz-Eakin et al. (1988) adapted its estimation and analysis to the case of panel data. While the use of VAR models in time series analysis is a common standard, in a panel data context this is less so. This may explain while only recently, VAR models have reached the focus of regional modeling with first applications by Carlino & DeFina (1998 , 2002 . In these applications the authors examine whether monetary policy had symmetric effects across US states. Based on impulseresponse functions the authors were then able to reveal that a set of core regions behaves quite similar to the US average, while certain other regions either reacted more or less sensitive to monetary policy shocks.
A very popular empirical application of the (panel) VAR model is the analysis of interregional migration pattern and local labor market trends (see, e.g., Blanchard & Katz, 1992 , Decressin & Fatas, 1995 , Möller, 1995 , Lu, 2001 , Mäki-Arvela, 2003 , Partridge & Rickman, 2006 , Alecke et al., 2010 . In their seminal paper, Blanchard & Katz (1992) identify innovations in employment with shocks to labor demand. The authors find for US regional data that migratory responses are the dominant adaption mechanism to shocks in employment. The type of analysis proposed by Blanchard & Katz (1992) has been adapted to different data settings in the following. While Decressin & Fatas (1995) use European wide aggregate data, several authors also use individual data for European countries (e.g., Mäki-Arvela, 2003 , for Finland, Möller, 1995 , and Alecke et al., 2010 . Basically, these models also establish a link from interregional labor market disparities between regional migration responses.
As Another application of the panel VAR approach is found in Di Giacinto et al. (2012) . The purpose of their paper is to estimate coordinated and uncoordinated effects from regional infrastructure investments.
In the first stage, the authors implement a common factor model recently put forward by Bai and Ng (2004) , within their PANIC (Panel Analysis of Non-stationarity in Idiosyncratic and Common components) approach to unit roots and cointegration on panel data with a large cross-section dimension. By doing so they get a decomposition of individual regional time series of public capital in transport infrastructures into common and idiosyncratic components. In the second stage, the common components resulting from the PANIC procedure are used to estimate a set of VEC models for each Italian region, in order to separately identify the responses of main macro variables to unexpected shocks to common and idiosyncratic public capital. By comparing the different responses of GDP to the two types of shock, they draw evidence on the existence and the magnitude of network externalities.
Software
As the brief review of recent applications in the literature has shown, the estimation of a SEM with panel data (either in a structural or time-series fashion) is a steadily growing subfield of applied economics and econometrics. Given the novelty of most of the approaches presented here, commonly used statistical software packages (e.g., SAS, Stata, LIMDEP, Gauss, MatLab, RATS, EViews) have not fully incorporated the plethora of new tools into their standard portfolio. In most cases, these packages cover a large variety of single-equation estimators for panel data models as well their limited information IV/2SLS regression, where each equation is estimated separately. However, 3SLS models are largely restricted to the pooled case (that is, ignoring unobserved individual effects).
To circumvent this problem and estimate a SEM by full information methods, the applied researcher may proceed as follows: Cornwell et al. (1992) propose to include individual effects or use within-type transformed variables before estimating the model in a simultaneous equation manner, e.g., by means of FEM-3SLS. The fixed effects transformation can be easily done by hand and most software packages offer three-stage least square estimators for systems of simultaneous equations. However, the reader has to note 14 that this estimation procedure will only yield correct standard errors, if the former least square dummy variable (LSDV) specification of the FEM model is implemented -that is, a set of binary dummy variables for each cross-sectional unit is included in the model. If the number of cross-sectional units is very large and a within-type transformation has to be done in advance to SEM estimation, a degrees of freedom correction needs to be done for obtaining the estimated standard errors.
If the research aims at using a limited information approach in a REM specification, LIMDEP and Stata have implemented Baltagi's EC2SLS estimator (e.g., in Stata use the xtivreg command and choose the ec2sls option). Nguyen (2010) has written the xtsur ado-file for Stata to implement a SUR model with unbalanced panel data as proposed in Bjorn (2004) . Based on her paper jointly written with L. Zicchino, Inessa Love provides a user written Stata ado-file pvar for the estimation of VAR models with panel data, which also includes the computation of impulse-response functions (see Love & Zicchino, 2006) . EViews also provides some tools to estimate (panel) VARs.
Finally, if the researcher wants to estimate a static or dynamic SEM by GMM manually, the first step needed is to stack the data for the individual equations by each variable to one vector and then apply twostep efficient GMM estimation as outlined above. Besides manually pre-processing the variables in the above described way, readily available software GMM-routines for estimating static and dynamic specifications can be applied for this purpose. GAUSS, for instance, offers the constrained Maximum Likelihood application, a general purpose program for producing estimates and statistical inferences for a variety of models, including multiple equations, panel series models. In Stata, the gmm command fits single equation models, but it can also be used to fit systems of equations as long as the user can derive the appropriate moment conditions.
Summary and Outlook
This paper highlights the importance and wide applicability of structural equation models in the context of regional science and economic geography. The different methods presented here have mostly been developed in the general context of panel data analysis. However, as the panel unit can be easily defined as a region or another geographic entity, many of these approaches can be easily adopted for the regional context. Most recent development in this field comprise dynamic structural SEMs as well as VAR models.
Besides presenting recent empirical applications for both type of models and their spatial extensions, we also provide a short introduction to software solutions for the estimation of such models. Though there exist not so many ready-to-use routines in statistical software packages, many of the standard routines for SEM estimation can be adjusted to capture the panel nature of the data in the context of regional science and geographic analyses.
