Total Variation (TV) and related extensions have been popular in image restoration due to their robust performance and wide applicability. While the original formulation is still relevant after two decades of extensive research, its extensions that combine derivatives of first-and second-order are now being explored for better performance, with examples being Combined Order TV (COTV) and Total Generalized Variation (TGV). As an improvement over such multi-order convex formulations, we propose a novel non-convex regularization functional which adaptively combines Hessian-Schatten (HS) norm and first order TV (TV1) functionals with spatially varying weight. This adaptive weight itself is controlled by another regularization term; the total cost becomes the sum of this adaptively weighted HS-TV1 term, the regularization term for the adaptive weight, and the data-fitting term. The reconstruction is obtained by jointly minimizing w.r.t. the required image and the adaptive weight. We construct a block coordinate descent method for this minimization with proof of convergence, which alternates between minimization w.r.t. the required image and the adaptive weights. We derive exact computational formula for minimization w.r.t. the adaptive weight, and construct an ADMM algorithm for minimization w.r.t. to the required image. We compare the proposed method using image recovery examples including MRI reconstruction and microscopy deconvolution.
Introduction
Regularization plays an important role in image reconstruction/restoration by stabilizing the inversion of the imaging forward model against noise and other distortions in modalities such as photography [1] , microscopy [2] , astronomical imaging [3] and magnetic resonance imaging [4] . Here we consider the measurement model in which the measured image is expressed as a convolution of the underlying image with a blurring function. In regularized reconstruction, the 
where R(s) is the regularization functional, and F (s, h, m) is the data fidelity term with m being the measured image and h being the blurring kernel of the imaging system. We restrict the data fidelity term to be of the form,
Strictly speaking the data-fidelity term should be the negative log likelihood of the noise model. However, our focus is on developing improved regularization, and hence we use the above form of data-fidelity as approximation irrespective of the noise model. In our evaluation of the regularized image reconstruction methods, we consider two types of imaging forward models. The first is given by m(r) = P(h(r) * s(r))) + η(r),
where h(r) is the PSF of the total internal reflection microscope, P(·) represents the Poisson process, and η(r) is the additive white Gaussian noise. The second model is given bŷ
where F represents Fourier transformation operation, M represents the mask of ones and zeros, T s represents the operations of picking samples from non-zero locations of M , andη η η is the complex noise vector where each component comes from a Gaussian distribution. For the first case, equation (2) is not the exact negative log-likelihood, and for the second case, it is the exact negative log-likelihood. In the latter case, h is the inverse Fourier transform of M and m(r) = F −1 (T † sm ), with T † s denoting the adjoint of T s which is essentially the operation of embedding the Fourier samples into image form. Note that, in this case, m(r) can have complex values and it is taken care by the operator | · | in equation (2) .
As mentioned before, our focus is on developing an improved regularization method. The quality of restoration is mainly determined by the ability of R(s) to discriminate between characteristics of the underlying image and noise. While priors can be defined based on general image characteristics such as sparsity on the roughness [5, 6, 7, 8] , there are also priors which are tailored to specific classes of images [9, 10, 11] . The latter type of regularization approach utilizes learning paradigms including dictionary learning [9, 10] or model fitting [11] , where the functionals are built from training images and then applied for restoration involving images from the same class. Such methods are able to out-perform general priors, when suitable training sets are available. At the same time, the necessity of training set and computational complexity limits their applicability.
On the other hand, general priors such as Tikhonov regularization [12] and total variation (TV) [13] do not need training samples and have been applied with robust performance in multiple domains. Among these general priors, total variation (TV) [13] has been widely applied [5, 6, 7, 8] where d x (r) and d y (r) are filters implementing first order derivatives, ∂ ∂x , and ∂ ∂y respectively. While TV1 is able to retain edges [14] in the reconstruction as compared to standard 2 norm based Tikhonov regularization [12] , it presents drawbacks such as staircase artifacts [15, 16] . Higher order extensions of TV [17, 18, 19, 20] have been proposed to avoid staircase artifacts and deliver better restoration, albeit at the cost of increased computations. Second order TV (TV2) [18] restoration was proposed as 
where d xx (r), d yy (r), and d xy (r) are discrete filters implementing second order derivatives respectively. Another second-order derivative based formulation is Hessian-Schatten (HS) norm regularization [21] [20], which has been proposed as a generalization of the standard TV2 regularization and is constructed as an p norm of Eigen values of the Hessian matrix. This becomes the standard TV2 for p = 2. HS norm with p = 1 has been proven to yield best resolution in the reconstruction, since this better preserves Eigen values of the Hessian [20] . Let H 2 (r) be the matrix filter composed of d xx (r), d yy (r), and d xy (r) and let ζ ζ ζ(·) be the operator that returns the vector containing the Eigen values of its matrix argument. Then HS norm regularization of order p is expressed as
Since the Eigen values are actually directional second derivatives taken along principle directions, setting p = 1 better preserves the local image structure. It has to be noted that the costs given in the equations (5), (6) are often minimized using gradient based approaches with smooth approximations of the form R k (s) = r + ||d k (r) * s(r)|| 2 2 , k = 1, 2 where is a small positive constant [13] , [22] , and this approach has been proven to converge the minimum of the exact form as → 0 [22] . Approaches to minimize the cost without smooth approximation include primal-dual method [23] , and alternating direction of multiplier method (ADMM) [24] . A detailed comparison of such approaches has been provided in [25] .
It has been demonstrated that combining first-and second-order derivative is advantageous in accurately restoring image features [26, 27, 28, 29] . The combined order TV [27] uses scalar weights for combining first-and second-order variations, with the relative weights left as user parameters and the solution is estimated by means of optimization problem of the form
Although HS norm can be in principle combined with TV1 by the same way as standard TV2 is combined as given above, this possibility has not been explored. A generalization for total variation to higher order terms, named as total generalized variation (TGV) has also been proposed [28] [30] . It is generalized in the following ways: it is formulated for any general derivative order, and for any given order, it is generalized in the way how the derivatives are penalized.
Only the second order TGV form has been well explored for image reconstruction, which takes the following form:
where p(r) is an auxiliary 2 × 1 vector image. The TGV functional is able to spatially adapt to the underlying image structure because of the auxiliary variable p. However, the functional uses relative weights which need to be set as tuning parameters. Thus existing combined order methods can bring the advantages of multi-order derivatives at the cost of additional tuning.
We propose a novel spatially adaptive regularization method, in which, the weights involving in combining first-and second-order derivatives are determined from measured image without user-intervention. Here the relative weight between first-and second-order terms becomes an image, and this weight is determined without user-intervention through minimization of a composite cost function. Our contributions can be summarized as follows:
• We construct a composite regularization functional composed of two parts: (i) the first part is constructed as a sum of first-and second-order derivative magnitudes with spatially varying relative weights; (ii) an additional regularization term for preventing rapid spurious variations in the relative weights. For the first order term, we use the norm of the gradient, and for the second order term, we use the Schatten norm of the Hessian [21] [20] . The composite cost functional is convex with respect to either the required image or the relative weight, but it is non-convex jointly.
• We construct a block coordinate descent method involving minimizations w.r.t. the required image and the relative weight alternatively with the following structure: the minimization w.r.t. the required image is carried out using ADMM approach [31, 32] and the minimization w.r.t. the relative weight is carried out as single step exact minimization using a formula that we derive in this paper.
• Since the total cost is non-convex, the reconstruction results are highly dependent on the initialization for block-coordinate descent method. We handle this problem using a multi-resolution approach, where, a series of coarse-to-fine reconstructions are performed by minimization of cost functionals defined through upsampling operators. Here, minimization w.r.t. the relative weight and the required image is carried out alternatively, as we progress from coarse to final resolution levels. At the final resolution level, the above-mentioned block coordinate descent method is applied.
• Note that the sub-problem of minimization w.r.t. to the required image involves spatially varying relative weights. Further, this sub-minimization problem in the above-mentioned multi-resolution loop involves upsampling operators. Hence, the ADMM method proposed by Papafitsoros et al. [27] turns out to be unsuitable. We propose improved variable splitting method and computational formulas to handle this issue.
• We prove that the overall block coordinate descent method converges to a local minimum of the total cost function by using Zangwill's convergence theorem.
This work is an extension of the work presented in the conference paper [29] , where we only considered a differentiable approximation of the total variation functional, and did not incorporate the joint optimization of the relative weight and the required image. In other words, only the multi-resolution loop is applied without the block-coordinate descent method in the final resolution. This method was named Spatially Adaptive Multi-order TV (SAM-TV). Here we name the improved approach more appropriately as Combined Order Regularization with Optimal Spatial Adaptation (COROSA). The rest of the paper is organized as follows: section 2 deals with the formulation of COROSA functional and the multi-resolution framework, and section 3 presents the ADMM formulation and iterations for the optimization problems associated with COROSA. Section 4 presents the simulation results and comparisons.
COROSA Image Restoration

COROSA formulation
In the proposed COROSA approach, the restoration is formulated as given below:
where
L(β, τ ) is a regularization term for β, which will be specified soon, and B(·) is the indicator function for constraining the restored image to a particular range of positive values. From this formulation, it is clear that the relative weight image β is also considered as a minimization variable and the optimal image of weights is determined jointly with the required image. Since R sa (s, β, p) is linear in β, minimizing with respect to β means that it will essentially act as a switching between first-and second-order terms. In this context, the role of L(β, τ ) is to prevent spurious switching, which will otherwise happen while trying to cope-up with cases involving insignificant differences between the firstand second-order terms. We construct L(β, τ ) as given below:
Here, a lower value of τ will cause a more rapid switching between first-and second-order terms and vice versa. We denote the overall cost by J sa (s, β, τ, h, m), i.e., we write
An assumption that is implicitly made by most of the image restoration algorithm is that there is no s for which F (s, h, m), R 1 (s) = r (d 1 * s)(r) 2 , and R 2 (s) = r (d 1 * s)(r) 2 will have zero value simultaneously. We will also use this assumption for proving the convergence of the iterative method that we propose in the following sections.
Multiresolution method
The regularization functional, R sa (s, β, p), is non-convex jointly with respect to β and s, although it is convex with any one of them alone. Hence, the reconstruction result becomes sensitive to initialization and finding an efficient initialization becomes crucial. To this end, we adopt multiresolution approach for the initialization. To describe the multi-resolution approach, we define the following:
In the above, E (j) s denotes the image obtained by interpolating s by a factor 2 j along both axes. We will defer the description of the implementation of E (j) to the end. Here, (h * (E (j) s))(r) denotes convolving the interpolated image E (j) s with h followed by accessing pixel at position r. Similarly, (d 1 * (E (j) s))(r) and (H * (E (j) s))(r)) have similar interpretation except that the first expression will be a vector, and the second one will be a matrix. Note that, in the functionals, F (j) (s, h, m), and R
On the other hand, β always has size N × N , which is the size of the measurement m(r). We denote the overall scale-j cost by
It should be noted that, size of the variable in scale-j cost is
however, the cost is always evaluated on a N × N through interpolation by E (j) . This will help to ensure better convergence in the multi-resolution method to be described below.
Let K denote the user-defined number of multi-resolution levels. To initialize the multi-resolution loop, we set β(r) = 0 and perform the following minimization:
Withŝ (K) as the initialization, we iterate for j = K − 1, . . . , 0 with the following minimizations:
The resulting restored image at the end of the multi-resolution loop,ŝ (0) , can be an initialization for the joint minimization problem given in equation (10) . Note that, the minimization problem of equation (19) has to be done iteratively and requires an initialization. We use E
(1)ŝ(j+1) (r) as the initialization. In this regards, the way the multi-scale costs {J
sa (s, β, τ, h, m), j = 0, . . . , K} are constructed significantly helps to make the initialization E (1)ŝ(j+1) (r) to be very close the the required minimumŝ (j) (r).
In the multi-resolution method described above, if we set p = 2, the resultŝ (0) will be equivalent to final reconstruction of SAM-TV approach [29] except the fact that SAM-TV used smooth approximation for the first-and second-order TV terms, whereas, here, the exact non-differentiable form of TV functionals are used. Now we consider solving the sub-problem of determining the adaptive weightβ in equation (18) . The exact solution forβ is given in the following Proposition.
If d(r) = 0, the solution isβ(r) = 0.5. When d(r) is non-zero, the solutionβ for equation (18) is unique and given bȳ
The proof of Proposition 1 is given in supplementary material. Unlike equation (18), the subproblem of equation (19) cannot be solved exactly and has to be solved iteratively. We will describe an ADMM based method to solve this problem in Section 3.
Now it remains to specify the implementation of E (j) . It can be implemented by j stages of 2-fold interpolation. The 2-fold interpolation can be implemented by inserting a zero next to each pixel along both axes (which is called as the two-fold expansion) and then filtering by an appropriate interpolation filter. In our implementation we use u(r) = [1 4 6 4 1]
T [1 4 6 4 1] as the interpolation filter.
Obtaining the final restoration by block coordinate descent method
By using the result of the above multiresolution approach as the initialization, final reconstruction has to be obtained by minimizing the cost of equation (10) jointly with respect to β and s. We propose to use a simple block coordinate descent method. Let s (0) =ŝ (0) . With k = 0, . . . , N b the block coordinate descent method involves the following series of minimizations with respect to β and s. Let s (k) and β (k) be the current estimate of the minimum at cycle k. Then the next refined estimate is computed as the following set of minimizations:
As evident, the iterations given above is similar to the iterations given in the multi-resolution method of section 2.2. The difference is that the minimization with respect to β and s for each of the cost functions in the series {J
sa (s, β, τ, h, m), j = 0, . . . , K} is done only once in the multiresolution method. On the other hand, the minimizations in the block coordinate decent method (BCD) represented by the equation (22) and (23) are done alternatively on the same cost function J sa (s, β, τ, h, m) until convergence. The functional J sa (s, β, τ, h, m) is convex with respect to either of s and β, and the BCD method represented by equations (22) and (23) converges to the minimum provided each of the minimizations is exact as per the convergence theorem of Bertsekas [33] . Now we consider solving the sub-problems. The subproblems of determining the adaptive weightβ in the block coordinate descent method of equation (22) is identical to the sub-problem of the multi-resolution method (equation (18)), and hence can be solved exactly. On the other hand, the sub-problem of equation (23) is similar to the problem of the equation (19) , and cannot be solved exactly. Hence the convergence result of Bertsekas [33] will not be applicable. However, it is easy to show that BCD iteration converges to the minimum if
, τ, h, m) using Zangwill's global convergence theorem. We will provide the convergence statement along with the proof after describing the ADMM method for solving the problems of equations (19) and (23) in the next section.
3 Image recovery with fixed relative weight for first-and second-order derivatives
The main computational task in the block coordinate descent iteration represented by the equations (22) and (23), is the computation of s (k+1) . Similarly, in the multi-resolution method represented by equations (18) and (19) , the main task is the computation ofŝ (i) (r). Note that the cost in (19) becomes algebraically identical to the cost of (23) for j = 0. Hence the cost in equation (23) can be considered as a special case of the cost in the equation (19) . So we consider the detailed description of the minimization of the cost in (19) . We will use the ADMM approach for solving the minimization problem given in the equation (19) . The result of previous level (i + 1) denoted byŝ (i+1) can be used for initializing after interpolating by factor of two. Although ADMM is well-known and its application for total variation based image restoration is not new [24, 34, 35, 36, 37] , implementation of standard ADMM causes some numerical problems because of the spatially varying relative weightβ. In the following, we will first describe the formulation that will lead to standard ADMM and then describe the modification necessary to handle the numerical issues. The first step in constructing an ADMM algorithm for minimizing composite functionals is to define an equivalent constrained optimization such that the sub-functionals act on different set of variables that are related by means of linear equality constraints. Then writing the augmented Lagrangian [33] for the constrained problems leads to the required ADMM algorithm.
Constrained formulation and variable splitting
For notational convenience, we switch to vector based notations. Let the N × N image s(r) be represented by scanned vector s in R N 2 , such that its ith element s i is given by s i(r ) = s(r ) with r = [r 1 r 2 ] satisfying i(r ) = r 2 N + r 1 . Let m andβ β β be also similarly defined from m(r) andβ(r) with the components denoted by m i andβ i . Let H be the matrix equivalent of convolving an image with h(r), such that the scanned vector of (h * s)(r) is given by Hs. E (j) is defined as the matrix equivalent of interpolation by a factor 2 i . In this case, the scanned vector of E (j) s(r) is given by
In terms of the new notational scheme, the data fidelity term is given by 
With these, the regularization functional can be expressed as
where we have replaced s andβ by the components of their vectorial form. Next, to simplify the task of expressing and comparing the two forms of ADMM, we introduce two more definitions as given below:
, and w ∈ R . With these, the regularization can be expressed as λR
where 1 is the vectors ones. Now the minimization of
subject to conditions that
This constrained formulation of the reconstruction problem leads to the ADMM algorithm, which is essentially a series of cyclic minimization of individual sub-functionals of the above cost. However, through some reconstruction trials, we found that ADMM method obtained from this formulation leaves some artifacts in the reconstruction, even if the ADMM is run with a reasonable number of iterations, and these artifact disappear only with very large number of iterations.
Here we present an alternative formulation that leads to a better converging ADMM algorithm. To this end, we first recognize that the cost given in the equation (30) can also be expressed as λR
with B = diag(β β β). The corresponding constrained problem becomes
subject to condition that
From our experiments, we found that the ADMM steps constructed based on the above constrained formulation leads to better converging algorithm.
Augmented Lagrangian and the ADMM steps
Writing the ADMM steps for the above problem is straightforward and well-known in the literature. However, for proving the convergence of block coordinate descent method represented by equations (22) and (23), we need to specify the steps here. Further, the constraint of the modified formulation given by equation (37) involves non-circulant matrices and hence, it requires some special consideration. To proceed further, we use the symbols in the place of s to avoid notational conflict with the iterations of equations (18) and (19) . To construct the ADMM algorithm from the above constraint form of the problem, we define
Further, let
and
Lets (j) be the vector of length N 2 /2 2j obtained by scanning E (1)ŝ(j+1) (r), whereŝ (j+1) (r) is the result of previous iteration in the multi-resolution loop of the equations (18) and (19) . Then ADMM iterations proceed as follows for k = 0, 1, 2, . . .:
f . Then the solution to the first minimization problem is given by
where T (x, t) denotes the soft-threshold operator given by
Next, letd
s , and let ||| · ||| t denote the operator that applies soft-thresholding on the Eigen values of its matrix arguments and returns the resulting matrix. Then the second minimization can be expressed as
To express the solution to the next problem, letd
0 . The solution is given by
, where P u (·) denotes the clipping of components of the its vectors onto the range [0, u]. To solve the last problem, let
Then the solution to the last minimization is given by following equation,
. Note that this equation has to be solved iteratively since M is composed of non-circulant matrices. We use conjugate gradient method for solving this problem. To speed-up, we use the inverse of the following approximation of the matrix A j in the equation (46),Â j , as the preconditioner:
All the matrices in the above product are circulant except E (j) . However, the product,Â j , is circulant because of the special structure of E (j) . Hence, the preconditioning, i.e., multiplying by the inverse ofÂ j , is equivalent to applying the inverse of a discrete filter. The following proposition gives the expression for this filter. 2 ). Let u j (r) be the inverse z-transform of u j (z 1 , z 2 ). Then the filter equivalent ofÂ j is the
Next, applying the ADMM steps described above for solving the minimization problem of equation (23) is nearly identical except the fact that the up-sampling matrix E is replaced by identity matrix because the cost is not defined through up-sampling. Here the size of the variable is the same as the size of the measured image. The initialization for ADMM iteration,s (0) , now simply comes from s (k) , which is the result of previous iteration of the BCD loop represented by equations (22) and (23) . Next, the following proposition confirms the convergence of the block coordinate descent algorithm specified by the equations (22) and (23) . Proposition 3. The block coordinate descent method represented by the equations (22) and (23) with the problem of equation (23) solved by ADMM method described above, converges to a local solution of the problem (10) if J sa (s (k+1) , β (k+1) , τ, h, m) < J sa (s (k) , β (k+1) , τ, h, m) and if there is no s for which F (s, h, m), R 1 (s) = r (d 1 * s)(r) 2 , and R 2 (s) = r (d 1 * s)(r) 2 will have zero value simultaneously.
Experimental results
For evaluating the restoration performance of the proposed COROSA approach, we considered deconvolution of Total Internal Reflection Fluorescence (TIRF) microscopy images and the reconstruction of Magnetic Resonance Images (MRI) from under-sampled Fourier data. These problems involve different measurement and noise models and are hence good candidates for evaluating the performance of the proposed approach alongside state of art methods. In choosing the methods for comparison, we restrict ourselves to derivative based regularization methods, and we do not compare with learning based methods. We compare COROSA with second order TV (TV2) [18] , Hessian-Schatten norm regularization (HS) [20] , combined order TV (COTV) [27] and TGV2 [30] regularization methods. We also implemented the combined order TV formulation with Hessian-Schatten norm regularization replacing the original second order TV term, for the purpose of comparison. We refer to this method as Combined Order Hessian-Schatten (COHS) regularization. For the HS functional, we found that setting p = 1 yielded the best performance. We also include the result of the multi-resolution loop represented by equations (18) and (19) in the comparison (without BCD iterations of equations (22) and (23)). We denote this by COROSA-I. For objective comparison, we use Signal to Noise Ratio (SNR) [38] and Structural Similarity Index (SSIM) [39] scores.
The smoothing parameter λ was tuned for best performance in terms of SSIM and SNR by using original reference images as done by most methods that focus on the design of regularization. In the case of COTV, and COHS, additional tuning is required to fix the parameters determining the first and second order TV terms. In this regard, we set the relative weights between first and second order derivatives so as to yield the lowest regularization functional cost. This ensures that the corresponding functionals fit to the measurements, while tuning λ for best score ensures overall balance between regularization and data fitting terms in restoration.
The spatial weight β(r) can be determined through optimization problem defined in (18) and the corresponding result is given in Proposition 1, with the parameter τ chosen to be a scalar parameter. However, we observed that it is advantageous to make τ spatially variant for the following reasons: (i) in the regions of low intensity, it is advantageous to make β(r) less sensitive to variations in the relative magnitude of first and second order derivatives, and hence τ has to be larger; (ii) in the regions of high intensity, it is advantageous to make β(r) more sensitive to variations in the relative magnitude of first and second order derivatives, and hence τ has to be smaller. In short, it is advantageous to make τ spatially variant and inversely proportional to some approximate estimate of the required image, sayf (r). We use the following strategy to get this approximate estimate: (i) for solving the problem given the equation (18), we use f itself as the approximate estimate, i.e., we setf (r) = f (r). Next, in the block-coordinate descent loop specified by the equations (22) and (23), we keepf (r) fixed at the image used to initialize the loop, that is we setf (r) = s (0) (r). Fromf (r), we compute τ (r) as follows: we compute the image exp(−100 * f 2 (r)) and then rescale it to the range [0.01, 100]. This scheme worked well for all our test cases, and hence we kept this scheme for determining τ (r) fixed without any data specific tuning.
We found this value range to be effective for both TIRF and MRI, across all images and noise/sampling conditions. In the first experiment, we evaluate the proposed method for deconvolution of TIRF images. We generate test models from real measured TIRF images of negligible noise by deconvolving them by a simple inverse filtering and then use them to generate noisy blurred test images. The images for generating the model images were acquired from samples containing labelled Actin 1, Actin 2 and Tubulin. The Actin images were acquired by staining with phalloidin-488 and an EMTB-mCherry transgene was used in the case of Tubulin image. Wavelength for excitation was 491nm for Actin samples and 561nm for Tubulin sample. All images were acquired using a 100x objective lens with numerical aperture (NA) 1.45. The exposure time was set to 300ms, and this was sufficient to get nearly noise-free images. By a simple inverse filtering of these measured images, we obtain the reference images (models), which are shown in figure (1) .
For generating the test images from reference test models, we used blurring kernel with a bandwidth that is slightly lower than the bandwidth of the system that measured the model images. This was done by setting NA = 1.4. We used the following model to generate test images:
Here h(r) represents 2D TIRF PSF with NA = 1.4, and with other parameters set to be identical to that of the system that measured the models. Here P refers to Poisson process with γ p representing the scale factor for photon count, and η is AWGN of variance σ η . We use this mixed noise model to make the test data realistic although we do not use the log-likelihood functional of the mixed model in the formulation of our method. For each reference model, we generated four images with γ p = 5,10,15,20 and σ η = 1. The four noisy images corresponding to Actin 1 are shown in figure (2) as an example. It has to be pointed out that we did not include TGV in this experiments because of its poor performance, as was observed in [29] . In this regard, it is worthwhile to note that TGV has been used notably only for MRI reconstruction. The deconvolution results in terms of both SSIM and SNR scores are presented in Table  1 . The scores show that the proposed COROSA outperforms other methods in most cases, with the performance advantage significant when the noise is high. It is to be noted that TV2 gives slightly better scores than COROSA as the measurements become less noisy. This is due to the fact that the effect of spatial adaptiveness is negligible, and the fact that, TV2 can converge to the minimum more accurately because of its simplicity, which takes over the advantage of spatial adaptiveness. However, in such low-noise cases, the difference in the score is much lower than the advantage that COROSA has in noisy cases. Figure (3) shows a set of restored images corresponding to Actin 1 image and γ p = 20.
In terms of SSIM, the difference between TV2 and COROSA is 0.006 and difference in SNR is 0.2dB. However, as evident from the displayed images, there is a clear visual improvement in the result of COROSA. Another observation is that COROSA significantly outperforms COTV and COHS, because of the absence of spatial adaptivity. In the second experiment, we considered reconstruction of MRI images from undersampled k-space measurements. The source MRI images are shown in figure (4) and were obtained from different sources, with the corresponding references provided in appendix. It has to be mentioned that some of these reference images have been obtained using traditional reconstruction methods and hence contain artifacts. However, this does not affect the validity of our comparisons done here, because, all the methods evaluated in this paper including the proposed method remove these artifacts. Hence, we focus on how well the actual structures are reproduced by various methods in the presence of noise and undersampling, and ignore the removal of artifacts present in the reference images. For sampling, we generated random and spiral trajectories using the MATLAB code given by Chauffert et al. [40] . In addition, we modified the spiral trajectory by filling in low frequency region, since the default spiral had low sample density in the low frequency region. Both sampling trajectories with 10% and 20 % densities are shown in figure (5) . For simulating the thermal noise, we added white Gaussian noise to the k-space data. To control the noise we use the strategy of [10] : the Gaussian variance is adjusted such that, if added to both real and imaginary parts of full Fourier transforms of the image, it results in PSNR of 10dB and 20dB upon the Fourier inversion. We generated six sample set from each MRI image as follows: for each sampling trajectories, we generated 20% sample set with two noise levels (10dB and 20dB), and 10% sample set with one noise level (20dB). This make a total of 36 sample sets. The comparisons in terms of SSIM and SNR scores for all cases are given in Table 2 .
The reconstruction scores in Table 2 show that, in most cases, the proposed COROSA approach is better than all competitive methods, with COTV and COHS being the nearest in terms of scores. While the performance advantage of COROSA is significant with respect to other methods with random sampling, the score difference is less in the case of spiral sampling. This can be explained by the fact that low frequency samples are less in our random trajectory compared to the custom spiral trajectory and our multi-resolution initialization aids in better recovery of these low frequency components, giving higher scores than other methods. In general, combined order methods perform well in MRI reconstruction, when compared to TIRF restoration. (7) to further emphasize this fact. We have also given the reconstruction results for MRI 1 image with 10% sampling and 20dB PSNR samples in figure (8) , showing that visual improvement with COROSA is consistent with the higher scores. Further, COTV and COHS introduce prominent artifacts in the reconstruction as seen in zoomed-in view of the same set of images displayed in the figure (9) . It is also clear that these artifacts are not the remnants of the artifacts in the original model, but were produced by COTV and COHS methods. On the other hand, COROSA results do not have any artifacts. There is one exception in the results that does not confer to the pattern exhibited by other test case. In the case of reconstruction for MRI 4 image, COTV was giving significantly better SNR than COROSA. When we evaluated the corresponding results visually, we found that the reference MRI 4 image itself has block like piecewise constant regions. Because of this, COTV results have higher SNR compared to COROSA caused by the fact that COROSA keeps a minimum amount of second-order smoothing even in the piece-wise constant regions. However, in terms of SSIM score and visual quality, the difference is insignificant. Next, it is worthwhile to note that, TGV has the ability to be spatially adaptive because of the auxiliary variable, p, and it also retains convexity, which makes it quite attractive. However, our method outperforms TGV significantly. Further, surprisingly, even basic non-adaptive methods such as COTV and COHS outperform TGV in many test cases. A possible reason that we inferred based on some reconstructions trials, is that, the inferior performance of TGV is due to the lack of efficient optimization method to handle the auxiliary variable. Specifically, the convergence of all known optimization methods proposed for TGV is highly dependent on the value of the the smoothing parameters α 1 , α 2 and λ. This leads to the inferior performance of TGV although it is based on rich and elegant mathematical formulation. With regards to the computation time, we found that COROSA restoration for 256 × 256 image is completed in 176.9s, while TGV2 takes 24.2s in MATLAB running on Core i7-3770 CPU with 8 GB RAM. All methods were set to run with 100 iterations and the number of multiresolution levels was set to 4 for COROSA.
Conclusion
We developed a novel form of regularization scheme that combines first-and second-order derivatives in a manner that is adaptive to the image structure. The adaptation is achieved by the fact that the relative weight that combines first-and second-order derivatives is determined by the same cost functional along with an additional regularization for preventing rapid variations in the adaptive weights. We used isotropic TV for the first-order term, and Hessian-Schatten norm for the second order term. We construct an iterative method for minimizing the resulting non-convex and non-differentiable cost functional, and we prove the convergence of the iterative method. We demonstrated that, the proposed regularization method outperforms notable regularization methods in the literature when the noise is high in the case of deblurring for microscopy. Also, we demonstrated that, the proposed regularization method outperforms when the noise and under-sampling factor are high in magnetic resonance imaging. s (k) )). The above mapping is also continuous since it is composition of continuous mappings.
