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Percent Identity : 0.67 Overextension Length : 43 63676
tatcagtttaatatctgatatgtcctctatccgaggaca............atatattaaatggatttttggagca
||||||||||| ||||||||||||||||||||  || | |||   |||| ||| || ||||  
CATCAGTTTAATTTCTGATACGTCCTCTATCCGGAGATActgaccaaagatGTATCCAAAATTGATGTTGGGAGTT
Percent Identity : 0.61 Overextension Length : 27 8076
tgcggtttttgc.................cattacttttaatggcaaaaaccgcaattacttttgcaccaaccta
|||   ||||||                 ||||     |||||||||||||| |||||  |||| | ||||||||
TGCAACTTTTGCaacctggtgcttacaacCATTGAAAGTAATGGCAAAAACCACAATTTTTTTTCCTCCAACCTA
Percent Identity : 0.75 Overextension Length : 44 70814
gctgtccaatagaactttctgtgatgatggaaatgttctatatctgtgctgtccaatatggtagccactagccacatgtggctattgagcacttgaaatgtggctagtgtgactgaggaactgaatttttaattttatttaattttaattaatttaaat
| | ||||| | ||||||||| ||| || |||  |||||||||| |||||||||| |  |||||||| |||||| ||||| |||||||||||| ||| |||| | || |||||    | |||    |    || |||| ||    ||| ||  |||||
GATTTCCAAAAAAACTTTCTGCAATGTTGAAAAAATTCTATATCTTTGCTGTCCAAAACAGTAGCCACAAGCCACATATGGCTTTTGAGCACTTCAAATATGGCAAATGGGACTGGAATAATGACAGTC---TTGTATTCAACAGGAATAAAAGTAAAT
Percent Identity : 0.69 Overextension Length : 47
ttcaagtcctggctctgccacttactagctgt.gtgaccttgggcaagt.cacttaacctctc.tgagcctcagtttcctcatctgtaaaatggggataataatacctgccctgcctacctcacagg..............gttgttgtg..aggatcaaatg
|| || |||||||||||||  ||  | ||  |     ||||||||||   || |||| ||||| | ||||||||||||||| | | ||||||||||| || ||| ||  ||| ||| |||| | | | || ||||| |||| |||| |
TAAAAATCCTGGCTCTGCCTTTTTTTGGCCCTtCCTGCCTTGGGCAAACaCATTTAAGCTCTCtTAAGCCTCAGTTTCCTCTTTTTTAAAATGGGGAAAAAAATGCCAGCCCAGCC-ACCTTATAAGtatttacaaaatctATTTTTGTGagAGGACCAAAGG
Percent Identity : 0.70 Overextension Length : 22 
ccgtccttcaggtggacaattctggg.aggcattc.tgtacgcttctcaggaggtcccagc.ggaattgagcc.ccagttgcccaca.gcagtaacctcaataacgcacccttatat..tg..gcttttcctccttccc
||| |  || |||||  |||| |||| ||||||||  | | ||  | |||||||||||||| ||  ||  ||  |  | |||||||  || |   ||   |  || ||||||| |||  ||  || | ||  |||| ||
CCGGCTCTCTGGTGGGGAATTTTGGGaAGGCATTCaCGCAGGCCACACAGGAGGTCCCAGCcAGAGATGGGCTtCTCGCTGCCCACTtGCTGGGGCCAAGAAGACCCACCCTTTTATgcTGgtGCGTCTCTACCTTTCC
Percent Identity : 0.48 Overextension Length : 45
aagttacttaacctctctgtgcctcagtttcctcatctgtaaaatggggataata............................................atagtacctacctcatagggt
| ||| ||||||||||||||||||| | ||| | | | |||||| | || | ||||||||| ||||| |||
AGGTTTCTTAACCTCTCTGTGCCTCTGCTTCTCTTTTTTAAGAATGGGAAGAAAAaaaaatccttgcccttggggtccaacccaccatgaggtgtacctATAGTACCTCTCTCATGAGGT
Percent Identity : 0.64 Overextension Length : 26 
cagagagagcacggactgggagtcaggagacctgggttctagtccca.gctctgccactaactagctgtgtgac......cttgggcaagtcacttcacctctctgg
||||||||| |   |||||||||||||| | |||| || | ||  || ||| |||   ||| | |||| | |||      ||  || ||           || ||||
CAGAGAGAGGAAAAACTGGGAGTCAGGAAATCTGGCTTTTTGTTTCAtGCTTTGCCATTAATTTGCTGAGAGACgaaaacCTCTGGGAA--------TTTTCCCTGG
Reducing False Sequence Annotation Due to Alignment Overextension
Jack Roddy and Travis Wheeler, Department of
Computer Science, University of Montana
Abstract
Sequence comparison is fundamental to modern molecular biology. The primary focus in the 
field is on methods that increase the speed of comparison and the sensitivity required to 
recognize relationships between highly divergent sequences. Our work addresses another 
important aspect of sequence comparison – avoidance of incorrect sequence annotation. 
The primary source of such incorrect annotation occurs when software correctly identifies 
that a substring of one sequence is related (aligns to) to a substring of another sequence, 
but that the tool incorrectly claims that flanking regions of the two sequences are also 
related – this is often called alignment overextension. The impact of overextension is 
substantial - for example, in the annotation of transposable elements in the human genome, 
we have estimated that 2% of the annotated genome is the result of overextension. Current 
methods used to combat overextension are only somewhat effective, and can have the 
unintended consequence of reducing search sensitivity and under-extending the alignment. 
In our research, we develop a prototype of a method for mitigating overextension which 
uses hidden Markov models (HMM) to recognize the point at which overextension begins in 
an alignment. We benchmark these techniques using a an artificial sequence dataset that 
mimics transposable elements inserted into simulated genomic sequence. We expect that 
results of this pilot study will lead to dramatic improvement in the annotation of genomic 
sequences. 
What and why
Overextension occurs in an alignment when a flanking region in the target sequence provides a small increase in the alignment score. Such flanking regions are 
unlikely to bear genetic significance. 
Methods
Using the GARLIC algorithm, we generated a sequence 
that accurately simulates a human genome with inserted 
transposable elements (TE). We then used HMMER to 
produce a sequence alignment for each TE and measured 
exactly how much each alignment was overextended. Next, 
we used an HMM along with the Viterbi and 
Forward/Backward algorithms to trim each alignment.
The output of Viterbi is the most probable state path for an 
input alignment—this translates directly to a trimmed 
alignment. The output of Forward/Backward is the 
posterior probability of each state at each position in the 
alignment. The posterior probabilities can also be extended 
to determine a trimmed alignment. 
Examples of trimmed alignments
Looking at posterior probabilities
Results
Our results are split into two categories. 
One groups alignments by overall percent 
identity and the other by length of 
overextension. For each category, we 
measure the results of both Viterbi and 
Forward/Backward trimming using
the amount of overextension remaining and
the amount of under extension (trimming 
too far) in each alignment.
It is worth noting that HMMER already 
implements state of the art methods to
combat overextension. Our software 
presents a significant improvement in 
sensitivity of detecting alignment 
overextension.
Percent Identity : 0.67 Overextension Length : 51 4741
aaatttgtatg...........ccttttctccta.ttaatctgccttttgtcagttgatttttcagcgaaccttcagagggcaaaggggaagttttccc
||| |||||||           |||||||| | |  | ||||     ||| ||     |||||||| ||| |||||  ||| |||||||||||||||||
AAACTTGTATGgagtggaatctCCTTTTCTTCAAaATCATCT-----TTGCCATG-ACTTTTTCAG-GAAACTTCAA-GGGGAAAGGGGAAGTTTTCCC
L
T
R
L	– Left	overextension							| T	– True	alignment	 						|							R	– Right	overextension
% Identity <	60%n	=	7
60% - 70%
n	=	71
70%	- 80%
n	=	107
80% - 90%
n	=	67
>	90%
n	=	8
Overall
n = 260
Trimming 
approach Over Under Over Under Over Under Over Under Over Under Over Under
None 41.1 - 25.1 - 17.6 - 16.1 - 15.4 - 19.8 -
Viterbi 37.0 0 11.2 1.5 3.8 1.4 1.3 2.1 1.6 0.4 6.0 1.6
Forward/
Backward 40.6 0 17.4 0.7 10.9 0.6 6.5 1.7 2.9 0.4 12.1 0.926
Input overext
length
10	– 20
n =	176
20	– 40
n	=	55
40	– 60
n	=	20
60	– 80
n	=	4
>	80
n	=	5
Overall
n = 260
Trimming
approach Over Under Over Under Over Under Over Under Over Under Over Under
None 10.9 - 26.7 - 49.5 - 68.3 - 103 - 19.8 -
Viterbi 3.3 1.2 8.4 1.9 10.7 2.9 19 0 47.4 6.2 6.0 1.6
Forward/
Backward 8.4 0.5 14.2 1.1 26.5 3 40.3 0 39.4 5.4 12.1 0.9
Examples of incorrect trimming
An example of completely failed trimming
Using posterior 
probabilities, we 
gain a sense of how 
close the model was 
to making different 
choices in 
alignment 
trimming. 
A Hidden Markov Model (HMM) is a probabilistic generative model that can be used to label the  
unobserved processes producing observable data. In this case, we model sequences as being 
created from three states: (i) "left overextension" and "right overextension" states that produce 
alignment columns of low percent identity, and (ii) a "true alignment" state that produces 
alignment columns of relatively high percent identity. The observed alignment is imagined as 
being produced by a passage through these states, and we aim to identify the passage with highest 
probability.
Future work
Though the Viterbi results are encouraging, we believe that substantial gains are possible through the 
application of methods from the field of Machine Learning (ML). We will develop a model (for 
example a convolutional neural network) that classifies individual columns in an alignment based on a 
collection of alignment features that we will extract. One such feature will be the posterior probability 
from Forward/Backward analysis. Others will include leading and trailing windows of %id and a 
feature that we call "terminal upturn". Terminal upturn (see figure to right) appears to frequently 
support overextension by providing a high-scoring window of sequence alignment just after a low-
scoring block. Combined with other features, we expect posterior probabilities and terminal upturn to 
enable substantial gains in overextension accuracy.
A Hidden Markov Mode Representing Overextension
NIH, P20GM103546 (courtesy of a CBSD Junior Investigator grant).
actaaaaatacaaaaaattagccgggcgtggtgg..cgggcgcctgtagtcccagctactcgggaggctgaggcaggagaatggcgtgaacccgggaggcggagcttgcagtgagccgagatcgcgccactgcactccagcctgggcgacagagcgagactccgtctcaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
|| | | || ||  |||| |    |  |   | |  |||| |||||||||||||||| |||||||||||||||||||||||||||||||||| ||||||| |||||||||||||||||| || ||||||||||| |||||||||||||||||||||||| ||||| |||||||||||||||||||||||||||||||
TCTCACAGTATAATCAATTTGGAAAGTTTCTTTGaaCGGGGGCCTGTAGTCCCAGCTTCTCGGGAGGCTGAGGCAGGAGAATGGCGTGAACCTGGGAGGCAGAGCTTGCAGTGAGCCGAAATTGCGCCACTGCATTCCAGCCTGGGCGACAGAGCGAGATTCCGTTTCAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
Score : 115 bits
Score : 3 bits
Position in alignment
(red line indicates end of true alignment)
Terminal upturn in right-flanking overextension
%id
across 
window of
7 positions
Left	
Overextension
True	
Alignment
Right	
Overextension
Start End
0.5
0.5
0.95 0.95
0.05 0.05
>
> + 1
1
2(> + 1)
1
2(> + 1)
P(Match) 0.5
P(Mismatch 0.5
P(Match) %id
P(Mismatch 1 - %id
P(Match) 0.5
P(Mismatch 0.5
L			— Length of	alignment
%id	— Percent identity
True alignment
Trimmed alignment
Examples of near perfect trimming
These alignments were 
generated with HMMER and 
trimmed with Viterbi.
