We compare methods to measure comovement in business cycle data using multi-level dynamic factor models. To do so, we employ a Monte Carlo procedure to evaluate model performance for di¤erent speci…cations of factor models across three di¤erent estimation procedures. We consider three general factor model speci…cations used in applied work. The …rst is a singlefactor model, the second a two-level factor model, and the third a three-level factor model. Our estimation procedures are the Bayesian approach of Otrok and Whiteman (1998), the Bayesian state space approach of Kim and Nelson (1998) and a frequentist principal components approach. The latter serves as a benchmark to measure any potential gains from the more computationally intensive Bayesian procedures. We then apply the three methods to a novel new dataset on house prices in advanced and emerging markets from Cesa-Bianchi, Cespedes, and Rebucci (2015) and interpret the empirical results in light of the Monte Carlo results. [JEL codes: C3] 
Introduction
Dynamic factor models have gained widespread use in analyzing business cycle comovement. The literature began with the Sargent and Sims (1977) analysis of U.S. business cycles. Since then the dynamic factor framework has been applied to a long list of empirical questions. For example, Engle and Watson (1981) study metropolitan wage rates, Forni and Reichlin (1998) analyze industry level business cycles, Stock and Watson (2002) forecast the U.S. economy, while Kose, Otrok and Whiteman (2003) study international business cycles. It is clear that dynamic factor models have become a standard tool to measure comovement, a fact that has become increasingly true as methods to deal with large datasets have been developed and the profession has gained interest in the "Big Data" movement.
Estimation of this class of models has evolved signi…cantly since the original frequency domain methods of Geweke (1977) and Sargent and Sims (1977) . Stock and Watson (1989) adopted a statespace approach and employed the Kalman …lter to estimate the model. Stock and Watson (2002) utilized a two-step procedure whereby the unobserved factors are computed from the principal components of the data. Forni, Hallin, Lippi, and Reichlin (2000) compute the eigenvector-eigenvalue decomposition of the spectral density matrix of the data frequency by frequency, inverse-Fourier transforming the eigenvectors to create polynomials which are then used to construct the factors. This latter approach is essentially a dynamic version of principal components. A large number of re…nements to these methods have been developed for frequentist estimation of large-scale factor models since the publication of these papers.
A Bayesian approach to estimating dynamic factor models was developed by Otrok and Whiteman (1998), who employed a Gibbs sampler. The key innovation of their paper was to derive the distribution of the factors conditional on model parameters that is needed for the Gibbs sampler.
Kim and Nelson (1998) also developed a Bayesian approach using a state-space procedure that employs the Carter-Kohn approach to …ltering the state-space model. The key di¤erence between the two approaches is that the Otrok-Whiteman procedure can be applied to large datasets, while, because of computational constraints, the Kim-Nelson method cannot. The Bayesian approach in both papers is particularly useful when one wants to impose 'zero' restrictions on the factor loading matrix to identify group speci…c factors. In addition, both approaches, because they are Bayesian, 2 draw inference conditional on the size of the dataset at hand; the classical approaches discussed above generally rely on asymptotics. While this is a not a problem when the factors are estimated on large datasets, for smaller datasets-or multi-level factor models where some levels have few time series, it may be problematic. Lastly, the Bayesian approach is the only framework that can handle the case of multi-level factor models when the variables are not assigned to groups a priori (e.g., Francis, Owyang, and Savasçin 2014).
In this paper, we compare the accuracy of the two Bayesian approaches and a multi-step principal components estimator. In particular, we are interested in the class of multi-level factor models where one imposes various 'zero' restrictions to identify group-speci…c factors (e.g. regional factors). To be concrete, we will label these models as in the international business cycle literature, although the models have natural applications to multi-sector closed economies or to models that mix real and …nancial variables. We perform Monte Carlo experiments using three di¤erent models of increasing complexity. The …rst model is the ubiquitous single factor model. The second is a two-level factor model that we interpret as a world-country factor model. In this model, one (world) factor a¤ects all of the series; the other factors a¤ect non-overlapping subsets of the series. The third is a three-level factor model that we interpret as world-region-country factor model.
For each model, we …rst generate a random set of model coe¢cients. Using the coe¢cients we generate 'true' factors and data sample. We then apply each estimation procedure to the simulated data to extract factors and model coe¢cients. We then repeat this sequence many times, starting with a new draw for the model parameters each time. The Bayesian estimation approach is a simulation based Markov Chain Monte Carlo (MCMC) estimator, making the estimate of one model non-trivial in terms of time; however, modern computing power makes Monte Carlo study of Bayesian factor models feasible.
In this sense, our paper provides a complementary study to Breitung and Eickmeier (2014) who employ a Monte Carlo analysis of various frequentist estimators of multi-level factor models with their new sequential least squares estimator. There are three key di¤erences in our Monte Carlo procedures with that of Breitung and Eickmeier (2014) . First, they study a …xed and constant set of parameters. As they note in their paper, the accuracy of the factor estimates can depend on the variance of the factors (or more generally the signal to noise ratio). To produce a general set of results that abstracts away from any one or two parameter settings, we randomly draw new 3 parameters for each simulation. A second di¤erence is that the number of observations in each of the levels of their factor model is always large enough to expect the asymptotics to hold. In our model speci…cation, we combine levels where the cross-sections are both large and small, which is often the case in applied work. Third, we include in our study measures of uncertainty in factor estimates while Breitung and Eickmeier (2014) focus on the accuracy of the mean of an estimate.
Taken together the two papers provide a comprehensive Monte Carlo analysis of the accuracy of a wide range of the procedures used for a number of di¤erent model speci…cations and sizes.
Our evaluation mainly focuses on the three key features of the results that are important in applied work with factor models. The …rst is the accuracy of the approaches in estimating the 'true' factors as measured by the correlation of the posterior mean factor estimate with the truth. The second is the extent to which the methods characterize the amount of uncertainty in factor estimates. To do so, we measure the width of the posterior coverage interval as well as count how many times the true factor lies in the posterior coverage interval. The third is the correspondence of the estimated variance decomposition with the true variance decomposition implied by the population parameters. 1 In simulation work, we compare two ways to measure the variance decomposition in …nite samples. The …rst takes the estimated factors, orthogonalizes them draw-by-draw, and computes the decomposition based on a regression on the orthogonalized factors (i.e., not the estimated factor loadings). 2 The second takes each draw of the model parameters and calculates the implied variance decomposition. While the factors are assumed to be orthogonal, this is not imposed in the estimation procedures, which could bias a model where the factors have some correlation in …nite samples.
We …nd that, for the one factor model, the three methods do equally well at estimating a factor that is correlated with the true factor. For models with multiple levels, however, the Kalman-…ltered state-space method typically does a better job at identifying the true factor. As the number of levels increases, the Otrok-Whiteman procedure-which redraws the factor at each Gibbs iterationestimates a factor more highly correlated with the true factor than does PCA, which estimates the factor ex ante. We …nd that both the state-space and Otrok-Whiteman procedures provide fairly 1 One could also consider the accuracy of other model parameters. However, factor analysis has tended to focus on the variance decomposition because it is this output that is most useful in telling an economic story about the data. In addition, since the scale of a factor model is not identi…ed, the factor loading is not as of as much interest as the scale independent variance decomposition.
2 This is the procedure in Kose, Whiteman (2003, 2008) , and Kose, Otrok Prasad (2012).
4 accurate, albeit conservative, estimates of the percentage of the total variance explained by the factors. PCA, on the other hand, tends to overestimate the contribution of the factors.
When we apply the three procedures to house price data in advanced and emerging markets we …nd that there does exist a world house price cycle that is both pervasive and quantitatively important. We …nd less evidence of a widely important additional factor for advanced economies or or for emerging markets. Consistent with the Monte Carlo results we …nd that all three methods deliver the same global factor. We also …nd that the Kalman Filter and Otrok-Whiteman procedures deliver similar regional factors, which is virtually uncorrelated with the PCA regional factor. The PCA method provides estimates of variance decompositions that are greater than the Bayesian procedures, which is also consistent with the Monte Carlo evidence. Lastly, the parametric variance decompositions are uniformly greater than the factor based estimates, which is also consistent with the Monte Carlo evidence.
The outline of this chapter is as follows: Section 2 describes the empirical model and outlines its estimation using the three techniques-a Bayesian version of principal components analysis, the Bayesian procedure of Otrok and Whiteman, and a Bayesian version of the state-space estimation of the factor-we study. Section 3 outlines the Monte Carlo experiments and describes the methods we use to evaluate the three methods. In this section, we also present the results from the Monte Carlo experiments. Section 4 applies the methods to a dataset on house prices in Advanced and Emerging Market Economies. Section 5 o¤ers some conclusions.
Speci…cation and Estimation of the Dynamic Factor Model
In the prototypical dynamic factor model, all comovement among variables in the dataset is captured by a set of M latent variables, F t . Let Y t denote an (N 1) vector of observable data. The dynamic factor model for this set of time series can be written as:
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with E t (V t V 0 t ) = I M . Vector t is a (N 1) vector of idiosyncratic shocks which captures movement in each observable series speci…c to that time series. Each element of t is assumed to follow an independent AR(q) process, hence (L) is a block diagonal lag polynomial matrix and is a covariance matrix that is restricted to be diagonal. The latent factors are denoted by the (M 1)
vector F t , whose dynamics follow an AR(p) process. The (N M ) matrix contains the factor loadings which measure the response (or sensitivity) of each observable variable to each factor.
With estimated factors and factor loadings, we are then able to quantify the extent to which the variability in the observable data is common. Our one factor model sets to a vector of length M , implying all variables respond to this factor.
In multiple factor models, it is often useful to impose zero restrictions on in order to give an economic interpretation to the factors. The Bayesian approach also allows (but does not require) Here, all variables load on the …rst (world) factor while only U.S. variables load on the second (U.S.
country) factor.
The three-level model adds an additional layer to the model to include world, region, and country-level factors. In this setup all countries within a given region load on the factor speci…c to that region in addition to the world and country factors. The objective of all three econometric procedures is to estimate the factors and parameters of this class of models as accurately as possible.
The Otrok-Whiteman Bayesian Approach
Estimation of dynamic factor models is di¢cult when the factors are unobservable. If, contrary to assumption, the dynamic factors were observable, analysis of the system would be straightforward; because they are not, special methods must be employed. Otrok and Whiteman (1998) developed a procedure based on an innovation in the Bayesian literature on missing data problems, that of "data augmentation" (Tanner and Wong, 1987) . The essential idea is to determine posterior distributions for all unknown parameters conditional on the latent factor and then determine the conditional distribution of the latent factor given the observables and the other parameters. That is, the observable data are "augmented" by samples from the conditional distribution for the factor given the data and the parameters of the model. Speci…cally, the joint posterior distribution for the unknown parameters and the unobserved factor can be sampled using a Markov Chain
Monte Carlo procedure on the full set of conditional distributions. the conditional distribution of (world factorjcountry factors, parameters), then from the conditional distribution of (country factorsjworld factor, parameters).
It is important to note that in the step where the unobserved factors are treated as data, the Gibbs sampler does in fact take into account the factor estimates' uncertainty when estimating the parameters. This is because we sequentially sample from the conditional posteriors a large number of times. In particular, when the cross-section is small, the procedure will accurately measure uncertainty in factor estimates, which will then a¤ect the uncertainty in the parameters estimates.
A second important feature of the Otrok and Whiteman procedure is that it samples from the conditional posteriors of the parameters sequentially by equation; thus, as the number of series increases, the increases in computational time is only linear.
The Kim-Nelson Bayesian State-Space Approach
A second approach to estimation follows Kim and Nelson (1998) . As noted by Stock and Watson (1989) , the set of equations (1) In the state-space setup, the F t vector contains both contemporaneous values of the factors as well as lags. The lags of the factor enter the state equation (3) to allow for dynamics in each factor. Let M be the number of factors (M < N ) and p be the order of the autoregressive process each factor follows, then we can de…ne k = M p as the dimension of the state vector. F t is then an (k 1) vector of unobservable factors (and its lags) and (L) is a matrix lag polynomial governing the evolution of these factors.
Two issues arise concerning the feasibility of sampling from the implied conditional distribution.
The …rst has to do with the structure of the state space for higher-order autoregressions; the second has to do with the dimension of the state in the presence of idiosyncratic dynamics. To understand the …rst issue, note that, because the state is Markov, it is advantageous to carry the sequential conditioning argument one step further: Rather than drawing simultaneously from the distribution for (F 1 ; :::; F T ), one samples from the T conditional distributions (F j jF 1 ; :::; F j 1 ; F j+1 ; :::; F T ) for j = 1; : : : ; T . If F t itself is autoregressive of order 1, then only adjacent values matter in the conditional distribution, which simpli…es matters considerably.
When the factor itself is of a higher order, say an autoregression of order p y , one de…nes a new p ydimensional state X t = [F t ; F t 1 ; : : : ; F t p y +1 ], which in turn has a …rst-order vector autoregressive representation. The issue arises in the way the sequential conditioning is done in sampling from the distribution for the factor. Note that in (X t jX t 1 ; X t+1 ), there is in fact no uncertainty at all about X t . Samples from this sequence of conditionals actually only involve factors at the ends of the data set. Thus, this "single move" sampling (a version of which was introduced Carlin,
Polson, and Sto¤er, 1992) does not succeed in sampling from the joint distribution in cases where the state has been expanded to accommodate lags. Fortunately, an ingenious procedure to carry out "multimove" sampling was introduced by Carter and Kohn (1994) . Subsequently more e¢cient multimove samplers were introduced by de Jong and Sheppard (1995) and Durbin and Koopman (2002) . We follow Kim and Nelson (1998) in their Bayesian implementation of a dynamic factor model and use Carter and Kohn (1994) . In our analysis of the three econometric procedures we will not be focusing on computational time.
The second issue arises because, while the multimode samplers solves the "big-T " curse of dimensionality, it potentially reintroduces the "big-N " curse when the cross section is large. The reason is that the matrix calculations in the algorithm may be of the same dimension as that of the state vector. When the idiosyncratic errors u t have an autoregressive structure, the natural formulation of the state vector involves augmenting the factor(s) and their lags with contemporaneous
and lagged values of the errors (see Kim and Nelson, 1998; 1999, chapter 3) . For example, if each observable variable is represented using a single factor that is AR(p) and an error that is AR(q), the state vector would be of dimension p + N q, which is problematic for large N . (1):
where nt = n;1 n;t 1 + : : : + n;q n;t q + u nt (5) with u nt iidN (0; 2 n ). The factors evolve as independent AR(p) processes:
where v mt iidN (0; 1). Suppose for illustration that M = 1 and q p. The "big-N " version of the state space form for (3)- (5) is
where Y t = (y 1t ; :::; y nt ) 0 , E t = (u t ; 0; :::; 0; u 1;t ; 0; :::; 0; u 2;t ; :::; 0) 0 ; and F t = f t ; f t 1 ; :::; f t p+1 ; 1;t ; 1;t 1 ; :::; n;t ; n;t 1 ; :::; n;t p+1 0 :
Here, B is block diagonal with the companion matrix having …rst row 1 ; 2 ; :::; p in the (1; 1)
block; the companion matrix with …rst row 11 ; 12 ; :::; 1n in the (2; 2) block; etc.; with the companion matrix having …rst row n1 ; :::; nq in the southeastern-most block. The matrix H is 0 except for (b 1 ; :::; b n ) 0 in the …rst column, and 1's in the columns and rows corresponding to 1;t ,
Alternatively, a system with a lower-dimension state can be obtained by operating on both sides of (4) by 1 n;1
::: n;q L t q to get y n;t = a n + b n ( 1
where y n;t = y n;t n;1 y n;t 1 : : : n;q y n;t q , a n = 1 n;1
::: n;q a n . This yields the state-space system
where Y t = (y 1t ; : : : ; y nt ) 0 , U t = (u 1t ; u 2t ; : : : ; u nt ) 0 , F t = (f t ; f t 1 ; : : : ; f t p ) 0 , E t = (e t ; 0; : : : ; 0) 0 , the nth row of H is b n ; n;1 b n ; :::; n;q b n , and B has 1 ; 2 ; :::; q ; 0; :::; 0 in the …rst row and space formulation with quasi-di¤erencing (as above) with a formulation that adds the idiosyncratic error terms directly into the state vector. As they note, both formulations will lead to the same 11 answer if the …lters are properly normalized.
Principal Components
A third approach to estimating the latent factors employs Principal Components Analysis (hereafter, PCA) which solves an eigenvector-eigenvalue problem to extract the factors before conditioning on said factors. The latter conditioning step treats the extracted factors as observable variables. Thus, PCA identi…es the common movements in the cross-sectional data without imposing any additional model structure. Consider the collection of data at time t, Y t = (y 1t ; :::; y N t ) 0 to be a random (N 1) vector with sample mean and covariance y and S, respectively. Normalizing the data to have mean zero, PCA results in the transformation: : Thus, g (1) corresponds to the largest eigenvalue associated with the …rst principal component F t;(1) = (Y t 1y 0 )g (1) .
When extracting static principal components, we …nd the standardized eigenvalues of the sample covariance matrix and treat the corresponding standardized eigenvectors as the factor loadings relating the static factors to the observable data. In order to impose the structure associated with world, region, and country factors, we extract each factor from the data assumed to load upon each factor. For the multi-level factor models, we extract the …rst factor, F W , with its associated eigenvector, g W , from the entire (T N ) dataset. Subsequently, letting Y nm for n m = 1; :::; m correspond to the observable series which load upon the second-level factor m, we adjust the data to remove the …rst factor: e Y nm = Y nm F W g W . Next, we extract the …rst principal component from this set of e Y nm , n m = 1; :::; m. We perform a similar adjustment for the three-level factor model. Note that uncertainty in estimating F W is not taken into account in this procedure.
These standardized principal component estimates serve as the latent factor estimates. As in the previous estimation methods, we condition on the latent factor estimates and apply Bayesian estimation to obtain the parameters of the model. However, using the PCA method, we extract the principal components outside of the Gibbs sampler and then treat the unobserved factors as data when we sample from the conditional posterior distributions of the parameters. By construction then, the PCA approach will underestimate the uncertainty in variance decompositions.
Monte Carlo Evaluation
The three methods presented in the previous section are evaluated using Monte Carlo experiments.
For each of the three models (1-factor, 2-factor, 3-factor), we generate 1000 sets of true data that includes a set of true factors by simulating U t and V t from multivariate normal distributions and then applying equations (1) -(3). The true data consist of 100 time series observations forming a balanced panel. For the one factor case, we generate 21 series of data. For the two factor case, we generate 3 series of data for each of 7 countries. For the three factor case, we generate a smallregion model with 3 series of data for each of 8 countries broken up into 2 equally-sized regions.
Additionally, we generate a large-region model with 3 series of data for each of 16 countries, again broken into 2 equally-sized regions.
In order to assess the methods across a wide range of model parameterizations, we redraw the model parameters at each Monte Carlo iteration. The covariance matrices of each of the innovation processes are …xed. All shocks are normalized to have unit variance and are assumed orthogonal.
The AR parameters are drawn from univariate normal distributions with decreasing means for higher lag orders:
where p and q are the lag orders of factor and innovation AR processes, respectively. The AR parameters for each process are constrained to be stationary; we redraw the parameters if stationarity of the lag polynomial is violated. The factor loadings are also drawn from normal distributions:
where the multi-level model zero restrictions on the factor loadings are appropriately applied.
We then estimate the model using the three methods described above. We assume that the number of factors and, in the three factor case, the number and composition of the regions are ex ante known.
Priors for Estimation
The estimation in our Monte Carlo exercises are Bayesian and requires a prior. The prior for the model parameters are generally weakly informative, with the exception that we impose stationarity on the dynamic components. In the dynamics for the observable data, the prior on the constant, n0 , and each factor's loading, nm , for m = 1; :::; M , for each country n = 1; :::; N is:
where 
Accuracy of Factor Estimates
The …rst metric for assessing the three estimation methods outlined above is to determine the accuracy of the factor estimates. For each simulation, we have the true values of the factors.
In estimation, for each iteration of the Gibbs sampler, we produce a draw from the conditional distribution of the factor. To assess the accuracy of each method, we compare the correlation of the true factor with each draw of the sampler to form a distribution for the correlation. Figure   1 shows the distribution of this correlation for the world factor in the 1-factor case. For the 2-factor case, we show the distribution of the correlation for the world factor in Figure 2 . For the country factor, we compute the correlation for each country, then take the average correlation across countries and report this in one PDF in Figure 3 . For the 3-factor case with small regions, we show the correlation distribution for the world factor in Figure 4 , the average correlation across regional factors in Figure 5 , and average across countries in Figure 6 . For the 3-factor case with large regions, these same plots are shown in Figures 7-9 .
In the 1-factor case, all three methods produce similar results with correlations very close to 1. However, when the model is extended to include additional factors, the accuracy of the factor estimates for each of the methods deteriorates, even for the factor estimated across all of the series (the world factor). In addition, for higher level models, the average correlation between the true factor and the estimated factor falls considerably. Because the world factor is computed with a larger number of series, we expect the factor to be estimated more accurately.
In each case, the factors that a¤ect smaller number of series are more accurately estimated using the Kalman …lter. In most cases, the Otrok-Whiteman procedure performs similarly to PCA.
One di¤erence occurs when estimating the country factor for the 3-factor model. In this case, the country factor is estimated with only 3 series with two additional layers (factors) contributing to the uncertainty of the estimates. In this case, the Otrok-Whiteman procedure outperforms PCA but continues to be outperformed by the state-space method. This last result may stem from the fact that the state space imposes orthogonality across the factor estimates, while Otrok-Whiteman procedure assumes it but does not impose it.
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Uncertainty in Factor Estimates
A second method for evaluation of the estimation procedures outlined in the previous section is to determine the uncertainty in the estimates of the factor. To do this, we construct the average uncertainty in the factor estimates for the procedures. Our measure of average uncertainty is computed by determining the width of the 68-and 90-percent coverage intervals of the factor for each time period. These intervals are computed for each Monte Carlo iteration across all saved draws of the Gibbs sampler. We then compute the average of these intervals across time and across Monte Carlo iterations and report the numbers in the top panel of Table 1 . In the principal components case, the factor is determined outside the Gibbs sampler, and, thus, does not have a small-sample uncertainty measure. We see this as a limitation of this approach as uncertainty in the factor estimate should be part of interpreting the importance of the factor. In each of the three models, the Otrok-Whiteman procedure has, on average, narrower coverages than the state-space method. In particular, the Otrok-Whiteman procedure yields about 20-30 percent narrower bands than the Kalman …lter. Since there is no 'true' measure of uncertainty our interpretation is that there are precision gains associated with drawing the factors directly from their distribution as opposed to simulating them in state-space model.
Accuracy in Variance Decompositions
A third metric that can be used to evaluate the three estimation procedures is to analyze the accuracy of the variance explained by each of the estimated factors-i.e., do the estimated factors explain more or less of the variation explained by the true factors? We measure the variance decomposition in two ways. First, we compute a measure of the variance decomposition using a parameter-based method. This measure uses the draw of the set of model parameters at each Gibbs iteration to calculate the implied variance decomposition. The variance of the factor and idiosyncratic component is constructed using the parameters governing the time series process.
These variances, along with the factor loadings are then used to construct the implied variance of the observable data and the resulting variance decomposition. This procedure relies on the accuracy of the estimates of the full set of the true parameters. In the second procedure, at each iteration of the Gibbs sampler, we orthogonalize the set of estimated factors and then compute the variance decomposition based on a regression of the observable data on the orthogonalized factors. This factor-based method is similar to the approach used in Kose To assess accuracy we …rst compute the posterior mean of the variance explained by each of the estimated factors across Gibbs iterations. Next, we compute the variance of the data explained by the true factors within each simulated dataset. Finally, we take the di¤erence between the true and estimated variance decompositions for each Monte Carlo iteration. To measure the total size of the bias, we compute the absolute value of the bias. The top panel of Figure 10 plots the pdfs of the absolute value di¤erence between the true and the estimated factor-based variance decomposition for all Monte Carlo iterations for the three estimation methods applied to the one-factor model.
The Kalman …lter and Otrok-Whiteman methods produce almost identical results with a nearly identical PDFs. The PCA approach has a distribution that lies to the right (larger absolute error).
For parameter-based estimates, the bulk of the distribution is in the same area as the factor based, but has a noticeably larger tail. This larger tail indicates that the parameter-based estimates can occasionally yield large errors in the variance decomposition. Experience tells us that this is driven by nearly non-stationary parameter sets. Small variations in parameters can yield large di¤erence in implied variance when near a unit root. In this sense, the factor-based estimates of variance decompositions are more robust to the underlying model parameters. Table 2 shows that the mean of the absolute error in the variance decomposition between the true and estimated variance decompositions is 0.092 for the Kalman …lter and Otrok-Whiteman methods. The PCA method slightly overestimates the variance attributed to the world factor and as a result, slightly underestimates the variance attributed to the idiosyncratic component.
The mean of this distribution, 0.095, is slightly larger in magnitude than that of the other two methods, though the di¤erence is negligible. Average errors, then, appear similar across methods.
In terms of the sign of the bias, the factor-based estimates do better in all three cases .The OtrokWhiteman method yields the same number of positive and negative biases regardless of method.
For both the PCA and Kalman Filter methods, the number of positive/negative biases goes to a much more asymmetric distribution with a 70/30 split for the parametric case. Taking all these results together, it appears that the factor-based variance decompositions are less likely to lead to signi…cantly wrong answers.
For the two-factor model, the top panel of Figure 11 illustrates that the Kalman …lter and OtrokWhiteman again produce similar results when using the factor-based variance decomposition. For the country factors, which are the addition relative to Figure 10 , we see that the dispersion is less di¤use for all 3 methods with the factor based approach. With the parameter-based approach, the absolute errors are both larger in mean, more di¤use, and exhibits a larger right tail. This con…rms the results of the one-factor model that the factor-based variance decompositions are more robust then then parametric. From Table 3 , we can see that the three methods have similar mean absolute errors. However, in this case the PCA approach has more symmetric errors than either Bayesian which both have more positive errors than negative.
For the three-factor model with small regions, the top panel of Figure 12 shows the absolute biases resulting from the factor-based variance decomposition. Table 4 gives the mean and percent of positive and negative biases. For the world factor and the idiosyncratic component, the Kaman …lter and Otrok-Whiteman methods produce very similar similar results for all three types of factors. The Bayesian approaches do better than PCA for all three layers of factors. This can all be seen by the means reported in Table 4 . The di¤erences in performance for this more complex model is striking. The mean bias for the world factor is 70% higher with PCA then the Kalman …lter. The parametric estimates do better for the PCA case then the factor based estimates. A reversal of previous results. For the Bayesian approach, the factor based estimates were again superior. Table 5 and Figure 13 report the same facts for the larger country model. As can be seen, there is no real di¤erence in the relative performance of the procedures. This indicates that additional cross-section data will likely not change are results, or in the case of the PCA method the smaller model is big enough for asymptotics to apply.
An Application to Global House Prices
The recent …nancial crisis was centered around a global housing price collapse. This has height- work by using multi-layer factor models to measure the importance of world and regional cycles in house prices across advanced and emerging markets. Following the theme of this paper, we will apply all three methods to estimate the factors.
In Figure 14 , we plot estimates of the world factor for house prices. The global house price factor The factor for advanced economies is plotted in Figure 15 . Posterior coverage intervals for Otrok-Whiteman are again tighter than the Kalman …lter. There now appears to be less agreement on the regional factor. The correlation of the PCA factor with Otrok-Whiteman is only 0.19.
The correlation between Otrok-Whiteman and the Kalman Filter is 0.62. This is also consistent with our Monte Carlo results in that the two Bayesian procedures deliver similar factors, and we found that in multi-layer models the Bayesian procedures did a better job at …nding the true factor. The variance decompositions in Table 6 show that the regional factor is not that important quantitatively, which means there is not a lot of information in the data in the cycle. It is then not surprising that we may get somewhat di¤erent estimates of this factor.
The emerging markets factor is plotted in Figure 16 . Consistent with the results for advanced economies, there is little relationship between the PCA factor and the Bayesian factors. The correlation of PCA with the Bayesian estimates is 0, while the correlation between the Bayesian estimates is again 0.6. Taken together, Figures 14-16 tell an interesting story about the evolution of house prices. In the pre-crisis period, the emerging markets factor is quite volatile, while in the crisis period the factor does not move very much. In contrast, the advanced economies factor is fairly smooth in the pre-crisis period while it drops in the crisis period. Because the world factor also drops in this period, the two factors imply that the crash in advanced economies was in fact worse than in emerging markets. The world factor shows that all house prices fell in the crisis, the regional factors indicate a greater drop in advanced economies, while in emerging markets there was relative calm.
The variance decompositions in Table 6 shows patterns that would be expected based on our
Monte Carlo results. The parametric results are all greater than the factor-based estimates. Our
Monte Carlo results suggest the factor based results are more accurate (and conservative) so we will base our discussion on them. 
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In this paper, we use Monte Carlo methods to analyze the accuracy of three methods to estimate dynamic factor models. All three methods worked well in the one factor case. It also is apparent that the factor-based estimates of variance decompositions are better than parametric based estimates.
Our experience tells us that this is due to the fact that variances can blow up with parameter estimates near the unit root. In applied work, we have found this to often be true. As model complexity increased the Bayesian approaches yielded more accurate results, which in the case of the three-layer model were substantially di¤erent.
This latter results was perhaps unsurprising in sign, though the magnitude of the di¤erence was surprisingly large. The Kalman-…lter based method would expected to be most accurate as we are directly drawing from the likelihood of the model. The gains over the Otrok-Whiteman method were surprisingly small. This is goods news in that the Otrok-Whiteman method is more computationally e¢cient in dealing with large datasets. It is useful to know that its accuracy is a good as the state-space approach. Both the PCA and Otrok-Whiteman approach share an iterative approach to estimation. They di¤er in that the PCA approach conditions in one direction, while the Otrok-Whiteman conditions (repeatedly) in multiple directions (i.e., world is drawn conditional on country, country then drawn conditional on world). While this is clearly costly in computational terms, it yields more accurate estimates of the importance of factors in complex factor settings.
There are a number of choices to be made in applied work on factor models. The PCA approach will always be best to get quick answers, and in the one factor case there seems to be no accuracy gains from the more complicated methods. On the other hand, the Bayesian methods naturally yield measures of factor uncertainty, which should always accompany applied work in order to establish the statistical legitimacy of the results. In this paper, we have not reported information on computational time, as for any speci…c application the computation time is not large. Here, for each model type, we have estimated 1000 di¤erent applications (i.e. each model parameter drawn).
It follows that estimating one is not a problem for modern computers.
In our application, we did …nd that PCA yielded factors that appeared to have greater importance then the Bayesian methods. In economic terms though, all methods delivered a similar story in that house price comovement across advanced and emerging markets is through a common 21 factor, and not through group speci…c factors. The world factor is extracted from IMF real house price data in advanced and emerging economies using three estimation methods: Principal Components Analysis and Bayesian Estimation with Kalman Filtering or the Otrok-Whiteman method. The plot shows the share of variation in each country's house prices that is attributable to the world factor.
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