To reduce variance in estimating security prices via Monte Carlo simulation, we f o r m ulate a parametric minimization problem for the optimal importance sampling measure, which is solved using in nitesimal perturbation analysis (IPA) and stochastic approximation (SA). Compared with existing methods, the IPA estimator we derive is more universally applicable and more computationally e cient. Under suitable conditions, we s h o w that the objective function is a convex function, the IPA estimator is unbiased, and the stochastic approximation algorithm converges to the optimum. Lastly, we demonstrate how combining importance sampling with indirect estimation using put-call parity can lead to further substantial variance reduction.
INTRODUCTION
Since being introduced to the pricing of options by B o yle (1977) , Monte Carlo simulation has been used for pricing a variety of securities, such as exotic equity options or xed income securities like mortgage-backed securities. As the complexity of the structure of the nancial claims or of the dynamics of the underlying assets increase, Monte Carlo simulation often becomes the sole computationally feasible means of security pricing. The e ciency of Monte Carlo simulation depends on the variance of the estimation. Suppose we estimate the security p r i c e p byp wherep is an asymptotically unbiased estimate of p. Then the precision of the estimatorp is generally proportional to the standard error p = p N, where N is the number of simulations and 2p is the estimator variance.
This means that by reducing p by a factor of 10, the number of simulation replications required to obtain the same level of precision will be reduced by a factor of 100. This is the motivation behind variance reduction techniques (VRT) in Monte Carlo simulation such as control variates, antithetic variate and importance sampling. Examples of successful implementations of control variates for the pricing of nancial derivatives include White (1987, 1988) , Turnbull and Wakeman (1991) , and Fu, Madan, Wang (1997) .
Variance reduction based on importance sampling has not been as widely used as other VRTs in pricing nancial derivatives until recently. The idea behind importance sampling is to concentrate simulation on sample paths that contribute most to estimating the expected payo for instance, the payo for a deep out-of-the-money call option will be 0 most of the time, so simulating more sample paths with positive payo s should reduce the estimation variance. Mathematically speaking, the fundamental idea behind importance sampling is that under certain regularity conditions, expectation under one probability measure can be expressed as an expectation under another probability measure through the Radon-Nikodym theorem. The right choice of the alternative probability measure will lead to e ective variance reduction.
An early example of importance sampling applied to derivatives pricing is Reider (1993) , where increasing the drift in the underlying geometric Brownian motions substantially decreases the variance in simulations for deep out-of-the-money European call options. Glasserman, Heidelberger, Shahabuddin (1999ab) apply importance sampling in a framework where the underlying processes are derived from normal random vartiables and in the Heath, Jarrow, Morton (1992) framework, reporting substantial variance reduction by combining strati ed sampling and a change of drift. Other recent work on applying importance sampling in valuation of nancial claims include Andersen (1995) and Boyle, Broadie, Glasserman (1997) .
Most closely related to our wo r k i s t h a t o f V azquez-Abad and Dufresne (1998), who apply importance sampling combined with control variates to dramatically reduce variance in pricing Asian options. They use gradient estimation and stochastic approximation to nd the optimal change of drift term. We also use gradient-based methods to estimate the optimal importance sampling measure, but our approach di ers in one critical aspect. In our setting, the importance sampling problem is transformed into a minimization problem under the original probability measure, which eliminates the dependence between the payo function and the parameters in the optimization. This leads to a much simpler IPA gradient estimator with signi cantly smaller estimation variance than the original IPA estimator given in Vazquez-Abad and Dufresne (1998). Perhaps more importantly, since the payo function is not directly related to the optimization parameters, we do not require di erentiability o f t h e p a yo function as they do, so our method is applicable in much more general settings. If the importance sampling is implemented via a change of the drift term in Brownian motion, then we show that the objective function in our minimization problem is a convex function, establishing a conjecture in Vazquez-Abad and Dufresne (1998). We further prove that our stochastic approximation algorithm a.s. converges to the true global optimum.
The rest of the paper is organized as follows. The optimal importance sampling problem setting is introduced in the next section. The stochastic approximation approach to solving the optimization problem, the derivation of the IPA estimator, and the proofs of various theoretical properties are presented in Section 3. The speci c case of changing the drift in Brownian motion is treated in Section 4, with the detailed algorithm provided. Section 5 describes the numerical results from computational experiments on a testbed of cases, including Asian options and caps/caplets. The idea of indirect estimation using put-call parity is also proposed here and tested on simple vanilla options and Asian options. Section 6 concludes the paper with a brief summary and a direction for pursuing further extensions.
FORMULATION AND SETTINGS
We assume the nancial market is arbitrage free, so there exists an equivalent probability measure Q (Harrison and Kreps 1979) under which the price at time 0 of a European nancial claim C(T ! ) s.t. E Q C 2 (T ! )] < +1 where T is the expiration (maturity) date and ! is the sample path of the underlying stochastic process(es), is given by
where Q is called the risk-neutral (martingale) measure and r(t !) is the risk-free interest rate process. We will assume throughout that r(t !) 0, i.e., the risk-free interest rate process is non-negative. De ning the present v alue of the payo bŷ C(T ! ) = e ; where S t (!) is the stock price at time t (superscripted for the max-option on a basket of stocks) on sample path !, K is the strike price, L is the barrier value for the last example, and 1f g is the indicator function. Henceforth, dependence on ! will be understood, so explicit display will be dropped for notational brevity.
The direct estimate for C 0 is obtained by s i m ulating the risk-neutral distribution of the underlying asset(s) and taking the sample mean over replications ofĈ(T ). However, by the Radon-Nikodym theorem, if measure Q is absolutely continuous w.r.t. some other measure Q , then C 0 = E Q Ĉ (T ) dQ dQ which g i v es an alternative estimator for simulation under Q : C(T) dQ dQ (1) where dQ dQ is the Jacobian of the measure change, i.e., the Radon-Nikodymderivative. Although estimator (1) is also an unbiased estimator of the option price C 0 , the new estimator may have di erent estimation variance, hence the potential for variance reduction.
In our settings, we restrict the transformed measure to be in a family of probability measures fQ Since C 0 is a constant, this leads to the following stochastic optimization problem for the second moment of the estimator:
Remark: Vazquez-Abad and Dufresne (1998) derive t h e i r I P A estimator by directly di erentiating the term inside the expectation of (2), which requires derivatives for both C(T) a n d dQ dQ since the sample path, and hence C(T), clearly depends on (as does dQ dQ ). This is because sampling is carried out under Q rather than Q. However, this is avoided if the minimization is carried out under the measure Q and this is the fundamental di erence between our method and theirs.
Simple calculation shows that
So we only need to nd the that minimizes
where
The important thing to note is that changing back to the measure Q eliminates the dependence of C(T) o n .
STOCHASTIC APPROXIMATION AND IPA
Our approach to minimizing V ( ) follows that of Vazquez-Abad and Dufresne (1998), in that we use gradient-based stochastic approximation (SA) to estimate = arg min 2 V ( ) via the following iterative s c heme:
where n = ( ( n ) 1 ::: ( n ) k ) represents the nth iterations,ĝ n represents an estimate of the gradient rV ( ) a t n , fa n g is a positive sequence of numbers converging to 0, and denotes a projection on
: The di erence in our approach is the form of V ( ) used in deriving the in nitesimal perturbation analysis (IPA) estimator: (3) vs. (2) . We rst make the following assumption.
Assumption 1: L( ) i s Q-a.s. piecewise di erentiable on .
Di erentiating inside the expectation of (3) yields the IPA estimator
where L( ) is de ned by (4) . Under suitable conditions, this IPA estimator is unbiased (under measure Q).
Theorem 1 (General Unbiasedness) If Assumption 1 holds, and 9M( ) s.t.
uniformly when ! 0 and either
then (6) is an unbiased estimator of @ @ V ( ) under measure Q.
Proof: If C(T) a n d M( ) satisfy (8), then by the dominated convergence theorem, we know
If C(T) a n d M( ) satisfy (7), by Holder inequality,
Then (8) Proof: From Theorem 1, we k n o w
2 Although derived under measure Q, implementation of the gradient estimator can also be carried out under an alternative measure such a s Q , in which case the estimator given by (6) becomeŝ
where L( ) is de ned by (4). This is likely to beadvantageous in the same situations in which a change of measure for estimating the price itself is bene cial, since the gradient estimator also contains the termĈ 2 (T ). Thus, in all of the computational experiments, we use this form of the IPA estimator, which w e will call IPA-Q, because it was derived under Q. 
CHANGE OF DRIFT IN BROWNIAN MOTION
This has a particularly nice form, in that L( ) depends only on the terminal value of a Brownian motion and not on any v alues along the path, independent of whether or not the payo function C 
In our computational experiments, we use instead of to compare with Vazquez-Abad and Dufresne (1998), whose results are expressed in terms of : Even when the change of measure process L( ) = dQ=dQ is not available in such a convenient closed form as (12) a priori, it can always be calculated in the simulation by taking the appropriate ratio of the input distributions used to generate the random variables driving the underlying processes, e.g., normal densities in the case of processes involving Brownian motion.
Example: Changing the drift term in an Itô process de ned by (10) to = + , as in (11), simulating on 0 T ] a l o n g N equally spaced discrete time points with spacing t (N t = T). Paths under Q (resp. Q) can be generated using drift (resp. ) and i. 
The result follows by substituting (16) and (17) into (15).
2
As discussed at the end of Section 3, it is usually preferable to use the form of the IPA-Q estimator given by (9) . For example, for deep out-of-the-money options, C(T) will be0 most of the time under measure Q and this could lead to large variance when estimating the gradient. For the Brownian motion setting, the IPA-Q estimator under Q becomeŝ C 2 (T ) ( ;W T ) e x p ;2 W T ; 2 T : (18) Corollary 3 (Unbiasedness of estimator under Q ) Under the same conditions as in Theorem 2, the new estimator given by (18) (20) In this case, the IPA estimator given in Vazquez-Abad and Dufresne (1998) (denoted henceforth by I P A-VD) can be expressed as 2e ;2rT C(T)L 2 ( ) C(T) W T ; ; r 2 T + @C @ :
Next, we state a convergence theorem for (5).
Theorem 3 (Fu 1990 ) If 8 2 @ @ V ( ) is continuous in , V ( ) is convex and therefore has a unique minimum 2 , where is a compact set, and n+1 = n ; a n g n ( n ) It is easy to verify that the IPA estimator given in (18) satis es the conditions above and thus the stochastic approximation (SA) iteration strongly converges to the true optimum. The algorithm for applying importance sampling via an optimal change of drift in Itô process (10) is as follows. 
IPA-Q i { n+1 = n ; a n g n ( n ) { If ja n g n ( n )j < exit loop.
Stage II: Pricing stage { Simulate at = :
{ Generate sample path according to (11) { Record S t and W t { CalculateĈ i =Ĉ(T ! )L( ).
Final price C 0 = 1
The algorithm is characterized by the parameters N 1 N 2 N 3 , a n d fa n g: where L( ) is de ned by (20) . The IPA-Q estimator in this case, using (19) , is given by e ;2rT A(T) ; K) + 2 L 2 ( ) ; W T :
IPA-Q is much simpler, because it only involves the derivative of L( ), whereas IPA-VD includes both the derivative o f L( ) and the derivative o f t h e p a yo function w.r.t. . For the computational experiments, the initial stock price is S 0 = 5 0 K=50, 2 =0.2, r=0.05, T=1.0 year, N 0 = 0 , a n d A(T) is a daily average, so that N = T. Table 1 
Convergence Property
We t e s t t h e c o n vergence property of our algorithm in this experiment using the parameter . The initial starting value of 0 is chosen such that S 0 = e ; 0 T K so that the expected terminal stock price would beat the strike price. We use N 1 = 20 iterations and N 2 = 50 sample paths in the optimization stage with stopping criteria = 0 :001, so the total number of simulations used in the optimization stage is less than 1000. We t o o k a n = a 0 n ;0:75 where a 0 = 1 g 0 ( 0 ) : Also, we restrict that in each step j j 0.2. We use N 3 =10,000 simulations in the nal estimation stage. In this experiment, the stock prices follow the same geometric Brownian motion as in the last example, From Table 2 , we see that our algorithm converges very fast, coming very close to the optimal value using less than 1000 simulations, where N 1 is the actual # of iterations used in optimization stage.
Comparison Between Importance Sampling and Naive Simulations Asian Options on Partial Average
In this testbed, the stock price again follows geometric Brownian motion as given by (22) As we expect, the computational gains of implementing importance sampling increase dramatically with increasing strike price (more out of the money). For the case of r=0.05, =0.2, the variance reduction starts from 7 for the at-the-money call option at K=100 and increases to 173 for the deep out-of-the-money call option at K=170. We also observe an interesting phenomena that as the option price increases with increasing interest rate or volatility, the e ectiveness of importance sampling decreases. Our conjecture is that higher values of these parameters increase the likelihood of options nishing in the money, reducing the power of importance sampling.
Asian-Digital Options
The underlying stock again follows geometric Brownian motion as in (22) Tables 5 and 6 , and we observe similar behavior as for the other Asian options, although the ratio of variance reduction is somewhat lower, probably due to the smaller range (0 or 1) for the Asian-digital option payo .
Fixed Income Securities on CIR Model
The process is again Brownian motion, the change of measure process is given by (12) . Since explicit expression of r(t) as a function of is unavailable, the IPA-VD estimator is not applicable.
A European caplet option is an option written on the interest rate with the following payo function at maturity T :
where K is the strike rate, and M is the nominee amount. The price of the caplet at time 0 is given by
Although we use the CIR model here to illustrate the procedure of applying our approach to xed income derivative securities, our approach is not limited to the CIR model. It is also applicable to some other calibratible models like B l a c k, Derman, Toy (1990). We a p p l y t h e t wo-stage stochastic optimization algorithm to nd the optimal for importance sampling, based on the IPA-Q estimator exp ;
where L( ) is given by ( 1 2 Table 7 . A more complicated xed income security are caps, which are composed of a series of caplets with payo s of the form (26), and give b u y ers the protection from the risk of higher interest rates. During the life of the contract, the cap is simply a caplet at each reset date, i.e., the discounted payo function is given by
where T i is the Ith reset date, and D(T i ) is the price of a zero coupon bond with maturity T i .
In our computational experiments, we keep the same parameter setting as in the example of caplets. The caps are reset quarterly. The simulation results are summarized in Table 8 . The observation from the computational results is quite similar to the case of caplets, and further proves the e ciency of our stochastic approximation method.
Indirect Estimation and Deep in-the-Money Options
From the computational results, we notice that the e ciency of importance sampling decreases with the moneyness of the options. Thus, we are motivated to nd more e cient estimators for deep in-the-money call options and propose indirect estimation (e.g., Law and Kelton 2000) using put-call parity:
C(S 0 r T K ) = S 0 ; K exp(;rT) + P(S 0 r T K ) where C(S 0 r T K ) is the price of call option and P(S 0 r T K ) is the price of put option.
Note that when one contract is deep in the money, the other is deep out of the money, so that the term S 0 ; K e ;rT dominates, and we would expect much lower variance than simulating the in-the-money contract directly. We rst test this idea on a vanilla European call option for the cases, T=1.0 year r=0.05, 0.09 =0.2, 0.3 S 0 =100. The other parameter setting are the same as the case of partial average Asian call options.
The numerical results (based on 50,000 independent replications) in Table 9 (BS indicates the true Black-Scholes price) indicate that indirect estimation via put-call parity can e ectively reduce the estimation variance in pricing in-the-money call options. When combined with importance sampling, we obtain tremendous variance reduction, nearly ve orders of magnitude in the best case of our simulation experimental testbed.
To further test the idea of indirect estimation and importance sampling, we apply this idea to the deep in-the-money Asian call options considered earlier. The simulation results are summarized in Table 10 and reinforce the conclusions from the previous example.
CONCLUSIONS
It is well known that changing the drift in Brownian motion via importance sampling can be used to e ectively reduce the estimation error in security pricing. The stochastic optimization approach we present here is capable of nding the optimal change of drift e ciently. In all cases, the additional computational overhead is less than 10% of the total computational time, whereas for deep out-of-the-money options, the computational gains range from 10 to 170 times in our simulation experiments, and in all cases, we report signi cant v ariance reductions from the simulation results. For deep in-the-money options, we propose an indirect estimation using put-call parity that can lead to further dramatic variance reduction, thus demonstrating that combining VRTs can bea very e ective approach. This is also found in Vazquez-Abad and Dufresne (1998), where control variates are combined with importance sampling. Finally, the procedures presented here are widely applicable, and not just limited to processes based on Brownian motion or to any particular form of the security p a yo function. However, the present v ersion of the algorithm applies only to European options, so extension to American-style options is a natural avenue for future research, e.g., building on the work in Fu e t a l . (2000), and McDonald and Schroder (1998).
