Diffraction-limited performance of 30-m class telescopes requires the integration of structural, optical and control systems to sense and counteract real time disturbances to the telescope. Accurate simulation of an integrated telescope model is essential for optical performance estimation and design validation. Our approach to integrated time domain modeling of large telescopes is to interface commercially available structural, optical and control modeling software packages. The model architecture, data structures, and the interfacing tools of the simulation environment are presented. Preliminary simulation results of a 30-m class telescope subject to wind load and a ground layer phase screen are presented.
INTRODUCTION
Achieving diffraction-limited imaging with the next generation of giant telescopes poses many challenges, and the telescope design is made more difficult by the need to keep costs significantly lower then would be predicted by scaling the cost of current eight to ten meter designs. 1 To simultaneously achieve cost and performance goals, all components of the telescope must be developed as part of an integrated system. The major tools supporting the design and realization of a Thirty Meter Telescope as a system are an integrated computer model capable of predicting the performance of the telescope, a parametric cost estimate capable of predicting the cost of the telescope, and a science merit function capable of linking the engineering performance and the cost of the telescope to the scientific goals and preferences of the relevant astronomical community. In the system engineering of a complex telescope, an integrated telescope model plays a key role in verifying the interactions and interfaces between various areas of the design (structure, optics and control). A preeminent example is the design and verification of the numerous control loops necessary for the appropriate operation of the Thirty Meter Telescope, including the considerations of structure-control and loop-to-loop interactions.
The model reported in this paper is developed from the point design of the Giant Segmented Mirror Telescope (GSMT) 2 ( Figure 1) ; however, the tools used in and improved for this model can be applied to other similar telescopes.
From a project management and system engineering standpoint, there are two major requirements for an integrated model:
• The model must be transparently verifiable with the least possible effort. Because fundamental programmatic and technical decisions are supposed to be based on the simulation results, the consequences of an error can be tremendous. A lack of credibility may result in double and triple checking of every conclusion reached by using the model, which negates the purpose of the model.
• The model must be flexible; the use of the tools to build and especially to modify the model should require the least possible effort from the project team. Even the most beautiful and credible tools can become irrelevant in the budget-and time-critical environment of a real project, if maintaining those tools requires significant resources that extend beyond the typical project team.
During the last decade, several tools were developed for integrated modeling of large optical systems. [3] [4] [5] [6] A major driver of these developments was the expanding technology of space telescopes. Practically all of these tool sets feature custom optical kernels, ranging from simple ray-tracing (IMOS), 7 to sophisticated multi-tool bundles (BeamWarrior 4 ) that include Gaussian decomposition. Another common characteristic is the use of MATLAB as the integrating platform.
Unfortunately, the engineering and scientific community has very limited access to these cutting edge software packages. Some packages are clearly proprietary and not for sale, most of them are prohibitively expensive, and almost none of them release the source code. We need a package that allows the user to write routines in high level languages to facilitate user customization of the tool for specific projects.
Our approach to providing an integrated environment to the telescope design team is based on the requirements listed above. Instead of developing custom tools for representing the structure and especially the optics, we focused on efficiently linking together commercially-available and widely-used software packages. Therefore, the various components of the integrated model can be pulled from the software tools the different trade groups (optical, structural, and control engineering) are using for the actual design. With minimal modification these components can be used in system level studies. We kept the MATLAB/Simulink environment as an integration platform because this is the most comprehensive dynamic simulation environment available.
OVERVIEW OF THE MODEL
The major challenge of using commercial software packages is the need for synchronizing the structural and optical model. The problem is far from trivial, because the two models reside in different packages featuring dissimilar software tools. To solve the problem, we invoke the concept of a "virtual telescope" first introduced in the 1970's to support the increasing complexity of telescope pointing control software. 8 In our extension, the virtual telescope is an encapsulated algorithm simulating some independent aspect of the telescope. In this sense we can talk about a virtual telescope in the structural domain and a virtual copy of the same telescope in the optical domain. The task is to update the prescription of the optical virtual telescope to match the changes made in the structural domain.
The structural model, as a dynamic virtual telescope, is built in MATLAB as a set of differential equations. The coefficients of the equations as the eigenvalues and eigenvectors of the structural modes are developed in a finite element analysis (FEA) software tool, like I-DEAS, and are then imported into MATLAB.
The optical model, the other dynamic virtual telescope, is built in the optical design package which incorporates user-defined surfaces written in C and/or custom ray trace algorithms. The compiled C code is linked to the ray trace software, like OSLO or CODE V, as a dynamic link library (DLL) file. To synchronize the optical virtual telescope with the structural model, changes are made to the definition of the user-defined surfaces via a data-exchange interface.
A key element of the interface is a transfer data structure equally supported in both domains. In our current model this data structure comprises the rigid body displacement of each optical surface, i.e. all the segments and the secondary mirror. The rigid body displacements are actually calculated as the x and y de-centers and the first three Zernike coefficients of the surface (piston, tip and tilt). In the future it is possible to expand the data structure with shape deformation information by simply extending the number of Zernike terms considered.
The same algorithm is used in both packages to generate the telescope, and especially the segmented primary mirror model. Although it is exceedingly useful for the ray-tracing software to support external C language routines, this is not a serious restriction, as many commercial packages provide such support. Due to the use of the same algorithm, the coordinate systems for the two virtual telescopes are the same. However, this is not a firm requirement; the synchronization process involves several coordinate transformation steps anyway, because it is convenient to move the surfaces in a local coordinate system.
The second significant challenge an integrated telescope model presents is the propagation of several light beams through environments of vastly different character. Although the beam path of greatest final importance belongs to the science object (SO) in the sky, the proper operation of the telescope depends no less on beams from natural and possible laser guide stars (NGS and LGS). Light propagates through large distances in the atmosphere as a collimated (SO, NGS) or nearly collimated (LGS) beam. When the light reaches the telescope, it propagates through the optical systems associated with active optics, adaptive optics and astronomical instrumentation. During this process, the spatial scale of the light wave rapidly decreases before intersection with the image plane. In the atmospheric section of the beam the random perturbation of the light phase is the major disturbance. In the telescope and optical instrumentation, the dominant effects are geometric changes.
It is convenient to use different techniques to describe these beam in the different regimes: the atmospheric part of the beam is usually simulated by Fourier propagation; the interaction of the beam with the optical surfaces in the telescope and instruments is easily handled with ray tracing.
A technique interfacing wave propagation and ray-tracing domains is crucial in enabling an integrated telescope model built on commercial tools. We use the optical path difference (OPD) at the pupil positions and the geometry of the given pupil as the intermediate data structure to transfer data between the different propagation domains. The OPD is expressed in length, rather than in wavelengths or phase, to avoid wavelength dependence. The assumptions allowing the use of the OPD are: (i) the amplitude distribution across the interface pupil is fairly uniform, (ii) the refraction index as a function of wavelength is reasonably constant in the optical band used.
The advantages of using the OPD as the transfer data structure include its close relationship to conventional measures of imaging performance, like Strehl ratio and point spread function (PSF), its quasi-linear dependence on both deformation and refractive index, and its independence of wavelength. The details of the light domain interface are explained in Section 4.
COMPUTATIONAL ENVIRONMENT
The current model of a thirty meter telescope integrates three different software packages: I-DEAS for structural analysis (FEA), MATLAB/Simulink for control simulation, and CODE V 9 for ray tracing and optical measures. In each of these software tools a virtual telescope is created. In this telescope there are rafts that support seven hexagonal segments each, except for six rafts on the corners of the primary which hold four segments each, and the center raft which holds six segments. To communicate between the software tools, a common labelling of the segments and the rafts must be agreed upon and enforced. Figure 2 is the labelling contract that each telescope model must adhere to. The FEA needs to be run only once, before the simulation of the telescope begins to run in MAT-LAB/Simulink. Therefore, the FEA is considered to be independent of the computational environment for the simulation. The output of the FEA is a modal system of differential equations that is read into MAT-LAB/Simulink using IMAT.
10 Then, a state space model of the deformations is constructed in MATLAB, which is solved numerically to give the deformations on both the primary and secondary mirrors.
The deformations to the mirrors are imported into the virtual telescope in the optical model. A ground layer atmospheric phase screen is also imported into the virtual optical telescope. The optical model returns the OPD of the light passing through the telescope model. The model proceeds in four main steps:
• Calculate the structural deformations of the telescope based on input forces. The environmental perturbation forces are precalculated,
• Transfer the structural deformations to the optical kernel,
• Calculate the OPD based on the new deformation data and the precalculated phase screens.
• Pass the OPD back to the control simulation. 
Serial model on Windows
The first implementation of the integrated model was realized as a serial model that runs on one machine in a Microsoft Windows environment. This environment is common to all of the desktop machines in the integrated modeling team. Also, most of the commercially available optical tools can only run in a Windows environment.
Several optical packages are available to act as an optical server to the control simulation. Almost all of these use Microsoft Windows technologies such as DDE (Dynamic Data Exchange) or COM (Component Object Model). For this version of the integrated model, CODE V was chosen to act as the optical kernel. CODE V v9.30, has a wide variety of services that are available through its COM interface. When the simulation begins in MATLAB, a connection is created that links MATLAB to CODE V. After this connection is created, commands are sent to CODE V that load the optical kernel representation of the telescope. Initially the telescope in both the optical kernel, and the control simulation are unperturbed.
The control simulation in MATLAB/Simulink is ready to begin. The system of differential equations defined by the state space system of equations is solved using a variable time step solver. Forces are applied to the virtual structural telescope. The deformations of the virtual structural telescope are translated to tip/tilt and piston for every segment and sent to CODE V via the COM connection.
The displacement of the secondary mirror is also sent, this time using five different degrees of freedom: x de-center, y de-center, z de-center, x rotation, and y rotation. Commands are again sent to the optical kernel and a request is made for an Optical Path Difference (OPD) map based on the deformations applied to the virtual optical telescope in the optical kernel. Currently the optical kernel is returning a grid with 511 × 511 elements, and the data transfer of this many data points may slow down a simulation. As a result, the request for an OPD is only made at fixed time intervals, while the deformations to the virtual structural telescope are updated at every variable time step of the differential equation solver.
The simulation in MATLAB/Simulink may continue running for as long as there are structural forces, or until the user requests the simulation to stop. At the end of the simulation it is very important that CODE V is told to stop, and then the COM object from within MATLAB is destroyed. Having the Windows task manager open is a useful tool during development of this integrated model.
Serial model on Linux
As the complexity of the model increases, so does the time taken to run the model. To achieve faster run times, the integrated modeling team would like to split up the work to be done and run the computation on a cluster of workstations running Linux. Such a cluster is commonly referred to as a beowulf cluster. The first step on the way to running the developed model on a cluster of Linux servers, is running it on one Linux server, or having a serial model on a Linux machine. A change in operating system venues requires another look at all of the pieces of the integrated model.
Since the FEA is a preprocessing step, it can be run any system that supports the FEA software, and then imported to MATLAB on Linux for the control simulation. The control simulation running in MATLAB also does not pose any kind of problem since MATLAB is available for several different operating systems, including Linux.
Difficulties arise when considering the optical kernel. The optical kernel chosen for the first version of the integrated model of the large optical telescope is CODE V, and CODE V is not available for the Linux operating system. One possible solution is to have a computer separate from the Linux cluster running Windows, and have that machine handle all of the optical kernel calls. This may work if the simulation is running on one Linux server, but when the computation is divided to run faster, a bottle neck is created at the optical kernel component. The bottle neck can be alleviated by having a separate cluster of windows machines to handle the optical kernel component of the computation that was the same size as the Linux cluster. The Linux servers sit idle during optical kernel computation, and the Windows machines sit idle during the structural control component of the computation. This is an inefficient use of resources, and requires twice the amount of hardware than running everything on the Linux operating system. Therefore, our solution is to run the entire model on the Linux operating system.
There are several ways to run a Windows program on the Linux operating system. There is a Windows emulator, called wine, that will trap all of the Windows operating system calls that a piece of software sends out, and translate those operating system calls to the appropriate Linux counterpart. Since Windows doesn't release the exact meaning of all of their operating system calls, and sometimes the Linux counterpart to such calls is ambiguous at best, running a Windows program under wine can be error prone. Also, the optical kernel is controlled by the control simulation, which requires a great deal of communication between the two components. Wine is still not developed enough to handle the needs of an integrated model on Linux.
The serial integrated model on Linux is realized with virtual machines. VMWare's flagship product, VMWare, can create a virtual machine inside of Linux. VMWare is a hardware emulator. After the installation of VMWare when you start the virtual machine it opens a virtual machine that has nothing loaded on it. Then, to run the optical kernel, Windows must be installed on this blank virtual machine; this is done the standard way with Windows installation disks. In the VMWare nomenclature Linux is called the "host" operating system and Windows is called the "guest" operating system. During the configuration of the virtual machine an IP address is chosen for the guest operating system. This IP address is used for communicating across the virtual machine layer.
With the control simulation running on the host operating system and the optical kernel running on the guest operating system, the COM protocol is no longer directly usable from MATLAB. Instead, the deformation data is sent to a communication server on Windows, which in turn sends the deformation data to CODE V with the COM standard. On the return trip, the OPD map is sent from CODE V to the communication server on Windows, which sends it back to MATLAB on Linux. The communication protocol used to send the information across the guest/host operating system boundary is XML-RPC. There are several languages that implement the XML-RPC communication standard, and this model is using Perl. The data follows the arrows and are then applied to the optical model of the telescope in CODE V running on the guest operating system, Windows. After the deformations are applied the OPD is returned to MATLAB.
Parallel model on Linux
The foundation to create a parallel model on a Linux cluster is established. There is a serial model on Linux, and now the computation needs to be split and run in parallel. The communication speed disadvantage in the Linux serial model should be recovered once the computation is parallelized. This is the next step for the integrated modeling team.
OPTICAL MODEL
In this section, the optical software requirements to model GSMT, and the optical properties of GSMT are discussed. In addition, a novel technique using sequential ray-tracing to propagate light in a segmented mirror telescope is presented.
The GSMT is nominally a Ritchey-Chretien telescope with the optical properties shown in Table 1 . The primary mirror is filled with 618 hexagonal segments that are 1.33 m in diameter from straight edgeto-straight edge. The segments are hexagons when projected onto the xy plane. The hexagonal segments are nominally arranged in groups of seven. Each raft of seven is supported by a single mechanical support module. There are a total of 91 rafts. Figure 2 is a schematic of the primary. The raft axes are separated by −10.89 degrees from those of the segments. The coordinate system of the telescope is aligned with the rafts.
The concept of the integrated model is to use commercially available software packages that are dynamically linked with MATLAB as "modules" of the integrated model. In this context it is determined that the optical software package used to evaluate the optical performance of the telescope should contain the following capabilities,
• Dynamic inter-software communication link with MATLAB client.
• Efficient evaluation of telescope optical performance using ray tracing.
• Graceful management of the irregular primary boundary.
• Fast ray trace algorithm with minimal overhead.
• User-defined surfaces and custom ray traces that can be constructed from a familiar high level programming language.
Segmented primary mirror model with sequential ray tracing
The segmented primary mirror is a user defined surface written in C and linked to the ray trace software via a DLL. The algorithm generating the user defined surface sets up a rectangular grid with the segment centers falling on the grid points as seen in Figure 5 . The grid size is 0.665m and 0.575m along the x and y directions, respectively. Note that only half of the grid points are segment centers. A similar grid, rotated and scaled, is defined for the raft centers.
The generating algorithm places segments at the potential grid points subject to the requirements that they be: (i) within a specified radius of the mirror center; (ii) not sole members of a supporting raft; and (iii) not inside the central hole. The gap between segments can be modeled by placing a somewhat smaller segment at a given grid point.
An ordinary (sequential) ray tracing algorithm is used to trace rays through the optical model. Nonsequential algorithms for handling the multiple segments are likely to be slower and are unnecessary because the geometry of segments encountered is known a-priori. * * It should be noted that the all the optical software used by NIO provides non-sequential ray-tracing capabilities. Different packages are used for diffraction, stray light and general optical analysis. Figure 5 . A schematic of the algorithm in the DLL used to define the boundaries of each hexagonal segment. An array of rectangles is defined on the centers of the array of hexagons. We note that the skew edges of the hexagons form perpendicular bisectors of the lines joining opposite corners of the rectangles. This suggests a simple criterion for identifying the hexagon intercepted by a ray.
As shown in Figure 5 , the same rectangular grid defining the segments is used to determine the which segments are struck by the rays during the ray trace. The steps in the ray-tracing algorithm are as follows:
• Use the same grid on the primary mirror that was used to generate the mirror. Each rectangle formed by this grid is identified by the (integer) coordinates of the lower left corner.
• Find the rectangle that contains the ray intersection point by dividing the x,y ray coordinates by the x,y rectangle pitches. The integer parts (floor) of the quotients are the x,y indices of the rectangle in the array. There are only two hexagons per rectangle, so the number of possible segments that the ray intersects is reduced from 618 to 2. Note that only half of the rectangle grid points correspond to segment centers.
• Determine which of the two hexagons the ray strikes: Once the rectangle indices are calculated, a test is performed to see which of the two hexagons is intersected. For rectangles whose lower left corner is a hexagon center, a line from the bottom left corner to the top right corner of the rectangle is drawn. See the example of the rectangle whose lower left corner is the point A in Figure 5 . For the other half of the rectangles, a line is drawn from the top left corner to the bottom right corner of the rectangle. The hexagonal boundaries of neighboring segments bisect the lines equally. The hexagon intersected is that whose center is closest to the ray intersection.
• Once the hexagon indices is determined, a table of valid segment centers is consulted to determine whether the ray fell on a glass segment or missed the primary. (In this manner the irregular boundary is computed as well.)
The ray trace is performed using the parent asphere associated with the segmented mirror. The parent mirror is a full sized monolith in coincidence with the segment at the location of the segment.
Introducing geometric perturbations
Once the segments the rays strike are determined, perturbation data from the virtual structural telescope are passed to the virtual optical telescope, in the form of z de-center (piston), x tilt, and y tilt. The rays are then traced in their reflection from the segments. The tilt perturbations are introduced to each segment as a tilt of the parent mirror about its global origin. Tilting about the global origin also results in an inconvenient translation of the segment, as shown in Equation (1) .
The rotation matrix is calculated by applying the matrix product of the rotation matrices associated with x, y, and z tilt sequentially. In order to counteract the translation it is subtracted from the rotated segment position vector. The resulting position vector (x , y , z ) of a given ray due to the perturbation tilts is, 
The position vector (x , y , z ) is in the same frame-of-reference as the rotated parent. Therefore, the sag function that describes the shape of the parent conic is the simple sag function for a general conic. This is the case for every ray traced. Hence, the shape of the surface is defined in its explicit form,
where R B is the base radius of curvature of the conic. The partial differentials of the surface are also calculated. The partial differentials are used by the ray trace kernel to iterate the ray until it encounters the surface.
Perturbations to the secondary mirror are modeled as rigid body movements. Hence, coordinate breaks are inserted before and after the secondary in such a way that tilts and de-centers to the secondary are counteracted to preserve the coordinate system of the virtual optical telescope.
Introducing atmospheric phase perturbations
An important function of the integrated model is to include the effects of atmospheric turbulence. To accomplish this an array of Kolmogorov 14 phase screen data is passed to the ray trace model. The current implementation of the optical module only allows phase screen data to be passed to the virtual optical telescope by file I/O. In CODE V v9.30, this data is passed as an interferometer (INT) ASCII file. The INT file contains a header with information necessary to convert real optical path differences into 16 bit integers. Each frame of the phase screen is read into CODE V sequentially. The results of introducing a ground layer phase screen into the entrance pupil are discussed in Section 6.
Phase screens from multiple-layers can be introduced into the optical model. This is achieved by propagating the phase screens from the given altitude using a Fresnel diffraction Kernel. 15 The phase screens are typically 60-100 m in extent and are propagated distances on the order of 20-30 km. For a wavelength of 1 µm, the propagation has Fresnel numbers on the order of 4.10
4 . For such high Fresnel numbers, the dominant effects of turbulence several kilometers above the telescope are phase perturbations at the telescope entrance pupil and scintillation can be neglected.
STRUCTURAL MODEL
It is customary to introduce three different description tools for a mechanical structure. They represent increasing levels of abstraction. From the integrated modeling standpoint their relationship is what is important, i.e., how the real world can be approximated from the abstract mathematical model.
The nodal representation can be considered as the physical, or real system, although it already has some level of approximation and abstraction through the choice of nodes. The associated multidimensional coordinate system q is defined through the six dimensional physical displacements of nodes (the x, y, and z physical displacements and the rotations about the x, y, and z axes). A nodal model of a structure is characterized by the mass (M), damping (D), and the stiffness (K) matrices, as well as the input (B 0 ) and output (C 0 ) operators (mask matrices).
The real degrees of freedom of the system (q), in general, are not orthogonal. That means the differential equation system of Equation (4) is highly coupled. In contrast, the modal coordinate system is defined through the strengths of structural modes (q m ). Each individual node displacement is the linear combination of these modes, q = Φq m , where Φ contains the mode shapes as columns. The enormous advantage of modal representation is that since the modes constitute an orthonormal basis, it de-couples the system of differential equations.q
A finite element analysis tool, like I-DEAS or NASTRAN, can provide the coefficient matrices of Equation (5) T . This formalism expresses the basic system characteristics, the inputs, the outputs, and the dynamics of the system in a quite compressed and visual way.
Equation (6) clearly shows a core dynamic system with matrix operators facilitating different input/output groups. The bracketed superscript numbers refer to input and output structural node groups, like primary (<1>) and secondary (<2>). Although the input and output operators appear to be the result of matrix multiplication (Φ T B <1> or C <1> Φ), they are actually truncated versions of the mode shape matrix Φ. For each input or output, only the rows corresponding to the coordinates (DoF) participating in the given input or output are kept. The rest of the rows are deleted. So, by identifying DoF groups that can act as input and/or output conduits, Equation (6) can be generalized.
Since the structural modes constitute an orthonormal basis of the possible structural deformations, the number of modes equals to the number of degrees of freedom in the system. Typically, this number is quite high, which makes the integration of Equation (7) tedious. However, an overwhelming majority of the modes have little or no influence on the optical performance of the telescope, and there are well-developed methods to find and keep only the significant ones. Fortunately, the limited temporal bandwidth of the mechanical excitations (wind forces, gravitational and thermal disturbances) provide a way to further reduce the number of dynamic modes included in the structural model. In our current model, all the high frequency modes necessary to describe the segment rigid body motions, but dynamically not excited, are set static. In other words, the segments are considered in the finite element model of the support truss as lumped masses, but those masses are neglected in the dynamics of the individual segments. The segments are connected to the support system by means of three actuators with stiffness of 10 N/µm, facilitating the tip/tilt and piston rigid body motion of the segments.
The segment displacements corresponding to actuator deformations due to forces on the primary mirror are considered as feed through (Du) in the state equations ( Figure 6, Equation 8 ).
6. PRELIMINARY RESULTS
Wind forces on the structure
The structural deformations used for the validation of the integrated model were derived from realistic conditions. The structural model of the telescope was subjected to dynamic wind forces acting on the secondary mirror. The time-dependent vector wind velocity applied is a sample of real wind velocity data obtained in measurements around the secondary mirror of the Southern Gemini telescope. 17 The mean wind speed was about 5 m/s. The drag forces were calculated by assuming a cylinder of 2 meters diameter and height. The primary mirror and the secondary mirror support legs were not exposed to wind to avoid the higher order deformations, which are well corrected by the edge sensor feedback loops.
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In both the optical and structural virtual telescopes, the positive z axis points from the primary to the secondary ( Figure 2) . As a result a negative deformation in the primary mirror creates a longer optical path through the system. Also, since the ray must travel to the segment, and then bounce back again to the secondary mirror, the OPD should be approximately twice the structural deformation. Figure 7 illustrates the results.
Incorporating atmosphere
A ground layer Kolmogorov phase screen is generated using MATLAB. The parameters for the phase screen are, a Fried diameter (r 0 ) of 10 cm, an infinite outer-scale, wavelength of 0.5 µm, and a spatial sampling of 12 cm. The sampling rate of the optical system is set to 20 Hz and the wind velocity is set at 5 m/s along the x direction. Therefore the spatial increment of the phase screen between samples is 0.25 m. The Taylor frozen flow hypothesis is assumed.
14 To shift the phase screen along x, Fourier interpolation is used.
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Figure 8 is a plot of the phase structure function for the Kolmogorov phase screen introduced. The phase structure function has the predicted 5/3 power law behavior when plotted in log log space. Since the size of the phase screen is finite (64m), the structure function deviates from the power law at separations close to the screen size. Figure 9 shows a mesh plot of the atmospheric phase screen before and after being introduced to the optical model. As can be seen the phase screen after being introduced into the optical model, which is evaluated in the exit pupil is identical to the phase screen at the entrance pupil apart from the pupil magnification and the removal of piston error. Figure 10 contains plots of the Kolmogorov phase screen power spectral densities (PSDs) of the second, and third standard Zernikes, which are both components of tilt. Figure 10 also contains plots of the Kolmogorov phase screen PSDs of the fourth, fifth, and sixth standard Zernikes, which are focus and both components of astigmatism. The phase screen PSDs are compared to the Roddier PSD functions. 19 The integrals of both, which are the wavefront variances for those Zernikes, are compared to the Noll variances 20 in Table2. Zernike data are obtained from CODE V Zernike fitting of the OPD maps in the GSMT exit pupil.
The plot and variance results show that the model has accurate fitting to the theory for the first order Zernikes. Whereas the variances for second order Zernikes are nominally three times greater than predicted by the Noll variances. This is because the second order Zernike PSDs generated by the integrated model do not have the roll-off at low temporal frequencies predicted by the Roddier functions. Hence, for the Zernike modes of second order and higher, more accurate sampling at the low frequencies is required. This can be accomplished by generating larger sized phase screens. 
CONCLUSIONS
Our team is in the process of establishing and improving a tool set for ground based telescope modeling. We do not aim for a uniform software package built from scratch for this goal, but rather for an environment allowing the use of several general packages in concert. At this stage of the development we can report a number of noteworthy achievements:
• An algorithm that links the virtual structural and virtual optical telescopes residing in different software packages has been developed.
• An algorithm that generates a description of highly segmented primary mirrors in different programming environments (MATLAB and C) has been developed.
• A custom ray-trace algorithm attached to optical packages capable of accepting C routines has been developed.
• A software environment that allows different operating systems to work together and with communication between them has been developed, which opens up the road to parallelization of the model.
• The interface between Fourier propagated optical fields and ray-traced beams has been tested.
The major advantages of our approach are:
• The huge user community of the leading commercial software tools integrated into the model improves the credibility of the results. It also helps in developing components of the model, because of: (i) the wellknown character of limitations and workarounds of the tools; (ii) the well established customer support and training; and (iii) the sizeable expert base available, and
• The reduced need for model transformation into the high-level simulation environment eliminates extra effort of the project team, and helps to keep the system model in synchrony with the actual detailed design.
• Use of commercial software reduces the cost and development time of the model software.
The price we have to pay for these advantages is the software complexity of the modeling environment; however, integrated models of sophisticated systems, like a Thirty Meter Telescope, tend to grow and become so computationally intensive that they require significant software support even in a uniform environment.
