Abstract-A novel approach for the determination of the complex residual error parameters of a calibrated one-port vector network analyzer (VNA) is proposed. The method is based on a single-reflection measurement employing a high-precision airline terminated by a short. The complex-valued residual directivity and source match are extracted over the entire measured frequency range by applying a sophisticated data analysis scheme utilizing low-pass filtering and linear prediction. By including an additional reflection measurement of the utilized short, the method allows the residual reflection tracking to be evaluated. Based on numerical simulations, advisable settings of method parameters are determined. In addition to the verification of the VNA calibration, the complex residual error parameters can be used for a second-order correction of the measured data. The significant enhancement of accuracy, which can be achieved this way, is demonstrated for standard calibrations by comparing the second-order corrected reflection data with results obtained from the well-established cross-ratio (quarter-wave) method.
I. INTRODUCTION

P
ARTICULARLY with the introduction of electronic calibration units that perform a vector network analyzer (VNA) calibration without any direct relation to mechanical hardware (mechanical calibration kit), the availability of efficient and accurate verification methods has even increased and is of particular importance for precision metrology applications.
For one-port calibrations, the "ripple extraction" scheme applied to the input reflection coefficient of a high-precision airline terminated by a mismatch or short can be regarded as an established method. A corresponding approach is described in guideline EA-10/12 [1] , which provides advice to estimate the magnitude of both the residual directivity and the residual source match. This method has been refined as a "vector ripple" technique in [2] for the determination of the complex-valued residual directivity at discrete frequencies, each of which corresponding to a single ripple of the complex input reflection coefficient of an airline terminated by a matched load instead of an offset load. Another approach [3] determines the three residual error parameters by measuring a well-matched load and a short, both connected directly and via a short-precision airline to the test port. The approach proposed in this paper, which also belongs to the class of "ripple extraction" schemes, has been patented [4] and briefly described recently [5] , [6] . In contrast to the established methods, the proposed approach determines by one single measurement both the residual directivity and the residual source match in magnitude and phase over the entire measured frequency range. The method is based on a reflection measurement employing a high-precision airline terminated by a short, covering a frequency sweep from low frequencies up to the bandwidth limit of the employed coaxial lines. The complex-valued residual directivity and source match are extracted by applying a sophisticated data analysis scheme utilizing low-pass filtering and linear prediction. By performing an additional reflection measurement of the utilized short, estimation of the residual reflection tracking is also possible. Based on numerical simulations, advisable settings of the method parameters controlling the signal processing steps are determined.
In this paper, the proposed approach has experimentally been validated as follows: First, the VNA is calibrated by short-open-load (SOL) measurements using a sliding load (SL) and a broadband load (BL), respectively. The input reflection coefficient of two short-circuited airlines differing only in length has yielded essentially consistent residual error parameters for both calibrations. Second, the significant enhancement of accuracy is demonstrated, which can be achieved by the proposed method for standard SOL calibrations. It is shown that the coincidence with results obtained by the well-established cross-ratio (quarter-wave) method [7] is significantly improved if a second-order correction of the reflection data is carried out using the residual error parameters determined by the proposed approach.
II. COMPLEX RESIDUAL ERROR PARAMETER DETERMINATION
The proposed extraction method is derived from the commonly applied one-port error model (Fig. 1) . The measured 
where δ denotes the residual directivity, τ is the residual reflection tracking, and μ is the residual source match of a calibrated VNA. The reflection coefficients, as well as the error parameters, are complex-valued functions of frequency. Since for a calibrated VNA the residual error parameters are expected to be small, i.e., |δ|, |μ|, |τ | 1 holds over the measured frequency range, (1) can be approximated by
In Fig. 2 , the resulting signal flow graph for the proposed measurement setup using a high-precision airline terminated by a short is depicted. The airline and the short are described by the propagation constant γ = α + jω/v, where v denotes the phase velocity. For the high-precision airline, the attenuation α is assumed to be small compared with the phase shift ω/v. By additionally assuming S 11 = S 22 = 0, the reflection coefficient of the airline terminated by a short is approximated as
with λ = exp(−2αl) describing the weak and slowly frequency-dependent losses of the airline and the short. Accordingly, the length l is estimated as the sum of the length of the airline plus the offset length of the short. Inserting (3) into (2) leads to
where the components of the measured reflection Γ m can be assigned to the residual directivity A, a short-circuit term B, and a source-match term C. Obviously, by utilizing an airline of sufficient length, large linearly frequency-dependent phase shifts −2ωl/v and −4ωl/v are induced, and hence, the three components in (4) distinctly differ in their frequency dependence. While the residual directivity term A is unaffected, the short-circuit term B and the source-match term C are modulated by the one-and two-fold (airline-induced) phase shifts, respectively.
These differing frequency dependences cause the wellknown "ripple" characteristic, as demonstrated in Fig. 3 , showing a typical reflection coefficient |Γ m | of a short-circuited airline (length 300 mm), which is measured by a SOLcalibrated (with BL) VNA. When applying a Fourier transform to the measured data shown in Fig. 3 , the three constituent terms A, B, and C can easily be assigned to the according peaks arising in the time-domain representation of Γ m (Fig. 4) .
The proposed analysis scheme aims for an automatic determination of the time-delayed portions A, B, and C of the measured reflection coefficient Γ m . In Section II-A, the utilized signal processing techniques are described. The sequential evaluation scheme applied to the reflection data is presented in Section II-B, and the choice of advisable parameter settings for the signal processing steps is discussed in Section II-C.
A. Signal Processing Techniques
The extraction scheme relies on the assumption that the residual error parameters δ, μ, and τ are slowly varying functions of ω, as compared with exp(−2jωl/v). Thus, the constituent terms of Γ m in (4) can be determined by successively applied filtering steps. By a preceding appropriate downconversion [e.g., multiplication by exp(2jωl/v)], each filtering step can be realized by a low-pass filter. According to (4) , the peaks in the time-domain representation are expected to be equidistantly separated from each other. Hence, the same low-pass filter can be utilized for all filtering steps.
Low-pass filtering is achieved by applying a hard rectangular filter to the time-domain representation of Γ m . The width of the gating window (i.e., cutoff time) can conveniently be expressed in terms of the time interval separating the peaks in the timedomain representation, given by 2l/v. Thus, the same relative gating width β, resulting in an actual gating width of 2βl/v, can be used for airlines of different lengths. After low-pass filtering, the time-domain data are transformed back into the frequency domain via an inverse Fourier transform, and the according upconversion, if required, is applied to evaluate the desired component of Γ m .
Due to the finite measured frequency range and the usually nonperiodical behavior of the frequency-dependent reflection coefficient, the hard rectangular filter potentially induces artifacts at both ends of the measured frequency range. To suppress these filter artifacts, the data are extrapolated in the frequency domain prior to each filtering step. Extrapolation is applied after downconversion beyond both the lower and upper frequency limits of the measured frequency range. Accordingly, after lowpass filtering, the data values outside the measured frequency range are discarded from the filter output.
Linear prediction [8] is employed for these extrapolation steps. From the measured data at equidistant frequencies ω n , the coefficients a k of an autoregressive (AR) model
of order M (with n representing white noise) are estimated using the Burg algorithm [9] . Extrapolation is then calculated using the AR model (5) . Parameter estimation and extrapolation are independently performed for the real and imaginary parts of the data. For further artifact reduction, a doubling (mirroring) of the data is performed by appending the reversed data sequence. In Fig. 5 , the extrapolation by linear prediction is illustrated using the measured reflection coefficient shown in Fig. 3 .
B. Sequential Evaluation Scheme
First, the dominant short-circuit term B in (4) is estimated. An appropriate downconversion of the reflection coefficient Γ m is obtained by evaluating
By applying the proposed extrapolation and low-pass filtering scheme toΓ m , the first term δ exp(2jωl/v) and the last term μ(1 + τ )λ 2 exp(−2jωl/v) in (6) are removed. Since the attenuation factor λ is usually not known with sufficient precision, the filter output cannot be used for estimating the residual reflection tracking τ . Rather, by an upconversion of the filter output, an estimate of the short-circuited component B is obtained, which is used in the further evaluation scheme.
Having determined the dominant short-circuited component B, next, the component A, i.e., the residual directivity δ, is estimated by low-pass filtering of
using the same evaluation scheme. For the evaluation of the residual source-match term C in (4), an appropriate downconversion is applied by calculating the quotient
where now the first term is removed by extrapolation and low-pass filtering. Note that the applied downconversion by 1/B 2 removes not only the airline-induced phase shift from the second term in (8) but also the unknown attenuation factor λ 2 . Hence, the filter output
can be used to estimate the residual source match μ either by assuming the reflection tracking τ to be zero or by evaluation of τ by means of additional (measurement) data. The residual reflection tracking τ can be estimated by performing an additional reflection measurement Γ 
The model Γ SC a of the short is derived by using its offset length and its offset loss according to the typical calibration kit standard definition.
From (9) and (10), the residual reflection tracking is estimated according to
where A denotes the obtained estimate of δ, and C/B 2 is the estimate according to (9) .
C. Choice of Method Parameters
The performance of the proposed evaluation scheme for the extraction of the residual error parameters depends on the choice of three method parameters: 1) the relative gating width β of the low-pass filter; 2) the order M of the autoregressive model; and 3) the extent ε of the appended extrapolation. The influence of these method parameters on the performance is investigated by means of numerical simulations.
To this end, synthetic measurement data Γ m are generated using the one-port error model (1). The reflection coefficient Γ a is modeled using the already introduced model of the short Γ SC a , in combination with a model that approximates the characteristic impedance of an airline using its dimensional parameters and its conductivity [10] . For the residual error parameters, complex sinusoidally frequency-dependent functions with varying periodicity are utilized. To estimate τ using (11), the measurement Γ SC m of the reflection coefficient of the short is assumed to be identical with its model data Γ SC a during the simulation.
After applying the proposed evaluation scheme to the synthetic reflection data, the resulting estimates (δ,μ,τ ) of the residual error parameters are used for a second-order correction derived from (1), i.e.,
A quantitative error criterion of the method performance is obtained by calculating the root-mean-square (RMS) value of |Γ a − Γ a | over the simulated frequency range.
Not surprisingly, the key parameter of the evaluation scheme turns out to be the relative gating width β used for the low-pass filter steps. From the simulations, a reasonable choice of β = 0.4 is derived. Due to the enhanced resulting width of the gating window, the utilization of long airlines appears to be preferable for the proposed approach.
Compared with the impact of the gating width of the lowpass filter, the utilized extrapolation steps appear to have only a minor influence on the extraction process. Nonetheless, a small yet steady improvement of the method performance can be achieved by using an order of M = 3 for the AR process and by expanding the data sets by about ε = 30% (each side) during the extrapolation steps.
III. RESULTS
In Fig. 6 , the resulting performance of the evaluation scheme, as obtained from the simulations, is depicted. The proposed setting of method parameters, as discussed in Section II-C, was used. The performance is analyzed for residual error parameters with varying relative oscillation frequencies, as indicated on the abscissa. The oscillation frequency of the error parameters is expressed in terms of the dominant carrier frequency defined by the modeled airline of 300-mm length, i.e., the same unit is used as for the relative gating width β of the low-pass filter. A constant oscillation amplitude of 0.03 (−30 dB) was assumed for all error parameters. To illustrate the impact of the extrapolation by linear prediction, the analysis was performed with (•) and without (•) this extrapolation.
As shown in Fig. 6 , the performance of the approach appears to be satisfying for oscillation frequencies of the residual error parameters of up to about 35% of the dominant carrier frequency defined by the airline. Note that the proposed method was derived on the assumption that the residual error parameters are slowly frequency-dependent functions, as compared with this carrier frequency. Hence, the observed behavior underlines the robustness of the approach.
Measurements have been performed with a VNA R&S ZVA-40 in the range 10 MHz to 18 GHz with 1800 data points using N-connectors and 7-mm airlines. First, the proposed method has been applied to reflection data obtained from airlines of different lengths shortly measured one after another using the same SOL calibration (using a nonoptimal BL instead of an SL) of the VNA. A comparison of the extracted residual error parameters shows close agreement in both magnitude [ Fig. 7(a)-(c) ] and phase [ Fig. 7(d)-(f) ] for the two different airline lengths. It should be emphasized that for both data sets, as well as for all other measurement results presented in this paper, identical method parameters, as discussed in Section II-C, were used for the extraction of the residual error parameters. The observed consistency underlines the robustness of the proposed technique.
Using the complex residual error parameters shown in Fig. 7 , the input reflection Γ a of the 300-mm airline has been estimated by a second-order correction according to (12). Obviously, as shown in Fig. 8 , the "ripples" vanish, and the return loss is in agreement with theoretical results, taking into account airline losses due to the skin effect.
To assess the accuracy enhancement achieved by performing a second-order correction using the estimates of the residual error parameters, the corrected reflection data were compared with measurement results obtained by the traceable crossratio (quarter-wave) method [7] . The cross-ratio results were obtained by employing high-precision airlines of 7-mm di- ameter with 150-and 300-mm lengths. First, a mismatch (Rosenberger S150-060 S3, VSWR = 1.2) was measured using a SOL-calibrated (BL) VNA. The residual error parameters of the VNA were extracted from a 300-mm airline reflection measurement (cf. Fig. 7) . In Fig. 9 , the reflection coefficient of the mismatch Γ m and the second-order corrected reflection coefficient Γ a resulting from (12) are depicted, together with the values obtained by the cross-ratio method, which is denoted by Γ CR . Note that the cross-ratio method, acting here as a reference technique, provides reflection data only at 54 discrete frequency points defined by the utilized airline length [7] . While the uncorrected reflection values exhibit clearly visible deviations from the cross-ratio data, as can be expected for a low-grade SOL (BL) calibration, the second-order corrected reflection data are well within the uncertainty range of the cross-ratio method.
In Fig. 10 , the differences of the uncorrected and corrected reflection values with respect to the reflection values obtained by the cross-ratio method are depicted. The magnitudes of the vector difference [ Fig. 10(a) ] and the difference of the phase values [ Fig. 10(b) ] have been calculated at the discrete frequency points given by the cross-ratio method. As can be seen, the application of the second-order correction substantially reduces the observed differences for both magnitude and phase.
In Fig. 11 , the result of a similar analysis applied to a SOLcalibrated (SL) VNA using the same mismatch (Rosenberger S150-060 S3, VSWR = 1.2) is shown. The corresponding residual error parameters (not shown here) were again determined from the reflection coefficient of a short-circuited 300-mm airline and a reflection measurement of the short itself. As expected, the deviations of the uncorrected reflection values from the corresponding cross-ratio data are notably smaller in comparison with the BL calibration. Nonetheless, also in this case, a slight accuracy improvement can be observed after applying the second-order correction. This improvement is particularly discernible in the lower frequency range up to about 7 GHz [cf. Fig. 11(a) ].
To quantify the improvement achieved by the second-order correction, the RMS values of the magnitudes of the vector differences to the cross-ratio reflection data Γ CR were evaluated over the 54 measured frequency points given by the cross-ratio method. The RMS values were calculated without Table I , together with RMS deviation values evaluated from reflection measurements of three additional DUTs (matched loads denoted by R&S-04, R&S-07, and SW-02, each showing increasing reflection at higher frequencies).
As expected, for all DUTs, the SOL BL calibration yields significantly larger deviations compared with the SOL SL calibration. However, after applying the second-order correction to the reflection data of each DUT, as well as to both calibration schemes, a pronounced decrease of the RMS deviation values is observed. Moreover, independently of the preceding VNA calibration, in each case, a very similar RMS deviation value of about 0.001 (−60 dB) is achieved after a second-order correction.
A closer look shows that the two sets of second-order corrected reflection values, as obtained from the two utilized calibration schemes (BL and SL SOL), are even more consistent, as is expected from their small deviations from the cross-ratio results. In fact, for the magnitude of the vector difference of the two sets of second-order corrected reflection data, RMS values of about 0.00028 (−71 dB) were obtained for all four DUTs. This observed high reproducibility of the second-order corrected reflection values again underlines the stability of the proposed approach with respect to the preceding VNA calibration.
The accuracy improvements presented in this paper demonstrate that the proposed method for the determination of the residual error parameters constitutes a promising tool for the evaluation of reflection measurements. Future work should address a thorough uncertainty analysis of the approach, which would allow for a better quantification of the achievable measurement accuracy. Such an analysis should cover the potential influences due to the approximations made in the approach, particularly with respect to the length of the utilized airline or the width of the recorded frequency sweep, as well as the variability originating from imperfections of the utilized devices.
IV. CONCLUSION
In this paper, it has been shown that the complex residual error parameters of a calibrated VNA can be determined with the help of an appropriate signal processing technique. Based on a reflection measurement of an airline terminated by a short and a reflection measurement of the short itself, the proposed method allows the estimation of the complex-valued residual system error parameters in a robust way over the entire measured frequency range.
In comparison with the measurement of verification kit standards, the determination of all complex-valued error box parameters enables a direct validity checkup of the VNA calibration, which is performed by either a conventional or an electronic calibration kit.
By using the estimates of the residual error parameters for a second-order correction applied to the reflection data recorded by a calibrated VNA, a substantial improvement of measurement accuracy is achieved. This improvement is demonstrated by a comparison with the corresponding reflection data obtained by the well-established cross-ratio technique. Afterward, second-order correction deviations from the cross-ratio results of about −60 dB are observed, which is well within the uncertainty limit of the cross-ratio technique. Future work should address a thorough uncertainty analysis of the proposed approach.
In conclusion, it has been shown that, by combining wellestablished high-precision airline reflection measurements with a sophisticated data analyzing scheme, a significant improvement of VNA measurement accuracy can be achieved.
