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ESTIMATING THE DENSITY OF A SET OF PRIMES WITH
APPLICATIONS TO GROUP THEORY
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Technical University of Munich
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University of Bonn
Abstract. We estimate the asymptotic density of the set A of primes p satisfying the
constraint that p+ 1 and p− 1 have only one prime divisor larger than 3. We also estimate
the density of a maximal subset B ⊂ A such that for p1, p2 ∈ B no common prime divisor of
p1(p1 + 1)(p1 − 1) and p2(p2 + 1)(p2 − 1) is larger than 3. Assuming a generalized Hardy–
Littlewood conjecture, we prove that for both A and B the number of elements lesser than
x is asymptotically equal to a constant times x/(log x)3.
Notation. We consider 0 6∈ N. In the bounds of a sum or a product, p always denotes a
prime. (a, b) without any function name is the greatest common divisor of a and b. For a
set S ⊂ N0 and x ∈ R we define S≤x = {n ∈ S : n ≤ x}. log denotes the natural logarithm
(unless subscripted with another base).
We write f(x) ≪ g(x) with the same meaning as f(x) = O(g(x)) and subscript the O or
the ≪ with the quantities on which the implicit constants depend (no subscript means the
implicit constant is absolute). Finally, f(x) ∼ g(x) means that limx→∞ f(x)/g(x) = 1 or
equivalently f(x) = g(x) + o(g(x)).
1. Introduction
The authors of [ADPS18] work on bounding the number of vertices V (G) of the character
degree graph1 (or simply degree graph) of a finite group G in terms of its clique number1 ω(G).
In [ADPS18, Theorem A] they prove the bound |V (G)| ≤ 3ω(G) − 4 for ω(G) ≥ 5 and
conjecture that it can be attained for every value of ω(G).
In order to provide such a G for all ω(G) ≥ 5, they choose a suitable set of primes Π =
{p1, . . . , pn} and construct GΠ = PSL(2,Fp1) × . . . × PSL(2,Fpn).
This group satisfies ω(GΠ) = n+2 and |V (GΠ)| = 3n+2. Therefore it provides the desired
equality for ω(G) ≤ N + 2 where N is the cardinality of a maximal suitable set of primes.
E-mail addresses: carlos.esparza@tum.de, lukas.gehring@uni-bonn.de.
Date: October 19, 2018.
2010 Mathematics Subject Classification. 11N05 .
1 The definition can be found in [ADPS18] but it will not be relevant for this paper.
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We now specify which sets of primes are suitable. To this end, let
A = {p prime : p ≡ 2 (mod 3), ∃α, β, γ, µ, ν, q, r ∈ N :
p+ 1 = 2α3βqµ, p− 1 = 2γrν , q, r primes with (6, qr) = 1} , (1.1)
so A is the set of all primes p such that a p+ 1 and p− 1 have only one prime divisor larger
than 3. Further set B to be a maximal subset of A such that ∀p1, p2 ∈ B with p1 6= p2 the
only common divisors of p1(p1 + 1)(p1 − 1) and p2(p2 + 1)(p2 − 1) are products of powers of
2 and powers of 3. A suitable set of primes Π is a finite subset of B.
Assuming the infinitude of B the authors of [ADPS18] therefore come to the conclusion
that their upper bound on V (GΠ) is optimal.
In this paper we will achieve some estimates about the sets A and B using a generalized
form of the Hardy-Littlewood conjecture (Conjecture 1), which will be presented in Section 4.
It is a special case of the generalized Hardy-Littlewood conjecture used in [GT10], except for
the fact that we impose some additional hypotheses concerning the uniformity of the error
term. In fact, we will not only deal with the topic of infinitude but will also evaluate the
density of those sets in the natural numbers. We also give some unconditional upper bound
on this density based on the work of [HR74]. Therefore this paper can be seen as the number
theoretical contribution to the work in [ADPS18].
Acknowledgement. This paper was written in September 2018, when both authors were
interns at the Max Planck Institute for Mathematics in Bonn. We want to thank the Institute
for the opportunity to do this internship and Pieter Moree and Efthymios Sofos for providing
the problem treated in this paper. We especially thank Efthymios for his support and guidance
during the internship.
2. Main results
We first derive a formula for the density of primes in A using the generalized Hardy–
Littlewood conjecture
Theorem 2.1. Assuming Conjecture 1 we have
|A≤x| ∼ SA
2
x
(log x)3
, (2.1)
where SA = 9
∏
p≥5
(
1− 3p
)(
1− 1p
)−3 ≈ 5.71649719. . . .
We also prove an unconditional upper bound, using the same value of SA:
Theorem 2.2. In the situation of Theorem 2.1 we have, without assuming any conjectures
lim sup
x→∞
∣∣A≤x∣∣
x/(log x)3
≤ 24SA .
Finally, we give an estimate on the density of the set B:
Theorem 2.3. Assuming Theorem 2.1 we have∣∣B≤x∣∣ ∼ ∣∣A≤x∣∣ ∼ SA
2
x
(log x)3
.
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3. Elementary reductions
We will not deal with A and B directly here. Instead we define two slightly modified sets
A and B and will prove in Lemma 4.10 that the theorems about A and B presented in 2 also
hold for A and B.
The important result of this section will be Lemma 3.5, which tells us that the Hardy–
Littlewood conjecture is applicable to the sets Aα,β,γ .
Definition 3.1. Let
A = {p prime : p ≡ 2 (mod 3), ∃α, β, γ, q, r ∈ N :
p+ 1 = 2α3βq, p− 1 = 2γr, q, r primes with (6, qr) = 1} . (3.1)
and set B to be a maximal subset of A such that ∀p1, p2 ∈ B with p1 6= p2 the only common
divisors of p1(p1 − 1)(p1 + 1) and p2(p2 − 1)(p2 + 1) are products of powers of 2 and powers
of 3.
For α, β, γ ∈ N, x ∈ R≥1 we set
Aα,β,γ≤x = {p ∈ A≤x : ∃q, r ∈ N :
p+ 1 = 2α3βq, p− 1 = 2γr, q, r primes with (6, qr) = 1} .
Lemma 3.2. If Aα,β,γ is not empty then
β ≥ 1, min(α, γ) = 1, max(α, γ) ≥ 2. (3.2)
Proof. Let p ∈ Aα,β,γ y p ≡ 2 (mod 3) we get 3 | p + 1, thus β ≥ 1. Furthermore p is odd
(because 2 /∈ A), so p − 1 and p + 1 are two consecutive even numbers. Therefore both are
divisible by 2, but exactly one of them is divisible by 4. This yields the desired min(α, γ) = 1,
max(α, γ) ≥ 2. 
Lemma 3.2 gives us two kinds of primes in A which we will mostly consider separately.
The calculations are similar in both cases α = 1 and γ = 1, so we skip some of them for one
of the cases.
The properties of the primes in A give us some relations between p and the corresponding
big prime divisors q of p+ 1 and r of p− 1, respectively.
Lemma 3.3. If γ = 1 and p ∈ A, then p is of the form
p = 2α3βn− 1
for some n ∈ N0.The corresponding q and r in Eq. (3.1) are then given by
q = n,
r = 2α−13βn− 1 .
Proof. By p+ 1 = 2α3βq we immediately get the desired n by setting n = q. The given form
for r results from
r =
p− 1
2
=
2α3βn− 2
2
= 2α−13βn− 1 .

In the case γ = 1, these linear functions will from now on be denoted by p(n), q(n), r(n).
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Lemma 3.4. Assume that β, γ ∈ Z satisfy β ≥ 1, γ ≥ 2. Then the system of congruences
s ≡ −1 (mod 3β) ,
s ≡ 1 (mod 2γ)
has a unique solution k ∈ Z with 0 < k < 3β2γ .
If α = 1 and p ∈ A, then p is of the form
p = 3β2γn+ k
for some n ∈ N0.
The corresponding q and r in Eq. (3.1) are then given by
q = 2γ−1n+
k + 1
2 · 3β ,
r = 3βn+
k − 1
2γ
.
Furthermore, k+1
2·3β is an odd integer and
k−1
2γ is an integer not divisible by 3.
Proof. We know p = 2 · 3βq − 1 = 2γr + 1. Thus we get
p ≡ −1 (mod 2 · 3β) ,
p ≡ 1 (mod 2γ) .
But as γ ≥ 2, p ≡ 1 (mod 2γ) implies p ≡ −1 (mod 2). By the Chinese Remainder Theorem,
p ≡ −1 (mod 2) and p ≡ −1 (mod 3β) yield p ≡ −1 (mod 2 · 3β), so we can simplify the
first of the two given congruences for p and replace it by p ≡ −1 (mod 3β). Now the two
moduli are coprime, so we can use the Chinese Remainder Theorem again. Therefore we get
the desired unique k and the given form of p.
The given forms for q and r result from:
q =
p+ 1
2 · 3β =
3β2γn+ k + 1
2 · 3β = 2
γ−1n+
k + 1
2 · 3β ,
r =
p− 1
2γ
=
3β2γn+ k − 1
2γ
= 3βn+
k − 1
2γ
.
As k fulfills
k ≡ −1 (mod 3β) ,
k ≡ 1 (mod 2γ) ,
both of k+1
2·3β and
k−1
2γ are integers. By Lemma 3.2 we get β ≥ 1 and γ ≥ 2, thus 3 | k + 1 and
4 | k− 1. But this yields 3 ∤ k− 1 and 4 ∤ k+1, so k−12γ can not be divisible by 3 and k+12·3β can
not be divisible by 2. 
In the case α = 1, these linear functions will from now on be denoted by p(n), q(n), r(n).
Lemma 3.5. In the situation of both Lemma 3.3 and 3.4 the linear functions p(n), q(n), r(n)
describing p, q, r are irreducible and primitive polynomials (i. e. of the form an+b with (a, b) =
1). For all odd primes ℓ, there is no n ∈ N0 such that more than one of p(n), q(n), r(n) is
divisible by ℓ.
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Proof. Primitivity is obvious in the situation of Lemma 3.3 and follows immediately from the
remarks on k+1
2·3β and
k−1
2γ in the situation of Lemma 3.4. Since they are linear primitivity
implies irreducibility.
By Lemmas 3.3 and 3.4, there exist c1, c2 ∈ N0 such that c1q(n)− 1 = p(n) = c2r(n) + 1.
This means that if l | p(n) and ℓ | q(n) or ℓ | r(n) then also ℓ | 1 (because p(n) and q(n) or
p(n) and r(n), respectively, have multiples which differ by 1) which is a contradiction. The
same argument yields (q(n), r(n)) ≥ 2.
Thus there can not be any odd prime number dividing more than one of p(n), q(n), r(n).
In fact, we can even get (q(n), r(n)) = 1 as in both Lemmas 3.3 and 3.4 one polynomial out
of q and r has only odd values. 
4. Analytic estimates
In this section we will first present and give evidence for the generalized Hardy–Littlewood
conjecture and then move on to prove Theorems 2.1, 2.2 and 2.3 for A and B instead of A
and B. Finally we will show in Lemma 4.10 that the estimates from these theorems also hold
for A and B.
We now want to estimate the density of A in N using Conjecture 1. First we need to define
a value S appearing in the conjecture.
Definition 4.1. Let R ∈ N and ai, bi ∈ Z for 1 ≤ i ≤ R with (ai, bi) = 1. The Hardy–
Littlewood singular series S corresponding to the ai, bi is defined as
S =
∏
p prime
(
1− ρ(p)
p
)(
1− 1
p
)−R
, (4.1)
where we write ρ(p) for the number of solutions of
∏R
i=1(ain+ bi) = 0 for n ∈ Z/pZ.
Conjecture 1 (Generalized Hardy–Littlewood conjecture). Fix R ∈ N and C > 0. Let
ai, bi ∈ Z with (ai, bi) = 1, ai > 0 for 1 ≤ i ≤ R. If the product for S in Eq. (4.1) converges2,
we conjecture that
|{n ≤ x : ∀i : ain+ bi prime}| = (1 + oR,C(1))S x
(log x)R
+ oR,C
(
x
(log x)R
)
for x satisfying (log x)C ≥ |ai|, |bi| for 1 ≤ i ≤ R.
Remark 4.2. If S = OR,C(1) holds in Conjecture 1 (as will be our case), we can absorb the
first error term in the second one.
This conjecture is a quantitative generalization of the well-known k-tuples conjecture (due
to Hardy and Littlewood, [HL23]), which is precisely the special case ai = 1.
Conjecture 1 is in turn almost a special case (d = 1) of the generalized Hardy–Littlewood
conjecture presented by Green and Tao in [GT10]. The difference is that we expect a certain
uniformity of the error term. Specifically we conjecture that the error term does not depend
on the specific ai and bi as long as (log x)
A ≥ |ai|, |bi|. This is done in analogy to the Siegel–
Walfisz theorem, which is (except differing error terms) equivalent to the R = 1 case of the
conjecture.
It is also worthy to note that the conjecture is in perfect accordance with the heuristic
Crame´r-model which asserts that the “probability” of a number n being prime is
∏
p≤n 1/p ∼
2In particular this implies ai 6= aj or bi 6= bj for i 6= j.
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1/ log(n). The singular series is then introduced as a correction factor accounting for the fact
that the probability of different numbers with certain gaps being prime is not “independent”.
Lemma 4.3. For all choices of α, β, γ satisfying the conditions (3.2) the singular series SA
corresponding to the linear functions p(n), q(n), r(n) is the same.
Proof. As R = 3 for all these choices, we just need to show that ρ(p) is independent from
α, β, γ for all primes p.
For p ∈ {2, 3} we notice that for all choices of α, β, γ satisfying (3.2), two of the three
polynomials are never divisible by p, while the third one gives us exactly one solution of∏R
i=1(ain+ bi) = 0 modulo p. Thus ρ(2) = ρ(3) = 1.
For p ≥ 5 we find (p, ai) = 1 for i = 1, 2, 3 and all allowed choices of α, β, γ. By Bezout’s
identity, each of the polynomials yields us exactly one solution of
∏3
i=1(ain+bi) = 0 modulo p.
But by Lemma 3.5, these have to be pairwise distinct. Thus ρ(p) = 3. 
This allows us to calculate the singular series
SA =
1− 12(
1− 12
)3 · 1− 13(
1− 13
)3 ∏
p≥5 prime
(
1− 3
p
)(
1− 1
p
)−3
= 9
∏
p≥5 prime
(
1− 3
p
)(
1− 1
p
)−3
≈ 5.71649719. . . .
The convergence of the product is guaranteed because the sum over (1− 3/p) (1−1/p)−3−1 =
(1− 3p)(p − 1)−3 converges.
We first prove the statement analogous to Theorem 2.1
Theorem 4.4. Assuming Conjecture 1 we have
|A≤x| ∼ SA
2
x
(log x)3
, (4.2)
Proof. By Lemma 3.2, we have
|A≤x| =
∑
β≥1,γ≥2
A1,β,γ≤x +
∑
α≥2,β≥1
Aα,β,1≤x .
We start with the sum for α = 1. In this case all values of p are of the form p(n) = 3β2γn+ k
with n ∈ N0 and 0 ≤ k < 3β2γ . For p ∈ A we must also have q(n) = 2γ−1n + k+12·3β , r(n) =
3βn+ k−12γ prime.
We set y = (log x)6 and split the sum into two parts (The lower bound for β and γ is
implicit in all sums):
∑
β≥1,γ≥2
A1,β,γ≤x =
∑
3β2γ≤y
A1,β,γ≤x +
∑
y<3β2γ≤x
A1,β,γ≤x (4.3)
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We bound the second sum trivially by
∑
y<3β2γ≤x
A1,β,γ≤x =
∑
y<3β2γ≤x
∣∣∣∣
{
0 ≤ n ≤ x− k
3β2γ
: p(n), q(n), r(n) prime
}∣∣∣∣
≤
∑
y<3β2γ≤x
(
x− k
3β2γ
+ 1
)
≤ log2(x) log3(x)
(
x
y
+ 1
)
≪ x
(log x)4
.
For the first sum in Eq. (4.3) we have
3β2γ ≤ (log x)6 ≤ (log(x− (log x)6)− 6 log log x)7
≤
(
log
x− k
3β2γ
)7
for x large enough, allowing us (together with Lemma 3.5) to invoke the generalized Hardy–
Littlewood-Conjecture (Conjecture 1) for C = 7:
∑
3β2γ≤y
A1,β,γ≤x =
∑
3β2γ≤y
(
SA
x− k
3β2γ
1(
log x−k
3β2γ
)3 + o
(
x− k
3β2γ
1(
log x−k
3β2γ
)3
))
(4.4)
= SA
x
(log x)3
∑
3β2γ≤y
1
3β2γ
+ o
(
x
(log x)3
)
For the summation of the main term we used
x
(log x)3
∼ x
(log(x− (log x)6)− 6 log log x)3 ≥
x− k(
log x−k
3β2γ
)3 ≥ x(log x)3 − (log x)6 ∼ x(log x)3 .
We can sum all the error terms because the implied constants are absolute (i. e. independent
of β and γ) and furthermore
o
(
x− k(
log x−k
3β2γ
)3
)
= o
(
x
(log x)3
)
.
Note that
∑
β≥1,γ≥2 3
−β2−γ = 14 <∞.
It is obvious that the same argument (replacing γ by α) also works for
∑
α≥2,β≥1A
α,β,1
≤x
(since the polynomial for p has leading coefficient 2α3β instead of 3β2γ). Putting all together,
we get
|A≤x| = 2SA x
(log x)3
∑
β≥1,σ≥2
3β2σ≤y
1
3β2σ
+ o
(
x
(log x)3
)
. (4.5)
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Taking a closer look at the sum in the last equation, we notice that
1
4
≥
∑
3β2σ≤y
1
2σ3β
≥
∑
3β , 2σ≤√y
1
2σ3β
=

∑
β≥1
1
3β
+O
(
1√
y
)

∑
σ≥2
1
3β
+O
(
1√
y
)
=
1
4
+O
(
1
(log x)5/2
)
,
which yield the claim when plugged into Eq. (4.5). 
Halberstam and Richert [HR74] unconditionally prove an upper bound for the quantity of
interest in Conjecture 1:
Theorem 4.5 ([HR74], Theorem 5.7). In the Situation of Conjecture 1 (although we no
longer need that (ai, bi) = 1) set
E =
R∏
i=1
ai ·
∏
1≤r<s≤R
(arbs − asbr) .
If E 6= 0 we have
|{n ≤ x : ∀i : ain+ bi prime}| ≤ 2RR!S x
(log x)R
+OR
(
x
log log 3x+ log log 3|E|
(log x)R+1
)
, (4.6)
where S is the singular series given in Definition 4.1.
Remark 4.6. Note that if Inequality 4.6 did not have the additional constant 2RR! and were
an equality this would imply Conjecture 1. This is due to the fact that the log log 3 |E| is
negligible in the error term given the hypotheses of the conjecture (we could even replace
log log 3|E| by the logarithm of some polynomial in ai, bi), so basically the error term of
Theorem 4.5 would be “good enough” for Conjecture 1. Since both the theorem and the
conjecture deal with the same quantity, this provides some more evidence in favor of the error
term in Conjecture 1.
This allows us to prove the unconditional version of Theorem 4.4 with a weakened upper
bound which is the result analogous to Theorem 2.2.
Theorem 4.7. In the situation of Theorem 4.4 we have, without assuming any conjectures
lim sup
x→∞
|A≤x|
x/(log x)3
≤ 24SA .
Proof. We only have to modify how we proceed at Eq. (4.4) in the proof of Theorem 2.1.
Using the shorthand ξ = x−k
3β2γ
we get from Theorem 4.5 that
∑
3β2γ≤y
A1,β,γ≤x ≤
∑
3β2γ≤y
(
48SA
x− k
3β2γ
1
(log ξ)3
+
1
3β2γ
OR
(
(x− k) log log 3ξ + log log 3|E|
(log ξ)4
))
.
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From the definition of E it follows that |E| ≤ 8(3β2γ)9 ≤ 8y9 ≪ x so we can neglect it in the
error term. And since we have (log log ξ)/(log ξ)4 ≪ (log log x)/(log x)4 for 3β2α ≤ y, we get
∑
3β2γ≤y
A1,β,γ≤x ≤ 48SA
x
(log x)3
∑
3β2γ≤y
1
3β2γ
+O
(
log log x
(log x)4
)
.
Thus we have the same result as before, just with 48SA instead of SA and an (asymptotic)
inequality instead of an (asymptotic) equality (and with a better error term). Proceeding as
in Theorem 2.1 therefore gives us the desired result. 
We now move on and consider the density of the set B, proving a result analogous to
Theorem 2.3.
Theorem 4.8. Assuming Theorem 4.4 we have
∣∣B≤x∣∣ ∼ ∣∣A≤x∣∣ ∼ SA
2
x
(log x)3
.
Remark 4.9. Our proof shows that |B≤x| ∼ |A≤x| as long as |A≤x| ∼ Kx/(log x)3, even if
K is not the constant predicted by Conjecture 1.
Proof. We show that (A \ B)≤x = o
(
x/(log x)3
)
. For p, p′ ∈ A let r, q,r′, q′ denote the
corresponding primes from the definition of A in Eq. (3.1). Setting
S =
{
p ∈ A : ∃p′ ∈ A>p, r = r′ ∨ q = r′ ∨ p = r′ ∨ r = q′ ∨ q = q′ ∨ p = q′
}
, (4.7)
we are guaranteed to have A \ B ⊆ S (we only have to look at these six cases in Eq. (4.7)
because p′ > p > r, q).
In order to bound the size of S we take a look at
1S = {p ∈ A : ∃α′, β′ ∈ N : p′ = 2α′3β′r − 1 prime}
2S = {p ∈ A : ∃α′, β′ ∈ N : p′ = 2α′3β′q − 1 prime}
3S = {p ∈ A : ∃α′, β′ ∈ N : p′ = 2α′3β′p− 1 prime}
4S = {p ∈ A : ∃γ′ ∈ N : p′ = 2γ′r + 1 prime}
5S = {p ∈ A : ∃γ′ ∈ N : p′ = 2γ′q + 1 prime}
6S = {p ∈ A : ∃γ′ ∈ N : p′ = 2γ′p+ 1 prime} .
Again, we allow superscripts like 1Sα,β,γ;α
′,β′ or 4Sα,β,γ;γ
′
to let p range over Aα,β,γ and to
specify choice of α′, β′ or a choice of γ′ in Eq. (4.7). For conciseness we may write this as iSµ,
having set µ = (α, β, γ;α′ , β′) or respectively µ = (α, β, γ; γ′).
Obviously we have the bound |S≤x| ≤
∑6
i=1
∣∣iS≤x∣∣.
For i = 1, . . . , 6 we now want to look at iS. In Lemma 3.3 and Lemma 3.4, for fixed α, β, γ
satisfying the conditions (3.2), we expressed p, q, r as linear integer polynomials in a variable
n. Therefore p′ can also be expressed as a linear integer polynomial f (whose coefficients
depend on α, β, γ and, depending on i, on α′, β′ or on γ′) in n. One easily sees that the
leading coefficient of f only has prime factors 2 and 3 and that its constant coefficient is
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Now fix α, β, γ such that they satisfy the conditions (3.2) and also fix (α′, β′) or γ′ and
denote the corresponding tuple by µ. We set
T =
∏
{g,h}⊂{p,q,r,f}
g 6=h
res(g, h) ,
where res denotes the resultant of two polynomials. Since no two of the polynomials p, q, r
are equal up to sign, T is zero if and only if any of res(f, p), res(f, q) or res(f, r) is zero. This
is equivalent to f being an integer multiple of p, q or r. Therefore T = 0 implies iSµ = ∅,
since for any n ∈ N0 either p′ = f(n) is not strictly larger than p(n) or is composite.
Now assume T 6= 0. In order to apply Theorem 4.5 to iS we set R = 4 and look at the linear
functions {p, q, r, f}. If for a prime ℓ ≥ 5 we have ℓ ∤ T then p, q, r, f have 4 distinct zeros
modulo ℓ (because all leading coefficients are coprime to ℓ), so ρ{p,q,r,f}(l) = 4. Together with
the inequality 1−R/p ≤ (1− 1/p)R this allows us to give an estimate for the corresponding
singular series:
S{p,q,r,f} =
∏
ℓ prime
1− ρ{p,q,r,f}(l)/p
(1− 1/p)4
≤ 1
(1− 1/2)4
1
(1− 1/3)4
∏
ℓ prime
ℓ∤T
1− 4/p
(1− 1/p)4
∏
ℓ prime
ℓ|T
1− 1/p
(1− 1/p)4
≪
(
T
ϕ(T )
)3
≪ (log log T )3 ,
where ϕ denotes the Euler totient function and we use the estimate ϕ(n)≫ n/ log log n from
[Ten95, , Theorem 5.6].
In a similar fashion to the proof of Theorem 2.1 we now proceed to sum over all exponents
α, β, γ satisfying (3.2) and over α′, β′ (for i = 1, 2, 3) or over γ′ (for i = 4, 5, 6). We denote by
M the largest (leading) coefficient in the polynomials p, q, r, f and by k the constant coefficient
of the according polynomial (M is supposed to depend on the exponents α, β, . . . over which
we are going to sum).
We have the bounds M ≥ 2α3β or M ≥ 3β2γ , depending on which case we have in (3.2)
and M ≥ 2α′3β′ or M ≥ 2γ′ , depending on i.
For a given x we set y = (log x)8 and write
∑∗ for a sum over all α, β, γ satisfying (3.2)
and over α′, β′ or γ′. We have∑∗ iSµ≤x = ∑∗
M≤y
iSµ≤x +
∑∗
y<M≤x
iSµ≤x .
Both sums range over either (α, β) or (β, γ) as well as over (α′, β′) or over γ′. Using our bounds
for M we can therefore deduce that the second sum has at most (log2 x)
2(log3 x)
2 ≪ (log x)4
summands while the first sum has at most (log2 y)
2(log3 y)
2 ≪ (log log x)4.
Again, we begin with the second sum:
∑∗
y<M≤x
iSµ≤x ≤
∑∗
y≤M≤x
( x
M
+ 1
)
≤ (log x)4
(
x
y
+ 1
)
≪ x
(log x)4
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In the first sum we can bound the summands with T = 0 by any positive number. With
this in mind we apply Theorem 4.53 to get
∑∗
M≤y
iSµ≤x ≤
∑∗
M≤y
(
244!S{p,q,r,f}
x
M(log ξ)4
+O
(
ξ
log log(3ξ) + log log(3 |E|)
(log ξ)5
))
.
Since |E| ≤M4 (2M2)6 ≪ (log x)128 we can neglect its contribution to the error term. As ξ ≤
x and there are only O
(
(log log x)4
)
summands, the sum of all error terms is O
(
x/(log x)4
)
.
Using the bound for the singular series together with T ≤ (2M2)6 ≪ x on the main terms
therefore gives us
∑∗
M≤y
iSµ≤x ≪
x(log log x)3
(log x)4
∑∗
M≤y
1 +O
(
x
(log x)4
)
≪ x(log log x)
7
(log x)4
.
Here again we have log ξ ∼ log x because of
x ≥ ξ ≥ (x− (log x)8) /(log x)8 ∼ x .
Having a bound of o
(
x/(log x)3
)
for every iS≤x separately, we get such a bound for S≤x,
which proves the claim. 
As announced in Section 2 we finally show that all our main results can be applied to A
and B
Lemma 4.10. The asymptotic estimates from Theorem 4.4, Theorem 4.7 and Theorem 4.8
also hold for A and B, respectively.
This proves Theorems 2.1, 2.2 and 2.3
Proof. First note that the maximality of B implies B \B ⊂ A \ A. We now prove the claim
by showing that |(A\A)≤x| = o
(
x/(log x)3
)
. Since all our density estimates were of the order
x/(log x)3 this is enough to prove our claim.
According to the definition of A in Eq. (1.1), to every p ∈ A \ A correspond two primes
p, r and two exponents µ, ν ∈ N. The number of p ∈ (A \ A)≤x with µ ≥ 2 are limited by√
x log2(x) log3(x) while the number of p with ν ≥ 2 is limited by
√
x log2(x). So |(A\A)≤x| =
O
(√
x(log x)2
)
, which yields the claim.

Appendix A. Empirical data
We calculated A≤x for x = 25 ·1012. Some results are displayed in Table A.1. In addition to
x/(log x)3 we also compare |A≤x| to Li3(x) =
∫∞
2
dx
(log x)3 which is asymptotically equivalent
to x/(log x)3, but expected to produce better approximations for “small” numbers. It seems
plausible the limit of the ratios isSA/2 ≈ 2.86. However, due to the slow speed of convergence,
this data alone does not allow to make any useful predictions about the limit of any of the
the ratios.
3E = 0 ⇐⇒ T = 0, hence we only need to apply the theorem in the cases where E 6= 0
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x |A≤x| |A≤x|x/(log x)3
|A≤x|
Li3(x)
104 114 334.70 4.70
106 2192 64.40 4.33
108 74531 21.90 3.84
1010 3393108 9.96 3.57
1012 183047288 5.37 3.42
25 ·1012 3174617502 3.73 3.35
Table A.1. Values of A≤x compared to the predicted approximations.
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