Abstract-In this paper we study performance limitation issues found in linear multivariable feedback systems. Our main contributions include Bode and Poisson type integral inequalities and performance limits for the sensitivity and complementary sensitivity functions. These results characterize and quantify explicitly how open-loop unstable poles and nonminimum phase zeros may impose inherent limitations on feedback design and fundamental limits on the best achievable performance. The role of time delay is also studied in this context. Most notably, we show that the performance and design limitations in multivariable systems intrinsically depend on the locations as well as directions of unstable poles and nonminimum phase zeros, and in particular, on how pole and zero directions are aligned. The latter is characterized by angles measuring the mutual orientation between zero and pole directions, and it is shown to play a crucial role in multivariable system design.
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I. INTRODUCTION
T HIS paper is concerned with performance limitation and tradeoff issues one frequently encounters in the design of feedback control systems. A fundamental problem under investigation is how certain intrinsic system properties and design requirements may inherently constrain and thus limit the achievable performance level, and how such limitations may be quantified analytically. Problems of this nature have been heavily studied in the recent literature (see, e.g., [38] and the references therein). While many results have become available in one form or another, ranging from -type performance bounds [27] , [44] , [32] to -type minimal cost characterizations [29] , [36] , [37] , of particular pertinence to the present work are Bode-and Poisson-type integral relations [3] , [16] , [18] and optimal performance limits.
The classical Bode integral relations have had a profound impact on feedback control design and have motivated several extensions involving different type of systems. In a notable earlier work, Freudenberg and Looze [16] derived a number of general Bode-and Poisson-type sensitivity integrals and discussed thoroughly their use for quantifying the inherent design limitations in single-input single-output (SISO) systems. Similar extensions were later found by Sung and Hara [40] , Manuscript received June 31, 1997; revised June 5, 1998 , April 15, 1999, July 2, 1999, and August 30, 1999 . Recommended by Associate Editor, L. Qiu. This work was supported in part by the NSF under Grant ECS-9623228.
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Middleton [34] , and Mohtadi [35] for discrete-time systems.
More recently, a number of attempts have also been made by Boyd and Desoer [4] , Hara and Sung [24] , Chen [7] , [8] , and Chen and Nett [13] , leading to Bode-and Poisson-type integral inequalities and equalities applicable to multi-input multioutput (MIMO) systems. Moreover, other relevant extensions have been pursued by Freudenberg et al. [19] and Goodwin et al. [22] , toward problems pertaining to sampled-data systems and filter design. An unequivocal theme from all these works is that fundamental limitation will necessarily arise on sensitivity reduction properties, mandating an inevitable tradeoff between sensitivity reduction and sensitivity amplification. Bodeand Poisson-type integral relations fully capture the design limitation and demonstrate explicitly how it may depend on the unstable poles and nonminimum phase zeros in the open-loop system. The present paper continues the aforementioned development in the study of performance limitation problems for MIMO linear time-invariant feedback systems. The main contributions of this paper are twofold. First, we derive a number of logarithmic integral inequalities for the sensitivity and complementary sensitivity functions. Secondly, we provide a number of a priori limits on the peak sensitivity and complementary sensitivity magnitudes independent of compensators, including both exact expressions and bounds. These results are closely related to the earlier work by Boyd and Desoer [4] , Hara and Sung [24] , and Chen [7] , [8] , but are also significantly new, and the novelty lies in the results themselves as well as the technical derivations. Specifically, the sensitivity integral inequality presented in this paper admits a more general expression and holds under weaker assumptions; nevertheless, it does retain the essential, desirable features found in the earlier results. Moreover, the technical development herein appears to offer a more complete treatment, and a detailed analysis is provided which is thorough and indicative of the effects of open loop unstable poles in MIMO systems.
The MIMO integral inequalities for the complementary sensitivity function are new, to which no parallel result seems available previously. As another performance measure, the complementary sensitivity function plays an important role in quantifying a feedback system's ability to reduce noise effect and to maintain stability robustness against plant model uncertainties. Earlier studies [16] , [41] , [34] , [38] showed that in a SISO system, it, like the sensitivity function, must satisfy certain integral relations of Bode-and Poisson-type, which consequently characterize the limitations on reducing the complementary sensitivity function at frequencies of interest. Our results extend these earlier works, in particular, that of [34] , to MIMO systems.
0018-9286/00$10.00 © 2000 IEEE Similar to the sensitivity integral inequalities, they hold under very general assumptions. Specifically, they do not require a multiplicity assumption on the singular values of the complementary sensitivity function; in [7] , [8] , one such condition is needed for the derivation of the sensitivity integral equalities. Overall, the integral inequalities for the sensitivity and complementary sensitivity functions have much in common: While the former characterizes how open-loop unstable poles may limit a system's performance, the latter captures the effect of open-loop nonminimum phase zeros. In particular, it may also be used to quantify the effect of time delays in the open-loop system.
The performance limits in terms of the sensitivity and complementary sensitivity magnitudes complement Bode-and Poisson-type integral relations and provide intrinsic measures of performance achievable by any feedback compensator. Of an equal importance, they serve as a benchmark for evaluating a system's performance prior to and after compensator design, and hence play as well an important role in the study of performance limitation issues. It is useful to note that similar bounds can be derived readily based upon Bode-and Poisson-type integral relations [16] , [14] , [24] , [7] , or by a direct appeal to properties of analytic or subharmonic functions, most notably, the maximum modulus principle [44] , [4] , [27] . While in the past many bounds have been obtained in this spirit, notably for SISO systems, in the present paper we employ a different technique based upon the classical analytic function interpolation theory. This enables us to obtain exact performance limits, rather than bounds alone. As a side effect, it also reveals that some of the earlier bounds are in fact exact for certain special cases. The results share some similarity with [32] and [23] , but go further and beyond the latter in that they provide explicit characterizations of the best achievable performance in terms of open loop unstable poles and nonminimum phase zeros.
The paper is organized as follows. In Section II, we introduce the necessary mathematical background and briefly review several notions pertinent to multivariable systems. The classical Riesz decomposition of subharmonic functions is introduced as a unified tool in our development. In Section III, we consider continuous-time MIMO feedback systems and derive a Bode-type sensitivity integral inequality. Section IV presents integral inequalities for the complementary sensitivity function. The exact performance limits and bounds are given in Section V, and the paper concludes in Section VI. Overall, the paper attempts to give a systematic analysis on performance limitation issues for MIMO systems, with a unified theme centered on the directional properties of nonminimum phase zeros and unstable poles. The results confirm and reinforce that in a multivariable system open-loop unstable poles and nonminimum phase zeros can both lead to an adverse consequence on the system's performance, and that the mutual orientation of the zero and pole directions is at the heart of this consequence.
Partial results of this paper have been previously presented in [10] - [12] .
II. PRELIMINARIES
We begin by introducing the basic notation in this paper. For any complex number , we denote its conjugate by . Throughout this paper all transfer function matrices are assumed to satisfy the conjugate symmetry property .
A. Subharmonic Functions and Riesz Decomposition
Similar to [4] , the main technical vehicle in our derivation is the theory of subharmonic functions. This is a well-studied topic in classical analytic function theory, and our brief exposure of the subject follows closely [28] . Let denote the open right half-plane and its closure. Definition 2.1 [4] , [29] : Let be uppercontinuous. Then, is subharmonic if (2.1) whenever . In addition, is said to be superharmonic if is subharmonic. As an important consequence, every subharmonic function admits a harmonic majorization, which is furnished by the so-called Riesz representation. We give here a version tailored specifically to the right half-plane, which can be readily derived in parallel to [28] . This expression can also be found in [7] . Note that since is a negative measure, and since for any , we can weaken (2.2) to the Poisson-type inequality (2.5) provided that is subharmonic in . The latter result was previously obtained in [4] . Analogously, if is superharmonic in , it follows that (2.6) Remark 2.1: For any matrix function analytic in , Boyd and Desoer [4] showed that and are respectively subharmonic and superharmonic functions in . This enables them to derive sensitivity integral inequalities based upon (2.5). On the other hand, the extended Poisson integral formula (2.4) was employed in [7] and [8] to derive equality versions. While our subsequent development will follow the former thread, relying on (2.5), the Riesz representation given above, however, is the root of both techniques and furnishes a unified view. The significance of this representation, while mainly of conceptual value, lies in that not only does it provide a more straightforward proof than that of [4] for the Poisson type inequalities, but also reveals clearly where the weakness of the latter results may stem from. Indeed, it is immediately clear that the Poisson inequality (2.5) is conservative to within a term determined by the double integral in (2.2), and so are any results based on (2.5).
B. Matrix Operator Perturbations
In our subsequent derivation of MIMO sensitivity and complementary sensitivity integral inequalities, we shall require a tool drawn from operator perturbation theory. We provide a brief narrative on this technique. The material is adapted from [26] and [15] .
Consider 
C. Zeros and Allpass Factorizations of MIMO Systems
The zeros of a system considered in this paper are transmission zeros of its transfer function matrix. . Note that an alternative, equivalent definition of zeros and poles can be made by resorting to system representations via coprime factorizations. The latter can be found in [4] .
A pole in the open right half-plane is called an unstable pole and a zero in is called a nonminimum phase zero. A transfer function matrix is said to be minimum phase if it has no zero in , and otherwise nonminimum phase. We comment that these notions can be extended to include zeros and poles on the imaginary axis, but we opt to state imaginary zeros and poles explicitly. In the sequel, we shall assume that no unstable pole and nonminimum phase zero will coincide. Let be a left-invertible nonminimum phase transfer function matrix. Then, it is known that can always be factorized in the form of
where is minimum phase, and is an allpass transfer function matrix containing all the nonminimum phase zeros of . While this factorization is nonunique and can generally be obtained using an inner-outer factorization procedure [46] , a specific allpass factor can be constructed as follows. Let , , be the nonminimum phase zeros of . Let also (2.9) where , , is to be determined in the following sequential fashion. First, select to be the input zero direction vector associated with . It follows that can be factorized as . Now continue this procedure to obtain , by computing as the input zero direction vector associated with the zero of . At the th step, one obtains . Consequently, the allpass factor can be constructed as (2.10) Note that this factorization is based on a formula of [43] , to which an iterative procedure was provided in [45] . Evidently, one can obtain an analogous factorization when is right-invertible, which assumes the form , with defined in terms of the output zero direction vectors associated with .
In our subsequent development it will also be useful to utilize a state space realization for , and of particular interest is the so-called balanced realization. Let be a realization of with being stable. Then, there exist positive definite matrices and , known as controllability and observability gramians, respectively, as the solutions to the Lyapunov equations
The realization is said to be balanced if and are diagonal and equal. Suppose that is a balanced realization. Then, it follows from [20] that (2.13) Note in particular that since is a square transfer function matrix, one always has . This property holds for any allpass factor .
III. MIMO SENSITIVITY INTEGRAL INEQUALITIES
We are now in the position to derive sensitivity integral inequalities for MIMO systems. Consider the linear time-invariant feedback system depicted in Fig respectively. We shall assume throughout that is invertible. This requires that be right-invertible. When is not right-invertible but left-invertible, it is more appropriate to study the sensitivity and complementary sensitivity function defined at the plant input. We need the following lemma, which was established in [4] and [7] . for some vectors such that . Similarly, can also be described by a realization . The following assumptions will be imposed throughout this section.
Assumption 3.1: The closed-loop system is stable.
Assumption 3.2:
These assumptions are standard. As noted in [4] and [7] Assumption 3.1 implies that the sensitivity function is analytic in , and hence is subharmonic in . Assumption 3.2, on the other hand, states that the open-loop transfer function has a rolloff rate of more than one pole-zero excess. The assumption can be relaxed appropriately; see the ensuing Remark 3.1.
Our first main result in this section is presented below. Now, multiply (3.9) by and take the limits of both sides with . It follows from uniform convergence theorem (see, e.g., [16] and [31] ) that (3.10) Note that Under Assumption 3.2, we may claim that which can be established analogously as in [7] . This leads to Furthermore, by the conjugate symmetry property of and the fact that , (3.10) becomes (3.11) To complete the proof, let and . Since it follows that Clearly, can be expanded in the form of (2.7) in a neighborhood of the origin, with , , , and . Since , we have As such, for sufficiently close to the origin, can be expanded as Therefore (3.12) Consequently, (3.5) follows from (3.11) and (3.12), by noting that The inequalities (3.6)-(3.8) follow from (3.5) and (2.11)-(2.13).
Remark 3.1: We make two immediate observations on Theorem 3.1. First, the sensitivity integral is allowed to be singular, when has poles on the imaginary axis. In this case, the integral is defined via its Cauchy principal value and (3.5) remains valid. Indeed, this follows from the validity of (3.9) and the convergence of the integral when multiplied by . Thus, as pointed out in [16] and [17] , the imaginary poles of have no effect on the sensitivity integral. Next, Assumption 3.2 may be further weakened to yield a result slightly more general than Theorem 3.1, allowing open-loop systems that have one pole-zero excess. Indeed, let Then, it can be easily shown that when , the function can be expanded as which, together with the expansion of , yields
As a result, it follows as in the above proof that
This gives rise to (3.13) Note that an integral relation in this spirit is well-known for SISO systems; see, e.g., [30] and [9] . Theorem 3.1 provides some more general expressions than the earlier integral equalities and inequalities. In particular, unlike the integral equalities in [7] and [8] , it holds with no requirement on the multiplicity of . In this regard, the result is similar to the integral inequalities in [24] and [8] , where the former was established for discrete-time systems and uses innerouter factorization, requiring the solution of a Riccati equation. Note that an allpass factorization may be found in a variety of ways not necessarily involving Riccati equations; two of such examples are the sequential factorization presented in Section II-C and the one developed in [6] . The integral inequality in [8] uses this sequential factorization. Consequently, Theorem 3.1 furnishes a more general version of the integral inequalities and unifies a number of results obtained elsewhere. It is worth noting that the technique of [24] cannot be extended to establish Theorem 3.1. On the other hand, the integral inequality in [8] , which is stated below as an alternative, equivalent expression, can be derived from Theorem 3.1 in a rather simple manner. We provide this result for sake of completeness, together with a more thorough analysis. The proof thus given serves as an alternative derivation. Consequently, for a SISO system, the inequalities (3.14) and (3.15) coalesce to the well-known result by Freudenberg and Looze [16] Corollary 3.1 captures completely the effect of the open-loop unstable poles on the sensitivity integral, and it shows that the integral depends on not only the pole locations, but also the vectors . In what ways do these quantities affect the integral value? This question can be answered by analyzing the lower bound in (3.14) . A simple inspection shows that the bound is always nonnegative, and that it is monotonically nondecreasing with respect to , pointing to the fact that a pole farther into the right half-plane tends to have a more adverse effect.
The dependence of the integral upon the directional vectors, on the other hand, is less clear. Earlier studies [7] , [13] examined certain special cases and suggest that the integral value depends on the mutual orientation of the vectors, rather than the vectors alone. This may be asserted in general, by rewriting . . .
. . . and hence we have the equation shown at the bottom of the page. It is then immediately clear that the integral depends on the inner products , instead of the vectors individually. Also clear is that the pole effect is always bounded by the equation also shown at the bottom of the page, which follows from the wellknown fact that , where is the matrix obtained by replacing every element of by its modulus. Note that this inequality becomes exact when . Note also that the bound seemingly suggests that the integral value may depend on the principal angles between every pair of and . The following corollary shows that this is indeed the case.
Corollary 3.2: Let be factorized in (3.2) and be given in (3.3). In addition, suppose that Assumptions 3.1 and 3.2 hold. Then, for any (3.16) Note that a similar result was obtained in [7] for systems with two open-loop unstable poles. Corollary 3.2 shows that it holds for an arbitrary pair of poles.
Proof: The result follows from the observation that and a direct calculation of the right-hand side. .2) where is an allpass transfer function matrix obtained as Note that the construction of the allpass factor differs from that in Section III. However, the unitary vectors can be calculated in the same sequential manner from the output zero direction vectors of , and is some matrix whose columns form an orthonormal basis with .
Remark 4.1: It is evident that and share the same zeros and poles; however, their zero and pole direction vectors are different. Let be the output zero direction vector of and be its right pole direction vector, associated with the zero and pole , respectively. It can be readily recognized that are the corresponding output zero direction vector and right pole direction vector of , respectively. We emphasize that the pole direction vectors of are used in Section III in the construction of the allpass factor , but the zero direction vectors of are used to construct . Though for either purpose both sets of the vectors may be selected, the choices made in this and the preceding section respectively prove to be most convenient.
Our first result in this section is a complementary sensitivity integral inequality, which displays explicitly how the integral may depend on the open-loop nonminimum phase zeros. It should be rather evident from our derivation that a similar inequality in terms of a general allpass factorization, one in the spirit of Theorem 3.1, can be derived as well; this is left to the reader. 
Consequently
The proof may now be completed using the conjugate symmetry property of .
Remark 4.2:
The singular integral in (4.5) is to be understood in the sense of Cauchy principal value as well. This refers to both the fact that the integrand has a singularity at and the possibility that for some . Since the Poisson integral in (4.6) holds whenever is analytic in , and in view of the convergence characterized in (4.7), the complementary sensitivity integral will always converge to its Cauchy principal value. Indeed, this may also be asserted by considering an indented right half-plane with an infinitesimal indention, and by recognizing that in the limit the integral along the indented contour converges to the Cauchy principal value. Consequently, we conclude that the imaginary zeros of have no effect on the complementary sensitivity integral. Note in particular that will be always invertible whenever the open-loop system contains one or more integrators.
Remark 4.3:
In an earlier work, Middleton [34] derived a similar integral equality applicable to SISO systems. Theorem 4.1 extends Middleton's result to MIMO continuous-time systems. In particular, a simple inspection reveals that the two results will coincide for SISO systems, for which , , and Indeed, since in this case the Poisson inequality (2.5) is exact, (4.5) becomes (4.8) This is precisely the integral relation obtained in [34] . Alternatively, since the function is superharmonic in and is not identically equal to , we may employ (2.6) to obtain (4.9) For a SISO system, (4.5) and (4.9) coalesce to (4.8).
Remark 4.4: Theorem 4.1 also bears a surprising similarity to a recent result obtained by Chen et al. [14] in the study of optimal tracking problems, which gave an explicit expression for the minimal error resulting from tracking a step reference signal by a system's output response. To illustrate, let be a constant unitary vector and suppose that the open-loop system has two or more integrators; the latter condition implies that . Furthermore, assume that the compensator is minimum phase. Then, since is a scalar function, it follows from Remark 4.3 that (4.10) where are the zeros of the plant transfer function matrix. It turns out that the expression on the right-hand side of (4.10) is identical to the optimal tracking error obtained in [14] , corresponding to a stable plant whose nonminimum phase zeros are located at . Note that for SISO systems a link in this spirit exists between the above integral and a number of other problems, such as cheap control and servomechanism problems [37] , for they all coincide with that of optimal tracking. In a recent work, Seron et al. [39] pointed out this connection.
We now analyze how the nonminimum phase zeros may affect the integral in (4.5). For this purpose, it is instructive to consider the case and . As in the preceding section, we readily recognize the equation shown at the bottom of the next page, which indicates the dependence of the integral on the inner products . The following corollary further shows that it depends on the principal angles between the directions spanned by and . Corollary 4.1: Let the assumptions in Theorem 4.1 hold. Furthermore, assume that and . Then, for any we have (4.11) , as shown at the bottom of the next page.
The proof for this result follows analogously as that for Corollary 3.2, and hence is omitted. Without loss of generality, take , and . Let and be the zero direction vectors of corresponding to and , respectively. Then, following the construction in Section III, one can show that .12) that in general the time delays will also have an effect on the sensitivity integral. This is in sharp contrast to Poisson and Bode sensitivity integrals for SISO systems, which are known to be invariant of time delay [17] . Nevertheless, note that whenever , , and as such the invariance remains valid; that is, the time delay has no effect on the Poisson sensitivity integral, nor on the peak sensitivity magnitude under this circumstance. More generally, it is not difficult to see that the same assertion holds for the Bode sensitivity integral, that the time delays will generally affect the Bode sensitivity integral but not in the case of . This observation is somewhat surprising and counter-intuitive, as time delays typically exhibit a behavior similar to that of nonminimum phase zeros and the latter do not affect the Bode sensitivity integral.
We conclude by commenting upon a number of extensions of Theorem 4.2. First, it follows from the proof of Theorem 4.2 that the integral inequalities (4.12) and (4.14) can be further strengthened to (4.16 ) and (4.17) respectively. Together with the fact that (4.18) and that (4.19) and that these results recover the well-known Poisson integrals for SISO systems, which are reported in [16] in [34] . Indeed, (4.16) 
V. PERFORMANCE LIMITS AND BOUNDS
In this section we present a number of expressions and bounds for the best achievable norms of the sensitivity and complementary sensitivity functions. These results complement the preceding integral inequalities and provide a priori intrinsic performance limits independent of compensator design. The results are useful in several aspects. First, they improve the earlier performance bounds, derived mainly for SISO systems [27] , [44] . Secondly, both the exact expressions and bounds are shown to be directly dependent on the true zero and pole direction vectors. Thirdly, when weighted sensitivity and complementary sensitivity functions are of interest, they shed light on how the weighting functions should be selected to reflect the effects of plant nonminimum phase zeros and unstable poles. Finally, new expressions and bounds are obtained for systems with time delays.
Our development originates from the recognition that a sensitivity minimization problem, in essence, may be posed as one of the classical Nevanlinna-Pick interpolation. This fact is well known and has been used in the early formulations of control problems (see, e.g., [44] ). In fact, the interpolation approach has been used extensively in the solution of the general sensitivity minimization problem [44] , [5] , [42] , [32] , [33] , [23] , and it led to minimal performance expressions closely pertinent to those given in this section. The similarity notwithstanding, we emphasize that our goal herein is not to solve an optimal control problem, for which standard, well-established techniques and numerical routines are available. Instead, we are interested in characterizing how plant unstable poles and nonminimum phase zeros may impose limits on the best achievable performance. An explicit relation between performance measures and the zeros and poles is thus the key in this characterization, from which useful insight may then be gained.
The following preliminary lemma, which gives a necessary and sufficient condition to a two-sided tangential Nevanlinna-Pick interpolation problem and is taken from [1] , plays a key role in our derivation. Unsurprisingly, the result has been previously used in tackling control problems; see, e.g., [33] and [23] . Proof: To avoid unnecessary technicality, we shall assume that has neither zero nor pole on the imaginary axis, including the zero at infinity; the case where such zero or pole do exist is left to a standard limiting argument given in Remark 5.1. In particular, we shall prove (5.3) for , but the proof for follows analogously. To proceed, let . Then, in order for the closed-loop system to be stable, it is necessary that Furthermore, in light of Lemma 5.1, in order for , it is both necessary and sufficient that (5.4) We claim that . This is clear by noting that and both satisfy the interpolation constraints , and . Since , we may invoke Schur complement (see, e.g., [25] , pp. 472), arriving at the equivalent condition or alternatively
In a similar manner, it is easy to recognize that . By pre-and post-multiplying , the above condition can be further written as which is equivalent to The proof may now be completed by noting that inf
The closed-loop system is stable and inf Remark 5.1: When has zeros or poles on the imaginary axis, the minimization problems in question amount to interpolation on the boundary of the right half-plane. The proof does not address such cases, but Theorem 5.1 remains valid. This implies that imaginary zeros and poles of have no effect on and . The fact can be ascertained by the following limiting argument concerning boundary Nevanlinna-Pick interpolation [1] . Suppose that has a zero at , with . It is clear that as , will have a diagonal element approaching , and whenever , the positivity of the matrix in (5.4) will rest on the submatrix obtained by deleting the row and column corresponding to that diagonal element. Thus, the positivity condition (5.4) is unaltered. The case of a zero at infinity, i.e., when loses rank, can be dealt with in the same manner. In fact, it can be treated as a zero on the imaginary axis, by mapping it to the origin via the transformation , and by considering the function . It is not difficult to see that both and are invariant of this transformation. Consequently, and are only determined by the zeros and poles in whenever they are present, but not by zeros or poles on the imaginary axis, including the zero at infinity.
Remark 5.2:
The main restriction on Theorem 5.1 is that all the zeros and poles must be distinct. This assumption, however, is imposed mainly for simplicity. When has multiple zeros or poles in , one can resort to a more general interpolation condition (see, e.g., [1] ) and obtain similar, albeit more complicated, expressions. Moreover, note that (5.3) is well posed only when contains both zeros and poles in . When this is the case, Theorem 5.1 shows that and will always be strictly greater than one, unless every zero direction is orthogonal to all pole directions; in the latter situation, , and hence . When has only zeros or poles, but not both, in , the result differs. The following statements summarize these cases. 4) and by invoking the boundary interpolation argument given in Remark 5.1. Statements 3 and 4 are inferred similarly from the matrix positivity condition which is necessary and sufficient to ensure that satisfy the required interpolation constraints, and that . A distinct advantage of (5.3) is that it exhibits how the plant unstable poles and nonminimum phase zeros may interact to impose an irreducible limit on the peak sensitivity and complementary sensitivity magnitudes, independently of compensator design. This is manifested through the dependence of and on the inner products , , and , as seen in the construction of the matrices , , and . Unlike in the integral inequalities, they characterize how the true pole and zero directions are aligned. This feature appears particularly desirable, compared to an earlier result of [32] , in which and were also shown to be equal and expressed in terms of the solutions to certain Riccati equations. A clear message here is that the plant unstable poles and nonminimum phase zeros affect a system's performance in a rather intricate manner: not only the zeros or poles alone can couple to have a negative effect, but also any zero and pole may be aligned in ways leading to an undesirable consequence. The latter statement may be seen explicitly from the following corollary, which may not be deduced from the preceding integral inequalities. From these expressions, it becomes clear that the weighting functions and may be appropriately selected to counter the effects of plant unstable poles and nonminimum phase zeros, so as to prevent the lower bounds in (5.10) and (5.11) from being large; more specifically, they must be selected carefully to reflect the directional properties of the zeros and poles, taking into account the zero and pole directions. On the other hand, undesirable spatial properties of these weighting functions may exacerbate the negative effects incurred by the zeros and poles which may be otherwise not so critical, especially when and are closely located and when and are such that and are small. As in the proof for Corollary 5.1, it follows from a direct calculation that both (5.10) and (5.11) will become exact when has a single zero and a single pole in . and . This fact can be observed in a more transparent manner from the following corollary, which demonstrates a close relationship between the Poisson integrals (4.12), (4.14) , and the best achievable sensitivity and complementary sensitivity magnitudes, and further shows that the inequalities (4.13) and (4.15) are actually sharp. This, of course, is by no means coincidental. Indeed, it is well-known (see, e.g., [23] , [46] ) that with the optimal controller for the sensitivity and complementary sensitivity minimization problems, both and become allpass. Hence in this situation, , and . Consequently, the Poisson integrals in (4.12) and (4.14) yield the values of and , respectively.
Corollary 5.5: Let be given by (5.16) and have neither imaginary zero nor imaginary pole. Suppose that has only one nonminimum phase zero and one unstable pole , such that . Let , be the corresponding output zero direction vector and the right pole direction vectors of , and , the output zero direction vector and the right pole direction vector of . Then, It is worth noting from Corollary 5.5 that for any , but for , ; in fact, it can be seen from Theorem 5.3 that the latter holds in general whenever . This confirms that for SISO systems time delay indeed has no effect on the best achievable peak sensitivity magnitude, though it always does on the complementary sensitivity function. 
VI. CONCLUSION
This paper attempts to present a systematic analysis on performance limitations found in MIMO feedback linear time-invariant systems. Our main contributions are a number of Bode-and Poisson-type sensitivity and complementary sensitivity integral inequalities, as well as explicit expressions and bounds for the best achievable norms of the sensitivity and complementary sensitivity functions. The sensitivity integral inequalities constitute more general variants to the earlier work for MIMO systems, and they characterize how open-loop unstable poles may limit a system's performance, measured by the magnitude of the sensitivity function. The complementary sensitivity integrals generalize earlier results applicable to SISO systems and quantify the adverse effect of open loop nonminimum phase zeros on performance measures in terms of the magnitude of the complementary sensitivity function. The performance limits provide intrinsic bounds irreducible by compensator design, which, together with Poisson-type integral inequalities, characterize how unstable poles and nonminimum phase zeros may interact to constrain the sensitivity and complementary sensitivity magnitudes. Generally, the integral inequalities and the performance limits are mutually complementary and both reveal fundamental limitations in feedback design, but each is better suited for a different purpose. Indeed, while integral inequalities are most appropriate for quantifying design tradeoffs in different frequency ranges and apply to any specific compensator design, the performance limits provide best achievable a priori measures independent of design. Overall, our results herein can be interpreted along the established lines, but they also lead to new and strengthened insights in the understanding of the inherent limitation and fundamental difficulty in the design of MIMO feedback systems, of which the mutual orientation of zero and pole directions is a central as well as a unified theme, and it is seen to play a crucial role in MIMO feedback systems.
