Understanding how the diverse cells of the nervous system generate sensations, memories and behaviors is a profound challenge. This is because the activity of most neurons cannot easily be monitored or individually manipulated in vivo. As a result, it has been difficult to determine how different neurons contribute to nervous system function, even in simple organisms like Drosophila. Recent advances promise to change this situation by supplying molecular genetic tools for modulating neuronal activity that can be deployed in a spatially and temporally restricted fashion. In some cases, targeted groups of neurons can be 'switched off' and back 'on' at will in living, behaving animals.
Introduction
The nervous system has an enormously complex task. It must monitor and evaluate changes both in an organism's internal state and in the surrounding world and use this information, together with previously stored information, to generate appropriate behaviors. One general approach to understanding how a nervous system accomplishes this involves selectively perturbing its molecular and cellular components and determining how these perturbations affect its function. A particularly critical implementation of this last approach involves inactivating specific neurons to determine their roles in development, information processing and behavior. Recently, progress in this direction has been aided by the development of generally applicable methods for suppressing the activity of arbitrary groups of neurons, in some cases in a reversible fashion.
Two developments have led to the introduction of such techniques within the last several years: one is the identification and characterization of several genes useful for inhibiting neural activity; the other is the exploitation of DNA regulatory sequences governing cell-type specific gene expression. Genes whose products suppress neural activity can be introduced into genetically tractable organisms and selectively overexpressed in targeted cell types. In the fruit fly Drosophila, genetic suppressors of activity can be targeted to specific groups of neurons with remarkable selectivity [1] [2] [3] . The introduction of drug-inducible transcription factors that can be deployed in a cell-type specific manner is also beginning to permit temporal control of suppression [4] .
In this review, we discuss molecular genetic approaches to controlling neuronal activity and describe in detail several questions they are being used to address. We focus primarily on the genetic tools that can be employed to inhibit activity, describing only briefly the tools required for celltype specific and temporally regulated expression, which have been extensively reviewed elsewhere [5, 6] . While we mention developments in both invertebrate and vertebrate model organisms, we concentrate on recent work using the fruitfly, Drosophila melanogaster. It is in Drosophila that the ideal of general, cell type-specific, graded, and reversible manipulation of neural activity is most rapidly being approached and where the application of emerging techniques is lending new insight to old problems. Investigations into the homeostatic regulation of synaptic function and the cellular basis of memory are both benefiting from the new approaches. We describe these developments in detail.
Methods for suppressing electrical activity using K + channels
Suppression of neuronal activity involves the inhibition of either electrical or synaptic activity ( Figure 1 ). Tools for suppressing electrical activity target processes underlying the maintenence of membrane excitability and can affect, in principle, virtually all aspects of neuronal function. In contrast, tools for suppressing synaptic activity specifically target processes involved in neurotransmission and affect only neuronal output or input. Because of their potentially broader scope of application, considerable effort has been made to develop tools that universally block membrane excitability. Although neurotransmitter-gated Cl -channels have found limited use in this regard [7] , most efforts have focused on K + -conducting channels, which typically do not require neurotransmitter for activation ( Figure 2 ).
Methods using naturally occurring K + channels
Diverse K + channel types occur in nature. Their selectivity for K + , and the negative equilibrium potential for this ion (E K ) in neurons, underlie their natural roles in limiting or modulating membrane depolarization (see Box 1) . In fact, neurons tailor their patterns of electrical activity by expressing different subsets of K + channels, and deploying them to appropriate subcellular sites. The mechanisms by which neurons regulate channel expression, membrane targeting and levels of surface expression are highly regulated [8] . However, as early as 1992, Kandel and his colleagues [9, 10] showed that cultured Aplysia neurons transfected with native K + channel genes would functionally express the channels at levels high enough to alter, and even suppress, electrical activity.
The work from Kandel's laboratory used voltage-gated channels, which open in response to depolarization. Subsequent K + channel overexpression studies in mammalian neurons have focused primarily on inward rectifier K + channels (see Box 2) . These channels tend to be open at rest, and to close in response to depolarization. Most inward rectifier channels are subject to regulation by other factors [11] . Using inward rectifiers regulated by G-proteins, or GIRKs, Lester's laboratory [12] first showed that overexpressing virally transduced GIRK genes in hippocampal neurons reduced excitability after G-protein activation by neurotransmitter. Marban's group [13] , building on methods for modulating electrical activity in cardiac cells by K + channel overexpression, similarly demonstrated that human K ir 2.1, another inward rectifier, efficiently suppressed excitability of superior cervical ganglion neurons after induction of channel gene expression by ecdysone The functional anatomy of neurons and strategies for the suppression of activity. Neurons receive and integrate inputs, then generate and transmit outputs. These processes are typically carried out in separate compartments of the neuron, but all rely fundamentally on electrical changes in the neuronal membrane. While electrical activity forms the basis of all neuronal activity, input and output occurs at synapses, where electrical signals are typically converted to chemical signals for transmission. Neuronal activity can be suppressed by targeting the machinery underlying either electrical conduction or chemical transmission. The figure shows the anatomy of a typical Drosophila motor neuron, which receives synaptic inputs on its dendritic arbor and forms synaptic outputs on a muscle cell. Integration is carried out by the dendrites and signals propagate down the axon to the neuromuscular synapse. Rectangles indicate that membrane conductances, due primarily to channels selective for Na + and K + ions as illustrated in the inset (a), underlie electrical activity in all compartments as well as in nonneuronal cells such as muscles. Circles indicate synaptic regions and are enlarged in the inset (b), which shows the processes underlying release of neurotransmitter from vesicles. [14, 15] . In addition, fusion of the K ir 2.1 channel to Green Fluorescent Protein (GFP) allowed visualization of gene expression and channel localization without impairing the ability of the channel to potently inhibit excitability.
Synaptic inputs
Targeted expression of the GFP-K ir 2.1 gene using the Gal4-UAS system has since been used to suppress excitability in vivo in Drosophila. Baines et al. [16] showed that K ir 2.1 expression in embryonic motor neurons could inhibit synaptic transmission at developing neuromuscular synapses. More recently, GFP-K ir 2.1 has been used to attenuate both muscle [17] and photoreceptor [18] excitability. However, not all inward rectifiers suppress excitability with equal efficacy, and some have deleterious effects when overexpressed in neurons. For example, the inward rectifier channel K ir 1.1 has been shown to induce apoptosis when overexpressed in cultured mammalian neurons, evidently by promoting K + efflux [19] .
That K ir 2.1 overexpression does not appear to lead to neuronal demise suggests that differences in the conduction properties of channels of the same type can have strong effects on a channel's ability to suppress excitability. Even closely related channels can produce what appear to be very different effects, depending on the context of expression. For example, Sutherland et al. [20] report that overexpression of Aplysia K v 1.1 in the hippocampus of transgenic mice results in complex changes in endogenous channel expression and paradoxical hyperexcitability at the systems level. In contrast, overexpression of the equivalent mammalian channel in sensory neurons of the nematode Caenorhabditis elegans yields developmental results consistent with the simple suppression of excitability [21] .
Methods using mutant K + channels
While most efforts to use K + channels to inhibit excitability have involved overexpressing native channels, two groups have used mutant, voltage-gated channels for suppression [3, 22] . Voltage-gated K + channels often open too slowly and at potentials too positive to be useful in opposing depolarizing currents. However, point mutations in regions involved in voltage sensing can generate channels that activate at more negative potentials [23] . Two such mutations in distinct K + channel genes have been found to underlie deficits in egg-laying and motor coordination in C. elegans, evidently by decreasing muscular and neuronal excitability [24, 25] . Capitalizing on this finding, Zhao et al. 2+ . The concentration of Na + outside the cell is usually 10 times greater than on the inside. As a result, when channels selective for Na + open, the influx of Na + neutralizes the net negative charge inside the cell and depolarizes the membane, causing its voltage to become more positive. During an action potential the peak voltage may approach the (positive) Na + equilibrium potential. Action potentials are transient, and are terminated both by inactivation of the voltage-dependent Na + channels that sustain depolarization, and by membrane repolarization mediated by the delayed activation of voltage-dependent K + channels.
Box 1

Figure 2
Overexpression strategies for suppressing electrical activity. The most general approach to attenuating electrical activity involves enhancing the conductances normally used by neurons to oppose excitation. This means augmenting either Cl -, or more generally K + , conductances by increasing the number of channels in the membrane that conduct these ions. (a) In a typical neuron, voltage-sensitive Na + channels (red) allow positive charges to flow into the cell and depolarize the membrane. Depolarization is opposed or modulated by K + channels, which allow the flow of positive charges back out of the cell. Some of these channels are gated by voltage (blue with +-sign), others serve as 'leak channels' or are regulated by other factors (blue). The inset shows the characteristic depolarization and repolarization of an electrically active membrane during an action potential. (b) The effects of overexpressing a voltagesensitive K + channel in the membrane. Membrane depolarization now not only initiates Na + influx, but also potently enhances K + efflux which counteracts the depolarization and blocks the generation and propagation of the electrical signal, or action potential (inset).
[22] targeted expression of one of the mutant channels to cholinergic neurons in C. elegans to study the effects of activity suppression on axonal sprouting.
Similarly, White et al. [3] genetically modified the rapidly activating Shaker K + channel of Drosophila, introducing previously characterized mutations [26, 27] that cause it to open at more negative voltages and to remain open upon sustained depolarization. These investigators showed that this channel, which they call the 'Electrical Knock-Out' or EKO channel, substantially attenuates cellular excitability in central and peripheral neurons, as well as in muscles, of Drosophila when targeted to these cell types. In subsequent work, Osterwalder et al. [4] have shown that induction of EKO channel expression in Drosophila muscle using the drug-inducible GeneSwitch Gal4 transcription factor can be used to regulate excitability in a targeted and temporally restricted fashion in vivo. This work builds on previous efforts, which showed the temporal regulation of K + channel expression using either heat shock [28] [29] [30] or tetracyclinesensitive [31] promoters. However, unlike earlier methods, the GeneSwitch technique achieves both cell-type specific and temporally controlled expression of channel constructs.
General considerations of K + channel based techniques
While both the K ir 2.1 and EKO channels have shown broad utility in Drosophila, and other K + channel types have been shown to suppress excitability in isolated applications, the cell biological mechanisms that permit perturbations of excitability are incompletely understood. As the study by Nadeau et al. [19] indicates, suppression of excitability is not always tolerated, an issue that may be of particular importance in mammalian neurons. And it is as yet unclear which parameters are relevant to successful suppression. Channel conductance properties -when the channel is open and how much K + it conducts -are likely to be relevant, but correct channel biogenesis and surface expression are also important.
Both GFP-K ir 2.1 and EKO contain membrane-targeting signals -PDZ binding domains -that direct them to specific subcellular sites [3, 17] . It is not yet clear, however, that all neurons appropriately recognize these targeting motifs, or that the sites to which the channels are directed universally permit attenuation of electrical activity. Indeed, White et al. [3] found that even high levels of EKO channel expression in photoreceptors were unable to attenuate the photoresponse by more than 50%. An important challenge is to determine whether different targeting motifs can be used to direct these channels to other subcellular domains. If so, it may soon be possible to efficiently suppress excitability in specific membrane compartments such as axons, dendrites and somata, and selectively perturb specific neuronal functions.
The efficacy of a channel in suppressing the excitability of a given cell type may also be affected by the cell's ability to modulate channel function. K ir 2.1, for example, requires the phospholipid phosphotidylinositol 4,5 bisphosphate (PIP 2 ) for its activity [32] , and limiting quantities of this lipid can reduce channel activity. However, this property can sometimes be useful in its own right. For example, Hardie et al. [18] have cleverly taken advantage of the phospholipid dependence of GFP-K ir 2.1, using the channel as a PIP 2 sensor in wildtype and mutant Drosophila photoreceptors.
Methods for suppressing synaptic activity
While both pre-and postsynaptic manipulations can be used to suppress synaptic activity, the most generally applicable tools target the neurotransmitter release machinery, which is essentially the same at all chemical synapses (Figure 3a) . Compared to the relative simplicity of the ionic processes governing membrane excitability, the processes that control neurotransmission are complex. Dozens of proteins regulate the storage, docking, priming, fusion, and recovery of synaptic vesicles [33, 34] . Fortunately, nature has offered clues as to which of these proteins are essential and, in some cases, has provided molecular tools for disrupting them.
Tetanus toxin light chain blocks synaptic vesicle release
Particularly interesting are the clostridial toxins produced by the pathogenic bacteria responsible for tetanus and botulism, which act by disrupting synaptic transmission (for review see [35] ). The catalytically relevant portions of the genes for tetanus and botulinum toxins encode metalloproteases that cleave critical proteins in the transmitter release machinery (Figure 3b ). The proteolytic region, the light chain, of tetanus toxin (TeTxLC) cleaves synaptobrevin, while the botulinum toxins cleave either synaptobrevin, SNAP-25 or syntaxin.
Mochida et al. [36] first recognized the potential of truncated toxin genes for inhibiting synaptic release, showing that synaptic transmission was suppressed in Aplysia neurons heterologously expressing light chain mRNAs. Sweeney et al. [37] extended this approach, elegantly showing that neuronally targeted expression of the TeTxLC gene potently inhibits synaptic activity in vivo in Drosophila. TeTxLC has since proved to be a powerful tool in that organism, both in probing the functional roles of specific neurons and in elucidating the role of synaptic activity in developmental processes [1, 16, [38] [39] [40] [41] [42] [43] [44] [45] . The recent introduction of a method for developmentally regulating TeTxLC activity further augments the power of this technique [46] .
Temperature-sensitive dynamin mutant depletes synaptic vesicles
While naturally occurring toxins have supplied one tool for manipulating synaptic activity, other tools have emerged from mutagenesis studies designed to identify genes critical for neurotransmission. The proteins encoded by these genes are obvious targets for inhibition of synaptic activity, and in some cases simple overexpression of these proteins can reduce neurotransmission [47] . The targeted expression of mutant genes represents another approach to blocking the function of synaptic proteins, and Drosophila again provides an elegant example of this approach, developed by Kitamoto [48] , using a conditional mutant of the key protein dynamin (Figure 3c ).
Dynamin is a mechanoenzyme essential for vesicular endocytosis, and a Drosophila dynamin mutant named Shibire (Shi ts1 ) was isolated by Suzuki and colleagues [49] [50] [51] some 30 years ago, as a temperature-sensitive paralytic. Shi ts1 flies are viable and motile at room temperature, but paralyze within seconds at the restrictive temperature of 29ºC, due to cessation of vesicular endocytosis and depletion of the synaptic vesicle pool [52, 53] . Importantly, the Shi ts1 mutation is genetically semidominant, implying that the mutant dynamin protein functions in a dominant-negative fashion.
Because of dynamin's general role in membrane retrieval, the Shi ts1 mutation has pleiotropic effects, disrupting a
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Strategies variety of cellular functions [54] [55] [56] [57] . However, the rapid reversibility of the Shi ts1 phenotype has made it a valuable tool for the episodic silencing of synaptic transmission throughout the nervous system. It was Kitamoto [48] , however, who recognized that the semidominant nature of the Shi ts1 mutation meant that it could be used more specifically. Targeting expression of the Shi ts1 gene to specific neurons using the Gal4-UAS system, Kitamoto showed that one could effectively turn neurotransmission on and off in cholinergic neurons by literally moving animals between incubators. Exquisite temporal control of synaptic activity can thus be achieved in a cell-specific fashion without induction of gene expression.
General considerations of techniques that block synaptic transmission
TeTxLC and Shi ts1 represent elegant and potent tools for suppressing synaptic activity. The former tool, which is not intrinsically subject to temporal regulation, has clear advantages in developmental studies, where prolonged inhibition of synaptic function is required. Under these conditions, the pleiotropic effects of prolonged block of dynamin funtion can lead to defects in Shi ts1 expressing tissues [48] . The targeted Shi ts1 technique, however, with its capacity for acute inhibition of neurotransmission is perfect for investigations into the neuronal basis of behavior.
The great challenge to all approaches for suppressing synaptic transmission is that many of the molecules essential for neurosecretion, or their relatives, play non-synaptic roles in vesicle trafficking. It is perhaps worth noting in this context that the TeTxLC and Shi ts1 techniques sidestep this challenge in different ways. TeTxLC, which in many animals cleaves multiple synaptobrevin isoforms, some of which are involved in constitutive vesicle secretion [58] , cleaves in Drosophila only the synaptic isoform [37] . In contrast, the targeted Shi ts1 technique obviates the pleiotropic effects of the Shibire mutation by restricting inhibition to short times, where the effects on neurosecretion are profound, but those on other cellular functions are not. It is unfortunate that neither approach can be readily adapted for use in mammals.
Methods of targeting suppression
The genetic tools developed to suppress neuronal activity in vivo would have little advantage over pharmacological agents, such as the Na + channel blocker tetrodotoxin (TTX), were it not possible to express them in a cell-type specific manner. While it is beyond the scope of this review to describe in detail the techniques for cell-type specific expression, one is outlined in Figure 4a . This is the elegant and powerful Gal4-UAS system of Drosophila introduced by Brand and Perrimon [59] , which allows arbitrary genes of interest to be expressed in defined groups of neurons, and permits gene expression to be incrementally increased by increasing the UAS-transgene dosage. The recent introduction of an inducible Gal4 transcription factor into this system (Figure 4b ) permits temporal as well as cell-type specific regulation of the patterns of gene expression [4, 60] . Being able to control expression temporally is particularly important because of the capacity of the nervous system to compensate for perturbations in electrical and synaptic activity.
Applications of techniques for suppressing activity
The tools described above for attenuating neuronal activity are being used to study problems ranging from nervous system development to the neural basis of specific behaviors (Table 1 ). In addition, they are permitting analysis of the mechanisms underlying the maintenance of synaptic efficacy and cellular excitability. To illustrate the impact that the new techniques are having, we describe below two areas in which they are making fundamental contributions: the study of activity-dependent mechanisms in neuromuscular development, and the study of memory processing.
Activity-dependent mechanisms underlying developmental and functional plasticity
The functional development of the nervous system depends critically on electrical activity, with the establishment and maintenance of correct connections often depending upon spontaneously generated or sensory-driven activity [61, 62] . While tools for suppressing neural activity have been used in Drosophila to examine its role in synaptogenesis in both the giant fiber system [41] and the visual system [40] , most of the work has focused on the larval neuromuscular junction [3, 17, 37, 42] . Activity-dependent plasticity is a well-known feature of the developing Drosophila neuromuscular junction (reviewed in [63] ). Both synaptic connectivity [64, 65] and synaptic morphology [66] [67] [68] at the larval neuromuscular junction are strongly influenced by the levels of activity in either motor neurons, muscles, or both. In addition, postsynaptic activity is known to regulate homeostatically the physiology of the synapse [69] , with clear evidence of communication between the muscle and the motor terminal to control levels of transmitter release [70] [71] [72] . A spate of recent papers, in which TeTxLC [16, 37, 42] , GFP-K ir 2.1 [16, 17] or EKO [3] have been selectively expressed on either side of the neuromuscular synapse, have contributed new insights into the mechanisms underlying neuromuscular junction plasticity in anatomy and function ( Figure 5 ).
Plasticity in the developmental pattern of neuromuscular junction connectivity has been investigated by White et al. [3] who have expressed the EKO channel independently in motor neurons and in muscles. While wild-type larvae display a highly stereotyped pattern of neuromuscular synapses [64, 73] , suppression of excitability in embryonic motor neurons with EKO led to the appearance of ectopic synaptic connections onto muscle fibers. This result is consistent with earlier observations of Jarecki and Keshishian [64] , who silenced neuronal activity using either TTX or Na + channel mutations.
Examining the motor ending vitally, White et al. [3] found that the electrically silenced motor neurons sprouted longer and more stable processes as they contacted their muscle targets. Surprisingly, connectivity was essentially normal when muscle excitability was specifically suppressed using the EKO channel. Similarly, there are no errors in connectivity when muscle excitation is blocked by suppression of synaptic release using TeTxLC [37] or by pharmacological blockade of postsynaptic glutamate receptors [64] . These results suggest that the mis-wiring following suppression of excitability results from a cell autonomous effect in the motor neuron.
Cell autonomous ectopic sprouting of sensory neuron axons has been reported in the nematode by Peckol et al. [21] , who used mammalian voltage-gated K + channels to suppress neuronal excitability. These authors show that mutants with defective voltage-gated Ca 2+ channels display aberrations in axonal sprouting, implicating inhibition of presynaptic Ca 2+ entry in the mechanism of ectopic synapse formation. Interestingly, while sprouting of neuromuscular contacts is observed upon suppression of neural activity in C. elegans, the mechanisms appear to be different from those in Drosophila, as suppression of muscle excitability and block of neuromuscular transmission also lead to sprouting [22] .
The homeostatic mechanisms involved in maintaining synaptic efficacy at the neuromuscular junction have also recently been investigated using the new tools for the suppression of excitability. While previous work showed that muscles monitor presynaptic input and adjust it to keep the amplitude of synaptic potentials within a physiologically appropriate range of values, it has not been clear how the muscle 'senses' input strength. To test the possibility that membrane depolarization, perhaps via Ca 2+ entry, acts as the primary sensor, Paradis et al. [17] directed overexpression of GFP-K ir 2.1 specifically to larval muscles to inhibit postsynaptic excitability without completely suppressing it.
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Techniques for cell-type specific and conditional expression of transgenes in Drosophila. (a) In Drosophila, the most widely used system for tissue-specific transgene expression is the bipartite Gal4-UAS system. Transgenic flies expressing the yeast transcription factor Gal4 (blue) in a cell-type specific fashion (e.g. the larval nervous system), are mated with transgenic flies carrying a gene of interest (gene X, green) placed behind the upstream activating sequence (UAS, purple) of Gal4. The progeny then express gene X in the same pattern in which Gal4 is expressed in the parental line. Many thousands of socalled Gal4 driver lines, with unique expression patterns in the nervous system, now exist. (b) In a variation of this technique, the Gal4 transcription factor, which is normally constitutively active, is replaced by the conditional GeneSwitch transcription factor to generate GeneSwitch drivers. The chimeric GeneSwitch transcription factor has the same UAS target specificity as the Gal4 protein, but requires the ligand RU486 for its transcriptional activity. In the absence of RU486 (upper panel), GeneSwitch is transcriptionally incompetent (blue) and gene X is not expressed (grey nervous system). Systemic application of RU486 (red dots, lower panel), however, activates GeneSwitch (red) and gene X is expressed with a tissue specificity conferred by the expression pattern of GeneSwitch (green nervous system). Despite a 50-fold smaller input resistance in the GFP-K ir 2.1 expressing muscle fibers, nerve stimulation depolarized these fibers to exactly the same potentials as wild-type fibers. This required the excitatory postsynaptic potentials in GFP-K ir 2.1 expressing animals to increase by 30%. Postsynaptic currents were also correspondingly larger, but without apparent change in the number or sensitivity of glutamate receptors, confirming an upregulation of motor neuron neurotransmitter release. These results confirm the homeostatic coupling of presynaptic release to muscle response and provide strong evidence that membrane depolarization acts as the primary response sensor of input strength in the muscle, though a role for glutamate receptors cannot be ruled out (see for example [71] ).
While several mechanisms might enhance presynaptic release when muscle response is suppressed, one mechanism might involve upregulating the excitability of the motor neuron. Baines et al. [16] have recently shown that complete block of neuromuscular transmission using TeTxLC leads to upregulation of both Na + and K + conductances with a net increase in excitability in embryonic motor neurons. Even more surprising is the observation that this manipulation also results in the simultaneous silencing of the presynaptic inputs to the motor neurons [42] . This suggests that motor neurons incapable of exciting muscles become functionally 'isolated' and fail to receive synaptic inputs through their central dendrites. One possible interpretation of these results is that retrograde signals from the muscle exercise control over both the physiology and connectivity of the innervating motor neuron, regulating its competence to receive innervation, as well as its levels of excitability and presynaptic release. 
Examining the cellular basis of behavior: learning and memory
Another natural application of genetic tools that inhibit neural activity is to examine the cellular basis of behavior. This application parallels the investigation of the genetic basis of behavior, pioneered by Benzer and his colleagues, in which randomly mutagenized flies are subjected to behavioral screens to isolate genes underlying specific behaviors (see [74] ). In a similar way, Gal4 enhancer trap lines [59] driving the expression of activity suppressor constructs in random cell types, can be used with the same behavioral screens to isolate neurons underlying these behaviors. This approach, which we refer to as 'neurotrapping,' can in principle be used to determine the complete neuronal circuitry underlying a given behavior. Although systematic neurotrapping approaches are still in their infancy, preliminary results along these lines have been reported for a variety of behaviors, including olfactory escape behaviors [37] , locomotor function [39, 43] , and wing expansion [3] .
Suppressors of activity such as TeTxLC, GFP-K ir 2.1, EKO, and Shi ts1 , can also be used in more directed approaches to the study of specific behaviors. For example, one can manipulate the activity of neurons known to be involved in a given behavior by directing expression of suppressors of activity to these neurons using Gal4 lines with defined expression patterns. The Shi ts1 technique with its capacity for rapid and reversible control of suppression is a particularly useful tool for this purpose, as illustrated by its application to the problem of memory processing in the fruit fly [2, 75, 76] .
The mushroom bodies (Figure 6a ) of adult flies are paired brain structures which receive multimodal afferent input, and are essential for learning and memory in Drosophila Review Molecular genetic suppression of neuronal activity R1049
Figure 5
Investigation of activity-dependent processes in neuromuscular development. [77, 78] . Associative learning is usually shown by pairing an aversive foot shock stimulus to an otherwise benign odorant such as octanol or benzaldehyde. Trained flies flee from the odorant, and retain this associative memory for days. Although it is well established that the mushroom bodies are essential for associative learning, it has remained uncertain whether the structures are involved in the establishment, encoding or retrieval of memories.
The Tully and Davis laboratories [2, 76] have addressed this problem by expressing the Shi ts1 protein in the mushroom bodies of adult flies. This makes it possible to disrupt chemical synaptic connections within these bodies during specific phases of the learning process (Figure 6b,c) . For example, one can train flies with synaptically silenced mushroom bodies, allow the animals to recover, and then test for retained memories. Since this manipulation does not affect the mushroom bodies' afferent inputs, it is possible to test whether memory establishment depends on local circuitry within the bodies, perhaps through reverberating neural feedback circuitry.
Both studies obtained the same, clear-cut result. Despite the synaptic-silencing within the mushroom bodies, the flies managed to learn. Upon recovery, the association between the odorant and the aversive stimulus was fully established, and the animals' performance was as good as that of control flies. In contrast, the ability to recall a memory remained blocked as long as the intrinsic mushroom body circuitry was synaptically silenced. Thus, chemical synaptic circuitry within the mushroom bodies is not essential for the establishment of an associative memory, but is required for its expression.
The most parsimonious explanation for this result is that the plasticity associated with training occurs at the connection between the afferent inputs, which remain functional and able to release transmitter, and their target cells within the mushroom body. Perhaps Hebbian-like electrical activity in the excited mushroom body dendrites, immediately R1050 Current Biology Vol 11 No 24
Figure 6
Spatial and temporal dissection of associative learning in Drosophila.
(a) Schematic representation of the Drosophila mushroom body (MB) circuitry. Olfactory information is relayed through the glomeruli in each antennal lobe (AL) to MB neurons located in the calyx, while sensory information representing the foot-shock enters by an unknown pathway. MB neurons send axons through the MB lobes to other brain regions, which coordinate motor responses and generate odor avoidance behavior. While foot shock and olfactory cues can elicit behaviors by pathways independent of the MB (hatched arrows), the MB is necessary for the two sensory inputs to become associated to generate odor avoidance. (b) MB-specific expression of the Shi ts1 gene can be used to block synaptic activity of MB neurons (blue crosses) at the restrictive (lower panel, blue circuits), but not at the permissive temperature (upper panel, red circuits) during various phases of the learning process. (c) Blocking synaptic activity of MB neurons during the training phase (upper trace) or between the training and testing phases (middle trace) had no effect on either memory acquisition or memory consolidation. However, blocking synaptic activity during the testing phase (lower trace) eliminated the ability to retrieve the memory. postsynaptic to the afferents, is key to associative learning. Evidently, putative reverberatory or feedback circuits within the mushroom bodies that depend on chemical synaptic transmission can remain silent and the animals will still learn. In contrast, the results indicate that the retrieval of memory depends on mushroom body circuits or functional synaptic transmission by mushroom body efferents. While it remains unclear whether the memory 'engram' actually resides within the mushroom body, it is clear that mushroom body function is essential for evoking it.
Directions for the future
The above studies on the Drosophila mushroom body provide a unique advance in our understanding of how memories are established and retrieved. Never before has it been possible to investigate with such spatial and temporal resolution how a memory is accessed. These studies, together with the others described here, show how the techniques presented in this review promise to inform our understanding of how the brain works. But what we have described is hopefully only a beginning. We close by mentioning some of the tools still required for further progress.
First, tools for manipulating cellular excitability on timescales similar to those attainable for synaptic transmission with the Shi ts1 technique are necessary if we are to understand how neurons process and encode information. This is because electrical activity, and not synaptic activity, governs the processes of integration and signal encoding in neurons. The targeted expression of channels whose activity can be directly manipulated by pharmacological means is one possible approach to this goal [79] .
Second, the development of tools that can be used in vertebrate genetic model systems such as zebrafish and mice are badly needed. As techniques for inducible, cell-type specific expression advance in these organisms it will be desirable to have tools available for the reliable suppression of both synaptic and electrical activity. A Ca 2+ -activated K + channel has been shown to partially inhibit activity in vivo in mice [31] ; other K + channels with greater potential for achieving suppression have been used in cultured mammalian muscles and neurons [14, 80, 81] . Further work will have to determine whether these channels can be successfully applied to the in vivo suppression of activity.
Finally, we have described here only techniques for suppressing neural activity. General techniques for enhancing activity will also be of considerable value in determining the function of neurons. While dominant negative approaches to knocking out individual K + channels have proved useful in particular cases [82, 83] , a promising general approach has recently been described in mice. Kearney et al. [84] have introduced mutations into the rat brain IIA Na + channel to slow its inactivation, and have shown that pan-neuronal expression of this channel leads to hyperexcitability and seizures in transgenic mice.
Clearly there is much yet to do, both in creating new tools and in applying the ones we have. What is certain is that the tools already in hand powerfully augment our ability to probe nervous system function, and that they point to a promising future. It is perhaps not too soon for the physiologically minded neuroscientist to begin to dream of the day when genetic switches will replace the knobs of a stimulator, and all the manipulations that are now readily performed on nerve cells in isolation will be performed on groups of neurons in living, behaving animals.
