Abstract Strong laws are established for linear statistics that are weighted sums of an negatively associated (NA) random sample. The results obtained not only generalize the results of Sung (Stat. Probab. Lett. 52:413-419, 2001) to NA random variables, but also extend and sharpen them.
of weighted sums n i=1 a ni X i has been studied by many authors (see, Sung 2001; Bai and Cheng 2000; Choi and Sung 1987; Cuzick 1995; Wu 1999) . Recently Sung (2001) 
Theorem B Let {X, X i , i ≥ 1} be a sequence of i.i.d. random variables satisfying E X = 0 and for some
The main purpose of this paper is to establish the Marcinkiewicz-Zygmund strong laws for linear statistics of NA sequences of random variables. The results obtained not only generalize the results of Sung (2001) to NA random variables, but also extend and sharpen them.
The Marcinkiewicz-Zygmund strong laws
Throughout this paper, C will represent a positive constant though its value may change from one appearance to the next, a n = O(b n ) will represent a n ≤ Cb n , and a n b n will represent a n = O(b n ).
In order to prove our results, we need the following lemma and the concept of complete convergence. As for complete convergence, let {X, X n , n ≥ 1} be a sequence of independent indentically distribution random variables (i.i.d) random variables and denote S n = n i=1 X i . The Hsu-Robbins-Erdös law of large numbers (Hsu and Robbins 1947; Erdös 1949) states that
This is a foundamental theorm in probability theory and has been intensively investigated by many authors in the past decades. We can see in Petrov (1995) , Chow and Teicher (1997) and Stout (1974) . There have been many extensions in various directions for Hsu-Robbins-Erdös law of large numbers.
In order to prove our results, we need the following lemma.
Lemma 2.1 (Su et al. 1996; Shao 2000 or Yang 2000 Let
The following is the main result in this paper.
Theorem 2.1 Let {X, X i , i ≥ 1} be a sequence of NA random variables with indentical distributions. And let {a
Proof Without loss of generality, we can assume that a ni ≥ 0, for all 1
First we show that
When 1 < α ≤ 2, using E X = 0, (2.4), the Markov inequality and E exp(h|X | γ ) < ∞, as n → ∞,
When 0 < α ≤ 1, using (2.6), the Markov inequality and E exp(h|X | γ ) < ∞, as n → ∞,
(2.3) follows from (2.5) and (2.7). From (2.2) and (2.3), it follows that for large enough n P max 1≤ j≤n
Hence we need only to prove that
From the fact that E exp(h|X | γ ) < ∞, it follows easily that
By Lemma 2.1, it follows that
Let max(2, α, γ + 1) ≤ q, using (2.6), we have
By 0 < α ≤ 2, (2.6) and q ≥ max{2, γ + 1}, we have
Putting (2.11) and (2.12) into (2.10) yields I I < ∞. Now we complete the proof of Theorem 2.1. (2001) to NA random variables, but also extends and sharpens them.
