Support vector machines (SVMs) were used to develop QSAR models that correlate molecular structures to their toxicity and bioactivities. The performance and predictive ability of SVM are investigated and compared with other methods such as multiple linear regression and radial basis function neural network methods. In the present study, two different data sets were evaluated. The first one involves an application of SVM to the development of a QSAR model for the prediction of toxicities of 153 phenols, and the second investigation deals with the QSAR model between the structures and the activities of a set of 85 cyclooxygenase 2 (COX-2) inhibitors. For each application, the molecular structures were described using either the physicochemical parameters or molecular descriptors. In both studied cases, the predictive ability of the SVM model is comparable or superior to those obtained by MLR and RBFNN. The results indicate that SVM can be used as an alternative powerful modeling tool for QSAR studies.
INTRODUCTION
Quantitative structure property/activity relationship (QSPR/ QSAR) represents an attempt to correlate structural descriptors of compounds with their physicochemical properties and biological activities. It is now widely used for the prediction of physicochemical properties and biological activities in chemical, environmental, and pharmaceutical areas. 1, 2 The main steps involved in this method include the following: data collection, molecular descriptor selection and obtaining, correlation model development, and finally model evaluation. The main problems encountered in this kind of research are still the description of the molecular structure using appropriate molecular descriptors and selection of suitable modeling methods. At present, many types of molecular descriptors such as topological indices and quantum chemical parameters have been proposed to describe the structural features of molecules. [3] [4] [5] Many different chemometrics methods, such as multiple linear regression (MLR), partial least squares regression (PLS), different types of artificial neural networks (ANN), genetic algorithms (GAs), and support vector machine (SVM) can be employed to derive correlation models between the molecular structures and properties.
ANNs are useful tools in QSAR/QSPR studies, and particularly in cases where it is difficult to specify an exact mathematical model for describing a given structureproperty relationship. Most of these works used neural networks based on the back-propagation learning algorithm, which has some disadvantages such as local minimum, slow convergence, time-consuming nonlinear iterative optimization, difficulty in explicit optimum network configuration, etc. In contrast, the parameters of radial basis function neural networks (RBFNNs) can be adjusted by fast linear methods. It has advantages of short training times and is guaranteed to reach the global minimum of error surface during training. The optimization of its topology and learning parameters are easy to be implemented. 6 As a new and powerful modeling tool, support vector machine (SVM) has gained much interest in pattern recognition and function approximation applications recently. In bioinformatics, SVMs have been successfully used to solve classification and correlation problems, such as cancer diagnosis, [7] [8] [9] [10] identification of HIV protease cleavage sites, 11 protein class prediction, 12 etc. SVMs have also been applied in chemistry, for example, the prediction of retention index of protein, and other QSAR studies. [13] [14] [15] [16] [17] [18] [19] [20] [21] Compared with traditional regression and neural networks methods, SVMs have some advantages, including global optimum, good generalization ability, simple implementation, few free parameters, and dimensional independence. [22] [23] [24] The flexibility in classification and ability to approximate continuous function make SVMs very suitable for QSAR and QSPR studies.
In the present paper, we present the applications of support vector regression (SVR) for correlation problems in QSAR and compare its performance with MLR and RBFNN methods. Two data sets were selected for this study, the toxicities of 153 phenols and the activities of 85 cyclooxygenase 2 (COX-2) inhibitors.
MATERIALS AND METHODS
Radial Basis Function Neural Networks. RBFNNs can be described as a three-layer feed-forward structure. RBFNNs consist of three layers: input layer, hidden layer, and output layer. The input layer does not process the information; it only distributes the input vectors to the hidden layer. The hidden layer of RBFNNs consists of a number of RBF units (n h ) and bias (b k ). Each hidden layer unit represents a single radial basis function, with associated center position and width. Each neuron on the hidden layer employs a radial basis function as a nonlinear transfer function to operate on the input data. The most often used RBF is a Gaussian function that is characterized by a center (c j ) and a width (r j ). The RBF functions by measuring the Euclidean distance between the input vector (x) and the radial basis function center (c j ) and performs the nonlinear transformation with RBF in the hidden layer as given below in which h j is the notation for the output of the jth RBF unit. For the jth RBF c j and r j are the center and the width, respectively. The operation of the output layer is linear, which is given in eq 2 where y k is the kth output unit for the input vector x, w kj is the weight connection between the kth output unit and the jth hidden layer unit, and b k is the bias.
From eqs 1 and 2, one can see that designing a RBFNN involves selecting centers, number of hidden layer units, width, and weights. There are various ways for selecting the centers, such as random subset selection, K-means clustering, orthogonal least squares learning algorithm, RBF-PLS, etc. The widths of the radial basis function networks can either be chosen the same for all the units or can be chosen differently for each units. In this paper, considerations were limited to the Gaussian functions with a constant width, which was the same for all units. A forward subset selection routine 25, 26 was used to select the centers from training set samples. The adjustment of the connection weight between hidden layer and output layer is performed using a leastsquares solution after the selection of centers and width of radial basis functions.
The overall performance of RBFNs is evaluated in terms of a root-mean-squared error (RMS) according to the equation below where y k is the desired output and ŷ k is the actual output of the network, and n s is the number of compounds in analyzed set.
The performance of RBFNN is determined by the values of following parameters:
• The number n h of radial basis functions • The center c j and the width r j of each radial basis function • The connection weight w kj between the jth hidden layer unit and the kth output unit.
The centers of RBFNN are determined with the forward subset selection method proposed by Orr. 25, 26 The advantages of this method over others are simultaneous determination of the centers and the number of hidden layer units and without the need to fix the number of hidden layer units in advance.
The optimal width was determined by experiments with a number of trials by taking into account the leave-one-out (LOO) cross-validation error. The one which gives a minimum LOO cross-validation error is chosen as the optimal value. After the selection of the centers and number of hidden layer units, the connection weights can be easily calculated by linear least-squares methods.
SUPPORT VECTOR REGRESSION METHOD
SVM is a new and very promising classification and regression method developed by Vapnik et al. 22 A detailed description of the theory of SVM can be referred in several excellent books and tutorials. 23, 24 SVMs are originally developed for classification problems; they can also be extended to solve nonlinear regression problems by the introduction of -insensitive loss function. In support vector regression, the input x is first mapped into a higher dimensional feature space by the use of a kernel function, and then a linear model is constructed in this feature space. The kernel functions often used in SVM include linear, polynomial, radial basis function, and sigmoid function. The linear model f(x,ω) in the feature space is given by where g j (x), j ) 1,..., m represents a set of nonlinear transformations, and b is the "bias" term.
The quality of estimation is measured by the loss functionL(y,f(x,ω)). SVM regression uses a new type of loss function called -insensitive loss function proposed by Vapnik: 22 The empirical risk is SVM regression performs linear regression in the highdimension feature space using -insensitive loss and, at the same time, tries to reduce model complexity by minimizing ||ω|| 2 . This can be described by introducing (non-negative) slack variables i , i / i ) 1,...n, to measure the deviation of training samples outside the -insensitive zone. Thus SVM regression is formulated as a minimization of the following functional:
This optimization problem can be transformed into a quadratic programming problem, 22 and its solution is given by where n SV is the number of Support Vectors (SVs) and the kernel function
The generalization performance of SVR depends on a good setting of parameters: C, and the kernel type and corresponding kernel parameters. The selection of the kernel function and corresponding parameters is very important because they define the distribution of the training set samples in the high dimensional feature space. Parameter C is a regularization constant which determines the trade-off between the model complexity and the degree to which deviations larger than are tolerated in an optimization formulation.
Similar with other multivariate statistical models, the performance of SVM for regression depends on the combination of several factors. They are kernel function type, capacity parameter C, of -insensitive loss function, and its corresponding parameters. To get the best generalization ability, some strategies are needed for optimizing these factors. The selection of the kernel function and corresponding parameters is very important because they implicitly define the distribution of the training set samples in the highdimensional feature space and also the linear model constructed in the feature space. There are four possible choices of kernel functions available in the LibSVM package i.e., linear, polynomial, radial basis function, and sigmoid function. For regression tasks, the radial basis function kernel is often used because of its effectiveness and speed in training process. It was also used for all SVR models in our study. For the RBF kernel, the most important parameter is the width γ of the radial basis function. C is a regularization parameter that controls the trade-off between maximizing the margin and minimizing the training error. If C is too small, then insufficient stress will be placed on fitting the training data. If C is too large, then the algorithm will overfit the training data. The optimal value for depends on the type of noise present in the data, which is usually unknown. Even if enough knowledge of the noise is available to select an optimal value for , there is the practical consideration of the number of resulting support vectors. -insensitivity prevents the entire training set meeting boundary conditions and so allows for the possibility of sparsity in the dual formulation's solution. The value of can affect the number of support vectors used to construct the regression function. The bigger , the fewer support vectors are selected. To select the proper values for the regulation parameter C, width and different values for these parameters have been tried; the set of values with the best leave-one-out cross-validation performance is selected for further analysis.
All calculation programs implementing RBFNNs were written in an M-file based on the MATLAB script for radial basis function neural networks. 25, 26 All SVM models in our present study were implemented using the software LibSVM that is an efficient software for classification and regression developed by Chih-Chung Chang and Chih-Jen Lin. 27, 28 DATA SETS Data Set 1. This data set is extracted from a recent work reported by Aptula et al. 29 The data set includes 221 phenols, for which toxicity data to the ciliate Tetrahymena pyriformis are available. In our QSAR study, we only use the 153 compounds grouped into polar narcotics. The molecular descriptors used include hydrophobicity (log K ow ), acidity constant (pK a ), frontier orbital energies (E homo and E lumo ), and hydrogen bond donor/acceptor counts (N hdon ). The compounds and their corresponding toxicity are shown in Table  1 . Three different modeling methods, i.e., MLR, RBFNNs, and SVM, were used to develop the correlation models.
Data Set 2. This data set is taken from a recent review contributed by Hansch et al. 30 The data set includes 85 COX-2 inhibitors with their activity IC 50 values. The structures of the compounds and their corresponding activities are listed in Table 2 . Two different sets of molecular descriptors were used to describe the structures of these compounds: one is from the cited review, and another is from CODESSA analysis. 31, 32 The calculation process of CODESSA is described as below: molecules were drawn into Hyperchem 33 and then preoptimized using MM+ molecular mechanics force field. A more precise optimization is done with the semiempirical AM1 method in MO-PAC6.0. 34 All calculations are carried out at a restricted Hartree-Fock level with no configuration interaction. The molecular structures were optimized using the Polak-Ribiere algorithm until the root-mean-square gradient reached 0.01. The resulting geometry was transferred into software CODES-SA that can calculate constitutional, topological, electrostatic, and quantum chemical descriptors. After the calculation of molecular descriptors, the best multilinear regression method in CODESSA is used to select the structural descriptors that are correlated with the biological activity. Three different types of modeling methods, i.e., MLR, RBFNN, and SVM, were used to the QSAR study. This data set is also used to stress the importance of the choice of structural descriptors.
RESULTS AND DISCUSSION

Data Set 1.
To compare the performance of MLR, RBFNN and SVM, we first used leave-one-out (LOO) crossvalidation based on all the compounds to all these three modeling methods. The detailed description of the linear model is listed in Table 3 . For RBFNN, the most important parameter that influences its performance is the width. For this data set, the optimal value for the width was determined as 0.937. For the SVM model with the RBF kernel function, there are three parameters, , γ, and C, to be determined. For this data set, the γ, , and C for this data set were fixed to 4.5, 0.1, and 6, respectively.
The comparison of the leave-one-out cross-validation results obtained with SVM, RBFNN, and MLR is summarized in Table 4 . It is very clear from Table 4 that SVM and RBFNN models show similar correlation performance and outperform the MLR model. The performance of SVM is a bit better than that obtained by RBFNN. To further compare the performance of the different methods, the compounds were divided into a training set (131 compounds) and a test set (22 compounds). The training set was used to adjust the parameters of the models. The test set was used to evaluate and compare the performance of different methods. A detailed description of the linear model based on compounds in the training set is summarized in Table 5 . The predicted versus experimental toxicity based on MLR was shown in Table 1 and Figure 1 . The same set of descriptors was also employed to develop the nonlinear correlation models based on RBFNN and SVM. To obtain better results, the parameters that influence the performance of RBFNN and SVM were also optimized. The selection of the optimal width value for RBFNN was performed by systemically changing its value in the training step. The value which gives the best leave-one-out cross-validation result was used in the model. Figure 2 shows the detail of this selection process. For this data set, the optimal value was determined as 0.5. The corresponding number of centers (hidden layer nodes) of RBFNN is 18. For the SVM model with an RBF kernel function, there are three parameters, , γ, and C, to be determined. Detailed descriptions of the process for selecting parameters and their effects on the generalization performance have been described in our previous works. 10, 19 Their influences on the performance are shown in Figures  4-6 . The γ, , and C for this data set were fixed to 0.1, 0.1, and 1200, respectively. The corresponding number of support vectors is 90.
The predicted results of the nonlinear models are shown in Table 1 and Figures 3 and 7 . The comparison of the correlation models obtained with SVM, RBFNN, and MLR are summarized in Table 6 . It is very clear that SVM and RBFNN models show similar correlation performance and outperform the MLR model. The performance of RBFNN is a bit better than that obtained by SVM.
Data Set 2. For this data set, two types of molecular descriptors were used to build QSAR models based on three modeling methods. In the first case, all the molecular descriptors were extracted directly from the review work of Hansch et al. In the second case, six parameters were calculated using CODESSA. These descriptors include one constitutional descriptor, one geometrical descriptor, one topological index, one electrostatic descriptor, and two quantum chemical descriptors. The constitutional descriptor is the relative number of C atoms, which is related to the constitution and size of a molecule. The geometrical descriptor is YZ shadow/YZ rectangle, which describes the size and shape of a molecule. The topological descriptor is the average information content (order 0) which describes the size, branching, and composition of a molecule and relates to the dispersion interaction among molecules. The electrostatic descriptor is the fractional hydrogen bond surface area (FHBSA). The two quantum descriptors are the maximum nucleophilic reaction index (nucleoph.react.index) for a C atom and the max total interaction for O-S bond. These two descriptors are correlated with the electrostatic and hydrogen bonding interactions among molecules. In Hansch's review work, there are two outliers (compounds 21 and 64) during the MLR analysis. In the Codessa analysis, we found four outliers (compounds 21, 33, 48, and 73) in the data set. To compare the performance of different models and the influence of different molecular descriptors, for each case, QSAR models with 85 (total data set), 83 (removing compounds 21 and 64 from data set), and 81-(removing compounds 21, 33, 48, and 73 from data set) compounds were investigated and compared for three different modeling methods. The detailed description of the six linear models is listed in Tables 7 and 8 . The leave-one-out cross-validation results of different models are shown in Table 9 . To further evaluate and compare the predictive ability of different models, the 83 compounds from Hansch's review were divided into a training set (71 compounds) and a test set (12 compounds) . The linear correlation model between the structures and activity for the training set is shown in Table 10 . The results of different models are gathered in Table 11 . As can be seen from Table 11 , the results of nonlinear models are better than those obtained by linear methods. By contrast, the results of SVM are comparable with those of RBFNN.
CONCLUSION
In the present work, we have compared the performance of MLR, RBFNN, and SVM in QSAR and QSPR studies with two data sets. The obtained results show that SVM and RBFNN can be used to derive statistical models with better qualities and better generalization capabilities than linear regression methods. SVM can give similar results compared with other nonlinear methods such as neural network. The optimization process of RBFNN and SVM is relatively easy to be implemented. They can be used as alternative nonlinear 
