Abstract In this manuscript, assuming that Grädel's 1991 results are correct (which implies that bounds on the solution values for optimization problems can be expressed in existential second order logic where the first order part is universal Horn), I will show that Clique and Vertex Cover can be solved in polynomial time if the input structure is ordered and contains a successor predicate.
Background
The reader is assumed to have some background in Finite Model Theory. If not, the book by Ebbinghaus and Flum [EF99] serves as a good introduction. Notation and definitions used in this manuscript follow.
A
a structure defined over a signature σ; A captures an instance of an optimization problem. η a quantifier-free first order (FO) formula, which is a conjunction of Horn clauses. (Recall that a Horn clause contains at most one positive literal.) x an m−tuple of FO variables. S a sequence of predicate symbols or second order (SO) variables; S captures a solution to the optimization problem. PNF Prenex Normal Form. Table 1 : Notation Definition 1. An existential second-order (ESO) Horn expression is of the form ∃Sψ, where ψ is a first order formula, and S = (S 1 , · · · S p ) is a sequence of predicate symbols not in the vocabulary of ψ. The formula ψ can be written in Π 1 form as
where η is a conjunction of Horn clauses (η is, of course, quantifier-free), and x i (1 ≤ i ≤ k) are first order variables. Each clause in η contains at most one positive occurrence of any of the second order predicates S i (1 ≤ i ≤ p).
A general ESO formula is the same as an ESO Horn expression, except that η can now be any quantifier-free first order formula.
Definition 2. Π n and Σ n formulae. These formulae have n quantifier blocks at the beginning, followed by a quantifier-free formula. Each block contains only one type of quantifier (either existential or universal). Here is the difference between Π n and Σ n : A Π n (Σ n ) formula begins with a universal (existential) block.
[Note to Reviewer: I am unsure if Definitions 1 and 2 are necessary for a Logic audience; they seem more appropriate for an Algorithms or Complexity audience.] Informally, b occurs next to a in A, according to the above definition.
2 Clique and Vertex Cover can be solved in polynomial time under certain assumptions
With Theorem 5 as a starting point, I will show that Clique and Vertex Cover can be solved in polynomial time, as long as the input structures (which represent problem instances) are ordered and contain a successor predicate.
Note that when the objective function values are discrete, maximizing the value of the objective function is the same as maximizing the cardinality of a countable set. Similarly for minimization.
Remark 4. We work with decision versions of optimization problems. Such decision problems are conjunctions of two conditions:
• "Basic feasibility" constraints (BFC): Usually m in number, in a mathematical programming setting, and
• Objective function constraint (OFC): A single constraint on the objective function f (x) such as f (x) ≤ K for a minimization problem, where K is some constant. (For a maximization problem, the constraint would be f (x) ≥ K.)
According to Grädel [E. 91] , polynomially solvable decision problems, that is, those in the complexity class P, can be expressed in ESO Logic where the first order part is universal Horn, for structures (which represent problem instances) with ordered domains and containing a successor predicate. Let us call this logic as ESO universal Horn on ordered structures with successors, or simply ESO-ord-Π 1 -Horn. That is,
Corollary 6. From Remark 4 and the above Theorem (5), it follows that both conditions BFC and OFC in Remark 4 can be expressed by ESO-ord-Π 1 -Horn formulae if the problem in question is in P and instances are represented by ordered structures; for such formulae, first order parts are Π 1 Horn.
The objective function can be captured by a second order relation F whose arity depends on the optimization problem (call this the "objective function relation"). The only thing common between the BFC expression and the OFC expression is F .
Remark 7. For different maximization problems which have objective function relations of the same arity i and the same constant K, the same logical expression that captures the OFC (|F | ≥ K) can be used, since this expression can be written independent of the BFC. Furthermore, the logical expression for the OFC will be the same regardless of the complexity of the problem (whether the problem is in P or NP or any other class).
Grädel's theorem guarantees that the OFC expression for problems in P can be written in ESO-ord-Π 1 -Horn; and we can simply re-use this expression for the OFC part of problems in N P .
From this observation and Corollary 6, we can say that Remark 8. For an instance of an NP-complete problem, if the structure is ordered and contains a successor predicate, OFC can be expressed by an ESO-ord-Π 1 -Horn formula.
Suppose we can find an NP-complete problem P 2 whose BFC's can be expressed in ESOord-Π 1 -Horn; combining this with Remark 8, it would mean that P 2 is ESO-ord-Π 1 -Horn expressible, implying that Proposition 9. If (i) we can find an NP-complete problem P 2 such that its BFC and OFC are ESO-ord-Π 1 -Horn expressible, (ii) the structures are ordered, and (iii) the structure comes with a successor predicate, then P 2 , an NP-complete problem, can be solved in polynomial time.
In Subsections 2.2 and 2.3, I will demonstrate two such examples for P 2 , Vertex Cover and Clique. But before I do that, let us look a bit further into how the BFC and the OFC can be expressed for a problem P 1 known to be polynomially solvable.
Expressions for BFC and OFC
For a problem in the class P (call this P 1 ), Theorem 5 says that it can be expressed in ESO-ord-Π 1 -Horn as ∃S∀z φ, where φ is a quantifier free conjunction of Horn clauses. Now, ∃S∀z φ can be split into its BFC and OFC parts as follows:
, and y = (y 1 , y 2 , · · · , y m ),
where φ 1 and φ 2 are quantifier-free conjunctions of Horn clauses, and F represents the objective function relation. The Horn condition applies only to the second order predicates F , and those in Q and T.
The BFC and OFC parts will be, respectively ψ 1 ≡ ∃Q∀x φ 1 and ψ 2 ≡ ∃T∀y φ 2 . Thus the combined expression for Problem P 1 will be
The predicate F is the only second order predicate common to BFC and OFC. The expression ψ 2 captures the cardinality constraint |F | ≥ K. It is a general expression; from the input structure, ψ 2 only uses the successor relation, none else.
As stated in Remarks 7 and 8, having obtained the OFC part from a problem P 1 in the class P , we can simply re-use this for the OFC of problems in the class N P -specifically, for the problems Vertex Cover and Clique described below.
Note: If we assume Theorem 5 to be correct, there is NO need to explicitly derive an expression for ψ 2 . All that we need here is that Theorem 5 guarantees that φ 2 will be a quantifier-free conjunction of Horn clauses.
Vertex Cover
Vertex Cover (the decision version) can be stated as follows:
Given a graph G = (V, E), is it possible to mark vertices in such a way that (i) for every edge (i, j) ∈ E, at least one of its end-points is marked, and (ii) the number of marked vertices is at most K?
Vertex Cover is known to be NP-complete. However, we can express Vertex Cover in ESO logic as follows. The first order part can be converted to a universal Horn formula. Here, S is the lone second order predicate:
, where
Hence φ 1 can be rewritten as φ 1 ≡ ∀x∀y ¬E(x, y) ∨ S(x) ∨ S(y).
The formula φ 1 captures the BFC and φ 2 models the OFC (the lower bound on the objective function).
S(z) is true iff vertex z is marked. Formula φ 1 above is not Horn. Hence, use the complement of S (call it T ) to make it Horn. And then, to express the OFC of the original problem in terms of T , we do the following:
Since V and K are given as input, |V | − K can be considered as a constant, call it K 1 . Thus
Just rewrite everything:
φ 1 ≡ ∀x∀y ¬E(x, y) ∨ ¬T (x) ∨ ¬T (y), and φ 2 ≡ |T | ≥ K 1 .
The Horn condition will apply only to T and to other S.O. predicates created to capture |T | ≥ K 1 . The new version of φ 1 is clearly Horn. Also, the second version of φ is just a representation of the Maximum Independent Set (MIS) problem.
Clique, decision version
Clique is known to be NP-complete. It can be expressed as φ ≡ ∃S (φ 1 ∧ φ 2 ), where (6) φ 1 ≡ ∀x∀y S(x) ∧ S(y) ∧ (x = y) → E(x, y), and φ 2 ≡ |S| ≥ K.
I can rewrite the above in universal Horn form as
φ 1 ≡ ∀x∀y ¬S(x) ∨ ¬S(y) ∨ (x = y) ∨ E(x, y), and φ 2 ≡ |S| ≥ K.
Again, the Horn condition applies only to the second order predicate S and to other S.O. predicates created to capture |S| ≥ K.
Conclusion
We have just validated Proposition 9. Assuming that Grädel's theorem (Theorem 5) is correct, we have shown that Clique and Vertex Cover can be solved in polynomial time if the input structure is ordered and contains a successor predicate.
