ABSTRACT Fiber-optic distributed acoustic sensing (FDAS) with phase-sensitive optical time-domain reflectometry ( -OTDR) is a promising technique for high-sensitivity measurement. In this paper, an improved -OTDR system with a weak fiber Bragg grating (wFBG) array for partial discharge (PD) detection in cross-linked polyethylene (XLPE) power cables is demonstrated; and an event recognition method based on a convolutional neural network (CNN) model is proposed to identify and classify different types of events, including internal PD, corona PD, surface PD, and noise. A multiscale wavelet decomposition and reconstruction method is used to extract PD signals and a two-dimensional spectral frame representation of the PD signals is obtained by the mel-frequency cepstrum coefficients (MFCC). The experimental results based on 1280 training samples and 832 test samples have demonstrated high values of precision, sensitivity, and specificity for each event (up to 96.3%, 96.4%, and 98.7%, respectively), which means that the combination of multiscale wavelet decomposition and reconstruction, the MFCC and CNN may be a promising event recognition method for the FDAS systems.
I. INTRODUCTION
Partial discharge (PD) often precedes insulation breakdown in power cables and cable accessories, which can result in cost-intensive repairs and possibly prolonged outages. Early detection of PDs and identification of the types is an effective diagnostic tool for a safety assessment of the insulation deterioration of electrical apparatus.
A variety of PD detection methods have been proposed based on chemical, electrical, and optical measurements [1] - [5] . Among these techniques, acoustic detection using fiber optic sensors is a promising candidate because of its immunity to electromagnetic interference and its ability to survive in harsh environments [6] - [8] . Fiber optic distributed acoustic sensing (FDAS) based on phase-sensitive optical time-domain reflectometry ( -OTDR) [9] - [11] is an attractive approach for distributed measurements of weak vibration
The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Musumeci. and has been widely used in various applications, such as intrusion detection, oil and gas operation monitoring, etc. An FDAS system with 400 m long fiber was demonstrated in [12] to measure PD in 40 kV cable joints. However, in practical applications, FDAS often suffers from interference due to environmental noises or disturbing events, which leads to false alarms. Furthermore, the weakness of acoustic emission from PD and the relatively low photoelastic coefficient of optical fiber still make it a challenge for FDAS in a PD detection application.
Many pattern recognition (PR) methods, such as support vector machine (SVM) and artificial neural networks (ANN) [13] , [14] , have been thoroughly investigated during the past few years to recognize and classify PD signals of cross-linked polyethylene (XLPE) power cables in case of early faults. Principal component analysis (PCA) [15] , short-time Fourier transform (STFT) [16] , and Hilbert-Huang transform [17] are used to obtain features from the data. However, traditional PR methods of PD events often rely on much prior knowledge about PD mechanism and signal-processing techniques to construct appropriate features. To address these problems, a convolutional neural network (CNN) model is proposed. A CNN is one of the most widely used algorithms in the field of artificial intelligence and has achieved great success in image recognition and classification [18] - [21] . In general, the architecture of a convolutional neural network usually consists of an input layer, convolution layer, pooling layer, full connection layer, and output layer. The main characteristics of such a network are weight sharing and local perception. These two features can greatly reduce the number of connection weights, thereby reducing the complexity of the model.
In this paper, an FDAS system based on improved -OTDR assisted by a weak fiber Bragg grating (wFBG) array is demonstrated for PD detection; and a classification method for identifying different PD patterns from FDAS signals, including internal PD, corona PD, and surface PD, is proposed. We extract PD signals using a multiscale wavelet decomposition and reconstruction method first and then calculate the mel-frequency cepstrum coefficients (MFCC) of acoustic signals to convert one-dimensional data collected by the FDAS system into two-dimensional time-frequency feature maps. Finally, a convolutional neural network (CNN) model is constructed; and MFCC feature images are sent into the CNN classification model for recognition. By using timefrequency domain features of PD signals, training time is greatly reduced while a high identification accuracy is maintained. Experimental results show that the precision, sensitivity, and specificity are as high as 96.3%, 96.4%, and 98.7%, respectively. 
II. OPERATING PRINCIPLES OF IMPROVED -OTDR A. THE MEASUREMENT SYSTEM
Due to the weakness of PD emission in power cables, a wFBG array is introduced into a -OTDR system to increase the signal-to-noise ratio (SNR) of the system [22] . Fig. 1 shows the configuration of the improved -OTDR system. A narrow line width laser is used as the coherent light source, and the continuous wave (CW) light from laser is modulated into pulses by a semiconductor optical amplifier (SOA). Before launching into the sensing fiber through a circulator (Cir), the pulses are first amplified by erbium-doped fiber amplifier No. 1 (EDFA1) and filtered by band-pass filter No. 1 to remove amplified spontaneous emission (ASE) noise. Then the backscattering light from the sensing fiber returns into EDFA2 and is filtered by band-pass filter No. 2 via a Cir. The sensing fiber contains a wFBG array with an interval of L between adjacent wFBGs. The pulses transmitte an unbalanced fiber Mach-Zehnder interferometer (MZI) with path length differences of 2 L, and the output of 3 × 3 Coupler 2 is connected to three photodetectors to obtain interference signals. The sensing fiber and delay fiber are the same type single mode fiber. If the arm length difference of the MZI is exactly twice of the interval of wFBG array, interference will occur between light pulses reflected by two adjacent wFBGs.
A 3 × 3 demodulation algorithm is used to get the phase changes of interference signals. Theoretically, the three arms have a 120 • phase shift between each other, so the outputs can be written as:
where D and I are constants; and ϕ(t) = ϕ s (t) + ϕ n (t) + ϕ 0 (t), where ϕ s (t), ϕ n (t), and ϕ 0 (t) are a phase shift caused by a measured signal, the environmental noise, and the initial phase of the system, respectively. The demodulation result is:
B. PERFORMANCE ANALYSIS
In a traditional -OTDR system, Rayleigh backscattering (RBS) from a single mode fiber is used as a sensing signal to detect phase change caused by vibration. However, the SNR of a -OTDR system might be poor for the low level of intrinsic RBS in the fiber. To solve this problem, a wFBG array embedded in the sensing fiber was used in the -OTDR system. The wFBGs act as mirrors with stable reflectivity, and the reflected lights from wFBGs are much stronger than the intrinsic RBS in fiber.
We designed an experiment to compare the sensing fiber with wFBGs and without FBGs. In the experiment, the piezoelectric ceramic transducer (PZT) driven by a signal generator was used as the vibration source; and the output of the signal generator was a sinusoidal signal with an amplitude of 5 v and a frequency of 1 kHz. We used 30 cm fiber between the first and second wFBGs to wrap around the PZT, and used the sensing fiber without an FBG to wind around the PZT at the same length, respectively. Fig. 2 gives the values of mean phase noise and SNR under different fibers. The red line represents sensing fiber with wFBGs, and the blue line stands for sensing fiber without FBGs. From Fig. 2(a) , it is obvious that the -OTDR system with wFBGs has lower mean phase noise. The SNR of the -OTDR system without FBG is approximately 29 dB. When wFBGs are embedded into the VOLUME 7, 2019 sensing fiber, the SNR is increased to 58 dB, as illustrated in Fig. 2(b) . The result shows that the -OTDR system with high-precision dynamic measurement ability can be realized assisted by wFBGs.
III. EVENT RECOGNITION A. EXPERIMENT SETUP
In order to obtain the PD signals of the typical defects in XLPE power cables, three kinds of defects were designed on the cable entities: in the main insulation, a tip defect of the middle joint, and dislocation of the stress cone. They represent internal PD, corona PD, and surface PD, respectively. Fig. 3 displays the setup of the PD experiment system. The entire XLPE cable was suspended, and a high voltage generator (voltage was 0∼250 kV, frequency was 50 Hz) was used to provide voltage. The sensing fiber was packaged with aluminum foil to improve sensitivity. As seen in Fig. 3 , we wrapped the XLPE cable spirally with the packaged sensing fiber. In this experiment, a wFBG array, with a length of 1.5 km and reflectivity of about −40 dB, was used as the sensing fiber. The interval between adjacent wFBGs was 5 m, and there are 290 wFBGs in the sensing fiber. A laser with a wavelength of 1550.12 nm and a linewidth of 5 kHz (Rio Orion module) was used in the experiment. The pulse repetition frequency of the -OTDR was 50 kHz. According to the Nyquist sampling theorem, the highest frequency of PD that can be acquired by the system is 25 kHz. A data acquisition card with a sampling rate of 250 Msps was used to collect the output signals. A total of 2112 PD samples were recorded for analysis. Table 1 presents the details of dataset.
B. PREPROCESSING
Among the signals collected by the -OTDR system, there are not only acoustic signals caused by PD but also some other disturbance signals. The disturbances could cause similar changes in the OTDR trace and lead to a false alarm. Here, the multiscale wavelet decomposition and reconstruction method is used to extract sound signals from raw data. The formula of discrete-time wavelet transform (DWT) is expressed as:
where j and k are dilation and translation parameters, respectively; and (t) is the conjugate function of the mother wavelet. The Mallat algorithm, using a bank of low-pass and high-pass quadrature mirror filters (QMFs), is used to compute the DWT. The essence of the Mallat method is to decompose the original signal x (n) into an N+1 group of time series signals with different frequencies through high-pass and low-pass filters. The input signal could be decomposed into:
where a
k are approximation and detail coefficients under decomposition level j, respectively; h 0 is a high-pass filter coefficient; and h 1 is a low-pass filter coefficient.
In this paper, six-level wavelet decomposition by a ''db6'' filter was used. All of the PD signals in Fig. 4(a), (b) , (c), which represent internal PD, corona PD, and surface PD, respectively, are located mainly in the details of d1 and d2 with high frequencies, as shown in the dotted red frames.
C. FEATURE EXTRACTION
Since the signal collected by the sensing fiber at the location where PD occurs is a one-dimensional time domain signal, we need to transform the original PD signal into a two-dimensional spectral frame representation by the MFCC method before input to the CNN. The MFCC method is used to extract signal features from preprocessed signals. It utilizes the characteristics of the human ear where cochlear perception of sound frequency varies nonlinearly to convert the sound spectrum to the mel frequency scale and calculate the energy of the filtered spectrum piece by piece. The MFCC parameters obtained reflect the spectrum energy distribution of each frequency band.
The specific calculation process is as follows. (1) First, frame the sound signal into frames of 6.4 ms while each frame overlaps 50% of the neighboring frames. (2) Then, add the 256-sample long hamming window function on each frame signal and preemphasize it to enhance the high-frequency components. (3) Obtain the power spectrum of each frame using the Fast Fourier Transform (FFT) algorithm. (4) Transform the power spectrum into mel scale through a mel filter bank, and extract logarithmic energy on each mel scale. (5) Use the discrete cosine transform (DCT) to obtain MFCC.
In this experiment, we cut each event signal into 80 ms samples with a frame length of 6.4 ms and an overlap of 3.2 ms. In addition, the mel-spaced filter bank was a set of 20-40 triangular filters that we applied to the periodogram power spectral estimate from Step 4. Here, the size of the filter bank was 26. Fig. 5 shows the acoustic signals after preprocessing and MFCC (size was 26×24) of the four types of events, including the internal PD signal, the corona PD signal, the surface PD signal, and the environmental noise.
IV. PATTERN RECOGNITION A. TWO-DIMENSIONAL CNN
The basic convolutional neural network structure used in this paper is shown in Fig. 6 . The normalized MFCC images of partial discharge signals and noises detected by -OTDR were used as the input to the CNN to accomplish the feature extraction and classification. In terms of normalized, we adopted Min-Max scaling method to convert raw data (MFCC picture pixels) to a scale from 0 to 1. The formula is as follows.
where X norm is normalized data, X is the original data, X max and X min are maximum and minimum values in the raw data, respectively. The architecture of the CNN model is comprised of two convolutional layers. They are both followed by a Max pooling layer. The convolutional layers apply different filters to the input image to extract characteristic features, and the pooling layers are used to reduce the dimension of the convolutional layer outputs.
After every convolutional operation, a rectified linear unit (ReLU) is applied; and it can accelerate the convergence of the adaptive moment estimation (Adam) resulting in an improvement of the training speed. In order to avoid overfitting, we applied dropout layer to randomly drop 50% parameters before the first fully connected (FC) layer. And the VOLUME 7, 2019 output stage is two fully connected layers, including a softmax classification layer.
B. CNN TRAINING AND VALIDATION EXPERIMENTS
For the training process, the learning rate, the batchsize' number and the maximum epoch number were set to 0.0001, 32, and 300, respectively. Moreover, we randomly chose 10% of the training patches to form a validation set and terminate the training process even before reaching the maximum epoch number if the error on the other 90% of the training patches continues to decline but the error on the validation set stops decreasing. The program is written in Python R under a Windows R 10 operating system on a workstation with Nvidia Geforce RTX 2080Ti. Fig. 7(a) gives the epoch loss curves while Fig. 7(b) shows the epoch accuracy curves. The solid lines and dashed lines represent training progression, validation progression respectively. When the training ends, the training set converges to 98.8% accuracy and 0.1259 loss.
C. RESULTS
We applied the CNN models to the dataset, with the 10-fold cross validation. The training dataset was randomly divided into 10 parts. During each training, one of them was used as the validation set, and the rest as the training set to form a 10-fold cross validation. And we evaluated the recognition performance of the CNN models by using 832 test samples. The performance was assessed by the mean of the obtained precision, sensitivity, and specificity as shown in Table 2 . Precision is the fraction of retrieved true positive instances among the retrieved positive instances. Sensitivity and specificity measure the proportion of positive samples and negative samples that are correctly identified, respectively.
We compared our CNN model to the other six PR methods and presented the results in Table 3 . It displays that our CNN model achieved the highest accuracy on all those methods. It further demonstrates that the CNN model, which we proposed, is more effective in classifying internal PD signal, corona PD signal, surface PD signal and noise than using hand-crafted feature PR methods. Besides, features extracted in the other PR approaches are time-consuming and require much expert domain knowledge. So the proposed CNN model has the superior ability to classify different kinds of PD events.
The confusion matrix is shown in Fig. 8 . The results show that the CNN model performs well. For internal PD event and the environmental noise, the CNN model performs well. 
V. CONCLUSIONS
The goal of this study was to propose a new approach for detecting and recognizing different types of partial discharge signals in power cables, including internal PD, corona PD, and surface PD. Field experiments were carried out to prove the feasibility of this method. The improved -OTDR system assisted by a wFBG array showed good sensitivity for weak PD signals. The PD identification results based on our database show that the precision, sensitivity, and specificity are 96.3%, 96.4%, and 98.7%, respectively. Therefore, the combination of MFCC and CNN can be a promising method for event recognition in FDAS systems.
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