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This article studies the polyhedral structure and combinatorics of polytopes that
arise from hierarchical models in statistics, and shows how to construct Gro¨bner
bases of toric ideals associated to a subset of such models. We study the polytopes for
cyclic models, and we give a complete polyhedral description of these polytopes in
the binary cyclic case. Further, we show how to build Gro¨bner bases of a reducible
model from the Gro¨bner bases of its pieces. This result also gives a different proof
that decomposable models have quadratic Gro¨bner bases. Finally, we present the
solution of a problem posed by Vlach (Discrete Appl. Math. 13 (1986) 61–78)
concerning the dimension of ﬁbers coming from models corresponding to the
boundary of a simplex. # 2002 Elsevier Science (USA)1. INTRODUCTION AND NOTATION
This article is motivated by two fundamental questions on contingency
tables that arise in statistics. These two questions can be illustrated with a
simple example for 3 3 tables. Such tables are 3 3 arrays of nonnegative
real numbers such as
19 55 88
28 20 27
21 32 67
or
14 63 85
33 15 27
21 29 70
ð1Þ
Given these tables we can compute their marginals, i.e. the row and column
sums of their entries. For instance, the marginals of both tables in (1) are
ðr1; r2; r3; c1; c2; c3Þ ¼ ð162; 75; 120; 68; 107; 182Þ: The ﬁrst question poses the
inverse problem.1To whom correspondence should be addressed.
2Supported by an NSF Graduate Research Fellowship.
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HOS-TEN AND SULLIVANT278Question 1.1. Given a vector u; does there exist a table whose marginal
vector is equal to u?
Fortunately, this question has an answer for 3 3 (and in general for
m  n) tables: u ¼ ðr1; r2; r3; c1; c2; c3Þ is a vector of marginals if and only if
u 2 R6þ and r1 þ r2 þ r3 ¼ c1 þ c2 þ c3: In this article, we will answer
Question 1.1 for a family of higher-dimensional tables where marginals
are computed in a speciﬁc way, namely, for binary cyclic models.
The second question is about tables with integer entries and identical
marginals:
Question 1.2. Is there a fast way of generating a ﬁnite simple set of
‘‘moves’’ that will connect any two tables with integer entries and the same
marginal vector u such that each intermediate table has the same marginals?
In order to give an idea about what we mean by a ﬁnite set of moves, let
us consider 3 3 tables again. In this case a choice of moves consists of
3 3 tables with entries xij ¼ xk‘ ¼ 1 and xi‘ ¼ xkj ¼ 1 (and 0 otherwise)
for every choice of 14iok43 and 14jo‘43: For instance, in order to
connect the tables in (1), we can use the following two moves:
1 1 0
1 1 0
0 0 0
0 1 1
0 0 0
0 1 1
ð2Þ
By substracting the ﬁrst move ﬁve consecutive times starting from the ﬁrst
table in (1) and then adding the second move three consecutive times to the
resulting table we obtain the second table in (1). In this process, the
intermediate tables all have nonnegative entries, and the marginals are never
altered. Moreover, the ﬁnite set of moves we described are simple in the
sense that the corresponding tables are sparse and their nonzero entries are
small, and they are easy to write down. Such moves were described for all
m  n tables by Sturmfels [11, Proposition 5.4], and they correspond to the
elements of a reduced Gro¨bner basis of a certain toric ideal. We will answer
Question 1.2 for an important family of higher-dimensional tables, namely
for reducible and decomposable models. Now we will describe the objects
and summarize the results of this paper more precisely.
An n-dimensional table G is a d1      dn array of nonnegative real
numbers where di52; i ¼ 1; . . . ; n: We will consider such tables as the
elements of the vector space 	ni¼1 Rdi ¼ RP di : We will denote the coordinate
functions and the standard unit vectors in this vector space by xK and eK
where K ¼ ðk1; . . . ; knÞ with 04ki4di  1:Given such tables there are many
different ways of computing marginals. A popular method in statistics is to
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hierarchical model consists of a simplical complex D on n vertices and the
maximal faces of D determine how the marginals are computed: for each
facet F ¼ f j1; . . . ; jtg  D and each I ¼ ði1; . . . ; itÞ where 04is4djs  1; the
corresponding component of the marginal vector is
u½FðIÞ ¼
X
K : KF¼I
xK ; ð3Þ
where KF denotes the restriction of K ¼ ðk1; . . . ; knÞ to the facet F : This
computation is induced by the linear map
pD : 	
n
i¼1
Rdi ! 
F
	
j2F
Rdj ; eK/
F
eKF ; ð4Þ
where the direct sums are taken over all facets F of D:
Remark 1.3. If D is the simplicial complex containing just the empty set
D ¼ f|g then pD maps to R where every eK is mapped to the unique
standard unit vector e ¼ 1 of R:
Remark 1.4. In the standard literature (see [1, 9]) a different object called
an independence graph is used instead of a simplicial complex to represent a
model. In this case, the models are called graphical, and the corresponding
simplicial complex consists of all cliques of the independence graph. By
allowing D to be any simplicial complex, we can prove results for more
general models. Moreover, hierarchical models that are not graphical occur
frequently in practice. For example, one of the most common models
studied is the simplicial complex D that is the boundary of a simplex which
corresponds to computing all ðn  1Þ-marginals of an n-way table. The
notation we are using is ﬁrst introduced in [7].
Example 1.5. The example of m  n tables where the marginals are the
row and column sums of the entries is given by the hierarchical model
D ¼ ff1g; f2gg of two isolated vertices where d1 ¼ m and d2 ¼ n:
Definition 1.6. A hierarchical model on D with d1 ¼    ¼ dn ¼ 2
is called binary.
Example 1.7. Let D be the complex ff1; 2g; f2; 3g; f3; 4g; f4; 1gg on
four vertices, and let di ¼ 2: This is the binary four-cycle model. We
will denote the vectors in 4i¼1 R2 	 R2 by ða00; a01; a10; a11; b00; . . . ; b11;
c00; . . . ; c11; d00; . . . ; d11Þ: If we order the indices of eK ¼ ei;j;k;‘ in R2 	 R2 	
R2 	 R2 where 04i; j; k; ‘41 in increasing lexicographic order, then the
HOS-TEN AND SULLIVANT280columns of the following matrix span the image of pD:
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
:
Now we can go back to the questions that motivate this article. In the
light of the set-up we developed, Question 1.1 asks about a characterization
of all marginal vectors of tables with respect to a hierarchical model deﬁned
by D and the vector ðd1; . . . ; dnÞ:
Proposition 1.8. Let D be a simplicial complex on n vertices which
defines a hierarchical model together with the vector ðd1; . . . ; dnÞ: The set of
marginal vectors of the tables in this model is a polyhedral cone which is equal
to the image of the nonnegative orthant in 	ni¼1 Rdi under the map pD:
In other words, Question 1.1 points to the study of the cone in
Proposition 1.8. Equivalently, we will study the polytope PD which is the
convex hull of fpDðeKÞ: K ¼ fk1; . . . ; kng; 04ki4di  1g: The deﬁnition of
the linear map pD in (4) implies that PD is a 0=1-polytope whose vertices are
precisely pDðeKÞ: We will ﬁrst compute the dimension of PD; equivalently,
the dimension of the kernel of pD: We will do this in Section 2 by
constructing an explicit basis for kerðpDÞ: The structure in this explicit basis
will allow us to count the number of facets of PD of a binary model when D is
the boundary of the n-simplex. Even in this simple case the number of facets
grows exponentially in n: Indeed much work has been put to study m 
GRO¨BNER BASES AND POLYHEDRAL GEOMETRY 281n  p tables following the model given by the boundary of a triangle [10, 13],
and the partial answers are far from characterizing PD: We will focus in
Section 3 on those models where D is an n-cycle. In the case of a binary
cyclic model we will completely characterize PD by giving explicit facet
deﬁning inequalities. Section 4 will address Question 1.2 for reducible and
decomposable models. Following the framework developed in [4] we will
study the Gro¨bner bases of the toric ideal given by the vertices of PD where
D deﬁnes a reducible model. We will show how to obtain a Gro¨bner basis of
a reducible model from Gro¨bner bases of its pieces. This will generalize the
results in [6] about the Markov bases of such models. As a corollary we will
construct quadratic Gro¨bner bases for decomposable models, giving a
different proof of a result that appears in [7] (see also [5, 12]). In the last
section, we will go back to studying the polyhedral geometry of hierarchical
models, and present the solution to a question [13, Question 12] about the
dimension of ﬁbers, i.e. the dimension of p1D ðuÞ in the positive orthant for
various marginals u; when D is the boundary of the n-simplex.
2. A BASIS FOR VERTEX DEPENDENCIES
For the rest of the paper we let D be a simplicial complex on n vertices,
and we assume that it determines a hierarchical model together with the
vector ðd1; . . . ; dnÞ 2 Nn where di52: In this section we will prove a formula
for the dimension of PD: Equivalently, we will compute the dimension of
kerðpDÞ by constructing an explicit canonical basis.
Lemma 2.1. A vector ðxKÞ 2 	ni¼1 Rdi is in kerðpDÞ if and only if for every
facet F ¼ f j1; . . . ; jtg  D and each I ¼ ði1; . . . ; itÞ where 04is4djs  1 we
have X
K : KF¼I
xK ¼ 0: ð5Þ
Proof. Fixing F and I means ﬁxing a coordinate in 	j2F Rdj : Then the
sum in (5) evaluates the value of this coordinate in pDðxKÞ: ]
Definition 2.2. Let S be a nonempty subset of ½n :¼ f1; . . . ; ng: A
vector ðxKÞ is called an adjacent minor supported on S if the following holds
for some indices 04ij4dj  2 where j 2 S:
1. xk1;...;kn ¼ ð1Þ
P
j2S ej whenever kj ¼ ij þ ej with ej 2 f0; 1g for
j 2 S and kj ¼ 0 for j 2 ½n=S:
2. xK ¼ 0 otherwise.
HOS-TEN AND SULLIVANT282We denote all adjacent minors supported on S by bðSÞ:
Remark 2.3. When n ¼ 2 and S ¼ f1; 2g with d1 ¼ m and d2 ¼ n; the
adjacent minors supported on S correspond to the 2 2 adjacent minors of
a generic m  n matrix. See [3, 8] for more on 2 2 adjacent minors.
Example 2.4. Let n ¼ 3; S ¼ f2; 3g and d1 ¼ d2 ¼ d3 ¼ 3: We identify
a vector ðxijkÞ with the three matrices
ðxij0Þðxij1Þðxij2Þ:
Then bðSÞ consists of the following four elements:
F1 ¼
1 1 0
0 0 0
0 0 0
0
B@
1
CA
1 1 0
0 0 0
0 0 0
0
B@
1
CA
0 0 0
0 0 0
0 0 0
0
B@
1
CA;
F2 ¼
0 1 1
0 0 0
0 0 0
0
B@
1
CA
0 1 1
0 0 0
0 0 0
0
B@
1
CA
0 0 0
0 0 0
0 0 0
0
B@
1
CA;
F3 ¼
0 0 0
0 0 0
0 0 0
0
B@
1
CA
1 1 0
0 0 0
0 0 0
0
B@
1
CA
1 1 0
0 0 0
0 0 0
0
B@
1
CA;
F4 ¼
0 0 0
0 0 0
0 0 0
0
B@
1
CA
0 1 1
0 0 0
0 0 0
0
B@
1
CA
0 1 1
0 0 0
0 0 0
0
B@
1
CA:
Lemma 2.5. The set of all adjacent minors
S
SD½n bðSÞ where Sa| is a
linearly independent set. Moreover, this set is a basis over Z for kerðpDÞ when
D ¼ f|g (for arbitrary ðd1; . . . ; dnÞ).
Proof. If we order the indices K of the vector ðxKÞ reverse lexicogra-
phically, the last nonzero coordinate of every adjacent minor is unique,
hence the vectors in
S
SD½n bðSÞ are linearly independent. For every
subset S ¼ f j1; . . . ; jkg; the number of the adjacent minors supported on S is
jbðSÞj ¼Qki¼1 ðdjk  1Þ; and therefore there are a total of ðQni¼1 diÞ  1
adjacent minors. If D ¼ f|g; Remark 1.3 implies that the image of any
GRO¨BNER BASES AND POLYHEDRAL GEOMETRY 283vector ðxKÞ under pD is
P
K xK : Therefore the kernel of this map has
dimension ðQni¼1 diÞ  1: By our deﬁnition, all adjacent minors are in the
kernel of pD; and this shows that the set of all adjacent minors is a basis for
the subspace kerðpDÞ: Moreover, the value of the unique last nonzero
coordinate of these adjacent minors is either 1 or 1; and hence an integral
vector in kerðpDÞ is an integer linear combination of the adjacent minors.
We conclude that the set of adjacent minors is actually a basis over Z: ]
Theorem 2.6. For any hierarchical model, a canonical Z-basis for kerðpDÞ
is given by [
F =2 D
bðFÞ;
and hence the dimension of this kernel isX
F =2 D
Y
F¼f j1;...;jtg
ðdji  1Þ:
Proof. The second statement follows from the ﬁrst one. We observe that
kerðpDÞ  kerðpD0 Þ where D0 is obtained by removing any facet of D: In
particular, kerðpDÞ is contained in kerðpf|gÞ: If ðxKÞ is an integer vector in
the kernel of pD; then by Lemma 2.1 this vector is a unique integer linear
combination of all adjacent minors. However, Lemma 2.1 implies that those
adjacent minors supported on a face of D cannot contribute to this linear
combination. ]
Corollary 2.7. The dimension of the polytope PD is
Yn
i¼1
di 
X
F =2 D
Y
F¼f j1;...;jtg
ðdji  1Þ
0
@
1
A 1 ¼ X
G2D
Y
G¼f j1;...;jtg
ðdji  1Þ
0
@
1
A 1:
The last result in this section shows that for even very simple hierarchical
models the complexity of PD grows fast.
Theorem 2.8. Suppose D gives rise to a binary hierarchical model where D
is the boundary of an n-simplex. Then the dimension of PD is 2
n  2 and this
polytope has 4n1 facets.
Proof. Since di ¼ 2 for i ¼ 1; . . . ; n; the result on the dimension of PD
follows from Corollary 2.7. The kernel of pD is generated by a single
adjacent minor supported on S ¼ ½n: The coordinates of this adjacent
minor form the Gale transform (see [14, Chap. 6]) of the vertices of PD:
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there are 2n12n1 positive circuits of this Gale transform. Because positive
circuits are in bijection with the facets of PD we conclude that PD has 4
n1
facets. ]
3. CYCLIC MODELS
In this section we consider simplicial complexes that are n-cycles, i.e.
D ¼ ff1; 2g; f2; 3g; . . . ; fn  1; ng; fn; 1gg: We will denote the coordinates in
ni¼1 ðRdi 	 Rdiþ1Þ by yist with 14i4n; 04s4di  1 and 04t4diþ1  1; and
where we assume that dnþ1 ¼ d1: We also identify the indices K ¼ ðk1; . . . ;
knÞ with the vertex of PD given by pDðeKÞ:
Theorem 3.1. Let V be the set of vertices ðk1; . . . ; knÞ of PD where
either k1 ¼ k2 ¼    ¼ kj ¼ 0 and kjþ1; . . . ; kn > 0; or k1; . . . ; kj > 0 and kjþ1
¼    ¼ kn ¼ 0 for some 04j4n: Then V forms a facet of PD supported by
y100 
Xd31
t¼1
y20t 
Xd41
t¼1
y30t     
Xdn1
t¼1
yn10t  yn0040: ð6Þ
Proof. It is clear that all vertices (and hence all points) of PD satisfy (6),
and the vertices in V are the only vertices on the hyperplane deﬁned by (6).
Corollary 2.7 implies that dimðPDÞ ¼
Pn
i¼1 ðdi  1Þðdiþ1  1Þ þ
Pn
i¼1
ðdi  1Þ; so we will show that the dimension of the subspace generated by
the vertices in V is equal to dimðPDÞ: We show this by induction on the
vector d ¼ ðd1; . . . ; dnÞ while D is the ﬁxed simplicial complex of an n-cycle.
In order to emphasize the dependence of PD on d; we will denote this
polytope by PD;d when necessary. When d ¼ ð2; . . . ; 2Þ then yi01 ¼ 1 and
yi10 ¼ 1 for i ¼ 1; . . . ; n  1; and yn00 ¼ 1 and yn11 ¼ 1 all appear in a unique
vertex in V ; respectively, and hence all these 2n ¼ dimðPD;ð2;...;2ÞÞ vertices are
linearly independent. Now suppose the claim is true for 24di4mi for all i:
Let d ¼ ðm1; . . . ;mnÞ and d 0 ¼ ðm1 þ 1;m2; . . . ;mnÞ; and let V and V 0 be the
set of vertices of PD;d and PD;d 0 ; respectively, supported on (6). We observe
that the set of indices of the vertices in V is contained in that of the vertices
in V 0: By induction the dimension of the subspace generated by V is dimð
PD;dÞ: We compute that the dimension of the subspace generated by V 0 is
dimðPD;d 0 Þ ¼ dimðPD;dÞ þ ðm2  1Þ þ ðmn  1Þ þ 1: Among those in V 0=V
there are the vertices ðm1; 0; 0; . . . ; 0Þ; ðm1; 1; 0; . . . ; 0Þ; . . . ; ðm1;m2  1; 0; . . .
; 0Þ and ðm1; 1; . . . ; 1; 1Þ; ðm1; 1; . . . ; 1; 2Þ; . . . ; ðm1; 1; . . . ; 1;mn  1Þ which
have a distinct ‘‘new’’ coordinate that is equal to one, namely, y1m1;t ¼ 1
for t ¼ 0; . . . ;m2  1 and yns;m1 ¼ 1 for s ¼ 1; . . . ;mn  1; respectively. So
GRO¨BNER BASES AND POLYHEDRAL GEOMETRY 285these m2 þ mn  1 vertices are linearly independent, as well as they are
linearly independent from those vertices in V : ]
Example 3.2. Let D be the simplicial complex of a cycle on four vertices
with ðd1; d2; d3; d4Þ ¼ ð3; 2; 3; 2Þ: In this case facet (6) reads as
y100  y201  y202  y301  y40040: ð7Þ
Using Theorem 3.1 we see that the following 18 vertices are on this facet:
ð2; 1; 2; 1Þ ð1; 1; 2; 1Þ ð0; 1; 2; 1Þ
ð2; 1; 1; 1Þ ð1; 1; 1; 1Þ ð0; 1; 1; 1Þ
ð2; 1; 2; 0Þ ð1; 1; 2; 0Þ ð0; 0; 2; 1Þ
ð2; 1; 1; 0Þ ð1; 1; 1; 0Þ ð0; 0; 1; 1Þ
ð2; 1; 0; 0Þ ð1; 1; 0; 0Þ ð0; 0; 0; 1Þ
ð2; 0; 0; 0Þ ð1; 0; 0; 0Þ ð0; 0; 0; 0Þ
For instance, the vertex ð0; 0; 2; 1Þ is on this facet since y100 ¼ y202 ¼ y321 ¼
y410 ¼ 1 and otherwise yist ¼ 0:
Corollary 3.3. Under the natural action of the group Sd1      Sdn ;
the vertices V of the facet described in Theorem 3:1 are mapped to a (not
necessarily different) facet. The number of such facets is equal to ðd1!Þðd2!Þ
   ðdn!Þ=jHV j where HV is the stabilizer of V.
Corollary 3.4. Let PD be the polytope for a binary cyclic model on n
vertices. Then facet (6) is a simplicial facet, and there are 2n1 such facets.
Proof. In the proof of Theorem 3.1, we showed that the set of vertices
V of facet (6) consists of ð0; 0; . . . ; 0Þ; ð0; 0; . . . ; 1Þ; ð0; 0; . . . ; 1; 1Þ; . . . ; ð0; 1;
. . . ; 1; 1Þ; and ð1; 0; . . . ; 0Þ; ð1; 1; 0; . . . ; 0Þ; . . . ; ð1; 1; . . . ; 1Þ; and these
2n ¼ dimðPDÞ vertices are linearly independent. This proves the ﬁrst
statement. For the second statement we observe that the only nontrivial
group element that stabilizes V is the one that maps ð0; 0; . . . ; 0Þ to
ð1; 1; . . . ; 1Þ: ]
Theorem 3.5. The polytope PD of a binary cyclic model on n vertices is
equal to the intersection of the affine subspace given by the equations
yk00 þ yk10 ¼ ykþ100 þ ykþ101 ;
yk01 þ yk11 ¼ ykþ110 þ ykþ111
HOS-TEN AND SULLIVANT286for 14k4n; and
Xn
k¼1
ðyk00 þ yk10 þ yk01 þ yk11Þ ¼ n
with the 4n facets ykij50 where 14k4n; and the 2
n1 facets described in (6).
Proof. We proceed by induction on n; where the case for n ¼ 3 follows
by direct computation, and we assume the statement is true for on: We let
Pn ¼ PD: It is not hard to see that the afﬁne subspace deﬁned by the above
set of equations is aff ðpDðeKÞÞ; the afﬁne hull of the vertices of Pn; and we
denote the polytope deﬁned by aff ðpDðeKÞÞ and the 4n þ 2n1 inequalities in
the statement of the theorem by Qn: We need to show that Pn ¼ Qn: The
polytope Pn is contained in Qn since Pn ¼ convðpDðeKÞÞ  aff ðpDðeKÞÞ and
the vertices of Pn satisfy the inequalities deﬁned by y
k
ij50 (trivially) and
those deﬁned by (6) (by Theorem 3.1). In order to prove the equality we will
ﬁrst deﬁne a linear map f : Qn ! Qn1 ¼ Pn1: This implies that fðxÞ for
any x 2 Qn is a convex combination of the vertices of Pn1: Then we will lift
this convex combination to a convex combination of the vertices of Pn to
express x; and this will ﬁnish the proof. As above we identify the indices
K ¼ ðk1; . . . ; knÞ with the vertex pDðeKÞ of Pn: Now the map f is a linear
map that satisﬁes fðyistÞ ¼ %yist for all 14i4n  2; and fðyn1s0 þ yn0tÞ ¼ %yn1st
and fðyn1s1 þ yn1tÞ ¼ %yn1st : Let x 2 Qn which is an afﬁne combination of the
vertices of Pn:
x ¼
X
*
X
s;t
mt;* ;sðt; * ; s; 0Þ þ lt;* ;sðt; * ; s; 1Þ
 !
;
where the outer sum runs over the indices * ¼ ðk2; . . . ; kn2Þ; and the sum of
all the coefﬁcients
P
t;* ;s
ðmt;* ;s þ lt;* ;sÞ is equal to one. Then using the
deﬁnition of the map f we conclude that
fðxÞ ¼
X
*
X
s;t
ðmt;* ;s þ lt;* ;sÞðt; * ; sÞ
 !
and hence fðxÞ is an afﬁne combination of the vertices of Pn1: This also
shows that since x satisﬁes all the inequalities yist50; so does fðxÞ satisfy all
of %yist50: By Theorem 3.1, x also satisﬁes
y100  y201  y301      yn101  yn0040 and
y100  y201  y301      yn100  yn1040:
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%y100  %y201  %y301      %yn100 40:
This means, by symmetry, fðxÞ satisﬁes all the 2n2 facets as in (6), and we
conclude that fðxÞ is in Pn1: Hence fðxÞ is a convex combination of the
vertices of Pn1; i.e.,
fðxÞ ¼
X
*
X
s;t
%mt;* ;sðt; * ; sÞ
 !
:
Therefore, we can write x as the convex combination of the vertices of Pn:
x ¼
X
*
X
s;t
1
2
%mt;* ;sðt; * ; s; 0Þ þ
1
2
%ms;* ;tðt; * ; s; 1Þ
 !
: ]
4. GRO¨BNER BASES OF REDUCIBLE MODELS
In this section, we use computational algebraic geometry to study
hierarchical models in order to answer Question 1.2. In particular, we will
show how to build special Gro¨bner bases for the toric ideal of a hierarchical
model whenever the underlying simplicial complex is reducible.
Definition 4.1. A simplicial complex D is called reducible if there is a
nontrivial decomposition ðD1;S;D2Þ such that the following three properties
hold:
1. D ¼ D1 [ D2;
2. S is a face of D1 and D2;
3. ðjD1j =SÞ \ ðjD2j =SÞ ¼ |;
where jDj ¼ SF2D F : The face S is called a separator.
Example 4.2. The union of the boundary of two triangles that share an
edge is reducible. We can take D ¼ ff1; 2g; f1; 3g; f2; 3g; f2; 4g; f3; 4gg; and
we have the decomposition ðD1;S;D2Þ where D1 ¼ ff1; 2g; f1; 3g; f2; 3gg;
S ¼ f2; 3g; and D2 ¼ ff2; 3g; f2; 4g; f3; 4gg:
The idea we will pursue is to build a Gro¨bner basis for the toric ideal
corresponding to D from the toric ideals of the pieces corresponding to D1
and D2: Before we present our results we review the basics of Gro¨bner bases
HOS-TEN AND SULLIVANT288of toric ideals in connection to Question 1.2. For the details on Gro¨bner
bases and toric ideals see [2, 11].
Let R ¼ Q½x1; . . . ; xn be a polynomial ring in n variables over Q: A
monomial is a product of powers of the variables xu11    xunn which we simply
denote by xu: A term order  is a well ordering of all the monomials in R
(with the minimum element x0 ¼ 1) that is compatible with multiplication;
that is, xu1  xu2 implies that xu3xu1  xu3xu2 for any monomial xu3 : Given a
nonzero polynomial f and a term order ; we let inðf Þ; the initial term of f ;
to be the largest monomial of f with respect  : If I is an ideal in R; the
initial ideal of I with respect to the term order  is the monomial ideal
generated by all the initial terms of polynomials in I :
inðIÞ ¼ hinðf Þ : f 2 Ii:
Definition 4.3. Given an ideal I and a term order ; a ﬁnite subset of
polynomials G of I is called a Gro¨bner basis for I with respect to  if the
initial terms of the polynomials of G generate inðIÞ;
inðIÞ ¼ hinðgÞ : g 2 Gi:
We now turn our attention to a special class of ideals constructed as
follows.
Definition 4.4. Let A be a p  r matrix with integer entries. The toric
ideal IA is the ideal generated by binomials of the form x
u1  xu2 where
Aðu1  u2Þ ¼ 0; in other words,
IA ¼ hxu1  xu2 : Au1 ¼ Au2 and u1; u2 2 Nri:
Toric ideals coming from hierarchical models arise in a natural
way. Given a simplicial complex D on n vertices and a vector of
integers d ¼ ðd1; . . . ; dnÞ where di52; we get a hierarchical model and
the map pD deﬁned in (4). Recall that the vectors pDðeKÞ are 0=1-vectors
which are the vertices of the polytope PD: We let AD be the matrix whose
columns are these vertices. The toric ideal of AD; which we denote by ID;
lives in the polynomial ring R ¼ Q½xK : K ¼ ðk1; . . . ; knÞ with
Qn
i¼1 di
variables.
Example 4.5. The matrix in Example 1.7 is AD where D is a cycle on
four vertices and d1 ¼ d2 ¼ d3 ¼ d4 ¼ 2: The toric ideal ID is an ideal in
Q½x0000; x0001; . . . ; x1111 with 16 variables. A simple computation shows it is
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ID ¼hx1011x1110  x1010x1111; x0111x1101  x0101x1111;
x1001x1100  x1000x1101; x0110x1100  x0100x1110;
x0011x1001  x0001x1011; x0010x1000  x0000x1010;
x0011x0110  x0010x0111; x0001x0100  x0000x0101;
x0000x0011x1101x1110  x0001x0010x1100x1111;
x0000x0111x1001x1110  x0001x0110x1000x1111;
x0000x0110x1011x1101  x0010x0100x1001x1111;
x0001x0110x1010x1101  x0010x0101x1001x1110;
x0000x0111x1011x1100  x0011x0100x1000x1111;
x0010x0101x1011x1100  x0011x0100x1010x1101;
x0001x0111x1010x1100  x0011x0101x1000x1110;
x0100x0111x1001x1010  x0101x0110x1000x1011i:
Given a hierarchical model D with d ¼ ðd1; . . . ; dnÞ; a monomial xa1K1    xatKt
in R ¼ Q½xK  corresponds to a unique d1      dn table G where the entries
of G can be read off from the exponents of the variables: GðKjÞ ¼ aj for
j ¼ 1; . . . ; t and GðKÞ ¼ 0 otherwise.
Notation 4.6. To make the exposition easier we introduce tableau
notation for monomials in the ring R: To each monomial xK1    xKt where
Kj ¼ ðkj1; . . . ; kjnÞ for j ¼ 1; . . . ; t; we associate the t  n tableau
k11    k1n
..
. . .
. ..
.
kt1    ktn
2
664
3
775:
If a variable occurs to its pth power in a monomial, its corresponding index
set occurs p times in the tableau. Also, when we write T ¼ T 0 for two
tableaus we mean that they are equal up to a permutation of the rows, since
the rows of the tableaus are indices for commuting variables.
HOS-TEN AND SULLIVANT290Example 4.7. In tableau notation, the last generator in Example 4.5 is
written as
0 1 0 0
0 1 1 1
1 0 0 1
1 0 1 0
2
6664
3
7775
0 1 0 1
0 1 1 0
1 0 0 0
1 0 1 1
2
6664
3
7775:
Recall that Question 1.2 asks whether we can ﬁnd simple moves (or local
alterations) to obtain a target table from a starting one while visiting only
those nonnegative tables with the same marginals as the initial and ﬁnal
table. Any Gro¨bner basis of the toric ideal ID provides the answer:
Propositon 4.8. Let G be a Gro¨bner basis of ID for a hierarchical model
defined by D: Let xa and xb be two monomials corresponding to two tables G1
and G2 with the same marginals. Then
xa þ
Xt
i¼1
xgiðxai  xbiÞ ¼ xb;
where xai  xbi are in G, and each partial sum
xa þ
Xj
i¼1
xgiðxai  xbiÞ; j ¼ 1; . . . ; t
is a monomial that corresponds to a table with the same marginals as G1 and
G2:
The above proposition still holds if we replace ‘‘Gro¨bner basis’’ with
‘‘minimal generating set’’ and this is proved in [11, Chap. 5]. Although a
minimal generating set is a subset of a Gro¨bner basis, the latter provides
more information about ID and the other objects related to it such as PD:
Moreover it is more useful algorithmically.
The last thing we need before we construct Gro¨bner bases of reducible
models is a quick way of checking when a binomial is in ID:
Lemma 4.9. Let G be a d1      dn table and T its expression in tableau
notation. Let F ¼ f j1; . . . ; jtg  ½n: The F-marginal of G
X
K : KF¼I
GðKÞ : I ¼ ði1; . . . ; itÞ; 04is4djs  1
 !
GRO¨BNER BASES AND POLYHEDRAL GEOMETRY 291is a dj1      djt table, and its tableau is computed by deleting the columns of
T corresponding to those indices in ½n =F :
Taking the F -marginal of a table G is an operation that we will use often,
and using Lemma 4.9 we will denote the corresponding tableau by T jF
where T is a tableau that goes with G:
Proposition 4.10. Let g ¼ T  T 0 be a binomial in tableau notation.
Then g is in ID if and only if T jF ¼ T 0jF for every facet F of D:
Proof. The tableaus T and T 0 correspond to tables G and G0; and by the
deﬁnition of ID; the binomial g is in ID if and only if for every facet F of D the
F -marginals of G and G0 are the same. Now Lemma 4.9 ﬁnishes the
proof. ]
We now concentrate our attention on a very special type of reducible
model and construct Gro¨bner bases for this class of models. These Gro¨bner
bases will form the building blocks for everything that follows.
Theorem 4.11. Consider the model whose simplicial complex D ¼ ff1g;
f2gg consists of two isolated points with d ¼ ðd1; d2Þ: Then the set of quadratic
binomials of the form
i1 j1
i2 j2
" #
 i1 j2
i2 j1
" #
;
where 04i1oi2od1 and 04j1oj2od2; are a Gro¨bner basis for ID with
respect to the lexicographic ordering induced by the index vectors of variables
xij :
Proof. See [11, Proposition 5.4]. ]
A simple generalization of the two-point model is one with D having
exactly two facets.
Definition 4.12. Suppose that D is a simplicial complex with exactly
two facets F1 and F2 and let d ¼ ðd1; . . . ; dnÞ: Let S ¼ F1 \ F2 and suppose
that F1=S ¼ f1; . . . ; ag; S ¼ fa þ 1; . . . ; bg; and F2=S ¼ fb þ 1; . . . ; ng: We
deﬁne FðF1;F2Þ as the set of all binomials of the form
p1 q r1
p2 q r2
" #
 p1 q r2
p2 q r1
" #
;
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over f0; . . . ; daþ1  1g      f0; . . . ; db  1g; and r1ar2 range over f0; . . . ;
dbþ1  1g      f0; . . . ; dn  1g:
FðF1;F2Þ will also be used in models with more than two facets. We will
use the same construction whenever F1 and F2 are two subsets of ½n such
that F1 [ F2 ¼ ½n: The set FðF1;F2Þ was introduced in a different form in
[5].
Theorem 4.13. Let D be a hierarchical model with two facets F1 and F2:
Then the setFðF1;F2Þ is a Gro¨bner basis for ID with respect to a lexicographic
term order.
Proof. There are two cases to consider. When S ¼ |; the model is just a
two-point model D0 ¼ ff10g; f20gg where d 01 ¼ d1d2    da and d 02 ¼ daþ1daþ2
   dn; and the statement follows from Theorem 4.11. When Sa|; the rows
and columns of the matrix AD can be rearranged so that it is block diagonal
with identical blocks. The columns of a ﬁxed block correspond to the
variables xK with K ¼ ðk1; . . . ; knÞ where kaþ1; . . . ; kb are ﬁxed, and such a
block is the matrix of a two-point model. Hence FðF1;F2Þ is the union of
the set of binomials coming from these two-point models which do not share
variables. The statement follows again from Theorem 4.11. ]
Assume henceforth that D is a reducible simplicial complex with
decomposition ðD1;S;D2Þ and that jD1j=S ¼ f1; . . . ; ag; S ¼ fa þ 1; . . . ; bg;
and jD2j=S ¼ fb þ 1; . . . ; ng: We call the models D1 and D2 induced
submodels of the hierarchical model D:
Any binomial in the ideal ID (for any model D) is homogeneous; this
means, if f ¼ T  T 0 then the number of rows of T and T 0 are the same.
Now, writing each binomial of ID1 in tableau notation as
f ¼ T  T 0 ¼
p1 q1
..
. ..
.
pm qm
2
664
3
775
p
0
1 q
0
1
..
. ..
.
p
0
m q
0
m
2
6664
3
7775;
one can permute the rows of T 0 so that qi ¼ q0i: This is because S is a face of
D1 (as well as D and D2) so the tables corresponding to the tableau T and T 0
must have the same S marginals. We will make the assumption henceforth
that every binomial in ID1 is written in the form
f ¼ T  T 0 ¼
p1 q1
..
. ..
.
pm qm
2
664
3
775
p
0
1 q1
..
. ..
.
p
0
m qm
2
6664
3
7775
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whenever we write binomials in these ideals.
Definition 4.14. Let H  ID1 be a set of binomials
f ¼
p1 q1
..
. ..
.
pm qm
2
664
3
775
p
0
1 q1
..
. ..
.
p
0
m qm
2
6664
3
7775;
where the pi; pi; and qi range over the usual index sets. Let r1; . . . ; rm 2
f0; . . . ; dbþ1  1g      f0; . . . ; dn  1g: We create a new binomial f 0 from
f by appending the ri as
f 0 ¼
p1 q1 r1
..
. ..
. ..
.
pm qm rm
2
664
3
775
p
0
1 q1 r1
..
. ..
. ..
.
p
0
m qm rm
2
6664
3
7775
and we deﬁne ExtðH ! IDÞ  R to be the set of all f 0 as f ranges over H and
r1; . . . ; rm range over f0; . . . ; dbþ1  1g      f0; . . . ; dn  1g: Similarly, we
deﬁne ExtðH 0 ! IDÞ for H 0 a set of binomials in ID2 :
Lemma 4.15. Let H be a set of binomials in ID1 or ID2 : Then ExtðH ! IDÞ
is a subset of ID:
Proof. It sufﬁces to show this for H  ID1 : Let f ¼ T  T 0 2 ExtðH !
IDÞ: For f to be in ID we must have the F -marginals of T and T 0 equal for
every facet F of the simplicial complex D: Equivalently, we must show that
f jF ¼ 0 for all facets F of D:
If F is a facet of D then it is also a facet of either D1 or D2: Suppose ﬁrst
that F is a facet of D1: Since f jF ¼ ð f jD1ÞjF and f jD1 2 ID1 we have ðf jD1ÞjF ¼
0: On the other hand, if F is a facet of D2 then f jD2 ¼ 0 and hence f jF ¼ 0 as
well. ]
Lemma 4.16. Let 1 and 2 be term orders for the induced submodels D1
and D2; respectively, and let  be a term order for the model D: Then the
relation n on the set of monomials (tableaus) for the model D given by
T n T 0 if
T jD1 1 T 0jD1 or
T jD1 ¼ T 0jD1 and T jD2 2 T 0jD2 or
T jD1 ¼ T 0jD1 and T jD2 ¼ T 0jD2 and T  T 0
8><
>:
is a term order.
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or T 0 n T : Additionally, the relation n is preserved under multiplication
by monomials. To show that n is a term order, it remains to show that n
is a transitive relation. We must show that if T n T 0 and T 0 n T 00 then
T n T 00: Verifying this amounts to checking nine cases coming from the
three different possible ways that two tables could be compared. We include
just one case since all nine cases run in the same fashion.
Suppose T n T 0 because T jD1 ¼ T 0jD1 but T jD2 2 T 0jD2 and also
suppose T 0 n T 00 because T 0jD1 1 T 00jD1 : Then
T jD1 ¼ T 0jD1 1 T 00jD1
hence T n T 00: ]
We now come to the main theorem of this section.
Theorem 4.17. Let G1 and G2 be Gro¨bner bases for ID1 and ID2 with
respect to 1 and 2; respectively. Suppose that  is a lexicographic term
order described in Theorem 4:13 for FðjD1j; jD2jÞ: Then the set
G ¼ ExtðG1 ! IDÞ [ ExtðG2 ! IDÞ [FðjD1j; jD2jÞ
is a Gro¨bner basis for ID with respect to the term order n described in Lemma
4:16:
Proof. It sufﬁces to show that for any binomial f ¼ T  T 0 2 ID where
innðf Þ ¼ T ; there is a binomial g 2 G with a leading term dividing T : We
write f explicitly in tableau notation as
f ¼ T  T 0 ¼
p1 q1 r1
..
. ..
. ..
.
pm qm rm
2
664
3
775
p
0
1 q1 r
0
1
..
. ..
. ..
.
p
0
m qm r
0
m
2
6664
3
7775:
There are three cases to consider. First, suppose that T jD1aT 0jD1 : Note that
the leading term of f jD1 is T jD1 with respect to 1 : By assumption, there is a
g 2 G1 whose leading term divides T jD1 : After rearranging the rows of f ; we
may assume
g ¼ U  U 0 ¼
p1 q1
..
. ..
.
pi qi
2
664
3
775
p
00
1 q1
..
. ..
.
p
00
i qi
2
6664
3
7775
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g0 ¼ V  V 0 ¼
p1 q1 r1
..
. ..
. ..
.
pi qi ri
2
664
3
775
p
00
1 q1 r1
..
. ..
. ..
.
p
00
i qi ri
2
6664
3
7775
is in ExtðG1 ! IDÞ and has the leading term V dividing T : The case where
T jD1 ¼ T 0jD1 but T jD2aT 0jD2 is handled in a similar way. If both T jD1 ¼
T 0jD1 and T jD2 ¼ T 0jD2 then the binomial f lies not only in ID; but also in the
ideal IS; where S is the simplicial complex with exactly two facets, jD1j and
jD2j: But FðjD1j; jD2jÞ is a Gro¨bner basis for IS and so T is divisible by the
leading term of a binomial inFðjD1j; jD2jÞ: This shows that G is a Gro¨bner
basis with respect to n : ]
Example 4.18. As an example consider the model described in Example
4.2 in the binary case d ¼ ð2; 2; 2; 2Þ: Then ID1 and ID2 are principal ideals,
and every Gro¨bner basis G1 and G2 consist of one binomial each, namely the
binomial
0 0 0
0 1 1
1 0 1
1 1 0
2
6664
3
7775
0 0 1
0 1 0
1 0 0
1 1 1
2
6664
3
7775:
In this case ExtðG1 ! IDÞ consists of 16 binomials of the form
0 0 0 r1
0 1 1 r2
1 0 1 r3
1 1 0 r4
2
6664
3
7775
0 0 1 r3
0 1 0 r4
1 0 0 r1
1 1 1 r2
2
6664
3
7775
with all ri 2 f0; 1g: Similarly, ExtðG2 ! IDÞ consists of 16 binomials of the
form
r1 0 0 0
r2 0 1 1
r3 1 0 1
r4 1 1 0
2
6664
3
7775
r1 0 0 1
r2 0 1 0
r3 1 0 0
r4 1 1 1
2
6664
3
7775;
HOS-TEN AND SULLIVANT296where ri 2 f0; 1g: Finally, Fðf1; 2; 3g; f2; 3; 4gÞ consists of the four
binomials of the form
0 r1 r2 0
1 r1 r2 1
" #
 0 r1 r2 1
1 r1 r2 0
" #
with ri 2 f0; 1g: The union of these three sets is a (not necessarily reduced)
Gro¨bner basis for ID:
Remark 4.19. We point out that Theorem 4.17 can be applied even when
one of D1 or D2 does not give rise to a model in the usual sense. For example,
the simplicial complex D ¼ ff1; 2g; f1; 3g; f2; 3g; f2; 4gg is reducible with
decomposition D1 ¼ ff1; 2g; f1; 3g; f2; 3gg; D2 ¼ ff2; 4gg; and S ¼ f2g: In
such cases (when one of D1 or D2 is a simplex) we think of such a model as
the ‘‘trivial model’’ with | as its Gro¨bner basis.
The following corollaries to Theorem 4.17 show that certain properties of
the induced submodels are passed on to the complete model D:
Corollary 4.20. Let D be a reducible model with induced submodels D1
and D2; and Gro¨bner bases G1 and G2: If m1 and m2 are a bound on the
maximum degree elements in G1 and G2; respectively, then the degree of any
element in G, where G is the Gro¨bner basis of ID constructed in Theorem 4:17;
is at most m ¼ maxðm1;m2; 2Þ:
Proof. If both D1 and D2 are trivial models, then m ¼ 2 by Theorem
4.13. So suppose that at least one of the induced submodels is not trivial.
The maximum degree of any binomial in ExtðGi ! IDÞ is the same as the
maximum degree in any binomial in Gi and all the binomials ofFðjD1j; jD2jÞ
have degree two, and Theorem 4.17 implies the corollary. ]
For the next corollary, we assume the reader is familiar with triangula-
tions of vector conﬁgurations and their connection to toric algebra as
outlined in [11, Chap. 8].
Corollary 4.21. Let D be a reducible model with induced submodels D1
and D2: Suppose that the vector configurations AD1 and AD2 have regular
unimodular triangulations. Then AD also has a regular unimodular triangula-
tion.
Proof. AD1 and AD2 have regular unimodular triangulations if and only if
there are respective reduced Gro¨bner bases G1 and G2 with the property that
all the leading terms are square-free. The Ext operator preserves this square-
GRO¨BNER BASES AND POLYHEDRAL GEOMETRY 297free property: all the binomials in ExtðG1 ! IDÞ [ ExtðG2 ! IDÞ [FðjD1j;
jD2jÞ also have square-free initial terms. Hence AD has a regular unimodular
triangulation. ]
At this point, a word should be said about decomposable models.
Decomposable models are a special class of reducible model which have
received much attention because of their simple structure.
Definition 4.22. A simplicial complex D is called decomposable if it has
a decomposition ðD1;S;D2Þ as in Deﬁnition 4.1, where D1 and D2 are either
decomposable or simplices. We call a model decomposable if its underlying
simplicial complex is decomposable.
Example 4.23. Clearly, any simplicial complex with exactly two facets
is decomposable. Consider the simplicial complex D ¼ ff1; 2g; f2; 3g;
f3; 4gg: This simplicial complex has the decomposition ðff1; 2g; f2; 3gg;
f3g; ff3; 4ggÞ: Observe that ff1; 2g; f2; 3gg is decomposable since it has only
two facets and ff3; 4gg is a simplex. This implies that D is decomposable.
On the other hand, the simplicial complex given by D ¼ ff1; 2g; f1; 3g;
f2; 3g; f3; 4gg is reducible but not decomposable since the subcomplex
ff1; 2g; f1; 3g; f2; 3gg has no nontrivial decomposition and is not a simplex.
Theorem 4.17 and its corollaries have important consequences for
decomposable models. In particular, we give an alternate proof of a result
that appears in [7].
Theorem 4.24. If D is a decomposable simplicial complex, then ID has a
quadratic square-free initial ideal.
Proof. The proof is by induction on the number of facets of D: If D has
exactly two facets the result follows by Theorem 4.13. Assume the result is
true for all decomposable simplicial complexes with r  1 facets, and let D be
a decomposable simplicial complex with r facets. D has a decomposition
ðD1;S;D2Þ and D1 and D2 both have fewer than r facets. The corresponding
ideals ID1 and ID2 must have quadratic square-free initial ideals by
assumption, and Corollary 4.20 guarantees that ID also has this property. ]
Corollary 4.25. The vector configuration AD is normal whenever D is a
decomposable simplicial complex. In other words, if u is a vector of integer
marginals lying in the cone spanned by the vertices of PD; then there exists a
nonnegative integer table with these marginals.
Proof. Since ID has a square-free initial ideal, AD has a regular
unimodular triangulation and hence it is normal. The second statement is
simply a restatement of the deﬁnition of normality. ]
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In this section, we answer a question posed by Vlach [13, Question 12].
Suppose D is the boundary of an ðn  1Þ-simplex and d ¼ ðd1; . . . ; dnÞ: Every
b 2 PD gives the ﬁber QðbÞ :¼ p1D ðbÞ \ Rd1d2dnþ which is a polytope. The
dimension of this polytope is at most
Qn
i¼1 ðdi  1Þ: It is not clear whether
one can ﬁnd b 2 PD such that all integers 04k4
Qn
i¼1 ðdi  1Þ are realized
as the dimension of QðbÞ: In fact, in general this is not true.
Example 5.1. Let p :R4 ! R2 be given by the matrix 1 1 1 1
0 1 2 3
 
:
Then dimðQðbÞÞ is at most two, and we can only ﬁnd ﬁbers of dimension
zero or two, but not one.
Theorem 5.2. Let D be the boundary of the ðn  1Þ-simplex and
d ¼ ðd1; . . . ; dnÞ: Then for each 04k4
Qn
i¼1 ðdi  1Þ there exists b 2 PD
such that dimðQðbÞÞ ¼ k:
We will prove this theorem by induction on n: We will prove the base case
for n ¼ 2 separately. In this case D consists of just two isolated vertices, and
we assume ðd1; d2Þ ¼ ðm; nÞ: Under this model, the ﬁbers QðbÞ are
transportation polytopes. We ﬁrst recall some facts about the transportation
polytopes and their vertices. The vertices of a transportation polytope QðbÞ
correspond to the feasible spanning trees of the complete bipartite graph
Km;n: In other words, those spanning trees T such thatX
f j : ði; jÞ2Tg
xij ¼ bi; 14i4m and
X
fi: ði; jÞ2Tg
xij ¼ bmþj; 14j4n;
where xij50; correspond to the vertices of QðbÞ: If T corresponds to a
degenerate vertex, i.e. xpq ¼ 0 for some ðp; qÞ 2 T ; then more than one
spanning tree will correspond to this vertex. Also recall that if v is a vertex of
an arbitrary polytope Q; then the dimension of the subspace generated by
fv  vi : vi is connected to v with an edge of Qg
is the dimension of Q: Given a feasible spanning tree Tv corresponding to a
vertex v of QðbÞ; we obtain the neighboring vertices of v as follows. Every
edge ð p; qÞ 2 Km;n=T determines a unique cycle C that uses only ðp; qÞ and
edges from T : This cycle has even number of edges, and we assume we
traverse this cycle starting with ðp; qÞ: Now let d be the minimum of xij
where ði; jÞ is an even edge of C:We modify x0ij ¼ xij if ði; jÞ =2 C; x0ij ¼ xij þ d
if ði; jÞ is an odd edge of C and x0ij ¼ xij  d if ði; jÞ is an even edge of C: This
gives us a new feasible spanning tree T 0; and T 0 corresponds to a
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transportation polytopes are simple polytopes and hence the dimension of a
transportation polytope is equal to the number of vertices that are neighbors
of a ﬁxed vertex v: With all this background we can now prove the base case
for our induction.
Proposition 5.3. For any fixed positive integers m and n there are
transportation polytopes QðbÞ such that dimðQðbÞÞ ¼ k for all 04k4ðm 
1Þðn  1Þ:
Proof. For any given k we will construct a QðbÞ and a vertex v of QðbÞ
with exactly k neighboring vertices. We assume minfm; ng ¼ m: First, we
consider ðm  1Þðn  1Þ5k5ðm  1Þðn  2Þ þ 1: For each 04t4m  2; we
construct a spanning tree Tt by giving the edges of this tree: fð1;
n  tÞ; ð2; n  tÞ; . . . ; ðm  t; n  tÞ; ðm  t; 1Þ; ðm  t; 2Þ; . . . ; ðm  t; n  t 
1Þg together with fðm  t þ 1; n  tÞ; ðm  t þ 1; n  t þ 1Þ; ðm  t þ 2; n 
t þ 1Þ; ðm  t þ 2; n  t þ 2Þ; . . . ; ðm; n  1Þ; ðm; nÞg: We will set xij ¼ 0 for
all ði; jÞ =2 T ; xij ¼ 1 for all ði; jÞ 2 T except ðm  t; n  tÞ and xmt;nt ¼ 0:
We refer to Fig. 1 to clarify this construction for the case m ¼ 4; n ¼ 5;
and t ¼ 2: A cycle C that is created by adding an edge ðp; qÞ =2 T contains
ðm  t; n  tÞ if and only if q4n  t or, p ¼ m  t and q5n  t þ 1; andFIG. 1. The tree construction in the proof of Proposition 5.3.
HOS-TEN AND SULLIVANT300only in the second type of cycles the edge ðm  t; n  tÞ is an even edge.
Hence except this last kind of cycles any other cycle will give a neighboring
vertex. Since there are k ¼ ðm  1Þðn  1Þ  t such good cycles, we get
transportation polytopes of dimension k for each ðm  1Þðn  1Þ5k5
ðm  1Þðn  2Þ þ 1: Now we can assume that we have a m  ðn  1Þ
transportation problem, since such transportation problems are also m  n
transportation problems with bmþn ¼ 0: And we repeat the above to get all
transportation polytopes of appropriate dimensions. ]
Proof of Theorem 5.2. When n ¼ 2 the above proposition gives the
result. Suppose D is the boundary of the ðn  1Þ-simplex with d ¼ ðd1; . . . ;
dnÞ: By induction, we have the result for the boundary of the ðn  2Þ-simplex
with d 0 ¼ ðd1; . . . ; dn1Þ: In order to get ﬁbers of dimension
Qn
i¼1 ðdi  1Þ  t
where 04t4
Qn1
i¼1 ðdi  1Þ we create the following tables Gt for each t: We
let G to be the d1      dn1  ðdn  1Þ table with all cell entries equal to
one. The ﬁber that G is contained in has dimension D ¼ ðdn  2Þ
Qn1
i¼1
ðdi  1Þ: In other words, there are D linearly independent vectors that could
be added to G without leaving this ﬁber. We will look at G as ðdn  1Þ copies
of a d1      dn1 table ‘‘stacked’’ on top of each other, i.e. G ¼ dn1i¼1 Gi:
Now we let G0 be a d1      dn1 table where the ﬁber that G0 is contained
in has dimension D0 ¼ Qn1i¼1 ðdi  1Þ  t: Similarly, this means there are D0
linearly independent vectors that could be added to G0 without leaving this
ﬁber. Such a G0 exists by induction. Now Gt will be the table obtained by
stacking G0 on top of G; i.e. Gt ¼ G0  G ¼ G0  ðdn1i¼1 GiÞ: We observe that
any vector V that is among the D vectors used for G could be extended to
the vector 0 V for Gt: Similarly, any vector V 0 among the D0 vectors used
for G0 could be extended to the vector V 0  ðV 0Þ  ðdn2i¼1 0Þ: By our
construction these D þ D0 ¼ Qni¼1 ðdi  1Þ  t vectors are linearly indepen-
dent, and adding any of these vectors to Gt will not result in a table outside
the ﬁber of Gt: This means the dimension of the ﬁber of Gt is at leastQn
i¼1 ðdi  1Þ  t: However, if V1  V2      Vdn is a vector which could
be added to Gt without leaving its ﬁber, then V1 is a vector that could be
added to G0 without leaving the ﬁber of G0: In particular, V1 is a linear
combination of vectors from among the D0 vectors above. Substracting the
‘‘extended’’ version of this linear combination from V1  V2      Vdn we
get a vector of the form 0 V 02  V3      Vdn : We observe that V 02 
V3      Vdn is a vector that could be added to G without leaving its own
ﬁber, and hence is a linear combination of the D vectors.
When we construct ﬁbers of dimension
Qn
i¼1 ðdi  1Þ  k
Qn1
i¼1 ðdi  1Þ 
t where 04t4
Qn1
i¼1 ðdi  1Þ; the table Gt will consist of dn  k  1 copies of
a d1      dn1 table with entries equal to one, one copy of G0 as above,
and k copies of a d1      dn1 table of all zeros as its entries. When
k ¼ dn  1; we again refer to the inductive step. ]
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