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Abstract 
The concept of a consecutive-d digraph was proposed by Du, Hsu and Hwang as a general- 
ization of many digraphs, such as de Bruijn digraphs, Kautz digraphs, and Imase-Itoh digraphs, 
which contain many hamiltonian digraphs with near-minimum diameter and near-maximum con- 
nectivity. In this paper, we show sufficient conditions for modified consecutive-d digraphs to 
have super line-connectivity. 
1. Introduction 
Many interconnection networks require to have hamiltonian circuit, small diameter, 
and large connectivity [1,20]. de Bruijn graphs [6], Kautz graphs [26] and their gen- 
eralizations given by Imase and Itoh [23] and Reddy, Pradhan and Kuhl [22,30] are 
good candidates for the networks. To study those digraphs uniformly, Du, Hsu, and 
Hwang [ 10] introduced the concept of consecutive-d digraphs. A consecutive-d digraph 
G(d,n,q,r) has n nodes, labeled by integers mod n, with edges from each node i to d 
consecutive nodes, namely those with label q i+r+k (mod n) for O<~k<d<~n, where 
r and q are integers and -n /2<q<.n/2,q¢O.  The generalized e Bruijn digraphs 
[22,29] and the generalized Kautz digraphs [23] are its two subclasses consisting of 
Ge(d,n) = G(d,n,d,O) and Gl(d,n) = G(d,n,n - d,n - d), respectively. 
The consecutive digraph G(d, n, q, r) is hamiltonian when d >~ 5 [10] or d ~> max(3, q) 
[9]. Its line-connectivity was determined in [14,12]. That is, G(d,n,q,r) is d-line- 
connected iff it has no loop and every node has in-degree d (i.e. j~Id, where 
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/~=gcd(n,q)) and moreover, in the case that every node has indegree d and some 
loops exist, G(d, n, q, r) can be modified to have line-connectivity d. 
Essentially, the modification is to replace all loops by some cycles. A digraph 
is called a modified G(d,n,q,r) if it is constructed from G(d,n,q,r) by connecting 
all loop-nodes into disjoint cycles of cardinality at least two and deleting all loops. 
The modification is said to be cyclic if all loop-nodes are connected into a single 
cycle. 
A digraph is said to have super line-connectivity if its line-connectivity equals the 
minimum degree (outdegree and indegree) and every minimum edge-cut consists of 
edges incident from/to the same node. A digraph having super line-connectivity reaches 
the maximum reliability in certain sense [33]. 
Soneoka [33] proved that if n ~>d 3 and d >~ 3, then cyclically-modified G~(d, n) has 
super line-connectivity. In this paper, we show the following. 
Theorem 1.1. Suppose fl divides d. Then Jor d>~5, every modified G(d,n,q,r) has 
super line-connectivity and for d >_-3, every cyclically modified G( d, n, q, r) has super 
line-connectivity unless 
(1) f l= 1, d=3 and q= ± 1, or 
(2) G(d,n,q,r) is isomorphic to G(3,6,3, 1). 
We will use a different approach to prove this generalization of Soneoka's result. 
As a corollary, we have 
Corollary 1.2. /J' n>d>~3, then every cyclically-modified G~(d,n) has super line- 
connectivity. 
2. Preliminaries 
Let ~p=gcd(q- l,n). (Note: ~b=n if q= 1.) Denote by (x)n the residue ofx  mod- 
ulo n, represented by a number in {0, 1 .. . . .  n -  1). An edge is said to be with k-value i, 
where 0 ~< i < d, if it is contained in the subgraph G( 1, n, q, r+i). The following lemmas 
can be found in [12]. 
Lemma 2.1. G(d,n,q,r) has the followin9 properties: 
(a) Each node has at most one loop. 
(b) I f  d>~2 then G(d,n,q,r) has either no loop or at least two loops. 
(c) G(d,n,q,r) has no loop iff d<tp and 0<(r )~,<~-  d. 
(d) I f  d <. ~p, then all loops of G(d,n,q,r) are with the same k-value. 
(e) I f  tfl= 1, then Jor each k-value there exists exactly one loop with the 
k-value. I f  tp > 1, then for each k-value, either there is no loop or there are exactly 
tp loops with the k-value. Moreover, if i is a loop-node, then the ~ loop-nodes are 
i, i ÷ n/~ .. . . .  i + (Ip - 1 )n/~. 
F Cao et al./Discrete Mathematics 183 (1998) 27-38 29 
(f) If Iq - 11 <~d and x is a loop-node, then either x+ Ln/(q - 1)J or x÷ [n/(q - 1)1 
is a loop-node. 
A subset of Zn is called a consecutive run if its elements can be consecutively 
numbered rood n. 
Lemma 2.2. Suppose [3 divides d and d>~3. I f  the nodes of G(d,n,q,r) can be par- 
titioned into two disjoint nonempty sets A and B such that at most d - 1 edyes 9o 
from A to B, then either A or B has only one element unless 
(1) f l= 1, d=3 and q= + 1, or 
(2) G(d,n,q,r) is isomorphic to G(3,6,3, 1). 
Based on this lemma, it has been proved in [12] that if [31d, then for d~>3 ev- 
ery cyclically-modified G(d, n, q, r) is d-line-connected and for d >~ 4, every modified 
G(d,n,q,r) is d-line-connected. Thus, to prove Theorem 1.1, it suffices to show that 
every minimum edge-cut isolates a node in a modified consecutive-d igraph for d >~ 5 
and in a cyclically-modified consecutive-d igraph for d ~> 3. 
With the above hypothesis, consider a minimum edge-cut C in a modified G(d, n, 
q,r). Clearly, its cardinality is d. I f  it contains an edge not in G(d,n,q,r), then 
the edge-cut induces an edge-cut C' of cardinality at most d -  1 in G(d,n,q,r). By 
Lemma 2.2, C' isolates a node in G(d,n,q,r) unless (1) or (2) occurs. Thus, if (1) 
and (2) do not occur, then the original edge-cut C has to isolate a node in the modified 
G(d,n,q,r). In the next section, we will study the case that all edges in C belong to 
G(d,n,q,r). 
To end this section, we quote a useful lemma from [13]. 
Lemma 2.3. Suppose ~ ] d and ~ < d. Let D, E, F be a partition of" node set qf G(d, n, 
q,r) such that the removal oJ" all nodes in E leaves no path from any node in D 
to those in F. Let S be a subset of nodes each of which receives an edge from a 
node in D. I f  IE l<d,  then S (C_DUE) is a consecutive run of cardinality at least 
IDI + d - ft. 
3. Proof of main results 
In this section, we want to prove the following. 
Theorem 3.1. Assume d >~3 and fl l d. Let C be an edge-cut of cardinality d in a 
modified G(d,n,q,r) such that all ed~tes in C belono to G(d,n,q,r). Let A and B 
Jorm a partition of the node set of G(d,n,q,r). Suppose that the removal of C leaves 
no path from A to B. Then either A or B contains only one element unless d <~4 and 
the modification is not cyclic. 
30 1£. Cao et al./Discrete Mathematics 183 (1998) 27-38 
Note that when 16 divides d, the in-degree and the out-degree are equal at each node. 
Thus, the number of edges from B to A equals the number of edges from A to B. 
Lemma 3.2. Let d ~ 3 and t6 1 d. Then IAI :~ 2 unless d <<, 4 and the modification is 
not cyclic. 
Proof. For contradiction, assume that ]A I = 2. Consider edges in G(d, n, q, r). There are 
2d outedges from A. Among them, d edges must remain in A. However, the cardinality 
of A allows at most four edges remaining in A since G(d, n, q, r) has no multiple edge. 
Thus, d~<4. Since d~>3, A contains at least one loop-node. Next, we prove that B also 
has at least one loop-node. If  A contains only one loop-node, then by Lemma 2. l(b), B 
must contain a loop-node. Thus, we may assume that both nodes in A are loop-nodes. 
We first consider the case that two loops have different k-values. Note that 0 ~< k < d 
and d~>3. By Lemma 2.1(e), if ¢= 1, then B contains a loop with the third k-value; 
if ¢ > 1, then B contains at least two loops with k-values of nodes in A. 
We next consider the case that two loops have the same k-value. If  ¢ >~ 3, then B 
contains a loop by Lemma 2.1(e). Thus, we may assume ¢=2.  By Lemma 2.1(e), 
A = {i, i ÷ (n/2)}. Since ¢ = 2, we have (q - 1 ).  (n/2) =- 0 (mod n). Thus, 
(2 )  n i=-q i+ +r+k(modn)  i f f i+~qi+r+k(modn) .  
That is, the existence of an edge between i and i + ~ implies that both edges from i to 
i+(n/2) and from i+(n/2) to i exist. It follows that d=4 and n =4 or 6. I fd=4=n,  
then every node has a loop. For d = 4 and n = 6. Since ¢ = gcd(q -  1 ,6 )= 2, we have 
q = 3 or 5. q = 3 is impossible because gcd(6, 3) = 3 cannot divide 4. Thus, q = 5. It is 
easy to see that G(d,n,q,r) is isomorphic to G(4 ,6 , -1 ,0 )  which has more than two 
loops. Therefore, B contains a loop-node. 
Since both A and B have at least one loop-node, any cyclic modification would 
contribute a new edge between A and B, contradicting that C is a cut. [] 
Lemma 3.3. Let fl = 1 and d >~ 3. Then both A and B are consecutive runs unless 
d <~4 and the modification is not cyclic. 
Proof. Without loss of generality, assume [A] ~< ]B[. I f  [A[ = 1, then it is trivial that 
both A and B are consecutive runs. By Lemma 3.2, we may assume that [A[/> 3 and 
n ~> 6. Suppose that neither A nor B is a consecutive run. Then, we can find at least 
four different consecutive pairs of nodes, {a, a + 1 }, {b, b ÷ 1 }, {c, c + 1 } and {e, e + 1 } 
such that in each pair, one node is in A and another is in B. Consider a pair {a, a ÷ 1 }. 
Note that each node has d outedges to a consecutive run of cardinality d. Since fl = 1, 
any consecutive run of cardinality d receives the d out-edges from a node. Thus, there 
are exactly d -  1 nodes going to both a and a ÷ 1. Among these 2 (d -  1 ) edges, exactly 
d -  1 edges going between A and B. Since at most 2d edges go between A and B, there 
are at most h2d/(d-  1)J disjoint pairs among the four. Sine d>~3, there are at most 
three disjoint pairs. Without loss of generality, assume that the first two pairs intersect 
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with b =a + 1 (modn).  Since there are exactly d -  2 nodes having edges going to all 
of  a, a + 1 and a + 2, there are exactly d nodes from which either both a and a + 1 
or both a + 1 and a + 2 are adjacent. This contributes at least d edges going between 
A and B. If  other two pairs {c, c + 1 } and {e, e + 1 } are disjoint each other and also 
disjoint from {a,a + 1,a + 2}, then we would obtain totally d + 2(d -  1 )>2d edges 
between A and B, contradicting that there are at most 2d edges between A and B. 
Thus, one of the following two cases must occur. 
Case 1: {c, c + 1 } and {e, e + 1 } intersect. Without loss of generality, assume 
c+ 1= e (modn). 
I f  {a,a + 1,a + 2} and {c,c + 1,c + 2} are disjoint (Fig. l(a)), then from edges 
going to these two consecutive runs, 2d edges can be found between A and B. Thus, 
no consecutive pair other than the four pairs can intersect both A and B. It follows 
that A consists of two nodes a + 1 and c + 1, a contradiction. 
If  {a, a + 1, a + 2} and {c, c + 1, c + 2} intersect, then we may assume without loss 
of generality that a + 2 =c(modn)  (Fig. l(b)). Note that {a,a + 1,a + 2} receives d 
edges between A and B and {a + 3, a + 4} receives d - 1 edges between A and B. We 
can not afford two more consecutive pairs which interset both A and B because two 
such pairs will receive at least two new edges between A and B. However, the number 
of consecutive pairs which intersect both A and B must be even. Thus, no consecutive 
pair other than the four pairs exists to intersect both A and B. This implies that A 
consists of a ÷ 1 and a + 3, a contradiction. 
Case 2: {c,c+ 1} and {e ,e+ 1} are disjoint and at least one of them intersects with 
{a,a + 1,a + 2}. Without loss of generality, assume c=_a + 2(modn)  (Fig. l(c)). 
I f  {e,e + 1} intersects with {a,a + 1,a + 2, a + 3}, then it has been already dealt 
with in the case 1. Thus, we can assume that {e ,e+ 1} and {a,a+ 1,a+2,  a+3} are 
disjoint. Note that among the edges going to three pairs {a, a + 1 }, {a + 2, a + 3}, and 
{e, e + 1 }, there are 3(d - 1 ) edges between A and B. So, 3(d - 1) ~< 2d, that is, d ~< 3. 
Hence, d = 3 and 3(d - 1 ) : 2d. It follows that no consecutive pair other than the four 
pairs can intesect both A and B. Thus, A equals either {e + 1, e + 2 . . . . .  a} U {a + 2} or 
{a + 1} U {a + 3,a + 4 . . . . .  e} (Fig. l(c)). Without loss of generality, assume that the 
former occurs. Let s(i) denote the node whose successors are i, i+  1, and i+2.  (Here, 
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a successor of a node is an outneighbor of the node.) The fact that there are 6 (=2d)  
edges between A and B among all inedges of  e, e 4. 1, a, a 4. 1, a + 2, and a 4. 3 also 
implies that s(e), s(e+ 1 ) . . . . .  s(a) belong to A. Similarly, s(a+ 1), s (a+2)  . . . . .  s (e -  1) 
belong to B. Since /~ = 1, there exists i', 0< i '  <n,  such that qi '=  - 1 (modn). Thus, 
A = {s(e),s(e) 4. i' . . . . .  s(e) 4- ([A[ - 1)i'} 
={e+ 1 ,e+2 . . . . .  a} tO {a + 2}, 
B = {s(e) + ]A[i',s(e) 4, ([A[ + 1)i',... ,s(e) + (n - 1)i'} 
={a+ 1}O{a+3,a+4 . . . . .  e}. 
Assume 1 ~< q ~< n - 1. Note that A has two elements a and a 4. 2 satisfying property 
that the element plus one (equivalently, plus qi') is not in A. I f  q ~< [B[, then these two 
elements must be s(e) + (]A] - 2)i' and s(e) + ([A] - 1)i'. I f  q> [B[, then these two 
elements must be s(e) and s(e)4, i'. In either case, we obtain that i '=  + 2 (modn). It 
follows that e 4. 1 and e 4. 2 cannot both belong to A, a contradiction. [] 
Lemma 3.4. I f  ~ = 1 and d >~ 3, then either A or B contains only one node unless 
d <~ 4 and the modification is not cyclic'. 
Proof. Suppose / /=  1 and either d ~> 5 or the modification is cyclic. Suppose to the 
contrary that [B[ ~> [A[ ~>3. By Lemma 3.3, A and B are consecutive runs. 
Consider the case q~ 4- 1 (modn). Let q* be the magnitude of q. Look at edges 
from A. Since at most d of them go to B, there must exist a k-value such that all 
edges with it coming from A will stay within A except at most one. Let k' be such a 
k-value. That is, qi + r 4, k' C A for all i in A except at most one. Let A' be the set 
obtained from A by removing the exception one. 
Case 1: A' is a consecutive run. Consider any consecutive pair i, i 4. 1 E A'. Note that 
]B[>~n/2>q* - 1 and q i+r+k '  and q( i+ 1)+r+k '  belong to A. The q* - 1 nodes 
between qi + r + k' and q(i + 1 ) + r + k', {qi 4. r + k' 4. j . sign(q)[ j  = 1 . . . . .  q* - 1}, 
must also belong to A. I f  A contains x nodes, then A' contains x - 1 elements, say 
A' = {i0, i0 + 1 . . . . .  i0 + (x - 2)}. We find in this way that A has at least (x - 2)q* + 1 
nodes, 
{qi + r + k' + j .  sign(q) [ i = i0, i0 + 1,...,i0 + (x -  3 ) , j=0 , . . . ,q*  - 1} 
tA {q(i0 + (x - 2)) + r + k'}. 
Thus, x -  1 + (x -  2)(q* - 1)~<x. Since q*> 1, we must have x = 2, that is, [AI= 2, a 
contradiction. 
Case 2: A' is not a consecutive run. Let { i}=A\A ' .  Then i -1 , i  + 1EA'.  Since 
qi + r + k' is not in A and q(i 4- 1 ) + r + k' are in A, we have [B[ ~< 2q* - 1. However, 
[A[ > [B], a contradiction. 
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Now, consider q= + 1. Write A = {a,a + 1 .... ,a + k} (k~>2). Then all successors 
of nodes in A form a consecutive run of cardinality IA] ÷ d - 1. which has exactly two 
nodes that each receives only one edge from A. Thus, there are at 
least 2+2(d -- 3 )= 2d -4  edges going out from A. Hence, 2d -4  ~<d, that is, d ~<4. For 
d~<4, the consecutive run formed by all successors of nodes in A is either {a-2 ,  
a - l ,a , . . . ,a+k ,a+k+ 1} or {a 1,a , . . . ,a+k ,a+k+ 1 ,a+k+2}.  For q - - l ,  
a must be a loop-node and by Lemma 2.1(e), every node is a loop-node. For q -- - 1, a 
middle node in A and a middle in B must be loop-nodes. Thus, any cyclic modification 
will give a new edge between A and B, a contradiction. [] 
Lemma 3.5. If/3 > 1, d >~ 3, and/3 divides d, then either A or B has only one element 
unless d <~4 and the modification is not cyclic. 
Proof. Since /3 divides n, the nodes of G(d,n,q,r) can be partitioned into n'=n//3 
groups t= { i , i+  n ~ . . . . .  i+  ([3 1)n~}. In each group, all nodes have same successors. 
Let G be the digraph with the nodes f . . . . .  fi' such that an edge from 7 to j exists iff 
an edge from i to x for some x in j exists in G(d,n,q,r). It is easy to see that 
is isomorphic to G(d,n~,q,r). However, we have to pay attention to the fact that n ~ 
may not be bigger than d. Note that gcd(nt, q) l/3 and /3 ]d imply gcd(n~,d)]d. When 
n ~ >d,  we know that (~ is (d -  l)-Iine-connected (Corollary of Theorem 3.3 in [14]). 
When n ~<d, we may look at G as a multigraph. This multigraph is the union of 
G(n~,n',q,r) .. . . .  G(d - {n~,n~,q,r + {n ~) where G(n~,nt, q,r) is the complete graph of 
n' nodes and {= Wd/n'j. So, G is at least d- Id /n ' l (>~n' - l )  line-connected. Since 
n>d>~/3, we have n'~>2 and Id/n'l <<. min{/3, d 1}. So, each node of (~ has at most 
min{/3,d-  1} loops. 
Define A-= {7] 7CA} and/~-{71 i-c B}. Note that each edge of 0 contains/3 edges 
of G(d,n,q,r). I fAU/~ contains all nodes of G, then there are at most L (d -  1)//3j = 
d//3 - 1 edges from A to /~ and A- and /~ are nonempty. Since /3 > 1, d//3 - I <~ d - 2. 
Note that if n~>d, then G is (d -  1)-line-connected. Thus, we have n~<~d. So, G is 
at least (n ~-  l)-connected. It follows that d//3- 1 >~n' -  1, that is, d/> n, contradicting 
our assumption that n>d. Therefore, there exists a node £ of G not in A-U/~, that 
is, £ N A ¢ ~ and 2 N B ¢ 0. We claim that there exist at most two such nodes. To see 
this, consider a node aCYNA and a node b~YNB.  Since a and b have the same d 
successors, there exist d outedges of a or b going between A and B. If there are more 
than two nodes of G not in A-UB, then we will obtain at least 3d edges between A 
and B, contradicting the choice of  A and B. Next, we consider two cases. 
Case 1: Suppose there exist two nodes 2 and y of (~ not in AtSB. Then all edges 
between A and B are outedges of nodes in £ U i~. Thus, no outedge from A\(£U i;) 
goes to B. 
Subcase 1.1: /3=2. Since d~>3 and /3]d, d>.4. Let £={XA,XB} and v= {.v~4,.vB} 
where xA, YA E A and xB, .W c B. Then the removal of XA and YA leaves no path from 
any node in A-  {XA,yA} to those in B. By Lemma 2.3, all successors of nodes in 
A-  {xA,yA} form a consecutive run of cardinality at least ]A -  {xA,yA}] + d-/3>~ IAI. 
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However, this consecutive run is a subset of A. Thus, A is a consecutive run. Similarly, 
B is a consecutive run. I f /1  is nonempty, then the consecutive run A contains at least 
1 + n/2 nodes. A similar result holds for B. Thus, either A- or/~ is empty. It follows 
that either A or B contains two nodes, contradicting Lemma 3.2. 
Subcase 1.2: fl~>3. Since there are at most 2d edges between A and B, there are 
exactly d edges between A and B among outedges of nodes in £" (or)5). Let s be a 
successor of nodes in £. I f s  is in B, then we can obtain exactly [A N2[ edges from A to 
B among the edges from nodes in £ to s. Since nodes in £ have d successors, we have 
that for each successor s, there is exactly one edge between A and B among the edges 
from nodes in £ to s. Note that fl ~> 3. It follows that either all successors of nodes in £ 
belong to B and [£NA[ = 1 or all successors of nodes in Y belong to A and [TAB[ = 1. 
Without loss of generality, assume that the former occurs. Let denote {)CA} =Y N A. 
Then all outedges of XA are from A to B. Thus, A cannot have another edge from 
A to B. This means that the removal of )cA leaves no path from A-  {XA} to B. If  
f l=d ,  then G(d,n,q,r) is (d -1 ) -connected  (Theorem 3.4 in [14]), contradicting the 
property of XA. Thus/~ <d.  By Lemma 2.3, all successors of nodes in A -{xA)  form a 
consecutive run of cardinality at least [A -  {XA }] + d -  ~ >t [A[. Since this consecutive 
run is a subset of A, A is a consecutive run. I f  A is nonempty, then A contains at least 
n - n' + 1 nodes. Since the d outedges of XA are from A to B, all d edges between 
A and B among outedges of nodes in )5 are from B to A. It follows that IB n 3~[ = 1 
and all successors of nodes in )5 belongs to A. Similarly, we can show that B is a 
consecutive run and if/~ is nonempty, then B contains at least n - n' + 1 nodes. Note 
that 2(n -n '+ 1 )>n.  Hence, either A-or/~ is empty. Without loss of generality, assume 
that B is empty. Denote (Ye} = B N )5. Then B = (Y -  {XA})U {YB} is a consecutive run. 
This is impossible because there exist at least n' - 1 nodes between any two nodes in £. 
Case 2: There exists only one node £ of 0 not in .~U/~. 
Subcase 2.1: fl =2.  Write 2= {XA,Xe} where XA EA and x8 CB. To show that either 
A or B has only one element, it suffices to prove that either A or/~ is empty. Suppose 
to the contrary that they both are nonempty. 
First, assume that there is no edge between A- and /~. This implies n '> d. Thus, 2 
has at least d -  1 edges going to A and at least d -  1 edges going to/~. Thus, £ has 
at least 2 (d -  1) outedges. It implies 2 (d -  1 )~< d. Hence d = 2, contradicting d >~ 3. 
Secondly, assume that there exists exactly one edge e from A- to B. Let y be the 
endpoint of the two edges in G(d, n, q, r), induced by e. If  n'~> d, then there exist at least 
d -  1 edges from A-U {2) to/~. They induce at least fl + (d -2 ) ( f l -  1 )= d edges from 
A to B - {x~}. Therefore, no edge exists from A to x~. The removal of y and xA leaves 
no path from A - {XA} to B -- {y}. Note that fl =2<d.  By Lemma 2.3, all successors 
of nodes in A - {XA } form a consecutive run of cardinality ]A - {xA ) I + d - fl ~> ]A I + 1. 
(Since f l ld and f l=2<d,  we have d-[3>~2.) Moreover, this consecutive run is a 
subset of A U (y}. Thus, A U {y} is a consecutive run. Since each element of i{ is in 
the form {i, i+n/2}, A U {y} contains at least n/2+ 1 elements and for each i E A U {y} 
both i and i+n/2 belong to A U {y}. Therefore, there are only two nodes x~( = XA +n/2)  
and y + n/2 do not belong to A U {y}. This implies that B = {xe, y, y + n/2. Since e is 
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the only edge from A- to B, y + n/2 cannot receive any edge from A - {XA }. Moreover, 
x8 cannot receive edge from A. Therefore, there are at most three edges from A to 
B. Thus, d = 3, contradicting /3 = 2 1 d. If  n ~ < d, then any node of (~ has outedges to 
every node of (~. Since there is only one edge from A- to /~, we have IA-I = I/}l = 1. 
Thus, n=6 and d=4 or 6. l fd=n=6,  then G(d,n,q,r) is a complete digraph. Note 
that IAI = IBI = 3. There are 9 (> 6) edges from A to B, a contradiction. If  d = 4, then 
we note that n t < d implies that every node of (~ has a loop. It follows that every node 
of G contains a loop-node of G(d, n, q, r). Since both A and /} are nonempty, both A 
and B contain loop-nodes. Thus, every cyclic modification gives a new edge between 
A and B, a contradiction. 
Next, assume that there exist at least two edges from A- to/}. If  there exist at least 
d 1 edges from A-U {2} to/}, these edges induce at least 2/3 + (d - 3)(/3 - 1 ) = d + 1 
edges from A to B - {xB}, a contradiction. Thus, at most d - 2 edges exist from A-U {2} 
to /}. It follows that n ~<d. Note that n~=n/2>~d/2. So, G is at least d -2  line- 
connected. There exist exactly d -2  edges from A-U {)?} to /~. If  I/~] >~3, then there 
exist at least three edges from A to/~. Hence, the d - 2 edges from .~U {2} to/~ would 
induce at least 3/3 + (d - 5)(/3 - 1) =d + 1 edges from A to B - {xB}, a contradiction. 
Thus, [/~1~<2 and hence IBIs<5. Since there are at least two edges from A to /}, the 
d - 2 edges from A-U {Y} to /} would induce at least 2/3 + (d - 4)(/3 - 1 ) = d edges 
from A to B - {xs}. This means that xB receives no edge from A. It follows that d ~< 5. 
Since /3Id, we have d~<4. AS n'<d, then every node of G has a loop. It follows 
that every node of (~ contains a loop-node of G(d,n,q,r). Since both A- and /} are 
nonempty, both A and B contain loop-nodes. Thus, every cyclic modification gives a 
new edge between A and B, a contradiction. 
Subcase 2.2: /3=3. Without loss of generality, assume that A = {XA,XB, X~} where 
! x.4 CA and x~,x BEB. We show that A-= 13. First, assume that d<<.n ~. Then G is at least 
d 1 line-connected. If A- is not empty, then at least d - 1 edges of 0 come to A- from 
/~ U {2}. These edges contain at least (/3 - 1 )(d - 1 ) edges of G(d, n, q, r), going from 
B to A. Thus, ( /3 -  1 ) (d -  1)~<d, that is, d~<(f l -  1)/(//-2)-..<2, contradicting d>~3. 
Next assume n'<d. I f  A- is not empty, then at least d-  [d/nq edges of G come 
to A from /}U {2} since G is (d-Fd/n'])-line-connected. These edges contain at 
least ( /3-  1 ) (d -  [d/nq) edges of G(d,n,q,r), going from B to A. Since n>/3, we 
have n'>~ 2. If n '>  2 and d ~> 5, then d > 2 [d/nq >~ [( /3-  1)/( /3- 2)] [d/nq. Hence, (d -  
~d/nq ) ( /3-  1 )>d.  It contradicts the hypothesis on A and B. If  n' =2 ,  then ]A-[ = 1 and 
/}=13 so that IBI =2,  contradicting Lemma 3.2. If  2<n~<d~<4,  then by Lemma 3.2, 
/~ is nonempty. So, both A and B are nonempty. Since n' ~<d, every node of G has 
a loop. It follows that every node of G contains a loop-node of G(d,n,q,r). Since 
both A- and /~ are nonempty, both A and B contain loop-nodes. Hence, every cyclic 
modification gives a new edge between A and B, a contradiction. 
Subcase 2.3: /~>4. We first prove that either ANY or BAY contains only one 
element. For contradiction, suppose that they both contain at least two elements. We 
claim that they both contain exactly two elements. In fact, if A N2 contains more than 
two elements, then all successors of nodes in .? must belong to A in order to keep 
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the number of edges between A and B not exceed 2d. However, this implies that 
there are 2d edges from B to A, a contradiction. The same argument can be applied 
to the case that B NY contains more than two elements. Therefore, the claim holds. 
]A nYl--[BNYt =2 implies that there are exactly 2d edges between A and B among 
the outedges of nodes in £. Thus, no edge from A\2 goes to B. So, the removal of 
two nodes in ANY leaves no path from A\2 to B. This means that G(d,n,q,r) is 
at most two connected. If ]~=d, then G(d,n,q,r) is at least (d -1 ) (>2)  connected 
(Theorem 3.4 in [14]). Thus, [3<d. By Lemma 2.3, all successors of nodes in A\2 form 
a consecutive run of cardinality at least [A\21 + d -  fi >~ IAt. Moreover, this consecutive 
run is a subset of A. Therefore, A is a consecutive run. So is B. It follows that either 
/f or B is empty. That is, either IAI =2 or ]B I =2,  contradicting Lemma 3.2. 
Without loss of generality, assume that ANY contains only one element. We next 
show that A-= 0. In fact, if A- is not empty, then at least d - [d/ntl edges of 0 come 
to /l from /}U {Y} since G is (d-[d/n'  1)-line-connected. These edges contains at 
least 
have 
(d -  
odd, 
A\Y. 
from A\Y. This implies fl = d. Note that Y 
nodes. Thus, A receives at least (d -  1)/2 
has at least three nodes in )7 and hence A 
contradicting the assumption on A and B. 
(13- 1 ) (d -  Id/n'l) edges of G(d,n,q,r), going from B to A. Since n>d>~[3, we 
n'~>2. If n '>2 or d is even, then d>~Z[d/n' 1 >[( f l -1 ) / ( [3 -2 ) ] Id /n '  1. Hence, 
[d/n'])([]- 1)>d. It contradicts the hypothesis on A and B. If n / :  2 and d is 
then IA-I = 1, I / l=0 and there are at least d -  1 edges of G(d,n,q,r) from B to 
It follows that no edge exists from B to AN£. Thus, all in-edges of A AT come 
consists of either all odd nodes or all even 
edges from each node in £. Since /~ ~> 4, B 
receives at least 3 (d -  1)/2 edges from B, 
© 
4. Discussion 
de Bruijn graphs [6], Kautz graphs [26] and their generalizations have been exten- 
sively studied [ l -6,8-13,15-21].  Imase et al. [24] showed that for n>~d 3, GB(d,n) 
and Gt(d,n) are (d-1)-connected. Du and Hwang [15] showed that Gl(d,n) is 
d-line-connected iff it has no loop, i.e. (d + 1)[n. Homobono and Peyrat [19] showed 
that for n>>.d 4, Gl(d,n) is d-connected iff (d + 1)In and gcd(d,n)> 1. Soneoka's re- 
sults in [33] and our results in this paper showed that all Gs(d,n) and Gl(d,n) also 
have super line-connectivity. 
Consecutive-d digraphs are a special class of c-circulant digraphs. Mora et al. [28] 
showed some general properties of c-circulant digraphs. Hamidoune t al. [17] proposed 
a concept of 'vosperian'. The proof techniques in this paper can also be used to show 
the vosperian property of consecutive-d digraphs. 
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