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Abstract
Restricted Isometry Constants (RICs) provide a measure of how far from an
isometry a matrix can be when acting on sparse vectors. This, and related
quantities, provide a mechanism by which standard eigen-analysis can be applied
to topics relying on sparsity. RIC bounds have been presented for a variety
of random matrices and matrix dimension and sparsity ranges. We provide
explicitly formulae for RIC bounds, of n × N Gaussian matrices with sparsity
k, in three settings: a) n/N fixed and k/n approaching zero, b) k/n fixed and
n/N approaching zero, and c) n/N approaching zero with k/n decaying inverse
logrithmically in N/n; in these three settings the RICs a) decay to zero, b)
become unbounded (or approach inherent bounds), and c) approach a non-zero
constant. Implications of these results for RIC based analysis of compressed
sensing algorithms are presented.
Keywords: restricted isometry constant, Gaussian matrices, singular values of
random matrices, compressed sensing, sparse approximation
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1. Introduction
Many questions in signal processing[1, 2], statistics [3, 4, 5], computer vision
[6, 7, 8, 9], and machine learning [10, 11, 12] are employing a parsimonious no-
tion of eigen-analysis to better capture inherent simplicity in the data. Slight
variants of the same quantity are defined in these disciplines, referred to as:
sparse principal components, sparse eigenvalues, and restricted isometry con-
stants (RICs). In this article we adopt the notation and terminology of RICs,
defined as a measure of the greatest relative change that a matrix can induce in
the ℓ2 norm of sparse vectors. Let χN (k) denote all vectors of length N which
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have at most k nonzeros; then the lower and upper RICs of the n× N matrix
A are defined as
L(k, n,N ;A) := 1− min
x∈χN (k)
‖Ax‖22
‖x‖22
and (1)
U(k, n,N ;A) := max
x∈χN (k)
‖Ax‖22
‖x‖22
− 1 respectively. (2)
RICs were introduced by Cande`s and Tao in 2004 [13] as a method of analy-
sis for sparse approximation and compressed sensing (CS), and have received
widespread used in those communities. For example, let y = Ax0 + e for
some x0 ∈ χN (k), then, provided the RICs of A are sufficiently small, there
are computationally tractable algorithms which from A and y (and possibly
k and ‖e‖) are guaranteed to return a vector xˆ satisfying a bound of the form
‖x0−xˆ‖2 ≤ Const.‖e‖2; for examples of such theorems see [14, 15, 16, 17, 18, 19].
The efficacy of theorems of this form depends highly on knowledge of the RICs
of A.
Numerous algorithms exist for estimating or bounding the RICs of a general
matrix; however, theory for the current state of the art [20, 21] is limited to
k ∼ √n, whereas many applications require information for comparatively larger
values of k. The only method for calculating the RICs of a general matrix A
for larger values of k, requires calculating the extreme singular values of all
(
N
k
)
submatrices of A, resulting from all independent selections of k columns from
A. This combinatorial approach is intractable for all but very small dimensions.
For this reason, much of the research on RICs has been devoted to deriving their
bounds. Matrices with entries drawn from the Gaussian distribution N (0, 1/n)
have the smallest known bound for large matrices and k ≫ 1 [22]. For bounds
on the RICs of matrix ensembles other than Gaussian see [23, 24, 25].
Let
ρn :=
k
n
and δn :=
n
N
.
RIC bounds for Gaussian matrices have been derived focusing on the limits
ρn → ρ ∈ (0, 1) and δn → δ ∈ (0, 1), [22, 26, 13], see Theorem 1. Unfortunately,
these bounds are given in terms of implicitly defined functions, Definition 8,
obscuring their dependence on ρ and δ.
Theorem 1 (Gaussian RIC Bounds [26]). Let L (δ, ρ) and U (δ, ρ) be defined
as in Definition 8 and fix ǫ > 0. In the limit where n/N → δ ∈ (0, 1) and
k/n → ρ ∈ (0, 1) as n → ∞, sample each n × N matrix A from the Gaus-
sian ensemble (entries drawn independent and identically distributed from the
Gaussian Normal N (0, 1/n)) then
Prob (L(k, n,N ;A) < L (δ, ρ) + ǫ)→ 1 and
Prob (U(k, n,N ;A) < U (δ, ρ) + ǫ)→ 1
exponentially in n.
2
In this manuscript we present simple expressions which bound the RICs of
Gaussian matrices in three asymptotic settings: (a) δ ∈ (0, 1) and ρ≪ 1 where
the RICs converge to zero as ρ approaches zero, (b) ρ ∈ (0, 1) and δ ≪ 1 where
the upper RIC become unbounded and the lower RIC converges to its bound
of one as δ approaches zero, and (c) along the path ργ(δ) = 1/
(
γ log(δ−1)
)
for
δ ≪ 1 where the RICs approach a nonzero constant as δ approaches zero. In all
cases, except for the bound of the lower RIC in case b) we see the introduction
of a new logarithmic term coming from the combinatorial term which is a result
of the union bound we use in the derivations (see proof of the main results).
Furthermore, we have a δ dependence in the factor δ2ρ3 in all the bounds.
The bounds presented here build on the results in [26] and are specific to
Gaussian matrices, carefully balancing combinatorial quantities with the tail
behaviour of the largest and smallest singular values of Gaussian matrices. The
specificity of these bounds to Gaussian matrices gives great accuracy than what
subgaussian tail bounds provide [27]. A similar analysis could be conducted for
the subgaussian case by considering the bounds in [13] stated for the Gaussian
case, but which are equally valid for the subgaussian case. For brevity we do
not consider the subgaussian case here.
There has been substantial work on RICs of partial Fourier matrices, see
[24] and references therein. However, the exact power of the logarithmic factor
(in (γ log(1/δn))
−1) is not yet determined. Hence analysis of the kind of this
work are not possible for such ensembles.
Each of Theorems 2 – 4 state that the probability under consideration con-
verge exponentially to 1 in k or n which we use as a shorthand for saying one
minus the probability considered being bounded by a function decaying expo-
nentially to zero in the variable stated; the explicit bound is given in the proof
of the theorem.
Theorem 1 states that, for k, n, and N large, it is unlikely that the RICs
exceed the constants L (δ, ρ) and U (δ, ρ) by more than any ǫ. In the limit where
δn → δ ∈ (0, 1) and ρn → ρ≪ 1, the matrix RICs converge to zero, causing the
resulting bounds to become vacuous. Theorem 2 states the dominant terms in
the bounds, and that the true RICs are unlikely to exceed these bounds by a
multiplicative factor (1+ǫ) for any ǫ > 0. The dominant terms can be contrasted
with 2
√
ρ+ρ which is the deviation from one of the expected value of the smallest
and largest eigenvalues of a Wishart matrix [28, 29]. An implication of Theorem
2 for the compressed sensing algorithm Orthogonal Matching Pursuit is given
in Corollary 7.
Theorem 2 (Gaussian RIC Bounds: ρ ≪ 1). Let U˜ρ(δ, ρ) and L˜ρ(δ, ρ) be
defined as
U˜
ρ(δ, ρ) =
√
2ρ log
(
1
δ2ρ3
)
+ cρ, (3)
L˜
ρ(δ, ρ) =
√
2ρ log
(
1
δ2ρ3
)
+ cρ. (4)
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Fix ǫ > 0 and c > 6. For each δ ∈ (0, 1) there exists a ρ0 > 0 such that in the
limit where n/N → δ, k/n→ ρ ∈ (0, ρ0), and (logn)/k → 0 as k →∞, sample
each n×N matrix A from the Gaussian ensemble, N (0, 1/n), then
Prob
(
L(k, n,N ;A) < (1 + ǫ)L˜ρ (δ, ρ)
)
→ 1 and
Prob
(
U(k, n,N ;A) < (1 + ǫ)U˜ρ (δ, ρ)
)
→ 1
exponentially in k.
Theorem 3 considers a limiting case where the upper RIC diverges and the
lower RIC converges to its bound of one. The upper RIC is shown to grow in
this setting with a dominant term proportional to log(1/δ) with precise pro-
portionality constants as well as the secondary growth factor log log(1/δ), again
with constants of proportionality. The lower RIC is shown to differ from the
unit bound by a polynomial term in δ, as opposed to the more typical logarith-
mic relations. The rapid decay to zero of the δ polynomial term in (6) indicates
that the lower RIC rapidly approaches one as δ decreases for ρ fixed; this is re-
flected in the dominant effect of the lower RIC when used to prove convergence
guarantees for sparse approximation algorithms [14].
Theorem 3 (Gaussian RIC Bounds: δ ≪ 1). Let U˜δ(δ, ρ) and L˜δ(δ, ρ) be
defined as
U˜
δ(δ, ρ) = ρ log
(
1
δ2ρ3
)
+ (1 + ρ) log
[
c log
(
1
δ2ρ3
)]
+ 3ρ, (5)
L˜
δ(δ, ρ) = 1− exp
(
−3ρ+ c
1− ρ
)
· (δ2ρ3) ρ1−ρ . (6)
Fix ǫ > 0 and c > 1. For each ρ ∈ (0, 1) there exists a δ0 > 0 such that in the
limit where k/n→ ρ, n/N → δ ∈ (0, δ0) as n→∞, sample each n×N matrix
A from the Gaussian ensemble, N (0, 1/n), then
Prob
(
L(k, n,N ;A) < (1 + ǫ)L˜δ (δ, ρ)
)
→ 1 and
Prob
(
U(k, n,N ;A) < U˜δ (δ, ρ) + ǫ
)
→ 1
exponentially in n.
Theorem 4 considers the path in which both ρn and δn converge to zero,
but in such a way that the RICs approach nonzero constants. This path is of
particular interest in applications where RICs are required to remain bounded,
but where the most extreme advantages of the method are achieved for one
of the quantities approaching zero. For example, compressed sensing achieves
increased gains in undersampling as δn decreases to zero; however, all com-
presses sensing algorithmic guarantees involving RICs require the RICs to re-
main bounded. The limit considered in Theorem 4 provides explicit formula for
these algorithms in the case where the undersampling is greatest, see Corollary
6.
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Theorem 4 (Gaussian RIC Bounds: ρn → (γ log(1/δn))−1 and δ ≪ 1). Let
ργ(δ) =
1
γ log(δ−1) and let U˜
γ (δ, ργ(δ)) and L˜
γ (δ, ργ(δ)) be defined as
U˜
γ (δ, ργ(δ)) =
√
2ργ(δ) log
(
1
δ2ρ3γ(δ)
)
+ 6ργ(δ)
+ cu
[
2ργ(δ) log
(
1
δ2ρ3γ(δ)
)
+ 6ργ(δ)
]
(7)
L˜
γ (δ, ργ(δ)) =
√
2ργ(δ) log
(
1
δ2ρ3γ(δ)
)
+ 6ργ(δ)
− cl
[
ργ(δ) log
(
1
δ2ρ3γ(δ)
)
+ 6ργ(δ)
]
. (8)
Fix γ > γ0 (which γ0 ≥ 4), ǫ > 0, cu > 1/3 and cl < 1/3. There exists a
δ0 > 0 such that in the limit where k/n→ ργ(δ0), n/N → δ ∈ (0, δ0) as n→∞,
sample each n×N matrix A from the Gaussian ensemble, N (0, 1/n), then
Prob
(
L(k, n,N ;A) < L˜γ (δ, ργ(δ)) + ǫ
)
→ 1 and
Prob
(
U(k, n,N ;A) < U˜γ (δ, ργ(δ)) + ǫ
)
→ 1
exponentially in n.
Theorem 4 considers the path ργ(δ) for δ ≪ 1; passing to the limit of δ → 0,
the functions U˜γ (δ, ργ(δ)) and L˜
γ (δ, ργ(δ)) defined as (7) and (8) converge to
simple functions of γ.
Corollary 5 (Gaussian RIC Bounds: ρn → (γ log(1/δn))−1 as δ → 0). Let
U˜
γ (δ, ργ(δ)) and L˜
γ (δ, ργ(δ)) be defined as (7) and (8) respectively with ργ(δ) =
1
γ log(δ−1) .
lim
δ→0
U˜
γ (δ, ργ(δ)) =
2√
γ
+
4
γ
cu (9)
lim
δ→0
L˜
γ (δ, ργ(δ)) =
2√
γ
− 4
γ
cl. (10)
The accuracy of Theorems 2 - 4 and Corollary 5 are discussed in Section 2
and proven in Section 3.
1.1. Compressed sensing sampling theorems
Compressed sensing is a technique by which simplicity in data can be ex-
ploited to reduce the amount of measurements needed to acquire the data. For
example, let there be a vector x0 ∈ χN (k) which satisfies y = Ax0 + e; the ma-
trix A can be viewed as measuring x0 through inner products between its rows
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and x0, and e captures the model misfit such as measurement error or the true
measured vector not being exactly k sparse. If we let A be of size n ×N with
n < N , then fewer than N inner products have been performed, and naively it
seems impossible to recover x0.
The theory of compressed sensing has developed conditions in which x0, or
an approximation thereof, can be recovered. Most remarkably, for any fixed
ratio n/N , the recovery guarantees achieve the optimal order of the number of
measurements being proportional to the information content in x0 (n propor-
tional to k). In fact, for most compressed sensing algorithms it is possible to
derive constants of proportionality, ρalg(δ), such that if A has entries N (0, 1/n),
then in the limit of n → ∞ with n/N → δ ∈ (0, 1) and k/n < (1 − ǫ)ρalg(δ) it
can be guaranteed that the output of a compressed sensing algorithm, xˆ, will
satisfy ‖x0 − xˆ‖2 ≤ Const.‖e‖2. The best current known values of ρalg(δ) have
been calculated in [14] for Iterative Hard Thresholding (IHT) [15], Subspace
Pursuit (SP) [18], and Compressed Sampling Matching Pursuit (CoSaMP) [19].
It can be expected that further analysis of these algorithms will result in higher
phase transitions, ρalg(δ).
Compressed sensing is most remarkable in that the recovery algorithms re-
main effective for k/n decaying slowly as the number of measurements becomes
vanishingly small compared to the signal length, n/N → 0. In fact, it is known
that ρalg(δ) becomes proportional to 1/
(
log(δ−1)
)
as δ → 0. This constant of
proportionality can be deduced from Theorem 4; the resulting sampling theo-
rems for representative compressed sensing algorithms are stated in Corollary 6
for cu = cl = 1/3.
Corollary 6. Given a sensing matrix, A, of size n × N whose entries are
drawn i.i.d. from N (0, 1/n), in the limit as n/N → 0 a sufficient condition for
recovery for Compressed Sensing algorithms with k steps is n ≥ γk log (N/n)
measurements with γ = 37 for l1-minimization [16], γ = 96 for Iterative Hard
Thresholding (IHT) [15], γ = 279 for Subspace Pursuit (SP) [18], and γ = 424
for Compressed Sampling Matching Pursuit (CoSaMP) [19]; while γ = 332 for
Orthogonal Matching Pursuit (OMP) with 31k steps [30].
Not all compressed sensing algorithms achieve the optimal order of k being
proportional to n with k steps. That is converging, to the exact solution for the
noiseless case or to the desired approximation error when the measurements have
noise, after k steps with the number of measurements n being proportional to
k, i.e. n = O(k log(N/k)). One such algorithm is Orthogonal Matching Pursuit
(OMP), which has recently been analyzed using RICs, see [30, 31] and references
therein. An analytic asymptotic sampling theorem for OMP with k steps can
be deduced from Theorem 2, see Corollary 7.
Corollary 7. Given a sensing matrix, A, of size n×N whose entries are drawn
i.i.d. from N (0, 1/n), in the limit as n/N → δ ∈ (0, 1) a sufficient condition
for recovery for Orthogonal Matching Pursuit (OMP) with k steps is
n > 2k(k − 1)[3 + 2 logN + logn− 3 log k].
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2. Accuracy of main results
This section discusses the accuracy of Theorems 2 - 4 and Corollary 5, com-
paring the expressions with the bounds in Theorem 1, which are defined [26]
implicitly in Definition 8.
Definition 8. Define L(δ, ρ) and U(δ, ρ) as
L(δ, ρ) := 1− λmin(δ, ρ) and U(δ, ρ) := λmax(δ, ρ)− 1 (11)
with H(p) := −p log (p)− (1−p) log (1− p) denoting the usual Shannon Entropy
with base e logarithms, λmin(δ, ρ) and λmax(δ, ρ) as the solution to (12) and
(13), respectively:
Ψmin (λ, δ, ρ) := ψmin(λ
min(δ, ρ), ρ) + δ−1H(δρ) = 0 (12)
for λmin(δ, ρ) ≤ 1− ρ and
Ψmax (λ, δ, ρ) := ψmax(λ
max(δ, ρ), ρ) + δ−1H(δρ) = 0 (13)
for λmax(δ, ρ) ≥ 1 + ρ where
ψmin(λ, ρ) := H(ρ) +
1
2
[(1− ρ) logλ+ 1− ρ+ ρ log ρ− λ] , (14)
ψmax(λ, ρ) :=
1
2
[(1 + ρ) logλ+ 1 + ρ− ρ log ρ− λ] . (15)
In Definition 8, the quantities ψmin(λ, ρ) and ψmax(λ, ρ) in (14) and (15),
are the large deviation exponents of the lower tail probability density function
of the smallest eigenvalue and the upper tail probability density function of
the largest eigenvalue of Wishart matrices respectively. The Ψmin (λ, δ, ρ) and
Ψmax (λ, δ, ρ) include a Shannon entropy term from a union bound of the
(
N
k
)
submatrices with k columns. The level curve of Ψmin (λ, δ, ρ) and Ψmax (λ, δ, ρ)
defines the transition which for δ and ρ fixed it becomes exponentially unlikely
that the smallest eigenvalue is less that λmin(δ, ρ) and the largest eigenvalue is
less than λmax(δ, ρ).
Theorems 2 - 4 are discussed in Sections 2.1 - 2.3 respectively. Each section
includes plots illustrating the formulae and relative difference in the relevant
regimes. The discussion of Corollary 5 is included in Section 2.3. This Section
concludes with proofs of the compressed sensing sampling theorems discussed
in Section 1.1.
2.1. Theorems 2: δ fixed and ρ≪ 1
Figure 1, left panel, displays the bounds U(δ, ρ) and L(δ, ρ) from Theorem 1
for δ = 0.25, c = 6 and ρ ∈ (10−10, 10−1). This is the regime of Theorem 2 and
the formulae (3) and (4) are also displayed. Formulae (3) and (4) are observed
to accurately approximate U(δ, ρ) and L(δ, ρ) respectively in both an absolute
and relative scale, in the left and right panel of Figure 1 respectively.
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Figure 1: RIC bounds for δ = 0.25, c = 6 and ρ ∈ (10−10, 10−1). Left panel: U(δ, ρ), L(δ, ρ),
U˜ρ(δ, ρ) and L˜ρ(δ, ρ). Right panel: relative differences,
|U(δ,ρ)−U˜ρ(δ,ρ)|
U(δ,ρ)
and
|L(δ,ρ)−L˜ρ(δ,ρ)|
L(δ,ρ)
.
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Figure 2: RIC bounds for δ ∈ (10−50, 10−1) and c = 1. Left panel: U(δ, ρ) and U˜δ(δ, ρ) for
ρ = 0.5. Right panel: L(δ, ρ) and L˜δ(δ, ρ) for ρ = 0.1.
2.2. Theorems 3: ρ fixed and δ ≪ 1
Figure 2 displays the bounds U(δ, ρ) and L(δ, ρ) from Theorem 1 along with
the formulae (5) and (6) of Theorem 3 in the left and right panels respectively;
for diversity the upper RIC bound is shown for ρ = 0.5 and the lower RIC bound
for ρ = 0.1, in both instances δ ∈ (10−50, 10−1) and c = 1. This is the regime
of ρ fixed and δ ≪ 1 where the upper RIC diverges to infinity and the lower
RIC converges to its trivial unit bound as δ approaches zero. The bounds of
Theorem 3 are observed to accurately approximate U(δ, ρ) and L(δ, ρ) in both
an absolute and relative scale, in Figure 2 and 3 respectively.
2.3. Theorems 4: ρ = (γ log(1/δ))−1 and δ ≪ 1
The left panel of Figure 4 displays the bounds U(δ, ρ) and L(δ, ρ) from The-
orem 1 along with the formulae (7) and (8) of Theorem 4 for cu = cl = 1/3, γ =
300 and δ ∈ (10−80, 10−1). The formulae of Theorem 4 are observed to accu-
rately approximate the bounds in Theorem 1 over the entire range of δ; the
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Figure 3: Relative difference in RIC bounds for δ ∈ (10−50, 10−1) and c = 1. Left panel:
|U(δ,ρ)−U˜δ(δ,ρ)|
U(δ,ρ)
for ρ = 0.5. Right panel:
|L(δ,ρ)−L˜δ(δ,ρ)|
L(δ,ρ)
for ρ = 0.1.
relative differences between these bounds are displayed in the right panel of
Figure 4.
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Figure 4: A comparison of U˜γ(δ, ργ (δ)) and L˜γ(δ, ργ (δ)) to U(δ, ρ) and L(δ, ρ) respectively
for cu = cl = 1/3, γ = 300 and δ ∈ (10
−80, 10−1). Left panel: U˜γ (δ, ργ (δ)), U(δ, ρ),
L˜γ(δ, ργ (δ)), and L˜γ(δ, ργ (δ)). Right panel: their relative differences
|U(δ,ρ)−U˜γ (δ,ργ (δ))|
U(δ,ρ)
and
|L(δ,ρ)−L˜γ(δ,ργ (δ))|
L(δ,ρ)
.
The left panel of Figure 4 shows the RIC bounds converging to nonzero con-
stants as δ approaches zero, displayed for cu = cl = 1/3 and γ = 300. Corollary
5 provides formula for δ ≪ 1, which is observed in Figure 5 to accurately approx-
imate the formulae in Theorem 4 for cu = cl = 1/3 and δ = 10
−80, uniformly
over γ ∈ (1, 300).
2.4. Proof of compressed sensing corollaries
Corollaries 6 and 7 follow directly from Theorems 4 and 2 and existing RIC
based recovery guarantees for the associated algorithms in [14, 30] and [31]
respectively.
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Figure 5: Plots of U˜γ(δ, ργ (δ)) and
L˜γ(δ, ργ (δ)) as well as fu(γ) and fl(γ)
given by (9) and (10) respectively, for
cu = cl = 1/3, δ = 10
−80 and γ ∈ (1, 300).
2.4.1. Proof of Corollary 6
Proof. There is an extensive literature on compressed sensing and sparse ap-
proximation algorithms which are guaranteed to recover vectors xˆ that satisfy
bounds of the form ‖x0 − xˆ‖2 ≤ Const · ‖e‖2 from y = Ax0 provided the RICs
of A are sufficiently small. The article [14] provides a framework by which RIC
bounds can be inserted into the recovery conditions, and compressed sensing
sampling theorems can be calculated from the resulting equations. Theorem 4
establishes valid bounds on the RICs of Gaussian matrices in the regime consid-
ered in Corollary 6. The claims stated in Corollary 6 for ℓ1-minimization, IHT,
SP and CoSaMP follow directly from substituting the RIC bounds of Theorem
4 into Theorem 10-13 of [14] and solving for the minimum γ that satisfies the
stated theorems. Similarly, for OMP with 31k steps, [30] provides a condition
that can be expressed in the form of the framework provided by [14], mentioned
above. Then the claims stated in Corollary 6 for OMP with 31k steps follows
from substituting the RIC bounds of Theorem 4 into this condition and solving
for the minimum γ. The calculated values of γ have been rounded up to the
nearest integer for ease of presentation. Nearly identical values of γ can be
calculated using the equations from Corollary 5 rather than the more refined
equations in Theorem 4.
2.4.2. Proof of Corollary 7
Proof. It has been recently shown that Orthogonal Matching Pursuit (OMP) is
guaranteed to recover any k-sparse vector after k steps from its exact measure-
ments provided, [31],
max(L(k, n,N ;A), U(k, n,N ;A)) <
1√
k − 1 . (16)
The claimed sampling theorem is obtained by substituting the bound from The-
orem 2 for max(L(k, n,N ;A), U(k, n,N ;A)) and solving for n.
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3. Proofs of Theorems 2 - 4
The proof of Theorems 2 - 4 are based upon the previous analysis in [22, 26],
differing in the asymptotic limits considered. The analysis here builds upon the
following large deviation bounds on the probability of the sparse eigenvalues
exceeding specified values; these bounds are as follows:
With L(k, n,N ;A) and U(k, n,N ;A) defined as in (1) and (2) respectively,
and Ψmax (λ(δ, ρ), δ, ρ) and Ψmin (λ(δ, ρ), δ, ρ) defined as in (12) and (13), we
have the bounds [22, 26]
Prob
(
max
K⊂Ω,|K|=k
λmax(A∗KAK) > λ
)
≤ poly(n, λ) · exp (2n ·Ψmax (λ, δ, ρ)) , (17)
and
Prob
(
min
K⊂Ω,|K|=k
λmin(A∗KAK) > λ
)
≤ poly(n, λ) · exp (2n ·Ψmin (λ, δ, ρ)) , (18)
where λmin(B) and λmax(B) are the smallest and largest eigenvalue of B
respectively and poly(z) is a (possibly different) polynomial function of its ar-
guments, for explicit formulae see [22]. Theorems 2 - 4 follow by proving that
for the claimed bounds, the large deviation exponents nΨmax (λ(δ, ρ), δ, ρ) and
nΨmin (λ(δ, ρ), δ, ρ) diverge to −∞ as the problem size increases, and do so at a
rate sufficiently fast to ensure an overall exponential decay. In addition to estab-
lishing the claims of Theorems 2-4, we also show that the bounds presented in
these theorems cannot be improved upon using the inequalities (17) and (18),
they are in fact sharp leading order asymptotic expansions of the bounds in
Theorem 1.
Throughout the proofs of Theorems 2-4 we will be using the following bounds
for the Shannon entropy function, H(x) := −x log x− (1− x) log(1− x)
H(x) < −x log x+ x, and
H(x) > −x log x+ x− x2; (19)
the upper bound follows from (20) and the lower bound follows from (21),
−(1− x) log(1 − x) <x ∀x ∈ (0, 1), (20)
− log(1 − x) >x ∀x < 1 and x 6= 0. (21)
3.1. Theorem 2
3.1.1. The upper bound, U˜ρ(δ, ρ)
Proof. Define
λ˜maxρ (δ, ρ) := 1 +
√
2ρ log
(
1
δ2ρ3
)
+ cρ, ⇒ U˜ρ(δ, ρ) = λ˜maxρ (δ, ρ)− 1
as from (3). Bounding U˜ρ(δ, ρ) from above by (1 + ǫ)U˜ρ(δ, ρ) is equivalent to
bounding from above λ˜maxρ by (1 + ǫ)λ˜
max
ρ − ǫ. We first establish that for a
slightly looser bound, with c > 6, the exponent Ψmax
(
(1 + ǫ)λ˜maxρ − ǫ, δ, ρ
)
is negative, and then verify that when multiplied by n it diverges to −∞ as
n increases. We also show that for a slightly tighter bound, with c < 6,
Ψmax
(
(1 − ǫ)λ˜maxρ + ǫ, δ, ρ
)
is positive, and hence the bound U˜ρ(δ, ρ) cannot
be improved using the inequality (17) from [26]. We show the above properties,
in two parts that for δ fixed:
1. ∃ ρ0, ǫ > 0 & c > 6 such that for ρ < ρ0,Ψmax
(
(1 + ǫ)λ˜maxρ − ǫ, δ, ρ
)
≤ 0;
2. ∄ ρ0, ǫ > 0 & c < 6 such that for ρ < ρ0,Ψmax
(
(1 − ǫ)λ˜maxρ + ǫ, δ, ρ
)
≤ 0,
which are proven below separately as Part 1 and Part 2 respectively.
Part 1:
2Ψmax
(
(1 + ǫ)λ˜maxρ − ǫ, δ, ρ
)
= (1 + ρ) log
(
(1 + ǫ)λ˜maxρ − ǫ
)
− ρ log(ρ) + ρ+ 1−
(
(1 + ǫ)λ˜maxρ − ǫ
)
+
2
δ
H(δρ), (22)
by substituting (1 + ǫ)λ˜maxρ − ǫ for λ in (13). We consolidate notation
using u := λ˜maxρ − 1 and using the first bounds of the Shannon entropy in
(19) we bound (22) above as follows
2Ψmax
(
(1 + ǫ)λ˜maxρ − ǫ, δ, ρ
)
< (1 + ρ) log [(1 + ǫ)(1 + u)− ǫ]− ρ log ρ+ ρ+ 1− (1 + ǫ)(1 + u)
+ ǫ+
2
δ
[−δρ log (δρ) + δρ] , (23)
= (1 + ρ) log [1 + (1 + ǫ)u] + ρ log
(
1
δ2ρ3
)
+ ρ− u− ǫu+ 2δρ. (24)
From (23) to (24) we expanded the products of (1+ǫ)(1+u) and simplified.
Now replacing ρ log
(
1
δ2ρ3
)
by its equivalent
(
u2 − cρ) /2 and expanding
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(1 + ρ) in the first term we bound (24) by
2Ψmax
(
(1 + ǫ)λ˜maxρ − ǫ, δ, ρ
)
< log (1 + u+ ǫu) + ρ log (1 + u+ ǫu) +
1
2
(
u2 − cρ)+ 3ρ− u− ǫu,
(25)
= log(1 + u) + log
(
1 +
ǫu
1 + u
)
+
1
2
u2 − 1
2
cρ+ 3ρ− u− ǫu
+ ρ log (1 + u) + ρ log
(
1 +
ǫu
1 + u
)
, (26)
< u− 1
2
u2 +
1
3
u3 +
ǫu
1 + u
+
1
2
u2 − 1
2
(c− 6)ρ− u− ǫu
+ ρu+
ǫρu
1 + u
. (27)
From (25) to (26) the term log(1 + u + ǫu) is factored as in the first two
logarithms in (26). From (26) to (27) we bounded the first log(1 + u)
from above using the second bound in (28) and bounded above all other
logarithmic terms using the first bound in (28) .
log(1 + x) ≤ x, (28)
log(1 + x) ≤ x− 1
2
x2 +
1
3
x3 ∀x > −1.
We can bound above 1/(1 + u) in the fourth and last terms of (27) using
the bound of (29) below.
1
1 + x
< 1 for 0 < x < 1. (29)
Therefore, (27) becomes
2Ψmax
(
(1 + ǫ)λ˜maxρ − ǫ, δ, ρ
)
<
1
3
u3 − 1
2
(c− 6)ρ− ǫu+ ǫu+ ρu+ ǫρu, (30)
= −1
2
(c− 6)ρ+ 1
3
u3 + (1 + ǫ)ρu, (31)
< −1
4
(c− 6)ρ− 1
4
(c− 6)ρ+ 1
3
u3 +
1
14
(1 + ǫ)u3, (32)
= −1
4
(c− 6)ρ− 1
4
(c− 6)ρ+ 17 + 3ǫ
42
u3. (33)
We simplified (30) to get (31). From (31) to (32) we split the first term into
half and bounded above ρu by u2/14 using the fact that by the definition
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of u,
u2 = ρ
[
2 log
(
1
δ2ρ3
)
+ 7
]
⇒ 1
4 log
(
1
δ2ρ3
)u2 < ρ < 1
14
u2.
Then we simplified from (32) to (33).
Now in (33), if the sum of the last two terms is non-positive there would
be a unique ρ0 such that as ρ→ 0 for any ρ < ρ0 and fixed δ (33) will be
negative. This is achieved if c > 6 and
−1
4
(c− 6)ρ+ 17 + 3ǫ
42
u3 ≤ 0 ⇒ u3 ≤ 21(c− 6)
2(17 + 3ǫ)
ρ. (34)
Since u is strictly decreasing in ρ, there is a unique ρ0 that satisfies (34)
and makes (33) negative for δ fixed, ǫ > 0, c > 6 and ρ < ρ0 as ρ→ 0.
Having established a negative bound from above and the ρ0 for which it is
valid, it remains to show that n · 2Ψmax
(
(1 + ǫ)λ˜maxρ − ǫ, δ, ρ
)
→ −∞ as
(k, n,N) → ∞. The claimed exponential decay with k follows by noting
that n · ρ = k, which in conjunction with the first term in the right hand
side of (33) gives a concluding bound −(c− 6)k/4. For ρ < ρ0 therefore
Prob
(
U(k, n,N ;A) > (1 + ǫ)U˜ρ(δ, ρ)
)
≤ poly
(
n, (1 + ǫ)λ˜maxρ − ǫ
)
· exp
[
− (c− 6)k
4
]
.
The above bound goes to zero as k → ∞ provided (log n)/k → 0 so that
the exponential decay in k dominates the polynomial decrease in n.
Part 2:
2Ψmax
(
(1 − ǫ)λ˜maxρ + ǫ, δ, ρ
)
= (1 + ρ) log
(
(1 − ǫ)λ˜maxρ + ǫ
)
− ρ log(ρ) + ρ+ 1−
(
(1− ǫ)λ˜maxρ + ǫ
)
+
2
δ
H(δρ), (35)
by substituting (1 − ǫ)λ˜maxρ + ǫ for λ in (13). We consolidate notation
using u := λ˜maxρ − 1 and bound the Shannon entropy function from below
using the second bound in (19) to give
2Ψmax
(
(1 − ǫ)λ˜maxρ + ǫ, δ, ρ
)
> (1 + ρ) log [(1 − ǫ)(1 + u) + ǫ]− ρ log ρ+ ρ+ 1− (1− ǫ)(1 + u)
− ǫ+ 2
δ
[−δρ log (δρ) + δρ− δ2ρ2] , (36)
= (1 + ρ) log [1 + (1 − ǫ)u] + ρ log
(
1
δ2ρ3
)
+ 3ρ− (1 − ǫ)u− 2δρ2. (37)
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From (36) to (37) we expanded the products of (1−ǫ)(1+u) and simplified.
Now replacing ρ log
(
1
δ2ρ3
)
by
(
u2 − cρ) /2 and expanding (1 + ρ) in the
first term we have (37) become
2Ψmax
(
(1− ǫ)λ˜maxρ + ǫ, δ, ρ
)
> log [1 + (1 − ǫ)u] + ρ log [1 + (1− ǫ)u] + 1
2
(
u2 − cρ)+ 3ρ
− (1− ǫ)u− 2δρ2, (38)
> (1− ǫ)u− (1 − ǫ)
2
2
u2 +
1
2
u2 − 1
2
cρ+ 3ρ− (1− ǫ)u+ ρ(1− ǫ)u
− (1− ǫ)
2
2
ρu2 − 2δρ2, (39)
=
ǫ(2− ǫ)
2
u2 +
1
2
(6− c)ρ+ ρu− ǫρu− (1− ǫ)
2
ρu− 2δρ2, (40)
>
1
2
(6− c)ρ+ 1− ǫ
2
ρu− 2δρ2. (41)
From (38) to (39) we bounded below the logarithmic terms by the first
two terms of their series expansion using (42)
log(1 + x) ≥ x− 1
2
x2 ∀x > −1. (42)
From (39) to (40) we bounded above ρu2 and (1 − ǫ)2 by ρu and 1 − ǫ
respectively and simplified. Then we dropped the first term to bound
below (40) by (41) and we simplified the terms with ρu.
For c < 6, the only negative term in (41), the last term, goes faster to
zero than the rest. Therefore, there does not exist a ρ0, ǫ > 0 and c < 6
such that for ρ < ρ0 and fixed δ (41) is negative. Thus the bound
Prob
(
U(k, n,N ;A) > (1− ǫ)U˜ρ(δ, ρ)
)
≤ poly
(
n, (1− ǫ)λ˜maxρ + ǫ
)
· exp
[
2nΨmax
(
(1− ǫ)λ˜maxρ + ǫ, δ, ρ
)]
,
does not decay to zero as n→∞.
Now Part 1 and Part 2 put together shows that U˜ρ(δ, ρ) is a tight upper
bound of U(k, n,N ;A) with overwhelming probability as the problem size grows
in the regime prescribed for U˜ρ(δ, ρ) in Theorem 2.
3.1.2. The lower bound, L˜ρ(δ, ρ)
Proof. Define
λ˜minρ (δ, ρ) := 1−
√
2ρ log
(
1
δ2ρ3
)
+ cρ, ⇒ L˜ρ(δ, ρ) = 1− λ˜minρ (δ, ρ)
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as from (4). Since bounding L˜ρ(δ, ρ) above by (1 + ǫ)L˜ρ(δ, ρ) is equivalent to
bounding λ˜minρ above by (1 + ǫ)λ˜
min
ρ − ǫ. We first establish that for a slightly
looser bound, with c > 6, the exponent Ψmin
(
(1 + ǫ)λ˜minρ − ǫ, δ, ρ
)
, and then
verify that when multiplied by n it diverges to −∞ as n increases. We also
show that for a slightly tighter bound, with c < 6, Ψmin
(
(1− ǫ)λ˜minρ + ǫ, δ, ρ
)
is
positive, and hence the bound L˜ρ(δ, ρ) cannot be improved using the inequality
(18) from [26]. We show, in two parts that for δ fixed:
1. ∃ ρ0, ǫ > 0 & c > 6 such that for ρ < ρ0,Ψmin
(
(1 + ǫ)λ˜minρ − ǫ, δ, ρ
)
≤ 0;
2. ∄ ρ0, ǫ > 0 & c < 6 such that for ρ < ρ0,Ψmin
(
(1− ǫ)λ˜minρ + ǫ, δ, ρ
)
≤ 0,
which are proven separately in the two parts as follows.
Part 1:
2Ψmin
(
(1 + ǫ)λ˜minρ − ǫ, δ, ρ
)
= 2H(ρ) + (1− ρ) log
(
(1 + ǫ)λ˜minρ − ǫ
)
+ ρ log(ρ)− ρ+ 1−
(
(1 + ǫ)λ˜minρ − ǫ
)
+
2
δ
H(δρ), (43)
by substituting (1+ǫ)λ˜minρ −ǫ for λ in (12). We consolidate notation using
l := 1− λ˜minρ and bound the Shannon entropy functions from above using
the first bound in (19) which gives
2Ψmin
(
(1 + ǫ)λ˜minρ − ǫ, δ, ρ
)
< −2ρ log (ρ) + 2ρ+ (1 − ρ) log [(1 + ǫ)(1− l)− ǫ] + ρ log ρ
− ρ+ 1− (1 + ǫ)(1− l) + ǫ − 2ρ log (δρ) + 2
δ
(δρ), (44)
= (1− ρ) log (1− l − ǫl) + ρ log
(
1
δ2ρ3
)
+ 3ρ+ l + ǫl. (45)
We simplified from (44) to (45).
Now replacing ρ log
(
1
δ2ρ3
)
by
(
l2 − cρ) /2 and factoring (1 − l) in the
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argument of the first log term we have (45) become
2Ψmin
(
(1 + ǫ)λ˜minρ − ǫ, δ, ρ
)
< (1− ρ) log(1 − l) + (1− ρ) log
(
1− ǫl
1− l
)
+
1
2
(
l2 − cρ)+ 3ρ
+ l+ ǫl, (46)
< l + log(1− l) + 1
2
l2 − 1
2
cρ+ 3ρ− ρ log(1− l) + ǫl
− (1− ρ) ǫl
1− l , (47)
< l − l − 1
2
l2 +
1
2
l2 − 1
2
(c− 6)ρ− ρ log(1− l) + ǫl − ǫl(1− ρ), (48)
= −1
2
(c− 6)ρ− ρ log(1− l) + ǫl − ǫl+ ǫρl, (49)
= −1
4
(c− 6)ρ− 1
4
(c− 6)ρ− ρ log(1− l) + ǫρl. (50)
From (46) to (47) we expanded (1− ρ) and we bounded above the second
logarithmic term using the first bound of (51).
log(1− x) ≤ −x, (51)
log(1− x) ≤ −x− 1
2
x2,
log(1− x) ≤ −x− 1
2
x2 − 1
3
x3 ∀x ∈ (0, 1).
From (47) to (48) we bounded above the first logarithmic term using the
second bound of (51) and also bounded 1/(1− l) using (52).
1
1− x ≥ 1 ∀x ∈ (0, 1). (52)
From (48) to (49) we expanded the last brackets and simplified and from
(49) to (50) we simplified and split the first term into two equal terms.
Equation (50) is clearly negative if c > 6 and the sum of the last three
terms is non-positive, which is satisfied if ǫl− log(1− l) ≤ (c− 6)/4, which
is also true if, using the first bound in (28), (1 + ǫ)l ≤ (c − 6)/4. Since
l is strictly increasing in ρ, taking on values between zero and 1, there is
a unique ρ0 such that for fixed δ, ǫ > 0 and c > 6, any ρ < ρ0 satisfies
(1 + ǫ)l ≤ (c− 6)/4 and (50) is negative.
Having established a negative bound from above and the ρ0 for which it is
valid, it remains to show that n · 2Ψmin
(
(1 + ǫ)λ˜minρ − ǫ, δ, ρ
)
→ −∞ as
(k, n,N) → ∞, which verifies an exponential decay to zero of the bound
(18) with k. This follows by noting that n · ρ = k, which in conjunction
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with the first term in the right hand side of (50) gives a concluding bound
− 14 (c− 6)k. For ρ < ρ0 therefore
Prob
(
L(k, n,N ;A) > (1 + ǫ)L˜ρ(δ, ρ)
)
≤ poly
(
n, (1 + ǫ)λ˜minρ − ǫ
)
· exp
[
− (c− 6)k
4
]
.
The right hand side of which goes to zero as k → ∞ with (logn)/k → 0
as k → ∞ so that the exponential decay in k dominates the polynomial
decrease in n.
Part 2:
2Ψmin
(
(1− ǫ)λ˜minρ + ǫ, δ, ρ
)
= 2H(ρ) + (1− ρ) log
(
(1− ǫ)λ˜minρ + ǫ
)
+ ρ log(ρ)− ρ+ 1−
(
(1− ǫ)λ˜minρ + ǫ
)
+
2
δ
H(δρ), (53)
by substituting (1−ǫ)λ˜minρ +ǫ for λ in (12). We consolidate notation using
l := 1− λ˜minρ and bound the Shannon entropy function from below using
the second bound in (19) to give
2Ψmin
(
(1− ǫ)λ˜minρ + ǫ, δ, ρ
)
> 2
[−ρ log ρ+ ρ− ρ2]+ (1− ρ) log [(1− ǫ)(1− l) + ǫ] + ρ log ρ− ρ
+ 1− (1− ǫ)(1− l)− ǫ+ 2
δ
[−ρ log (δρ) + δρ− δ2ρ2] , (54)
= −2ρ log ρ+ 2ρ− 2ρ2 + (1− ρ) log [1− ǫ− (1− ǫ)l + ǫ] + ρ log ρ− ρ
+ 1− 1 + ǫ+ (1− ǫ)l − ǫ− 2ρ log (δρ) + 2ρ− 2δρ2, (55)
= log [1− (1− ǫ)l] + (1− ǫ)l − ρ log [1− (1− ǫ)l] + ρ log
(
1
δ2ρ3
)
+ 3ρ− 2(1 + δ)ρ2. (56)
From (54) to (55) we expanded brackets and simplified and further sim-
plified from (55) to (56).
Now replacing ρ log
(
1
δ2ρ3
)
by
(
l2 − cρ) /2, bounding above the second
logarithmic term using the first bound of (51) and factoring out log(1− l)
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we have
2Ψmin
(
(1− ǫ)λ˜minρ + ǫ, δ, ρ
)
> log (1− l) + log
(
1 +
ǫl
1− l
)
+ l − ǫl + (1− ǫ)ρl + 1
2
(
l2 − cρ)+ 3ρ
− 2(1 + δ)ρ2, (57)
> log (1− l) + l + 1
2
l2 − 1
2
cρ+ 3ρ− ǫl + log (1 + ǫl) + ρl − ǫρl
− 2(1 + δ)ρ2, (58)
> −l− 1
2
l2 − 1
2
l3 + l +
1
2
l2 +
1
2
(6 − c)ρ+ ρl − ǫl+ ǫl− 1
2
ǫ2l2 − ǫρl
− 2(1 + δ)ρ2, (59)
=
1
2
(6 − c)ρ− 1
2
l3 + ρl− 2(1 + δ)ρ2 − 1
2
ǫ2l2 − ǫρl. (60)
From (57) to (58) we bounded below 1/(1 − l) using (52). From (58) to
(59) we bounded below the first logarithmic term using
log(1− x) ≥ −x− 1
2
x2 − 1
2
x3 ∀x ∈ [0, 0.44], (61)
and also bounded below the second logarithmic term using (42). From
(59) to (60) we simplified.
The dominant terms in (60) are the first two term, all the rest go to zero
faster as ρ → 0. Therefore, for (60) to be positive as ρ → 0 we need the
sum of the first two terms to be positive. This means
1
2
(6 − c)ρ− 1
2
l3 > 0 ⇒ l3 < (6− c)ρ. (62)
This holds for c < 6 and small enough ρ and since l is a decreasing
function of ρ−1 there would not a ρ0 below which this ceases to hold
as ρ → 0. Hence we conclude that for fixed δ, ǫ > 0 and c < 6
there does not exist a ρ0 such that for ρ < ρ0, (60) is negative and
2Ψmin
(
(1− ǫ)λ˜minρ + ǫ, δ, ρ
)
≤ 0 as ρ→ 0. Thus
Prob
(
L(k, n,N ;A) > (1 − ǫ)L˜ρ(δ, ρ)
)
≤ poly
(
n, (1− ǫ)λ˜minρ + ǫ
)
· exp
[
2nΨmin
(
(1− ǫ)λ˜minρ + ǫ, δ, ρ
)]
,
and as n→∞ the right hand side of this does not go to zero.
Now Part 1 and Part 2 put together shows that L˜ρ(δ, ρ) is also a tight
bound of L(k, n,N ;A) with overwhelming probability as the problem size grows
in the regime prescribed for L˜ρ(δ, ρ) in Theorem 2.
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3.2. Theorem 3
3.2.1. The upper bound, U˜δ(δ, ρ)
Proof. Define
λ˜maxδ (δ, ρ) := 1 + 3ρ+ ρ log
(
1
δ2ρ3
)
+ (1 + ρ) log
[
c log
(
1
δ2ρ3
)]
.
It follows from (5) that U˜δ(δ, ρ) = λ˜maxδ (δ, ρ) − 1. Bounding U˜δ(δ, ρ) above by
U˜δ(δ, ρ)+ ǫ is equivalent to bounding λ˜maxδ above by λ˜
max
δ + ǫ. We first establish
that for a slightly looser bound, with c > 1, the exponent Ψmax
(
λ˜maxδ + ǫ, δ, ρ
)
is negative and then verify that when multiplied by n it diverges to −∞ as
n increases. We also show that for a slightly tighter bound, with c ≤ ρ, the
exponent Ψmax
(
λ˜maxδ − ǫ, δ, ρ
)
is bounded from below by zero, and hence the
bound U˜δ(δ, ρ) cannot be improved using the inequality (17) from [26] We show,
in two parts that for ρ fixed:
1. ∃ δ0, ǫ > 0 and c > 1 such that for δ < δ0,Ψmax
(
λ˜maxδ + ǫ, δ, ρ
)
≤ 0;
2. ∄ δ0, ǫ > 0 and c ≤ ρ such that for δ < δ0,Ψmax
(
λ˜maxδ − ǫ, δ, ρ
)
≤ 0.
which are proven separately in the two parts as follows.
Part 1:
2Ψmax
(
λ˜maxδ + ǫ, δ, ρ
)
= (1 + ρ) log
(
λ˜maxδ + ǫ
)
− ρ log(ρ) + ρ+ 1−
(
λ˜maxδ + ǫ
)
+
2
δ
H(δρ), (63)
by substituting λ˜maxρ + ǫ for λ in (13). We bound the Shannon entropy
function above using the first bound of (19) and consolidate notation using
u := λ˜maxρ − 1, then (63) becomes
2Ψmax
(
λ˜maxδ + ǫ, δ, ρ
)
< (1 + ρ) log [(1 + u) + ǫ]− ρ log ρ+ ρ+ 1− (1 + u)− ǫ
+
2
δ
[−δρ log (δρ) + δρ] , (64)
= (1 + ρ) log (1 + u+ ǫ) + ρ log
(
1
δ2ρ3
)
+ 3ρ− u− ǫ. (65)
From (64) to (65) we simplified. Next where u is not in the logarithmic
term we replace it by ρ log
(
1
δ2ρ3
)
+(1+ ρ) log
[
c log
(
1
δ2ρ3
)]
+3ρ to have
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2Ψmax
(
λ˜maxδ + ǫ, δ, ρ
)
< (1 + ρ) log (1 + u+ ǫ) + ρ log
(
1
δ2ρ3
)
+ 3ρ− ρ log
(
1
δ2ρ3
)
− 3ρ
− (1 + ρ) log
[
c log
(
1
δ2ρ3
)]
− ǫ, (66)
= (1 + ρ) log (1 + u+ ǫ)− ǫ− (1 + ρ) log
[
c log
(
1
δ2ρ3
)]
, (67)
= −α(1 + ρ)− ǫ+ (1 + ρ) log
 1 + u+ ǫ
c log
(
1
δ2ρ3
)
+ α(1 + ρ), (68)
= −α− αρ− ǫ + (1 + ρ) log
 1 + u+ ǫ
c log
(
1
δ2ρ3
)
+ α(1 + ρ) log e, (69)
< −α+ (1 + ρ) log
eα(1 + u+ ǫ)
c log
(
1
δ2ρ3
)
 . (70)
From (66) to (67) we simplified and from (67) to (68) we combined the
logarithmic terms and to create a constant we add −α(1+ρ) and α(1+ρ)
for a small positive constant 0 < α < 1. From (68) to (69) we rewrote
α(1 + ρ) as α(1 + ρ) log e. From (69) to (70) incorporated the second
logarithmic term into the first one and we bounded above (69) by dropping
the −ǫ and −αρ.
Equation (70) is clearly negative if the second term is negative, which is
satisfied if the argument of the logarithm to be less than one. This leads
to
e−αc log
(
1
δ2ρ3
)
≥ u+ 1 + ǫ, (71)
where again substituting ρ log
(
1
δ2ρ3
)
+ (1 + ρ) log log
(
1
δ2ρ3
)
+ 3ρ for u
and reordering the right hand side of (71) gives
e−αc log
(
1
δ2ρ3
)
≥ log log
(
1
δ2ρ3
)
+ 1+ ǫ
+ ρ
[
3 + log
(
1
δ2ρ3
)
+ log log
(
1
δ2ρ3
)]
. (72)
For small 0 < α < 1 and c > 1, the left hand side of (72) is an unbounded
strictly increasing function of δ−1 growing exponentially faster than the
right hand side of (72). Consequently there is a unique δ0 for which the
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inequality (72) holds for fixed ρ, ǫ > 0, c > 1 and any δ ≤ δ0 and as a
result making 2Ψmax
(
λ˜maxδ + ǫ, δ, ρ
)
< 0.
Having established a negative bound from above and the δ0 for which it
is valid, it remains to show that n · 2Ψmax
(
λ˜maxδ + ǫ, δ, ρ
)
→ −∞ as
(k, n,N) → ∞, which verifies an exponential decay to zero of the bound
(17) with n. This follows from the first term of the right hand side of (70),
giving a concluding bound n(−α). For δ < δ0 therefore
Prob
(
U(k, n,N ;A) > U˜δ(δ, ρ) + ǫ
)
≤ poly
(
n, λ˜maxδ + ǫ
)
· exp (−αn) .
The right hand side of which goes to zero as n→∞.
Part 2:
2Ψmax
(
λ˜maxδ − ǫ, δ, ρ
)
= (1 + ρ) log
(
λ˜maxδ − ǫ
)
− ρ log(ρ) + ρ+ 1−
(
λ˜maxδ − ǫ
)
+
2
δ
H(δρ), (73)
by substituting λ˜maxρ − ǫ for λ in (13). We lower bound the Shannon
entropy function using the second bound of (19) and consolidate notation
using u := λ˜maxδ − 1, then (73) becomes
2Ψmax
(
λ˜maxδ − ǫ, δ, ρ
)
> (1 + ρ) log [(1 + u)− ǫ]− ρ log ρ+ ρ+ 1− (1 + u) + ǫ
− 2ρ log (δρ) + 2
δ
[−δρ log (δρ) + δρ− δ2ρ2] , (74)
= (1 + ρ) log (u+ 1− ǫ) + ρ log
(
1
δ2ρ3
)
+ 3ρ− u+ ǫ− 2δρ2, (75)
= (1 + ρ) log (u+ 1− ǫ) + ρ log
(
1
δ2ρ3
)
+ 3ρ− ρ log
(
1
δ2ρ3
)
− 3ρ
− (1 + ρ) log
[
c log
(
1
δ2ρ3
)]
+ ǫ− 2δρ2, (76)
= (1 + ρ) log (u+ 1− ǫ)− (1 + ρ) log
[
c log
(
1
δ2ρ3
)]
+ ǫ− 2δρ2, (77)
= ǫ+ (1 + ρ) log
 1 + u− ǫ
c log
(
1
δ2ρ3
)
− 2δρ2. (78)
From (74) to (75) we simplified. Then from (75) to (76) we replace u by
ρ log
(
1
δ2ρ3
)
+(1+ρ) log
[
c log
(
1
δ2ρ3
)]
+3ρwhere u is not in the logarithmic
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term. From (76) to (77) we simplified and from (77) to (78) we combined
the logarithmic terms.
The last term in (78) obviously goes to zero as δ → 0, then for the expres-
sion to remain positive we need to know how the dominant term, which
is the second term, behaves. For this term to be nonnegative as δ → 0
for fixed ρ we need the argument of the logarithmic to be greater than or
equal to 1 which means the following.
u+ 1 + ǫ ≥ c log
(
1
δ2ρ3
)
.
Therefore substituting for u we have
ρ log
(
1
δ2ρ3
)
+ (1 + ρ) log
[
c log
(
1
δ2ρ3
)]
+ 3ρ+ 1 + ǫ ≥ c log
(
1
δ2ρ3
)
,
Then we expand the second logarithmic term and rearrange to get
(ρ− c) log
(
1
δ2ρ3
)
+ (1 + ρ) log
[
c log
(
1
δ2ρ3
)]
+ 3ρ+ 1 + ǫ ≥ 0. (79)
Inequality (79) is always true for fixed ρ and c < ρ as δ → 0. Therefore,
we conclude that there does not exists δ0 such that for any ρ fixed and
ǫ > 0 for δ < δ0 (78) is negative and 2Ψmax
(
λ˜maxδ − ǫ, δ, ρ
)
< 0 as δ → 0.
Thus
Prob
(
U(k, n,N ;A) > U˜δ(δ, ρ)− ǫ
)
≤ poly
(
n, λ˜maxδ − ǫ
)
· exp
[
2nΨmax
(
λ˜maxδ − ǫ, δ, ρ
)]
,
and as n→∞ the right hand side of this does not necessarily go to zero.
Now Part 1 and Part 2 put together shows that U˜δ(δ, ρ) is also a tight
upper bound of U(k, n,N ;A) with overwhelming probability as the problem
size grows in the regime prescribed for U˜δ(δ, ρ) in Theorem 3.
3.2.2. The lower bound, L˜δ(δ, ρ)
Proof. Define
λ˜minδ (δ, ρ) := exp
(
−3ρ+ c
1− ρ
)
· (δ2ρ3) ρ1−ρ , ⇒ L˜δ(δ, ρ) = 1− λ˜minδ (δ, ρ)
as from (6). Bounding L˜δ(δ, ρ) above by (1+ǫ)L˜δ(δ, ρ) is equivalent to bounding
λ˜minδ above by (1+ǫ)λ˜
min
δ −ǫ. We first establish for a slightly looser bound, with
c > 1, the exponent Ψmin
(
(1 + ǫ)λ˜minδ − ǫ, δ, ρ
)
is negative and then verify that
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when multiplied by n it diverges to −∞ as n increases. We also show that for a
slightly tighter bound, with c < 1, the exponent Ψmin
(
(1 − ǫ)λ˜minδ + ǫ, δ, ρ
)
is
bounded from below by zero, and hence the bound L˜δ(δ, ρ) cannot be improved
using the inequality (18) from [26]. We show, in two parts that for ρ fixed:
1. ∃ δ0, ǫ > 0 and c > 1 such that for δ < δ0,Ψmin
(
(1 + ǫ)λ˜minδ − ǫ, δ, ρ
)
≤ 0;
2. ∄ δ0, ǫ > 0 and c < 1 such that for δ < δ0,Ψmin
(
(1− ǫ)λ˜minδ + ǫ, δ, ρ
)
≤ 0,
which are proven separately in the two parts as follows.
Part 1:
2Ψmin
(
(1 + ǫ)λ˜minδ − ǫ, δ, ρ
)
= 2H(ρ) + (1− ρ) log
(
(1 + ǫ)λ˜minδ − ǫ
)
+ ρ log(ρ)− ρ+ 1−
(
(1 + ǫ)λ˜minδ − ǫ
)
+
2
δ
H(δρ), (80)
by substituting (1 + ǫ)λ˜minδ − ǫ for λ in (12). We now upper bound the
Shannon entropy terms using the first bound of (19) and factor out λ˜minδ
for (80) to become
2Ψmin
(
(1 + ǫ)λ˜minδ − ǫ, δ, ρ
)
< 2
[−ρ log ρ+ ρ− ρ2]+ (1− ρ) log(λ˜minδ )− (1 + ǫ)λ˜minδ + ǫ+ 1− ρ
+ ρ log ρ+ (1− ρ) log
[
(1 + ǫ)λ˜minδ − ǫ
λ˜minδ
]
+
2
δ
[−ρ log (δρ) + δρ] , (81)
= (1− ρ) log
(
λ˜minδ
)
− (1 + ǫ)λ˜minδ + ǫ + (1− ρ) log
[
(1 + ǫ)− ǫ
λ˜minδ
]
+ ρ log
(
1
δ2ρ3
)
+ 3ρ+ 1. (82)
From (81) to (82) we simplified. Using the fact that by the definition of
L˜δ(δ, ρ) in (6)
log
(
λ˜minδ
)
= − ρ
1− ρ log
(
1
δ2ρ3
)
− 3ρ+ c
1− ρ ,
24
we substitute this in (82) for log
(
λ˜minδ
)
to get
2Ψmin
(
(1 + ǫ)λ˜minδ − ǫ, δ, ρ
)
< (1− ρ)
[
− ρ
1− ρ log
(
1
δ2ρ3
)
− 3ρ+ c
1− ρ
]
− (1 + ǫ)λ˜minδ + ǫ
+ (1− ρ) log
[
(1 + ǫ)− ǫ
λ˜minδ
]
+ ρ log
(
1
δ2ρ3
)
+ 3ρ+ 1, (83)
= −ρ log
(
1
δ2ρ3
)
− 3ρ− c− (1 + ǫ)λ˜minδ + ǫ+ ρ log
(
1
δ2ρ3
)
+ (1− ρ) log
[
(1 + ǫ)− ǫ
λ˜minδ
]
+ 3ρ+ 1, (84)
= (1− ρ) log
[
(1 + ǫ)− ǫ
λ˜minδ
]
− λ˜minδ − ǫλ˜minδ − (c− 1) + ǫ. (85)
From (83) to (84) we expanded the brackets and from (84) to (85) we sim-
plified. Now we consolidate notation using l := 1− λ˜minδ and substituting
this in (85) we have
2Ψmin
(
(1 + ǫ)λ˜minδ − ǫ, δ, ρ
)
< (1− ρ) log
[
(1 + ǫ)− ǫ
1− l
]
− (1 − l)− ǫ(1− l)− (c− 1) + ǫ, (86)
= −(c− 1) + (1 − ρ) log
(
1− ǫl
1− l
)
− (1− l) + ǫl, (87)
< −(c− 1) + ǫl − (1− ρ) ǫl
1− l − (1− l), (88)
= −1
2
(c− 1)− 1
2
(c− 1) + ǫl. (89)
From (86) to (87) we simplified and from (87) to (88) we bounded above
the logarithmic term using the first bound of (51). From (88) to (89)
we dropped the third and fourth terms, which are negative, and split
the leading term into half. Inequality (89) can be further bounded by
−(c− 1)/2 (which will be negative if c > 1) by choosing ǫ to be less than
(c− 1)/2 and noting that l ∈ (0, 1].
Having established a negative bound from above and the δ0 for which it is
valid, it remains to show that n · 2Ψmin
(
(1 + ǫ)λ˜minδ − ǫ, δ, ρ
)
→ −∞ as
(k, n,N) → ∞, which verifies an exponential decay to zero of the bound
(18) with n. This follows from the first term of the right hand side of (89)
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giving a concluding bound − 12 (c− 1)n. For δ < δ0 therefore
Prob
(
L(k, n,N ;A) > (1 + ǫ)L˜δ(δ, ρ)
)
≤ poly
(
n, (1 + ǫ)λ˜minδ − ǫ
)
· exp
[
− (c− 1)n
2
]
.
The right hand side of which goes to zero as n→∞.
Part 2:
2Ψmin
(
(1− ǫ)λ˜minδ + ǫ, δ, ρ
)
= 2H(ρ) + (1− ρ) log
(
(1− ǫ)λ˜minδ + ǫ
)
+ ρ log(ρ)− ρ+ 1−
(
(1− ǫ)λ˜minδ + ǫ
)
+
2
δ
H(δρ), (90)
by substituting (1− ǫ)λ˜minδ + ǫ for λ in (12). Next we bound the Shannon
entropy functions from below using the second bound in (19) to give
2Ψmin
(
(1− ǫ)λ˜minδ + ǫ, δ, ρ
)
> 2
[−ρ log ρ+ ρ− ρ2]+ (1− ρ) log(λ˜minδ )− (1− ǫ)λ˜minδ + 1− ǫ
+ ρ log ρ− ρ+ (1− ρ) log
[
(1− ǫ)λ˜minδ + ǫ
λ˜minδ
]
+
2
δ
[−ρ log (δρ) + δρ− δ2ρ2] , (91)
= (1− ρ) log
(
λ˜minδ
)
− (1 − ǫ)λ˜minδ − ǫ+ (1− ρ) log
[
(1− ǫ) + ǫ
λ˜minδ
]
+ ρ log
(
1
δ2ρ3
)
+ 3ρ+ 1− 2(1 + δ)ρ2. (92)
From (91) to (92) we simplified. Using the fact that by the definition of
L˜δ(δ, ρ) in (6)
log
(
λ˜minδ
)
= − ρ
1− ρ log
(
1
δ2ρ3
)
− 3ρ+ c
1− ρ ,
we substitute this in (92) for log
(
λ˜minδ
)
to get
26
2Ψmin
(
(1− ǫ)λ˜minδ + ǫ, δ, ρ
)
> (1− ρ)
[
− ρ
1− ρ log
(
1
δ2ρ3
)
− 3ρ+ c
1− ρ
]
− (1 − ǫ)λ˜minδ − ǫ+ 3ρ
+ (1− ρ) log
[
(1 − ǫ) + ǫ
λ˜minδ
]
+ ρ log
(
1
δ2ρ3
)
+ 1− 2(1 + δ)ρ2, (93)
= −ρ log
(
1
δ2ρ3
)
− 3ρ− c− (1 − ǫ)λ˜minδ − ǫ+ ρ log
(
1
δ2ρ3
)
+ (1− ρ) log
[
(1 − ǫ) + ǫ
λ˜minδ
]
+ 3ρ+ 1− 2(1 + δ)ρ2, (94)
= (1− ρ) log
[
(1− ǫ) + ǫ
λ˜minδ
]
− λ˜minδ + ǫλ˜minδ − ǫ + 1− c
− 2(1 + δ)ρ2. (95)
From (93) to (94) we expanded the brackets and from (94) to (95) we sim-
plified. Now we consolidate notation using l := 1− λ˜minδ and substituting
this in (95) we have
2Ψmin
(
(1 − ǫ)λ˜minδ + ǫ, δ, ρ
)
> (1 − ρ) log
[
(1− ǫ) + ǫ
1− l
]
− (1− l) + ǫ(1− l)− ǫ + 1− c
− 2(1 + δ)ρ2, (96)
= (1 − ρ) log
(
1 +
ǫl
1− l
)
+ l − c− ǫl − 2(1 + δ)ρ2, (97)
> (1 − ρ) log (1 + ǫl) + l − c− ǫl − 2(1 + δ)ρ2, (98)
> (1 − ρ)
(
ǫl− 1
2
ǫ2l2
)
+ l − c− ǫl − 2(1 + δ)ρ2, (99)
= ǫl − 1
2
ǫ2l2 − ǫρl + 1
2
ǫ2ρl2 + l − c− ǫl− 2ρ2 − 2δρ2, (100)
= l − c− 2ρ2 − ǫl− ǫρl − 1
2
ǫ2l2 +
1
2
ǫ2ρl2 − 2δρ2. (101)
We simplified from (96) to (97) and from (97) to (98) we bounded below
1/(1 − l) using the bound of (52). From (98) to (99) we bounded below
the logarithmic term using the bound of (42). From (99) to (100) we
expanded the brackets and from (100) to (101) we simplified.
The leading terms of (101) are the first three and l is strictly increasing as
δ−1 approaches 1. If c < 1, there will be some values of ρ for which (101)
will always be positive as δ → 0. Thus there does not exist any δ0 such
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that for any ρ fixed, ǫ > 0, c < 1 and δ < δ0, (101) becomes negative.
Thus
Prob
(
L(k, n,N ;A) > (1 − ǫ)L˜δ(δ, ρ)
)
≤ poly
(
n, (1− ǫ)λ˜minδ + ǫ
)
· exp
[
2nΨmin
(
(1− ǫ)λ˜minδ + ǫ, δ, ρ
)]
,
and as n→∞ the right hand side of this does not necessarily go to zero.
Now Part 1 and Part 2 put together shows that L˜δ(δ, ρ) is also a tight bound
of L(k, n,N ;A) with overwhelming probability as the sample size grows in the
regime prescribed for L˜δ(δ, ρ) in Theorem 3.
3.3. Theorem 4
3.3.1. The upper bound, U˜γ(δ, ργ(δ))
Proof. To simplify notation we will use ρ for ργ(δ) in the proof. Lets define
λ˜maxγ (δ, ρ) := 1 +
√
2ρ log
(
1
δ2ρ3
)
+ 6ρ+ cu
[
2ρ log
(
1
δ2ρ3
)
+ 6ρ
]
.
It follows from (7) that U˜γ(δ, ρ) = λ˜maxγ (δ, ρ)− 1. Bounding U˜γ(δ, ρ) above by
U˜γ(δ, ρ)+ ǫ is equivalent to bounding λ˜maxγ above by λ˜
max
γ + ǫ. We first establish
that for a slightly looser bound, with cu > 1/3, the exponent Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
is negative and then verify that when multiplied by n it diverges to −∞ as n
increases. We also show that for a slightly tighter bound, with cu ≤ 1/5, the
exponent Ψmax
(
λ˜maxγ − ǫ, δ, ρ
)
is bounded from below by zero, and hence the
bound U˜γ(δ, ρ) cannot be improved using the inequality (17) from [26]. We
show, in two parts that for γ > γ0 fixed:
1. ∃ δ0, ǫ > 0 and cu > 1/3 such that for δ < δ0,Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
≤ 0;
2. ∄ δ0, ǫ > 0 and cu ≤ 1/5 such that for δ < δ0,Ψmax
(
λ˜maxγ − ǫ, δ, ρ
)
≤ 0.
which are proven separately in the two parts.
Part 1:
2Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
= (1 + ρ) log
(
λ˜maxγ + ǫ
)
− ρ log (ρ)
+ ρ+ 1− λ˜maxγ − ǫ+
2
δ
H (δρ) , (102)
by substituting λ˜maxγ + ǫ for λ in the definition of Ψmax (λ, δ, ρ) in (13).
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Now letting u = λ˜maxγ −1 and substituting this in (102) and upper bound-
ing the Shannon entropy term using the first bound of (19) gives (103)
below
2Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
< (1 + ρ) log (1 + u+ ǫ)− ρ log (ρ) + ρ+ 1− (1 + u)− ǫ
+
2
δ
[−δρ log (δρ) + δρ] , (103)
= log(1 + u+ ǫ) + ρ log(1 + u+ ǫ)− u− ǫ + ρ log
(
1
δ2ρ3
)
+ 3ρ, (104)
= log(1 + u) + log
(
1 +
ǫ
1 + u
)
+ ρ log(1 + u+ ǫ)− u− ǫ
+ ρ log
(
1
δ2ρ3
)
+ 3ρ, (105)
< −u+ u− 1
2
u2 +
1
3
u3 + ρ log
(
1
δ2ρ3
)
+ 3ρ+ ρ log(1 + u+ ǫ)− ǫ
+ log (1 + ǫ) , (106)
< −1
2
u2 +
1
3
u3 + ρ log
(
1
δ2ρ3
)
+ 3ρ+ ρ log(1 + u+ ǫ)− ǫ+ ǫ. (107)
From (103) to (104) we expanded the (1 + ρ) in the first term and sim-
plified while from (104) to (105) we expanded the first logarithmic term.
From (105) to (106) we bounded above log(1 + u) and 1/(1 + u) using
the second bound of (28) and the bound of (29) respectively. Then from
(106) to (107) we simplified and bounded above log(1 + ǫ) using the first
bound of (28).
Let x = 2ρ log
(
1
δ2ρ3
)
+6ρ which means u =
√
x+ cux. We simplify (107)
and replace the sum of the second two terms by 12x and u in the first two
terms by
√
x+ cux to get
2Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
< −1
2
(√
x+ cux
)2
+
1
3
(√
x+ cux
)3
+
1
2
x+ ρ log(1 + u+ ǫ), (108)
= −1
2
x− cux3/2 − 1
2
c2ux
2 +
1
3
x3/2 + cux
2 + c2ux
5/2 +
1
3
c3ux
3 +
1
2
x
+ ρ log(1 + u+ ǫ), (109)
= −
(
cu − 1
3
)
x3/2 + cux
2 − 1
2
c2ux
2 + c2ux
5/2 +
1
3
c3ux
3
+ ρ log(1 + u+ ǫ). (110)
From (108) to (109) we expanded the first two brackets and from (109) to
(110) we simplified. Substituting 1/
[
γ log
(
1
δ
)]
for ρ in the expression for
29
x we have x = 4/γ + g(ρ) where g(ρ) = 6ρ log (1/ρ) + 6ρ and goes to zero
with δ. Therefore, if 4/γ < 1 for δ small enough we will have x < 1. This
means for γ > 4 we can define δ1 such that for δ < δ1, x < 1 and we can
upper bound x5/2 and x3 by x2 since x2 > x2+j for j > 0 when x < 1.
Using this fact we can bound (110) above to get
2Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
< −
(
cu − 1
3
)
x3/2 + cux
2 − 1
2
c2ux
2 + c2ux
2 +
1
3
c3ux
2
+ ρ log(1 + u+ ǫ), (111)
= −1
2
(
cu − 1
3
)
x3/2 − 1
2
(
cu − 1
3
)
x3/2 + cux
2 +
1
2
c2ux
2 +
1
3
c3ux
2
+ ρ log(1 + u+ ǫ). (112)
From (111) to (112) we simplified and split the first term into half. The
last term goes to zero with δ so we can define δ2 such that for δ < δ2 we can
bound this term above by x2. But also x3/2 = 8/
√
γ3+G(ρ) where G(ρ) is
the difference between [4/γ + g(ρ)]
3/2
and (4/γ)
3/2
which also goes to zero
with δ because this difference is a sum of products with g(ρ). This means
−x3/2 < −8/
√
γ3 since g(ρ) is positive. Now let fu(cu) = cu+c
2
u/2+c
3
u/3,
which is positive for all cu > 0, using the above therefore we can bound
(112) to get
2Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
<
1
2
(
cu − 1
3
)
·
(
− 8√
γ3
)
− 1
2
(
cu − 1
3
)
x3/2 + fu(cu)x
2 + x2, (113)
= − 4√
γ3
(
cu − 1
3
)
− 1
2
(
cu − 1
3
)
x3/2 + [1 + fu(cu)]x
2. (114)
From (113) to (114) we simplified. For (114) to be negative all we need is
for cu > 1/3 and the sum of the last two terms to be non positive, that is:
−1
2
(
cu − 1
3
)
x3/2 + [1 + fu(cu)]x
2 ≤ 0 ⇒ x ≤
{
3cu − 1
6 [1 + fu(cu)]
}2
.
(115)
Let’s define δ3 such that for δ < δ3 (115) holds; since x is a decreasing func-
tion of δ−1 for fixed γ there exist a unique δ3. We set δ0 = min (δ1, δ2, δ3)
and conclude that if cu > 1/3, for fixed γ > γ0 = 4 and ǫ > 0 when δ < δ0
as δ → 0 (114) will remain negative and 2Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
< 0.
Having established a negative bound from above and the δ0 for which it
is valid, it remains to show that n · 2Ψmax
(
λ˜maxγ + ǫ, δ, ρ
)
→ −∞ as
30
(k, n,N) → ∞, which verifies an exponential decay to zero of the bound
(17) with n. This follows from the first term of the right hand side of
(114), giving a concluding bound −n · 4 (cu − 1/3) /
√
γ3. For fixed γ > γ0
and δ < δ0 therefore
Prob
(
U(k, n,N ;A) > U˜γ(δ, ρ) + ǫ
)
≤ poly
(
n, λ˜maxγ + ǫ
)
· exp
[
− 4n√
γ3
(
cu − 1
3
)]
.
The right hand side of which goes to zero as n→∞.
Part 2:
2Ψmax
(
λ˜maxγ − ǫ, δ, ρ
)
= (1 + ρ) log
(
λ˜maxγ − ǫ
)
− ρ log (ρ)
+ ρ+ 1− λ˜maxγ + ǫ+
2
δ
H (δρ) , (116)
by substituting λ˜maxγ − ǫ for λ in the definition of Ψmax (λ, δ, ρ) in (13).
Now letting u = λ˜maxγ −1 and substituting this in (116) and lower bounding
the Shannon entropy term using the second bound of (19) gives (117)
below
2Ψmax
(
λ˜maxγ − ǫ, δ, ρ
)
> (1 + ρ) log (1 + u− ǫ)− ρ log (ρ) + ρ+ 1− (1 + u) + ǫ
+
2
δ
[−δρ log (δρ) + δρ− δ2ρ2] , (117)
= log(1 + u− ǫ) + ρ log(1 + u− ǫ)− u+ ǫ+ ρ log
(
1
δ2ρ3
)
+ 3ρ
− 2δρ2, (118)
= log(1 + u) + log
(
1− ǫ
1 + u
)
+ ρ log(1 + u− ǫ)− u+ ǫ
+ ρ log
(
1
δ2ρ3
)
+ 3ρ− 2δρ2, (119)
> −u+ u− 1
2
u2 +
1
5
u3 + ρ log
(
1
δ2ρ3
)
+ 3ρ+ ǫ+ log (1− ǫ)
+ ρ log(1 + u− ǫ)− 2δρ2, (120)
= −1
2
u2 +
1
5
u3 + ρ log
(
1
δ2ρ3
)
+ 3ρ+ ǫ+ log (1− ǫ) + ρ log(1 + u− ǫ)
− 2δρ2. (121)
From (117) to (118) we expanded the (1 + ρ) in the first term and sim-
plified while from (118) to (119) we expanded the first logarithmic term.
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From (119) to (120) we bounded above 1/(1+ u) using the bound of (29)
and bounded below log(1 + u) using the following bound.
log(1 + x) ≥ x− 1
2
x2 +
1
5
x3 ∀x ∈ [0, 0.92]. (122)
From (120) to (121) we simplified. Let x = 2ρ log
(
1
δ2ρ3
)
+6ρ which means
u =
√
x + cux. We simplify (121) and replace the second two terms by
x/2 and u in the first two terms by
√
x+ cux to get
2Ψmax
(
λ˜maxγ − ǫ, δ, ρ
)
> −1
2
(√
x+ cux
)2
+
1
5
(√
x+ cux
)3
+
1
2
x+ ǫ+ log (1− ǫ)
+ ρ log(1 + u− ǫ)− 2δρ2, (123)
= −1
2
x− cux3/2 − 1
2
c2ux
2 +
1
5
x3/2 +
3
5
cux
2 +
3
5
c2ux
5/2 +
1
5
c3ux
3 +
1
2
x
+ ǫ+ log (1− ǫ) + ρ log(1 + u− ǫ)− 2δρ2, (124)
=
(
1
5
− cu
)
x3/2 + cu
(
1− 1
2
cu
)
x2 +
3
5
c2ux
5/2 +
1
5
c3ux
3 + ρ log(1 + u− ǫ)
+ ǫ+ log (1− ǫ)− 2δρ2. (125)
From (123) to (124) we expanded the first two brackets and from (124)
to (125) we simplified. The dominant terms that does not go to zero as
δ → 0 are the terms with x and their sum is positive for cu ≤ 1/5. Hence
for fixed γ there does not exist a δ0 such that 2Ψmax
(
λ˜maxγ − ǫ, δ, ρ
)
≤ 0.
Thus
Prob
(
U(k, n,N ;A) > U˜γ(δ, ρ)− ǫ
)
≤ poly
(
n, λ˜maxγ − ǫ
)
· exp
[
2nΨmax
(
λ˜maxγ − ǫ, δ, ρ
)]
,
and as n→∞ the right hand side of this does not go to zero.
Now Part 1 and Part 2 put together shows that U˜γ(δ, ρ) is also a tight
upper bound of U(k, n,N ;A) with overwhelming probability as the problem
size grows in the regime prescribed for U˜γ(δ, ρ) in Theorem 4.
3.3.2. The lower bound, L˜γ(δ, ργ(δ))
Proof. Lets also define
λ˜minγ (δ, ρ) := 1−
√
2ρ log
(
1
δ2ρ3
)
+ 6ρ+ cl
[
2ρ log
(
1
δ2ρ3
)
+ 6ρ
]
.
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This implies that L˜γ(δ, ρ) = 1− λ˜minγ (δ, ρ) following from (8). Bounding L˜γ(δ, ρ)
above by L˜γ(δ, ρ) + ǫ is equivalent to bounding λ˜minγ below by λ˜
min
γ − ǫ. We
first establish that for a slightly looser bound, with cl > 1/3, the exponent
Ψmin
(
λ˜minγ − ǫ, δ, ρ
)
is negative and then verify that when multiplied by n it
diverges to −∞ as n increases. We also show that for a slightly tighter bound,
with cl < 1/3, the exponent Ψmin
(
λ˜minγ + ǫ, δ, ρ
)
is bounded from below by
zero, and hence the bound L˜γ(δ, ρ) cannot be improved using the inequality
(18) from [26]. We show, in two parts that for γ > γ0 fixed:
1. ∃ δ0, ǫ > 0 and cl < 1/3 such that for δ < δ0,Ψmin
(
λ˜minγ − ǫ, δ, ρ
)
≤ 0;
2. ∄ δ0, ǫ > 0 and cl ≥ 1/2 such that for δ < δ0,Ψmin
(
λ˜minγ + ǫ, δ, ρ
)
≤ 0,
which are proven separately in the two parts as follows.
Part 1:
2Ψmin
(
λ˜minγ − ǫ, δ, ρ
)
= 2H(ρ) + (1− ρ) log
(
λ˜minγ − ǫ
)
+ ρ log(ρ)− ρ+ 1−
(
λ˜minγ − ǫ
)
+
2
δ
H(δρ), (126)
by substituting λ˜minγ − ǫ for λ in (12). Let l := 1 − λ˜minγ and bound the
Shannon entropy functions from above using the first bound in (19) which
gives
2Ψmin
(
λ˜minγ − ǫ, δ, ρ
)
< −2ρ log (ρ) + 2ρ+ (1− ρ) log [(1− l)− ǫ] + ρ log ρ− ρ+ 1− (1 − l)
+ ǫ− 2ρ log (δρ) + 2
δ
(δρ), (127)
= (1− ρ) log (1− l − ǫ) + ρ log
(
1
δ2ρ3
)
+ 3ρ+ l+ ǫ, (128)
= l + log(1− l) + ǫ+ log
(
1− ǫ
1− l
)
− ρ log (1− l− ǫ)
+ ρ log
(
1
δ2ρ3
)
+ 3ρ, (129)
< l +−l− 1
2
l2 − 1
3
l3 + ρ log
(
1
δ2ρ3
)
+ 3ρ− ρ log (1− l − ǫ)
+ log(1− ǫ) + ǫ, (130)
< −1
2
l2 − 1
3
l3 + ρ log
(
1
δ2ρ3
)
+ 3ρ− ρ log (1− l − ǫ)− ǫ+ ǫ. (131)
We simplified from (127) to (128) and from (128) to (129) we expanded
the first logarithmic term. From (129) to (130) we bounded 1/(1−l) below
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and log(1 − l) above using (52) and the third bound of (51) respectively.
From (130) to (131) we simplified and bounded above log(1− ǫ) using the
first bound of (51).
Let x = 2ρ log
(
1
δ2ρ3
)
+ 6ρ which means l =
√
x− clx. We simplify (131)
and replace the second two terms by 12x and l in the first two terms by√
x− clx to get
2Ψmin
(
λ˜minγ − ǫ, δ, ρ
)
< −1
2
(√
x− clx
)2 − 1
3
(√
x− clx
)3
+
1
2
x− ρ log (1− l− ǫ) (132)
= −1
2
x+ clx
3/2 − 1
2
c2l x
2 − 1
3
x3/2 + clx
2 − c2l x5/2 +
1
3
c3l x
3 +
1
2
x
− ρ log (1− l − ǫ) , (133)
= −
(
1
3
− cl
)
x3/2 + clx
2 − 1
2
c2l x
2 − c2l x5/2 +
1
3
c3l x
3
− ρ log (1− l − ǫ) . (134)
From (132) to (133) we expanded the first two brackets and from (133)
to (134) we simplified. Substituting 1/ [γ log (1/δ)] for ρ in the expression
for x we have x = 4/γ + g(ρ) where g(ρ) = 6ρ log (1/ρ) + 6ρ and goes to
zero with δ. We make the same argument as in Part 1 of the proof for
U˜γ(δ, ργ(δ)) in Section 3.3.2, that is for γ > 4 we can define δ1 such that
for δ < δ1, x < 1 and we can upper bound x
3 by x2 since x2 > x2+j for
j > 0 when x < 1. The last term in (134) goes to zero with δ, so we can
define δ2 such that for δ < δ2 we can bound this term above by x
2 which is
a constant. We split the first term of (134) into half and drop the two c2l
terms because they are negative. Let fl(cl) = cl + c
3
l /3, which is positive
for all cl > 0, using the above we upper bound (134) as follows.
2Ψmin
(
λ˜minγ − ǫ, δ, ρ
)
< −1
2
(
1
3
− cl
)
x3/2 − 1
2
(
1
3
− cl
)
x3/2 + fl(cl)x
2 + x2, (135)
< − 4√
γ3
(
1
3
− cl
)
− 1
2
(
1
3
− cl
)
x3/2 + [1 + fl(cl)] x
2. (136)
From (135) to (136) we use the fact that −x3/2 < −8/
√
γ3 as shown in
Section 3.3.2. For (136) to be negative all we need is for cl < 1/3 and the
sum of the last two terms to be non positive, that is:
−1
2
(
1
3
− cl
)
x3/2 + [1 + fl(cl)]x
2 ≤ 0 ⇒ x ≤
{
1− 3cl
6 [1 + fl(cl)]
}2
.
(137)
Let’s define δ3 such that for δ < δ3 (137) holds; since x is a decreasing func-
tion of δ−1 for fixed γ there exist a unique δ3. We set δ0 = min (δ1, δ2, δ3)
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and conclude that if cl < 1/3, for fixed γ > γ0 = 4 and ǫ > 0 when δ < δ0
as δ → 0 (136) will remain negative and 2Ψmin
(
λ˜minγ − ǫ, δ, ρ
)
< 0.
Having established a negative bound from above and the δ0 for which
it is valid, it remains to show that n · 2Ψmin
(
λ˜minγ − ǫ, δ, ρ
)
→ −∞ as
(k, n,N) → ∞, which verifies an exponential decay to zero of the bound
(18) with n. This follows from the first term of the right hand side of
(136) giving a concluding bound −n · 4 (1/3− cl) /
√
γ3. For γ > γ0 and
δ < δ0 therefore
Prob
(
L(k, n,N ;A) > L˜γ(δ, ρ) + ǫ
)
≤ poly
(
n, λ˜minγ + ǫ
)
· exp
[
− 4n√
γ3
(
1
3
− cl
)]
.
The right hand side of which goes to zero as n→∞.
Part 2:
2Ψmin
(
λ˜minγ + ǫ, δ, ρ
)
= 2H(ρ) + (1− ρ) log
(
λ˜minγ + ǫ
)
+ ρ log(ρ)− ρ+ 1−
(
λ˜minγ + ǫ
)
+
2
δ
H(δρ), (138)
by substituting λ˜minγ + ǫ for λ in (12). Let l := 1 − λ˜minγ and bound the
Shannon entropy function from below using the second bound in (19) to
give
2Ψmin
(
λ˜minγ + ǫ, δ, ρ
)
> 2
[−ρ log ρ+ ρ− ρ2]+ (1− ρ) log [(1− l) + ǫ] + ρ log ρ− ρ
+ 1− (1− l)− ǫ+ 2
δ
[−ρ log (δρ) + δρ− δ2ρ2] , (139)
= −2ρ log ρ+ 2ρ− 2ρ2 + log (1− l + ǫ)− ρ log (1− l + ǫ) + ρ log ρ− ρ
+ 1− 1 + l− ǫ − 2ρ log (δρ) + 2ρ− 2δρ2, (140)
= log (1− l) + log
(
1 +
ǫ
1− l
)
+ l − ǫ− ρ log (1− l + ǫ) + ρ log
(
1
δ2ρ3
)
+ 3ρ− 2(1 + δ)ρ2, (141)
> −l− 1
2
l2 − 1
2
l3 + l + ρ log
(
1
δ2ρ3
)
+ 3ρ+ log (1 + ǫ)− ǫ
− ρ log (1− l+ ǫ)− 2(1− δ)ρ2, (142)
> −1
2
l2 − 1
2
l3 + ρ log
(
1
δ2ρ3
)
+ 3ρ+ ǫ− 1
2
ǫ2 − ǫ− ρ log (1− l+ ǫ)
− 2(1− δ)ρ2. (143)
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From (139) to (140) we expanded brackets and simplified. From (140) to
(141) we expanded log (1− l + ǫ) and simplified. From (141) to (142) we
bounded from below 1/(1− l) using (52) and using the bound of (61) we
also bounded from below log(1−l). Then from (142) to (143) we simplified
and bounded from below log(1 + ǫ) using (42).
Let x = 2ρ log
(
1
δ2ρ3
)
+ 6ρ which means l =
√
x− clx. We simplify (143)
and replace the second two terms by x/2 and l in the first two terms by√
x− clx to get
2Ψmin
(
λ˜minγ + ǫ, δ, ρ
)
> −1
2
(√
x− clx
)2 − 1
2
(√
x− clx
)3
+
1
2
x− ρ log (1− l + ǫ)
− 2(1− δ)ρ2 − 1
2
ǫ2, (144)
= −1
2
x+ clx
3/2 − 1
2
c2l x
2 − 1
2
x3/2 +
3
2
clx
2 − 3
2
c2l x
5/2 +
1
2
c3l x
3 +
1
2
x
− ρ log (1− l + ǫ)− 2(1− δ)ρ2 − 1
2
ǫ2, (145)
=
(
cl − 1
2
)
x3/2 +
1
2
cl (3− cl)x2 − 3
2
c2l x
5/2 +
1
2
c3l x
3 − ρ log (1− l + ǫ)
− 2(1− δ)ρ2 − 1
2
ǫ2. (146)
From (144) to (145) we expanded the first two brackets and simplified
from (145) to (146). The dominant terms that does not go to zero as
δ → 0 are the terms with x and their sum is positive if cl ≥ 1/2 and
x < 1. We established in the earlier parts of this proof of Theorem 4 that
if γ > 4 we will have x < 1 as δ → 0. Hence we conclude that for fixed
γ > γ0 = 4 and ǫ > 0 there does not exist a δ0 such that (146) is negative
and 2Ψmin
(
λ˜minγ + ǫ, δ, ρ
)
≤ 0 as δ → 0. Thus
Prob
(
L(k, n,N ;A) > L˜γ(δ, ρ)− ǫ
)
≤ poly
(
n, λ˜minγ + ǫ
)
· exp
[
2nΨmin
(
λ˜minγ + ǫ, δ, ρ
)]
,
and as n→∞ the right hand side of this does not go to zero.
Now Part 1 and Part 2 put together shows that L˜γ(δ, ρ) is also a tight bound
of L(k, n,N ;A) with overwhelming probability as the sample size grows in the
regime prescribed for L˜γ(δ, ρ) in Theorem 4.
3.4. Corollary 5
Proof. We prove Corollary 5 in two parts, first proving the case for U˜γ(δ, ργ(δ))
and then that of L˜γ(δ, ργ(δ)).
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Part 1: From (7), for ρ = ργ(δ) =
(
γ log
(
1
δ
))−1
, we have
U˜
γ(δ, ργ(δ)) =
√
2ρ log
(
1
δ2ρ3
)
+ 6ρ+ cu
[
2ρ log
(
1
δ2ρ3
)
+ 6ρ
]
, (147)
=
√
2ρ log
(
1
δ2ρ3
)
+ 6ρ+ 2cuρ log
(
1
δ2ρ3
)
+ 6cuρ (148)
=
√
4ρ log
(
1
δ
)
+ 6ρ log
(
1
ρ
)
+ 6ρ+ 4cuρ log
(
1
δ
)
+ 6cuρ log
(
1
ρ
)
+ 6cuρ, (149)
=
√
4
γ
+ 6ρ log
(
1
ρ
)
+ 6ρ+
4cu
γ
+ 6cuρ log
(
1
ρ
)
+ 6cuρ. (150)
From (147) to (148) we expanded the square brackets while from (148) to
(149) we separated the terms explicitly involving δ from the rest. From
(149) to (150) we substituted 1/ [γ log (1/δ)] for ρ in the terms explicitly
involving δ and simplified.
Now using the fact that limδ→0 ρ log (1/ρ) = 0 and limδ→0 ρ = 0 we have
lim
δ→0
U˜
γ(δ, ργ(δ)) =
2√
γ
+
4cu
γ
,
hence concluding the proof for U˜γ(δ, ργ(δ)).
Part 2: From (8), for ρ = ργ(δ) =
(
γ log
(
1
δ
))−1
, we have
L˜
γ(δ, ργ(δ)) =
√
2ρ log
(
1
δ2ρ3
)
+ 6ρ− cl
[
2ρ log
(
1
δ2ρ3
)
+ 6ρ
]
, (151)
=
√
2ρ log
(
1
δ2ρ3
)
+ 6ρ− 2clρ log
(
1
δ2ρ3
)
− 6clρ, (152)
=
√
4ρ log
(
1
δ
)
+ 6ρ log
(
1
ρ
)
+ 6ρ− 4clρ log
(
1
δ
)
− 6clρ log
(
1
ρ
)
− 6clρ, (153)
=
√
4
γ
+ 6ρ log
(
1
ρ
)
+ 6ρ− 4cl
γ
− 6clρ log
(
1
ρ
)
− 6clρ. (154)
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From (151) to (152) we expanded the square brackets while from (152) to
(153) we separated the terms explicitly involving δ from the rest. Then
from (153) to (154) we substituted 1/ [γ log (1/δ)] for ρ in the terms ex-
plicitly involving δ and simplified.
Now using the fact that limδ→0 ρ log (1/ρ) = 0 and limδ→0 ρ = 0 we have
lim
δ→0
L˜
γ(δ, ργ(δ)) =
2√
γ
− 4cl
γ
,
hence concluding the proof for U˜γ(δ, ργ(δ)).
Part 1 and Part 2 combined concludes the proof for Corollary 5.
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