To ensure high accuracy results from an integrated GPS/INS system, the carrier phase obserables have to be used to update the filter's states. As a prerequisite the integer ambiguities must be resolved before using carrier phase measurements. However, a cycle slip that remains undetected (and uncorrected) will significantly degrade the filter's performance. In this paper, an algorithm that can effectively detect and identify any type of cycle slips is presented. The algorithm uses additional information provided by the INS, and applies a statistical technique known as the cumulative-sum (CUSUM) test. In this approach, cycle slip decision values can be computed from the INS-predicted position (due to the fact that its short-term accuracy is very high), and the CUSUM test used to detect cycle slips (as it is very sensitive to abrupt changes of mean values). Test results are presented to demonstrate the effectiveness of the proposed algorithm. 
INTRODUCTION. Integrated GPS/INS systems have been widely used in kinematic positioning
and navigation for many years. Typical applications include vehicle navigation, guidance and control, as well as aerial photogrammetry, airborne gravity survey, mobile mapping. In such integrated systems, low data rate, high accuracy GPS measurements can be used to estimate and to correct the error states of the INS within a tightly coupled integration filter. In order to obtain high precision positioning results with such a system, GPS carrier phase obserables are typically used in the filter update. However, it is usual for the integer ambiguities to be resolved before the measurements can be utilized in the update. These ambiguities remain constants as long as no loss of signal lock occurs. In the event of signal loss, the integer counter is reinitialized, effectively causing a jump in the instantaneous accumulated phase by an integer number of cycles. Such a jump (as indicated in Figure 1 ), is called a 'cycle slip', and corrupts the carrier phase measurement, causing the unknown ambiguity value to be different after the cycle slip compared with its value before the slip. It must be 'repaired' before the phase data is processed as double-differenced observables (Rizos, 1999) .
Figure 1. Cycle slip on GPS carrier phase obserables
There are three causes of cycle slips (Hofmann-Wellenhof et al, 1997) . First, cycle slips are induced by obstructions of the satellite signal due to trees, building, and so on. The second cause is a low SNR due to extreme ionospheric conditions, multipath, high receiver dynamics, or low satellite elevation. The third cause is internal receiver tracking problems, reflected in incorrect signal processing. The occurrence of a cycle slip which is undetected will significantly degrade the accuracy of the navigational solution obtained from the integration system. Therefore a number of techniques for the detection and identification of cycle slips have been developed. Some of examples, in the case of standalone GPS, include the use of GPS Doppler frequency (Cannon 1987) , linear combinations of L1 and L2 obserables such as the geometry-free combination (Blewitt, 1990; Dedes & Mallett 1995) , widelane phase minus narrowlane pseudorange (Han 1997; Gao & Li 1999) . On the other hand, integration of GPS with INS is appropriate for detection and identification of small cycle slips. In such a system the high relative accuracy of the INS output can be used to predict the GPS antenna position at the measurement, with periodic INS error update by GPS obserables (Wei et al 1992; Schwarz et al 1994) . In addition, such an approach can overcome the drawbacks of GPS standalone techniques which are not sensitive to dynamics, as it does not rely exclusively on GPS measurements (Gao 1992; Altmayer 2000) .
In this paper a cycle slip detection and identification algorithm which can be easily implemented in an integrated GPS/INS system will be proposed. The algorithm uses the GPS antenna position provided by the INS to calculate cycle slip decision values, and applies the cumulative-sum (CUSUM) test to small persistent changes in the mean and/or standard deviation of measurements.
A CYCLE SLIP DETECTION & IDENTIFICATION ALGORITHM.

Decision Value.
The basic task of the algorithm is to compare the double-differenced GPS carrier phase observables ∇ with the double-differenced geometric distances ∇ computed using INS-predicted GPS antenna positions:
Denoting φ δ ∆ ∇ to be the cycle slip decision values. In equation (1), the GPS doubledifferenced measurement can be defined as follows:
where λ is the wavelength of GPS carrier phase measurement, ∇ is the double-differenced true geometric distances, is the double-differenced integer ambiguities, ∇ is the ionospheric delay, 
Statistical Properties of the Decision Value.
There are a number of error sources that contaminate GPS carrier phase measurements, including satellite ephemeris and clock biases, atomospheric delays, mutipath, and receiver clock bias, as indicated in equation (2). However, for short baseline applications such as those considered in this paper (<15km), satellite ephemeris bias, satellite clock bias, receiver clock bias, and atmospheric delays can be assumed to have been eliminated through the use of the double-differencing (DD) algorithm. Thus, the main error source still remaining in the measurements is multipath, although in this paper it is assumed that such a multipath error can be modeled and/or mitigated in some way. In addition, if it is assumed that the DD ambiguities were successfully resolved before a certain epoch (and then eliminated from the model as an unknown), the ambiguity term in equation (4) also disappears. As a consequence, equation (2) can be rewritten:
The expected value of the measurement noise ( ) would be:
If two DD measurements are available, the covariance matrix is:
Hence, the variance of one DD measurement is (Hofmann-Wellenhof et al 1997). 
If it is assumed that the satellite ephemeris errors are eliminated by double-differencing, the 
Hence the decision values can be written as follows (keeping in mind the GPS error considerations mentioned above and the DD integer ambiguity is resolved in some previous epoch):
Assume the GPS carrier phase measurements are uncorrelated in time, then the estimated position and the actual carrier phase measurements are statistically uncorrelated since the estimated position is only affected by previous GPS measurements. Thus the expected values of the decision values are:
and the variance can be obtained as follows:
As a consequence cycle slip detection and identification can be carried out through continuously performing a hypothesis test with respect to the decision values. 
where x represents the decision value φ δ ∆ ∇ . Since successive decision values are statically independent, the logarithms of the likelihood of joint distribution density at the n-the sampling point can be written as a cumulative sum (CUSUM) (Mertikas & Rizos 1997; Metikas 2001) :
where the single increment can be derived from equation (20): Generally speaking, the signal increment is negative if the null hypothesis is true, whereas it is positive if the alternative hypothesis is true in the case of positive shift, as indicated in Figure 2 . Thus a shift in the mean value of the decision values (a cycle slip occurrence) is reflected as a change in the sign of the average value of the single increment of the log-likelihood ratio (Mertikas & Rizos 1997; Metikas 2001 
Figure 2 Typical behaviour of the CUSUM decision function
The CUSUM algorithms can be classified into two types. The first type is the one-sided CUSUM, which can be used when both the means before and after the change are known. The second type is the two-sided CUSUM, to be used when the change magnitude is unknown. It is the two-sided CUSUM test that should be used for the cycle slip detection algorithm with a minimum detectable jump ( min δµ ). This uses two CUSUM algorithms in parallel; the first one for detecting an increase in the mean, and the second for detecting a decrease in the mean of the sequence (Basseville 1988; Basseville & Nikiforov 1993; Hinkley 1970 To avoid the downward drift of the CUSUM across and out of the page limits, an algebratic equivalent of equation (23) is given used (Hawkins & Olwell 1998; Mertikas 2001) :
The resulting alarm time is given by: . If the actual change in mean is less than that specified in the CUSUM test, then the single increments of the log-likelihood ratio will always have a positive mean and the CUSUM scheme will be ineffective as a detector of change. It is common to specify a "rejectable level" n z min δµ , then determine the threshold value λ so that the CUSUM test has a specified maximum rate of detection alarm with a minimum delay. A more detailed description of CUSUM parameter tuning is given in Hawkins & Olwell (1998) and Mertikas & Rizos (1997) . Figure 3 shows examples of the cumulative sum tests for detecting cycle slips. The upper graphs depict the calculated decision values, whereas the lower graphs show the CUSUM values comp- Figure 3 The cumulative sums for detecting one cycle slip in L1 carrier phase measurement uted from equation (23). Cycle slips were simulated in L1 carrier phase measurements, namely +1 cycle on PRN15 and -2 cycles on PRN30. A cycle slip at the = 130, 100 sampling step is reflected as a change of the positive and negative trend in the cumulative sum. The onset time could be reliably determined as the last time a minimum value of the log-likelihood occurred. n 4 FIELD TESTS AND RESULTS. 4.1 General Description of the Test. To illustrate the effectiveness of the proposed algorithm to detect and correct cycle slips, kinematic experiments were carried out on Prince of Wales Road in Sydney, on the 21 th October 2002. The IMU used in this research was the Boeing C-MIGITS II, which is considered to be a tactical-level accuracy unit (5 deg/h, 500µg), compact (8cm × 9cm × 12cm), and lightweight (1.1kg). The IMU outputs delta angle and delta velocity measurements for navigation solutions at a rate of 100Hz, as well as acceleration and angular velocity for flight control or sensor stabilization at 600Hz. In addition, two NovAtel OEM3 Millennium GPS receivers were used in both the reference and rover (vehicle) stations. The GPS antenna and IMU was mounted on the roof of the test vehicle. Raw IMU measurements were recorded at 100Hz, while dual-frequency GPS data were logged at lHz. Both GPS and IMU data were logged through a single serial port on two laptop computers. At the same time, RTK (Real Time Kinematic) processed results were recorded to evaluate the position accuracy of the integrated GPS/INS system. During the experiment there were 6 visible satellites (above the cut-off angle of 15°). As shown in Figure 4 (vehicle trajectory), the separation between reference and mobile receivers reaches up to 1km. The raw IMU and GPS data from the NovAtel OEM3 Millennium were processed using in-house software package -a modified version of the AIMS TM navigation processing software (Lee et al 2002) . While the software was originally designed for Trimble 4000ssi GPS receivers and the Litton LN-100 INS, it has been modified to accept C-MIGITS II data. For this study, further modifications have been made to include the cycle slip detection and correction algorithm described earlier. In addition, it should be noted that only L1 measurements were used for the Kalman filter update in this study.
First of all, CUSUM parameters were set, 0.3 and 0.5 cycle (approximate 9cm) for the threshold ( λ ) and the minimum detectable value ( min δµ ) respectively. Since it is difficult to evaluate the algorithm's performance without knowing the truth, the cycle slips were simulated. The slips can be simulated by adding an integer number of wavelengths to the raw L1 carrier phase observables. The simulated cycle slip scenario is shown in Table 1 . All cycle slips were only inserted into the observables for the mobile receiver. Figures 5 -7 show the decision values before/after the correction and the two-sided CUSUM values of PRN18, 23, and 26 (with reference PRN27). It is important to emphasize that the CUSUM values were computed using equation (26) instead of equation (24) Figure 8 shows the navigation parameters and RMS values for Kalman-filtering obtained by an integrated GPS/INS system. The first graph in the left column depicts the system positioning accuracy compared with GPS antenna position provided by RTK positioning, which typically provides a few centimeter level accuracy as long as the carrier phase ambiguities are resolved correctly. The second and third graphs in the same column shows velocity and attitude changes. However, the right column shows RMS values of the estimated navigation parameters. It is very important to note that all the results in the figure indicate that the integration system accuracy and performance can be maintained when the cycle slip detection and identification algorithm proposed in this paper is implemented. 
CONCLUDING REMARKS.
Cycle slips are the biggest GPS error source if they remain in the raw carrier phase measurements, in that they are mainly absorbed by the integer ambiguities and hence lead to biased estimates for the navigation parameters in GPS-based navigation systems. Therefore it is crucial to detect and correct cycle slips. In this paper a cycle slip detection and identification scheme was developed for use with integrated GPS/INS systems. The algorithm uses additional GPS antenna positions provided by the INS navigation solutions, and the cumulative-sum (CUSUM) test is applied in order to detect the slips. Hence it can be easily implemented within the system integration software. The results of field tests indicate that cycle slips can be effectively detected and subsequently corrected using the proposed algorithm. Further research will be conducted in order to extend the applicability of the algorithm to high multipath environments and for long baselines.
