ABSTRACT. We generalize previous work done by Donald 
INTRODUCTION
Gaussian elimination is commonly used in matrix theory. If the matrix is sparse, that is, contains a large number of zero entries, it is advantageous to avoid unnecessary operations on those zeros in order to save memory and run time. When we perforn Gaussian elinination, some of the zeros in the matrix may be replaced by nonzeros. These new nonzeros are called "fill-in". A perfect ordering is a sequence of Gaussian pivots which produces no fill-in.
Much in known about the case in which the coefficient matr;x is symmetric (see Golumbic [1] ). It is also known how to determine fill-ins for nonsymmetric matrices when the pivots are chosen on the main diagonal. Algorithms have been developed for computing the fill-in for any ordering of pivots, for generating a perfect ordering if such an ordering exists, and for reducing a fill-in to a minimal one (Rose and Tarjan [2] ). However, it may be the case that choosing pivots which are not on the main diagonal produces a smaller fill-in than does choosing pivots which are on the main diagonal. For example, choosing any pivot on the nain diagonal in the following matrix produces a fill-in of at least one entry. (The entries denoted by an X represent non-zeros in the matrix.) X X X 0 0 X X O/ 0 0 X X But choosing the entry in row two, column one produces no fill-in, and, in fact, there is a perfect elimination ordering for this matrix if pivots off the main diagonal are chosen.
Therefore, this paper generalizes the results of Rose and Tarjan [2] in order to develop an algorithm which takes all nonzero entries of a given matrix into account, as opposed to only the entries on the main diagonal. We draw heavily from several chapters of a book by Golumbic [1] , and some of the proofs of Rose and Tarjan [2] can be readily adapted for our purposes.
DEFINITIONS AND NOTATION
We generally follow the same notation as Golumbic [1] and Rose et al. [3] . [vl,...,v,vl] (a, b) E}. An alternate definition for an edge (x,y) (1)= (x,y).
The following theorems, then, are generalizations from Rose and Tarjan [2] . Theorem 2 is mentioned as Ex.4, p.285 in Golumbic [1] but for the sake of completeness it is proven here. (1)) }. Hence the theorem holds with (x,y)= (1).
The next theorem states that given a bipartite graph with a perfect scheme and a supergraph with the same property, we can remove an edge from the supergraph such that the resulting graph is also a perfect elimination graph. PROOF. The proof largely follows that of Rose and Tarjan [2] . We proceed by induction on the number of edges in F. If F }, the theorem is obviously true. Suppose the theorem is true If we take as in Rose and Tarjan [2] an ordering of pivots down the main diagonal so 4) [(z,yx) ,(x2,y),...,(xs,y)], where (z,,y) corresponds to the entry rn,, then the fill-in F produced by this ordering contains 9 edges, ltowever, in this example, a different ordering of pivots, again only choosing entries from the main diagonal, produces a minimal fill-in of F with 5 edges. Finally, if we choose from among all the entries in the matrix instead of only the entries on the diagonal, there is an ordering which produces a minimal fill-in of F which has only 3 edges. So it is clear that this algorithm, which chooses entries from among all entries in the matrix, is capable of producing the smallest minimal fill-ins.
