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Abstract
Considering a model with Coupled Dilaton-Squared Curvature terms and a dilatonic potential which replace
the cosmological constant, we present an analytic hyperscaling violating solution which is the generalization of
arXiv:1305.3279 for non zero θ. We show that a specific coupling between dilaton and the squared curvature
terms produces a simple logarithmic behavior for the dilaton. By imposing the null energy condition and stability
constraints, we investigate the allowed regions for the parameters of this model. We then study the perturbations
around AdS4 in the UV and AdS2 × R2 in the IR of the Einstein-Weyl gravity which can support an intermediate
hyperscaling violating solution in order to resolve the IR singularity of the metric in 4d.
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1 Introduction
Lifshitz and hyperscaling violating geometries have been studied extensively as in the context of gauge/gravity
duality [1], they can be used to study phases of matters in condensed matter physics such as non-Fermi liquids.
Lifshitz metric
ds2d+2 = −r2zdt2 +
dr2
r2
+
d∑
i=1
r2d~xi
2, (1.1)
has the following scaling symmetry
r → λzr, xi → λxi. (1.2)
This metric can be derived from gravity coupled to massive gauge fields [2], and they do not respect the relativistic
scaling symmetry. It is a generalization of AdS metric where for the special case of z = 1 is AdSd+2 and when
z →∞ becomes Ads2 × Rd.
Generalizing Lifshitz to hyperscaling violating metric for non-zero θ exponent,
ds2d+2 = r
− 2θd (−r2zdt2 + dr
2
r2
+
d∑
i=1
d~xi
2), (1.3)
changes the scaling symmetries to
t→ λzt, r → λ−1r, xi → λxi, dsd+2 → λ θd dsd+2. (1.4)
This metric is also not Lorentz invariant and can be derived by adding a dilaton field to the Einstein-Maxwell action
with a dilatonic potential.
The Lifshitz geometry is a possible candidate for describing the behaviors of strange metals, holographically [4].
Also in order to investigate a system with Fermi surface, we can consider hyperscaling violating geometries in a
specific range of parameters for its gravitational dual [3].
Although these two space-times have constant and therefore finite scalar curvature invariants, they both have
null singularity in the IR which makes the infrared region incomplete [5] [20] [21] [22] [23] [24] [28] [29]. On the
field theory side this might suggest that the solution cannot be trusted in the IR unless these singularities being
resolved.
It has been suggested in [5], that for the 4-dimensional Lifshitz metric in Einstein-Weyl gravity, one can construct
numerically a flow from AdS4 in the UV to an intermediate Lifshitz region and then to AdS2 × R2 in the IR. As
AdS space-times is free from singularity, this solution can resolve the IR singularities.
In this paper we generalize the solutions in [5] to non-zero θ and study the effects of squared curvature terms
on the solutions of hyperscaling violating backgrounds. In section 2, we derive the analytical solution by coupling
the higher derivative terms to the dilaton field by a g(φ) function. Letting θ = 0 in our results, the solution
of [5] can be re-derived. We study how our solution is being renormalized in z by the effects of higher derivative
gravity. In section 3, we study the regions of d and θ which can lead to physical solutions by satisfying the imposed
constraints, most importantly, null energy condition and stability of the solution. We study several different spe-
cial cases in the parameter region and investigate constraints in various physical limits such as for the strange metals.
1On leave of absence.
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In section 4, we consider a four dimensional metric ansatz and then study the perturbations around AdS2 × R2
in the IR and AdS4 in the UV which can support hyperscaling violating solution in the intermediate region. We
investigate the allowed parameter space region for constructing numerical flow and then for some specific initial
values, analytically estimate the cross overs from each region of the parameter space to the next one for the complete
free from singularity solution. The last section is devoted to conclusions and discussions.
2 General Solution
The action which gives a hyperscaling violating solution corrected by squared curvature terms is
S =
∫
dd+2x
√−g
(
R+ V (φ)− 1
2
(∂φ)2 − f(φ)FµνFµν + g(φ)(α1RµνρσRµνρσ + α2RµνRµν + α3R2)
)
. (2.1)
As discussed in [8], one way to derive a hyperscaling violating solution and fix the exponents is that the higher
derivative terms should be coupled to the scalar field φ, by multiplying these terms to a g(φ) function.
For deriving hyperscaling violating solution, the ansatz metric is
ds2d+2 = r
2α
(
−r2zdt2 + dr
2
r2
+ Σ r2d~xi
2
)
, i = 1, 2.., d. (2.2)
We have set the AdS radius to one; L = 1. Here α = − θd , where θ and z are hyperscaling violation exponent and
dynamical exponent respectively.
Taking the variation of the action and neglecting the surface terms, the Einstein’s equations can be derived,
Eµν = Tµν , (2.3)
where2
Eµν = Rµν − 1
2
gµνR+ g(φ)
(
− 1
2
gµν
(
α1RαβρλR
αβρλ + α2RαβR
αβ + α3R
2
)
+ 2α1RµαβρR
αβρ
ν +
2α2RµαR
α
ν + 2α3RRµν
)
+ gµν
(
α2∇α∇βg(φ)Rαβ + 2α3g(φ)R
)
+ 4α1∇α∇βg(φ)R[µ|β|ν]α
+α2
(
− 2∇α∇νg(φ)Rαµ +g(φ)Rµν
)
− 2α3∇µ∇νg(φ)R, (2.4)
and
Tµν =
1
2
∂µφ∂νφ+ 2f(φ)
(
F ρµFνρ −
1
4
gµνFρσF
ρσ
)
+
1
2
gµν
(
V (φ)− 1
2
∂ρφ∂ρφ
)
. (2.5)
These equations need to be supplemented with the Maxwell and scalar equations of motion,
∇µ (f(φ)Fµν) = 0, (2.6)
2We use the notation of [7] and R[µ|β|ν]α = 12 (Rµβνα −Rνβµα).
2
φ− f ′(φ)FµνFµν + g′(φ)
(
α1RµνρσR
µνρσ + α2RµνR
µν + α3R
2
)
=− dV (φ)
dφ
, (2.7)
where V (φ) = V0e
γφ, f(φ) = eλφ, g(φ) = eηφ and prime denotes the derivative with respects to the argument.
Using the metric ansatz, the Maxwell equation 2.6 leads to
Frt = ρe
−λφr(2−d)α+z−d−1. (2.8)
For solving the Einstein’s equations more easily, we combine the various components of the energy-momentum
tensor in the following way
T tt − T rr = −
1
2
r2−2α(∂rφ)2,
T xx − T tt = 2ρ2r−2d(α+1)e−λφ,
T rr + T
x
x = V0e
γφ. (2.9)
On the other hand, considering a logarithmic function for the dilaton as φ(r) = φ0 + β log r implies that η =
2α
β
and then one finds
r2α(Ett − Err )
d(1 + α)
= 1− z − α+ 2eηφ0
[
2α1
(
z(1− z)(1 + d+ α(d− 2)) + z3 + α+ α2(1− z − α)− 1)+
(z + α− 1)(α2 (d+ z2 + (d+ z)α)+ α3 ((1 + α2) d(d+ 1) + 2(d+ z)(z + α(d+ 1))) )],
r2α(Exx − Ett)
(z − 1)(z + d(1 + α)) = 1− 2e
ηφ0
(
2α1
(
1 + z2 − α2 − z(d+ (d− 1)α))− α2 (d+ z2 + dα+ zα)
−α3
(
2z2 + d(d+ 1)(1 + α)2 + 2z(d+ (d+ 1)α)
) )
,
r2α(Err + E
x
x) = (d+ z + dα− 1)(d+ z + dα) + eηφ0(1 + α)×(
2
(
d2(1 + α)2(3α− 1) + d ((α− 3)(α2 − 1) + 2z(α(4α+ 3)− (2 + (z − 2)z)))
+2z(1− α+ z(z + 2α− 1)))α1 − (dz (2z2 − 2(1 + α)2 − z(3 + α))− d3(α− 1)(1 + α)2
−2z2(z + α) + d2(1 + α) (z(2 + z)− 2zα− α2 − 3) )α2
− (d2(1 + α)2 + 2z(z + α) + d(1 + α)(1 + 2z + α)) (d(d− 3 + 2z + (d− 1)α)− 2z)α3).
Now changing the basis of α corrections, we will write the solution in αGB , αR and αW basis which is related
to the previous basis by
α1 = αGB + αW ,
α2 = −4αGB − 4
d
αW ,
α3 = αGB +
2
d(d+ 1)
αW + αR. (2.10)
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In this new basis the general Lagrangian of the theory is [5],
L = αWCµνρσCµνρσ + αGBG+ αRR2, (2.11)
where C is the Weyl tensor and G is the Gauss-Bonnet combination with the following definitions
Cµνρσ = Rµνρσ − 1
d− 1(gµ[ρRσ]ν − gν[ρRσ]µ) +
1
d(d− 1)gµ[ρgσ]νR, (2.12)
and
G = RµνρσR
µνρσ − 4RµνRµν +R2. (2.13)
By combining the above equations, considering α = −θ/d and also using equation 2.8 and after some algebras, one
find the solution in the new basis
ds2 = r−2
θ
d
(
−r2zdt2 + dr
2
r2
+ r2d~x2
)
,
Frt = ρ e
2
β (d−θ+θ/d)φ0rd+z−θ−1,
eφ = eφ0rβ ,
which the parameters of the solution, β, charge and potential are
β2 = 2(d− θ)(z − 1− θ
d
) +
4(d− θ)
d3
eηφ0
(2zd3(d− 1)(z − 1)(d− z − θ + 2)
1 + d
αW +
d(d(1− z)− θ) (2z(d(d+ z − θ)− θ) + (d+ 1)(θ − d)2)αR +
(1− d)(d− θ) (d2(d− 2)(z − 1)− d((4 + d)z − 4)θ + (2 + d)θ2)αGB), (2.14)
ρ2e−λφ0 =
(z − 1)(d+ z − θ)
2
(
1 +
eηφ0
d2(d+ 1)
(
2d(d+ 1)
(
2z(θ − d(d+ z − θ))− (d+ 1)(θ − d)2)αR
+4dz (1− d)(θ + d(z + θ − d− 2))αW + 2
(
1− d2) (d2(d− 2− 2θ) + (d+ 2)θ2)αGB)), (2.15)
V0e
γφ0 = (d+ z − θ)(d+ z − θ − 1) + (d− θ)e
ηφ0
d3
(4zd2(1− d)(z − 1)(d(z − 2)− z + θ)
d+ 1
αW
+d(d(3− d) + (1− d)(2z − θ)) (((θ − d)2 − 2zθ) (d+ 1) + 2dz(d+ z))αR
+(1− d)(d2(d− 2) (d2 + 2(z − 1)z + d(4z − 3))− d(d(d− 2)(1 + 3d) + 2 (4d2 + d− 2) z
+2(2 + d)z2
)
θ + d
(
5d− 6 + 3d2 + 4(d+ 3)z)θ2 − (2 + d(d+ 5))θ3)αGB), (2.16)
γ = −η = 2α
β
, α = −θ
d
, λ =
2
β
(θ − d− θ
d
). (2.17)
One can check that the scalar equation is being satisfied accordingly and do not imply any further relation.
Therefore the action 2.1 with the ansatz 2.2 admits hyperscaling violating solution with an electric gauge potential
and a logarithmic scalar field in the form φ = φ0 + β log r.
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For the consistency check, we may notice that if we let θ = 0 and set the dimension d′ = d−1, these solution will
exactly match with the Lifshitz solution found in [5] and for their case of d = 1 and 2, the factor of Gauss-Bonnet
combination does not contribute to the equation of motion as we expect from the theory of Gauss-Bonnet gravity.
However for our general case that we coupled the dilaton with higher derivative terms, the theory is no longer the
simple Gauss-Bonnet gravity and it would be no longer necessary that the factor of αGB be zero in these specific
dimensions and in our solution, in the general case of θ 6= 0, this factor is not zero for d = 1, 2.
As it is obvious from the above solution, the scalar field φ runs logarithmically and cause the coupling func-
tions f(φ) = eλφ0rλβ , which couples the dilaton to the gauge field, and also g(φ) which couples the dilaton to the
higher derivative terms, runs from weak coupling in the IR (r → 0) to the strong coupling in the UV when (r →∞).
The function g(φ) coupled to the squared curvature terms, changes the usual hyperscaling violating solution in
the Einstein gravity in a non trivial way. This term induces corrections of order z3 and z4 in the solution as one
can check that β2 which is zero at Lifshitz solution, now is being corrected by order of z3, the electric charge ρ2 is
being renormalized by order of z4 and the potential V0 by order of z
3. Also the maximum order of z inducing by
Gauss-Bonnet factor is 2 in all the quantities and αR and αW can also induce corrections of order z
3 and z4.
One should notice that we cannot choose any arbitrary d, z and θ and end up with a physical solution. In [28]
three constraints of null energy condition, causality (z > 1), and 0 < d − θ < d has been assumed to derive the
range of physical regions for the parameters of the theory αW , αGB , αR. Here in the next section, we consider the
specific cases of the solution by assuming different combinations of αGB , αR, αW terms and plot the ranges of z
and θ for each case coming from the conditions of β2 ≥ 0, i.e. scalar field solution should not be oscillatory, and
also ρ2 ≥ 0 (NEC) coming from only studying the gravity side.
Other constraints that can be imposed on the region of parameters, is the stability of the thermodynamics.
For the general hyperscaling violating metric ansatz, there should be the following relation d−θz > 0, to satisfy the
positivity of specific heat [3]. We don’t consider this constraint here for plotting the physical region. Considering
this constraint also plus the other two, for the full corrected gravity theory when all α corrections are present gives
a smaller region of θ < d and 0 < z < 1 which is both stable and physical.
3 Specific Cases of the Solution
In the following sections, we investigate several special cases of the solution by letting the different combinations
of higher derivative terms to be zero. Then assuming the remaining factors of each αR, αW or αGB get positive
values, we will plot the allowed regions for the parameters d, z and θ to compare their qualitative behaviors in these
different limits.
3.1 Hyperscaling Violating Solution in the Einstein-Weyl gravity
For the case of Einstein-Weyl gravity, αR = αGB = 0, and then we can read the hyperscaling violating solution in
this setup. So Weyl solution is as follows
β2 = 2(d− θ)
(
z − 1− θ
d
)
+ αW
8eηφ0z (z − 1)(d− 1)(d− θ)(d− z − θ + 2)
d+ 1
. (3.1)
Notice, in order to have a solution, the right hand side of [3.1] must be positive and this gives a constraint
similar to the NEC. If we set αW = 0, the case with no higher derivative gravity, then (θ−d)(θ−dz+d) ≥ 0, which
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Figure 1: Allowed region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the Einstein-Weyl
gravity, assuming (αW = 1, φ0 = 0, d = 4).
is the NEC in pure hyperscaling violating solution. Also the electric charge and the constant of scalar potential is
ρ2e−λφ0 =
1
2
(z − 1)(d+ z − θ)
(
1 + αW
4eηφ0z(θ + d(z + θ − d− 2))(1− d)
d(d+ 1)
)
, (3.2)
V0e
γφ0 =(z + d− θ − 1)(z + d− θ) + αW 4e
ηφ0z(z − 1)(z(d− 1)− 2d+ θ)(d− θ)(1− d)
d(d+ 1)
. (3.3)
Again letting θ = 0 and d′ = d− 1 in here, these equations will match the results of [5]. So this solution is the
generalization of Lifshitz to HSV for the Einstein-Weyl gravity.
Now we would like to study the allowed regions of parameters. Generally three mentioned constraints should
be satisfied to have a meaningful, physical solution. Also one needs to make sure that the choices for αW doesn’t
blow up the potential. Here we just choose αW = 1, so we don’t need to worry about this case. However in the
next section we should consider this condition as well.
The allowed region from the constraint of having physical solution is being plotted in Figure 1. The initial value
for the dilaton has been assumed to be zero, also αW = 1 and d = 4. One can notice specifically that the range of
0 < z < 1 with general θ is not included in the physical space.
Also if we let d = 1, only the first term in β2, ρ2 and V will remain; i.e. the factor of αW is zero in all of them.
So in this case we will reach to the pure hyperscaling violating solutions of previous works [9]. This means that the
higher derivative corrections cannot induce any correction to hyperscaling violating and also Lifshitz space-times
in three dimension, i.e d+ 2 = 3.
3.2 Pure gravitational field with higher derivative terms (ρ = 0)
We now study the case where ρ = 0 and matter field is being decoupled, so a pure gravitational field is being
recovered. There are two ways that this can happen. One is z = 1 which relates to a pure AdSd+2, as a pure AdS
background describes bulk without matter field. The second possibility is when:
αW =− e
−ηφ0d(1 + d)
4z(d− 1) (d2 + 2d− dz − θ − dθ) . (3.4)
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If we let θ = 0 we will get the Lifshitz result [5]
αW = − d+ 1
4z(d− 1)(2 + d− z) . (3.5)
So in this case ρ2 = 0 and
β2 =− 2θ(d+ 1)(d− θ)
2
d (d2 − θ − d(−2 + z + θ)) , (3.6)
V0e
γφ0 =(d+ z − θ − 1)(d+ z − θ)− (z − 1)(d− θ)(d(z − 2)− z + θ)
θ + d(z + θ − d− 2) . (3.7)
If we consider the case where θ = 0 corresponding to Lifshitz metric, and also consider d = d′ + 1 instead
of d = d′ + 2, we will get β2 = 0. So the dilaton would be a constant value. Therefore equation (2.24) of [5],
corresponds to a pure gravitational Lifshitz solution in this limit. However for the hyperscaling violating space
times which θ 6= 0, for the limit of ρ → 0, β2 is no longer zero and therefore the dilaton would not be necessary a
constant and we cannot recover purely gravitational solution unless θ = d. It is because even without the charge,
the potential of the dilaton can source the running of the dilaton and also breaks the scale invariance of the theory.
This is one difference between Lifshitz and hyperscaling violating solution at this limit.
For the conformal gravity where αW → ∞, there would be two possible values for the dynamical exponent
z which are the the roots of the denominator of αW in equation 3.4. One of them is z = 0, where in this case
αW →∞, ρ2 = 0 and
β2 =− 2θ
d
(d+ 1)(d− θ)2
d(d+ 2)− θ(d+ 1) , (3.8)
V0e
γφ0 =
(d+ 1)(d− θ)3
d(d+ 2)− θ(d+ 1) . (3.9)
The other case is z = d+ 2− θ− θd . At this z, generally both V and β2 will blow up. One case which can make
both of them well behaved is when d = θ, then z = 1 and we will again end up with an AdS space-time and pure
gravity theory. The other case is when θ = 0 corresponding to Lifshitz background. Then from the condition on
β2, z = d + 2 and from the condition on V 2, d = 2. So for the case of z = 4, d = 2, θ = 0 conformal gravity has
a solution, consistent also with [5]. Therefore at this limit, hyperscaling violating background has not any further
well behaved solution more than Lifshitz’ solutions.
Again we would like to see which ranges will give us a physical solution in this case where ρ2 → 0. We should
satisfy the constraint of β2 ≥ 0 and d − θ > 0 which corresponds to stability and also we need to make sure that
the parameters in these regions do not blow up the potential V (φ). Figure 2 shows the allowed region for this limit.
3.3 Hyperscaling Violating Solution in Gauss-Bonnet gravity
If we assume αW = 0 and αR = 0, the solution in Gauss-Bonnet gravity would be
7
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Figure 2: Allowed region for z, θ from the constraint of β2 ≥ 0, for the case of ρ2 = 0, d = 4.
β2 =2(d− θ)
(
z − θ
d
− 1
)
+ αGB
4eηφ0(1− d)(d− θ)2 ((d− 2)d2(z − 1)− d((4 + d)z − 4)θ + (d+ 2)θ2)
d3
, (3.10)
ρ2e−λφ0 =
1
2
(z − 1)(d+ z − θ)
(
1 + αGB
eηφ02
(
1− d2) (d2(d− 2θ − 2) + (d+ 2)θ2)
d2(d+ 1)
)
, (3.11)
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ) + e
ηφ0αGB
d3
(1− d) (d− θ)((−2 + d)d2(d2 + 2(−1 + z)z + d(−3 + 4z)) (3.12)
− d((−2 + d)d(1 + 3d) + 2(−2 + d+ 4d2)z + 2(2 + d)z2)θ + d(−6 + 5d+ 3d2 + 4(3 + d)z)θ2 − (2 + d(5 + d))θ3).
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Figure 3: Allowed region for z, θ from the constraint of β2 ≥ 0, d = 4 for Gauss-Bonnet case where
αW = αR = 0andαGB = 1.
As can be seen from Figure 3 , (d = 4), three distinct regions are allowable. Notably, the region of z > 1
with 1 < θ < d = 4 is present in the allowed region. Particular changes happen at z = 1, θ = 1 and θ = d = 4.
For Lifshitz solution where θ = 0, the region of −d = −4 < z < 1, is physical. Also for AdS case where z = 0,
−d = −4 < θ < 1 is within the allowable ranges. It is worth to mention that changing the dimension, does not
change these qualitative behaviors much.
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Figure 4: Allowed region for z, θ from both constraint of β2 ≥ 0 and ρ2 ≥ 0 for the R2 gravity,
assuming (αR = 1, φ0 = 0, d = 4).
3.4 Hyperscaling Violating Solution in R2 gravity
We then study the solution for the case where αW = αGB = 0. In this case the solution would be
β2 =2(d− θ)
(
z − θ
d
− 1
)
+ αR
4
d2
eηφ0 (d− θ)(d(1− z)− θ) (2z(d(d+ z − θ)− θ) + (1 + d)(θ − d)2) , (3.13)
ρ2e−λφ0 = (z − 1)(d+ z − θ)
(
1
2
+ αR
eηφ0
d
(−(1 + d)(θ − d)2 + 2z(−d(d+ z − θ) + θ))) , (3.14)
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ) + αR e
ηφ0
d2
((3− d)d+ (1− d)(2z − θ))(d− θ) (2dz(d+ z) + (1 + d) (−2zθ + (θ − d)2)) .
(3.15)
As can be noticed, the region of z > 0, 1 < θ < 4 is not present anymore in R2 theory.
3.5 Hyperscaling Violating Solution in Gauss-Bonnet and R2 gravity
In this section and the following sections, 3.6 and 3.7, we will turn off only one alpha correction and keep the other
two to study the different combinations of R2 corrections.
So for the case where αW = 0, the solution is
β2 =2(d− θ)(z − θ
d
− 1) + 4
d3
eηφ0(d− θ)(αGB(1− d)(d− θ)((d− 2)d2(z − 1)− d(−4 + (d+ 4)z)θ + (d+ 2)θ2)+
αR
d2
(d(1− z)− θ)(2z(d(d+ z − θ)− θ) + (d+ 1)(θ − d)2)), (3.16)
ρ2e−λφ0 =
1
2
(z − 1)(d+ z − θ)
(
1 +
eηφ0
d2(1 + d)
(2αGB(1− d2)(d2(d− 2θ − 2) + (d+ 2)θ2)+
2αR d(d+ 1)(−(1 + d)(θ − d)2 + 2z(−d(d+ z − θ) + θ)))
)
, (3.17)
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Figure 5: Allowed region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the R2 and
Gauss-Bonnet gravity, assuming (αR = 1, αGB = 1, αW = 0 φ0 = 0, d = 4).
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ) + 1
d3
eηφ0(d− θ)(αGB(1− d) ((d− 2)d2(d2 + 2(z − 1)z + d(4z − 3))−
d((d− 2)d(1 + 3d) + 2(4d2 + d− 2)z + 2(d+ 2)z2)θ + d(3d2 + 4(3 + d)z + 5d− 6)θ2 − (2 + d(5 + d))θ3)+
αRd(2z − θ + d(3− d− 2z + θ))(2dz(d+ z) + (1 + d)((d− θ)2 − 2zθ))). (3.18)
3.6 Hyperscaling Violating Solution in Gauss-Bonnet and Weyl gravity
We then study the solution for the case where αR = 0. In this case the solution will be
β2 =2(d− θ)(z − θ
d
− 1) + 4eηφ0 (d− θ)
d3
(αW
2(d− 1)d3(z − 1)z (d− z − θ + 2)
1 + d
+
αGB(1− d)(d− θ)((d− 2)d2(z − 1)− d(−4 + (d+ 4)z)θ + (d+ 2)θ2)), (3.19)
ρ2e−λφ0 =(z − 1)(d+ z − θ)
(
1
2
+ eηφ0(1− d)
(
αGB
1
d2
(
d2(d− 2θ − 2) + (d+ 2)θ2)+ αW 2
d(1 + d)
z(θ + d(z + θ − d− 2))
))
,
(3.20)
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ) + 1
d3
eηφ0(d− θ)(αW 4(1− d)d
2(z − 1)z (d(z − 2)− z + θ)
1 + d
+
αGB(1− d)((d− 2)d2(d2 + 2(z − 1)z + d(4z − 3))− d((d− 2)d(1 + 3d) + 2(−2 + d+ 4d2)z + 2(2 + d)z2)θ+
d(−6 + 5d+ 3d2 + 4(3 + d)z)θ2 − (2 + d(5 + d))θ3)). (3.21)
One may notice how the solution from Lifshitz and hyperscaling violating from Einstein gravity, to Lifshitz solution
in higher derivative corrected theory and then hyperscaling violating in higher derivative corrected theory become
more complicated as we eliminate the scaling symmetries and find solutions which can describe more exotic phases
of matter by setting the parameter θ.
Also one may notice that in all solutions of hyperscaling violating a term of d− θ exist which can indicate again
that the degrees of freedom of the theory effectively are in deff = d− θ [10].
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Figure 6: Allowed region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the Gauss-Bonnet
and Weyl gravity, assuming (αW = αGB = 1, αR = 0 φ0 = 0, d = 4).
3.7 Hyperscaling Violating Solution in R2 and Weyl gravity
For the case where αGB = 0, the solution will be
β2 =2(d− θ)(z − θ
d
− 1) + 4eηφ0(d− θ)(αW 2(d− 1)(z − 1)z(2 + d− z − θ)
1 + d
+
1
d2
αR(d(1− z)− θ)(2z(d(d+ z − θ)− θ) + (d+ 1)(θ − d)2)), (3.22)
ρ2e−λφ0 =
1
2
(z − 1)(d+ z − θ)(1 + eηφ0(4αW (1− d)
d(1 + d)
z(θ + d(z + θ − d− 2))
+ 2
αR
d
(−(d+ 1)(θ − d)2 + 2z(−d(d+ z − θ) + θ)))), (3.23)
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ) + eηφ0(d− θ)(αw4(1− d)(z − 1)z(d(z − 2)− z + θ)
(1 + d)d
+
αR
d2
((3− d)d+ (1− d)(2z − θ))(2dz(d+ z) + (1 + d)(−2zθ + (θ − d)2))). (3.24)
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Figure 7: Allowed region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the R2 and Weyl
gravity, assuming (αW = αR = 1, αGB = 0 φ0 = 0, d = 4).
We can compare the physical region of θ and z for each combination of α corrections. For instance one can
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Figure 8: Allowed region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the most general
higher derivative gravity theory, assuming (αW = αGB = αR = 1, φ0 = 0, d = 4).
notice that Einstein-Weyl gravity is the least strict theory while R2, would be the most strict theory on the physical
region. The Gauss-Bonnet gravity has specifically an approximate region of z > 1 and 1 < θ < d in its physical
solution which is not present in the R2 gravity, and Einstein-Weyl theory can consist two more regions which placed
in the second and forth quarter of space coordinate which are not present in the other two theories.
As discussed in [3], the point of z = 1, θ = − 13 , is also special as it corresponds to N D2-branes, in type IIA
supergravity. It can be seen that this point is not within the physical region for αGB gravity corrected term, Fig 3
and αGB + αW terms, Fig 16.
If we consider also the constraint of 0 < d− θ < d, corresponding to stability of the solution, for d = 4, all the
regions of θ > d would be eliminated from the plots. However we kept the thermodynamically unstable regions
within the physical regions for the higher derivative corrected solution here.
Other special limit is when θ = d, where there is no region that the r.h.s of β2 is positive in the squared curvature
corrected gravity and so there is no region that dilaton is non-oscillatory in this limit.
Also one can notice that changing the dimension of the theory, d, does not change the general qualitative
behavior much, and in each d the allowed region in each theory approximately behave the same. One may also fix
θ, z and d and plot the regions for αW ,αGB and αR as has been done in [28].
3.8 The allowed regions for Strange Metals
One special case where the degrees of freedom effectively live in one dimension, where d − θ = 1, corresponds to
strange metals, a form of non-fermi liquid matter which their resistivities increase linearly by T rather than by
T 2 [10] [11] [12] [13]. High temperature superconductors is one example of such materials. These metals have been
studied using hyperscaling violating backgrounds in the context of holography [14] [15].
Without higher derivative corrections, from NEC, the relation of z ≥ 2 − 1θ+1 gives the allowed region for the
strange metals. [3]. Considering higher gravity corrections, when all the α corrections are turned on, gives more
complicated relations for our solution where the the allowed region of parameters is shown in Figure 9. One can
see that the range of −2 < θ < −1 and z ≥ 3 is within the allowable region in the full higher derivative corrected
theory, in agreement with the results without higher derivative gravity.
However when only αGB is on, all the region of z > 1 with any θ is acceptable and so it is the least strict theory
with biggest allowable region. On the other hand, αR is the most strict theory as we also saw in the previous
section, and only approximately a small region of −2 < θ < 4, −1 < z < 1 would be allowable.
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Figure 9: Allowed region for strange metals where d = θ + 1 and all α corrections are on,
αR = αGB = αW = 1.
4 Resolving the Singularity
In this section we consider only a Weyl correction to the action coupled to the dilaton and investigate the singularity
resolution. By choosing an appropriate g(φ) function, this term can lead to corrections to the effective potential in
the deep IR which stabilize the dilaton at a finite value φI and the geometry would be free from singularity in this
regime. In the UV limit of the theory as Weyl tensor vanishes, this correction would have no effect.
So the action that we consider is
S =
∫
d4x
√−g(R+ V (φ)− 1
2
(∂φ)2 − f(φ)FµνFµν + g(φ)CµνρσCµνρσ), (4.1)
where g(φ) = 34
(
c0e
ηφ + c1
)
and αW =
3
4c0. The metric ansatz for constructing the flow is
ds2 = a2(r)
(−dt2 + dr2 + b2(r) (dx2 + dy2)) . (4.2)
We would call this new form of ansatz, the (a-b) gauge. The field parametrization in this new gauge is
Frt =
Q
f(φ)b2
, (4.3)
and the Einstein equations are
Err =
3a′2
a2
+
b′2
b2
+
4a′b′
ab
+
4g
3a2
(
b′4
2b4
+
b′′2
2b2
− b
′b(3)
b2
+
b′g′φ′
gb2
(
b′2
b
− b′′
))
,
Ett = −2
(
a′′
a
+
b′′
b
)
+
a′2
a2
− b
′2
b2
− 4a
′b′
ab
− 4g
3a2
×(
(b′b(3))′
b2
− 2b
′2b′′
b3
− b
′′2
2b2
+
b′4
2b4
+
g′φ′′ + φ′2g′′
gb
(
b′′ − b
′2
b
)
+
g′φ′
gb
(
2b(3) − b
′3
b2
− b
′b′′
b
))
,
Eii
b2
=
2a′′
a
+
b′′
b
− a
′2
a2
+
2a′b′
ab
− 4g
3a2
×(
b(4)
2b
+
b′4
2b4
− b
′2b′′
b3
+
g′φ′
gb
(
b(3) − b
′b′′
b
)
+
1
2gb
(
b′′ − b
′2
b
)(
φ′2g′′ + g′φ′′
))
, (4.4)
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with the right side
Trr = − Q
2
b4a2f
+
1
4
φ′2 +
a2
2
V,
Ttt =
Q2
b4a2f
+
1
4
φ′2 − a
2
2
V,
Tii
b2
=
Q2
b4a2f
− 1
4
φ′2 +
a2
2
V, (4.5)
and the scalar equation is
φ′′ + 2
(
a′
a
+
b′
b
)
φ′ +
2Q2f ′
b4a2f2
+
4g′
3b2a2
(
b′4
b2
− 2b
′2b′′
b
+ b′′2
)
+ a2V ′ = 0.
As we can see from this equation, the derivative of the function g(φ) coupled to the metric function b(r), affects
the effective potential of the dilation.
Now we consider an initial solution of AdS2 × R2 in the IR
a(r) =
1
r
, b(r) = bIr, φ(r) = φI .
Then from (4.4) and (4.5) we can derive
V (φI) = 1,
Q2
b4I
=
f(φI)
2
(
1− 4
3
g(φI)
)
,
and the scalar equation becomes
f ′(φI)
f(φI)
(
1− 4
3
g(φI)
)
+
4
3
g′(φI) + V ′(φI) = 0.
Now by considering f(φ) = eλφ, V (φ) = V0e
γφ, we have the following solution in the IR
V0e
γ1ΦI = 1,
Q2
b4I
=
eλΦI
2
(c1 − 1)η − γ
λ− η ,
ΦI =
1
η
log
(
λ(1− c1) + γ
c0(λ− η)
)
.
4.1 IR Perturbations
We now consider perturbations around the above IR, AdS2 × R2 solution
a(r) =
1
r
+ δa(r), b(r) = bIr + δb(r), φ(r) = φI + δφ(r).
For simplicity we can take bI = 1. Then from the Einstein and dilaton equations, there would be four coupled
perturbative equations with maximum order of 4.
rr : r2δb(3) +
3
2gI
(
r2δa
)′ − 2δb′ fI
f ′IgI
(
g′I +
3
4
V ′I
)
− g
′
I
gI
(rδφ)′ = 0, (4.6)
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tt :
(
rδb(3)
)′
+
3
2gI
(
r3δa′
)′
r2
− g
′
I
gI
(rδφ′)′
r
+
g′I
gI
δφ
r2
− 2 fI
f ′IgI
(
g′I +
3
4
V ′I
)(
δb′
r
)′
= 0, (4.7)
ii : r2gIδb
(4) − 3 (r2δa′)′ − 6δb
r2
− rg′Iδφ′′ + 2
δφ
r
(
g′I +
3V ′I
4
)
− 2r2
(
3
4
+ gI
)(
δb′
r2
)′
= 0, (4.8)
scalar : δφ′′ − 8
3
rg′I
(
δb′
r2
)′
+
4
r
(
δa+
δb
r2
)
V ′I +
δφ
r2
(
2f ′I
fI
(
4
3
g′I + V
′
I
)
+
f ′′I
fI
− 4gIf
′′
I
3fI
+
4g′′I
3
+ V ′′I
)
= 0. (4.9)
One can read δb(4) from (ii) and replace it in (tt) and therefore end up with 3 equations with maximum order of 3.
Now considering the IR perturbations
δa(r) ∼ rν−1, δb(r) ∼ rν+1, δφ(r) ∼ rν ,
we can derive the following solutions for ν
ν1,2 = −1, ν3 = 2,
ν4,..,7 =
1
2
± 1
2
[
1− 2
3 (γ − c1η + λ1)
[
u0 ±
(
24 (γ + η − c1η) (γ + λ− c1η) (c1ηλ− (λ+ γ) (η + γ)) + u20
) 1
2
]] 12
,
u0 = (γ + (1− c1) η)
(
−2 + 3 (γ + λ)2
)
+ 3c1η
2 (γ + (1− c1)λ) .
4.2 Hyperscaling Violating Solution in the (a-b) gauge
Now we need to write the hyperscaling violating solution that we have found in section 2 in a new gauge as (4.2)
in order to match all three regions in a similar form of a metric. Changing variable in (4.2), in the way that
zr˜ = r−z, x˜ = z1−
1
z x, leads to
ds2 = L˜2r˜
θ
z−2
(
−dt2 + dr˜2 + r˜2− 2z dx˜2
)
, (4.10)
where L˜2 = L2z
θ
z−2.
The hyperscaling violating solution in this gauge is
ds2 = L˜2r(1−z˜)θ−2
(−dt2 + dr2 + r2z˜dx2) ,
φ(r) = φ0 + (z˜ − 1)β log r,
Frt = ρe
−λφ0r2(z˜−2)−(z˜−1)θ,
β2 =
(θ − 2)(2z˜ + (z˜ − 1)θ)
z˜ − 1 +
2c0e
ηφ0
L˜2
z˜(θ − 2)(3− 4z˜ + (z˜ − 1)θ)
z˜ − 1 ,
ρ2e−λφ0 =
L˜2
2
z˜(3− 2z˜ + (z˜ − 1)θ) + c0e
ηφ0
4
z˜(3− 2z˜ + (z˜ − 1)θ)(6− 8z˜ + 3(z˜ − 1)θ),
V0e
γφ0 =
(3− 2z˜ + (z˜ − 1)θ)(2− z˜ + (z˜ − 1)θ)
L˜2
+
c0e
ηφ0
2L˜4
z˜(z˜ − 1)(θ − 2)(3− 4z˜ + (z˜ − 1)θ), (4.11)
where η = −γ = −θβ , λβ = θ − 4 and z = 11−z˜ .
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5 Allowed Regions for the Numerical Solution
To search for the numerical solution, we should consider some constraints on our extensive parameters. In order to
have an acceptable solution in the IR, from the terms for Q2 and φI , we get two constraints between λ, η, γ, c0
and c1 which are:
(γ+η−ηc1)
(η−λ) > 0 and
λ(1−c1)+γ
c0(λ−η) > 0. Now if we consider two cases of c1 < 1 +
γ
λ or c1 > 1 +
γ
λ , for
both case one can demonstrate that c0 < 0. Therefore we will consider a negative value for c0.
Then we would like to find all the acceptable regions for λ, η and c1. The conditions that we will impose, similar
to [5] are:
1) λ, η, γ > 0.
2) There should be a region where Veff(φ0) = 0. So the argument of the logarithm in the equation for φ0 should be
positive.
3) g(φ0) > 0 which means
3
4 (c0E
ηφ0 + c1) > 0.
4) Q2 > 0, therefore (γ+η−ηc1)(η−λ) > 0.
5) The perturbations should not be oscillatory, which means all the ν’s that we have found should be real pa-
rameters, which put constraints on the terms which are under the radical.
6) At least one of the ν should be negative and therefore one of the dilaton perturbation should be irrelevant.
Using these conditions we can specify different regions of the parameter space in the following figures. Similar
to [5] which separated the parameters regions for the Lifshitz metric, we will do the same for the hyperscaling
violating metric. So the green region is the allowed region, red is when g(φ) < 0, yellow is when g(φ) > 0, but ν is
imaginary or all ν’s are irrelevant, and grey is when any of the conditions 1, 2 or 3 is violated.
We found that for c1 < 1 and γ > 1, there is no green region. But for c1 > 1 for both cases of γ > 1 and γ < 1,
green regions do exist. From figures 14 - 17, one can notice that specifically the region of 0 < z˜ < 1 is green, which
indicates that z > 1, consistent with casualty condition of HSV. So the green region is the most restricted region
for the parameter space coming from the condition where the background is non-singular.
For plotting η versus z, we have used the following equation that we have derived in section 4.2,
λ =
θ − 4(
L2(θ−2)(−θ+z(2+θ))+2 c0z(θ−2)(3+z(−4+θ)−θ)
L2(z−1)
)
1
2
. (5.1)
For plotting Figures 10 - 17, we made the following assumptions
φ0 = 0, L = 1, c0 = −2, θ = 3.
5.1 Crossover Estimations
We can analyze the physics of the flow by doing several estimations. The flow is from AdS4 in the UV to AdS2×R2 in
the IR where each of these two regions has a constant dilaton. There is an intermediate hyperscaling violating region
with solution (4.11) which it’s dilaton flows logarithmically based on the relation φ(r) = φ0 + (z˜ − 1)β log r. One
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Figure 10: Plot of η v.s λ for
γ = 2 and c1 = 3
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Figure 11: Plot of η v.s λ for
γ = 2 and c1 = 0.8
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Figure 12: Plot of η v.s λ for
γ = 0.2 and c1 = 3
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Figure 13: Plot of η v.s λ for
γ = 0.2 and c1 = 0.8
can approximately say that the exponential potential V (φ) is responsive for the HSV region, f(φ) F 2 is responsible
for the AdS4, and g(φ) times the higher derivative terms is responsible for the emergence of AdS2 × R2 in the IR.
Using this we can estimate the r and φ for each cross over. The cross over from AdS4 in the UV to HSV happens
at φU and rU , and when f(φU ) g
rrgtt(Frt)
2 ∼ V (φU ). Using this
rU =
(−1
L˜4
V0e
γφ0
ρ2e−λφ0
) −1
4(θ(z˜−1)+2)
,
φU = φ0 − β(z˜ − 1)
4θ(z˜ − 1) + 8 log
( −V0eγφ0
L˜4 ρ2e−λφ0
)
. (5.2)
For the first estimation, we take αR = αW = αGB = L = 1, φ0 = 0, and z = 3, θ = 4, leading to z˜ =
2
3 , L˜ =
0.693. Also c0 = −2 and c1 = 3, as in figures 10, 12. This gives
rU ' 0.32, φU ' −6.45. (5.3)
After choosing the specific parameters, then rU and φU are fixed for the UV region. The crossover from HSV
region to AdS2×R2 in the IR occurs at φI and rI , when the higher derivative correction terms become comparable
to the exponential potential. So g(φI)h ∼ V (φI), where
h = αWCµνρσC
µνρσ + αGBG+ αRR
2,
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Figure 14: Plot of η v.s z˜ for
γ = 2 and c1 = 3
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Figure 15: Plot of η v.s z˜ for
γ = 2 and c1 = 0.8
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Figure 16: Plot of η v.s z˜ for
γ = 0.2 and c1 = 3
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Figure 17: Plot of η v.s z˜ for
γ = 0.2 and c1 = 0.8
and
g(φI) =
3
4
(c0e
ηφI + c1). (5.4)
For the assumed values we can calculate h, which gives, h(rI) = 88 r
8
I . This leads to the equation
r8I (−2r
4
3
I + 3) = −0.0292r
−4
3
I , (5.5)
which gives
rI ' 1.356, φI ' 1.758. (5.6)
As rI is bigger than rU , the cross over from AdS4 to HSV happens after the cross over from HSV to AdS2 ×R2
and so the RG flow can exist. Choosing a bigger c1, which makes the effect of higher derivative terms more important
and with all other parameters constant, one can easily make rI and φI bigger. As for example for c1 = 300, we will
get rI = 43. So one arbitrarily can increase the intermediate HSV region. The dilaton in AdS4 and AdS2 × R2 is
also constant with a bigger value in the UV.
One can choose other parameter values and check whether for those cases, a flow could exist. There are some
values that rU is bigger than rI , or some other singularities can happen as indicated in the conditions for the
existence of numerical flow in the previous section. For resolving those singularities, other methods should be
implied.
It would be much better to actually construct the numerical flow and see explicitly the interpolations between
18
AdS4, intermediate hyperscaling violating region and AdS2×R2. However due to the extensive parameters and the
high sensitivity of the numerical solution to the initial values and parameters, a numerical flow could not be built
explicitly here and can be done in future works. Shooting method similar to [5] can be used to build the numerical
flow, however for this case, it would be more difficult.
6 Conclusions
In this paper, first similar to [5] we added squared curvature terms to the Einstein-Maxwell-dilaton action and
replaced cosmological constant with a nontrivial dilatonic potential to find a hyperscaling violating solution back-
ground. In order to set the α exponent of the ansatz with the exponent of exponential potential, we found out that
we need to couple the higher derivative terms to the dilaton by a g(φ) function. After deriving the general analytical
solution, because so many parameters play a role, we studied several different specific cases of the solution. We
considered several constraints, null energy condition ρ2 > 0, finiteness of the potential and the stability of the
solution β2 > 0 and then with different combinations of α corrections we studied the behavior of the solution.
As the general hyperscaling violating solution similar to Lifshitz, has IR singularity where strings feel infinite
tension there and therefore the solution is IR incomplete, we searched for a way to make the solution singularity
free. Similar to [5], we attached the HSV solution to an AdS2 × R2 in the IR and AdS4 in the UV by considering
a flow from each region to the other. For doing so, we wrote the general solution in 4d in an (a-b) gauge which
the form is similar in the all three regions, and then we studied the perturbations around AdS2 × R2 which can
be used to shoot to HSV region. Then by implying several physical constraints, we derived allowed regions for the
parameter values, and then by doing estimations for some specific parameters, we showed that the flow in theory
can exist. Actually it would be nice to build the numerical flow using shooting techniques explicitly and then look
for it’s behavior in each region, which can be done in future works.
It is also worth to notice that we need to choose some specific values for the parameters in order to make such
cross overs exist. For different other choices of parameters, different singularities which can be even stronger than
HSV or Lifshitz singularity could occur, and some other methods need to be implied to resolve them.
The further study of this work can be as follows. The black brane solution of this kind can be constructed and
then the thermodynamical properties of it can be studied. The dual field theory side of this general solution or
the interpretation of the singularity and it’s resolution on the boundary can be studied. AC conductivity and the
condition for the existence of zero sound and quasi-particle modes for this corrected gravity solution can also be
calculated.
Thermodynamics of hyperscaling violating background and the IR instabilities of the geometries has been studied
in [32] [34] [35] [36]. Hyperscaling violating solution recently has been used to study thermalization [30] [31]. It
would also be useful to study thermalization and time dependent evolution and scaling behavior of entanglement
entropy in this complete singularity free solution. However, there is no simple formula for calculating entanglement
entropy with α corrections, except for the special case of αGB [32], which can be calculated for our solution and
then compared with the entanglement entropy in Einstein theory, in the future works.
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