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Abstract
We build a wonderful model for toric arrangements. We develop
the ”toric analogue” of the combinatorics of nested sets, which allows
to define a family of smooth open sets covering the model. In this way
we prove that the model is smooth, and we give a precise geometric
and combinatorial description of the normal crossing divisor.
1 Introduction
In the spirit of the much studied, ingenious construction of wonderful models
for arrangements of linear subspaces by De Concini and Procesi, we here
present a construction of wonderful models for toric arrangements. The
latter have attracted much interest in recent years, since they proved to
be deeply related with a wide number of topics, including vector partition
functions and integral points in polytopes ([3], [4]), matroids and zonotopes
([14]), Lie theory ([9], [11], [13]), and index theory ([5]).
Toric arrangements can be viewed as periodic counterparts of linear ar-
rangements. Accordingly, their theory is much inspired by the theory of
hyperplane arrangements as it evolved over the last decades (see in partic-
ular [6], [3], [15]). The quest for a wonderful model of toric arrangements is
then a natural next step.
Let T be a complex torus and Λ its group of characters. Let X˜ be a
finite subset of Λ×C∗. For every pair (λ, a) ∈ X˜ we define the hypersurface
of T :
Hλ,a
.
= {t ∈ T |λ(t)− a = 0} .
The collection
T
X˜
.
=
{
Hλ,a, (λ, a) ∈ X˜
}
is called the toric arrangement defined by X˜ on T .
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Let R
X˜
be the complement of the arrangement:
R
X˜
.
= T \
⋃
(λ,a)∈X˜
Hλ,a.
In this paper we build a smooth minimal model Z
X˜
containing R
X˜
as an
open set with complement a normal crossing divisor D, and a proper map
pi : Z
X˜
→ T extending the identity of R
X˜
. We call Z
X˜
the wonderful model
of T
X˜
, in analogy to the wonderful model built by De Concini and Procesi
[2] for arrangements of subspaces in a vector (or projective) space.
The model Z
X˜
has several applications. In particular, it potentially is a
powerful tool to describe the cohomology ring H∗(R
X˜
,Q). This computa-
tion is one of the central, most outstanding questions in the theory of toric
arrangements. In the special case of arrangements defined by unimodular
lists of vectors, it has been answered in [10], [3]. We plan to face this prob-
lem in a future paper, by applying to the model Z
X˜
the general method
described in [16].
The paper is organized as follows. In Section 2 we give the first def-
initions, we make some basic remarks and we build the wonderful model.
In Section 3 we develop the necessary combinatorial tools, i.e the ”toric
analogues” of the notions of irreducible set, building set, nested set, and
adapted basis. In Section 4 we define some smooth open sets of the model
and we prove that they cover Z
X˜
. In Section 5 the open sets are used to
prove that the complement of R
X˜
in Z
X˜
is a normal crossing divisor, and
to describe its irreducible components and their intersections (see Theorem
5.3).
Acknowledgements I wish to thank my supervisor Corrado De Concini
for many illuminating suggestions and helpful remarks. I am also grateful to
Maria Angelica Cueto, Jacopo Gandini and Bernd Sturmfels for stimulating
discussions.
2 First definitions and remarks
2.1 Toric arrangements
Let Λ be a lattice of rank n and U = Λ ⊗Z C the complex vector space
obtained by extending the scalars of Λ.
Let X˜ be a finite set in Λ× C∗, and set
X
.
= {λ|(λ, a) ∈ X˜}.
Given A ⊆ X, we denote by 〈A〉Z and 〈A〉C respectively the sublattice
of Λ and the subspace of U spanned by A. We will always assume the
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sublattice 〈X〉Z to have finite index in Λ; otherwise we can replace Λ with
Λ ∩ 〈X〉C.
Then we define
T
.
= Hom(Λ,C∗).
The group T is isomorphic to (C∗)n, and its group of characters Hom(T,C∗)
is identified with Λ. Indeed given λ ∈ Λ and t ∈ T , we can take any
representative ϕt ∈ Hom(Λ,C) of t and set
λ(t)
.
= e2piiϕt(λ).
For every pair (λ, a) ∈ X˜ we define:
Hλ,a
.
= {t ∈ T |λ(t)− a = 0} .
We remark that in general the hypersurfaces Hλ,a are not connected; and
even if they are, their intersections are not (see Remark 2.1 and Example 2.2
below). Then we consider the set C(X˜) of all the connected components of
all the intersections of the hypersurfaces Hλ,a. This is a poset (with respect
to inclusion) which plays a major role in the study of toric arrangements,
for many aspects analogous to that of the intersection poset for hyperplane
arrangements (see [14, Section 5]). We call the elements of C(X˜) the layers
of the arrangement. Under our assumptions, the minimal elements of C(X˜)
are 0-dimensional, hence they are points. We denote by C0(X˜) the set of
such layers, which we call the points of the arrangement.
For every layer C we define
X˜C
.
=
{
(λ, a) ∈ X˜|Hλ,a ⊇ C
}
.
and
XC
.
= {λ|(λ, a) ∈ X˜C}.
The natural surjection X˜C −→ XC is indeed a bijection, since the condition
(λ, a), (λ, b) ∈ XC implies that λ is identically equal to a = b on C.
2.2 Primitive vectors
Given a system of coordinates (t1, . . . , tn) on T , for every
ν = (ν1, . . . , νn) ∈ Zn
we have a map
e(ν) : T → C∗
(t1, . . . , tn) 7→ t1ν1 · . . . · tnνn .
It is well known that e is an isomorphism between Zn and Λ = Hom(T,C∗).
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We will assume every λ ∈ X to be primitive, i.e.
Λ ∩ 〈λ〉C = 〈λ〉Z.
This amounts to require that under the previous isomorphism λ is identified
with a vector ν = (ν1, . . . , νn) ∈ Zn such that GCD({νi}) = 1.
Remark 2.1. This is not a restrictive assumption; indeed, suppose
GCD({νi}) = d > 1
and write ν ′i
.
= νi/d. Then
t1
ν1 · . . . · tnνn − a =
(
t1
ν′1 · . . . · tnν′n
)d − a = d∏
i=1
(
t1
ν′1 · . . . · tnν′n − ζi d
√
a
)
where ζ is a primitive d−th root of 1. Then there is a primitive element λ′
of Λ such that λ = dλ′, and we can write Hλ,a as the union of its connected
components:
Hλ,a =
d⊔
i=1
Hλ′,ζi d
√
a.
Then we can replace every pair (λ, a) ∈ X˜ with all the pairs (λ′, ζia). In
this way we get a new set X˜ ′ which defines the same toric arrangement as
X˜.
Example 2.2. Take T = (C∗)2 with coordinates (t, s) and
X˜ = {(t2, 1), (s2, 1), (ts, 1), (ts−1, 1)}.
Since t2−1 = (t+1)(t−1), the hypersurfacesHt2 andHs2 have two connected
components each; Hts and Hts−1 are connected, but their intersection is not.
The points of the arrangement are:
p1 = (1, 1), p2 = (−1,−1), p3 = (1,−1), p4 = (−1, 1).
Notice that X˜p1 = X˜p2 = X˜, whereas
X˜p3 = X˜p4 = {(t2, 1), (s2, 1)}.
Following Remark 2.1, we can replace X˜ by
X˜ ′ = {(t, 1), (t,−1), (s, 1), (s,−1), (ts, 1), (ts−1, 1)}.
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2.3 Construction of the model
Given a sublattice ∆ ⊂ Λ, we define its completion
∆
.
= 〈∆〉C ∩ Λ.
For every layer C ∈ C(X˜), we consider the lattice ΛC .= 〈XC〉Z and its
completion ΛC .
Remark 2.3. The elements of ΛC are the characters taking a constant value
on C. Indeed, for every λ ∈ ΛC , we have that dλ ∈ ΛC for some d > 0.
Then by definition dλ takes a constant value a on C; hence
λ(t)d = a ∀ t ∈ C.
Since C is connected and the set of dth roots of unity is discrete, the con-
tinuous map λ must be constant.
Now let λ1, . . . , λk be an integral basis of ΛC (i.e., a basis spanning over
Z the lattice ΛC), and let ai be the constant value assumed by λi on C: then
the ideal IC of the regular functions on T that vanish on C is generated by
{λ1 − a1, . . . , λk − ak}
and the normal space to C in T is
NT (C) '
(
IC
I2C
)∗
.
We denote by PC its projectified P(NT (C)) and by ϕC the natural map
ϕC : T \ C → PC
t 7→ [λ1(t)− a1, . . . , λk(t)− ak].
Now let us fix a subset G ⊆ C(X˜). By collecting the maps {ϕC , C ∈ G} and
the inclusion j : R
X˜
↪→ T , we get a map
iG = j ×
∏
C∈G
ϕC : RX˜ → T ×
∏
C∈G
PC
We define Z
X˜,G as the closure iG(RX˜) of the image of RX˜ .
In the next section we will describe the subsets G that give arise to
models with good geometric properties.
Remark 2.4.
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1. If we choose another basis λ′1, . . . , λ′k, we get other generators
{λ′1 − a′1, . . . , λ′k − a′k}
of the same ideal IC , hence another basis of IC/I
2
C and then another
system of projective coordinates for PC . Then our construction does
not depend on such choice.
2. In fact Z
X˜,G can be obtained by a sequence of blow-ups along the
elements of G, listed in any dimension-increasing order (see [12]).
3. Since
∏
C∈G PC is a projective variety, the restriction pi : ZX˜,G → T
of the projection on the first factor T is a projective and thus proper
map.
4. Since iG is injective, we identify RX˜ with its image iG(RX˜). Such
image is closed in R
X˜
× ∏C∈G PC , which is open in T × ∏C∈G PC ;
therefore Z
X˜,G contains RX˜ as a dense open set, and the restriction of
pi to R
X˜
is j.
2.4 Hyperplane arrangements and complete sets
Given a finite set A ⊆ U , a hyperplane arrangement H(A) is defined in the
dual space V = U∗ by taking the orthogonal hyperplane to each element of
A. To every subset B ⊆ A is associated the subspace B⊥ of V that is the
intersection of the corresponding hyperplanes of H(A); in other words, B⊥
is the subspace of vectors that are orthogonal to every element of B. Then
we set
L(A) = {B⊥, B ⊆ A}.
L(A) is a geometric lattice, called the intersection poset of H(A). Its ele-
ments are called the flats of the arrangement.
Given a subset B ⊂ A, we define its completion
B
.
= 〈B〉C ∩A.
We say that B is complete in A if B = B. In the language of matroid theory,
the complete subsets of A are the flats of the associated matroid, and the
flat B is the closure of the subset B.
For every Q ∈ L(A), let α(Q) be the set of elements of A which are
identically equal to 0 on Q; clearly
α(Q)⊥ = Q and α(B⊥) = B.
Hence we have a bijection between L(A) and the family of complete subsets
of A.
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Fix p ∈ C0(X˜). For every pair (λ, a) ∈ X˜p, λ − a ∈ Ip defines a vector
in Ip/I
2
p and hence a hyperplane in its dual, which is the normal space to
the point, i.e. the tangent space T (p) to p in T . This hyperplane of T (p)
is simply the tangent space to the hypersurface H(λ,a) in p. In this way Xp
defines in T (p) a hyperplane arrangement Hp, which is locally isomorphic
(in 0) to our toric arrangement (in p). Then the map
C 7→ (XC)⊥
is an inclusion-preserving bijection between layers C ∈ C(X˜) containing p
and flats of Hp.
Remark 2.5. In particular we see that, for every layer C containing p,
XC = α
(
(XC)
⊥) is a complete subset of Xp. Conversely, for every complete
subset A of Xp there is a unique layer C(A) such that XC(A) = A and
p ∈ C(A). Namely, C(A) is the connected component containing p of the
subvariety of T
HA
.
= {t ∈ T | λ(t)− λ(p) = 0 ∀λ ∈ A} .
3 Combinatorial definitions
3.1 Irreducible sets
Let B be a finite subset of Λ. An integral decomposition of B is a partition
B =
⋃
iBi such that
〈B〉Z =
⊕
i
〈Bi〉Z.
A complex decomposition of B is a partition B =
⋃
iBi such that
〈B〉C =
⊕
i
〈Bi〉C.
We say that B is Z−irreducible (resp. C−irreducible) if it does not have
a nontrivial integral (resp. complex) decomposition.
We say that a layer C ∈ C(X˜) is Z−irreducible (resp. C−irreducible)
if XC is. We denote by I (resp. by IC) the set of Z−irreducible (resp.
C−irreducible) layers.
Remark 3.1. Clearly every integral decomposition is also a complex de-
composition, but not conversely: see the example below. Then in general
IC ( I.
In the language of [12], C(X˜) is a conical stratification on T , and IC is
the set of the irreducible strata. Then a minimal wonderful model can be
obtained by blowing up (in any dimension-increasing order) the elements
of IC. However, in this model the intersections of irreducible components
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of the normal crossing divisor fail to be connected (see example below). In
order to obtain such property (i.e. the last point of Theorem 5.3), we will
blow up all the elements of I.
Example 3.2. Take T = (C∗)2 with coordinates (t, s) and
X˜ =
{
(ts, 1), (ts−1, 1)
}
.
Then X is identified with the subset {(1, 1), (1,−1)} of Z2. Thus X is
not C−irreducible, but it is Z−irreducible: indeed Z(1, 1) ⊕ Z(1,−1) is a
sublattice of index 2 in Z2.
The hypersurfaces Hts and Hts−1 are the irreducible components of a
normal crossing divisor; however their intersection consists of two points.
By blowing them up we optain a model whose normal crossing divisor has
four irreducible components, pairwise intersecting in a single point (as in
the picture below):
We now prove some properties of integral decompositions, which are
known (and easier to prove) for complex decompositions (see for instance
[4, Chapter 20.1]).
From now on we will simply call decompositions the integral decom-
positions, and irreducible sets (resp. layers) the Z−irreducible sets (resp.
layers).
Lemma 3.3. Let B = B1 ∪ B2 be a decomposition and D ⊂ B be an
irreducible subset. Then D ⊆ B1 or D ⊆ B2.
Proof. Set D1
.
= D∩B1 and D2 .= D∩B2. We must prove that D = D1∪D2
is a decomposition; then the irreducibility of D implies that D1 or D2 is
empty. We first notice that
〈D〉Z = 〈D1〉Z ⊕ 〈D2〉Z
since
〈D1〉Z ∩ 〈D2〉Z ⊆ 〈B1〉Z ∩ 〈B2〉Z ⊆ 〈B1〉Z ∩ 〈B2〉Z = {0}.
Then take any λ ∈ 〈D〉Z. For some positive integer m we have that
mλ ∈ 〈D〉Z and then can be written uniquely as mλ = µ1 + µ2, with
µ1 ∈ 〈D1〉Z and µ2 ∈ 〈D2〉Z. Moreover, since
λ ∈ 〈B〉Z = 〈B1〉Z ⊕ 〈B2〉Z
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λ can be expressed uniquely as λ = γ1+γ2, with γ1 ∈ 〈B1〉Z and γ2 ∈ 〈B2〉Z.
Then mλ = mγ1 + mγ2 = µ1 + µ2 implies µ1 = mγ1 and µ2 = mγ2, hence
γ1 ∈ 〈D1〉Z and γ2 ∈ 〈D2〉Z. Thus
〈D〉Z = 〈D1〉Z ⊕ 〈D2〉Z.
Lemma 3.4. Every subset B has a decomposition B =
⋃
Bi into irreducible
subsets Bi. This decomposition is unique up to the order.
Proof. The existence is clear by induction. Now let B =
⋃
B′j be another
decomposition into irreducible subsets. By the previous lemma every Bi is
contained in some B′j and vice versa. Then these factors are the same up to
the order.
3.2 Building sets and nested sets of layers
We now recall some general definitions given in [2] and [4, Chapter 20.1],
adapting them to our situation.
Let A be a finite subset of Λ. A family G∗ of subsets of A is a building
set if every complete subset B of A is decomposed by the maximal elements
Bi of G∗ contained in B. Then we say that B =
⋃
iBi is the decomposition
of B in G∗ or that the Bis are the G∗−factors of B.
A subset S∗ of G∗ is a G∗−nested set if given any B1, . . . , Br ∈ S∗
mutually incomparable,
B
.
= B1 ∪ . . . ∪Br
is a complete set in A with its decomposition in G∗.
By [12], an equivalent definition is the following. A flag F∗ is a sequence
A1 ⊂ · · · ⊂ Ak of subsets of A. A set S∗ = {B1, . . . , Bs} is G∗−nested if
there is a flag F∗ such that all the elements of S∗ are G∗−factors of elements
of F∗.
The family I∗ of all irreducible subsets of A is clearly a building set.
In particular, we call nested sets the I∗−nested sets. Then a nested set
is a family S∗ of irreducible subsets such that for every B1, . . . , Br ∈ S∗
mutually incomparable,
B
.
= B1 ∪ . . . ∪Br
is a complete set in A with its decomposition into irreducible subsets.
Now let p ∈ C0(X˜) be a point of the arrangement, and let C be any
layer containing p. Let G∗ be a building set in Xp, and let XC =
⋃
iXi
be the decomposition of XC in G∗. By Remark 2.5, there is a unique layer
Ci
.
= C(Xi) containing C and such that XCi = Xi. We call the Cis the
G−factors of C; clearly C = ∩Ci.
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Then we can associate to every building set G∗ in A a building set of
layers G defined as the set of all the G−factors of all the elements of C(X˜).
In particular for G∗ = I∗ we get that the set I of all irreducible layers is a
building set.
A flag F of layers is a sequence D1 ⊂ · · · ⊂ Dk. A set of layers
S = {C1, . . . , Cs}
is G−nested if there is a flag F such that all the elements of S are G−factors
of elements of F . We say that S is a nested set of layers if it is I−nested,
i.e. if there is a flag F such that all the elements of S are irreducible factors
of elements of F .
We call the minimal element of the flag (with respect to inclusion) the
center of S. This is a well defined layer by the following Lemma:
Lemma 3.5. Let S be a G−nested set. Then
C(S) .=
⋂
C∈S
C
is connected (and then is a layer).
Proof. Let M(S) be the set of minimal elements of S, with respect to inclu-
sion. Clearly
C(S) =
⋂
C∈M(S)
C.
The elements of M(S) are pairwise incomparable, hence
ΛC(S) =
∑
C∈S
ΛC =
⊕
C∈M(S)
ΛC .
Let us choose an integral basis bC for each of the lattices ΛC , C ∈ M(S).
Then
b =
⋃
C∈M(S)
bC
is an integral basis for ΛC(S). For any λ ∈ ΛC , λ takes a constant value aλ
on C by Remark 2.3. It follows that the elements λ−aλ, λ ∈ b generate the
ideal of definition of C(S), which is clearly irreducible since b is a basis of a
split direct summand in Λ.
Remark 3.6. Notice that our proof clearly implies that the intersection
C(S) =
⋂
C∈M(S)
C
is transversal.
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A G−nested set of layers is maximal if it is not contained in a larger
one; this happens if and only if S contains all the irreducible G−factors of
a maximal flag. In this case the center of S is a point p = p(S). We denote
by M the set of all maximal G−nested set of layers of C(X˜) and by Mp the
set of those having center p. Then we have the partition
M =
⊔
p∈C0(X˜)
Mp.
The following fact is clear from the definitions (and from Remark 2.5):
Lemma 3.7. If S = {C1, . . . , Cs} ∈Mp is a maximal G−nested set of layers
of center p, then
S∗ .= {XC1 , . . . , XCs}
is a maximal G∗−nested set in Xp.
Conversely, given a maximal G∗−nested set Ŝ in Xp, there is a unique
S ∈Mp such that S∗ = Ŝ; namely
S .=
{
C(Ai), Ai ∈ Ŝ
}
.
In particular |S| = |S∗| = n, the rank of X (see [4, Theor 20.9]).
Finally we prove an elementary result that we will use frequently in the
next sections. Take S ∈Mp.
Lemma 3.8.
1. Let C ∈ I and p ∈ C. Then there is an element C ∈ S which is the
maximum among all the elements of S contained in C; we call it the
S−core of C.
2. Let C be an element of S which is not minimal in it. Then there is an
element s(C) ∈ S which is the maximum among all the elements of S
properly contained in C; we call it the successor of C.
Proof. The proof is the same for both statements. Let C ′ and C ′′ be two
elements of S which are contained (or, for the second statement, properly
contained) in C. Then XC ⊂ XC′ ∩XC′′ ; hence XC′ ∪XC′′ is not a decom-
position. Since XC′ and XC′′ are in the G∗−nested set S∗, they must be
comparable; then also C ′ and C ′′ are.
3.3 Adapted bases
Given a G−nested set S, we say that an integral basis b .= {λ1 . . . , λn} for
the lattice Λ is adapted to S if for every C ∈ S, b ∩ ΛC is an integral basis
for ΛC .
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Lemma 3.9. There exists an integral basis bS for Λ adapted to S.
Proof. Let us define
ΛS
.
=
∑
D∈S
ΛD.
Notice that
ΛS =
⊕
C∈M(S)
ΛD
where M(S) is the set of minimal (and hence pairwise incomparable) ele-
ments of S. Then by definition ΛS = ΛS . We will prove, by induction on
the cardinality of S, that there is a basis of ΛS adapted to S. Then our
claim follows: indeed, since the lattice ΛS either coincide with Λ or is a split
direct summand of it, the basis of ΛS can be completed to a basis of Λ.
If S contains only one element C, the statement is trivial since ΛS = ΛC
and every basis of this lattice is adapted to S.
Otherwise, take a minimal C ∈ S, and set S ′ = S \ {C}. Since S ′ is
G−nested, by inductive hypothesis the lattice
ΛS′ =
∑
D∈S′
ΛD
has an integral basis adapted to S ′. Since ΛS′ = ΛS′ we can complete the
chosen basis of ΛS′ to an integral basis b of ΛS using elements of ΛC . We
claim that this basis is adapted to S. Let us take D in S. If D 6= C there
is nothing to prove. Then assume D = C. In this case we know that
ΛS = ΛC ⊕
⊕
D∈M(S)\{C}
ΛD.
By construction, every element in b either lies in ΛC or in⊕
D∈M(S)\{C}
ΛD.
Then every λ ∈ ΛC is in the span of b ∩ ΛC , proving our claim.
To every maximal G−nested set of layers S ∈Mp we associate a function
pS : Λ −→ S
in the following way. For every λ ∈ Λ we set a .= λ(p), and we define pS(λ)
as the maximum element of S on which λ is identically equal to a. This is
well defined by Lemma 3.8: indeed pS(λ) = H(λ,a). This function has the
following properties:
Lemma 3.10.
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1. For every C ∈ G there exists λ ∈ XC such that pS(λ) = C.
2. The restriction of pS to an adapted basis b is a bijection.
Proof. For every C ∈ G, let M(C) be the (possibly empty) set of the el-
ements of S properly containing C and minimal with this property. Such
elements are pairwise incomparable, hence⋃
D∈M(C)
XD
is a decomposition. Since XC ⊃ XD for every D ∈M(C),
XC ⊃
⋃
D∈M(C)
XD
and this inclusion is proper, because XC ∈ G∗. Then there exists
λ ∈ XC \
⋃
D∈M(C)
XD.
By definition pS(λ) = C, then the first statement is proved.
Now assume C ∈ S, and let b be an adapted basis to S: then by definition
b ∩ ΛC is a basis for ΛC and⊔
D∈M(C)
(
b ∩ ΛD
)
is a basis for
⊕
D∈M(C)
ΛD.
Since C ∈ G, we have that
ΛC )
⊕
D∈M(C)
ΛD.
Then there exists
λ ∈ (b ∩ ΛC) \ ⊔
D∈M(C)
(
b ∩ ΛD
)
.
Clearly pS(λ) = C. Then we proved that the restriction of pS to b is surjec-
tive; therefore it is bijective, since |b| = n = |S|.
Remark 3.11. From now on we will assume for simplicity G = I, and then
we will focus on the model Z
X˜
.
= Z
X˜,I defined as the closure of the image
of the map
iI = j ×
∏
C∈I
ϕC : RX˜ → T ×
∏
C∈I
PC .
However, all the results in this paper may be extended to the case of an
arbitrary building set G.
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4 Open sets and smoothness
4.1 Definition of the open sets
To every S ∈Mp we associate a nonlinear change of coordinates fS and an
open set VS defined as follows.
Let us take a basis of Λ adapted to S, and denote it by
bS = (λC)C∈S
where λC
.
= p−1S (C). Set aC
.
= λC(p). Since b
S is integral, (λC − aC)C∈S is
a system of coordinates on T .
Consider Cn with coordinates zS = (zC)C∈S , and its open set
U˜S
.
=
(zC) ∈ Cn| ∏
D⊆C
zD 6= −aC ∀C ∈ S
 .
Define a map fS : U˜S → T in the given coordinates as
λC
(
fS(zS)
)
=
∏
D⊆C
zD
+ aC
or equivalently as the nonlinear change of coordinates
λC − aC =
∏
D⊆C
zD. (1)
Then fS(0) = p.
Notice that on the open set of T where λC − aC 6= 0∀C ∈ S, the map fS
can be inverted by the following formula:
zC =
{
λC − aC , if C is minimal in S
λC −aC
λs(C)−as(C) , otherwise
(2)
where s(C) is the successor defined in Lemma 3.8.
Let us define the open set of T
Tp
.
= T \
⋃
p/∈C
C
and set US
.
= fS−1(Tp). We denote again by fS the restriction US → Tp.
Now take any λ ∈ Λ; set a .= λ(p) and C .= pS(λ).
Since bS is adapted to S, an integral basis for ΛC is given by
bS ∩ ΛC = {λD, D ⊇ C} .
14
In particular λ can be expressed in this basis, and since pS(λ) = C, λ does
not lie in the span of {λD, D ) C}: then
λ = mCλC +
∑
D)C
mDλD
for some integers mD and a nonzero integer mC . The previous identity,
considered as an equality of regular functions on T , can be written as
λ = λmCC
∏
D)C
λmDD .
Then we have:
λ− a =
λmCC ∏
D)C
λmDD − amCC
∏
D)C
λmDD
+
amCC ∏
D)C
λmDD − a
 (3)
and we can write the first summand as∏
D)C
λmDD
(
λmCC − amCC
)
= βC(λC − αC)
where
βC
.
=
∏
D)C
λmDD
∏
ζmC=1,ζ 6=1
(λC − ζaC)
is a regular function on T which is invertible on C. Working in the same
way on the second summand of Formula (3) we see that, for some regular
functions {βD, D ∈ S},
λ− a = βC (λC − aC) +
∑
D)C
βD(λD − aD).
By operating the change of coordinates (1), we get:
λ− a =
βC ∏
E⊆C
zE +
∑
D)C
βD
∏
E⊆D
zE
 =
∏
E⊆C
zE
 · pλ(zS) (4)
where we set
pλ(z
S) .= βC +
∑
D)C
βD
∏
D⊇E)C
zE .
We define VS as the open set of US where∏
λ∈Xp
pλ(z
S) 6= 0.
Let us remark that 0 ∈ VS , since for every λ ∈ Xp we have that pλ(0) =
βC(p) 6= 0. Furthermore in VS , for every λ ∈ Xp, we have the equality of
regular functions ∏
E⊆pS(λ)
zE =
λ− a
pλ(zS)
. (5)
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4.2 Properties of the open sets
Let us define the open set of VS
VS0 .= {z ∈ VS | zC 6= 0∀C ∈ S}.
We denote by AS the open set of T given by fS(VS) ∩ RX˜ . We remark
that by Formula (5) f−1S (AS) = VS0 and the restriction of fS to VS0 maps
it into AS . By composing this map with the inclusion AS ↪→ RX˜ and with
the application φC : RX˜ → PC defined in Section 2.3, we get a map
ψC : VS0 −→ PC .
Lemma 4.1. For every C ∈ I and S ∈ Mp, the map ψC extends uniquely
to a map
ψ˜C : VS → PC .
Proof. Let p be the center of S. If C does not contain p the statement is
clear: indeed since VS ⊂ US , for every u ∈ VS we have that t .= fS(u) /∈ C
so that for at least one index j, λj(t) 6= aj . Then the projective coordinate
λj(t)− aj of PC is nonzero.
Then assume p ∈ C, and let C be its S−core (see Lemma 3.8). By
the first part of Lemma 3.10, there exists λ1 ∈ XC such that pS(λ1) = C.
Since we assumed (Remark 2.1) every element of XC to be primitive, we
can complete {λ1} to an integral basis {λ1, . . . , λk} of ΛC . Then if we set
ai
.
= λi(p), we have that
[λ1 − a1, . . . , λk − ak]
is a system of projective coordinates for PC .
Since bS is adapted to S, an integral basis for ΛC is given by
bS ∩ ΛC =
{
λD, D ⊇ C
}
.
In particular every λi ∈ ΛC ⊆ ΛC can be expressed in this basis, and since
pS(λ1) = C, λ1 does not lie in the span of
{
λD, D ) C
}
.
After making the nonlinear change of coordinates (1) as in Formula (4),
we can divide every projective coordinate by
∏
E⊆C zE ; in this way we get
that the map ψC : VS0 −→ PC is given by
z 7→
pλ1(z), pλ2(z) ∏
C(E⊆D2
zE , . . . , pλk(z)
∏
C(E⊆Dk
zE

where we set Di
.
= pS(λi). Since by definition pλ1(z) 6= 0 for z ∈ VS , this
map extends to VS . Moreover its image is contained in an affine open set of
PC .
Finally the uniqueness of the extension is clear since by its very definition
VS0 is dense in VS .
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By applying the lemma above to all the layers C ∈ I, we get that for
every S ∈Mp the inclusion VS0 ↪→ ZX˜ extends uniquely to a map
jS : VS → ZX˜ .
Lemma 4.2. The map jS is an embedding into a smooth open set.
Proof. In order to prove that jS is an embedding, it suffices to see that every
coordinate zC on VS can be written as the composition of jS and a function
on jS(VS). Then take C ∈ S. If C is not minimal, let D = s(C) be the
successor of C. Since bS is adapted to S, on PD we have the projective
coordinates
[λE − aE ]E∈S,E⊇D
and by the proof of the previous lemma VS maps into the affine subset where
λD − aD 6= 0. Then we can read the coordinate zC in PD by Formula (2):
zC =
λC − aC
λD − aD .
If on the other hand C is minimal in S, then zC = λC − aC .
In this way all the coordinates zC can be recovered by the projection
of jS(VS) ⊂ ZX˜ on T or on some PD; hence our map is an embedding.
Moreover, since (zC)C∈S is a system of coordinates on jS(VS), in every
point the differential of jS has rank |S| = n. Then jS(VS) is smooth.
Remark 4.3. By abuse of notation, from now on we will write VS for
jS(VS), identifying this set with its isomorphic image in ZX˜ .
4.3 Smoothness of the model
Let us define
Y
X˜
.
=
⋃
S∈M
VS .
In this section we prove that Y
X˜
= Z
X˜
, and hence Z
X˜
is smooth. The main
step is the following lemma, which tells that every curve in R
X˜
that ”has
limit” in T , ”has limit” in Y
X˜
. Let Dε
.
= {s ∈ C | |s| < ε}.
Lemma 4.4. Let f : Dε → T be a curve such that f(Dε \ {0}) ⊆ RX˜ .
Then f lifts to a curve in Y
X˜
.
Proof. Given such a f , let Cf ∈ C(X˜) be the smallest layer containing f(0),
and let p ∈ C0(X˜) be a point contained in Cf . For every λ ∈ Xp, we have
that locally, near s = 0, we can write
λ(f(s))− a = snλqλ(s)
with a = λ(p), nλ ≥ 0 and qλ(0) 6= 0.
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For every integer h ≥ 0, let us define
Ah
.
= {λ ∈ Xp|nλ ≥ h}.
Notice that A0 = Xp and Ah+1 ⊆ Ah; by taking all the irreducible factors
of the elements of this flag we get a nested set in Xp. Let us complete it
to a maximal nested set S∗; by Lemma 3.7, to S∗ is naturally associated a
maximal nested set of layers S ∈Mp.
We claim that for a such S, the curve f : Dε \ {0} → RX˜ extends to a
map f : Dε → VS .
First notice that f(0) ∈ Tp: indeed for every layer D containing f(0) we
have that Cf ⊆ D by minimality and then p ∈ D. Then we have to prove
that:
1. zC
(
f(s)
)
is defined in 0 for every C ∈ S;
2. pλ
(
f(0)
) 6= 0 for every λ ∈ Xp.
Take C ∈ S; if C is minimal in S then zC(f(s)) = λC(f(s)) − aC and
there is nothing to prove. Otherwise, let D = s(C) be the successor of C.
Then by Formula (2)
zC(f(s)) =
λC(f(s))− aC
λD(f(s))− aD = s
nλC−nλD qλC (s)
qλD(s)
and nλC ≥ nλD by the definition of S, so zC is well defined in 0.
As for the second claim, given any λ ∈ Xp set C .= pS(λ) and take the
vector λC of the adapted basis b
S .
Then by definition of S, nλ = nλC , and by Formulae (1) and (4) we have
pλ =
λ− a
λC − aC .
Therefore
pλ(f(0)) =
λ
(
f(0)
)− a
λC
(
f(0)
)− aC = qλ(0)qλC (0) 6= 0.
Theorem 4.5. Y
X˜
= Z
X˜
. In particular Z
X˜
is smooth.
Proof. By the well known valuative criterion for properness (see for instance
[8]), the previous lemma amounts to say that the map
pi|Y
X˜
: Y
X˜
→ T
is proper. Since also the projection
T ×
∏
C∈I
PC → T
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is proper, the embedding
Y
X˜
→ T ×
∏
C∈I
PC
is proper as well; therefore its image is closed, and thus it coincides with
Z
X˜
.
Therefore Z
X˜
is smooth, since it is the union of smooth open sets.
5 The normal crossing divisor
5.1 Technical lemmas
For every C ∈ I, let us define a divisor DC ⊂ ZX˜ as follows. Take a S ∈M
such that C ∈ S. In the open set VS take the divisor of equation zC = 0;
let DC be the closure of this divisor in ZX˜ . The following lemma implies
that DC does not depend on the choice of S, and yields the theorem below,
which describes the geometry of Z
X˜
\ R
X˜
.
Lemma 5.1. Take any two maximal nested sets of layers S ∈ Mp and
Q ∈ Mq. Let {zSC , C ∈ S} and {zQC , C ∈ Q} be the corresponding sets of
coordinates on VS and VQ.
Then for every C ∈ S:
1. if C ∈ S \ Q, zSC is invertible as a function on VS ∩ VQ;
2. if C ∈ S∩Q, zSC/zQC is regular and invertible as a function on VS∩VQ.
Proof. If q /∈ C, then C ∈ S \ Q, and the (first) statement is proved as
follows. Take x ∈ Z
X˜
such that zSC(x) = 0: then by Formula (1) pi(x) ∈ C,
where pi : Z
X˜
→ T is the projection defined in Remark 2.4. Therefore
pi(x) /∈ Tq, hence x /∈ VQ, proving the claim.
Therefore we can assume q ∈ C and proceed by induction as in the proof
of [4, Lemma 20.39]:
• First let us assume C to be a minimal element in I; then necessarily
C ∈ S ∩ Q. We recall that zSC = λSC − aSC ; set
D
.
= pQ(λSC) ⊇ C.
Then for some function a
zSC = a
∏
E∈Q,D⊇E
zQE = az
Q
C
∏
E∈Q,D⊇E,E 6=C
zQE .
In the same way zQC = λ
Q
C − aQC , and if we set
D′ .= pS(λQC ) ⊇ C
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we get
zQC = a
′ ∏
F∈S,D′⊇F
zQF = a
′zSC
∏
F∈S,D′⊇F,F 6=C
zSF .
for some function a′. Since both D and D′ contain C, by substituting
we get:
zSC = z
S
C a a
′ ∏
E∈Q,D⊇E,E 6=C
zQE
∏
F∈S,D′⊇F,F 6=C
zSF .
Therefore
aa′
∏
E∈Q,D⊇E,E 6=C
zQE
∏
F∈S,D′⊇F,F 6=C
zSF = 1
and hence
zSC
zQC
= a
∏
E∈Q,D⊇E,E 6=C
zQE
is invertible, as claimed.
• Now let us take any C ∈ S. By induction, we can assume that our
claims are true for every D ( C, D ∈ S∪Q (if D ∈ Q\S, by symmetry
zQD is assumed to be invertible on VS ∩ VQ).
Let D = C ∈ Q be the Q−core of C. Take λ ∈ XC such that
pQ(λ) = D, and set G
.
= pS(λ). Then G ⊇ C and λ takes on D
and on G the same constant value a
.
= λ(p). Notice that D is the
Q−core of G.
Then for some invertible b, b′
λ− a = b
∏
E∈Q,D⊇E
zQE = b
′ ∏
F∈S,G⊇F
zSF .
Hence
1 = b
−1
b′
∏
F∈S\Q,G⊇F
zSF
∏
E∈Q\S,D⊇E
zQE
−1 ∏
F∈S∩Q,D⊇F
zSF z
Q
F
−1
. (6)
We can now prove the first claim. If C /∈ Q then D ( C. Then all the
factors in equation (6) are regular: those of type
zSF , F ∈ S \ Q, G ⊇ F
obviously, the others by inductive assumption, since they involve ele-
ments properly contained in C. Since zSC appears as one of the factors
in (6) it is invertible.
In the same way if C ∈ Q, and then D = C, all the factors in (6) but
(eventually) zSC z
Q
C
−1
are regular; then also zSC z
Q
C
−1
must be regular
and invertible.
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Lemma 5.2. Let be C ∈ I.
1. The divisor DC is well defined.
2. If C /∈ S, then DC ∩ VS = ∅.
Proof. 1. Let S,Q be two maximal nested set of layers containing C.
Then by the second point of Lemma 5.1, zSC and z
Q
C have the same
zeros in VS ∩ VQ, which is an open dense set in VS and in VQ. Then
the closures of the two divisors coincide.
2. Let Q be a maximal nested set of layers containing C. Then by the
first point of Lemma 5.1, zQC is invertible as a function on VS ∩ VQ.
Therefore the divisor of VQ defined by zQC = 0 is contained in ZX˜ \VS .
Since this set is closed, it also contains DC which is the closure of the
divisor.
5.2 The main theorem
Now let us define
D =
⋃
C∈I
DC .
The geometry of the divisor D is described by the following theorem.
Theorem 5.3.
1. Z
X˜
\D = R
X˜
.
2. D is a normal crossing divisor whose irreducible components are the
divisors DC , C ∈ I.
3. Let be N ⊆ I, and
DN
.
=
⋂
C∈N
DC .
Then DN 6= ∅ if and only if N is nested.
4. If N is nested, DN is smooth and irreducible.
Proof. By Theorem 4.5, we can check each statement on every open set
VS ,S ∈M.
Then the first claim, by the second part of Lemma 5.2, amounts to note
that (
Z
X˜
\D) ∩ VS = VS \ ⋃
C∈S
(DC ∩ VS) = VS0 = RX˜ ∩ VS .
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(for the definition of VS0 see the beginning of Section 4.2).
The second statement is obvious since
D ∩ VS =
⋃
C∈S
(DC ∩ VS) = {z ∈ VS |zC = 0 for some C ∈ S}
is by definition a normal crossing divisor in VS .
For the third statement, note that if N is not nested it is not contained
in any maximal nested set of layers; then for every S ∈M, DN ∩VS = ∅ by
the second part of Lemma 5.2. On the other hand, if N is nested it can be
completed to some S ∈M, and
DN ∩ VS = {z ∈ VS |zC = 0∀C ∈ N}
which is clearly nonempty, smooth and irreducible. Since
DN =
⋃
S⊇N
(DN ∩ VS)
also the last statement follows.
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