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LES TYPES DE DONNE´ES SYNTAXIQUES
DU SYSTE`ME F
SYNTACTICAL DATA TYPES OF SYSTEM F
par Samir FARKH et Karim NOUR1
Re´sume´. - Nous pre´sentons dans ce papier une de´finition purement syntaxique
des types entre´es et des types sorties du syste`me F . Nous de´finissons les types de
donne´es syntaxiques comme e´tant des types entre´es et sorties. Nous de´montrons
que les types a` quantificateurs positifs sont des types de donne´es syntaxiques et
qu’un type entre´e est un type sortie. Nous imposons des restrictions sur la re`gle
d’e´limination des quantificateurs pour de´montrer qu’un type sortie est un type
entre´e.
Abstract. - We give in this paper a purely syntactical definition of input and
output types of system F . We define the syntactical data types as input and
output types. We show that any type with positive quantifiers is a syntactical
data type and that an input type is an output type. We give some restrictions
on the ∀-elimination rule in order to prove that an output type is an input type.
Mathematics Subject Classification : 03B40, 68Q60
Keywords : input type - output type - data type - system F .
Introduction
Le syste`me de typage F a e´te´ introduit par J.-Y. Girard (voir [3]). Ce syste`me
est base´ sur le calcul propositionnel intuitionniste du second ordre, et donc donne
la possibilite´ de quantifier sur les types. En plus du the´ore`me de normalisation
forte qui assure la terminaison des programmes, le syste`me F permet d’une
part, d’e´crire des programmes pour toutes les fonctions dont la terminaison est
de´montrable dans l’arithme´tique de Peano du second ordre, et d’autre part, de
de´finir tous les types de donne´es courants : boole´ens, entiers, listes d’objet, etc.
Nous avons essaye´ de trouver une de´finition syntaxique a` un type de donne´es
dans le syste`me F . Nous l’avons de´fini comme e´tant un type entre´e et sortie.
• Type entre´e : Il faut qu’une machine soit capable de tester si les entre´es
sont bien type´es, c’est a` dire que le proble`me de typage d’un type entre´e
soit de´cidable. On de´finit donc un type entre´e comme e´tant un type dont
toutes les de´monstrations se font dans une restriction de´cidable (note´e F0)
du syste`me F .
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• Type sortie : Si E, S sont deux types du syste`me F , et t un λ-terme
clos tel que ⊢F t : E → S, alors t peut eˆtre vu comme un programme
qui a` un e´le´ment de Λ(E) (l’ensemble des λ-termes de type E) associe un
e´le´ment de Λ(S). Pour nous, la sortie doit de´pendre de l’entre´e. Les seuls
programmes (fonctions) qui ne tiennent pas compte de leurs arguments
(entre´es) sont les fonctions constantes (i.e les λ-termes de la forme λxt ou`
t est un terme clos). En formalisant les types qui ve´rifient cette proprie´te´,
nous avons obtenu la de´finition suivante : un type sortie est un type clos
S tel que si ⊢ λxt : ∀X(X → S) (t est un λ-terme normal), alors x est
non libre dans t.
Nous avons remarque´ que les types de donne´es ainsi de´finis contiennent les types
a` quantificateurs positifs. Ensuite, nous avons montre´ qu’un type entre´e est un
type sortie. Ce re´sultat nous a conduit a` regarder la re´ciproque. Nous l’avons
de´montre´ dans des cas particuliers, ou` on impose des restrictions sur la re`gle
d’e´limination des quantificateurs du second ordre. Le cas ge´ne´ral, qui reste une
conjecture, est de´montre´ lorsqu’on se restreint aux termes du λI-calcul (voir
[9]). Enfin nous avons obtenu un re´sultat sur les ope´rateurs de mise en me´moire
de J.-L. Krivine (voir [6]). Nous avons montre´ que si D est un type de donne´es
syntaxique, alors un λ-terme de type D∗ → ¬¬D (D∗ est la traduction de Go¨del
de D) est un ope´rateur de mise en me´moire pour D. Le fait que D est un type
sortie est ne´cessaire pour avoir ce re´sultat.
1 Notations et de´finitions
On de´signera par Λ l’ensemble des termes du λ-calcul pur, dits aussi λ-termes.
E´tant donne´s des λ-termes t, u, u1, ..., un, l’application de t a` u sera note´e (t)u,
et (...((t)u1)...)un sera note´ (t)u1...un. Si t est un λ-terme, on de´signe par Fv(t)
l’ensemble de ses variables libres. On note par →β la β-re´duction. Un λ-terme
t soit posse`de un redex de teˆte faible [i.e. t = (λxu)vv1...vm, le redex de teˆte
faible est (λxu)v], soit est en forme normale de teˆte faible [i.e. t = (x)v1...vm
ou t = λxv]. La notation u ≻f v signifie que v est obtenu a` partir de u par
re´duction de teˆte faible.
Les types du syste`me F sont les formules construites a` l’aide d’un ensemble
de´nombrable de variables propositionnellesX,Y ,..., et deux connecteurs→ et ∀.
E´tant donne´s un λ-terme t, un type A, et un contexte Γ = {x1 : A1, ..., xn : An},
on de´finit au moyen des re`gles suivantes la notion “t est typable de type A dans
le contexte Γ”. Cette notion est note´e Γ ⊢F t : A.
• (ax) Γ ⊢F xi : Ai (1 ≤ i ≤ n).
• (→i) Si Γ, x : B ⊢F t : C, alors Γ ⊢F λxt : B → C.
• (→e) Si Γ ⊢F u : B → C, et Γ ⊢F v : B, alors Γ ⊢F (u)v : C.
• (∀i) Si Γ ⊢F t : A, et X ne figure pas dans Γ, alors Γ ⊢F t : ∀XA.
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• (∀e) Si Γ ⊢F t : ∀XA, alors, pour tout type C, Γ ⊢F t : A[C/X ].
Le syste`me F posse`de les proprie´te´s suivantes (voir [4]) :
Proposition 1.1 (i) Si Γ ⊢F t : A, et t→β t′, alors Γ ⊢F t′ : A.
(ii) Si Γ ⊢F t : A, alors t est fortement normalisable.
Proposition 1.2 (i) Si Γ ⊢F t : A, alors pour tout type G, Γ[G/X ] ⊢F t :
A[G/X ].
(ii) Si Γ, x : B ⊢F u : A et Γ ⊢F v : B, alors Γ ⊢F u[v/x] : A.
On ne conside`re dans ce papier que des types “propres” (c’est a` dire les variables
sur lesquelles on quantifie figurent dans le type).
Dans la suite, on note par ∀XA la formule ∀X1...∀XnA (n ≥ 0).
Une partie G de Λ est dite sature´e si, quels que soient les λ-termes t et u, on
a : (u ∈ G et t ≻f u) ⇒ t ∈ G. Il est clair que l’intersection d’un ensemble de
parties sature´es de Λ est sature´e. E´tant donne´es deux parties G et G′ de Λ, on
de´finit une partie de Λ, note´e G → G′, en posant : u ∈ (G→ G′) ⇔ (u)t ∈ G′
quel que soit t ∈ G. Si G′ est sature´e, alorsG→ G′ est sature´e pour toute partie
G ⊂ Λ. Une interpre´tation I est, par de´finition, une application X → |X |I
de l’ensemble des variables de type dans l’ensemble des parties sature´es de Λ.
X e´tant une variable de type, et G une partie sature´e de Λ, on de´finit une
interpre´tation J = I[X ← G] en posant |X |J = G, et |Y |J = |Y |I pour toute
variable Y 6= X . Pour chaque type A, sa valeur |A|I dans l’interpre´tation I est
une partie sature´e de´finie comme suit, par induction sur A :
- si A est une variable de type, |A|I est de´ja` de´finie ;
- |A→ B|I = |A|I → |B|I ;
- |∀XA|I = ∩{|A|I[X←G] pour toute partie sature´e G}.
Pour tout type A, on note |A| = ∩{|A|I ; I interpre´tation}.
Le re´sultat suivant est connu sous le nom du lemme d’ade´quation (voir [5]).
The´ore`me 1.3 Soient A un type et t un λ-terme clos. Si ⊢F t : A, alors t ∈ |A|.
Les types a` quantificateurs positifs (resp. a` quantificateurs ne´gatifs),
note´s en abre´ge´ ∀+ (resp. ∀−), sont de´finis de la manie`re suivante :
- une variable propositionnelle X est ∀+ et ∀−
- si A est ∀+ (resp. ∀−) et B est ∀− (resp. ∀+), alors B → A est ∀+ (resp. ∀−)
- si A est ∀+ et X est libre dans A, alors ∀XA est ∀+
Le re´sultat suivant constitue une sorte de re´ciproque du the´ore`me 1.3 (voir [2]).
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The´ore`me 1.4 Soient A un type ∀+ du syste`me F , et t un λ-terme, alors
t ∈ |A| ssi il existe un λ-terme clos t′ tel que t→β t′ et ⊢F t′ : A.
Le syste`me de typage simple S est la restriction du syste`me F aux types qui
ne contiennent pas de quantificateurs. Ce syste`me posse`de donc trois re`gles de
typage : (ax), (→i) et (→e). Si t est un λ-terme, A un type, et Γ = {x1 :
A1, ..., xn : An} un contexte, alors on e´crit Γ ⊢S t : A ssi t est typable dans le
syste`me S de type A a` partir de Γ.
2 Types de donne´es syntaxiques
2.1 Types sorties
De´finition : Un type clos S est un type sortie ssi pour tout λ-terme normal
t, si ⊢F λxt : ∀X(X → S), alors x 6∈ Fv(t).
Cela veut dire que les fonctions (programmes) a` valeurs dans un type sortie S
inde´pendamment du type de leurs arguments (entre´es) sont les fonctions con-
stantes.
Soit O une constante de type. La de´finition d’un type sortie est e´quivalente a`
la suivante :
De´finition : Un type clos S (ne contenant pas la constante O) est un type
sortie ssi pour tout λ-terme normal t, si α : O ⊢F t : S, alors α 6∈ Fv(t).
Exemples :
(1) Les types Id = ∀X(X → X) (type de l’identite´), B = ∀X{X → (X →
X)} (type des boole´ens), et N = ∀X{X → [(X → X) → X ]} (type des
entiers) sont des types sorties.
On va faire la preuve pour le type B. Soit t un λ-terme normal tel que
α : O ⊢F t : B, donc α : O ⊢F t : O
′ → (O′ → O′), ou` O′ est une
constante de type diffe´rente de O. t est donc une abstraction, soit t = λxu,
d’ou` α : O, x : O′ ⊢F u : O′ → O′. u s’e´crit ne´cessairement λyv, avec
α : O, x : O′, y : O′ ⊢F v : O′, donc v = x ou v = y, ce qui fait que
t = λxλyx = 1 ou t = λxλyy = 0.
(2) Le type D = ∀X{∀Y (Y → X) → X} n’est pas un type sortie. En effet,
posons t = λx(x)α; t est un λ-terme normal non clos. D’autre part on
a α : O, x : ∀Y (Y → X) ⊢F x : ∀Y (Y → X), donc α : O, x : ∀Y (Y →
X) ⊢F x : O → X . D’ou` α : O, x : ∀Y (Y → X) ⊢F (x)α : X , et donc
α : O ⊢F t = λx(x)α : D.
(3) Le type N → N (type des fonctions d’entiers dans les entiers) n’est pas
un type sortie. En effet, il suffit de trouver un λ-terme tα normal non
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clos tel que α : O ⊢F tα : N → N . On a, Γ = x : X,α : O,n :
N, z : X → X ⊢F n : N , donc Γ ⊢F n : (O → X) → [((O → X) →
(O → X)) → (O → X)], par suite Γ ⊢F (n)λyx : [((O → X) → (O →
X)) → (O → X)]. Par conse´quent Γ ⊢F (((n)λyx)λxx)α : X , et donc
α : O ⊢F λnλxλz(((n)λyx)λxx)α : N → N .
(4) Soit S un type du syste`me F . Si l’ensemble des λ-termes normaux de type
S est fini, alors S est un type sortie. En effet, si S n’est pas un type sortie,
alors il existe un λ-terme normal t contenant α tel que α : O ⊢F t : S.
D’ou`, d’apre`s la proposition 1.2, α : O[E/O] ⊢F t : S pour tout type E.
Donc si u est un λ-terme clos tel que ⊢F u : E, alors, d’apre`s la proposition
1.2, ⊢F t[u/α] : S. Or α ne peut pas eˆtre en position d’application, car α
est de type atomique. Donc, comme t est normal, alors t[u/α] est normal.
On obtient donc un nombre infini de λ-termes normaux de type S.
(5) Si E → F est un type sortie, alors F est un type sortie. En effet, soit t
un λ-terme normal tel que α : O ⊢F t : F , alors α : O, y : E ⊢F t : F , en
choisissant une variable y non libre dans t. Donc α : O ⊢F λyt : E → F .
Comme E → F est un type sortie, alors α 6∈ Fv(λyt), et donc α 6∈ Fv(t).
De´finition : Soit K un variable ou une constante de type. On dit qu’un type
A se termine par K ssi A est obtenu par les re`gles suivantes :
- K se termine par K ;
- si A se termine par K, alors B → A se termine par K, pour tout type B ;
- si A se termine par K, alors ∀XA se termine par K, pour toute variable de
type X 6= K.
Un type A qui se termine par K s’e´crit alors : A = ∀X0(B1 → ∀X1(B2 →
∀X2(...(Br → ∀Xr(Br+1 → K))...))).
On se propose de de´montrer le the´ore`me suivant :
The´ore`me 2.1.1 Un type clos S est un type sortie ssi pour tout λ-terme normal
t et pour tous types A1,..., Ar qui se terminent par O, si x1 : A1, ..., xr : Ar ⊢F
t : S, alors xi 6∈ Fv(t) pour tout 1 ≤ i ≤ r.
On a besoin du lemme suivant :
Lemme 2.1.2 Soient t un λ-terme normal, v un λ-terme, et α, x deux variables
tels que x ∈ Fv(t). Si t[λx1...λxnα/x]→β v, alors α ∈ Fv(v).
Preuve : Par induction sur t.
– Si t = x, alors t[λx1...λxnα/x] = λx1...λxnα = v. Donc α ∈ Fv(v).
– Si t = (x)u1...um, ui normal, 1 ≤ i ≤ m, alors t[λx1...λxnα/x] =
(λx1...λxnα)u1...um.
- Si m = n, alors t[λx1...λxnα/x]→β α.
- Si m > n, alors t[λx1...λxnα/x]→β (α)un+1...um.
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- Si m < n, alors t[λx1...λxnα/x]→β λxm+1...λxnα.
Dans les trois cas on a bien α ∈ Fv(v).
– Si t = (y)u1...um, ui normal, et y une variable diffe´rent de x. Comme x ∈
Fv(t), alors il existe i, 1 ≤ i ≤ m tel que x ∈ Fv(ui). Donc t[λx1...λxnα/x] =
(y)u′1...ui[λx1...λxnα/x]...u
′
m →β
(y)u′1...v
′...u′m, avec ui[λx1...λxnα/x]→β v
′. D’ou`, d’apre`s l’hypothe`se d’induction,
α ∈ Fv(v′), et par conse´quent α ∈ Fv(v).
– Si t = λzu, alors λzu[λx1...λxnα/x]→β v, donc v = λzw, ou` u[λx1...λxnα/x]
→β w. Or x ∈ Fv(t), donc x ∈ Fv(u), et d’apre`s l’hypothe`se d’induction,
α ∈ Fv(w), d’ou` α ∈ Fv(v). ♠
On a donc imme´diatement :
Corollaire 2.1.3 Soient t un λ-terme normal, v un λ-terme clos, et α, x deux
variables. Si t[λx1...λxnα/x]→β v, alors x 6∈ Fv(t).
Plus ge´ne´ralement, on a le re´sultat suivant :
Lemme 2.1.4 Soient t un λ-terme normal, et v un λ-terme clos.
Si t[λy11...λy1n1α/x1, ..., λyr1...λyrnrα/xr] →β v, alors xi 6∈ Fv(t) pour tout
1 ≤ i ≤ r.
On peut alors de´duire la preuve du the´ore`me 2.1.1.
Preuve du the´ore`me 2.1.1 : La condition suffisante est e´vidente. Supposons
que x1 : A1, ..., xr : Ar ⊢F t : S, avec S un type sortie et t un λ-terme normal.
Comme Ai se termine par O, alors Ai s’e´crit :
Ai = ∀X1(B1 → ∀X2(B2 → ∀X3(...(Bni−2 → ∀Xni−1(Bni−1 → O))...))),
donc α : O ⊢F λyi1...λyiniα : Ai.
D’ou`, α : O ⊢F t[λy11...λy1n1α/x1, ..., λyr1...λyrnrα/xr ] : S, d’apre`s la proposi-
tion 1.2. Par conse´quent, t[λy11...λy1n1α/x1, ..., λyr1...λyrnrα/xr]→β v, avec v
un λ-terme clos. D’ou`, d’apre`s le lemme 2.1.4, xi 6∈ Fv(t) pour tout 1 ≤ i ≤ r. ♠
De´finition : Si A et B sont deux types du syste`me F , alors le type A ∧
B = ∀X{(A → (B → X)) → X} est dit type produit de A et B, le type
A∨B = ∀X{(A→ X)→ ((B → X)→ X)} est dit type somme disjointe de
A et B, et le type LA = ∀X{X → [(A → (X → X))→ X ]} est dit type liste
d’objet de A.
Corollaire 2.1.5 Si A et B sont des types sorties, alors A ∧B, A ∨B, et LA
sont des types sorties.
Preuve : Faisons la preuve pour A ∧ B. Soit t un λ-terme normal tel que
α : O ⊢F t : A ∧ B, donc α : O ⊢F t : (A,B → O) → O, d’ou` t = λxu, avec
α : O, x : (A,B → O) ⊢F u : O. Comme O est une constante de type, on obtient
u = (x)ab, avec α : O, x : (A,B → O) ⊢F a : A et α : O, x : (A,B → O) ⊢F b :
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B. Or A et B sont des types sorties, d’ou` d’apre`s le the´ore`me 2.1.1, a et b sont
des λ-termes clos, et donc t est clos. ♠
On va de´montrer que tout type ∀+ du syste`me F est un type sortie. On a besoin
du lemme suivant de´montre´ dans [7].
Lemme 2.1.6 Soient t un λ-terme normal, A1, ..., An des types ∀−, S un type
∀+, O une constante de type qui ne figure pas dans A1, ..., An, S, et B1, ..., Bm
des types qui se terminent par O. Si x1 : A1, ..., xn : An, y1 : B1, ..., ym : Bm ⊢F
t : S, alors yi 6∈ Fv(t), pour tout 1 ≤ i ≤ m.
The´ore`me 2.1.7 Si S est un type ∀+, alors S est un type sortie.
Preuve : Il suffit d’appliquer le lemme 2.1.6, avec n = 0,m = 1 et B1 = O. ♠
Remarque : La re´ciproque du the´ore`me 2.1.7 n’est pas en ge´ne´ral vraie. En
effet, conside´rons le type S = ∀X{∀Y (Y → X)→ Id}. S n’est pas ∀+, d’autre
part si t est un λ-terme normal tel que α : O ⊢F t : S, alors t = λxu, avec
α : O, x : ∀Y (Y → O) ⊢F u : Id. Comme Id est un type sortie, α 6∈ Fv(u), d’ou`
α 6∈ Fv(t), et par conse´quent S est un type sortie.
De´finition2: Un type clos A du syste`me F est un type de donne´es ssi |A| 6= ∅
et tout terme t ∈ |A| se re´duit par β-re´duction a` un terme clos.
Exemples : J.-L. Krivine a montre´ dans [4] que les types Id, B et N sont des
types de donne´es.
The´ore`me 2.1.8 Si A est un type de donne´es, alors A est un type sortie.
Preuve : Soit t un λ-terme normal tel que α : O ⊢F t : A. On de´finit une in-
terpre´tation I en posant |O|I = {τ ∈ Λ : τ ≻f α}. On a α ∈ |O|I , donc, d’apre`s
le lemme d’ade´quation, t ∈ |A|I = |A|. Comme A est un type de donne´es, alors
t est un terme clos, ce qui fait que A est sortie. ♠
The´ore`me 2.1.9 Si A est un type clos, ∀+ et de´montrable, alors A est un type
de donne´es.
Preuve : Comme A est de´montrable, alors il existe un λ-terme clos t, tel que
⊢F t : A. D’ou` d’apre`s le lemme d’ade´quation t ∈ |A|, et donc |A| 6= ∅. Soit
donc t ∈ |A|. Comme A est un type ∀+, alors d’apre`s le the´ore`me 1.4, il existe
un λ-terme clos t′ tel que t→β t′ et ⊢F t′ : A. Par conse´quent A est un type de
donne´es. ♠
Remarque : Il existe des types de donne´es qui ne sont pas ∀+. Conside´rons
2Cette de´finition est due a` J.-L. Krivine (voir [4])
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par exemple le type S = ∀X{∀Y (Y → X) → Id}. Il est clair que S n’est pas
∀+. De plus S est un type de donne´es. En effet, si ⊢F t : S, alors ⊢F t : ∀Y (Y →
X)→ Id, et donc t = λxu, avec x : ∀Y (Y → X) ⊢F u : Id. D’ou` u = λyv, avec
x : ∀Y (Y → X), y : Z ⊢F v : Z, Z e´tant une variable de type. Par conse´quent
v = y et t = λxλyy.
D’autre part, soit t ∈ |S| ; x e´tant une variable du λ-calcul qui n’est pas libre
dans t, on de´finit une interpre´tation I en posant |X |I = {τ ∈ Λ ; il existe G une
partie sature´e et u ∈ G tels que τ →β (x)u}. |X |I est e´videmment une partie
sature´e. On a t ∈ |∀Y (Y → X) → Id|I . Or x ∈ |(Y → X)|J=I[Y←G] pour
toute partie sature´e G de Λ, car si v ∈ G, alors (x)v ∈ |X |I , par de´finition de
I. Donc (t)x ∈ |Id| = {τ ∈ Λ; τ →β λyy}, d’ou` (t)x→β λyy, et par conse´quent
(t)x est normalisable et donc t est normalisable. Soit t′ sa forme normale, alors
deux cas peuvent se pre´senter :
– Si t′ commence par λ, on e´crit t′ = λxu, donc (t)x →β (t′)x →β u, d’ou`
u = λyy. On a donc t→β t′ = λxλyy.
– Sinon t′ = (f)u1...un, donc (t)x →β (t′)x = (f)u1...unx. D’ou` (f)u1...unx =
λyy, ce qui est impossible.
On vient donc de de´montrer que t ∈ |S| ssi t→β λxλyy et ⊢F λxλyy : S.
2.2 Types entre´es
De´finition : On de´finit le syste`me F0 comme e´tant le syste`me F sans la re`gle
de typage (∀e).
The´ore`me 2.2.1 Le proble`me de typabilite´ d’un λ-terme normal dans le syste`me
F0 est de´cidable.
Preuve : Ceci provient des e´quivalences suivantes :
(i) Γ ⊢F0 x : A ssi x : A ∈ Γ.
(ii) Γ, x : B ⊢F0 (x)t1...tn : A ssi B = B1, ..., Bn → A et Γ, x : B ⊢F0 ti : Bi
(1 ≤ i ≤ n).
(iii) Γ ⊢F0 λxt : A ssi A = ∀X(B → C) et Γ, x : B ⊢F0 t : C. ♠
Le re´sultat suivant est de´montre´ dans [7] :
The´ore`me 2.2.2 Soient A un type ∀+ du syste`me F , et t un λ-terme normal
clos. Si ⊢F t : A, alors ⊢F0 t : A.
De´finition : Un type clos E du syste`me F est dit entre´e s’il ve´rifie la proprie´te´
suivante : si t est un λ-terme normal tel que ⊢F t : E, alors ⊢F0 t : E.
Cela veut dire qu’un type entre´e est un type dont toutes les de´monstrations se
font dans le syste`me F0. D’apre`s le the´ore`me 2.2.2, on a le re´sultat suivant :
The´ore`me 2.2.3 Si A est un type ∀+, alors A est un type entre´e.
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Exemples : D’apre`s le the´ore`me 2.2.3, les types Id = ∀X(X → X) et B =
∀X{X → (X → X)} sont des types entre´es. Par contre le typeD = ∀X{∀Y (Y →
X)→ X} ne l’est pas, puisque ⊢F λx(x)λyy : D et 6⊢F0 λx(x)λyy : D.
De´finition : On dit qu’un type clos D du syste`me F est un type de donne´es
syntaxique, s’il est a` la fois un type entre´e et sortie.
D’apre`s les the´ore`mes 2.1.7 et 2.2.3, on a :
The´ore`me 2.2.4 Si D est un type clos, ∀+ du syste`me F , alors D est un type
de donne´es syntaxique.
On va montrer qu’un type entre´e est un type sortie, et donc les types de donne´es
syntaxiques seront les types sorties. Dans la preuve on a besoin de trois lemmes.
On note par pn, n ∈ N, le λ-terme λx1...λxnλxx. Le lemme suivant est facile a`
de´montrer.
Lemme 2.2.5 Soit G un type du syste`me S. Si Γ ⊢S pn : G, alors G = C1 →
(...→ (Cn → D)...) et Γ, x1 : C1, ..., xn : Cn ⊢S λxx : D.
De´finition : On de´finit la longueur d’un type E (qu’on note Lg(E)) comme
e´tant le nombre des → dans E.
Lemme 2.2.6 Soient E un type du syste`me S, A1,..., Am, G des sous-types de
E, t un λ-terme normal, et α une variable libre de t qui n’est pas en position
d’application. Si Γ = x1 : A1, ..., xm : Am ⊢S t[pn/α] : G, alors Lg(E) ≥ n.
Preuve : Par induction sur t.
– Si t = α, alors t[pn/α] = pn, par conse´quent Γ ⊢S pn : G. D’ou`, d’apre`s le
lemme 2.2.5, G = C1, ..., Cn → D et Γ, x1 : C1, ..., xn : Cn ⊢S λxx : D, donc
Lg(G) ≥ n. Or G est un sous-type de E, donc Lg(E) ≥ n.
– Si t = λxu, alors Γ ⊢S λxu[pn/α] : G. Donc G = C → D et Γ, x : C ⊢S
u[pn/α] : D, d’ou`, d’apre`s l’hypothe`se d’induction, Lg(E) ≥ n.
– Si t = (xi)v1...vk (k ≥ 1), comme α ∈ Fv(t), alors il existe j, 1 ≤ j ≤ k tel que
α ∈ Fv(vj). Donc t[pn/α] = (xi)v′1...vj [pn/α]...v
′
k, et Γ ⊢S (xi)v
′
1...vj [pn/α]...v
′
k :
G, d’ou` Ai = C
′
1 → (...→ (Cj → ...→ (C
′
k → G)...)...), avec Γ ⊢S vj [pn/α] : Cj .
Donc Cj est un sous-type de E, et d’apre`s l’hypothe`se d’induction, Lg(E) ≥ n.
♠
De´finition : Soit A un type du syste`me F . On de´finit le type As par induction
sur A :
- si A = X , alors As = X ;
- si A = B → C, alors As = Bs → Cs ;
- si A = ∀XB, alors As = Bs.
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Soit Γ = x1 : A1, ..., xn : An, on note Γ
s = x1 : A
s
1, ..., xn : A
s
n. Alors on a le
lemme suivant :
Lemme 2.2.7 Soient E un type du syste`me F , et t un λ-terme. Si Γ = x1 :
A1, ..., xn : An ⊢F0 t : E, alors Γ
s ⊢S t : E
s.
Preuve : Par induction sur le typage. ♠
The´ore`me 2.2.8 Si E est un type entre´e du syste`me F , alors E est un type
sortie.
Preuve : Soit t un λ-terme normal tel que α : O ⊢F t : E. Supposons que
Lg(E) = r, et conside´rons le λ-terme pn, avec n > r. Si α ∈ Fv(t), alors
α : X1, ..., Xn → Id ⊢F t : E. Comme ⊢F pn : X1, ..., Xn → Id, alors, d’apre`s la
proposition 1.2, ⊢F t[pn/α] : E. Or α ne peut pas eˆtre en position d’application,
car α est de type atomique, donc t[pn/α] est normal. E e´tant un type entre´e,
on obtient alors ⊢F0 t[pn/α] : E. Donc, d’apre`s le lemme 2.2.7, ⊢S t[pn/α] : Es,
d’ou`, d’apre`s le lemme 2.2.6, Lg(E) ≥ n. Ce qui fait que r ≥ n, contradiction.
Par conse´quent α 6∈ Fv(t), et donc E est un type sortie. ♠
The´ore`me 2.2.9 Si A et B sont des types entre´es, alors A ∧B, A ∨B, et LA
sont des types entre´es.
Preuve : Faisons la preuve pour A ∧ B. Soit t un λ-terme normal tel que
⊢F t : A ∧ B, donc t = λx(x)ab, avec α : O, x : (A,B → O) ⊢F a : A et
α : O, x : (A,B → O) ⊢F b : B. Or A et B sont des types entre´es donc sorties.
D’apre`s le the´ore`me 2.1.1, on a ⊢F a : A et ⊢F b : B, donc ⊢F0 a : A et
⊢F0 b : B. Par conse´quent ⊢F0 t : A ∧B. ♠
3 Sortie ⇒ Entre´e
Nous avons montre´ dans le paragraphe pre´ce´dent qu’un type entre´e est un type
sortie. Ce re´sultat nous a conduit a` regarder la re´ciproque. Nous allons la
de´montrer dans des cas particuliers, ou` on impose des restrictions sur la re`gle
de typage (∀e).
De´finition : Si G est un type du syste`me F , alors on note par Go le type
O→ G ∧O.
Pre´sentation globale de la preuve :
Soit E un type sortie. On se propose de trouver des conditions pour que E
soit un type entre´e. Raisonnons par l’absurde, donc supposons que E n’est
pas un type entre´e, alors il existe un λ-terme normal T tel que ⊢F T : E et
6⊢F0 T : E. Ce qui fait qu’au cours de typage de T on a utilise´ au moins
une fois la re`gle de typage (∀e). C’est a` dire, on avait dans le typage de T ,
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Γ ⊢F δ : ∀XA
Γ ⊢F δ : A[G/X ]
, δ e´tant un sous-terme de T , Γ un contexte et A, G deux
types, avec X figure dans A. Pour aboutir a` une contradiction, il suffit de
trouver un terme normal T o contenant α tel que α : O ⊢F T o : E. On
proce`de de la manie`re suivante: On reprend le typage de T et lorsqu’on ar-
rive a` Γ ⊢F δ : ∀XA, on applique la re`gle (∀e), en remplac¸ant cette fois X par
Go. C’est a` dire, on obtient Γ ⊢F δ : A[Go/X ]. Donc s’il existe un terme T ′A tel
que α : O ⊢F T ′A : A[G
o/X ] → A[G/X ], on aura Γ, α : O ⊢F (T ′A)δ : A[G/X ].
Puis on suivra les meˆmes e´tapes que pre´ce´demment (dans le typage de T ) pour
obtenir un terme. T o est la forme normale du terme obtenu.
Le premier lemme a` de´montrer est donc l’existence d’un terme T ′A tel que
α : O ⊢F T ′A : A[G
o/X ]→ A[G/X ].
De´finition : Si F est un type, on de´finit deux λ-termes TF et T
′
F par induction
sur F de la fac¸on suivante :
- si X 6∈ Fv(F ), alors TF = T ′F = λxx ;
- si F = X , alors TF = λxλβλg(g)xα et T
′
F = λx(x)α1 ;
- si F = C → D, alors TF = λxλy(TD)(x)(T
′
C)y et T
′
F = λxλy(T
′
D)(x)(TC)y ;
- si F = ∀Y B, alors TF = λx(TB)x et T ′F = λx(T
′
B)x.
On a alors le lemme suivant :
Lemme 3.1 α : O ⊢F TA : A[G/X ] → A[Go/X ] et α : O ⊢F T ′A : A[G
o/X ]→
A[G/X ].
Preuve : Par induction sur A.
– Si A = X , alors A[G/X ] = G et A[Go/X ] = Go. On a α : O, x : G ⊢F
λg(g)xα : G ∧ O, donc α : O ⊢F λxλβλg(g)xα : G → Go. D’autre part,
x : Go, α : O ⊢F (x)α : G ∧ O, donc x : Go, α : O ⊢F (x)α1 : G. D’ou`
α : O ⊢F λx(x)α1 : Go → G.
– Si A = B → C, on a par hypothe`se d’induction α : O ⊢F T ′B : B[G
o/X ] →
B[G/X ], donc α : O, y : B[Go/X ] ⊢F (T ′B)y : B[G/X ]. D’ou` α : O, y :
B[Go/X ], x : B[G/X ] → C[G/X ] ⊢F (x)(T ′B)y : C[G/X ]. Or par hypothe`se
d’induction, α : O ⊢F TC : C[G/X ] → C[G
o/X ], donc α : O, y : B[Go/X ], x :
B[G/X ] → C[G/X ] ⊢F (TC)(x)(T ′B)y : C[G
o/X ]. Par conse´quent α : O ⊢F
TA = λxλy(TC)(x)(T
′
B)y : A[G/X ] → A[G
o/X ]. La meˆme de´monstration se
fait pour α : O ⊢F T ′A = λxλy(T
′
C)(x)(TB)y : A[G
o/X ]→ A[G/X ].
– Si A = ∀Y B, il faut de´montrer que α : O ⊢F λx(TB)x : A[G/X ]→ A[Go/X ]
et α : O ⊢F λx(T ′B)x : A[G
o/X ] → A[G/X ]. On a x : ∀Y B[G/X ] ⊢F x :
B[G/X ]. Comme par hypothe`se d’induction, α : O ⊢F TB : B[G/X ] →
B[Go/X ], alors α : O, x : ∀Y B[G/X ] ⊢F (TB)x : B[Go/X ]. D’ou` α : O, x :
∀Y B[G/X ] ⊢F (TB)x : ∀Y B[G
o/X ], et donc α : O ⊢F TA = λx(TB)x :
A[G/X ] → A[Go/X ]. La meˆme de´monstration se fait pour α : O ⊢F T ′A =
λx(T ′B)x : A[G
o/X ]→ A[G/X ]. ♠
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Notons que dans ce paragraphe, tous les λ-termes conside´re´s sont typables et
donc fortement normalisables.
De´finition : On dit qu’un λ-terme est simple s’il est de la forme (x)u1...un,
avec x une variable et ui (1 ≤ i ≤ n) un λ-terme normal.
Dans le typage de T , on avait Γ ⊢F δ : A[G/X ]. On a le lemme suivant :
Lemme 3.2 On peut traiter seulement le cas ou` δ est un λ-terme simple.
Preuve : Il faut e´tudier trois cas.
– L’e´tape suivante dans le typage de T est l’application de δ a` un terme u.
Comme le terme T est normal, δ est un λ-terme simple.
– L’e´tape suivante dans le typage de T est l’application de la re`gle (→i), donc
Γ− {y : B} ⊢F λyδ : B → A[G/X ], avec y : B ∈ Γ.
Paralle`lement on a, Γ − {y : B} ⊢F λy(T ′A)δ : B → A[G/X ]. Alors si α
appartient a` la forme normale de (T ′A)δ, il appartient a` la forme normale de
λy(T ′A)δ. Comme le terme T est normal, ce cas ne pose pas de proble`me.
– L’e´tape suivante dans le typage de T est l’application d’un terme u a` δ, donc
Γ′ ⊢F u : A[G/X ]→ B et Γ,Γ′ ⊢F (u)δ : B.
Paralle`lement on a, Γ,Γ′ ⊢F (u)(T
′
A)δ : B. u est un λ-terme simple, car le terme
T est normal. Si α appartient a` la forme normale de (T ′A)δ, alors il appartient a`
la forme normale de (u)(T ′A)δ. Par conse´quent ce cas ne pose pas de proble`me. ♠
Dans la suite on suppose donc que δ est un λ-terme simple. Montrons que α
appartient a` la forme normale de (T ′A)δ.
Lemme 3.3 (i) Pour tout λ-terme simple △, α est libre dans la forme normale
de (TA)△.
(ii) Pour tout λ-terme simple △, α est libre dans la forme normale de (T ′A)△.
Preuve : Par induction simultane´e sur A.
Preuve de (i) :
– Si A = X , alors (TX)△→β λβλg(g)△α, et donc c’est bon.
– Si A = B → C, alors (TA)△ →β λy(TC)(△)(T ′B)y. Si X est libre dans
C, alors, d’apre`s l’hypothe`se d’induction, α est libre dans la forme normale de
(TC)(△)(T
′
B)y, donc α est libre dans la forme normale de (TA)△. Si X n’est
pas libre dans C, alors (TA)△ →β λy(△)(T ′B)y, et X est libre dans B. Donc
d’apre`s (ii), α est libre dans la forme normale de (T ′B)y, d’ou` α est libre dans
la forme normale de (TA)△.
– Si A = ∀Y B, alors (TA)△→β (TB)△, et donc par hypothe`se d’induction, on
a le re´sultat.
Preuve de (ii) :
– Si A = X , alors (T ′X)△→β (△)α 1.
– Pour les autres cas, on reprend la meˆme preuve que (i). ♠
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Dans la suite on va donner des cas particuliers qui prouvent que E n’est pas un
type sortie.
The´ore`me 3.4 Soient t1, ..., tr des λ-termes. Si A se termine par X, alors la
forme normale de (T ′A)δt1...tr contient α.
Preuve : On a A = ∀X0(A1 → ∀X1(A2 → ...→ ∀Xn−1(An → ∀XnX)...)).
Donc (T ′A)δ →β (T
′
A1→∀X1(A2→...→∀Xn−1(An→∀XnX)...)
)δ →β
λy1(T
′
∀X1(A2→...→∀Xn−1(An→∀XnX)...)
)(δ)(TA1)y1 →β
λy1(T
′
A2→...→∀Xn−1(An→∀XnX)...)
)(δ)(TA1)y1 →β
λy1λy2(T
′
∀X2(A3→...→∀Xn−1(An→∀XnX)...)
)(δ)(TA1)y1(TA2)y2 →β
λy1...λyn(T
′
X)(δ)(TA1)y1...(TAn)yn 1 →β λy1...λyn(δ)(TA1)y1...(TAn)ynα1.
Dans la re´duction de (T ′A)δt1...tr, trois cas peuvent se produire :
– r = n, donc (T ′A)δt1...tr →β (δ)(TA1)t1...(TAn)tnα 1.
– r < n, donc (T ′A)δt1...tr →β λyr+1...λyn(δ)(TA1)t1...(TAn)tnα 1.
– r > n, donc (T ′A)δt1...tr →β (δ)(TA1)t1...(TAn)tnα 1 tn+1...tr.
On remarque que dans les trois cas, la forme normale de (T ′A)δt1...tr contient
α. ♠
Supposons donc queA = ∀X0(A1 → ∀X1(A2 → ...→ ∀Xn−1(An → ∀XnY )...)),
ou` Y est une variable diffe´rente de X . On a le lemme suivant :
Lemme 3.5 Soient t1, ..., tr des λ-termes. Si l’un des Ai est e´gal a` X, alors la
forme normale de (T ′A)δt1...tr contient α.
Preuve : On a (T ′A)δ →β
λy1...λyn−1(T
′
An→∀XnY
)(δ)(TA1)y1...(TAi)yi...(TAn−1)yn−1 →β
λy1...λyn−1λyn(T
′
∀XnY
)(δ)(TA1)y1...(TAn−1)yn−1(TAn)yn →β
λy1...λyn−1λyn(T
′
Y )(δ)(TA1)y1...(TAn−1)yn−1(TAn)yn →β
λy1...λyn(δ)(TA1)y1...(TAn)yn.
Si Ai = X , alors (TX)yi →β λβλg(g)yiα.
Donc (T ′A)δ →β λy1...λyn(δ)(TA1)y1...λβλg(g)yiα...(TAn)yn.
Comme yi reste en position d’argument, alors par le meˆme raisonnement du
the´ore`me 3.4, on peut voir que la forme normale de (T ′A)δt1...tr contient α. ♠
Le lemme suivant est un raffinement du lemme 3.3.
Lemme 3.6 Si A se termine par X, alors la forme normale de (TA)(x)u1...un
contient α qui n’est pas un argument de x.
Preuve : Par induction sur A.
– Si A = X , alors (TX)(x)u1...un →β λβλg((g)(x)u1...un)α. Donc c’est bon.
– Si A = B → C, alors C se termine par X , et (TA)(x)u1...un →β
λy(TC)(x)u1...un(T
′
B)y. Par hypothe`se d’induction sur C, on a le re´sultat.
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– Si A = ∀Y B, alors B se termine par X , et (TA)(x)u1...un →β (TB)(x)u1...un.
Donc, par hypothe`se d’induction sur B, on a le re´sultat. ♠
The´ore`me 3.7 Soient t1, ..., tr des λ-termes. Si l’un des Ai (1 ≤ i ≤ n) se
termine par X, alors la forme normale de (T ′A)δt1...tr contient α.
Preuve : On a A = ∀X0(A1 → ∀X1(A2 → ... → ∀Xn−1(An → ∀XnY )...)),
avec Y une variable. Trois cas a` examiner :
– Ai = X , et on a donc le re´sultat, d’apre`s le lemme 3.5.
– Ai = Ci → Di, et donc Di se termine par X . Par conse´quent :
(T ′A)δ →β λy1...λyn(δ)(TA1)y1...(TAi−1)yi−1(TCi→Di)yi...(TAn)yn →β
λy1...λyn(δ)(TA1)y1...(TAi−1)yi−1λz(TDi)(yi)(T
′
Ci
)z...(TAn)yn.
Or d’apre`s le lemme 3.6, la forme normale de (TDi)(yi)(T
′
Ci
)z contient α qui
n’est pas un argument de yi, donc la forme normale de (T
′
A)δt1...tr contient α.
– Ai = ∀ZBi, et donc Bi se termine par X . On a (T ′A)δ →β
λy1...λyn(δ)(TA1)y1...(TBi)yi...(TAn)yn. D’ou`, d’apre`s l’hypothe`se d’induction,
la forme normale de (T ′A)δt1...tr contient α. ♠
De´finition : On de´finit le syste`me FF comme e´tant le syste`me F ou` on rem-
place la re`gle (∀e) par la re`gle :
(∀e)F
Γ ⊢FF t : ∀XA
Γ ⊢FF t : A[G/X ]
ou` A = ∀X0(A1 → ∀X1(A2 → ... → ∀Xn−1(An → ∀XnY )...)), avec Y = X
ou l’un des Ai se termine par X .
Alors on a le re´sultat suivant :
The´ore`me 3.8 E est un type sortie dans le syste`me FF ssi E est un type
entre´e.
4 Ope´rateurs de mise en me´moire
De´finition : Soient D un type, et T un λ-terme clos. On dit que T est un
ope´rateur de mise en me´moire (en abre´ge´ o.m.m.) pour D ssi pour tout
λ-terme t tel que ⊢F t : D, il existe deux λ-termes τ , τ
′, avec τ ≃β τ
′ et
⊢F τ ′ : D, tel que pour tout λ-terme θt ≃β t, il existe une substitution σ, telle
que (T )θtf ≻f (f)σ(τ) ou` f est une nouvelle variable.
De´finition : Soit ⊥ une constante de type particulie`re. Pour toute formule
A de F , on note par ¬A la formule A →⊥, et par A∗ la formule obtenue en
remplac¸ant chaque formule atomique R de A par ¬R (A∗ est dite la traduction
de Go¨del de A).
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On a le re´sultat suivant (voir [8]) :
The´ore`me 4.1 Soit D un type ∀+ tel que ⊥ ne figure pas dans D. Si ⊢F T :
D∗ → ¬¬D, alors T est un o.m.m. pour D.
Dans la preuve de ce the´ore`me, on utilise deux proprie´te´s essentielles qui sont
valables pour les types de donne´es syntaxiques: l’une vient du fait que D est
un type entre´e et l’autre est le the´ore`me 2.1.1 pour les types sorties. D’ou` le
re´sultat suivant :
The´ore`me 4.2 Soit D un type de donne´es syntaxique tel que ⊥ ne figure pas
dans D. Si ⊢F T : D∗ → ¬¬D, alors T est un o.m.m. pour D.
D’autre part on remarque que dans la preuve du the´ore`me 4.2, on utilise le type
D qui est a` gauche de l’implication (dans l’e´nonce´) comme type entre´e et le type
a` droite comme type sortie. D’ou` la de´finition et le re´sultat suivants :
De´finition : On dit qu’un λ-terme clos T est un o.m.m. pour le couple de
types (E,S) ssi pour tout λ-terme t ve´rifiant ⊢F t : E, il existe deux λ-termes
τ , τ ′, avec τ ≃β τ ′ et ⊢F τ ′ : S, tel que pour tout λ-terme θt ≃β t, il existe une
substitution σ, telle que (T )θtf ≻f (f)σ(τ) ou` f est une nouvelle variable.
The´ore`me 4.3 Soit E un type entre´e et S un type sortie, tel que ⊥ ne figure
pas dans S. Si ⊢F T : E∗ → ¬¬S, alors T est un o.m.m. pour (E,S).
Remarque : La condition S sortie est ne´cessaire pour avoir le the´ore`me 4.3.
En effet, si S n’est pas sortie, alors il existe un λ-terme normal t contenant
x tel que x : O ⊢F t : S. D’ou` x : E∗ ⊢F t : S, car O 6∈ Fv(S), et donc
x : E∗ ⊢F λy(y)t : ¬¬S. Ce qui fait que ⊢F T = λxλy(y)t : E
∗ → ¬¬S.
D’autre part T n’est pas un o.m.m. pour (E,S), car (T )τf ≻f (f)t[τ/x] pour
tout τ ≃β t et t[τ/x] contient la variable x.
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