D-MetaCost：An Efficient Multi-class Cost-sensitive Algorithm by 邓少军
  
学校编码：10384                              分类号      密级 
学号：23020141153145                                     UDC 
 
 
 
 
 
 
 
 
硕  士  学  位  论  文 
 
  
D-MetaCost：一种高效多分类代价敏感算法 
D-MetaCost：An Efficient Multi-class Cost-sensitive 
Algorithm 
 
邓少军 
 
指导教师姓名：冯少荣 副教授 
专 业 名 称 ：计算机科学与技术 
论文提交日期：2017 年    月 
论文答辩时间：2017 年    月 
学位授予日期：2017 年    月 
 
 
答辩委员会主席： 
评    阅    人： 
2017年  月
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
  
 
厦门大学学位论文原创性声明 
 
本人呈交的学位论文是本人在导师指导下,独立完成的研究成果。
本人在论文写作中参考其他个人或集体已经发表的研究成果，均在文
中以适当方式明确标明，并符合法律规范和《厦门大学研究生学术活
动规范（试行）》。 
另外，该学位论文为（                            ）课题（组）
的研究成果，获得（               ）课题（组）经费或实验室的
资助，在（               ）实验室完成。（请在以上括号内填写课
题或课题组负责人或实验室名称，未有此项声明内容的，可以不作特
别声明。） 
 
声明人（签名）： 
                                           年   月   日
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
  
厦门大学学位论文著作权使用声明 
 
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办法》
等规定保留和使用此学位论文，并向主管部门或其指定机构送交学位
论文（包括纸质版和电子版），允许学位论文进入厦门大学图书馆及
其数据库被查阅、借阅。本人同意厦门大学将学位论文加入全国博士、
硕士学位论文共建单位数据库进行检索，将学位论文的标题和摘要汇
编出版，采用影印、缩印或者其它方式合理复制学位论文。 
本学位论文属于： 
（     ）1.经厦门大学保密委员会审查核定的保密学位论文，
于   年  月  日解密，解密后适用上述授权。 
（     ）2.不保密，适用上述授权。 
（请在以上相应括号内打“√”或填上相应内容。保密学位论文应是
已经厦门大学保密委员会审定过的学位论文，未经厦门大学保密委员
会审定的学位论文均为公开学位论文。此声明栏不填写的，默认为公
开学位论文，均适用上述授权。） 
 
声明人（签名）：             
          年   月 
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
摘要 
I 
 
摘要 
分类问题一直是机器学习和数据挖掘的重要领域，传统的分类算法都旨在提
高分类的准确性，最大限度的减少分类误差，这都是基于所有类的误分类代价相
等。然而，当不同类别之间代价不同时，代价敏感分类就显得非常重要。目前已
有很多代价敏感学习算法，如 C4.5cs 是 C4.5 的改进算法，把一般的分类模型转
换成代价敏感分类模型的元代价处理方法，基于误分类代价对样本初始分布进行
调整从而解决代价敏感分类的集成学习算法，以及基于最小代价的决策分类法。 
MetaCost 算法是非常典型的代价敏感学习算法，它是 Domingos 于 1999 年
介绍的将传统分类算法转换为具有代价敏感性的算法。首先，它通过一个“元学
习”过程，在原始训练集上随机重采样并进行训练学习得到很多成员分类器，计
算出所有实例样本的分类概率；再按照最小代价修改每个实例的类别，获得一个
全新的数据集；然后在新的数据集上学习，得到最终分类模型。但是，如果原始
训练集是不平衡的，随机重采样训练学习得到的分类器分类性能可能就不好；此
外，MetaCost 最终的分类器是单一模型，只考虑了重新标记后的数据集，这样
预测的结果可能并不是最优的。本文考虑到这两个地方，进行了优化改进。 
本文介绍了新的代价敏感分类算法——D-MetaCost，它对 MetaCost 的不足
之处进行了优化。在 MetaCost 算法训练集多次采样阶段，为了较好处理不平衡
数据集的问题，可以采用基于训练集划分的方法进行重采样，如此得到的训练子
集就是均衡的。具体操作如下：首先将多数类样本划分为几个子集，然后，将每
一个子集与稀有类进行组合，构成不同的训练子集，这样训练得到的基分类器更
有代表性。对于最终模型，可以运用集成学习原理，将多个分类器组合得到，这
样可以明显增强最终分类效果。具体操作如下：计算各成员分类模型的正确率，
将正确率很高的几个成员分类模型与新生成的分类模型进行组合，获得最终的分
类模型。这样对于得到的最终模型，它在预测结果的正确性和代价层面会有很大
提升。并且本文从理论和实验两个角度进行了论证，通过进行大量实验比对，得
出在 1000 次试验中，D-MetaCost 在绝大多情况下，都能比 MetaCost 和 AdaBoost
产生更好的分类正确率和代价，预测性能明显得到增强。 
关键词：代价敏感；重采样；集成学习；D-MetaCost 
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Abstract 
Classification problem has always been an important field of machine learning 
and data mining. Traditional classification algorithms are designed to improve the 
accuracy of classification, and minimize the classification error, which is based on all 
the classes of equal misclassification cost. However, when the misclassification cost is 
not equal, the cost-sensitive classification is very important. There are many 
cost-sensitive learning algorithms, such as C4.5cs, which is based on the C4.5 
algorithm, a method of converting a general classification model into a cost-sensitive 
classification model using a meta-cost approach, an ensemble learning algorithm to 
solve the cost-sensitive classification by adjusting the initial distribution of the 
samples, and the decision classification method based on minimum cost. 
MetaCost learning method is a typical cost-sensitive algorithm. It is a method of 
converting the traditional classification algorithm into the cost-sensitive classification 
algorithm proposed by Domingos in 1999. First, It is based on a "meta learning" 
process, random resampling on the original training set, and trained to learn a lot of 
member classifiers. Calculate the classification probability of all instances. Then 
modify the class label for each training instance according to the minimum 
classification cost, and get a new training set. Then train the new training set to get the 
final cost-sensitive classification model. However, if the original training set is 
unbalanced, the random resampling will get an imbalanced training subset and the 
performance of the classifier may not be good. In addition, the final classifier of 
MetaCost is a single model, which only considered the new training set, so the results 
of classification prediction may not be optimal. In this paper, based on the two 
shortcomings, the algorithm is improved. 
In this paper, a new cost-sensitive classification algorithm, D-MetaCost algorithm, 
is proposed to optimize the MetaCost algorithm. In sampling phase of MetaCost 
algorithm, in order to deal with the problem of imbalanced data sets, we can use the 
method of training set partition to resample. So the training subsets are balanced. 
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Specific operations are as follows: divided the majority class samples into several 
disjoint subsets, then combined each subset with rare samples to constitute different 
training sets. This sampling method made the base classifiers more representative. For 
the final classification model, it can use ensemble learning theory to combine multiple 
classifiers. This can significantly improve the final classification performance. 
Specific operations are as follows: we can calculate the classification accuracy of each 
member classifier, and then integrate the higher accuracy classifiers with the new 
classifier to get the final integrated classification model. Thus, the accuracy and cost 
of classification will be improved obviously for the final classifier. This paper 
discusses the two aspects of theory and experiment. Through a large number of 
experiments, it is concluded that in the 1000 experiment, D-MetaCost can produce 
better classification accuracy and cost than MetaCost and AdaBoost in most cases. 
The prediction performance is obviously improved. 
 
Key Words: Cost-sensitive; Resampling; Ensemble Learning; D-MetaCost 
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第一章 绪论 
1.1 研究背景与意义 
机器学习一个非常重要的任务就是对数据进行分析，伴随着人类技术的发展
和海量数据的产生，机器学习的研究对人类的生活越来越重要。机器学习技术发
展速度非常快，它在算法、理论等科学研究和商业领域都取得了显著成就。目前
已有许多成熟的算法，比如决策树、人工神经网络、逻辑斯蒂回归、支持向量机
等算法[1]。随着机器学习的快速发展，分类技术在文本检测、信息检索、语音识
别、故障检测等很多方面都得到广泛的应用。 
然而，传统的经典算法（比如决策树、支持向量机、贝叶斯网络等）一般追
求分类正确率。这些算法对于以分类准确率为目标的分类问题可以很好的处理，
但是涉及到分类代价因素后，就不再适用。Elkan[2]论述了代价敏感分类的现状，
以前的算法认为错误分类的代价相同，一般分类只考虑准确率因素，使得分类结
果尽量精准，这样就导致分类代价被忽略。例如，商业机构的信用评级系统将顾
客评级为诚信和不诚信两种，对于后者的误判带给公司的经济损失明显要比对前
者误判严重； 在医疗确诊时，把生病的人判定为健康明显比将健康的人判定为
生病，后果严重许多。实际上，不同类别的错分类代价是不一样的，准确率最高
并不意味着模型的分类效果最好。例如，在 1000 个人中，只有 1 个“非典”患
者，一般的分类算法可能判定全部人都是健康的，分类准确率高达 99.9%，但是
这个分类结果是没用的，因为它不能确定“非典”患者。此类问题都不能由以前
分类方法处理，要采用代价敏感方法来处理[3,4]。代价敏感学习即是考虑代价因
子，使得最后分类代价等性能都最好。 
集成学习是一种新的机器学习方法，对于机器学习的研究发展起了很大推动
作用。集成学习组合多个分类模型来分类比单个模型能取得更好的效果和泛化能
力。目前大多数的集成学习算法都是基于这种思想，其中 Boosting 和 Bagging
是最经典的两个集成学习算法，并且针对这两个算法的研究已经研究的非常深入，
各种改进算法和理论都比较成熟了。MetaCost 是另一经典的集成方法，它的主
要思想是多次随机采样并训练获得多个成员分类器，统计各个实例的分类概率和
期望代价，接着以最小代价为指标重新标记数据集实例获得新数据集，最后对新
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得到数据集学习获得最终模型。MetaCost 算法现在也应用很广泛，很多实际问
题都借助于MetaCost算法进行处理，但是MetaCost算法还是有很多不足的地方，
当前使用 MetaCost 进行分类训练子集抽样有时候数据不平衡，得到的模型有一
定的偏差，并且最后生成的模型性能也有待改进。 
1.2 国内外研究现状 
目前，代价敏感学习[2]的研究已经相当深入，按照解决问题方法的不同，对
传统分类算法实现代价敏感性有三种思路。 
第一类是直接训练代价敏感模型。目前对经典算法都找出了相应的方法，得
到了相应的代价敏感模型。比如代价敏感的人工神经网络、决策树和 SVM，以
及 Ada-Cost[1]。 
第二类是利用经典的算法先建立一个模型，然后依据贝叶斯理论对结果进行
适当的调整使预测结果的代价最低，从而满足代价敏感的要求。这是一种比较常
用的分类方法，它可以将任何传统的以最高分类准确率为目标的分类算法转化为
以最少分类代价为目标的分类算法。其中比较典型的就是 Domingos 介绍的
MetaCost 方法，它可以将任何传统的分类算法转化为具有代价敏感性的算法。
MetaCost 基于 bagging 方法，先对原始训练集随机抽样获得的多个子集训练得到
多个子分类模型，然后依据贝叶斯理论对实例进行重新标号，使得训练集中实例
被归到代价最低类别，这样就得到了一个全新的训练集，最后训练学习重标记的
训练集就可以获得最终模型。 
第三类是就是采样法，也是比较通用的方法，它基于传统的分类算法，通过
调整训练样本的分布从而训练获得代价敏感的分类模型。其中它又分为上采样和
下采样，通过增加高代价的样本或者减少低代价的样本，然后在改变的数据上训
练得到一个准确率最高为目标的分类模型，这样得到的模型也是具有代价敏感性
的。上采样增加了更多数据实例，需要更长计算时间；而且当数据集中的噪声较
多时，会导致过拟合。下采样能减小类别的不平衡度，但容易丢掉关键信息。现
在工作者主要专研启发式的重采样，比如 Chawla等人[5]阐述的 SMOTE，就是依
照相应标准对代价较高的实例上采样。 
往往需要处理的数据并不平衡，对于不平衡数据一般的解决办法就是调整训
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