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In this work we consider electromagnetic dynamics in Randall-Sundrum branes. It is derived
a family of four-dimensional spacetimes compatible with Randall-Sundrum brane worlds, focusing
on asymptotic flat backgrounds. Maximal extensions of the solutions are constructed and their
causal structures are discussed. These spacetimes include singular, non-singular and extreme black
holes. Maxwell’s electromagnetic field is introduced and its evolution is studied in an extensive
numerical survey. Electromagnetic quasinormal mode spectra are derived and analyzed with time-
dependent and high-order WKB methods. Our results indicate that the black holes in the brane
are electromagnetically stable.
PACS numbers: 04.50.Gh,04.70.Bw,11.25.Yb
I. INTRODUCTION
Brane world models have gained attention with the
development of string theory. They are meant to be
phenomenological implementations of more fundamental
stringy models. Although extra-dimensional scenarios al-
ready have a long history [1, 2], the more recent brane
perspective of the Universe offers new insights and chal-
lenges.
The main characteristics of string inspired brane
worlds is that standard model fields are confined to a
four-dimensional hypersurface, the brane, while gravity
propagates in a larger spacetime, the bulk [3]. A basic
challenge of any brane world model is to explain why
gravity, in large scales, is approximately described by
standard Newton’s law. One approach is to consider that
the extra dimensions are compactified. This is the start-
ing point of the Arkani-Hamed-Dimopoulos-Dvali (ADD)
models [4]. Nevertheless, brane worlds where the extra
dimension is noncompact, can also be implemented. The
simplest models in this context are the Randall-Sundrum
brane worlds, which describe our Universe as a domain
wall embedded in a five dimensional anti-de Sitter space-
time [5, 6].
Black holes in standard general relativity and in extra-
dimensional scenarios are important sources of gravita-
tional waves, and the recent direct observation of gravi-
tational perturbations [7] opened a new window to test
extra-dimensional models. Also, according to some se-
tups with extra dimensions, it is possible that small black
holes could be produced (and detected) in particles col-
lisions in TeV energy scale [8, 9], implying that quantum
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gravity may show itself already at the current particle
accelerators.
But, while cosmological brane solutions are abundant,
the construction of bulk spacetimes describing compact
objects in a brane is not straightforward. For instance,
the natural generalization of the Schwarzschild metric to
Randall-Sundrummodels corresponds to an infinite black
string extended through the fifth dimension, whose in-
duced metric on the brane is purely Schwarzschild [10].
However, although the curvature scalars are everywhere
finite, the Kretschmann scalar diverges at the AdS hori-
zon at infinity, turning the black string into a physically
unsuitable object. Also, usual p-brane black holes in di-
mensions higher than four are generically unstable due
to the mechanism presented by Gregory and Laflamme
[11].
Given the relative complexity in the derivation of ex-
act bulk solutions modeling compact objects in Randall-
Sundrum scenarios, one practical alternative is to build
four-dimensional geometries in the brane and invoke
Campbell-Magaard theorems [12], which guarantees their
extensions through the bulk (at least locally). This ap-
proach has been used by several authors in the treatment
of compact objects in Randall-Sundrum branes (for ex-
ample in [13–19]) and will be employed in the present
work.
Our description of black holes in a Randall-Sundrum
scenario will be done from the point of view of a brane
observer. Four-dimensional effective gravitational field
equations obtained by Shiromizu, Maeda and Sasaki [20]
are assumed to describe gravity in the brane. Within this
context, we derive new spacetimes deforming the vacuum
solution with the techniques introduced in [17, 21–23]. It
is interesting to mention that the geometries obtained
here could be considered as a subset of the possible so-
lutions that could be algorithmically generated in the
approach suggested in [14] if additional restrictions are
imposed. However, following our approach, we have ob-
2tained completely integrated exact solutions.
Considering the perturbative aspects of the brane
spacetimes, a detailed investigation of scalar and gravita-
tional perturbations in brane world backgrounds was con-
ducted in [24]. In the present work, we extend that pre-
vious investigation considering a more phenomenological
perturbation, Maxwell’s electromagnetic field [25, 26],
evolving in the new brane geometries derived here. In
particular, we focus on the electromagnetic quasinormal
mode spectra since they dominate the decay of the field
for intermediate times and can be considered “footprints”
of specific scenarios. Moreover their measurement could
lead to observable signatures discriminating brane mod-
els [27].
The structure of this paper follows the points discussed
in this introduction. In Sec. II we derive a family of ana-
lytic asymptotically flat solutions in a Randall-Sundrum
brane world. The maximal extensions of the solutions are
constructed and analyzed. The electromagnetic field, to-
gether with the methods used to investigate its evolution,
are introduced in Sec. III. The electromagnetic dynam-
ics is numerically treated and the quasinormal spectra
are obtained and discussed in Sec. IV. Conclusions are
presented in Sec. V, and some convergence issues and
limitations of the numerical algorithms are commented
in the Appendix.
In this work we have used the metric signature
diag(− + ++) and the geometric units G4D = c = 1,
where G4D is the effective four-dimensional gravitational
constant.
II. BRANE WORLD SPACETIMES
A. Spacetime metric
In this section we introduce a family of brane world
spacetimes, deriving four-dimensional metrics that are
compatible with a Randall-Sundrum setup. Following
the approach suggested by Shiromizu, Maeda and Sasaki
[20], the effective four-dimensional gravitational field
equations in a vacuum Randall-Sundrum brane is
Rµν − 1
2
Rgµν = −Eµν . (1)
We have assumed that the effective four-dimensional cos-
mological constant in the brane is null. In brane world
models, Eµν is proportional to the traceless projection on
the brane of the five-dimensional Weyl tensor. Therefore,
the four-dimensional Ricci scalar R vanishes,
R = 0 . (2)
Considering a spherically symmetric and static brane,
the metric has the form given by
ds2 = −A(r)dt2 + dr
2
B(r)
+ r2(dθ2 + sin2 θdφ2) . (3)
In such a case, the vanishing of the Ricci scalar can be
written as a constraint between the functions A and B,
A′′
A
− (A
′)2
2A2
+
A′B′
2AB
+
2
r
[
A′
A
+
B′
B
]
=
2(1−B)
r2B
, (4)
with prime (′) denoting differentiation with respect to r.
The most general solution for the metric which solves
Eq. (4) with the condition A = B is
A0(r) = B0(r) = 1− 2M
r
+
q
r2
. (5)
The metric defined by the functions A = A0 and B = B0
in Eq. (5) has the same form of the Reissner-Nordström
metric. However, in this case q is a “tidal charge” related
to the structure of the brane and not to an electric charge.
In addition, there is no restriction to the sign of q, though
there is an upper limit for q. The constantM is the mass
of the black hole, and since we are interested in solutions
which describe black holes, it is assumed that q < M2.
From now on, this metric will be called our base solution.
We propose to construct solutions “close” to those rep-
resented by the Eq. (5). More precisely, we seek a family
of spacetimes which are one-parameter continuous defor-
mations of the considered base geometry. In addition,
we require that the set of new solutions includes the base
solution. For this aim, we write
A(r) = A0(r) , (6)
B(r) = B0(r) + (C − 1)Blin(r) , (7)
where C is a constant.
The vanishing of the four-dimensional Ricci scalar R
can be interpreted as a linear constraint involving the
components of Eµν so that the solution for the correction
Blin can be obtained with the same techniques presented
in [23]. Up to an arbitrary multiplicative constant, Blin
is given by
Blin(r) = exp
[
−
ˆ
f(r)
A0(r)h(r)
dr
]
, (8)
with the functions f and h given by
f(r) = rA0(r)A
′′
0 (r)−
r [A0(r)]
2
2
+ 2A0(r)A
′
0(r) + 2
A20(r)
r
=
2
r5
[
r4 − 4Mr3 + 3(M2 + q)r2 − 4Mqr + q2] , (9)
and
h(r) =
rA′0(r)
2
+ 2A0(r) = 2− 3M
r
+
q
r2
. (10)
The roots of the function A0 are relevant, being given
by
r+ = M +
√
M2 − q , r− = M −
√
M2 − q . (11)
3Also relevant are the roots of the function h,
r0 =
1
4
[
3M +
√
9M2 − 8q
]
,
r0− =
1
4
[
3M −
√
9M2 − 8q
]
. (12)
With the constants r+, r−, r0 and r0−, the complete
solutions for A and B can be expressed as
A(r) =
(r − r+)(r − r−)
r2
, (13)
B(r) =
(r − r+)(r − r−)
r2
×
[
1 + (C − 1) (r+ − r0)
c0 (r+ − r0−)c0−
(r − r0)c0 (r − r0−)c0−
]
,(14)
where the coefficients c0 and c0− are given by
c0 =
1
2
+
3
2
√
9− 8 q
M2
, c0− =
1
2
− 3
2
√
9− 8 q
M2
. (15)
The geometries defined by Eqs. (13) and (14) include,
as particular cases, some solutions already presented in
the literature. For instance, the CFM metric [13, 14] is
obtained from Eqs. (13) and (14) setting M > 0 and
q = 0. Also, the “zero mass black hole” metric [14] is
recovered with M = 0 and q < 0.
B. Global structure
Once the explicit solution for the metric is obtained,
the next step is to characterize the global properties of
the spacetimes considered. This is done in the present
section.
Considering the limit r → ∞ of the metric functions
A and B in Eqs. (13) and (14), we have
A(r) ∼ B(r) ∼ 1 + o
(
1
r
)
. (16)
Hence, the associated spacetimes are asymptotically flat
for any value of C. In spite of this fact, the causal struc-
ture of the geometry is highly dependent of the this pa-
rameter.
For instance, if C > 1 then A(r) > 0 and B(r) > 0
when r > r+, and the coordinate system (t, r, θ, φ) is valid
in this region. The analytic extension beyond r = r+
can be made, for example, with the ingoing and outgoing
Eddington charts (u, t, θ, φ) and (v, t, θ, φ), where u and v
are the light-cone variables u = t−r⋆ and v = t+r⋆. The
radial variable r⋆ is the so-called “tortoise coordinate”,
defined as
dr⋆(r)
dr
=
1√
A(r) B(r)
. (17)
The surface r = r+ is a Killing horizon and also an
event horizon, and therefore the spacetime constructed
describes a black hole. The surface gravity κ+ associ-
ated with the Killing horizon is given by
κ+ =
√
M2 − q(
M +
√
M2 − q
)2 √C . (18)
An important feature of the brane geometry with
C > 1 comes from the fact that since c0 > 0 the function
B is divergent at r0, and
0 < r0 < r+ , (19)
as it can be directly verified from Eqs. (11) and (12). In
the maximal extension, the metric is well defined in the
region r0 < r < r+, but the curvature invariants are not
bounded, as seen by the behavior of the Kretschmann
scalar near r0:
lim
r→r0
∣∣RαβγδRαβγδ∣∣→∞ . (20)
Therefore, for this case the curvature singularity is lo-
cated at r → r0. Due to the inequality in Eq. (19), the
interior region of the black hole is singular, but the sin-
gularity is always hidden by the event horizon.
Using standard techniques (see, for example, [28]),
Penrose diagrams can be constructed. For brane world
spacetimes with C > 1, describing singular black holes,
the associated Penrose diagrams have the form presented
in Fig. 1.
If C = 1 we recover the base solution. The causal
structure of this spacetime is well known (see for example
[29]), being similar to the case previously discussed, with
C > 1.
If 0 < C < 1, we still have a black hole surrounded by
an event horizon, with an associated surface gravity κ+
given in Eq. (18). But the black hole interior has a more
complex structure, when compared to the regime where
C ≥ 1. The function B is not positive-definite between
r0 and r+, having a simple zero at r = rmin, with
0 < r0 < rmin < r+ . (21)
r+r+
r+ r+
r ∞r ∞
r ∞
r ∞
r ∞
r ∞
r0
r0
Figure 1. Penrose diagram for the brane world spacetimes
describing singular black holes.
4rmin
rmin
r+r+
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r+r+
r+ r+
r ∞
r ∞r ∞
r ∞
r ∞
r ∞
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r ∞r ∞
r ∞
rmin
Figure 2. Penrose diagram for the brane world spacetimes
describing regular black holes.
The analytic extension beyond r = rmin is suggested with
the use of the proper length L as radial function, where
dL(r)
dr
=
1√
B(r)
. (22)
Choosing an appropriate integration constant in Eq. (22),
the region rmin < r < r+ is mapped into 0 < L < Lmax,
with a finite Lmax. An analytic extension is defined con-
tinuing the metric with −Lmax < L < Lmax. Since B
is bounded in rmin < r < r+, the spacetime is regular
everywhere. We have a black hole with a regular interior,
with no singularity present. The Penrose diagram for the
regular black hole spacetime (0 < C < 1) is presented in
Fig. 2.
If C = 0, the Killing horizon r = r+ becomes ex-
treme. The derived solution models a black hole with a
null surface gravity. This is possible even with q < M2
(the usual non-extreme condition for the base solution).
The extension beyond r = r+ in this case can be made,
for example, using the “quasi-global” radial coordinate w
[14, 30], defined as
dw(r)
dr
=
√
A(r)
B(r)
. (23)
The Penrose diagram for the extreme black hole space-
time (C = 0), is presented in Fig. 3.
If C < 0, the function B has two simple positive zeros,
r+ and rthr, where
0 < r+ < rthr , (24)
and A(rthr) 6= 0. A possible choice of radial coordi-
nate to perform the extension beyond r = rthr is the
r+
r+
r+
r+
r+
r ∞
r ∞
r ∞
r ∞
r ∞
r ∞
r ∞
r ∞
r ∞
r ∞
r ∞
r ∞
Figure 3. Penrose diagram for the brane world spacetimes
describing extreme black holes.
proper length L, in a similar way to what was done when
0 < C < 1. The zero r+ of the functions A and B does
not play any role in the interior causal structure since
r+ < rthr. No event horizon is present and the curvature
invariants are finite in everywhere in the spacetime. In
the maximal extension, the surface r = rthr is a time-like
outer trapping horizon, so we can conclude that the ge-
ometry has a wormhole structure. The wormhole throat
r = rthr connects to asymptotically flat regions and its
associated Penrose diagram is presented in Fig. 4.
Considering the Penrose diagrams shown in Figs. 1-4,
we see that the general behaviour of the causal struc-
tures described in this work were already anticipated in
[14], although in that analysis the authors did not con-
sider specifically the case A = A0 in Eq. (5). This is no
surprise, since the new spacetimes presented here are a
r ∞r ∞
r ∞
r ∞ r ∞
r ∞
r thr
Figure 4. Penrose diagram for the brane world spacetimes
describing wormholes.
5subset of the possible solutions that could be generated
with the algorithms developed in [14].
III. ELECTROMAGNETIC PERTURBATIONS
A. Axial and polar components of the
electromagnetic field
With the spacetime determined, the next step is to
investigate its response to small perturbations. In low-
est order, background backreaction can be disregarded,
and dynamics is restricted to the matter perturbations
in a fixed geometry. In the present work we will con-
sider a perturbation with direct phenomenological inter-
est, namely, Maxwell’s electromagnetic field.
The temporal evolution of a sourceless electromagnetic
field in a curved spacetime, minimally coupled to the
geometry, is driven by Maxwell’s equations,
∇νF νµ = 0 . (25)
From the classical electromagnetic tensor Fµν , the poten-
tial Aµ is defined as
Fµν = ∂µAν − ∂νAµ . (26)
We follow the approach used in [31], but it is impor-
tant to stress that some of our expressions will not co-
incide with the ones presented in that reference. On the
other hand, our results are consistent with [32, 33], where
the issue was treated from a different perspective aiming
quantum field theory applications. In order to make the
discrepancies clear, and also to fix notation, we will re-
view the approach in [31] and present our development
in some detail.
In spherically symmetric spacetimes, the electromag-
netic potential Aµ can be expanded in vector spherical
harmonics as
Aµ(t, r, θ, φ) =
∑
ℓ,m


0
0
a(r,t)
sin θ
∂Y ℓm
∂φ
−a(r, t) sin θ ∂Y ℓm
∂θ

+

f(r, t)Y ℓm
h(r, t)Y ℓm
k(r, t) ∂Y
ℓm
∂θ
k(r, t) ∂Y
ℓm
∂φ

 , (27)
where Y ℓm are the scalar spherical harmonics. The first
and second columns in Eq. (27) are the axial and polar
components of the proposed expansion [31], with parities
(−1)ℓ+1 and (−1)ℓ, respectively.
Rewriting Maxwell’s equations (25), using the metric
functions A and B defined in Eq. (3), we obtain
∂tF
µt +
√
B(r)
A(r)
1
r2
∂r
(
r2
√
A(r)
B(r)
Fµr
)
+
1
sin θ
∂θ(sin θF
µθ) + ∂φF
µφ = 0 . (28)
Combining Eqs. (26)-(28), two different sets of equations
will be obtained for the electromagnetic field. These two
groups describe the axial and polar modes, which will be
treated separately in the following.
1. Axial electromagnetic modes
The non-zero axial mode components of the electro-
magnetic tensor Fµν are1
F tθ =
−1
A(r)r2 sin θ
∂ta
ℓm∂φY
ℓm , (29)
F tφ =
1
A(r)r2 sin θ
∂ta
ℓm∂θY
ℓm , (30)
F rθ =
B(r)
r2 sin θ
∂ra
ℓm∂φY
ℓm , (31)
F rφ = − B(r)
r2 sin θ
∂ra
ℓm∂θY
ℓm , (32)
F θφ =
ℓ(ℓ+ 1)
r4 sin θ
aℓmY ℓm . (33)
Combining results (29)-(33) with Eq. (28), we obtain a
single relation,
− ∂
2aℓm
∂t2
+
√
A(r)B(r)
∂
∂r
[√
A(r)B(r)
∂
∂r
aℓm
]
=
ℓ(ℓ+ 1)
r2
aℓmA(r) . (34)
The partial differential equation (34) determines the evo-
lution of the axial electromagnetic perturbation. The
master variable in this case is aℓm, and this relation
agrees with one presented in [31].
Axial equation of motion (34) can be written in a sim-
pler form if the tortoise radial coordinate, introduced in
Eq. (17), is used. Redefining the master variable as
Ψaxial(t, r⋆) = a
ℓm(t, r(r⋆)) , (35)
Eq. (34) takes the form
−∂
2Ψaxial
∂t2
+
∂2Ψaxial
∂r2⋆
= VaxialΨaxial , (36)
where the axial effective potential Vaxial is given by
Vaxial(r⋆) = A(r(r⋆))
ℓ(ℓ + 1)
[r(r⋆)]
2 . (37)
1 The component F θφ presented in [31] has a misprint that was
corrected here.
62. Polar electromagnetic modes
The nonzero components of Fµν for the polar electro-
magnetic perturbations are2
F tr =
B(r)
A(r)
(∂rf
ℓm − ∂thℓm)Y ℓm , (38)
F tθ = − 1
A(r)r2
(∂tk
ℓm − f ℓm)∂θY ℓm , (39)
F tφ = − 1
A(r)r2 sin2 θ
(∂tk
ℓm − f ℓm)∂φY ℓm , (40)
F rθ =
B(r)
r2
(∂rk
ℓm − hℓm)∂θY ℓm , (41)
F rφ =
B(r)
r2 sin2 θ
(∂rk
ℓm − hℓm)∂φY ℓm . (42)
Substituting Eqs. (38)-(42) into Eq. (28), three indepen-
dent coupled equations are derived,
√
A(r)B(r)∂r
[
r2
√
B(r)
A(r)
(∂rf
ℓm − ∂thℓm)
]
−ℓ(ℓ+ 1)(∂tkℓm − hlm) = 0 , (43)
1
A(r)
∂t(∂th
ℓm − ∂rf ℓm)− ℓ(ℓ+ 1)
r2
(∂rk
ℓm − hℓm) = 0 ,
(44)√
B(r)
A(r)
∂r
[√
A(r)B(r)(hℓm − ∂rkℓm)
]
− 1
A(r)
∂t(f
ℓm − ∂tklm) = 0 . (45)
The next step is to decouple Eqs. (43)-(45), producing
one single master equation for the polar perturbation.
For this purpose, a master variable bℓm (proposed in [31])
is defined as
∂th
ℓm − ∂rf ℓm = ℓ(ℓ+ 1)
r2
bℓm . (46)
Substituting Eq. (46) into Eq. (43) we obtain
√
A(r)B(r)∂r
(√
B(r)
A(r)
bℓm
)
−(∂tkℓm−f ℓm) = 0 . (47)
Also, combining Eq. (46) and Eq. (44),
− 1
A(r)
∂tb
ℓm − (hℓm − ∂rkℓm) = 0 . (48)
2 We found that the components F tφ and F rφ presented in [31]
have misprints in their denominators that were corrected here.
Finally, differentiating Eq. (47) with respect to r, dif-
ferentiating Eq. (48) with respect to t, summing up the
results and using Eq. (46), we get
A(r)∂r
[√
A(r)B(r)∂r
(√
B(r)
A(r)
bℓm
)]
− ∂2t bℓm
= A(r)
ℓ(ℓ + 1)
r2
bℓm . (49)
This is our differential equation for the evolution of the
polar perturbation, in terms of the master variable bℓm.
This result does not agree with the one found in [31] when
gtt 6= g−1rr , that is, when A 6= B. But, as we will see, the
result presented here agrees with the development found
in [32].
We now write the polar equation of motion in terms of
the tortoise coordinate. Using Eq. (17) we have
1√
A(r)B(r)
∂2
∂r2⋆
(√
B(r)
A(r)
b˜ℓm
)
− 1
A(r)
∂2b˜ℓm
∂t2
=
ℓ(ℓ+ 1)
r2
b˜ℓm , (50)
where b˜ℓm(t, r⋆) = b
ℓm(t, r(r⋆)). We define a new master
variable Ψpolar as
Ψpolar(t, r⋆) =
√
B(r)
A(r)
b˜ℓm(t, r(r⋆)) . (51)
Eq. (50) is then written as
−∂
2Ψpolar
∂t2
+
∂2Ψpolar
∂r2⋆
= VpolarΨpolar , (52)
with the polar effective potential Vpolar given by
Vpolar(r⋆) = A(r(r⋆))
ℓ(ℓ + 1)
[r(r⋆)]
2 . (53)
In summary, employing the approach introduced in
[31], we have demonstrated that both axial and polar
modes of the electromagnetic perturbation can be de-
scribed by the same effective potential, as indicated in
Eqs. (37) and (53). Moreover, the function B does not
explicitly appear in the expression for the effective po-
tentials, even when A 6= B (gtt 6= g−1rr ). Because of this
property, one could think that the bulk effects on the
brane do not affect the electromagnetic field dynamics
because both effective potentials (axial and polar) ap-
parently do not depend of the function B. This is not
true since both metric functions A and B are used in the
definition of r⋆ and therefore influence the characteristics
of Vaxial(r⋆) and Vpolar(r⋆).
7B. Numerical methods
1. Direct integration of the Cauchy problem
The fact that the equations of motion for the axial and
polar perturbations can be written in the same form, with
the same effective potential, greatly simplifies the treat-
ment of the electromagnetic perturbation. It follows that
the analysis is the same for axial and polar components
of the field. In order to simplify notation, we denote
by Ψ and V both the axial and polar master variables
(Ψaxial, Ψpolar) and effective potentials (Vaxial, Vpolar).
In fact, we effectively have only one equation of motion
to consider:
−∂
2Ψ
∂t2
+
∂2Ψ
∂r2⋆
= V (r⋆)Ψ . (54)
The hyperbolic equation (54) can be treated as a
Cauchy problem. In this formulation, initial data are
given by two functions F and G, where
Ψ(0, r⋆) = F (r⋆) , (55)
∂Ψ
∂t
(0, r⋆) = G (r⋆) . (56)
Since we are interested in the black hole response to lo-
calized perturbations, we will consider initial conditions
with a sharp peak and fast decay. For the most of nu-
merical evaluations presented here, the initial data have
the form
F (r⋆) = A1 e
−σ1r
2
⋆ , G (r⋆) = A2 e
−σ2r
2
⋆ . (57)
From results on black hole oscillations in general rela-
tivity and some of its extensions [16, 24, 26, 34–36], we
expect that the main characteristics of the time-evolution
profiles, after a transient initial regime, are insensitive to
the choice of the initial data, provided that the initial
conditions are localized. In order to check if this actu-
ally occurs in the present case, and rule out any eventual
influence of initial data on late time results, we have con-
sidered different choices for the initial data.
We employ an explicit finite difference scheme to nu-
merically integrate the field equation (54). A discretized
version of Eq. (54) is obtained with
t→ ti = t0 + i∆t , i = 0, 1, 2, . . . , (58)
r⋆ → xj = x0 + j∆x , j = 0, 1, 2, . . . . (59)
With this discretization, the differential equation is ap-
proximated by
ψN =
(
2−∆t2 VC
)
ψC −ψS + ∆t
2
∆x2
(ψE − 2ψC + ψW ) ,
(60)
where
ΨN = Ψ(ti+1, xj) , ΨE = Ψ(ti, xj+1) ,
ΨC = Ψ(ti, xj) , ΨW = Ψ(ti, xj−1) ,
ΨS = Ψ(ti−1, xj) , VC = Vℓ (ti, xj) . (61)
In the integration method employed, a given section of
the plane t− r⋆ is replaced by a discretized version. This
integration grid is illustrated in Fig. 10. Using the initial
conditions (functions F and G), the first two lines of the
grid are determined. Then, with the discrete wave equa-
tion (60), the electromagnetic perturbation is integrated.
Additional comments about the numerical integration are
presented in the Appendix.
2. Quasinormal frequencies and WKB approach
Of particular interest in the perturbative dynamics are
the quasinormal spectra. Let us consider a wave function
Ψ(t, r⋆), in the present case the axial or polar electromag-
netic perturbation. The frequency domain wave function
ψ(r⋆) is obtained by a Laplace transform of the function
Ψ as
ψ(r⋆) =
ˆ ∞
0
Ψ(t, r⋆) e
iωt dt , (62)
with ω extended to the complex plane. The time-
independent version of Eq. (54) is given by
∂2ψ
∂r2⋆
+
(
ω2 − V )ψ = 0 . (63)
Quasinormal modes are solutions of Eq. (63) satisfying
both ingoing and outgoing boundary conditions:
lim
r⋆→∓∞
ψ e±iωr⋆ = 1 . (64)
In the present work, we calculate the quasinormal fre-
quencies directly from the numerical integration of the
field equations. Also, we use a high-order WKB approach
[37–39] to compute the frequencies, which have been ap-
plied in a variety of situations. This time-independent
algorithm is very efficient when the effective potential
has the form of a potential barrier with a single max-
imum, which asymptotically decays to zero. These are
the main characteristics of the electromagnetic potential
defined in Eqs. (37) and (53), as illustrated in Fig. 5.
The WKB high-order formula for the frequencies ω is
given by
i
ω2 − V0√
−2V ′′0
− L2 − L3 − L4 − L5 − L6 = n+ 1
2
, (65)
where V0 is the maximum value of the potential and V
′′
0
is the second derivative of the potential with respect to
the tortoise coordinate r⋆, calculated at the maximum
of V . Constants L2, L3 L4, L5 and L6 are presented in
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Figure 5. Typical profiles for the electromagnetic effective
potential. The parameters used were M = 1, q = 0.5, C =
1.5, and ℓ = 1, 2, 3.
[37–39]. The overtone number is indicated by n, with
fundamental quasinormal frequencies labeled by n = 0.
A note of caution should be added when using this
high-order WKB approach. It is, a priori, difficult to
guarantee the convergence of the method. Here we cir-
cumvent this difficulty validating the WKB results with
those that were extracted in the direct integration evalu-
ations. As seen in the following section, the WKB formu-
las converge up to a certain limit value of C, for a fixed
ℓ. In this case, the concordance of the direct integration
and WKB results is very good. But for high enough C,
the WKB approach does not appear to converge. More
on this issue is discussed in the Appendix.
IV. PERTURBATIVE DYNAMICS AND
STABILITY ANALYSIS
A. Overview of the results
The analytic and numerical results presented in Sec. III
were used in an extensive investigation of the general
characteristics of the perturbative electromagnetic dy-
namics around the spacetimes derived in Sec. II.
The main point observed is the fact the perturbations
are stable. That is, considering localized initial condi-
tions, the function Ψ(t, r⋆) is always bounded. In par-
ticular, for the quasinormal frequencies, we have always
that Im(ω) < 0. Stability follows from the fact that the
electromagnetic effective potentials in Eqs. (37) and (53)
are positive-definite. This result is corroborated by our
numerical investigation.
The qualitative picture observed for the perturbative
dynamics is consistent with the one presented in [24] for
scalar and gravitational perturbations. Considering the
wave function as seen by an static observer located a
fixed value of its radial coordinate (r⋆ = r
fixed
⋆ ), the
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Figure 6. Main features of the electromagnetic dynamics.
Transient, quasinormal mode and tail phases are pointed out.
The parameters used in this particular plot were ℓ = 1, C =
1.5, M = 1, and q = 0.5, but the qualitative aspects presented
here are generic.
first phase is transient, depending on the details of the
initial conditions. The transient regime is followed by
a quasinormal mode dominant phase. Finally, for late
times, the decay is dominated by a power law tail. These
considerations are illustrated in Fig. 6.
B. Dependence of the quasinormal frequencies
with C
Scanning the parameter space of the model, we an-
alyzed the dependence of the fundamental quasinormal
frequency with the parameter C. Specific frequencies for
several values of C and ℓ are displayed in Table I, us-
ing both the direct integration and 6th-order WKB ap-
proaches. The concordance of the methods is very good
when the WKB converge.
It should be mentioned that the values presented were
obtained with a careful convergence analysis. Details on
convergence issues for the methods employed are pre-
sented in the Appendix.
In our numerical results, we observed that for a fixed
value of ℓ the dependence of the fundamental frequency
real part is mild in the considered range of C. Typically
the magnitude of Re(ω0) decays as C increases, that is,
the period of oscillation increases with the parameter C.
On the other hand, the variation of the imaginary part
of fundamental frequency is more robust, with the mag-
nitude of Im(ω0) increasing with C. Therefore, typically
electromagnetic perturbations decay faster in spacetimes
with higher C. This fact could make the detection of
quasinormal modes associated to deformed solutions with
C > 1 harder, when compared to the usual general rela-
tivity vacuum solution. But geometries with 0 ≤ C < 1
should be more accessible. In Fig. 7 we illustrate the
points presently considered.
C. Dependence of the quasinormal frequencies
with q
Continuing our analysis of the electromagnetic pertur-
bative dynamics, we analyze the dependence of the fun-
9Table I. Fundamental quasinormal frequencies for the electro-
magnetic perturbation with several values of C and ℓ, calcu-
lated with both the direct integration approach and WKB for-
mulas. For the considered spacetimes, M = 1.0 and q = 0.5.
Direct Integration WKB-6th order
ℓ C Re (ω0) Im (ω0) Re (ω0) Im (ω0)
1 0.05 0.2809 -0.08107 0.2813 -0.07941
1 0.1 0.2804 -0.08092 0.2813 -0.08022
1 0.5 0.2803 -0.08718 0.2803 -0.08677
1 1.0 0.2784 -0.09484 0.2780 -0.09513
1 1.5 0.2744 -0.1019 0.2748 -0.1036
1 5.0 0.2411 -0.1302 0.2353 -0.1761
2 0.05 0.5092 -0.08341 0.5085 -0.08303
2 0.1 0.5079 -0.08398 0.5084 -0.08320
2 0.5 0.5078 -0.08981 0.5081 -0.08985
2 1.0 0.5073 -0.09671 0.5072 -0.09704
2 1.5 0.5061 -0.1038 0.5060 -0.1038
2 5.0 0.4912 -0.1411 0.4927 -0.1449
2 10.0 0.4672 -0.1750 0.4651 -0.1982
damental quasinormal frequencies with the parameter q.
Specific values of the fundamental quasinormal fre-
quency ωo for several values of q and ℓ are presented
in Table II, obtained with the direct integration and 6th-
order WKB methods. These values were obtained follow-
ing the convergence analysis presented in the Appendix.
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Figure 7. Real and imaginary components of the fundamen-
tal quasinormal frequencies for several values of C. For the
considered spacetimes, ℓ = 1, 2, 3, M = 1.0, and q = 0.5.
We have scanned the whole range of q/M2, 0 <
q/M2 < 1 for fixed values of ℓ and C. The qualita-
tive aspect of the dependence of the fundamental fre-
quency is well illustrated in Fig. 8. We observe that,
while Re(ωo) monotonically grows with q/M
2, the de-
pendence of Im(ωo) is more complex, typically with a
local extremum for some value of q/M2.
Table II. Fundamental quasinormal frequencies for the elec-
tromagnetic perturbation with several values of q and ℓ, calcu-
lated with both the direct integration approach and WKB for-
mulas. For the considered spacetimes, M = 1.0 and C = 1.5.
Direct Integration WKB-6th order
ℓ q Re (ω0) Im (ω0) Re (ω0) Im (ω0)
1 -10.0 0.1216 -0.06412 0.1164 -0.06711
1 -5.0 0.1501 -0.07720 0.1452 -0.07925
1 -1.0 0.2068 -0.09337 0.2045 -0.09718
1 -0.5 0.2217 -0.09762 0.2204 -0.1002
1 0.5 0.2744 -0.1019 0.2748 -0.1036
1 0.9 0.3195 -0.09415 0.3198 -0.09421
1 0.95 0.3275 -0.09025 0.3274 -0.09033
2 -10.0 0.2402 -0.06983 0.2399 -0.07004
2 -5.0 0.2934 -0.08128 0.2931 -0.08153
2 -1.0 0.3954 -0.09781 0.3953 -0.09798
2 -0.5 0.4213 -0.1005 0.4212 -0.1007
2 0.5 0.5061 -0.1038 0.5060 -0.1038
2 0.9 0.5748 -0.09579 0.5749 -0.09582
2 0.95 0.5875 -0.09248 0.5875 -0.09237
D. Beyond the fundamental mode
We also consider the dependence of the quasinormal
frequencies with the overtone number n. For n > 0, the
direct integration usually is not practical. In this case, we
rely only on the WKB method. Some care must be taken
to ensure that the WKB formulas converge, as discussed
the Appendix. As expected, we see that convergence
improves as larger values of ℓ are considered.
A general feature of the results obtained is that Re(ωn)
decreases as n increases. That is, the period of oscillation
is a monotonically crescent function of n, as far as it can
be determined with the WKB approach. Also, the modes
are labeled so that the absolute value of Im(ωn) increases
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Figure 8. Real and imaginary components of the fundamen-
tal quasinormal frequencies for several values of q. For the
considered spacetimes, ℓ = 1, M = 1.0, and C = 1.5.
10
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Re ( ω0 )
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
Im
 ( ω
0 
)
l = 1
l = 2
l = 3
l = 4
Figure 9. Fundamental quasinormal frequencies and over-
tones for several values of ℓ and M = 1.0, C = 1.5, and
q = 0.5. For each value of ℓ, the overtone number increases
from top to bottom.
with n. These general features are illustrated in Fig. 9.
V. FINAL COMMENTS
We consider four-dimensional spacetimes compatible
with Randall-Sundrum brane world models. The ap-
proach used here to find new black hole solutions was
formalized in [17, 21–23], and it can be seen as comple-
mentary to the black hole construction algorithms pre-
sented in [13, 14]. However, in the present development,
the problem is treated from a different perspective when
compared with the previously cited works. We are inter-
ested in spacetimes that can be close to the usual vacuum
geometries. Hence, they should be continuous deforma-
tions of the vacuum solution. This condition is directly
employed, allowing exact and completely integrated solu-
tions to be obtained. The generated spacetimes describe
wormholes and singular, regular and extreme black holes.
Considering the response of the background to per-
turbations, the present work continues the development
of [24], where scalar and gravitational disturbances were
addressed. Presently, we treat a perturbation with di-
rect phenomenological interest, namely, Maxwell’s elec-
tromagnetic field. In our approach to the description
of the electromagnetic field, we employ a strategy pre-
viously used by the authors of [31] and developed by
many others in spherically symmetric geometries where
gtt = g
−1
rr . We remark that some of our results do not co-
incide with [31] when gtt 6= g−1rr (in our notation, A 6= B).
On the other hand, after an appropriate change in the
perturbative master variable, our final expressions are
compatible with the ones presented in [32].
An important result here is that the spacetimes con-
sidered are stable considering this perturbation. In fact,
the qualitative description presented in this work is con-
sistent with the overall picture discussed by the authors
in [24].
After an extensive numerical analysis using a finite dif-
ference scheme for the direct integration of the field equa-
tion, complemented by a semianalytic high-order WKB
method, a general description of some main aspects of
the electromagnetic dynamics is presented. Quasinormal
spectra are calculated and discussed in detail. The nu-
meric and semianalytic approaches are complementary,
having distinct conditions of applicability. In a wide re-
gion of the parameter space (taking the constant C up
to a limiting value) we observed a good concordance be-
tween both approaches. We consider this result a strong
argument for the validation of both methods.
However, for very large values ofC, the WKB approach
does not appear to converge, as the order of the method is
increased. This is an interesting point, since the method
is widely used in the pertinent literature. A conclusion
that can be taken is that although the WKB method is
simple and usually reliable, its use without a complemen-
tary independent method can be risky. We stress that a
conservative view was adopted in the numerical develop-
ment in this work and are presented only results where
both the direct integration and WKB methods clearly
converge and show good agreement.
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APPENDIX: CONSIDERATIONS ON THE
CONVERGENCE OF THE METHODS
An important element for the validation of a numerical
procedure is a convergence analysis. In this appendix
we discuss some convergence issues associated to both
the direct integration routine and the high-order WKB
method used.
The integration algorithm was performed with an ex-
plicit, finite-difference method, using a discretized ver-
sion of the t−r⋆ plane. The integration grid, determined
by Eqs. (58) and (59), is illustrated in Fig. 10.
The main parameters describing the integration grid
are Nx (number of points in the grid base), r
max
⋆ (the
interval for the variable r⋆ in the grid base assumes val-
ues in the interval [−rmax⋆ ,+rmax⋆ ]), and ∆t and ∆r⋆ in
Eqs. (58) and (59). Typical values used were:
Nx= from 10000 to 20000
rmax⋆ = 2000
∆t/∆r⋆= 0.4 (66)
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Figure 10. Integration grid for the t − r⋆ plane. In this di-
agram, Nx = 5.The non-numbered circles indicate the grid
points with the initial conditions. The numbers indicate a
possible order in which the integration is performed on the
grid.
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Figure 11. (Top) Convergence of the real component of the
fundamental quasinormal frequency ω0 with the increase of
Nx. (Bottom) Convergence of the imaginary component of
the fundamental quasinormal frequency ω0 with the increase
of Nx. In both graphs, dots represent the integration data and
continuous lines represent a fit in the form a + b (Nx)
c. The
parameters for the graphs were M = 1.0, q = 0.5, C = 1.5,
and ℓ = 2.
In the present work, we use as grid size parameter the
number of points in the grid base, Nx. The total points
in the grid is approximately (Nx)
2
/2. Inspecting the re-
sults, we have observed that the fundamental frequencies
converge with the increase of Nx as
ω = a+ b (Nx)
c
, (67)
with c < 0, for large enough Nx.
The determination of the constants a, b and c gives us
a method improve truncation error limitations, extrapo-
lating (to a certain extent) the finite grid size results to
the continuum,
ω → a with Nx →∞ . (68)
Typical convergence curves are presented in Fig. 11.
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Figure 12. Convergence of the real and imaginary components
of the fundamental quasinormal frequency ω0 with the WKB
order. The doted lines represent the direct integration results.
The parameters used are M = 1, q = 0.5, C = 1.5, and ℓ = 1.
We comment now on the WKB approach used in the
present work. This algorithm is very efficient when the
potential V (r⋆) has an isolated maximum and decays suf-
ficiently fast to zero as r⋆ → ±∞. Such conditions are
satisfied by the electromagnetic effective potentials de-
rived in Sec. III.
On the other hand, it is not possible a priori to guar-
antee that the algorithm converge as the order of the
method is increased. In the scenario considered here, we
have verified that the WKB formulas appear not to ap-
proach a definite limit for high enough values of C. We
illustrate a typical case where it is observed convergence
in the WKB method in Fig. 12.
We stress that when we observe convergence in the
WKB approach, the concordance of the direct integration
and WKB results are very good. We consider this result
a strong argument for the validation of both approaches.
This point is verified in Tables I and II for instance. But
for values of C where the WKB frequencies do not tend
to a well-defined limit, the comparison of this method
with the direct integration is poor. In the present work,
we have adopted the conservative view of present only
results where the direct integration and WKB methods
clearly converge and show good agreement.
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