For the quasilinear wave equation
Introduction
We consider here the quasilinear equation in R 2+1 :
(0.1) ∂ 2 t u − ∆ x u = u t u tt where x 0 = t, x = (x 1 , x 2 ), r = x 2 1 + x 2 2 , x 1 = r cos ω, x 2 = r sin ω.
We assume that the Cauchy data are C ∞ and small, u(x, 0) = εu Our aim is to study the existence of smooth solutions to this problem, more precisely the lifespanT ε of these solutions and the breakdown mechanism when these solutions stop being smooth.
This problem was introduced and extensively studied by John, for this and more general quasilinear wave equations, in space dimensions two or three (see his survey paper [9] and the references therein). Then lower bounds of the lifespan were obtained by Klainerman ([11] , [12] ), Hörmander ([7] , [8] ) and many other authors. Using some crude approximation by solutions of Burger's equation, Hörmander [7] has obtained in dimensions two and three explicit lower bounds for the lifespan. Hörmander simply writes in his 1986 lectures on nonlinear hyperbolic equations [8] : "Even if it is hard to doubt that (0.2) always gives the precise asymptotic lifespan of the solutions there is no proof except that of John [10] for the rotationally symmetric three-dimensional case."
In this paper, we prove Hörmander's conjecture that (0.2) indeed gives the correct asymptotic of the lifespan. In fact, our method of proof gives more than that : it provides a complete description of the solution close to the blowup point. It turns out that the solution is a "blowup solution of cusp type," according to the definitions of [3] .
Finally, to formulate more precisely Hörmander's conjecture, let us introduce further useful notation and recall a previous result on upper bounds for the lifespan. Let u 1 be the solution of the linearized problem at 0:
We have, for r → ∞, r − t ≥ −C 0 , R (1) being the first profile defined by (0.3),
Similarly, let us now define u 2 by We prove in [1] that, also for r → ∞, r − t ≥ −C 0 ,
for a certain smooth R (2) that we call the "second profile." We assume that ∂ 2 σ R (1) has a unique positive quadratic maximum at a point (σ 0 , ω 0 ), and then setτ 0 = (∂ 2 σ R (1) (σ 0 , ω 0 )) −1 ,
The result of [2] (which is also valid for general quasilinear wave equations) is the following.
Asymptotic theorem (see [2] ).
Under the above nondegeneracy assumption on the initial data, there exists a functionT a ε with the following properties:
i) For all N ,T ε ≥T a ε − ε N for 0 < ε ≤ ε N , ii) For some C > 0 and (
The functionT a ε is of the form
whereτ a ε is a smooth function satisfyinḡ τ a ε =τ 0 + ετ 1 + O(ε 2 lnε).
Thus, for numerical purposes, the asymptotic lifespanT a ε looks like the true lifespanT ε ; this feature would certainly make numerical experiments, designed to test whether or not the solution actually blows up at timeT a ε , very hard to realize.
We prove in this work that, for equation (0.1), one has in factT ε ∼T a ε .
I. Results and method of proof 1. Throughout this paper, we make the following nondegeneracy assumption on the initial data.
(ND) The function ∂ 2 σ R (1) (σ, ω) has a unique positive quadratic maximum at a point (σ 0 , ω 0 ).
Recall that the first profile R (1) was defined in (0.3). For equation (0.1) with small data satisfying (ND), we have the following theorem.
Lifespan Theorem 1.1.1.
The lifespanT ε of the solution u of (0.1) satisfies
Moreover, for t ≥ τ 2 0 ε −2 (0 < τ 0 <τ 0 ) and ε small, i) The solution u is of class C 1 and |u| C 1 ≤ Cε 2 ; ii) There is a point M ε = (m ε ,T ε ) such that, away from M ε , the solution u is of class C 2 with |u| C 2 ≤ Cε 2 there; iii) The solution satisfies
We give here only the approximation (1.1.1) for simplicity. In fact, it is easily seen that the lifespanT ε and the location of the blowup point M ε can be computed to any order (for small enough ε) by the implicit function arguments of [2] . In particular,T ε ∼T a ε in the sense of asymptotic series. The inequalities (1.1.2), (1.1.3) give a rough idea of how the second order derivatives of the solution blow up. A much better description of the solution close to M ε can be obtained from the following theorem.
There exist a pointM ε = (m ε ,τ ε ), a neighbourhood V ofM ε in {(s, ω, τ ), s ∈ R, ω ∈ S 1 , τ ≤τ ε } and functions φ,G,ṽ ∈ C 3 (V ) with the following properties:
i) The function φ satisfies in V the condition
ii) ∂ sG = φ sṽ and ∂ sṽ (M ε ) = 0. If we define the map
Then, close to M ε = (x ε ,T ε ), the solution u satisfies
Finally, the functions φ,G andṽ are of class C k for ε ≤ ε k .
In this theorem, we see that the singularities of u come only from the singularities of G ; these in turn arise from the fact that the mapping Φ is not invertible at the pointM ε . More precisely, condition (H) implies that the singularity of Φ is a cusp singularity. Thus, describing the behavior of the derivatives of u near M ε is just a local geometric problem. This is the reason why we call this behavior of u "geometric blowup" (see [3] or [5] for details).
2. Let us explain now the method of proof of Theorems 1.1.1 and 1.1.2. The idea is to construct a piece of blowup solution to (0.1) in a strip
close to the boundary of the light cone. This gives an upper bound for the lifespan, which turns out to be the correct one. Of course, this is not surprising, because the first blowup of the solution is believed to take place in such a strip, and not far inside the light cone. The proof is thus devoted to this construction, which is done in four steps, handled respectively in parts II, III, IV and V of the present paper.
Step 1: Asymptotic analysis, normalization of variables and reduction to a local problem. We choose a number 0 < τ 0 <τ 0 and use here asymptotic information on the behavior of u for r − t ≥ −C 0 and εt 1/2 close to τ 0 . Thus, we are far away from any possible blowup at this stage, because of (0.2). According to [1] , the solution in this domain behaves like a smooth function (depending smoothly also on ε and ε 2 lnε) of the variables
Thus we set u(x, t) = ε r 1/2 G(σ, ω, τ ).
Writing equation (0.1) for G in these new variables, we are left with solving a local problem for G in a domain
is still unknown. At this stage, we have a free boundary problem, the upper boundary of the domain being determined by the first blowup time.
Step 2: Blowup of the problem. To solve the free boundary problem of
Step 1, we introduce a singular (still unknown) change of variables
The idea is to obtain G in the form G(Φ) =G for smooth functions φ andG, and arrange at the same time to have φ s vanish at one pointM ε = (m ε ,τ ε ) of the upper boundary of the domain. Thus, we will haveG s = G σ φ s , and the technical condition ii) of Theorem 1.1.2 gives in fact
We see that u, ∇u will remain continuous and that ∇ 2 u will blow up at some point, in accordance with the expected behavior of u.
The nonlinear system on φ andG corresponding to (0.1) is called the blowup system.
Instead of looking for a singular solution of the normalized original equation as in Step 1, we are now looking for a smooth solution of the blowup system ; however, we cannot just solve for τ close to τ 0 : we have to reach out to attain a point where φ s = 0.
Finally, introducing an unknown real parameter (corresponding to the height of the domain), we can reduce the free boundary problem of Step 1 to a problem in a fixed domain.
Step 3: Existence and tame estimates for a linear Goursat problem. Linearization of the problem obtained in Step 2 leads to a third order Goursat problem. In fact, it is the special structure of (0.1) which makes it possible to reduce the full blowup system on φ andG to a scalar equation on φ. The (unknown) point where φ s vanishes is a degeneracy point for this equation. Energy estimates can then be obtained using an appropriate multiplier. We prove in this step existence of solutions and tame estimates, which allow us to solve the nonlinear problem by a Nash-Moser method.
Step 4: Back to the solution u. HavingG and φ, we deduce G and thus obtain a piece of solutionũ of (0.1) with the desired properties. It remains to see thatũ = u whereũ is defined, and that u does not blow up anywhere else.
II.
Step 1: Asymptotic analysis, normalization of variables and reduction to a local problem
1. The asymptotic analysis of (0.1) was carried out in [1] . Fix
Introducing the variables
as before, we only need here the behavior of the solution in the region
that is, far away from any possible blowup. The result of [1] is that if we set u(x, t) = ε r 1/2 G(σ, ω, τ ), the function G is bounded in C k (independently of ε) for ε ≤ ε k (ε k depends of course on C 0 , τ 1 and τ 2 ). For ε = 0, the function G reduces to the function, abusively denoted by R (1) (σ, ω, τ ), solution of the Cauchy problem (2.1.1)
According to a simple computation, the function G satisfies an equation of the form
where E is a smooth function, linear in ∇ 2 G, which we need not know explicitly.
To prepare for
Step 2, it is important to see that if we set w = u t and take the t-derivative of the equation, we obtain the conservative nonlinear equation
Note that, with w =
We need the expression of P (w) in the variables σ, ω, τ .
Lemma II.2. There exists the identity
where h and h 0 are smooth functions of (ω, R, τ, F ), and R = τ 2 + ε 2 σ.
We want to solveP (F ) = 0 in a (still unknown ) domain
with two trace conditions on {τ = τ 0 } corresponding to that for u and F supported in {σ ≤ M } (A 0 is big enough).
III.
Step 2: Blowup of the problem and reduction to a Goursat problem on a fixed domain 1. Formal blowup. We set, with an unknown φ,
We have then, with y = ω or τ ,
and in particular
For second order derivatives of G, we find an expression of the form
where A and B are smooth.
Let us explain now heuristically how we establish the blowup system. Our aim is to substitute the expressions (3.1.2) and (3.1.4) into the equation (2.1.2) for G and take the coefficients of the various powers of φ −1 s to be zero. Of course, if we do this in a straightforward manner, we will obtain too many equations onG and φ. Another possibility is to introduce an auxiliary (smooth) functionṽ and force the relation
We see then from (3.1.2) that ∇G is smooth and ∇ 2 G is of the form A φs + B (with A, B smooth); equating to zero the coefficients of 1 and of φ −1 s in the equation for G yields then two equations, which give, along with (3.1.5), a (3 × 3)-system onG,ṽ, φ. Here, we take advantage of formula (3.1.4) and of the conservative character of equation (2.2.1) to get a (2 × 2)-system on v, φ, as indicated in the following lemma.
Lemma III.1. Since the functions v and F are related by (3.1.1),
where
h 2 and h 3 being smooth functions and R = τ 2 + ε 2 φ. Moreover,
We note the three following important facts: q = 0, (3.1.13)
The fact that N (2) is actually zero does not play a role in the subsequent computations, so that it is more natural to keep it.
In order to solve the equationP (F ) = 0, we now take v and φ to solve the blowup system
2. Reduction to a free boundary Goursat problem. In this section, we are going to reduce the blowup system (3.1.16) to a scalar problem on φ, with boundary conditions given on characteristic boundaries of the (still unknown) domain.
2.1.
A local solution of the blowup system. From the implicit function theorem, we can write equation T 0 = 0 in the form
and, for ε = 0,
The function F being in fact known and smooth in a small strip
we can solve, for η small enough, the Cauchy problem
, we obtain a smooth particular solution (v,φ) of (3.1.16). Note that, thanks to (3.2.1),v andφ − s are smooth and flat on {s = M }.
2.2.
Straightening out of a characteristic surface. Consider the "nearly horizontal" surface Σ through {τ = τ 0 , s = M } which is characteristic for the operator Z∂ s + ε 2φ s N , the coefficients of Z and N being computed on (v,φ). The surface Σ is defined by an equation
where ψ is the solution of the Cauchy problem
2) has, for small ε, a smooth solution in the appropriate domain. This solution is O(ε 2 ) and decreasing in s.
We now perform the change of variables
where χ ∈ C ∞ , χ(t) = 1 for t ≤ 1/2, χ(t) = 0 for t ≥ 1. Note that this change reduces to T = τ − τ 0 away from a neighbourhood of {τ = τ 0 }. The (still unknown) domain
is taken by this change intõ
With a slight abuse of notation, we will again denote by (v,φ) the local solution of (3.1.14) transformed by (3.2.3); this solution exists now in a small strip {0 ≤ T ≤ η 1 } ofD.
2.3. Reduction to an equation on φ. The equation T 0 = 0 allows us to express v in terms of φ in the form
Replacing v by V in (3.1.16), we obtain a third order equation on φ, according to Lemma III.1. The change of variables (3.2.3) gives
are known functions. Hence the equation on φ becomes, in the new variables,
whereZ,Ñ ,Ṽ etc. correspond to Z, N , V etc., transformed by (3.2.3). We note then
Our goal is now to solve L(φ) = 0 inD with the boundary conditions
and φ − X is flat on {X = M }.
2.4.
Construction of an approximate solution in the large. Note that for ε = 0, the change (3.2.3) reduces to the translation T = τ − τ 0 , while the blowup system (3.1.16) is
The initial conditions for this system are
Hence the valueφ 0 ofφ for ε = 0 is
To obtain an approximate solution valid also for large values of T , we just glue together the local true solutionφ toφ 0 :
We have then
wheref (0) is smooth, flat on {X = M }, zero near {T = 0}, and zero for ε = 0.
The condition (H).
Let us consider more closely the vanishing of φ X inD. On one hand, φ X has to vanish somewhere, otherwise the corresponding F and u would not have any singularities. On the other hand, as will be clear from the linear analysis of Chapter IV, the linearized problem corresponding to L(φ) = 0 seems to become unstable for φ X < 0. Hence we are forced to consider the situation where φ X vanishes only on the upper boundary ofD.
In a way completely analogous to what we have done in [4] , we expect φ to satisfy, for some pointM = (m,T ), the condition
Let us show that the approximate solutionφ (0) from 2.4 satisfies this condition (H) at time
Thanks to the nondegeneracy assumption (ND), the function
has a quadratic minimum at (σ 0 , ω 0 ). On the other hand, the function −∂ σ R (1) (σ, ω, τ ) is a solution of Burger's equation: at time τ 0 , its σ derivative also has a quadratic minimum at the corresponding point, image of (σ 0 , ω 0 ) by the characteristic flow. In addition,
3. Reduction to a Goursat problem on a fixed domain and condition (H).
Reduction to a fixed domain.
Recall that we want to solve the equation L(φ) = 0 in a domain such that φ satisfies the condition (H) for a point located on the upper boundary. The approximate solutionφ (0) , starting point of some approximation process, satisfies this condition for a domain of height T 0 , according to 2.4, 2.5. Unfortunately, in the successive approximation process, further modifications ofφ (0) will yield functions not satisfying (H) anymore. We are thus forced, at each step of the process, to adjust the domain to have the new φ satisfy condition (H).
To achieve this, we introduce a real parameter λ close to zero, and perform the change of variables
where χ 1 is 1 near 0 and 0 near 1, and T 0 is defined as in (3.2.9). Of course, one should not confuse these variables with the original variables ! We will from now on work on a fixed domain
We denote the transformed equation by
the transformed approximate solution for λ = λ (0) = 0 by
and set
We note that φ (0) satisfies (H) in D 0 for a certain pointM 0 = (m 0 , 1).
3.2. Structure of the linearized operator. The linearized operator of L at the point (λ, φ) is denoted by
Because L(λ, φ) comes from L(φ) by (3.2.1), we have the following lemma.
For the time being, it is not necessary to make an explicit computation of
approximately it is enough to solve
and then to take (λ,φ), verifyinġ
In fact, we get with this choice
The additionnal term contains a product of smallλ by small ∂ t f , which is negligible as a quadratic error. Having determinedΨ, we see that we still have an additional degree of freedom to chooseφ: we will take advantage of this to arrange for φ +φ to satisfy (H).
3.3. The fundamental lemma. We follow here exactly the same idea as in [4] . 
On the other hand,
Hence the implicit function theorem yields λ = Λ(φ, ψ) andm =m(φ, ψ) with the desired properties. Thanks to i), φ + ψ + ∂ t φΛ(φ, ψ) satisfies (H).
Finally, under the assumptions of iii), G(φ, 0,m, 0) = 0; hence Λ(0, 0) = 0,m(φ, 0) =m.
3.4.
Back to the linearized operator. We go back to Section 3.2 and explain now how we can solve the linearized operator and get φ +φ to satisfy (H). Assume that φ already satisfies (H) form close tom 0 and |φ − φ (0) | C 4 (D 0 ) small. We will have
We now take
Becauseḟ is small,Ψ andλ are also small: the right-hand sideφ of (3.3.7) is then close to φ (0) and satisfies atm =m(φ,Ψ)
According to point i) of the lemma,φ satisfies (H).
4. An iteration scheme for the problem. To solve the problem L(λ, φ) = 0 in D 0 , we will use a Nash-Moser scheme. We refer to [6] for notation and details, and specify here only the nonstandard points.
4.1. Spaces and smoothing operators. We will work with the usual Sobolev spaces H s (D 0 ). In the process of solving, we note that our starting function φ (0) satisfies the good boundary conditions, so that all the modificationsφ we will have to consider will be "flat" on {t = 0} and {x = 0}. Hence the smoothing operators used have to respect this "flatness". To achieve this, we take a smooth function ψ supported in {t ≥ 0, x ≤ 0} whose Fourier transform vanishes at the origin of order k. Setting
we see that the operators S θ satisfy the usual properties: 
Here, ∆ means "modification" and has nothing to do with the Laplacian! The parameters θ 0 and η −1 are chosen big enough. For the special smoothing of φ (n) discussed in 4.2, we set
Knowing λ (n) , φ (n) , we solve in flat functions
for γ n to be determined. Then we take
t).
We now determine the γ n . First we define the three errors of the solving process: i) The Taylor error is
ii) The substitution error is
iii) The result error is
Then we see that
where e n = e ′ n + e ′′ n + e ′′′ n is the total error. Finally, we denote by E n = Σ 0≤k≤n−1 e k the accumulated error, and
It is natural at this stage to determine the γ n by
which leads to
IV. Existence and tame estimates for the linearized problem 1. Structure of the linearized operator. In part III, we showed how solving L(λ, φ) = 0 can be reduced to solving the linearized equation ∂ φ L. We display now the structure of this operator.
Proposition IV.1. The linearized operator has the form
Here i)Ẑ is a field of the form
ii)S is the field (independent of φ)
iii)N is the second order operator
,
vi) ℓ is a second order operator which can be written as a linear combination of id,S,Ẑ, ∂ y ,SẐ,Ẑ 2 ,Ẑ∂ y , ∂ 2 y with coefficients depending on the derivatives of φ up to order 3. Moreover, ℓ does not contain ∂ 2 y for ε = 0.
Proof. a. The linearized operator ∂ φ L is obtained as follows: first, we linearize the φ equation resulting from substituting (3.2.4) into (3.1.16). Then we perform the changes of variables (3.2.3) and (3.3.1).
b. With the notation of Lemma III.1, let us computeṪ 0 . We finḋ
On the other hand, linearizing T 2 + φ s T 3 = 0 givesŻ
We see thatŻ andṄ yield only first order derivatives ofφ, multiplied by ε 2 . The same is true ofḣ 2 andḣ 3 , except for the termsV ω andV τ coming from the corresponding terms v ω and v τ in h 2 and h 3 . It follows that the linearized equation onφ has the form
the last term denoting just first order derivatives ofφ. c. The composition of the two changes of variables, denoted by bars, operates the following transformation of operators (to avoid introducing unnecessary notation, we denote by * known functions):
y + lower order terms,
Finally, we replace the operators by their transforms into the linearized equation and setN = −(∂ t T )N . To obtain the value of B, we observe, keeping only the ε 2 terms in the coefficient of
from which iv) follows.
2.
Energy inequality for the linearized operator. In the following, in a (desperate) attempt to simplify the notation, we will write abusively Z forẐ, S forS, N forN , and replace ε 2 everywhere by ε.
We assume a given smooth function φ in D 0 , close to φ (0) , satisfying (H) for a pointM = (m, 1). We then set
Recall that we have arranged for {t = 0} to be characteristic, that is The connection between P andP is explained in the following straightforward lemma.
Lemma IV.2. With the above notation,
Here,l is a second order operator which can be written as a linear combination of Z 2 , Z∂ y , ∂ 2 y , ∂ y , the coefficient of ∂ 2 y being a multiple of (Sφ).
The point of this lemma is thatP does not contain the delicate term εB∂ 2 y , as P does.
Energy inequality forP .
The following computation is very close to that of [4, Section III.2]. Unfortunately, N is different here, causing some new problems. Thus we think it better to give the whole computation again, which is, after all, the heart of the proof. We set Proof. a. With a still unknown multiplier
we find by the usual integrations by parts
The coefficients K i of the quadratic terms are
The terms I 0 , I 1 , J 1 are boundary terms. We have
. The I 0 term on {t = 0} vanishes, thanks to (4.2.1) and to the fact that the first two traces of u are zero. Finally,
b. We choose now
where h, c ′ , d ′ are positive constants to be chosen later. We analyze first the boundary terms. We find that 2I 1 is the integral of
From Proposition IV.1, it is clear that I 1 ≥ 0 for c ′ < N 3 and ε small enough. The term 2J 1 is the integral of
Clearly, J 1 ≥ 0 for c ′ < N 3 and ε small enough. c. We analyze now the signs of the quadratic terms. We find
according to (H). It follows that, with µ ′ = µ+1 2 and a possibly smaller ω,
Outside ω, we have for h big enough
Close to M , ZA < 0, hence
This also holds away from M for big h. Finally,
The first two terms in 2K 2 are
For c ′ < N 3 , they are bigger than
All the other terms in K 2 are bounded by
Finally,
d. Consider now the product term in (∂ 2 y u)(SZu). To ensure positivity, it is enough to check the positivity of the quadratic form
After rearrangement of terms we get
Away from M , A is uniformly positive and the right-hand side is positive for big h if c ′ < θ 2 N 3 . Close to M ,
and the right-hand side is bigger than
For c ′ small enough and θ close to 1, this is bigger than Cδ 2 . e. It is easy (but lengthy) to check that all other product terms can be absorbed in the quadratic terms for small ε.
f. Finally, using Cauchy-Schwarz inequality, we obtain (4.2.2).
2.2. Energy inequality for P . We deduce from (4.2.2) and Lemma IV.2 an energy inequality for P . Proof. a. First, let us compute in P u the coefficient of ∂ 2 t u on {t = 0}. We get
Hence the assumptions on u imply ∂ 2 t u(x, y, 0) = 0. b. We can then apply inequality (4.2.2) to Zu, getting
We now have to bound the terms ofP Zu − ZP u (given in Lemma IV.2) by the left-hand side. Note first that, by standard lemmas (see for instance [2, Lemma 2.1]), the terms of the left-hand side also give control of
Thus the terms from ε(l + ℓ)Zu are easily dominated for small ε and big h. Since δ ≤ Cφ x , we have control of ε 2 |p∂ 2 y Zu| 2 0 , implying control of both ε 2 |pZ∂ 2 y u| 2 0 and ε 2 h|p∂ 2 y u| 2 0 . This makes it possible to absorb the terms ε[Z, ℓ] and also the remaining terms in ∂ 2 y u, ∂ y u, SZu and ZSZu for small ε and big h.
Higher order inequalities.
3.1. The spacesH s . In Section 2, we used the fields Z, S, ∂ y systematically instead of the standard set ∂ t , ∂ x , ∂ y . The reason for this is that if we develop the expression of P , the energy inequality becomes much less transparent (to say the least) ; in fact, one should observe that (4.2.2) by itself does not give separate control of ∂ 2 xy u, for instance. Thus it is also appropriate to commute P with Z, S, ∂ y and their products. We define first T l as any product of l fields among Z, S, ∂ y , and for integer s,
We denote the natural norm by
Proposition IV.3.1. The spaces H s andH s are the same. Moreover, for φ bounded in C 1 ,
Proof. a. The equality of the spaces is obvious for smooth φ. b. We will repeatedly use the following classical lemma (see for instance [6] ).
Denoting by ∂ usual derivatives, we have (skipping everywhere irrelevant numerical coefficients)
where a = εs 0 or εz 0 , and
which gives i). c. Conversely, we have
For p + q + m = l, we can write
and a = εz 0 , εs 0 or ε 2 s 0 z 0 . Using the identity of b, except for the terms T l u,
with |p 1 | + . . . + |p j | + |r| = l, r ≤ l − 1 in the last sum. Taking L 2 norms and using the interpolation lemma, one obtains
Hence, by induction on s, we have ii).
3.2.
Structure of the commutators. The two following straightforward lemmas describe the structure of the commutators of P with a product K = T l .
Lemma IV.3.1.
Let us denote here by c various coefficients which are smooth functions of x, y, t, λ, φ, ∇φ, ∇ 2 φ, and by Q 3 the principal part of the third order operator Q.
Here, a = εs 0 or εz 0 , b is a coefficient of P , and the conditions on the derivatives are the following:
Moreover, all the terms in Z[K, P ]u contain a factor ε, except for Z[K, b 0 SZ]u which is of the special form
3.3. Higher order tame estimates.
Proposition IV.3.1. Let φ satisfy the assumptions of Proposition IV.2.1 and moreover |φ − φ (0) | C 6 (D 0 ) ≤ η 0 . Then there exists ε 0 such that for 0 ≤ ε ≤ ε 0 and all s, there exists C s such that for all smooth u flat on {t = 0} and {x = M },
Proof. a. Recall that c 0 ∂ φ L = P . Thus, it is enough to prove (4.3.1) for
Applying the energy inequality (4.2.4) to Ku and summing over l ≤ s, we obtain control of a certain number of terms which we denote by E s and do not repeat here. We have to show that the terms of Z[K, P ]u, whose structure is discussed in Lemmas IV.3.1 and IV.3.2, can be bounded in the weighted norm |p.| 0 by an arbitrarily small fraction of E s (in short, "absorbed").
b. Examine first the terms of ZΣ 1 . Taking into account the explicit expressions of the commutators [T, P ] 3 given in the lemma, we see that there are six different types of terms to control, which we display in three groups:
The terms of group (1) are clearly absorbed for big h. For the group (2), we write
which shows absorption for big h. We proceed analogously by splitting the second term in terms easily absorbed
Since [Z, ∂ 2 y ] = * ∂ 2 y + * ∂ y , all the terms can be absorbed for big h. c. We analyze now ZΣ 2 and Σ 3 . A product T s+1 containing at least one factor S can be written
We can proceed similarly if T s+1 contains at least a factor Z. In all cases,
. A similar analysis gives the same estimate for terms like εh|pZT s+1 u| 2 0 . Thus, all terms from ZΣ 2 or Σ 3 which have ε as a factor are absorbed for big h, modulo an additional term εh|pΣ r≤s−1 . . . ∂ r u| 2 0 on the right-hand side of the inequality. The same is true for the terms from Z[K, b 0 SZ]u, thanks to their special structure.
d. We now fix h and use the inequalities
Applying the interpolation lemma for the index s − 1 ("taking out" five derivatives from the coefficients), we can bound the additional terms and the terms of Σ 4 :
By induction on s, using Proposition IV.3.1, we finally obtain
Since it is easy to obtain a low norm estimate
we get (4.3.1). Proof. a. Define, as in [4] , the smoothed operators P α by replacing ∂ y by Y α = χ(αD y )∂ y in P (χ being compactly supported and one near zero). For fixed α > 0, we can solve P α u = f, u(x, y, 0) = ∂ t u(x, y, 0) = 0, u(M, y, t) = 0 in smooth functions. In fact, setting S = S + ε(Sφ)N 1 ∂ t = ∂ x + ε(s 0 + (Sφ)N 1 )∂ t ≡ ∂ x + εs 0 ∂ t , we can expand the terms of P α and write
Here, the A i are zero order operators in y depending smoothly on (x, t). b. One can prove, exactly as we have done for P , higher order energy estimates for P α with constants independent of α (see [4] ). We can find some subsequence of u α converging, say, weakly in L 2 , to some solution u of P u = f . Since |u α | s is bounded for all s, u is smooth and has zero traces. It is important here that, according to Proposition IV.2.2, we do not have to decrease ε with s.
V. Going back to the solution 1. In parts III and IV, we obtained a solution (v, φ) of (3.1.16) in a domain
If 0 ≤ ε ≤ ε k , this solution is, say, of class C k .We define now a functionG supported in {s ≤ M } bȳ L 1G = φ s v,G(s, ω, τ 0 ) = G(s, ω, τ 0 ).
Note that
for τ close to τ 0 and if the norms are taken only in the "interior" domain r − t ≤ −C 0 , and t ≤T ε . The following lemma explains how this approximate solution can be glued together with the exact solution u to yield a new approximate solution u a .
Lemma V.2.
There exists an approximate solution u a with the same properties (5.2.1) and (5.2.2) asū a , and moreover u a = u for r − t ≥ −C 0 .
Proof. a. Consider G in a strip −C 1 ≤ r − t ≤ −C 2 not containing the blowup point. We have
where A and B are smooth. Hence, by integration, we obtain
with C smooth. On the other hand, the trace on {τ = τ 0 } of S and G differs by a smooth function which is O(ε 2 lnε). Hence G − S = O(ε 2 lnε). b. If we now set u a = χ(r − t)ū a + (1 − χ(r − t))u
for an appropriate χ, we can easily check the L 2 estimates of the traces and of J a .
