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Formes normales semi-classiques des syste`mes
comple`tement inte´grables au voisinage d’un point
critique de l’application moment
Vu˜ Ngo.c San
∗
Abstract
The semi-classical study of a 1-dimensional Schro¨dinger
operator near a non-degenerate maximum of the poten-
tial has lead Colin de Verdie`re and Parisse to prove a
microlocal normal form theorem for any 1-dimensional
pseudo-differential operator with the same kind of singu-
larity. We present here a generalization of this result to
pseudo-differential integrable systems of any finite de-
gree of freedom with a Morse singularity. Our results
are based upon Eliasson’s study of critical integrable
systems.
Motivation
L’e´tude des proprie´te´s spectrales de l’ope´rateur de Schro¨dinger −h2
2
∆+ V en
re´gime semi-classique (h → 0) en fonction de la forme du potentiel V pose na-
turellement le proble`me de savoir dans quelle mesure, e´tant donne´ un h-ope´rateur
pseudo-diffe´rentiel P (h), son symbole principal p influe sur la nature des solutions
microlocales de l’e´quation :
Pu = O(h∞). (1)
Dans le cas ou` P est auto-adjoint a` varie´te´s caracte´ristiques compactes (par
exemple, l’ope´rateur de Schro¨dinger sur R avec un potentiel tendant vers l’infini
en ±∞) , on a ainsi acce`s au comportement microlocal du spectre semi-classique.
Ce proble`me est discute´ par exemple dans [16, 17] et les re´fe´rences qui y sont
cite´es.
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1 INTRODUCTION 2
Au voisinage de points re´guliers de p, la the´orie est bien connue et ne re´serve
plus gue`re de surprise. En effet, P se conjugue par un ope´rateur inte´gral de
Fourier a` un ope´rateur de de´rivation h√−1
∂
∂x
. Cette forme normale, qui n’est qu’une
autre formulation des solutions WKB, permet de trouver les conditions, dites “de
Bohr-Sommerfeld”, sous lesquelles l’e´quation (1) admet des solutions L2 (voir par
exemple [10]).
La pre´sence de points critiques, et en particulier instables, rend les choses
plus inte´ressantes, comme en te´moignent par exemple les articles [2, 23, 6, 7].
Ne´anmoins, comme l’ont remarque´ les auteurs de [23, 6], on peut encore trou-
ver une forme normale au voisinage du point critique, pourvu que celui-ci soit
non-de´ge´ne´re´. Y.Colin de Verdie`re et B.Parisse montrent dans [7] comment en
de´duire une version singulie`re des conditions de Bohr-Sommerlfeld qui permet
une description tre`s pre´cise du spectre semi-classique.
Le but de cet article est de ge´ne´raliser le the´ore`me de forme normale microlo-
cale a` des syste`mes comple`tement inte´grables d’ope´rateurs pseudo-diffe´rentiels
en dimension quelconque. On obtient des analogues semi-classiques e´troits des
re´sultats classiques d’Eliasson. Lorsque la singularite´ est de type elliptique, nos
re´sultats sont a` rapprocher des formes normales de Birkhoff semi-classiques de
Sjo¨strand [24] (on obtient des re´sultats plus forts, mais les hypothe`ses le sont
aussi).
Dans un autre travail [26], nous montreront comment ces re´sultats permettent,
via des conditions de Bohr-Sommerfeld singulie`res, de de´crire tre`s pre´cise´ment le
spectre conjoint de ces syste`mes comple`tement inte´grables.
Mentionnons aussi que Bleher, Kosygin et Sinai [1] arrivent a` une descrip-
tion spectrale des syste`mes de Liouville (qui repre´sentent une classe ge´ne´rale de
syste`mes inte´grables en dimension 2), par une approche diffe´rente.
1 Introduction
Sur une varie´te´ symplectique (M,ω) de dimension 2n, un syste`me comple`-
tement inte´grable est la donne´e de n fonctions f1, . . . , fn en involution pour le
crochet de Poisson de´fini par la structure symplectique, et dont les diffe´rentielles
sont presque partout inde´pendantes. Si H est un hamiltonien appartenant a`
l’alge`bre des fonctions C∞ fonctionnellement engendre´es par f1, . . . , fn, il est dit
comple`tement inte´grable et les fi sont des inte´grales premie`res du mouvement. Un
tel syste`me de´finit une action hamiltonienne locale de Rn dans M , d’application
moment :
F : M ∋ m 7→ (f1(m), . . . , fn(m)) ∈ Rn,
et dont les orbites sont ge´ne´riquement les fibres lagrangiennes F−1(c), c ∈ Rn.
Plus pre´cise´ment, on sait (the´ore`me d’Arnold-Liouville [11]) que si c est une valeur
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re´gulie`re de F , et si F−1(c) est compacte, alors au voisinage de c, les ensembles
de niveau de F sont des tores lagrangiens qui s’e´crivent ξ = cst dans des bonnes
coordonne´es symplectiques (x, ξ). En outre, dans ces coordonne´es – dites “actions
(ξ) - angles (x)” – le mouvement dans chaque tore est line´aire.
Supposons maintenant qu’on se donne n ope´rateurs pseudo-diffe´rentiels P1,
. . ., Pn sur une varie´te´ X de dimension n, qui commutent deux-a`-deux, et dont
les symboles principaux forment un syste`me comple`tement inte´grable sur T ∗X .
En dehors des points critiques de l’application moment, l’usage des coordonne´es
actions-angles classiques permet alors de se ramener au cas ou` les ope´rateurs
sont simplement les h√−1
∂
∂xi
. Une telle forme normale permet d’e´crire les con-
ditions de Bohr-Sommerfeld sous lesquelles on peut re´soudre simultane´ment les
e´quations Piu = O(h
∞) et qui sous certaines hypothe`ses, donnent la forme du
spectre conjoint des Pi. Comme le cas unidimensionnel mentionne´ plus haut, ceci
est connu depuis longtemps, au moins des physiciens quantiques. Les preuves
mathe´matiques rigoureuses de ce phe´nome`ne, comprenant les asymptotiques com-
ple`tes des valeurs propres, sont donne´es par les travaux d’Anne-Marie Charbonnel
[3] et Yves Colin de Verdie`re [4].
La question qui nous inte´resse est donc de savoir ce que devient le syste`me au
voisinage d’un point critique de F . Au niveau classique, on est amene´ a` se placer
dans l’hypothe`se d’un point critique “de Morse”, ou “non-de´ge´ne´re´”, en un sens
pre´cise´ en section 2.
Le re´sultat principal (the´ore`mes 3.1 et 3.4) peut, en gros, se formuler ainsi :
“l’alge`bre engendre´e par les ope´rateurs Pi est, a` O(h
∞) pre`s, conjugue´e par
un ope´rateur inte´gral de Fourier a` une alge`bre standard ne de´pendant que des
de´rive´es secondes des symboles principaux pi au point critique.”
C’est une ge´ne´ralisation de [6], ou` le re´sultat est donne´ en dimension 1. On
verra cependant que, comme le the´ore`me d’Eliasson le laissait pre´voir, le cas
multi-dimensionnel introduit une subtilite´, due au fait que l’alge`bre standard en
question peut avoir une formulation le´ge`rement diffe´rente selon que les fibres
lagrangiennes sont localement connexes ou non. On en donnera malgre´ tout une
description comple`te dans le cas ge´ne´ral (proposition 3.2).
2 Formes normales classiques
Le but de cette section est de pre´senter les the´ore`mes de formes normales
classiques, qui sont essentiellement dus a` Eliasson [12], mais aussi de mettre
clairement en valeur les ingre´dients essentiels pour la quantification semi-classique
de la section suivante, comme le commutant classique (proposition 2.5) et le
lemme de Poincare´ critique.
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Les re´sultats pre´sente´s ici sont locaux, au voisinage du point critique. Il est a`
noter ne´anmoins que l’e´tude topologique globale de tels syste`mes comple`tement
inte´grables a` singularite´s, initie´e par Fomenko, est de mieux en mieux comprise ;
a` ce sujet, se re´fe´rer aux dernie`res mises au point de Nguyen Tieˆn Zung [19].
2.1 Le the´ore`me d’Eliasson
Soit (M,ω) une varie´te´ symplectique de dimension 2n, et m ∈M . Le crochet
de Poisson munit l’espace des fonctions C∞ sur M d’une structure d’alge`bre de
Lie. On note H l’homomorphisme de la sous-alge`bre de Lie des fonctions critiques
en m sur l’espace Q(2n) des formes quadratiques sur R2n = {(x, ξ)}, qui a` f
associe sa hessienne. La structure d’alge`bre de Lie de Q(2n) est aussi donne´e par
le crochet de Poisson. Q(2n) est ainsi canoniquement isomorphe a` sp(2n).
Soit (f1, . . . , fn) un syste`me comple`tement inte´grable surM . On dit que m est
un point critique du syste`me s’il est critique pour l’application moment F . Dans
ce travail, on conside`rera toujours que la singularite´ est de codimension maximale,
au sens ou` chaque fi est critique en m. On supposera aussi que fi(m) = 0, ce qui
n’oˆte aucune ge´ne´ralite´.
A` un tel syste`me comple`tement inte´grable singulier, on peut associer une
sous-alge`bre re´elle cF de Q(2n), a` savoir la sous-alge`bre engendre´e par
{H(f1), . . . ,H(fn)}.
On remarque que cF est toujours abe´lienne.
De´finition 2.1 Un syste`me comple`tement inte´grable singulier d’application mo-
ment F est dit non-de´ge´ne´re´ au point m si cF est une sous-alge`bre de Cartan de
Q(2n).
Rappelons qu’on appelle sous-alge`bre de Cartan d’une alge`bre de Lie semi-simple
a une sous-alge`bre de Lie h commutative maximale, et qui ve´rifie en outre la
proprie´te´ suivante :
∀H ∈ h, adH est un endomorphisme semi-simple de a. (2)
Depuis les travaux de Williamson [27], on sait classifier les sous-alge`bres de Cartan
re´elles de Q(2n) modulo conjugaison par un symplectomorphisme. Le re´sultat est
le suivant :
The´ore`me 2.1 (Williamson) Soit a une sous-alge`bre de Cartan re´elle de Q(2n).
Il existe des coordonne´es symplectiques line´aires (x1, . . . , xn, ξ1, . . . , ξn) sur R
2n,
et une base q1, . . . , qn de a telle que chaque qi ait l’une des trois formes suivantes :
– qi = xiξi (singularite´ hyperbolique)
– qi = x
2
i + ξ
2
i (singularite´ elliptique)
2 FORMES NORMALES CLASSIQUES 5
– qi = xiξi+1 − xi+1ξi, auquel cas on demande que qi+1 = xiξi + xi+1ξi+1
(singularite´ focus-focus).
Suivant Eliasson [12], on appellera (q1, . . . , qn) une base standard de a, et suivant
Nguyeˆn Tieˆn Zung, on dira que a est de type (me, mh, mf ), avec me+mh+2mf =
n, si une base standard contient me e´le´ments de type elliptique, mh e´le´ments
hyperboliques, et ml paires de type focus-focus.
Remarque : la condition (2) est ne´cessaire ; par exemple, pour a = sp(2,R) =
sl(2,R), la sous-alge`bre engendre´e par q = ξ2 est commutative maximale mais ne
rele`ve pas de la classification ci-dessus. En effet, adq = 2ξ
∂
∂x
est nilpotente donc
pas semi-simple.
On note A la sous-alge`bre de Lie de C∞(M) fonctionnellement engendre´e par
les f1, . . . , fn. Si g1, . . . , gn est un syste`me ge´ne´rateur de A, de telle sorte qu’il
existe des fonctions F1, . . . , Fn telles que
fi = Fi(g1, . . . , gn), i = 1, . . . , n
alors les H(gi) forment une base de A qui s’obtient a` partir de H(fi) par le
changement de base line´aire dF−1(0). Ceci montre en particulier que la sous-
alge`bre de Cartan associe´e ne de´pend pas de la base de A choisie.
On a alors le the´ore`me fondamental :
The´ore`me 2.2 (Eliasson [12, 4.1]) Pour un tel syste`me comple`tement inte´g-
rable, soit (q1, . . . , qn) une base standard de l’alge`bre de Cartan associe´e. Alors
le feuilletage lagrangien singulier donne´ par les surfaces de niveau des fi est
localement symplectiquement e´gal a` celui donne´ par les qi.
Autrement dit, il existe un diffe´omorphisme symplectique ϕ au voisinage de
m tel que :
∀i, j {fi ◦ ϕ, qj} = 0.
2.2 Un exemple : le proble`me de C.Neumann classique
Le proble`me de C.Neumann est celui du mouvement d’une particule sur une
sphe`re de dimension n soumise a` une force de´rivant d’un potentiel quadratique.
On se donne donc une matrice syme´trique re´elle A de´finie positive de taille n+1.
Le potentiel V est la restriction a` Sn de la forme quadratique sur Rn+1 associe´e :
V (x) =
1
2
〈Ax, x〉.
Le mouvement est de´crit sur T ∗Sn par l’Hamiltonien
H(x, ξ) =
1
2
|ξ|2 + V (x).
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La me´trique sur la sphe`re est celle induite par la me´trique euclidienne sur Rn+1,
et la structure symplectique sur T ∗Sn n’est autre que la restriction de la structure
standard de T ∗Rn+1. Remarquons ici que le proble`me est invariant par antipodie,
ce qui nous autorise a` le conside´rer sur Pn plutoˆt que sur Sn.
Il est pratique de voir ce syste`me comme la restriction d’un syste`me hamil-
tonien sur T ∗Rn+1 de la fac¸on suivante :
Contraindre le mouvement a` s’effectuer sur Sn revient a` tenir compte d’une
force de re´action normale a` la sphe`re. L’e´quation du mouvement prend la forme :
x¨ = −V ′(x) + λx.
De |x|2 = 1, on tire 〈x, x˙〉 = 〈x, x¨〉+ |x˙|2 = 0, ce qui permet de de´terminer λ :
λ = 〈V ′(x), x〉 − |x˙|2 = 2V (x)− |x˙|2.
On peut alors ve´rifier que cette e´quation est obtenue en restreignant a`
T ∗Sn = {(x, ξ), |x|2 = 1, 〈x, ξ〉 = 0} (3)
le champ de vecteurs sur T ∗Rn+1 d’Hamiltonien :
H0(x, ξ) = V (x) +
1
2
(|x|2|ξ|2 − 〈x, ξ〉2).
On peut alors montrer que H0 est comple`tement inte´grable, et on dispose
meˆme d’un syste`me explicite d’inte´grales en involution, trouve´ en 1975 par Uh-
lenbeck. Ce proble`me a des liens tre`s e´troits avec le flot ge´ode´sique sur un n-
ellipso¨ıde ; a` ce sujet, voir [18].
Nous nous inte´ressons ici aux points fixes du flot.
Proposition 2.3 Le proble`me de C.Neumann sur T ∗Pn a exactement n + 1
points fixes p0, . . . , pn. En ordonnant convenablement les pi, pour un potentiel
non-re´sonnant, le syste`me comple`tement inte´grable associe´ est, au voisinage de
pi, non-de´ge´ne´re´ de type (n− i, i, 0).
De´monstration: on de´termine les points critiques de H par la me´thode des
multiplicateurs de Lagrange, qui se trouvent eˆtre les valeurs propres λi de A. Les
pi sont donc une base de vecteurs propres aux voisinages desquels on peut e´crire
la forme de Morse de H . On voit alors que si V est assez ge´ne´rique, H ′′ est un
e´le´ment re´gulier de la sous-alge`bre de Cartan, ce qui permet de de´terminer son
type. 
Remarque 1 : la condition de non-re´sonance requise est celle de l’inde´pendance
sur Z, pour tous i, des
√|λi − λj|, j 6= i. Elle est bien-entendu ge´ne´rique.
Remarque 2 : on n’obtient pas dans cet exemple de singularite´ focus-focus. Mais
ce dernier type de singularite´, meˆme s’il a longtemps e´te´ ne´glige´, est loin d’eˆtre
rare ; il apparaˆıt par exemple au point d’e´quilibre instable du pendule sphe´rique
(voir [11]).
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2.3 Le commutant classique
De la meˆme fac¸on qu’au niveau quadratique l’objet essentiel e´tait pour nous
la sous-alge`bre de Cartan cF , on voit a` l’e´nonce´ du the´ore`me 2.2 que l’alge`bre de
fonctions C∞ qui va nous inte´resser tout au long de ce travail est le commutant
classique des qj, qu’on note Cq :
Cq = {f ∈ C∞(R2n), ∀j, {f, qj} = 0}.
C’est l’alge`bre des fonctions localement constantes sous l’action des champs Hamil-
toniens des qi.
De´crivons la structure de cette alge`bre. Une premie`re ide´e naturelle est que, au
moins formellement, tout e´le´ment de Cq doit pouvoir s’exprimer comme “fonction
des seules variables q1, . . . , qn”. En dehors du cadre formel, ce n’est cependant pas
aussi simple.
Notons zi = (xi, ξi), et soit Hi l’ensemble des points (z1, . . . , zn) ∈ R2n tels que
zi = 0. L’union des Hi est exactement le lieu des points critiques de l’application
moment q = (q1, . . . , qn).
Lemme 2.4 Soit U un ouvert de R2n \ (⋃ni=1Hi) tel que pour tous c ∈ Rn, la
feuille lagrangienne U∩q−1(c) soit connexe (ou vide). Alors la restriction de toute
fonction f ∈ Cq a` U peut s’e´crire comme fonction C∞ de (q1, . . . , qn) uniquement.
De´monstration: en chaque point z de R2n \ (⋃ni=1Hi), les fonctions q1, . . . , qn
sont inde´pendantes, donc, d’apre`s le the´ore`me de Darboux-Carathe´odory, elles
peuvent eˆtre comple´te´es en des coordonne´es symplectiques (y1, . . . , yn, q1, . . . , qn)
sur un voisinage Ω de z. La condition d’appartenance a` Cq devient alors
∂f
∂y
= 0.
En recouvrant U par de tels voisinages Ωα, on obtient des fonctions Fα telles que
f↾Ωα = Fα(q1, . . . , qn).
L’hypothe`se de connexite´ des surfaces de niveau de q implique que la valeur de
Fα(q1, . . . , qn) ne de´pend pas de α. On obtient ainsi une unique fonction C
∞ F
telle que
f↾U = F (q1, . . . , qn),
ce qui re´pond a` la question. 
Une conse´quence directe de lemme est que Cq est une alge`bre commutative.
En effet, deux fonctions F1(q1, . . . , qn) et F2(q1, . . . , qn) commutent. Donc deux
e´le´ments f1 et f2 de Cq commutent presque partout, et donc partout, par conti-
nuite´ du crochet de Poisson.
Supposons maintement que n = 1 et que l’alge`bre de Cartan cq soit de type
(1, 0, 0) (autrement dit, q est elliptique). Les surfaces de niveau de q sont des
cercles ; on peut donc, dans le pre´ce´dent lemme, choisir U = R2 \ {0} et obtenir
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que toute f ∈ Cq s’e´crive F (q) sur U . On peut montrer facilement qu’un tel F est
en re´alite´ C∞ en 0, et donc que f s’e´crit F (q) sur tout R2. Un meˆme phe´nome`ne
se produit lorsque n = 2 et que cq est de type focus-focus (0, 0, 1) ; il suffit pour
cela de faire le calcul en coordonne´es complexes
u = x1 +
√−1x2, v = ξ1 +
√−1ξ2,
dans lesquelles les surfaces de niveau s’e´crivent u¯v = cste et sont connexes (voir
[12] pour le de´tail des calculs).
Le cas pathologique est donc celui d’une alge`bre de type (0, 1, 0) (hyper-
bolique). En effet les surfaces de niveau ont chacune deux composantes connexes.
Un e´le´ment de Cq est donc de´crit par deux fonctions F+ et F− telles que, par
exemple,
f↾x>0 = F+(q), f↾x<0 = F−(q). (4)
On voit facilement que F+ − F− doit eˆtre plate en 0, et re´ciproquement, tout
couple de fonctions (F+, F−) sur R tel que F+ − F− est plat en 0 de´finit un
e´lement de Cq par (4).
On obtient ainsi l’e´nonce´ suivant :
Proposition 2.5 Cq est une alge`bre de Poisson commutative. Si la sous-alge`bre
de Cartan cq est de type (me, mh, ml), on note (q1, . . . , qn) une base standard
ordonne´e, comportant en premier lieu les e´le´ments hyperboliques. Pour chaque
mh-uplet ǫ = (ǫ1, . . . , ǫmh), ǫi = ±1, on pose
Eǫ = {(x, ξ) ∈ R2n, ∀i = 1, . . . , mh, ǫixi > 0}.
Un e´le´ment f de Cq est caracte´rise´ par la donne´e de 2
mh fonctions Fǫ ∈ C∞(Rn)
telles que :
– ∀ǫ, f↾Eǫ = Fǫ(q1, . . . , qn).
– ∀(ǫ, ǫ′), Fǫ − Fǫ′ est plate sur Eǫ ∩ Eǫ′.
On en de´duit un “lemme de division” que nous utiliserons souvent :
Lemme 2.6 Soit g ∈ Cq. Alors
– il existe des fonctions gi ∈ Cq telles que :
g = g(0) +
n∑
i=1
giqi.
– il existe des fonctions ai ∈ Cq telles que :
Xg =
n∑
i=1
aiXqi.
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De´monstration: par la formule de Taylor, chaque Gǫ correspondant a` g et donne´
par la proposition 2.5 s’e´crit :
Gǫ(q1, . . . , qn) = Gǫ(0) +
n∑
i=1
qiG
i
ǫ(q1, . . . , qn).
Pour chaque i, les couples (Giǫ, G
i
ǫ′) ve´rifient les meˆmes hypothe`ses de platitude,
et donc de´finissent un e´le´ment gi de Cq. Ces gi re´pondent au premier point.
De la meˆme fac¸on, sur chaque Eǫ on a
Xg =
n∑
i=1
∂Gǫ
∂qi
Xqi.
En posant aiǫ =
∂Gǫ
∂qi
, on voit que les aiǫ ve´rifient toujours les bonnes hypothe`ses de
platitude. Ils de´finissent donc des fonctions ai ∈ Cq qui re´pondent au deuxie`me
point. 
Revenant au the´ore`me d’Eliasson, la proposition 2.5 implique imme´diatement
l’existence de formes normales “fortes” en l’absence d’e´le´ment hyperbolique :
Corollaire 2.7 Soit A un syste`me comple`tement inte´grable critique non de´ge´ne´-
re´ ; soit (q1, . . . , qn) une base standard de l’alge`bre de Cartan associe´e. On suppose
qu’il n’y a pas parmi les qi d’e´le´ment hyperbolique. Alors il existe des coordonne´es
symplectiques dans lesquelles A est engendre´e par les qi.
En d’autres termes, il existe un diffe´omorphisme symplectique ϕ au voisinage
de m et des fonctions Fi : R
n → R, de diffe´rentielles inde´pendantes en 0, telles
que :
∀i = 1, . . . , n fi ◦ ϕ = Fi(qi, . . . , qn).
Remarque 1 : il n’est pas certain que l’hypothe`se de connexite´ des feuilles la-
grangiennes soit ne´cessaire, puisque le re´sultat a e´te´ prouve´ pour toute singularite´
non de´ge´ne´re´e en dimension deux : c’est le “Lemme de Morse isochore” (voir [8]).
En outre, on sait (“the´ore`me de Sternberg”) qu’en dimension quelconque n, un
hamiltonien H hyperbolique non re´sonnant (c’est-a`-dire dont la hessienne est
re´gulie`re dans une sous-alge`bre de Cartan totalement hyperbolique : elle s’e´crit∑
λixiξi avec des λi inde´pendants sur Z) est comple`tement inte´grable : il ex-
iste un symplectomorphisme local ϕ tel que H ◦ ϕ soit une fonction des xiξi.
Or si l’on se donne un syste`me comple`tement inte´grable A de type purement
hyperbolique (mh = n), il existe une base de A forme´e par des fonctions toutes
non-re´sonnantes. Il ne paraˆıt donc pas absurde de penser qu’il puisse exister
une forme normale dans ce cas. Dans [14] est expose´e une belle de´monstration du
the´ore`me de Sternberg mais elle semble re´sister au cas comple`tement inte´grable...
Cependant, bien que le re´sultat serait inte´ressant en lui-meˆme, une forme
normale ge´ne´rale ne nous serait pas utile puisque le lemme crucial 2.9, ne´cessaire
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pour traiter le proble`me au niveau semi-classique est, quant a` lui, faux en pre´sence
d’un me´lange d’e´le´ments hyperboliques avec des e´le´ments d’autres types.
Remarque 2 : lorsque la singularite´ est entie`rement elliptique (qi = x2i + ξ2i ), le
corolaire 2.7 est montre´ d’une fac¸on diffe´rente par [9].
Remarque 3 : dans la cate´gorie analytique, la structure du commutant perd
toute sa richesse, puisqu’il n’y a pas de fonctions analytiques plates, en dehors
des fonctions constantes... D’ailleurs l’analogue analytique du the´ore`me 2.2 e´tait
connu bien avant (voir [22] en dimension 2, et [25] en dimension quelconque).
Si maintenant cq contient des e´le´ments hyperboliques (mh 6= 0), nous utilis-
erons l’e´nonce´ suivant, corollaire du the´ore`me 2.2 et du lemme 2.6 :
Corollaire 2.8 Soient f1, . . . , fn des fonctions de´finissant un syste`me comple`te-
ment inte´grable critique non de´ge´ne´re´, et q1, . . . , qn une base standard de l’alge`bre
de Cartan associe´e (de type quelconque) ; alors il existe un symplectomorphisme
ϕ tel qu’on ait, au voisinage de 0, :
(f1, . . . , fn) ◦ ϕ = M.(q1, . . . , qn),
ou` M est une matrice n× n de fonctions e´le´ments de Cq, inversible en z = 0.
Le fait que M soit inversible en 0 est exactement l’hypothe`se de non-de´ge´ne´res-
cence du syste`me : M(0) est la matrice telle que :
(H(f1), . . . ,H(fn)) = M(0). (H(q1), . . . ,H(qn))
Notons que, sur l’ouvert ou` M est inversible, son inverse reste forme´ d’e´le´ments
de Cq, puisque ce dernier est une alge`bre de Poisson.
2.4 Un “Lemme de Poincare´” critique
Apre`s les the´ore`mes de forme normale 2.2 et 2.7, l’ingre´dient le plus important
dont nous auront besoin pour mener a` bien la quantification semi-classique est le
re´sultat suivant :
The´ore`me 2.9 (Eliasson) Soit q1, . . . , qn une base standard d’une sous-alge`bre
de Cartan cq de sp(2n). Dans tout voisinage de 0, il existe un sous-voisinage Ω
de 0, tel que, si g1, . . . , gn sont des fonctions C
∞ a` valeurs re´elles ou complexes
ve´rifiant :
∀i, j = 1, . . . , n {gi, qj} = {gj, qi} sur Ω, (5)
alors il existe une fonction f de´finie sur Ω, et des fonctions Fi ∈ Cq formellement
uniques, telles que, sur Ω,
∀i = 1, . . . , n {f, qi} = gi − Fi. (6)
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En re´alite´, l´e´nonce´ d’Eliasson dans [12] ne mentionne pas l’existence d’un voisi-
nage universel Ω, mais celui-ci se de´duit facilement de sa preuve. On rappellera
comment lors de la preuve de la variante 2.11.
Remarque 1 : pour c ∈ Rn, notons Ωc la lagrangienne ∩q−1i (ci). Elle est singulie`re
pour c = 0. Aux points re´guliers, les champs hamiltoniens Xqi forment une base
de l’espace tangent a` Ωc, ce qui permet de de´finir une 1-forme gc sur Ωc par :
gc(Xqi) = gi.
L’hypothe`se du the´ore`me 2.9 traduit alors que cette 1-forme est ferme´e. L’inte´-
grer serait trouver une fonction f ve´rifiant {f, qi} = gi. Le the´ore`me montre qu’on
peut trouver une primitive f de´pendant re´gulie`rement du parame`tre c meˆme en
c = 0, pourvu qu’on retranche a` g une certaine fonction de c uniquement. Cette
fonction contient donc les singularite´s “geˆnantes” de g en 0.
Remarque 2 : la remarque pre´ce´dente prouve que l’hypothe`se 5 du the´ore`me est
ne´cessaire, ce qui se ve´rifie aussi imme´diatement en utilisant l’identite´ de Jacobi.
Supposons maintenant que f1, . . . , fn soient des fonctions de´finissant un syste`me
comple`tement inte´grable critique non de´ge´ne´re´ en un point m, et soit (q1, . . . , qn)
une base standard du la sous-alge`bre de Cartan associe´e. Appliquant le the´ore`me
2.2, on peut toujours supposer que, localement, les fi sont dans Cq. Le the´ore`me
2.9 admet alors le corollaire suivant :
Corollaire 2.10 Avec les hypothe`se pre´ce´dentes, dans tout voisinage de m, il
existe un sous-voisinage Ω tel que, si g1, . . . , gn sont des fonctions ve´rifiant :
∀i, j = 1, . . . , n {gi, fj} = {gj, fi} sur Ω,
alors il existe une fonction a sur Ω et des fonctions Fi dans Cq telles que
∀i = 1, . . . , n {a, fi} = gi − Fi. (7)
De´monstration: une application du lemme 2.6 donne l’existence d’une matrice
N de fonctions dans Cq, inversible en 0, telle que :
(Xf1 , . . . ,Xfn) = N.(Xq1 , . . . ,Xqn).
La 1-forme gc de´finie sur les parties re´gulie`res des feuilles lagrangiennes Ωc par
gc(Xfi) = gi, est donc donne´e, dans la base (Xq1 , . . . ,Xqn), par
(gc(Xq1), . . . , gc(Xqn) = N−1.(g1, . . . , gn)
ce qui implique que l’hypothe`se de fermeture {gi, fj} = {gj, fi} est e´quivalente a`
{g˜i, qj} = {g˜j, qi}, ou` on a note´
(g˜1, . . . , g˜n) = N
−1.(g1, . . . , gn).
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Appliquant alors le the´ore`me 2.9, on obtient, sur Ω, une fonction a et des
fonctions F˜i telles que :
({a, q1}, . . . , {a, qn}) = (g˜1, . . . , g˜n)− (F˜1, . . . , F˜n),
ce qui se re´e´crit :
N.({a, q1}, . . . , {a, qn}) = (g1, . . . , gn)−N.(F˜1, . . . , F˜n).
Or N.({a, q1}, . . . , {a, qn}) = ({a, f1}, . . . , {a, fn}), donc les fonctions a et
(F1, . . . , Fn) = N.(F˜1, . . . , F˜n)
re´pondent a` la question. 
Bien-suˆr, diverses variantes de l’e´nonce´ du the´ore`me 2.9 et du corollaire ci-
dessus s’obtiennent imme´diatement en utilisant la proposition 2.5 et le lemme
2.6. En particulier, lorsque la sous-alge`bre de Cartan cq ne contient pas d’e´le´ment
hypoerbolique (mh = 0), les Fi s’e´crivent comme fonctions C
∞ de (q1, . . . , qn)
Nous allons montrer maintenant que tel est aussi le cas dans la situation
extreˆme ou` cq est de type entie`rement hyperbolique (mh = n).
The´ore`me 2.11 Avec les hypothe`ses du the´ore`me 2.9, si en outre la sous-alge`bre
de Cartan cq est de type hyperbolique (0, n, 0), alors il existe une fonction f de´finie
sur Ω, et des fonctions C∞ F1, . . . , Fn de Rn dans R ou C telles que, sur Ω,
∀i = 1, . . . , n {f, qi} = gi − Fi(q1, . . . , qn). (8)
On obtient ainsi un re´sultat optimal, dans le sens ou` une telle formulation devient
fausse de`s mh 6= 0 et mh 6= n.
De´monstration: tout au long des sections (2.4.1) et (2.4.2), on pose donc qi =
xiξi. Le sche´ma de la preuve est classique : on commence par examiner le cas
formel (2.4.1), qui re´sout le proble`me modulo des fonctions plates, puis la solution
du syste`me (8) est donne´e par une formule explicite (2.4.2).
2.4.1 Le cas hyperbolique formel
On note Pk(R2n) l’espace vectoriel des polynoˆmes homoge`nes de degre´ k en
les variables x1, . . . , xn, ξ1, . . . , ξn. L’alge`bre de Lie (pour le crochet de Poisson)
des fonctions formelles est constitue´e par l’espace
P =
∞⊕
k=0
Pk.
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Si P ∈ Pm, la repre´sentation adjointe
adP : Q 7→ {P,Q}
est un endomorphisme de P envoyant Pk sur Pm+k−2. En particulier, si P est
quadratique, adP est un endomorphisme de chaque Pk, et ad est une repre´senta-
tion de Q(2n) = P2.
Soit Aˆ la sous-alge`bre des fonctions formelles des qi (une base de Aˆ est ainsi
constitue´e par les monoˆmes xαξβ avec α = β). Par abus de notation, on identifiera
parfois Aˆ avec P(Rn) par F = F (q1, . . . , qn).
On veut donc prouver le re´sultat suivant :
Proposition 2.12 Soient g1, . . . , gn ∈ P telles que
∀i, j = 1, . . . , n {gi, qj} = {gj, qi}.
Alors il existe une fonction f ∈ P, et des fonctions Fi ∈ Aˆ telles que
∀i = 1, . . . , n {f, qi} = gi − Fi(q1, . . . , qn).
De´monstration: pour tous i, Aˆ ∈ ker(adqi) donc adqi se quotiente en un endo-
morphisme de P/Aˆ (on de´signe ainsi le quotient gradue´ ⊕Pk/Aˆk). Plac¸ons-nous
pour toute cette de´monstration dans P/Aˆ ; la proposition s’e´nonce alors ainsi :
∃f, ∀i, adqif = gi. (9)
Une alge`bre de Cartan peut eˆtre caracte´rise´e par un e´le´ment re´gulier, aussi n’est-
il pas e´tonnant que le syste`me (9) puisse, comme on va le voir, se re´duire a` une
seule e´quation, a` savoir
adqf = g, ou` q =
∑
λiqi et g =
∑
λigi,
ou` les λi sont fixe´s inde´pendants sur Z.
adq e´tant diagonalisable, de valeurs propres
∑
λi(βi − αi) (associe´es aux
vecteurs propres xαξβ), elle est inversible dans End(P/Aˆ) ( = ⊕End(Pk/Aˆk)
) et f est donc uniquement de´termine´e (dans P/Aˆ).
Montrons que f = (adq)
−1g convient :
adqif = adqi(adq)
−1g = (adq)
−1adqig
car adqi et adq commutent (car {qi, q} = 0). Or l’hypothe`se {gi, qj} = {gj, qi}
entraˆıne
adqig = adqgi
donc adqif = gi et la proposition est de´montre´e. 
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2.4.2 Preuve du the´ore`me 2.11
En appliquant la proposition pre´ce´dente aux jets d’ordre infini gˆi de gi (qui
ve´rifient toujours {gˆi, qj} = {gˆj , qi}), et en prenant des repre´sentants C∞ des
fonctions fˆ et Fi obtenues, on obtient que la fonction
{fˆ , qi} − (gˆi − Fi(q1, . . . , qn))
est plate en 0. Posons f = fˆ + h ; on est ainsi ramene´ a` chercher une fonction h
telle que {h, qi} = g˜i, ou` g˜i = gi − Fi − {fˆ , qi} est plate en 0. Remarquons que g˜i
ve´rifie toujours l’hypothe`se 5.
Il suffit donc de montrer :
Proposition 2.13 Dans tout voisinage de 0, il existe un voisinage Ω de 0 tel
que, si gi sont des fonctions C
∞ plates en 0, ve´rifiant, sur Ω,
{gi, qj} = {gj, qi},
alors il existe une fonction f sur Ω (plate en 0) telle que
∀i = 1, . . . , n {f, qi} = gi.
De´monstration: il serait tentant d’utiliser les me´thodes de [14]. Malheureuse-
ment, cela ne´cessiterait de pouvoir supposer que les gi soient a` support compact,
ce qui ne paraˆıt pas compatible avec (5). Toujours est-il qu’en dimension 1, l’hy-
pothe`se (5) est vide, et la me´thode marche tre`s bien (voir [14] (theo 4)).
Nous allons donc nous rabattre sur les techniques d’inte´gration standard, ex-
plique´es en dimension 1 dans [8] et [12]. On montrera ici comment elles permettent
de traiter le cas comple`tement inte´grable.
On de´signe toujours par Ui(t) les flots des qi. Notons Ti(z) le temps que met
z sous l’action de Ui a` placer la coordonne´e zi sur l’unique hyperplan diagonal
ou antidiagonal xi = ±ξi qui rencontre le flot partant de z. C’est une fonction
bien de´finie et C∞ en dehors des hyperplans de coordonne´es. On montre dans les
re´fe´rences sus-cite´es que, pour toute fonction g plate en 0, l’inte´grale :
∫ Ti(z)
0
g(Ui(s)z)ds
de´finit une fonction C∞ sur un voisinage de 0. Notons ∆i(z) la projection de z
sur le ie`me hyperplan (anti)diagonal le long du flot de qi, c’est-a`-dire ∆i(z) =
Ui(Ti(z))z (voir figure 1). Il est essentiel de remarquer ici que tout voisinage de
0 contient un sous-voisinage stable par ∆i ; on choisit pour Ω un tel voisinage
stable.
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∆(z)
z x = ξ
ξ
x
Fig. 1: ∆(z) = U(T (z))z.
Lemme 2.14 Soit g une fonction plate en 0 et, pour z ∈ Ω, soit fi(z) =∫ Ti(z)
0
g(Ui(s)z)ds. Alors :
{fi, qi} = g,
et, pour j 6= i, si h est une fonction ve´rifiant {g, qj} = {h, qi} sur Ω, alors :
{fi, qj} = h−∆∗ih.
De´monstration: c’est un simple calcul, reposant sur :
{fi, qj} = − d
dt t=0
fi(Uj(t)).
Pour i = j, on utilise que Ti(Ui(t)z) = Ti(z) − t, tandis que pour j 6= i, c’est
l’invariance de Ti par Uj , jointe a` l’hypothe`se de commutation, qui donne le
re´sultat. Cette hypothe`se est utilise´e sous la forme :
d
dt
g(Uj(t)Ui(s)z) = {qj , g}Uj(t)Ui(s)z =
= {qi, h}Ui(s)Uj(t)z = d
ds
h(Ui(s)Uj(t)z).

Revenons a` la preuve de la proposition. En appliquant le lemme avec i = j = 1,
on re´sout la premie`re e´quation : {fi, qi} = g1. On cherche alors une solution du
syste`me de la forme f1 + f2, ce qui me`ne aux e´quations :
{f2, q1} = 0, et ∀j > 1, {f2, qj} = g˜j
ou` g˜j = gj−{f1, qj}. Le membre de droite vaut ∆∗1gj, d’apre`s le lemme. Les fonc-
tions ∆∗1gj et Tj sont invariantes par le flot de q1, donc une nouvelle application
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du lemme avec g = ∆∗1g2 re´sout la deuxie`me e´quation tout en laissant la premie`re
intacte. On peut ainsi recommencer... jusqu’a` e´puisement du syste`me. Le lemme
assurera que les de´rive´es croise´es sont les bonnes.
On peut meˆme s’offrir une formule explicite, dont on ve´rifie la validite´ graˆce
au lemme :
f =
∫ T1(z)
0
g1(U1(s)z)ds +
∫ T2(z)
0
∆∗1g2(U2(s)z)ds+
+
∫ T3(z)
0
∆∗2∆
∗
1g3(U3(s)z)ds+ · · ·

3 Syste`mes inte´grables quantiques
3.1 Introduction
D’une certaine fac¸on, on peut dire que l’inte´grabilite´ d’un point de vue pure-
ment quantique ne pre´sente gue`re d’inte´reˆt. Pour voir cela, prenons (E, hω)
un espace vectoriel symplectique (de dimension finie, au moins dans un pre-
mier temps). La matrice symplectique standard J , ve´rifiant J2 = −I, munit E
d’une structure complexe. D’autre part E est muni d’un produit scalaire eu-
clidien par (x, y) = ω(Jx, y), qui n’est autre que le produit euclidien usuel.
On obtient ainsi une structure hermitienne sur E graˆce au produit hermitien
〈x, y〉 = (x, y) + ihω(x, y). Re´ciproquement, tout espace de Hilbert Cn est muni
de la forme symplectique e´gale a` la partie imaginaire de la forme hermitienne.
On ve´rifie alors facilement qu’un endomorphisme de E est hermitien si et
seulement s’il commute avec J et est syme´trique (pour le produit scalaire eucli-
dien). Ou plutoˆt, voyant Herm(E, J) comme Ju(n), on a :
Herm(E, J) = J(sp(E) ∩ o(E)).
On veut maintenant re´soudre l’e´quation de Schro¨dinger associe´e a` B, a` savoir :
h
i
d
dt
ψ = Bψ,
ou` on a note´ i pour J . Si H(ψ) = (Bψ, ψ) est la forme quadratique associe´e a` B,
on ve´rifie imme´diatement que l’hamiltonien deH est XH(ψ) = ihB(ψ). L’e´quation
de Schro¨dinger n’est donc autre que l’e´quation du flot de XH :
d
dt
ψ = XH(ψ).
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Or un hamiltonien hermitien est e´videmment comple`tement inte´grable, puisqu’en
le diagonalisant en base hermitienne, on obtient une base symplectique (et or-
thonorme´e) dans laquelle
B =
(
∆ 0
0 ∆
)
, ∆ = diag(λ1, . . . , λn).
B s’e´crit donc
∑
λi(x
2
i + ξ
2
i ) et les x
2
i + ξ
2
i sont des inte´grales en involution.
On peut remarquer ici que le crochet de Poisson de deux hamiltoniens hermi-
tiens s’e´crit
{B1, B2} = i
h
[B1, B2],
ou` [, ] est le crochet usuel des endomorphismes.
Maintenant, sans rentrer dans des justifications mathe´matiques, si H est un
espace de Hilbert quelconque sur lequel on se donne un ope´rateur B autoadjoint
diagonalisable, avec des fonctions propres ψn associe´es aux valeurs propres λn,
alors l’e´quation de Schro¨dinger peut eˆtre vue comme un syste`me hamiltonien
de dimension infinie, d’Hamiltonien H(ψ) =
∑
λn|zn|2, (zn = xn + iξn est la
coordonne´es de ψ sur ψn) pour la structure symplectique h
∑
dξn ∧ dxn. Il est
donc “comple`tement inte´grable”, au sens ou` il admet les x2n + ξ
2
n comme famille
comple`te d’inte´grales premie`res.
Ceci dit, on n’est gue`re plus avance´... C’est pourquoi on introduit une autre
notion de comple`te inte´grabilite´ quantique, qu’on pourra aussi appeler la comple`te
inte´grabilite´ semi-classique, puisqu’elle va co¨ıncider avec la notion classique dans
la limite semi-classique.
3.2 Quantification semi-classique
On note E l’espace des h-ope´rateurs pseudo-diffe´rentiels classiques d’ordre 0
sur un ouvert W d’une varie´te´ X de dimension n. Rappelons qu’un ope´rateur
pseudo-diffe´rentiel P (h) est dit classique si son symbole de Weyl p(h) admet un
de´veloppement asymptotique de la forme :
p(h)(x, ξ) ∼
∑
hkpk(x, ξ)
(le de´veloppement est alors unique). Les re´sultats pre´sente´s ici seront microlo-
caux au voisinage d’un point ou d’une sous-varie´te´ Lagrangienne compacte ; en
particulier, peu importent les hypothe`ses que l’on peut faire sur le comporte-
ment a` l’infini des symboles (voir [5, 21]). Rappelons aussi que deux ope´rateurs
pseudo-diffe´rentiels sont dits microlocalement e´gaux (ou e´gaux modulo O(h∞))
au voisinage d’un point m ∈ T ∗X si leurs symboles de Weyl co¨ıncident sur ce
voisinage.
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E est, comme en dimension finie, muni d’une structure d’alge`bre de Lie :
{P,Q} = i
h
[P,Q].
L’ope´ration σ (symbole principal) est un morphisme surjectif de (E , {}) sur l’alge`-
bre des observables classiques (C∞(T ∗W ), {}).
De´finition 3.1 Suivant [4, 3], on appelle syste`me semi-classique comple`tement
inte´grable la donne´e de n ope´rateurs P1, . . . , Pn de E tels que :
– les symboles principaux pi = σ(Pi) sont des fonctions a` valeurs re´elles for-
mant un syste`me comple`tement inte´grable classique ;
– ∀i, j, [Pi, Pj] = O(h∞).
Cette notion est bien adapte´e a` ce qu’il semble naturel d’appeler une “quantifi-
cation semi-classique” d’un syste`me classique comple`tement inte´grable.
Par exemple, le proble`me de Neumann pre´sente´ en section 2.2 est semi-
classiquement inte´grable ; il est meˆme quantiquement inte´grable, au sens ou` il
existe des ope´rateurs diffe´rentiels sur Sn qui quantifient les Hamiltoniens clas-
siques en commutant exactement (voir [15]).
Cette de´finition soule`ve naturellement la question suivante :
Lorsqu’un syste`me comple`tement inte´grable classique associe´ a` un syste`me
comple`tement inte´grable semi-classique est re´ductible a` une forme normale (par
exemple, s’il satisfait aux hypothe`ses du the´ore`me 2.7 ; c’est aussi vrai de`s que
l’application moment J = (p1, . . . , pn) est une submersion locale), existe-t’il aussi
une forme normale pour le syste`me semi-classique ?
La re´ponse a` cette question est connue, et positive, au voisinage de points
re´guliers des feuilles lagrangiennes du syste`me. Elle est principalement due a`
Colin de Verdie`re [4] et A.-M. Charbonnel [3] (meˆme si, rigoureusement, ces
auteurs ne traitent que le cas ou` les ope´rateurs sont formellement auto-adjoints).
Nous verrons dans la section suivante que cela reste le cas en pre´sence d’une
singularite´ non-de´ge´ne´re´e : tous les re´sultats e´nonce´s en section 2 auront leur
analogue semi-classique.
3.3 Formes normales microlocales
Soit (P1(h), . . . , Pn(h)) un syste`me semi-classique comple`tement inte´grable,
de´fini sur un ouvert W d’une varie´te´ X de dimension n. Rappelons que les Pi ne
sont pas ne´cessairement formellement auto-adjoints, mais que le symbole principal
est suppose´ re´el.
On note pj les symboles principaux ; ils de´finissent un syste`me comple`tement
inte´grable classique de T ∗W . On suppose ici que ce syste`me admet un point
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critique non-de´ge´ne´re´ m ∈ T ∗W , et on note cq la sous-alge`bre de Cartan de
sp(2n) associe´e. On suppose toujours que pj(m) = 0.
Soit (q1, . . . , qn) une base standard de c. On note Qj les h-quantifie´s syme´tri-
ques (ou de Weyl) des qj, c’est-a`-dire :
– si qj = x
2
j + ξ
2
j , Qj = −h2 ∂
2
∂x2j
+ x2j ;
– si qj = xjξj, Qj =
h
i
(xj
∂
∂xj
+ 1
2
) ;
– et pour le cas focus-focus, on a respectivement Qj =
h
i
(xj
∂
∂xj+1
− xj+1 ∂∂xj )
et Qj+1 =
h
i
(1 + xj
∂
∂xj
+ xj+1
∂
∂xj+1
) (ce qui donne en coordonne´es polaires{
xj = ρ cos(θ)
xj+1 = ρ sin(θ)
, les ope´rateurs respectifs h
i
∂
∂θ
et h
i
(ρ ∂
∂ρ
+ 1)).
Outre la sous-alge`bre de Cartan cq, l’ingre´dient principal de la section 2 e´tait
une sous-alge`bre de Poisson de C∞(T ∗W ), le commutant classique Cq. On de´finit
de la meˆme fac¸on le commutant semi-classique CQ comme e´tant la sous-alge`bre
de E donne´e par :
CQ = {P (h) ∈ E , ∀j, [P,Qj] = O(h∞)}.
La version semi-classique du the´ore`me d’Eliasson est alors la suivante :
The´ore`me 3.1 Soit (P1, . . . , Pn) un syste`me semi-classique comple`tement inte´-
grable, avec une singularite´ non de´ge´ne´re´e de type quelconque, et Q1, . . . , Qn les
ope´rateurs diffe´rentiels correspondants. Alors il existe un ope´rateur inte´gral de
Fourier elliptique (et unitaire si les Pj sont formellement auto-adjoints) U(h), et
des ope´rateurs pseudo-diffe´rentiels Fj(h) dans CQ, tels que, microlocalement au
voisinage de m,
∀j, U−1PjU = Fj +O(h∞).
Avant de donner la preuve de ce the´ore`me, notre premie`re taˆche est donc de
de´crire la structure de CQ.
3.4 Le commutant semi-classique
CQ est directement relie´ au commutant classique Cq par le re´sultat suivant :
Proposition 3.2 CQ est une alge`bre de Lie commutative. L’application σW (sym-
bole de Weyl) est, modulo O(h∞), un isomorphisme de CQ dans l’alge`bre de Lie
formelle :
Cq(h) =
∞∑
k=0
hkCq.
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De´monstration: la formule de Moyal (voir [13]) exprime la relation entre la
quantification de Weyl et le crochet de commutation : si A et B sont les quantifie´s
de Weyl des symboles a et b, on a, formellement :
σWeyl([A,B]) =
2
i
a sin(
hD
2
)b,
avec
D =
(←−
∂
∂ξ
−→
∂
∂x
−
←−
∂
∂x
−→
∂
∂ξ
)
.
On l’utilise en ge´neral pour la formule suivante :
σWeyl([A,B]) =
h
i
({a, b}+O(h2)) .
Commenc¸ons par montrer la commutativite´ de CQ. Sur chaque ouvert Eǫ (voir
proposition 2.5), les symboles principaux des Qj sont inde´pendants. D’apre`s le
the´ore`me de forme normale standard associe´ a` une carte de Darboux-Carathe´o-
dory (x, ξ) (voir par exemple [4]), les Qj sont conjugue´s aux ope´rateurs
h
i
∂
∂xj
. En
appliquant la formule de Moyal, on obtient que tout ope´rateur pseudo-diffe´rentiel
qui commute avec les h
i
∂
∂xj
= OpW (ξj) a un symbole de Weyl dont le de´veloppe-
ment asymptotique est inde´pendant de x. Par une nouvelle application de cette
formule on voit que deux tels ope´rateurs commutent a` l’ordre O(h∞).
Finalement, si P (h) et Q(h) sont dans CQ, le crochet [P,Q] est un ope´rateur
pseudo-diffe´rentiel classique dont le symbole de Weyl a un de´veloppement asymp-
totique nul sur les ouverts Eǫ. Par continuite´ des termes de ce de´veloppement
asymptotique, ils sont nuls partout. Donc [P,Q] = O(h∞).
Venons-en maintenant au deuxie`me point de la proposition. Appliquant la
formule de Moyal dans les coordonne´es initiales, le fait que qj soit quadratique
implique que pour tous k ≥ 3 et pour toutes fonctions f ,
fDkqj = 0.
On dispose donc d’une re`gle de quantification “exacte”, au sens ou` :
σWeyl([Op
W (f), Qj]) =
h
i
({f, qj}+O(h∞)) ,
On en de´duit qu’un ope´rateur P (h) est dans CQ si et seulement si le de´veloppe-
ment asymptotique de son symbole de Weyl p(h) ∼∑ pkhk ve´rifie∑
hk{pk, qj} = O(h∞),
ce qui est e´quivalent, par unicite´ du de´veloppement asymptotique, a` :
∀k, j, {pk, qj} = 0,
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c’est-a`-dire ∀k, pk ∈ Cq. 
Lorsque la sous-alge`bre de Cartan cq ne contient pas d’e´le´ment hyperbolique
(mh = 0), on sait que la structure de Cq est particulie`rement simple : c’est
l’ensemble des fonctions f(q1, . . . , qn). On a un re´sultat analogue pour le commu-
tant semi-classique.
Notons tout d’abord que puisque les ope´rateurs Qj sont formellement auto-
adjoints, on peut utiliser un calcul fonctionnel a` plusieurs variables comme celui
de´veloppe´ dans [3]. On peut ainsi donner un sens microlocal a` f(Q1, . . . , Qn) pour
toute fonction f ∈ C∞0 (Rn) et par la`, a` f(h)(Q1, . . . , Qn), ou` f(h) ∼ f0 + hf1 +
... est un symbole semi-classique admettant un de´veloppement en puissance de
h : f(h)(Q1, . . . , Qn) commute alors avec les Qj et admet f0(q1, . . . , qn) comme
symbole principal.
Il faut remarquer que microlocalement sur un domaine Ω voisinage de m,
les hypothe`ses a` l’infini pour le calcul fonctionnel sont inutiles. Ainsi, seule la
syme´trie des ope´rateurs est importante. En effet, quitte a` tronquer les symboles
en dehors de Ω, on peut supposer que les ope´rateurs h-quantifie´s sont semi-borne´s
infe´rieurement. On dispose alors par exemple de l’extension de Friedrichs qui est
auto-adjointe. Enfin, deux extensions d’un meˆme ope´rateur, dont les domaines
contiennent C∞0 (Ω), auront le meˆme symbole de Weyl sur Ω, et seront donc
e´gaux modulo re´gularisant. En particulier, le choix d’une extension auto-adjointe
est sans incidence sur le calcul fonctionnel, au niveau microlocal.
On peut maintenant e´noncer la proposition suivante :
Proposition 3.3 Si mh = 0, alors tout e´le´ment de CQ s’e´crit, microlocalement
au voisinage de 0, sous la forme f(h)(Q1, . . . , Qn) +O(h
∞).
De´monstration: soit P (h) ∈ CQ. D’apre`s la proposition 3.2, son symbole prin-
cipal appartient a` Cq, et donc s’e´crit f
(0)(q1, . . . , qn). Posons, microlocalement au
voisinage de 0,
P (0) = f (0)(Q1, . . . , Qn).
P et P (0) ayant meˆme symbole principal, on a :
P = P (0) + hR(1),
ou`, ne´cessairement, R(1) ∈ CQ. En recommenc¸ant la meˆme de´composition pour
R(1), et ainsi de suite, on obtient par re´currence :
∀N, ∃f (0), . . . , f (N) ∈ C∞(Rn), P (h) = (
N∑
k=0
hkf (k))(Q1, . . . , Qn) +O(h
N+1),
ce qui prouve la proposition. 
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3.5 Preuve du the´ore`me 3.1
Plutoˆt que de montrer directement le the´ore`me 3.1, nous allons e´noncer et
prouver une formulation le´ge`rement diffe´rente qui se rapproche du corollaire 2.8,
et qui est plus utile pour les applications lorsque mh 6= 0. Dans le cas mh = 0, la
forme la plus utile est bien-suˆr celle du the´ore`me 3.1 associe´ a` la proposition 3.3.
The´ore`me 3.4 Soit (P1, . . . , Pn) un syste`me semi-classique comple`tement in-
te´grable, avec une singularite´ non de´ge´ne´re´e de type quelconque, et Q1, . . . , Qn
les ope´rateurs diffe´rentiels correspondants. Alors il existe un ope´rateur inte´gral
de Fourier elliptique (et unitaire si les Pj sont formellement auto-adjoints) U(h),
une matrice de taille n×n microlocalement inversibleM(h) d’ope´rateurs pseudo-
diffe´rentiels appartenant a` CQ, et des constantes α(ℓ)j ∈ C (j = 0, . . . , n et ℓ ∈ N∗)
telles que, microlocalement au voisinage de m,
U−1(P1, . . . , Pn)U =M.(Q1 − α1(h), . . . , Qn − αn(h)) +O(h∞).
On a note´ αj(h) =
∑
ℓ≥1 α
(ℓ)
j h
ℓ.
Les α
(1)
j se de´crivent a` l’aide des valeurs en m des symboles sous-principaux
rj des Pj par :
α(1) = −M−1(0).r(m),
ou` M est la matrice de fonctions donne´e par le corollaire 2.8.
De´monstration: On commence par appliquer le corollaire 2.8. En choisissant un
ope´rateur inte´gral de Fourier microlocalement unitaire U associe´ au symplecto-
morphisme ϕ, et en conjuguant les Pj par U , on se rame`ne au cas ou` les symboles
principaux pj ve´rifient, dans un voisinage de 0,
(p1, . . . , pn) = M.(q1, . . . , qn).
M e´tant une matrice de fonctions commutant avec les qk, une application de la
proposition 3.2 nous fournit une matrice M(0) d’ope´rateurs pseudo-diffe´rentiels
e´le´ments de CQ, de symbole principal M . En conse´quence, il existe des ope´rateurs
R
(1)
j ∈ E tels que :
(P1, . . . , Pn) =M(0).(Q1, . . . , Qn) + h(R(1)1 , . . . , R(1)n ).
Notons (M1, . . . ,Mn) = M(0).(Q1, . . . , Qn). Les Mj sont des e´le´ments de CQ, de
symboles principaux (p1, . . . , pn). L’hypothe`se de commutation des Pj s’e´crit :
[Mj ,Mk] + h ([Mj , Rk] + [Rj ,Mk]) + h
2[Rj, Rk] = 0.
Puisque CQ est abe´lien (proposition 3.2), on obtient, en prenant les symboles
principaux de cette e´galite´ :
∀j, k, {pj, rk} = {pk, rj}.
3 SYSTE`MES INTE´GRABLES QUANTIQUES 23
La preuve du the´ore`me se poursuit alors en deux e´tapes : la premie`re traitant
spe´cifiquement du niveau sous-principal, et la deuxie`me traitant, par un meˆme
sche´ma, tous les niveaux suivants.
• La premie`re e´tape consiste a` chercher une matrice M(1) d’e´le´ments de CQ,
des constantes α
(1)
j ∈ C, et un ope´rateur pseudo-diffe´rentiel elliptique V ∈ E tels
que :
V −1(P1, . . . , Pn)V = (M(0) + hM(1)).(Q1 − hα(1)1 , . . . , Qn − hα(1)n ) +O(h2).
Ce syste`me se re´e´crit en :[
n∑
k=1
M(0)jk Qk, V
]
= h
(
V
n∑
k=1
M(1)jk Qk − V
n∑
k=1
M(0)jk α(1)k − RjV
)
+O(h2),
qui est e´quivalent, en prenant les symboles principaux des deux membres, au
syste`me d’e´quations de transport suivant :
∀j, {pj, v} = iv
(
n∑
k=1
m
(1)
jk qk −
n∑
k=1
m
(0)
jk α
(1)
k − rj
)
.
Posons v = eid ; on a {f, v} = iv{f, d} ; il suffit donc de re´soudre :
∀j, {pj, d} =
(
n∑
k=1
m
(1)
jk qk −
n∑
k=1
m
(0)
jk α
(1)
k − rj
)
.
Le corollaire 2.10 fournit une telle fonction d de´finie sur un voisinage Ω de 0 et
des e´le´ments Fj de Cq tels que
∀j, {pj, d} = Fj − rj.
La matrice (m
(0)
jk ) = M e´tant inversible, le n-uplet M
−1.(F1, . . . , Fn) est le plus
ge´ne´ral des n-uplets de Cnq , donc, d’apre`s le lemme 2.6, il s’e´crit
−(α(1)1 , . . . , α(1)n ) + M˜.(q1, . . . , qn),
ou` M˜ est une matrice d’e´le´ments de Cq, et les α
(1)
j sont ne´cessairement donne´s
par :
∀j, −
n∑
k=1
m
(0)
jk (0)α
(1)
k = Fj(0) = rj(0).
Le syste`me est donc re´solu, avec (m
(1)
jk ) =M.M˜ .
En quantifiant les m
(1)
jk par la proposition 3.2, on obtient une matrice M(1)
d’ope´rateurs pseudo-diffe´rentiels de CQ qui re´sout le proble`me modulo O(h2).
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Notons que si les Pj sont formellement auto-adjoints, alors d est re´el, et V
peut eˆtre quantifie´ en un ope´rateur microlocalement unitaire.
• La deuxie`me e´tape termine la preuve par re´currence : supposons que les Pj
ve´rifient
(P1, . . . , Pn) =
(
N−1∑
ℓ=0
hℓM(ℓ)
)
.(Q1−α1(h), . . . , Qn−αn(h))+hN(R(N)1 , . . . , R(N)n ),
ou` αj(h) =
∑N−1
ℓ=1 h
ℓα
(ℓ)
j , et les M(ℓ) sont des matrices n × n d’e´le´ments de CQ.
Comme tous ces e´le´ments commutent entre eux, l’hypothe`se de commutation des
Pj s’e´crit, a` l’ordre principal N :
hN
(
[Mj , R
(N)
k ] + [R
(N)
j ,Mk]
)
= O(h∞),
ce qui donne :
{pj, r(N)k } = {pk, r(N)j }.
Alors il existe un ope´rateur pseudo-diffe´rentiel C ∈ E , une matrice M(N) d’e´le´-
ments de CQ, et des constantes α(N)j ∈ C telles que :
∀j, (I + hN−1iC)−1(P1, . . . , Pn)(I + hN−1iC) =(
N∑
ℓ=0
hℓM(ℓ)
)
.(Q1 − α˜1(h), . . . , Qn − α˜n(h)) +O(hN+1), (10)
avec α˜j(h) = αj(h)+h
Nα
(N)
j . En effet, pour N ≥ 2, ce syste`me se re´e´crit modulo
des termes d’ordre O(hN+1) en :
hN−1
[
n∑
k=1
M(0)jk Qk, iC
]
= hN
(
n∑
k=1
M(N)jk Qk −
n∑
k=1
M(0)jk α(N)k − R(N)j
)
.
Il donne lieu, au niveau des symboles principaux, a` des e´quations de transport
que l’on re´sout comme pre´ce´demment.
Notons que si les Pj sont formellement auto-adjoints, le symbole c est re´el. Au
lieu de conjuguer par l’ope´rateur elliptique I + hN−1iC, on utilise la transforme´e
de Cayley W = I+ih
N−1C/2
I−ihN−1C/2 . L’ope´rateur W est unitaire, et comme W = I +
ihN−1C +O(hN), il convient tout aussi bien pour la re´solution de (10).
Ceci termine la de´monstration du the´ore`me 3.4. 
Le the´ore`me 3.1 en est bien-suˆr un corollaire imme´diat.
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3.6 Remarques finales
1. Le sche´ma de de´monstration du the´ore`me 3.4 est ge´ne´ral, et fonctionne si
l’on remplace l’alge`bre CQ par celle des fonctions des (Q1, . . . , Qn), a` partir du
moment ou` les the´ore`mes classiques le permettent. Ceci est le´gitime si la sous-
alge`bre de Cartan ne contient pas d’e´le´ment hyperbolique – on l’a d’ailleurs de´ja`
remarque´ ; c¸a l’est aussi en dimension 1, en vertu du lemme de Morse isochore
([8]), et du lemme de Poincare´ hyperbolique 2.11. Cette remarque permet de
retrouver le the´ore`me 12 de [6].
2. On peut aussi utiliser ce sche´ma de de´monstration pour avoir la forme nor-
male des (P1, . . . , Pn) dans un voisinage invariant d’une feuille re´gulie`re du feuil-
letage lagrangien de´termine´ par l’application moment (p1, . . . , pn). En effet le
the´ore`me d’Arnold-Liouville fournit un tel voisinage invariant Ω dans lequel on
dispose de coordonne´es action-angle, c’est-a`-dire que Ω est symplectomorphe a`
un voisinage de la section nulle de T ∗Tn de la forme Tn×D ∋ (x, ξ). Utilisant un
ope´rateur inte´gral de Fourier associe´ a` ce symplectomorphisme, on est ramene´ au
cas ou` les Pj agissent sur T
n et ont des symboles principaux qui ne de´pendent
que de ξ.
Examinons maintenant les e´quations de transport : elles vont consister a` re´-
soudre des syste`mes du type
{ξj, a} = rj, c’est-a`-dire ∂a
∂xj
= rj.
Or les rj = rj(x, ξ) ve´rifient la bonne condition de fermeture :
{ξj, rk} = {ξk, rj},
qui n’est autre que dxr = 0, ou r est vue comme la 1-forme r1dx1 + · · ·+ rndxn.
Cette condition assure qu’on peut toujours inte´grer ces e´quations localement.
Par contre, pour un re´sultat global sur les tores horizontaux, il faut [r] = 0 dans
H1(Tn × {ξ}). Autrement dit, on sait re´soudre dxa = r − [r], ou encore :
{ξj, a} = rj − [r]j ,
ou` [rj ] est la moyenne de rj par rapport a` xj , et ne de´pend que de ξ.
On retrouve ainsi le re´sultat mentionne´ en introduction sur les coordonne´es
actions-angles semi-classiques re´gulie`res :
The´ore`me 3.5 ([4, 3]) Soit (P1, . . . , Pn) un syste`me semi-classiquement comp-
le`tement inte´grable, et Ω un ouvert invariant de coordonne´es actions-angles re´-
gulie`res. Alors il existe un ope´rateur inte´gral de Fourier U(h) (unitaire si les Pj
sont formellement auto-adjoints) et des symboles
fj(h) = f
(0)
j + hf
(1)
j + h
2f
(2)
j + · · ·
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tels que, sur Ω,
∀j = 1, . . . , n, U−1PjU = fj(h)(D1, . . . , Dn) +O(h∞).
Les Dj sont les ope´rateurs
h
i
∂
∂xj
sur le tore Tn.
3. Dans l’e´nonce´ du the´ore`me 3.4, la constante α(1) est de´finie de fac¸on in-
trinse`que par les ope´rateurs Pj , c’est-a`-dire inde´pendemment de l’OIF U choisi.
Il semblerait raisonnable de penser qu’il en est de meˆme de tous les termes de
la se´rie. Un argument en faveur de cette affirmation est que α(h) peut eˆtre vue
comme la monodromie des solutions du syste`me pseudo-diffe´rentiel Pju = 0 (voir
[20, 26]). Nous espe´rons pouvoir de´tailler cela dans un travail ulte´rieur.
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