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We study certain aspects of ﬁnite-dimensional non-semisimple
symmetric Hopf algebras H and their duals H∗. We focus on
the set I(H) of characters of projective H-modules which is an
ideal of the algebra of cocommutative elements of H∗. This ideal
corresponds via a symmetrizing form to the projective center
(Higman ideal) of H which turns out to be Λa˙dH , where Λ
is an integral of H and a˙d is the left adjoint action of H on
itself. We describe Λa˙dH via primitive and central primitive
idempotents of H . We also show that it is stable under the
quantum Fourier transform. Our best results are obtained when
H is a factorizable ribbon Hopf algebra over an algebraically closed
ﬁeld of characteristic 0. In this case Λa˙dH is also the image of I(H)
under a “translated” Drinfel’d map. We use this fact to prove the
existence of a Steinberg-like character. The above ingredients are
used to prove a Verlinde-type formula for Λa˙dH .
© 2008 Elsevier Inc. All rights reserved.
Introduction
The representation and character theory of semisimple Hopf algebras over an algebraically closed
ﬁeld of characteristic 0 has been developed since the 70’s, in many cases analogously to the classical
theory of ﬁnite groups. Much less is known about representations and characters of general ﬁnite-
dimensional Hopf algebras. Some steps in this direction where taken by e.g. [14]. The building blocks
in the representation theory of ﬁnite-dimensional semisimple algebras are the irreducible modules. In
the non-semisimple case, a major role is also played by indecomposable projective modules.
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ﬁeld k. We investigate the set I(H) of characters of ﬁnite-dimensional projective modules over such
Hopf algebras. It is known (e.g. [2,10]) that this set corresponds via a symmetrizing form to the pro-
jective center (Higman ideal) of H . We show that the projective center for symmetric Hopf algebras
H is Λ a˙d H, where Λ is an integral of H and a˙d is the left adjoint action of H on itself. As I(H)
is spanned over k by the characters of all projective indecomposable H-modules, which in turn cor-
respond to the primitive idempotents e in H, we describe Λ a˙d H via these idempotents and via
the central primitive idempotents E (blocks) to which they correspond. Of particular interest are E ’s
which actually belong to Λ a˙d H . It is known that such E ’s correspond to irreducible modules which
are also projective.
A special case of symmetric Hopf algebras are the so called factorizable Hopf algebras. In this case
we prove that Λ a˙d H is stable under the quantum Fourier transform F [5,15]. When H is also ribbon
then the Drinfel’d map gives rise to another correspondence which is in fact an algebra isomorphism
between I(H) and Λ a˙d H . Factorizable Hopf algebras are abundant. The Drinfel’d double D(H) for any
ﬁnite-dimensional Hopf algebra H is factorizable. A necessary and suﬃcient condition for it to be also
ribbon is given in [11]. When H is factorizable and ribbon and the ground ﬁeld k is of characteristic 0,
we prove that Λ a˙d H contains at least one central primitive idempotent E.
Motivating examples of factorizable ribbon Hopf algebras are some small quantum groups. There
are related works considering these Hopf algebras. Idempotents of uq(sl2) were computed in [18],
while the decomposition of the adjoint action for uq(sl2) was described in [17]. Some subalgebras
of the center for the factorizable small quantum groups were discussed in [12]. It is known that for
these Hopf algebras there exists a unique (up to isomorphism) irreducible projective module, namely
the Steinberg module. In this case there exists a unique central primitive idempotent E belonging to
Λ a˙d H .
Restricting ourselves to Λ a˙d H we prove a variation of the Verlinde formula for non-semisimple
factorizable ribbon Hopf algebras. The Verlinde formula for semisimple fusion algebras [20] (or cat-
egorically for modular tensor categories [3]), can be formulated as: “The matrix S diagonalizes the
fusion rules.” Attempts to generalize it and to derive non-semisimple fusion algebras were taken in
e.g. [9]. In [5] the Verlinde formula was proved for semisimple Hopf algebras in purely algebraic
terms by using the quantum Fourier transform. Here we prove a Verlinde-type formula for the non-
semisimple case which coincides with the usual formula in the semisimple case. The “fusion rules”
arise from the product of characters of irreducible and of indecomposable projective modules and the
diagonalizing matrix is replaced accordingly.
Since a major part of this paper is based on the theory of symmetric algebras, it indicates that
many of the mentioned results can be proved for symmetric weak Hopf algebras in the spirit of [8],
but this is beyond the scope of this paper.
The paper is organized as follows: In Section 2 we describe some necessary ingredients from the
theory of symmetric algebras and then focus on symmetric Hopf algebras. For a symmetric algebra
A, there exists a chain of ideals in the center of A, one of which is of special interest in the sequel,
namely the projective center of A, also called the Higman ideal of A, and denoted by Hig(A). It is
the image of the map τ given by τ (a) =∑biaai, where {ai}{bi} are a pair of dual bases of A.
There exist a corresponding chain of subspaces of C(A), the set of central forms for A. The sub-
space corresponding to the projective center is I(A), the k-span of characters of ﬁnitely generated
projective A-modules. By [1] elements of I(A) are of the form pa deﬁned as follows. For each a ∈ A
associate pa, an element of the dual of A given by 〈pa,b〉 = Tr(l(a) ◦ r(b)). Without any characteristic
assumption I(A) could very well be 0 (Example 1.4), but if char(k) = 0 then the dimension of I(A)
equals the rank of the Cartan matrix associated with A.
While for any ﬁnite-dimensional Hopf algebra, I(H) is an ideal inside the character ring of H,
when H is a unimodular Hopf algebra more can be said. Denote by s the transpose of H∗, and by
Coc(H∗) the algebra of cocommutative elements of H∗, which is easily seen to equal C(H). We prove:
Theorem 2.6. Let H be a unimodular Hopf algebra over any ﬁeld k, then I(H) is an s-stable ideal of Coc(H∗).
If char(k) = 0 then I(H) is non-zero and its dimension equals the rank of the Cartan matrix of H.
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algebra. We use known results for symmetric algebras to relate I(H) to the center of H, Z(H). We
deﬁne a “translated” Frobenius map Ψ̂ that maps Z(H) onto Coc(H∗) and show:
Theorem 2.8. Let (H, l) be a symmetric Hopf algebra over an algebraically closed ﬁeld k. Then
Ψ̂−1(I) = Hig(H) = Λ a˙d H .
Some results obtained for symmetric algebras are then used for symmetric Hopf algebras. We
show:
Theorem 2.9. Let (H, l) be a symmetric Hopf algebra over an algebraically closed ﬁeld k. Then H is semisimple
if and only if Λ ∈ Λ a˙d H .
We then describe the structure of Λ a˙d H in terms of primitive idempotents. We prove:
Theorem 2.10. Let (H, l) be a symmetric Hopf algebra over an algebraically closed ﬁeld k of characteristic 0.
Let e be a primitive idempotent of H belonging to the block HE. Then:
1. Λ a˙d J (H) = 0.
2. Λ a˙d (el
−1) generates a 1-dimensional ideal in Z(A) and Λ a˙d (el−1) is either nilpotent of second degree
or equals βE where E ∈ Λ a˙d H and 0 = β ∈ k.
3. He is an irreducible module if and only if E ∈ Λ a˙d H if and only if Λ a˙d (el−1) is not nilpotent.
In Section 3 we mainly deal with factorizable ribbon Hopf algebras over an algebraically closed
ﬁeld of characteristic 0. For these symmetric Hopf algebras S2 is induced by a special group-like
element. We use [4] to show in Proposition 3.2 that the quantum Fourier transform F = fQ Ψ is an
H-module map where Ψ is the Frobenius map, fQ is the Drinfel’d map and H is a left H-module
under the adjoint action a˙d. Moreover, (Proposition 3.5), Λ a˙d H is also the image of I(H) under the
“translated” Drinfel’d map f̂ Q . In Corollary 3.6 we show that if char(k) = 0 then there exists at least
one central primitive idempotent E in Λ a˙d H . We denote this E by ESt, reminiscent of the Steinberg
module as described in Example 3.7. This is summarized in:
Theorem 3.8. Let (H,R, v) be a factorizable ribbon Hopf algebra over an algebraically closed ﬁeld of charac-
teristic 0. Then the projective center, Λ a˙d H, is an F -stable (and thus also S-stable) ideal of Z(H) containing
at least one primitive idempotent.
We are now in a position to relate characters of indecomposable projective H-modules, irreducible
H-modules and the adjoint action of Λ on H . Let Ni denote the “fusion rules” which specify the
decomposition of a projective module of the form irreducible ⊗ (indecomposable projective) into
indecomposable projectives. That is, for an irreducible character χi and a character pe j of an inde-
composable projective module, we have:
χi pe j =
m∑
l=1
Nilj pel .
Since f̂ Q is an algebra map when restricted to Coc(H∗), this gives rise to a formula with the same
fusion rules, for the operator left multiplication by f̂ Q (χi) deﬁned on Λ a˙d H . As such, Theorem 2.10
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These ideas are summed up in a Verlinde-type formula. For any matrix M denote by Mm the m ×m
major minor of M. Then:
Theorem 3.14. Let (H,R, v) be a factorizable ribbon Hopf algebra over an algebraically closed ﬁeld of char-
acteristic 0 with a Cartan matrix C of rank m. Let ŝi j and si j be given in (21). Let Ni be the “fusion rules”
obtained from Li, the restriction of the operator left multiplication by f̂ Q (χi), to the Higman ideal Λ a˙d H .
Then F= C−1m (ĈS)m diagonalizes the “fusion rules” for all 1 i  n. That is,
1. F−1NiF= Diag{d−11 si1, . . . ,d−1t sim} where di = dim(Vi), Vi an irreducible representation of H .
2. C = {τ (e j)}1 jm, is a basis of eigenvectors for the operator Li with corresponding eigenvalues d−1j si j .
3. {d−1j si j} are algebraic integers for all 1 i, j  n.
1. Preliminaries
Throughout this paper, unless otherwise speciﬁed, all algebras are assumed to be ﬁnite-
dimensional over an algebraically closed ﬁeld k. Let us recall some basic facts (see e.g. [1,6,10,14]).
Characters for algebras
Let A be a ﬁnite-dimensional algebra over an algebraically closed ﬁeld k. Let ↼ and ⇀ the fol-
lowing right and left actions of A on A∗:
〈p ↼ a,a′〉 = 〈p,aa′〉, 〈a ⇀ p,a′〉 = 〈p,a′a〉.
Denote by C(A) the set
C(A) = {x ∈ A∗ ∣∣ 〈x,ab〉 = 〈x,ba〉 for all a,b ∈ A}.
The elements of C(A) are called central forms for A. Let J (A) be the Jacobson radical of A and
let A = A/ J (A). Let {V1, . . . , Vn} be a full set of non-isomorphic irreducible left A-modules and
{e1, . . . , en} the corresponding orthogonal primitive idempotents. That is, V i ∼= Aei . For any primi-
tive idempotent e there exists a unique central primitive idempotent E so that Ee = e. We say in this
case that e belongs to the block AE.
For each ﬁnite-dimensional A-module V denote its structure map A → Endk(V ) by ρV . Then the
character χV of V is deﬁned by
〈χV ,a〉 = Trace
(
ρV (a)
)
.
Note that 〈χV ,1〉 = dimk(V ). Denote by χA the character of the left regular representation of A,
and by χi the irreducible character χVi . Since Vi ∼= Aei and e j Aei ∼= homA(Aei, Ae j) ∼= δi jkei, we have,
〈χi, e j〉 = δi j . (1)
Set
R(A) = spk
{
χV
∣∣ V a ﬁnite-dimensional A-module}.
The following appears in the literature in various forms (e.g. [14, Theorem 1.6(b)]).
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are equivalent for x ∈ A∗
1. x ∈ R(A).
2. x ∈ C(A) and 〈x, J (A)〉 = 0.
3. x ∈ C(A) and x↼ J (A) = 0.
4. x ∈ R(A/ J (A)) = spk{χi} where {χi} is the set of irreducible characters of A (and thus of A/ J (A)).
For any primitive idempotent e, each z ∈ Z(A) acts as a scalar on the irreducible module V ∼= Ae,
hence
ze = αz,ee + y, αz,e ∈ k, y ∈ J (A). (2)
Let {e1, . . . , en} be a set of primitive idempotents corresponding to the full set of non-isomorphic irre-
ducible left A-modules V j . Denote αz,e j by αz, j, then (1) and (2) imply χ j ↼ z = αz, jχ j . Evaluating
both sides on 1 yields,
〈χ j, z〉 = d jαz, j . (3)
Where d j = dim(V j). Let Pi = Aei be the associated projective indecomposable left A-module. It is
known that {P1, . . . , Pn} is a full set of projective indecomposable left A-modules. The Cartan matrix
of A is the n × n matrix C with
ci j = dim ei Ae j .
If A is a symmetric algebra then its Cartan matrix is known to be symmetric. We have
χAe j =
n∑
i=1
ci jχVi . (4)
For each a ∈ A denote by r(a), l(a) right and left multiplication by a respectively. Deﬁne pa ∈ A∗
by
〈pa,b〉 := Tr
(
l(b) ◦ r(a))
for all b ∈ A. Note that for any idempotent e, pe = χAe. Hence by (1) and (4)
〈pei , e j〉 = ci j . (5)
Set
I(A) = {pa | a ∈ A}. (6)
The signiﬁcant property of I(A) is that it is related to projective modules.
Proposition 1.2. (See [1, Proposition 4.7].) Let A be a ﬁnite-dimensional algebra and let I(A) be deﬁned as
in (6). For each P with an A-coordinate system {xi, f i} the character χP equals pa, where a = ∑ f i(xi).
Moreover, I(A) is spanned over k by the set {pe}, e a primitive idempotent of A.
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follows since for any primitive idempotent e, 〈pe,1〉 = dim Ae = 0.
If char(k) = 0 then I(A) could be 0. We wish to thank M. Lorenz for suggesting the following
example.
Example 1.4. Let A = kG , G a p-group and char(k) = p. Then all projectives are free. Since χA = 0 so
are the characters of all projective A-modules.
Basic notations for Hopf algebras
For Hopf algebras H we use Sweedler’s notation Δ(h) =∑h1 ⊗ h2 for h ∈ H . Let S and s denote
the antipodes of H and H∗ respectively. Let G(H) be the group of group-like elements of H, Let Λ
be a left integral for H and let λ be a right integral for H∗ so that 〈λ,Λ〉 = 1. Denote by g the right
modular element associated with λ, and thus (see [19]) s(λ) = λ↼ g. We say that H is unimodular if
Λ is also a right integral for H . Note that C(H) = Coc(H∗), the set of cocommutative elements of H∗.
Set
O S2 =
{
p ∈ H∗ ∣∣ 〈p,ab〉 = 〈p, (S2b)a〉 for all a,b ∈ H}.
If H is unimodular then clearly Λ ∈ Z(H), the center of H . Also λ ∈ O S2 by [19, Theorem 3(c)]. If S2
is an inner automorphism then s2 acts as the identity on Coc(H∗).
Denote by a˙d the left adjoint action of H on itself, that is
h a˙d a =
∑
h1aS(h2)
for all a,h ∈ H . Recall Λ a˙d H is an ideal of Z(H).
When H is unimodular then by Radford’s S4-formula, g induces S4. In this case we have by [19,
Theorem 3(d)]
Δ(Λ) =
∑
S2(Λ2)g ⊗Λ1. (7)
Recall every ﬁnite-dimensional Hopf algebra is a Frobenius algebra. One deﬁnes a Frobenius map
Ψ : HH∗ → H∗H∗ by
Ψ (h) = λ↼ S(h) (8)
where H∗ is a right H∗-module under multiplication.
For a ﬁnite-dimensional Hopf algebra H we have for all p ∈ H∗,
Ψ−1(p) = Λ↼ p.
Ψ is also a left H-module map where H is a left H-module under multiplication and H∗ is a left
H-module map under ⇁ where h ⇁ p := p ↼ S(h) for all h ∈ H , p ∈ H∗. As a consequence Ψ−1 is a
left H-module map, hence
Ψ−1(p ↼ h) = S−1(h)Ψ−1(p). (9)
If H is unimodular then since λ ∈ O S2 , we have for all a,h ∈ H,
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It follows that if H is unimodular then
Ψ (h a˙d a) =
∑
h2 ⇀Ψ(a)↼ S(h1). (10)
2. Characters of projective modules and related ideals for symmetric Hopf algebras
There exists an extensive literature about symmetric algebras. In this paper we refer to the surveys
in [2,10,14] and describe some properties of such algebras which will be interpreted later for sym-
metric Hopf algebras. A symmetric algebra over a ﬁeld k is a ﬁnite-dimensional algebra with a central
form t ∈ A∗ so that A∗ = t↼ A. In this case t is called a symmetrizing form. Any symmetrizing form
gives rise to a non-degenerate associative symmetric bilinear form on A by (a|b) = 〈t,ab〉. If {ai}, {bi}
is a pair of dual bases of A with respect to this form then there exists a chain of ideals in the center
of A, Z(A).
Z0(A) ⊂ Hig(A) ⊂ Rey(A) ⊂ Z(A) (11)
where Z0(A) =∑E kE where E ranges over the set of central primitive idempotents so that the block
AE is a simple k-algebra. Hig(A) is the projective center of A, also called the Higman ideal of A,
deﬁned as the image of the trace map τ given by
τ (a) =
∑
biaai (12)
and Rey(A) is the Reynolds ideal deﬁned as Soc(A)∩ Z(A) = annZ(A) J (A). Set
C0(A) = spk{χV | V is a irreducible projective A-module}.
Most of the following properties of symmetric algebras are known, we present them here for
completeness.
Proposition 2.1. Let A be a symmetric algebra over an algebraically closed ﬁeld k with a symmetrizing form t.
Then the chain (11) corresponds to the following chain in A∗,
C0(A) ⊂ I(A) ⊂ R(A) ⊂ C(A) (13)
by
C0(A) = t↼ Z0(A), I(A) = t↼ Hig(A), R(A) = t↼ Rey(A), C(A) = t↼ Z(A).
Proof. Translating [2, Proposition 3.9] into our notations we have that if A is a symmetric algebra
with a symmetrizing form t and corresponding dual bases {ai}, {bi} then
pa = t↼
∑
biaai = t↼τ(a). (14)
Hence the second equality follows. The fourth equality is known (see [2, 3.B]) and the third equality
follows from the fourth one and Proposition 1.1.3.
To show the ﬁrst equality, let E ∈ Z0(A) and V the unique (up to isomorphism) irreducible pro-
jective A-module corresponding to E. Then the restriction of t to AE is a non-zero central form on
the simple algebra AE. As such it must equal αχV , α ∈ k. Conversely, assume χV ∈ C0(A) and let E
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z ∈ Rey(A) by the third equality. This implies zE = αE , α ∈ k, and consequently χV = α(t↼ E). 
We summarize some consequences:
Proposition 2.2. Let A be a symmetric algebra over an algebraically closed ﬁeld k. Then
1. [10, Lemma 4.1.3] τ ( J (A)) = 0, that is,∑bi J (A)ai = 0.
2. For any primitive idempotent e, zτ (e) = αz,eτ (e) where αz,e is as in (2). Hence if τ (e) = 0 then it gener-
ates a 1-dimensional ideal of Z(A) and thus it is either nilpotent of second degree or equals βE, E ∈ Z0(A)
and 0 = β ∈ k.
3. Ae is an irreducible module if and only if E ∈ Z0(A) if and only if τ (e) is not nilpotent.
Proof. 2. Since τ (ez) = τ (e)z for all z ∈ Z(A), we have by (2) and the ﬁrst part, τ (e)z = αz,eτ (e). Thus
if τ (e) = 0 then it generates a 1-dimensional ideal in Z(A). It follows that τ (e) is either nilpotent of
second degree or satisﬁes (τ (e))2 = βτ(e) where 0 = β ∈ k. In this case 1√
β
τ (e) is a primitive central
idempotent. If e belongs to the block AE then 1√
β
τ (e)E = 1√
β
τ (e). By the primitivity of E it follows
that 1√
β
τ (e) = E. Since τ (e) ∈ Hig(A) ⊂ Rey(A) it follows that J (A)E = 0. This implies that E ∈ Z0(A).
3. For symmetric algebras (actually for Frobenius algebras), Ae is irreducible if and only if AE is
a simple k-algebra if and only if E ∈ Z0(A). If E ∈ Z0(A) then τ (e) = Eτ (e) ∈ Z0(A). Since Z0(A)
is semisimple when it is non-zero, it follows that τ (e) is not nilpotent. The converse follows from
part 2. 
As a result we obtain,
Corollary 2.3. Let A be a symmetric algebra over an algebraically closed ﬁeld of characteristic 0. Then any of
the inclusions in (11) or in (13) is an equality if and only if A is semisimple.
Proof. If A is semisimple then clearly equality holds throughout (11) and (13). Conversely, note
ﬁrst that by Proposition 2.1 an equality of any of the inclusions in (11) is equivalent to the cor-
responding equality in (13). If I(A) = R(A) then every irreducible A-module is projective and thus
A is semisimple. Assume now Hig(A) = Z0(A). Since char(k) = 0 it follows that Hig(A) = 0 hence
the deﬁnition of Z0(A) implies Z0(A) = Hig(A) is a semisimple algebra. Thus 0 = τ (e) is never
nilpotent. It follows from Proposition 2.2.3 that all central primitive idempotents E are in Hig(A).
But then 1 ∈ Hig(A) and hence we have equality for all the inclusions and we are done. Finally,
If Rey(A) = Z(A) then by Proposition 2.1, t = t ↼ 1 ∈ R(A). It follows from Proposition 1.1.3 that
t↼ J (A) = 0. But t↼ J (A) = 0 implies J (A) = 0 since t is a symmetrizing form. 
We focus now on ﬁnite-dimensional Hopf algebras H . Note that H∗ is a Hopf algebra as well and
that C(H) = Coc(H∗) is an algebra. For any Hopf algebra H, the product of two characters is the
character of their tensor representation. Hence if H is ﬁnite-dimensional then R(H) is a subalgebra of
Coc(H∗) with ε as the unit element. Since the tensor product of any module with a projective module
is projective, it follows that for any ﬁnite-dimensional Hopf algebra H , I(H) is an ideal of R(H). We
will show in the sequel that more is true.
Recall also that H is a Frobenius algebra. One of the immediate consequences of this is that the
element p1 = χH , satisﬁes χH = χH∗ . However, χV ∗ = s(χV ) for any H-module V , hence s(χH ) =
χH .
While I(H) is always s-stable since the dual of a projective module is projective, for a unimodular
H we give an explicit formulation for s(pa). The proof of the following lemma is mainly based on [19].
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1. For all a ∈ H, s(pa) = pS(a) = pS−1(a).
2. pa = Ψ (∑Λ2S(a)S(Λ1)).
Proof. 1. For all a,b ∈ H we have by the trace formula [19, Theorem 2],
〈
s(pa),b
〉= 〈pa, S(b)〉
= Tr(l(S(b)) ◦ r(a))
=
∑〈
λ, S(Λ2)S(b)Λ1a
〉
=
∑〈
s(λ), S−1(a)S−1(Λ1)bΛ2
〉
=
∑〈
λ↼ g, S−1(a)Λ2bS(Λ1)
〉 (
by [19, Proposition 3(b)] and since S(Λ) = Λ)
=
∑〈
λ, S3(a)S4(Λ2)gbS(Λ1)
〉 (
since g induces S4
)
=
∑〈
λ, S3(a)S2(Λ1)bS(Λ2)
〉 (
by (7)
)
=
∑〈
λ, S2(Λ1)bS(Λ2)S(a)
〉
(since λ ∈ O S2 )
= Tr(l(b) ◦ r(S(a)))= 〈pS(a),b〉 (by the trace formula and since S(Λ) = Λ).
2. Follows from [19, Proposition 7]. 
In what follows we show further that if H is unimodular then I(H) is in fact an ideal of Coc(H∗).
We give an explicit formula for the product. The special case for χH was proved for any ﬁnite-
dimensional Hopf algebra H in [13, Proposition 2.d].
Proposition 2.5. Let H be a unimodular Hopf algebra over any ﬁeld k. Then for all y ∈ Coc(H∗)
pa y = ps(y)⇀a, ypa = pa↼s(y).
In particular, yχH = χH y = 〈y,1〉χH .
Proof. Let y ∈ Coc(H∗). By Lemma 2.4.2 and since Ψ−1 is a right H∗-module map,
Ψ−1(pa y) =
∑
Λ2S(a)S(Λ1)↼ y
=
∑〈
y, S(a2)
〉
Λ2S(a1)S(Λ1) (since y is cocommutative)
=
∑〈
s(y),a2
〉
Λ2S(a1)S(Λ1)
=
∑
Λ2S
(
s(y)⇀ a
)
S(Λ1)
= Ψ−1(ps(y)⇀a).
Now, by Lemma 2.4.1 and the above,
ypa = s−1
(
pS(a)s(y)
)= s−1(ps2(y)⇀S(a)) = pS−1(y⇀S(a)).
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S(a)) = a ↼ s(y). 
Summarizing, we have:
Theorem 2.6. Let H be a unimodular Hopf algebra over any ﬁeld k, then I(H) is an s-stable ideal of Coc(H∗).
If char(k) = 0 then I(H) is non-zero and its dimension equals the rank of the Cartan matrix of H.
By [16] H is unimodular and S2 is inner if and only if H is a symmetric algebra. If S2 is induced
by l then a symmetrizing element for H is t = λ ↼ l. The dual bases with respect to t are {ai}{bi}
where
∑
ai ⊗ bi =
∑
Λ1l
−1 ⊗ S(Λ2). (15)
Hence we have,
Proposition 2.7. If (H, l) is a symmetric Hopf algebra then
τ (a) = Λ a˙d
(
al−1
)
.
Thus Hig(H) = Λ a˙d H and hence Hig(H) is S-stable.
Proof. The ﬁrst part follows from (15) since
τ (a) =
∑
S(Λ2)aΛ1l
−1 =
∑
S(Λ2)al
−1S2(Λ1)
since S(Λ)=Λ= Λ a˙d
(
al−1
)
.
Now for any unimodular Hopf algebra H and a ∈ H we have by (7)
S(Λ a˙d a) =
∑
S2(Λ2)gg
−1S(a)S(Λ1) = Λ a˙d
(
g−1S(a)
)
.  (16)
Set Z = Z(H), I = I(H) and R = R(H). Deﬁne Ψ̂ : H → H∗ by:
Ψ̂ (a) = t↼ S−1(a). (17)
Observe that since Z and Rey(H) are S-stable we have by Proposition 2.1,
Ψ̂ (Z) = Coc(H∗) and Ψ̂ (Rey(H))= R.
But more is true. Recall g is the right modular element associated to λ. We show,
Theorem 2.8. Let (H, l) be a symmetric Hopf algebra over an algebraically closed ﬁeld k. Then
Ψ̂−1(I) = Hig(H) = Λ a˙d H .
Explicitly, for all a ∈ H, Ψ̂−1(pa) = Λ a˙d (LS(a)), where L = g−1S(l−1). In particular for a primitive idempo-
tent e,
Ψ̂−1(pe) = αLl,eτ
(
S−1(e)
)
where αLl,e ∈ k is given in (2).
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the explicit form, we have
pa = t↼τ(a) = Ψ̂
(
Sτ (a)
) by 2.7= Ψ̂ S(Λ a˙d
(
al−1
)) by (16)= Ψ̂ (Λ a˙d
(
LS(a)
))
.
It follows that Ψ̂−1(pa) = Λ a˙d (LS(a)ll−1) = τ (LlS−1(a)) = Llτ (S−1(a)), where the last equality fol-
lows since Ll ∈ Z . In particular, for a primitive idempotent e we have by Proposition 2.2.2, Ψ̂−1(pe) =
αLl,eτ (S−1(e)) and 0 = αLl since Ll is invertible. 
As a result we have,
Theorem 2.9. Let (H, l) be a symmetric Hopf algebra over an algebraically closed ﬁeld k. Then H is semisimple
if and only if Λ ∈ Λ a˙d H .
Proof. If H is semisimple then by Corollary 2.3 Λ a˙d H = Z and so Λ ∈ Λ a˙d H . Assume now Λ ∈
Λ a˙d H, then since 0 = Ψ̂ (Λ) = 〈t,Λ〉ε it follows that ε ∈ Ψ̂−1(Λ a˙d H) = I. By Theorem 2.6, I is an
ideal of Coc(H∗) hence must equal Coc(H∗). This implies by Corollary 2.3 that H is semisimple. 
By using the above and the fact that Hig(H) = Λ a˙d H by Proposition 2.7, we can translate Propo-
sition 2.2 into Hopf algebra terms.
Theorem 2.10. Let (H, l) be a symmetric Hopf algebra over an algebraically closed ﬁeld k of characteristic 0.
Let e be a primitive idempotent of H belonging to the block HE. Then:
1. Λ a˙d J (H) = 0.
2. Λ a˙d (el
−1) generates a 1-dimensional ideal in Z(A) and Λ a˙d (el−1) is either nilpotent of second degree
or equals βE where E ∈ Λ a˙d H and 0 = β ∈ k.
3. He is an irreducible module if and only if E ∈ Λ a˙d H if and only if Λ a˙d (el−1) is not nilpotent.
3. Quantum Fourier transform and a Verlinde-type formula
In the previous sections, even with the assumption char(k) = 0 (implying Λ a˙d H = 0), it could well
be that Z0(H) = 0, that is, Λ a˙d H contains no idempotents. Restricting ourselves to ribbon factorizable
Hopf algebras guarantees that in characteristic 0,Λ a˙d H includes at least one non-zero idempotent.
Moreover, in this situation there is a “Verlinde formula” involving characters of projective modules
similar to the Verlinde formula for irreducible characters in the semisimple case.
Let (H,R) be a ﬁnite-dimensional quasitriangular Hopf algebra with R = ∑ R1 ⊗ R2. Set u =∑
(SR2)R1 and Q = Rτ R. Then u induces S2. Recall [7] O S2 and Coc(H∗) are commutative algebras.
Moreover, s2 acts as the identity on them. A Hopf algebra (H,R, v) is ribbon if there exists a central
element v so that S(v) = v , v2 = uS(u) and Δ(v) = (v ⊗ v)Q −1. Set G = u−1v, then G ∈ G(H) and
G induces S−2. Since g = uS(u)−1 we have G2 = g−1.
Let fQ : H∗ → H be the Drinfel’d map deﬁned for all p ∈ H∗ by:
fQ (p) = (p ⊗ Id)(Q ).
Recall that fQ : O S2 → Z is an algebra map [7]. (H,R) is called factorizable if fQ is an isomorphism
(of vector spaces). In this case H is unimodular.
Remark 3.1. Since every factorizable Hopf algebra is symmetric where S2 is induced by S(u−1), we
have that λ↼ S(u−1) is a symmetrizing form. This symmetrizing form was discussed in [4] where it
was denoted by x. It is invertible and s-stable.
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F := fQ Ψ.
Then Z is F -stable. Recall also [5] that the quantum Fourier transform F restricted to Z satisﬁes
F 2|Z = S. (18)
Proposition 3.2. If H is a ﬁnite-dimensional quasitriangular unimodular Hopf algebra then the quantum
Fourier transform F is an H-module map where H is a left H-module under the adjoint action a˙d .
Proof. Let a,h ∈ H, then
F (a a˙d h) =
∑
F
(
a1hS(a2)
) by (10)= fQ (a2 ⇀Ψ(h)↼ S(a1))= a a˙d fQ Ψ (h)
where the last equality follows from [4, Proposition 2.5.5]. 
Let (H,R, v) be a ribbon Hopf algebra and consider it as a symmetric Hopf algebra with G−1 = l.
Then G2 = g−1, L = G and thus Ll = 1 and of course in (2) α1,e = 1 for any primitive idempotent e.
It follows by Theorem 2.8 that
Ψ̂−1(pe) = τ
(
S−1(e)
)
. (19)
We show:
Proposition 3.3. Let (H,R, v) be a unimodular ribbon Hopf algebra. Then s(t) = t and Ψ̂ S = s−1Ψ̂ . In
particular, Ψ̂ S = sΨ̂ when restricted to Z .
Proof. We show ﬁrst that s(t) = t. Indeed,
s
(
λ↼ G−1
)= G ⇀ s(λ) since λ∈O S2= s(λ)↼ G since s(λ)=λ↼g= λ↼ gG = λ↼ G−1.
Now, for all a ∈ H,
s−1Ψ̂ (a) = s−1(t↼ S−1(a))= a ⇀ s−1(t) = t↼ a = Ψ̂ (S(a)).
The third equality follows since t is cocommutative and since s(t) = t by the ﬁrst part. 
Set for all p ∈ H∗,
f̂ Q (p) = f Q (p ↼ G). (20)
Then we have:
Proposition 3.4. Let f̂ Q be deﬁned as in (20). Then
1. F = f Q Ψ = f̂ Q Ψ̂ .
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(Ψ̂ f̂ Q )
2 = s|Coc(H∗).
3. When restricted to Coc(H∗) we have f̂ Q s = S f̂ Q .
Proof. 1. For all a ∈ H,
f̂ Q Ψ̂ (a) = f̂ Q
(
λ↼ G−1S−1(a)
)= f Q (λ↼ G−1S−1(a)G)= f Q (λ↼ S(a))= f Q Ψ (a).
2. Recall Ψ̂−1(Coc(H∗)) = Z , hence when restricted to Coc(H∗) we have,
Ψ̂ f̂ Q Ψ̂ f̂ Q = Ψ̂ ( f̂ Q Ψ̂ f̂ Q Ψ̂ )Ψ̂−1 by (18)= Ψ̂ SΨ̂−1 by 3.3= s.
3. When restricted to Coc(H∗), s commutes with Ψ̂ f̂ Q by the second part. Moreover,
f̂ Q (Coc(H∗)) = Z , and when restricted to Z , Ψ̂ S = sΨ̂ by Proposition 3.3. The desired result fol-
lows now since Ψ̂ is invertible. 
In the following we show that Hig(H) is the image of I(H) under f̂ Q as well.
Proposition 3.5. Let (H,R, v) be a factorizable ribbon Hopf algebra over an algebraically closed ﬁeld. Then
f̂ Q (I) = Λ a˙d H = Hig(H). Explicitly, for all a ∈ H,
f̂ Q (pa) = Λ a˙d F
(
GS(a)
)
.
Proof. By Proposition 3.4.1 and Theorem 2.8, we have for all a ∈ H,
f̂ Q (pa) = f̂ Q Ψ̂ Ψ̂−1(pa) = F
(
Λ a˙d GS(a)
)= Λ a˙d F
(
GS(a)
)
.
The last equality follows from ‘Proposition 3.2. 
From now on we assume that (H,R, v) is a factorizable ribbon Hopf algebra over an algebraically
closed ﬁeld of characteristic 0. Of special importance is F (Λ a˙d G) = Λ a˙d F (G). Set
ESt = 1
dim H
Λ a˙d F (G).
Corollary 3.6. Let (H,R, v) be as assumed above. Then ESt is a central primitive idempotent which belongs
to Λ a˙d H .
Proof. Since fQ is an algebra map when restricted to O S2 , and since χH = p1, we have by Proposi-
tion 2.5, 1dim H χH is a non-zero idempotent of H
∗. Hence f̂ Q ( 1dim H χH ) = 1dim H Λ a˙d F (G) is a non-zero
idempotent as well. Since Coc(H∗)χH is a 1-dimensional ideal of Coc(H∗) by Proposition 2.5, it fol-
lows that 1dim H Λ a˙d F (G) is a central primitive idempotent. 
The reason for naming this idempotent ESt is due to the following example:
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module, hence is isomorphic to HeSt for some primitive idempotent eSt. By Theorem 2.10.3 the
corresponding central primitive idempotent ESt belongs to Λ a˙d H . Since the Steinberg module is the
unique (up to isomorphism) irreducible projective module, ESt must equal the idempotent 1dim H Λ a˙d
F (G).
Summarizing the results above we have,
Theorem 3.8. Let (H,R, v) be a factorizable ribbon Hopf algebra over an algebraically closed ﬁeld of charac-
teristic 0. Then the projective center, Λ a˙d H, is an F -stable (and also S-stable) ideal of Z containing at least
one primitive idempotent, the one denoted by ESt.
We are ready to prove a variation of the Verlinde formula for projective modules. Let {V i}ni=1
be a full set of non-isomorphic irreducible H-modules and let χi, ei, Hei, pei be the correspond-
ing irreducible characters, primitive orthogonal idempotents, projective indecomposable modules and
characters of the projective modules Hei . Denote dim(Vi) by di . Fix a basis P = {pei }mi=1 for I, where
m = rank of the Cartan matrix of H .
The Verlinde formula for modular categories involves an S-matrix that “diagonalizes the fusion
rules.” Its realization for semisimple Hopf algebras is given by (S)i j = 〈 f Q (χi),χ j〉. For the non-
semisimple case we suggest two generalizations of the S-matrix. Deﬁne the n × n matrices S = (si j)
and Ŝ= (̂si j) respectively by
si j =
〈̂
f Q (χi),χ j
〉
, ŝi j =
〈̂
f Q (χi), Ψ̂ S(e j)
〉
. (21)
Remark 3.9. In the semisimple case ŝi j = si j . For then λ = ∑nl=1 dlχl and G = 1. Thus Ψ̂ = Ψ and
f̂ Q = f Q . It follows that
〈
f Q (χi),Ψ
(
S(e j)
)〉=
n∑
l=1
〈
f Q (χi),dlχl ↼ e j
〉=
n∑
l=1
dl
〈
e j f Q (χi),χl
〉
.
By (2) we have for all l, 〈e j f Q (χi),χl〉 = α f Q (χi), j〈e j,χl〉. Hence by (1) and (3) we get∑n
l=1 dl〈e j f Q (χi),χl〉 = d jd−1j 〈 f Q (χi),χ j〉, and the result follows.
Recall in the semisimple case the S-matrix is symmetric. We prove a variation of it. Note that since
s(t) = t by Proposition 3.3, we have by (17) for all a,b ∈ H,
〈
Ψ̂ (a),b
〉= 〈t, S−1(a)b〉= 〈t↼ S(b),a〉.
Thus Ψ̂ t = Ψ̂ ◦ S2. Hence for z ∈ Z , Ψ̂ (z) = Ψ̂ t(z). It follows that for all a ∈ H , z ∈ Z ,
〈
z, Ψ̂ (a)
〉= 〈z, Ψ̂ t(a)〉. (22)
Lemma 3.10. Let C = (ckj) be the Cartan matrix associated with H, then (ĈS)i j = 〈 f̂ Q (pei ), Ψ̂ S(e j)〉 and
moreover, the matrix ĈS is symmetric.
Proof. Recall (4), pe j =
∑n
k=1 ckjχk, hence we have for all 1 i, j  n,
(ĈS)i, j =
n∑
cil̂ slj =
n∑
cil
〈̂
f Q (χl), Ψ̂ S(e j)
〉= 〈̂ f Q (pei ), Ψ̂ S(e j)
〉
.l=1 l=1
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〈̂
f Q (pei ), Ψ̂
t S(e j)
〉= 〈Ψ̂ f̂ Q Ψ̂ (Λ a˙d
(
GS(ei)
))
, Se j
〉
= 〈̂ f −1Q
(
Λ a˙d
(
GS(ei)
))
, e j
〉
(by Proposition 3.4.2)
= 〈 f −1Q
(
Λ a˙d
(
GS(ei)
))
,G−1e j
〉
(by deﬁnition of f̂ Q )
=
∑〈
f −1Q
(
GS(ei)
)
, S(Λ1)G
−1e jΛ2
〉 (
by [4, Proposition 2.5.5]
)
=
∑〈
f −1Q
(
GS(ei)
)
, S2(Λ2)gg
−1G−1e j S(Λ1)
〉 (
since S(Λ) = Λ)
= 〈 f −1Q
(
GS(ei)
)
,Λ a˙d (Ge j)
〉 (
by (7) and since G2 = g−1)
= 〈GS(ei), sf −1Q S
(
Λ a˙d (Ge j)
)〉 (
by [4, Proposition 2.4]
)
= 〈G−1ei, f Q −1SΨ̂−1(pe j )
〉
= 〈ei, f̂ −1Q SΨ̂−1(pS−1(e j))
〉
(by deﬁnition of f̂ Q )
= 〈ei, Ψ̂ f̂ Q (pS(e j))
〉 (
by Proposition 3.4.1 and since F 2 = S on Z)
= 〈Ψ̂ t(ei), f̂ Q S(pe j )
〉
(by Lemma 2.4.1)
= 〈Ψ̂ t S(ei), f̂ Q (pe j )
〉
(by Proposition 3.3).
Since f̂ Q (Coc(H∗)) ⊂ Z , we have by (22) and by the ﬁrst part,
(ĈS)i, j =
〈̂
f Q (pei ), Ψ̂
t S(e j)
〉= 〈̂ f Q (pe j ), Ψ̂ t S(ei)
〉= (ĈS) j,i . 
Set
B = { f̂ Q (pe j )
}m
j=1, C =
{
τ (e j)
}m
j=1. (23)
Then B and C are two bases of Λ a˙d H . There are scalars f i j ∈ k such that for all 1 j m,
f̂ Q (pe j ) =
m∑
l=1
fljτ (el). (24)
Let F = ( f i j)1i, jm be the change of bases matrix from B to C. For any matrix M we denote by
Mm the m ×m major minor of M.
Proposition 3.11. Let f i j and ŝi j be given in (21) and (24). Then F= C−1m (ĈS)m.
Proof. For all 1 i, j  n, we have by Lemma 2.4.1 and (19)
〈
τ (e j), Ψ̂
t S(ei)
〉= 〈Ψ̂−1S(pe j ), Ψ̂ t S(ei)
〉= 〈pe j , ei〉 by (5)= ci j . (25)
Evaluating now the left-hand side of (24) on Ψ̂ t S(ei) we obtain by Lemma 3.10 (ĈS)i j for all 1
i, j m. On the other hand, evaluating the right-hand side of (24) on Ψ̂ t S(ei) we obtain
∑m
l=1 cil flj =
(CmF)i j . Thus we have (ĈS)m = CmF and the result follows. 
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sition 16.7] that characters of ﬁnitely generated projective modules are linear integer combinations of
the characters of ﬁnitely generated indecomposable projective modules. Hence
χi pe j =
m∑
l=1
Nilj pel (26)
where {Nilj} are all non-negative integers, “fusion rules” for projective indecomposable modules. Since
fQ when restricted to O S2 and the map p → (p ↼ G) are algebra isomorphisms, it follows that f̂ Q is
an algebra isomorphism between Coc(H∗) and Z . Hence we have f̂ Q (χi) f̂ Q (pe j ) =
∑m
l=1 Nilj f̂ Q (pel ).
Let Li denote the restriction of the operator left multiplication by f̂ Q (χi) to Λ a˙d H . Note that by
above Li is an operator on Λ a˙d H and we have
Li
(
f̂ Q (pe j )
)=
m∑
l=1
Nilj f̂ Q (pel ). (27)
Thus the matrix of Li with respect to the basis B is given by:
Ni = (Nilj
)
.
In the next proposition we show that d−1j si j are algebraic integers for all 1 j m. The following
lemma ensures that this is true indeed for all 1 j  n.
Lemma 3.12. If pel =
∑m
i=1 γi pei , γi ∈ k, then γi = 0 implies d−1i 〈χi, z〉 = d−1l 〈χl, z〉 for all z ∈ Z .
Proof. For all z ∈ Z , 1  j  n, since char(k) = 0, we have by (2) and (3), αz, j = d−1j 〈χ j, z〉 and by
Proposition 2.2.2, τ (e j)z = αz, jτ (e j). Now, if pel =
∑m
i=1 γi pei then by (14), τ (el) =
∑m
i=1 γiτ (ei) and
we then have for all z ∈ Z ,
d−1l 〈χl, z〉
m∑
i=1
γiτ (ei) = d−1l 〈χl, z〉τ (el) = τ (el)z
=
m∑
i=1
γiτ (ei)z =
m∑
i=1
γid
−1
i 〈χi, z〉τ (ei).
Since {τ (ei)}mi=1 are linearly independent, the result follows. 
We show,
Proposition 3.13. Let (H,R, v) be a factorizable ribbon Hopf algebra over an algebraically closed ﬁeld of
characteristic 0. Then the matrix of Li with respect to the basis C is
Di = Diag{d−11 si1, . . . ,d−1t sim
}
and {d−1j si j} are algebraic integers for all 1 i, j  n.
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Li
(
τ (e j)
)= f̂ Q (χi)τ (e j) = α f̂ Q (χi), jτ (e j) = d−1j si jτ (e j).
Since Nijk are integers for all 1  i  n, 1  j,k m, it follows that the corresponding coeﬃcients
d−1j sik are algebraic integers.
If l >m then let Ψ̂−1(pel ) =
∑m
j=1 γ jΨ̂−1(pe j ), γ j ∈ k, where at least one of the γ j is non-zero.
Then d−1l sil = d−1j si j by Lemma 3.12 and so d−1l sil is an algebraic integer as well. 
We summarize,
Theorem 3.14. Let (H,R, v) be a factorizable ribbon Hopf algebra over an algebraically closed ﬁeld of char-
acteristic 0 with a Cartan matrix C of rank m. Let ŝi j and si j be given in (21). Let Ni be the “fusion rules”
obtained from Li, the restriction of the operator left multiplication by f̂ Q (χi), to the Higman ideal Λ a˙d H .
Then F= C−1m (ĈS)m diagonalizes the “fusion rules” for all 1 i  n. That is,
1. F−1NiF= Diag{d−11 si1, . . . ,d−1t sim} where di = dim(Vi), V i an irreducible representation of H .
2. C = {τ (e j)}1 jm, is a basis of eigenvectors for the operator Li with corresponding eigenvalues d−1j si j .
3. {d−1j si j} are algebraic integers for all 1 i, j  n.
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