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Abstract: We consider an exactly solvable model in 3+1 dimensions, based on a finite group, which
is a natural generalization of Kitaev’s quantum double model. The corresponding lattice Hamiltonian
yields excitations located at torus-boundaries. By cutting open the three-torus, we obtain a manifold
bounded by two tori which supports states satisfying a higher-dimensional version of Ocneanu’s tube
algebra. This defines an algebraic structure extending the Drinfel’d double. Its irreducible representa-
tions, labeled by two fluxes and one charge, characterize the torus-excitations. The tensor product of
such representations is introduced in order to construct a basis for (3+1)d gauge models which relies
upon the fusion of the defect excitations. This basis is defined on manifolds of the form Σ× S1, with
Σ a two-dimensional Riemann surface. As such, our construction is closely related to dimensional
reduction from (3+1)d to (2+1)d topological orders.
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1 Introduction
Over the past two decades, exotic quantum states such as gapped systems with non-trivial topological
order have attracted considerable attention, see e.g. [1–8]. Such topological phases display quasi-
particle excitations on top of a ground state which is defined by a topological quantum field theory
(TQFT). In two dimensions, an interesting class of topological order is described by (2+1)d gauge
theories. In that case, the excitations are characterized by a quantum group constructed from the
gauge group of the theory [9–11]. This means in particular that the quasi-particles are labeled by
irreducible representations of the quantum group.
An example of (2+1)d gauge theory model of topological phases, referred to as the Twisted
Quantum Double (TQD) model [7, 12, 13], is provided by an Hamiltonian extension of the Dijkgraaf-
Witten topological theory [14]. The excitations of this model are characterized by the twisted Drinfel’d
double Dα(G) of the finite group G, with α a 3-cocycle over G. In the case of a trivial 3-cocycle, the
TQFT reduces to BF theory and the TQD model boils down to Kitaev’s quantum double model [4].
The lattice Hamiltonian of Kitaev’s quantum double model yields magnetic and electric point-
like excitations, both supported by punctures, where punctures are obtained by removing solid disks
from the surface. In this context, the twice-punctured two-sphere (or cylinder) plays a special role
for two reasons. Firstly, this is the simplest topology supporting excitations. Secondly, the gluing
of two cylinders results in another cylinder, hence defining an algebra on the Hilbert space of states,
referred to as Ocneanu’s tube algebra [15, 16]. By defining specific excited states on the cylinder,
we can confirm explicitly that this algebra is equivalent to the Drinfel’d double D(G) of the gauge
group [10, 17–19]. The representation theory of D(G) can then be used to define the so-called fusion
basis [17, 18, 20, 21]. This basis, which is labeled by representations (charges) and conjugacy classes
(fluxes), can be defined for any punctured Riemann surface via a pant-decomposition.
As part of an ongoing attempt to understand in more detail (3+1)d topological phases [22–35],
we propose in this paper a higher-dimensional extension of the fusion basis. The construction follows
closely the (2+1)d one. The excitations are now supported by torus-boundaries which arise from
removing solid tori from a three-manifold. The equivalent of the cylinder is obtained by cutting open
along one direction the three-torus. The resulting manifold, which is bounded by two tori, is the
support of states which satisfy a 3d generalization of Ocneanu’s tube algebra. It turns out that the
corresponding gluing operation yields an extension of the Drinfel’d double referred to as the quantum
triple T (G), whose definition is proposed in this paper. The representation theory of T (G) can then
be used, as in the (2+1)d case, to define a basis of excited states. While the (2+1)d fusion basis can
be constructed for any punctured surface Σ, the extension we propose in this paper for (3+1)d models
is defined on manifolds of the form Σ × S1. In other words, we can think of this basis as a lifting of
the (2+1)d fusion basis via a direct product with the circle S1.
Therefore, our construction follows the same strategy as dimensional reduction, which is a tech-
nique widely used for the study of three-dimensional topological phases [22, 24, 25, 32, 36]. This
technique relies upon the compactification of one of the spatial directions into a small circle S1. The
study of a (3+1)d topological order C3d then boils down to studying several (2+1)d topological orders
C2d. More precisely, in the case of a topological order C3dG described by a gauge theory with finite group
G, we can symbolically write the dimensional reduction as C3dG =
⊕
C C2dZC , where C is a conjugacy
class of the full group G and ZC the centralizer of a representative element of C. We shall see how
the relation between the quantum triple and the Drinfel’d double is the algebraic translation of such
dimensional reduction.
– 2 –
The paper is organized as follows. In sec. 2, we review some basic facts about BF theory in order to
motivate the form of the lattice Hamiltonian. Such Hamiltonian is valid both in (2+1)d and (3+1)d.
In sec. 3, we revisit Ocneanu’s tube algebra and explain how the Drinfel’d double structure naturally
emerges. After presenting the main properties of this algebraic structure, we construct the fusion basis
for (2+1)d topological phases. Finally, in sec. 4, we extend the previous construction and reveal the
algebraic structure of the (3+1)d excitations, namely the quantum triple. The representation theory
of the quantum triple is presented and then used to define a basis of excitations for gauge theory
model of (3+1)d topological phases. The paper has also one appendix where the technical details are
relegated.
2 Lattice gauge theory model of topological phases
In this section, we describe the lattice Hamiltonian of the model under consideration, starting with a
brief summary of the corresponding continuum theory, namely BF theory. This lattice Hamiltonian
which describes in (2+1)d nothing else than Kitaev’s quantum double model [37] is naturally extended
to (3+1)d.
2.1 BF theory
We are interested in topological phases with defect excitations whose ground state is described by
a discretized BF theory [38, 39] with finite groups. In order to motivate the form of the lattice
Hamiltonian which yields the excitations we are interested in, we shall briefly review the canonical
analysis of the theory in the case where the gauge group is a Lie group G whose Lie algebra is denoted
by g. In d dimensions, the action reads
S[e, ω] =
∫
M
tr(e ∧ F (ω)) (2.1)
where M = Σ × R, e denotes a g-valued (d − 2)-form, ω a connection on a trivial G-bundle and
F = dω + ω ∧ ω its curvature. The BF action displays two kinds of gauge symmetries. First, there is
a local G-rotational symmetry
δΛe = [e,Λ] , δΛω = dωΛ (2.2)
with Λ a g-valued (d−3)-form. Secondly, there is a translational symmetry parametrized by a g-valued
0-form N
δNe = dωN , δNω = 0 (2.3)
which follows from the Bianchi identity dωF = 0. The phase space of this theory is parametrized by
the pull-back of both the field e and the connection ω to Σ, denoted by Aia and E
b
j in local coordinates,
respectively. Canonical analysis of the action reveals the first class constraints:
DbE
b
j = 0 , F
i
ab(A) = 0 (2.4)
which generate the local symmetries of the action. We shall refer to these two constraints as the Gauß
constraint and the flatness constraint (or zero-flux condition), respectively. The g-valued connection
transforms under gauge transformation as
g . Aa = gAag
−1 + g∂ag−1 . (2.5)
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Let ` be a piecewise analytic curve, the holonomy h`(A) ∈ G along ` in Σ is given by the path ordered
exponential
h`(A) = Pexp
(
−
∫
γ
A
)
. (2.6)
The theory is discretized by defining a graph connection on a graph Γ which is obtained by assigning
a group element h` to every ` ⊂ Γ. A gauge transformation acts on such holonomies according to
g . h` = gt(`)h`g
−1
s(`) , (2.7)
where s(`) and t(`) denote the source and target vertices of `, respectively. Furthermore, the flatness
constraint states that for every closed holonomy h running along a contractible cycle, one has h = 1G,
with 1G the group identity. In the following, we will work in this discrete setting and replace the Lie
group by a finite group that we still denote by G.
2.2 Moduli space and Hilbert space
By definition, flat connections have non-trivial holonomies only along non-contractible cycles and
therefore we can label the gauge field configurations by homeomorphisms of the fundamental group
pi1(Σ) to the finite group G. The configuration space is then given [14] by the moduli space V of flat
G-bundles over Σ
V = Hom(pi1(Σ), G)/G (2.8)
where the group acts by conjugation.
From now on and for the rest of this section, we will of focus on the (2+1)d case, however the
construction will generalize straightforwardly to the (3+1)d case. Let Σg be a Riemann surface of genus
g such thatM = Σg ×R. A presentation of the fundamental group is provided by the group elements
(gi, hi)
g
i=1 satisfying
∏g
i=1[gi, hi] = 1G. A flat G-bundle is then obtained by such a presentation up
to conjugation. Note that taking the quotient by the action of G is to enforce gauge invariance at a
root node which acts as source and target node of all the cycles of pi1(Σg). Upon quantization of BF
theory on the space-time Σg×R, the Hilbert space HΣg of gauge-invariant functionals on the space of
flat connections on Σg is introduced. It is well-known [14] that in the case of BF theory, every point
of the finite set Vg gives rise to one independent quantum state and therefore
dimHΣg = |Vg| . (2.9)
This means in particular that the Hilbert space is spanned by states |g1, h1, · · · , gg, hg〉, with the group
elements defined up to simultaneous conjugation, such that
∏g
i=1[gi, hi] = 1, which are in one-to-one
correspondence with the flat G-bundles described above. Note that this equality is not true anymore
in the case of the Dijkgraaf-Witten model which can be thought as a deformed version of BF theory
where the gauge invariance is twisted by a cohomology class.
More generally, let us consider a genus-g surface Σpg which contains p punctures. The surface Σ
p
g is
a genus-g surface with one disk removed around each puncture. Additionally, we require the presence
of one marked point located at the boundary of every such disks. Naturally, punctures introduce
additional non-contractible cycles along which the corresponding holonomies can be non-trivial. Let
Γ be a minimal graph embedded in Σpg which captures the loops of the fundamental group pi1(Σ
p
g) and
such that for each puncture there is a vertex of Γ coinciding with the marked point. The configuration
space is completely characterized by the holonomies along the edges of Γ. The Hilbert space HΓ is
then given by the set of gauge invariant functionals ψ : GE → C with E the number of edges on the
minimal graph.
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Furthermore, for every puncture, we decide to relax the Gauß constraint at every vertex coinciding
with a marked point. Note that we could allow for more vertices at punctures (or more generally at
the boundary) at which the Gauß constraint would also be relaxed. This would require introducing an
equal number of additional marked points [18]. However, in this paper, there will always be a single
marked point at each puncture (or more generally at each piece of boundary) and therefore only a
single vertex per puncture at which the Gauß constraint is relaxed.
The group action is therefore reduced to bulk vertices only and punctures are the support of both
magnetic and electric point-like excitations. The purpose of the next section will be to compute the
non-Abelian statistics of these topological excitations supported by punctures.
2.3 Lattice Hamiltonian
Let us now make our construction more explicit by introducing the corresponding lattice Hamiltonian.
Recall that we are interested in the Hilbert space HΣpg of gauge invariant functionals on the space of
flat connections, which can be represented by HΓ, such that Γ captures pi1(Σpg). To each bulk vertex
v of Γ, we associate a projector Av which realizes the projection onto gauge invariant states. To every
face f of Γ, we associate a projector Bf which enforces the zero-flux condition (or flatness constraint).
Let us consider a three-valent vertex with all the edges outgoing. According to (2.7), the action
of Av must read
Av .
g1
g2
g3
=
1
|G|
∑
h∈G
g1h
g2h
g3h
. (2.10)
More generally, it can be expressed as follows
Av =
1
|G|
∑
h∈G
( ⊗
e:s(e)=v
Reh
)
⊗
( ⊗
e:t(e)=v
Leh
)
(2.11)
where Rh and Lh correspond to the right and the left group action, respectively, such that Rh .ψ(g) =
ψ(gh) and Lh . ψ(g) = ψ(h
−1g). The operator Bf simply acts by multiplying the wave function with
a delta function
Bf . ψ({g}) = δhf ,1G ψ({g}) (2.12)
where hf =
∏←
e⊂f ge is the oriented product of the holonomies along the boundary of the face f . For
instance, in the case of a triangular face, the action simply reads
Bf . gh
k
= δghk−1,1G
gh
k
. (2.13)
The operators Av and Bf commute [12, 37] and the lattice Hamiltonian is finally given by
H = −
∑
v
Av −
∑
f
Bf (2.14)
which describes nothing else than Kitaev’s quantum double model [37]. Let us now look at a specific
example, namely the two-torus T2. By definition, we know that the Hilbert space HT2 of gauge
invariant functionals on the space of flat connections is spanned by states
HT2 =
{ 1
|G|
∑
x∈G
|xgx−1, xhx−1〉T2 | gh = hg
}
=:
{
g
h
}
(2.15)
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where |g, h〉 is a state defined on a graph capturing the two non-contractible cycles of T2 = S1 × S1.
We just introduced (2.15) a graphical representation that we will now justify. Graph states can be
chosen to be defined on the one-skeleton of a minimal discretization of the surface. The simplest
discretization of the two-torus is provided by one parallelogram whose opposite edges are identified.
This discretization is made of one face on which Bf acts, two oriented edges, and one bulk vertex
on which Av acts. The two edges correspond to the non-contractible cycles. Furthermore, we decide
to label with identical arrows (same shape and same color) edges which are identified. Making the
identification of the edges explicit, we have the correspondence:
g
h ←→
g h
. (2.16)
In the following, every time we will make use of the graphical representation as in (2.15), it will be
understood that the state is already projected so that gauge invariance is satisfied at every bulk vertex,
and every magnetic flux going through a face associated with a contractible cycle is zero. In particular,
when the labeling can be deduced from the identification of the edges or the zero-flux condition, it will
often be left implicit. Let us examine carefully the case of the basis states on the torus (2.15). First,
the torus topology is encoded in the arrows decorating the edges. We can then deduce that there is a
single bulk vertex, not located at a puncture, at which a group averaging is performed. Moreover, the
zero-flux condition on the square face provides the delta function which enforces the commutation of
the two holonomies. Thus, we have the equality
g
h =
δgh,hg
|G|
∑
x∈G xgx−1
xhx−1 (2.17)
where both the delta function and the group averaging are redundant with the graphical representation,
as such, it illustrates the projector property of both Av and Bf .
In the following, we will focus on states defined on the twice-punctured two-sphere S22 ≡ I which
is obtained by cutting open the two-torus along one direction. Every flat bundle is trivial on the
two-sphere. There is no non-contractible cycle. However, we introduce punctures which support both
electric and magnetic excitations. Anywhere else, both constraints are satisfied. The twice-punctured
two-sphere (which is topologically equivalent to a cylinder) I has a single non-contractible cycle. The
discretization is now made of one face on which Bf acts, three edges, such that two of them define
the boundary, and two vertices. Since the vertices, which are required to coincide with the marked
points associated with the punctures, are now located at the boundary, we decide to relax the Gauß
contraint which leads to electric excitations. As before, we have a graphical representation for the
states spanning the Hilbert space HI:
HI =
{
g
h
}
with
g
h ←→ g
h
. (2.18)
Recall that the states as represented above are already projected. Therefore, the zero-flux condition
is enforced on the square face so that we can deduce the labeling for the edge decorated with a
double white arrow, namely g−1hg. However, it is clear from the graphical representation that, at the
difference of the two-torus, there is no bulk vertex (not located at a puncture) on which Av would act,
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and therefore there is no group averaging in the definition of the states (2.18). Following the same
strategy, we could define, for any surface Σpg , basis states in terms of holonomies labeling a graph
capturing pi1(Σ
p
g). For instance, we will cover later the case of the thrice-punctured two-sphere.
2.4 Equivalence relations
Starting from a graph Hilbert spaces HΓ such that Γ is embedded in Σpg , we obtain the Hilbert
space HΣpg by identifying graph Hilbert spaces equivalent under deformation maps [17, 18, 40]. More
precisely, we identify states defined on different graphs if they are related by the following deformation
maps:
◦ Changing orientation—Two graph-states with opposite orientations and inverse group configu-
rations are equivalent:
g ∼ g
−1
(2.19)
◦ Edge deformation—Every edge can be freely deformed as long as the initial path and the resulting
one are homotopy equivalent:
g ∼ g (2.20)
◦ Adding/removing vertices—After subdivision of an edge, the Gauß constraint is enforced at the
new vertex and the resulting graph-state equivalent to the original one is given by
g1 g2 ∼ g1g2 ; (2.21)
or conversely, we can remove a bivalent vertex at which the Gauß constraint is imposed and the
resulting group-labeling is the oriented product of the original ones.
◦ Adding/removing edges—After addition of an edge, a new closed face is created on which the
operator Bf acts, hence enforcing the zero-flux condition. In the case of a triangular face, the
resulting graph-state equivalent to the original one is given by
g1 g2
k ∼
g1g2
k
; (2.22)
or conversely, we can remove an edge which is shared by closed faces on which the zero-flux
condition is enforced.
In the following, we will consider the gluing of graph-states and use these equivalence relations in order
to simplify the resulting states.
3 Ocneanu’s tube algebra and Drinfel’d double
In the previous section, we introduced basis states for the Hilbert space HI defined on the twice-
punctured two-sphere. These cylinder states play a very important role in the characterization of
elementary anyonic excitations. The fundamental reason is that the gluing of two cylinders gives
another cylinder. Therefore, states defined on cylinders define an algebra called Ocneanu’s tube
algebra [15, 16]. In this section, we will define precisely the gluing procedure, show that this algebra
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actually corresponds to the Drinfel’d double D(G) of the finite gauge group and present the main
features of this rich algebraic structure. To do so, we will follow the steps of [18] where, to the best
of our knowledge, the explicit definition of Ocneanu’s tube algebra in the holonomy picture was first
introduced. The representation theory of D(G) will provide a natural way of constructing the so-called
fusion basis for excited states. This derivation of known results will serve as a guideline for the (3+1)d
generalization we propose in this paper.
3.1 Gluing of cylinders
Starting from the simple observation that gluing two cylinders along a common boundary component
leads to another cylinder, we will see that the gluing operation hides a well-known algebraic structure
[10, 15, 16, 18, 19]. First, let us define more precisely this gluing operation [41]. This definition will
also apply to the 3+1 case under consideration in the next section. Let M and N be two manifolds,
∂M and ∂N their boundary, which is a disjoint union of submanifolds, and W such a submanifold of
both ∂M and ∂N . We furthermore require W to be equipped with a marked point. The gluing of
the manifold M and N along W is defined by identifying the boundary component W of both ∂M
and ∂N as well as the corresponding marked points. In the case of the cylinder, the boundary has
two components, namely the two punctures, and the gluing of two cylinders consists in stacking them
on top of each other.
At the level of the graph-states, the gluing is performed by first identifying the edges and the
vertices (associated to the marked points) located at the common boundary along which the gluing
is performed. This identification procedure is denoted G. After identification, the vertices which
once were located at boundaries are now bulk vertices at which the Gauß constraint must therefore
be enforced using the operator A. Similarly, in case the identification step G produces new faces
associated to contractible cycles, the zero-flux condition is enforced using the operator B. Let Γ1 and
Γ2 be two graphs embedded in the surfaces Σ1 and Σ2. The gluing operation of graph-states living in
HΓ1 and HΓ2 is denoted ? and is defined as
? : HΓ1 ⊗HΓ2 G−−−→ Haux A ◦B−−−→ HΓ1∪Γ2/∼
(ψ1, ψ2) 7−−−→ G(ψ1, ψ2) 7−−−→ A ◦ B .G(ψ1, ψ2)
(3.1)
where Haux is the Hilbert space of functionals before enforcement of the constraints at the newly
created bulk vertices and closed faces, and Γ1 ∪ Γ2/ ∼ is the graph obtained after gluing of Γ1 and Γ2
up to equivalence relations. In the case of graph-states (2.18) defined on the cylinder, the computation
goes as follows
g1
h1 ?
g2
h2 = (A ◦ B) .G
(
g1
h1 ,
g2
h2
)
(3.2)
= δh2,g−11 h1g1
g1
h1
g2
∼ δh2,g−11 h1g1
g1g2
h1 . (3.3)
First, the two surfaces are identified which imposes a delta function between two holonomies, then
the Gauß constraint is imposed at the four-valent vertex resulting from the gluing. The equivalence
relations (2.21) and (2.22) can then be used to first remove the edge labeled by h2 which leaves a
two-valent vertex which can in turn be removed. We summarize this operation as follows, where it is
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understood that the result is up to equivalence relations:
g1
h1 ?
g2
h2 = δh2,g−11 h1g1
g1g2
h1 (3.4)
which we recognize as the multiplication rule of the Drinfel’d double.
3.2 Drinfel’d double D(G)
For a finite group G, the Drinfel’d double D(G) is an example of quasi-triangular Hopf algebra. We will
not provide here a detailed description of this algebraic structure, only some of its main features. In
particular, we will focus on the Hopf algebra structure and leave aside the quasi-triangularity property
which describes the braiding of the corresponding anyonic excitations. A detailed construction can be
found in [42, 43], see also [18] for many useful identities.
As a Hopf algebra, the Drinfel’d double is a bialgebra obtained as a tensor product of an algebra
and its dual coalgebra with opposite comultiplication, together with an antipode map S. A bialgebra
A over a field k is a tuple (A, ?,1,∆, ), such that (A, ?,1) is an algebra over k with multiplication
? : A ⊗ A → A and unit 1 : k → A, and (A,∆, ) is a coalgebra over k with comultiplication
∆ : A→ A⊗A and a counit  : A→ k, such that ∆ and  are algebra homomorphisms. The antipode
S is an antihomomorphism such that
? ◦ (id⊗ S) ◦∆ = ? ◦ (S⊗ id) ◦∆ = 1 ◦  . (3.5)
Let us now make all these definitions explicit in the case of the Drinfel’d double. As a vector
space, the Drinfel’d double is isomorphic to
D(G) ' C[G]⊗F(G) (3.6)
where C[G] is the group ring and F(G) is the Abelian algebra of linear functions on G. A basis
for D(G) is therefore provided by {g ⊗ δh}g,h∈G where δh(•) ≡ δ(h, •) ≡ δh,• is the Kronecker delta
function supported on h.
As a Hopf algebra, the Drinfel’d double comes equipped with the maps:
◦ Multiplication:
(g1 ⊗ δh1) ? (g2 ⊗ δh2) := δh1,g1h2g−11 (g1g2 ⊗ δh1) (3.7)
with corresponding unit element 1D(G) =
∑
h∈G 1G ⊗ δh.
◦ Comultiplication:
∆(g ⊗ δh) :=
∑
x,y∈G
xy=h
(g ⊗ δx)⊗ (g ⊗ δy) (3.8)
with corresponding counit map (g ⊗ δh) = δh,1G .
◦ Antipode:
S(g ⊗ δh) := g−1 ⊗ δg−1h−1g . (3.9)
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From the identification between the multiplication rule (3.7) of D(G) and the gluing map (3.4) of
cylinder states, we deduce the correspondence
HI 3
g
h ←→ (g ⊗ δh) ∈ D(G) (3.10)
between cylinder (basis) states and Drinfel’d double (basis) elements. It follows that the elementary
excitations or quasiparticles are labeled by the irreducible representations of D(G) which provide the
idempotents of the tube algebra [15, 16, 18].
3.3 Representation theory of D(G)
The irreducible representations {ρ} of D(G) are labeled [44, 45] by a conjugacy class C and an
irreducible representation R of the centralizer ZC of C so that ρ = (C,R). The elements of the
conjugacy class C are denoted ca and c1 is chosen as representative. The centralizer ZC is then
defined as the subgroup of elements commuting with the representative c1 of C, i.e.
ZC = {g ∈ G | gc1 = c1g} . (3.11)
The elements of the quotient QC ' G/ZC are denoted qa and they satisfy the relation ca = qac1q−1a .
Finally, the matrix elements of the Drinfel’d double element g ⊗ δh in the representation ρ = (C,R)
are given by
DC,Ram,bn(g ⊗ δh) = δ(h, ca)δ(ca, gcbg
−1)DRmn(q
−1
a gqb) (3.12)
wherem and n are the matrix indices of the representationR of ZC , and the delta function δ(ca, gcbg
−1)
ensures that q−1a gqb belongs to ZC . Thereafter, the more compact notation D
ρ
MN ≡ DC,Ram,bn is used,
such that M ≡ am, N ≡ bn and ρ ≡ (C,R).
The set {ρ} of irreducible representations is complete and orthogonal. The completeness relation
reads ∑
ρ
∑
M,N
dρD
ρ
MN (g1 ⊗ δh1)D
ρ
MN (g2 ⊗ δh2) = |G|δg1,g2δh1,h2 (3.13)
while the orthogonality is provided by
1
|G|
∑
g,h∈G
Dρ1M1N1(g ⊗ δh)D
ρ2
M2N2
(g ⊗ δh) =
δρ1,ρ2
dρ1
δM1,M2δN1,N2 , (3.14)
where dρ = dC,R = dR · |C| is the dimension of the representation ρ. Furthermore, thanks to the
antipode map S, we can define the representation ρ∗ dual to the representation ρ and the expression
for the matrix elements is provided by
Dρ
∗
MN (g ⊗ δh) = D
ρ
NM (S(g ⊗ δh)) = D
ρ
NM (g
−1 ⊗ δg−1h−1g) . (3.15)
Thanks to the comultiplication, tensor product of representations can be defined such that
(Dρ1 ⊗Dρ2)(∆(g ⊗ δh)) =
∑
x,y∈G
xy=h
(Dρ1 ⊗Dρ2)((g ⊗ δx)⊗ (g ⊗ δy)) . (3.16)
Tensor products of representations can then be decomposed into irreducible representations according
to the fusion rules Nρ3ρ1ρ2 , i.e.
ρ1 ⊗ ρ2 =
⊕
ρ3
Nρ3ρ1ρ2 ρ3 . (3.17)
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For notational convenience, we assume in the following that the fusion category of representations of the
Drinfel’d double is multiplicity free, i.e. Nρ3ρ1ρ2 ∈ {0, 1}. Furthermore, the fact that the comultiplication
is an algebra homomorphism implies the existence of a unitary map Cρ1ρ2 : ⊕ρ3∈ρ1⊗ρ2 Vρ3 → Vρ1⊗Vρ2
which satisfies
Dρ1M1N1 ⊗D
ρ2
M2N2
(∆(g ⊗ δh)) =
∑
ρ3
∑
M3N3
Cρ1ρ2ρ3M1M2M3 D
ρ3
M3N3
(g ⊗ δh)) Cρ1ρ2ρ3N1N2N3 (3.18)
where (M1M2) and (ρ3M3) have to be understood as the indices of the matrix Cρ1ρ2 . By analogy with
the group case, these maps will be referred to as Clebsch-Gordan coefficients. In the following, it will
be more convenient to work with the analogue of the Wigner 3jm-symbols, obtained by symmetrizing
the Clebsch-Gordan coefficients (
ρ1 ρ2 ρ3
M1M2M3
)
:=
1√
dρ3
Cρ1ρ2ρ∗3M1M2M3 , (3.19)
which we will refer to as the 3ρM -symbols. The interwining map whose coefficients are given by the
3ρM -symbols is denoted Iρ1ρ2ρ3 . The unitarity of Cρ1ρ2 yields the orthogonality relation∑
M1,M2
(
ρ1 ρ2 ρ
M1M2M
)(
ρ1 ρ2 ρ′
M1M2M ′
)
=
1
dρ
δρ,ρ′δM,M ′ , (3.20)
as well as the completeness relation∑
ρ
∑
M
dρ
(
ρ1 ρ2 ρ
M1M2M
)(
ρ1 ρ2 ρ
N1N2M
)
= δM1,N1δM2,N2 . (3.21)
Finally, it follows directly from the definition that the 3ρM -symbols satisfy the invariance property
[18]: ∑
h1,h2
Dρ1M1N1(g ⊗ δh1)D
ρ2
M2N2
(g ⊗ δh2)D
ρ3
M3N3
(g ⊗ δh−12 h−11 )
(
ρ1 ρ2 ρ3
N1N2N3
)
=
(
ρ1 ρ2 ρ3
M1M2M3
)
. (3.22)
3.4 Excitation basis for (2+1)d topological phases
We now have all the necessary ingredients to define our excitation basis for (2+1)d topological phases
in terms of irreducible representations of the Drinfel’d double. This basis will be referred to as the
fusion basis [17, 18, 20, 46]. So far, we have defined basis states for the cylinder I and the two-torus
T in terms of group holonomies. The correspondence (3.10) provides the fusion basis states for the
cylinder as the “Fourier transform” of the basis states (2.18):
|ρ,MN〉I = 1|G|
∑
g,h∈G
√
dρD
ρ
MN (g ⊗ δh)
g
h . (3.23)
Such fusion basis states diagonalize the ?-multiplication:
|ρ1,M1N1〉I ? |ρ2,M2N2〉I = δρ1,ρ2√
dρ1
δN1,M2 |ρ1,M1N2〉I (3.24)
which confirms that the fusion basis states (3.23) on the cylinder are the states of elementary quasi-
excitations such that the conjugacy class C labels fluxes while the representation R labels charges.
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This means in particular that the irreducible representations trivialize the gluing operation presented
in (3.1). Indeed, with the fusion basis, the gluing boils down to a contraction of the states by summing
over the corresponding magnetic indices. For instance, since the torus is nothing else than a cylinder
with the pieces of its boundary identified, we deduce immediately that the fusion basis states for the
torus read
|ρ〉T = 1|G|
∑
g,h∈G
χρ(g ⊗ δh)
g
h =
1
|G|
∑
h∈C
g∈Zh
χRh(g)
g
h (3.25)
where χρ denotes the character of the representation ρ = (C,R), Zh = {g ∈ G | gh = hg} the
centralizer of the group element h and χRh the character of the representation Rh of Zh isomorphic
to R. The vertices which once were at the boundary of the cylinder are identified to become a bulk
vertex at which Av acts. The group averaging induces the contraction of the magnetic indices which
turns the representation matrix Dρ into the character χρ defined as
χρ(g ⊗ δh) = ΘC(h)δgh,hgχR(q−1ιC(h) g qιC(h)) (3.26)
where ΘC(•) is the characteristic function of C and ιC(•) is a labeling function defined such that
ιC(ca) = a. Moreover, we have the following relation between characters of R and Rh: χ
Rh(g) =
χR(q−1ιC(h) g qιC(h)). Recall that the holonomy basis states, as represented in (3.25), are already pro-
jected so that both the Gauß constraint and the zero-flux condition are imposed. However, these
constraints are already encoded in the Fourier transform so that the fusion basis states for the two-
torus can equivalently be rewritten |ρ〉T = 1|G|
∑
h∈C
g∈Zh
χRh(g)|g, h〉T. Furthermore, we recover with
(3.25) the well-known result that the number of irreducible representations of D(G) is equal to the
ground state degeneracy on the torus, which counts quasi-excitation types [47].
In order to construct the fusion basis for arbitrary surfaces Σpg , we use the fact any punctured
Riemann surface can be obtained by gluing together several copies of the thrice-punctured two-sphere
Y. A “minimal” thrice-punctured two-sphere can be discretized by a triangular face, on which Bf acts,
with its three vertices identified. The corresponding basis states are labeled by two group holonomies
associated to two independent non-contractible cycles and are represented by
h1h2 ←→
h1
h2 (3.27)
where the identical dots represent identified vertices. In this example, the holonomies h1 and h2
only account for magnetic degrees of freedom. The thrice-punctured sphere as discretized by (3.27) is
somewhat degenerate. In order to allow for point-like electric excitations associated to each one of the
punctures, we need to choose a slightly more complicated discretization. This will support holonomies
accounting for electric degrees of freedom, in addition to the ones accounting for magnetic degrees
of freedom. Such discretization is obtained by gluing three outgoing cylinders to the minimal thrice-
punctured sphere. The corresponding basis states span the Hilbert space HY and can be represented
as
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HY =
{
h3
g3
h1
g1
h2
g2 }
with
h3
g3
h1
g1
h2
g2
←→
g1g2
g3
h1h2
h3
(3.28)
where the black-dotted vertex is now a bulk vertex at which the Gauß constraint is enforced. It
now remains to find the corresponding fusion basis. As suggested by the group representation, the
basis states of HY can be obtained by gluing three outgoing cylinder basis states (2.18) to the thrice-
punctured two-sphere state (3.27). The same happens for the fusion basis. The fusion basis states
for the thrice-punctured sphere are defined as the gluing of three cylinder states |ρ,MN〉I via an
intertwining map Iρ1ρ2ρ3 , i.e.
|{ρi,Mi}3i=1〉Y = tr{V ρ}
[|ρ1,M1〉I ⊗ |ρ2,M2〉I ⊗ |ρ3,M3〉I ⊗ Iρ1ρ2ρ3] (3.29)
=
∑
{Ni}3i=1
|ρ1,M1N1〉I ⊗ |ρ2,M2N2〉I ⊗ |ρ3,M3N3〉I
(
ρ1 ρ2 ρ3
N1N2N3
)
=
1
|G|3
∑
{Ni}3i=1
∑
{gi,hi}3i=1
3∏
i=1
(√
dρiD
ρi
MiNi
(gi ⊗ δhi)
gi
hi
)(
ρ1 ρ2 ρ3
N1N2N3
)
.
Thanks to the invariance property (3.22), the intertwining map Iρ1ρ2ρ3 ensures that the zero-flux
condition on the closed surface of the thrice-punctured sphere is satisfied as well as the gauge in-
variance at the single bulk vertex. In (3.28), the closed surface in question is the one represented
by a triangle with its three vertices identified. Using the zero-flux conditions on the surface of each
cylinder, we compute that imposing the zero-flux condition at the triangle boils down to the factor
δ(g−11 h1g1g
−1
2 h2g2g
−1
3 h3g3,1G). Let us work out how this zero-flux condition and the gauge invariance
at the identified vertices are implicitly encoded in the 3ρM -symbols in (3.29). Using the invariance
property (3.22), one has
∑
{Ni}3i=1
( 3∏
i=1
DρiMiNi(gi ⊗ δhi)
)(
ρ1 ρ2 ρ3
N1N2N3
)
=
∑
k1,k2∈G
∑
{Ni}3i=1
∑
{Oi}3i=1
( 3∏
i=1
DρiMiNi(gi ⊗ δhi)
)
×Dρ1N1O1(g ⊗ δk1)D
ρ2
N2O2
(g ⊗ δk2)D
ρ3
N3O3
(g ⊗ δk−12 k−11 )
(
ρ1 ρ2 ρ3
O1O2O3
)
=
∑
k1,k2∈G
∑
{Oi}3i=1
( 3∏
i=1
DρiMiOi(gig ⊗ δhi)
)
δk1,g−11 h1g1
δk2,g−12 h2g2
δk−12 k
−1
1 ,g
−1
3 h3g3
(
ρ1 ρ2 ρ3
O1O2O3
)
=
∑
{Oi}3i=1
( 3∏
i=1
DρiMiOi(gig ⊗ δhi)
)
δ(g−11 h1g1g
−1
2 h2g2g
−1
3 h3g3,1G)
(
ρ1 ρ2 ρ3
O1O2O3
)
(3.30)
where we used the defining property of the representations of the Drinfel’d double. By comparing
the first and the last line of (3.30), we conclude that the 3ρM -symbols implicitly encode the zero-flux
condition as well as the gauge invariance. Note that we first introduced the comultiplication rule of
the Drinfel’d double together with the corresponding tensor product and then use it to define states
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on the thrice-punctured two-sphere. Conversely, we could have first considered the gluing of three
cylinder basis states as in (3.29) and derived which constraints needed to be imposed for this gluing
to be consistent, from which we could have derived the comultiplication rule.
Using the states (3.29), we can construct a fusion basis for any Riemann surface Σpg . It suffices
to decompose the surface Σpg as a sewing of several copies of Y, associate a state |{ρi,Mi}3i=1〉Y to
each copy of Y and contract them to each other following the decomposition pattern. Equivalently,
we can associate an intertwining map Iρ1ρ2ρ3 to each copy of Y and contract them via cylinder states
|ρ,MN〉I. For a given surface Σpg , and for a given pant decomposition {Y}, a formal expression for
the corresponding fusion basis states therefore reads
∣∣{ρ}〉
Σpg
= tr{V ρ}
[⊗
I
|ρ〉I ⊗
⊗
Y
I{ρ}
]
. (3.31)
The fusion basis is orthogonal and complete [18]. This follows directly from the orthogonality (3.14) and
completeness (3.13) of the representation matrices as well as the orthogonality (3.20) and completeness
(3.21) of the 3ρM -symbols.
4 Three-dimensional generalization
In this section, we generalize the previous construction to (3+1)d topological phases. We will extract
the underlying algebraic structure from the gluing operation of the (3+1)d equivalents of the cylinder
states. It will lead to a trialgebra which naturally extends the Drinfel’d double structure. Using the
irreducible representations of this trialgebra, we will define a generalization of the fusion basis for
(3+1)d topological phases with defect excitations.
4.1 Three-cylinder algebra
The previous definitions still hold in (3+1)d. In particular, the lattice Hamiltonian is the same as
before [25, 26, 32], but defined with respect to a 3d lattice. This means that gauge invariance is still
enforced at vertices and every flux going through a face associated with a contractible cycle is zero.
For instance, the Hilbert space HT3 of gauge invariant functionals on the space of flat connections on
the three-torus T3 = S1 × S1 × S1 is given by
HT3 =
{ 1
|G|
∑
x∈G
|xgx−1, xhx−1, xkx−1〉T3 | [g, h] = [g, k] = [h, k] = 1G
}
=:
{
g
h
k
}
where the discretization of the three-torus is composed of one cube, three faces on which Bf acts,
three edges corresponding to the three non-contractible cycles, and one bulk vertex on which Av acts.
In 2d, we obtained the cylinder (or twice-punctured two-sphere) I by cutting the two-torus along one
direction. We proceed similarly in 3d so as to obtain the topology S1× S1× I, with I an interval. We
will refer to the result of this cutting as the three-cylinder denoted by I3. The boundary of the three-
cylinder I3 is the support of both point-like electric excitations and string-like magnetic excitations
[25]. More precisely, the three-torus is bounded by two two-tori whose non-contractible cycles carry
the magnetic excitations. Furthermore, each boundary torus carries one marked point, intersection
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of the non-contractible cycles, at which the Gauß constraint is relaxed so that the tori support both
types of excitations.
Similarly to the 2d cylinder, which is obtained by removing two disks from the two-sphere, we can
obtain the three-cylinder by removing two linked solid two-tori from the three-sphere S3. This follows
from the fact that the three-sphere can be obtained as the identification of two solid two-tori (this is
the genus-one Heegaard splitting of the three-sphere). Removing one solid torus leaves us with the
other solid torus which becomes I3 after removing a second solid torus. Moreover, the three-cylinder
is nothing but I × S1. This last remark will turn out to be very useful in the construction of the
fusion basis for (3+1)d. We will restrict our analysis in this paper to the case where excitations are
supported by torus boundaries.
The three-cylinder I3 is therefore discretized by one cube, three faces on which Bf acts, five edges,
and two boundary vertices at which the Gauß constraint is relaxed. The Hilbert space HI3 thus reads1
HI3 =
{
g
h
k
}
with
g
h
k
←→
k
g
h k
. (4.1)
Using these three-cylinder basis states, we can now repeat the gluing procedure in order to reveal
the underlying structure of the excitations. The gluing follows the same rule as in two dimensions,
however, during the identification step G, it is now necessary to identify the equatorial and the
meridional non-contractible cycles of the boundary tori in addition to the marked points. Using our
graphical representation for the states defined on the three-cylinder, the gluing reads
g1
h1
k1
?
g2
h2
k2
= (A ◦ B) .G
(
g1
h1
k1
,
g2
h2
k2
)
(4.2)
= δh2,g−11 h1g1
δk2,g−11 k1g1
g1 g2
h1
k1
(4.3)
∼ δh2,g−11 h1g1δk2,g−11 k1g1
g1g2
h1
k1
(4.4)
where the last step repeatedly makes use of the equivalence relations (2.21) and (2.22). We summarize
1Another way to visualize the three-cylinder is to think of it as a hollow two-torus so that the radial direction
corresponds to the g-holonomy.
– 15 –
this gluing operation as
g1
h1
k1
?
g2
h2
k2
= δk2,g−11 k1g1
δh2,g−11 h1g1
g1g2
h1
k1
(4.5)
which is a (3+1)d generalization of Ocneanu’s tube algebra. We will now describe how this gluing
operation corresponds to the multiplication map of an algebraic structure which is a natural extension
of the Drinfel’d double.
5 Quantum triple T (G)
It is clear from (4.5) that if either h = 1G or k = 1G, the algebra we are interested in reduces to the
Drinfel’d double. We are therefore looking for an extension of the Drinfel’d double, denoted T (G), and
referred to as the quantum triple following the suggestion of [22]. Similarly to D(G), which is obtained
as the pairing between an algebra and its dual coalgebra with opposite comultiplication, T (G) can be
thought as a trialgebra obtained from an algebra and two copies of its dual coalgebra. More generally,
a trialgebra involves an associative algebra and two additional compatible algebraic structures such
that the first one provides the bialgebra structure and the second one the trialgebra structure.
Let us now propose the defining properties of the quantum triple T (G). As a vector space, the
quantum triple is isomorphic to
T (G) ' C[G]⊗DF(G) ⊂ C[G]⊗F(G)⊗F(G) (5.1)
where DF(G) denotes the abelian algebra of linear functions on G×G such that they have support on
commuting holonomies only. A basis for T (G) is therefore provided by {g ⊗ δh ⊗ δk | [h, k] = 1G}g,h,k∈G.
In the following, we will simply denote the basis elements by g ⊗ δh ⊗c δk ≡ δhk,kh(g ⊗ δh ⊗ δk) where
c is there to remind of the commutation between the group variables h and k. The quantum triple
comes equipped with the maps:
◦ Multiplication:
(g1 ⊗ δh1 ⊗c δk1) ? (g2 ⊗ δh2 ⊗c δk2) := δk2,g−11 k1g1δh2,g−11 h1g1(g1g2 ⊗ δh1 ⊗c δk1) (5.2)
with corresponding unit element 1T (G) =
∑
h,k∈G 1G ⊗ δh ⊗c δk.
◦ Comultiplications:
∆I(g ⊗ δh ⊗c δk) :=
∑
x,y∈G
xy=h
(g ⊗ δx ⊗c δk)⊗ (g ⊗ δy ⊗c δk) (5.3)
∆II(g ⊗ δh ⊗c δk) :=
∑
x,y∈G
xy=k
(g ⊗ δh ⊗c δx)⊗ (g ⊗ δh ⊗c δy) .
◦ Antipodes:
SI(g ⊗ δh ⊗c δk) := g−1 ⊗ δg−1h−1g ⊗c δg−1kg (5.4)
SII(g ⊗ δh ⊗c δk) := g−1 ⊗ δg−1hg ⊗c δg−1k−1g .
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As pointed out above, the quantum triple is defined such that if any of the coalgebras is ‘trivialized’, i.e.
reduced to the algebra of linear functions on the trivial subgroup {1G}, we are left with a Drinfel’d
double structure. Consequently, the defining maps (5.2, 5.3, 5.4) satisfy relations very similar to
the defining axioms of an Hopf algebra, and they satisfy them exactly when one of the coalgebras is
trivialized. In particular, it follows straightforwardly from the compatibility conditions of the Drinfel’d
double that the comultiplications ∆I and ∆II are algebra homomorphisms, i.e.
∆I,II
(
(g1 ⊗ δh1 ⊗c δk1) ? (g2 ⊗ δh2 ⊗c δk2)
)
= ∆I,II(g1 ⊗ δh1 ⊗c δk1) ?∆I,II(g2 ⊗ δh2 ⊗c δk2) , (5.5)
while the antipodes SI and SII are algebra antihomomorphisms, i.e.
SI,II
(
(g1 ⊗ δh1 ⊗c δk1) ? (g2 ⊗ δh2 ⊗c δk2)
)
= SI,II(g2 ⊗ δh2 ⊗c δk2) ? SI,II(g1 ⊗ δh1 ⊗c δk1) . (5.6)
The fundamental difference between the quantum triple T (G) and the Drinfel’d double D(G) is nat-
urally the existence of two comultiplications. These two maps naturally yield two notions of tensor
product, and a fortiori, to two different sets of fusion rules. Moreover, because of the existence of
antihomomorphic antipode maps SI and SII, it is possible to define dual representations with respect
to either ∆I or ∆II. Accordingly, we can also define two notions of trivial representations. Moreover,
one representation is trivial with respect to both ∆I and ∆II, and it is defined in terms of the counit
(g ⊗ δh ⊗c δk) = δh,1Gδk,1G .
From the identification between the multiplication rule (5.2) of T (G) and the gluing map (4.5) of
three-cylinder states, we deduce the correspondence
HI3 3
g
h
k
←→ (g ⊗ δh ⊗c δk) ∈ T (G) (5.7)
between three-cylinder (basis) states and quantum triple (basis) elements.
6 Representation theory of T (G)
So far the properties of the quantum triple T (G) have followed closely the ones of the Drinfel’d double
D(G). The same is true for the representation theory of T (G) which is a natural extension of the one
of D(G).
Recall that the irreducible representations {ρ} of D(G) are labeled by a conjugacy class C(G)
of the full group G, and an irreducible representation R(ZC) of the centralizer ZC of C, so that
ρ = (C(G), R(ZC)). It turns out that the irreducible representations {℘} of T (G) are labeled by a
conjugacy class C(G) of G, a conjugacy class D(ZC) of the centralizer ZC of C, and an irreducible
representation R(ZD) of the centralizer ZD of D so that ℘ = (C(G), D(ZC), R(ZD)). Naturally, when
C(G) = {1G}, the irreducible representations {℘} of T (G) reduce to the representations {ρ} of D(G).
The elements of the conjugacy class C(G) are denoted ca and c1 is chosen as representative so
that the centralizer ZC is defined as {g ∈ G | gc1 = c1g}. The elements of the quotient PC ' G/ZC
are denoted pa and they satisfy the relation ca = pac1p
−1
a . The elements of the conjugacy class
D(ZC) are denoted dα and d1 is chosen as representative so that the centralizer ZD is defined as
{g ∈ ZC | gd1 = d1g}. The elements of the quotient QD ' ZC/ZD are denoted qα and they satisfy the
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relation dα = qαd1q
−1
α . Finally, the matrix elements of the quantum triple element g ⊗ δh ⊗c δk in the
representation ℘ = (C(G), D(ZC), R(ZD)) are given by
DC,D,Raαm,bβn(g ⊗ δh ⊗ δk) = δ(k, ca)δ(ca, gcbg
−1)δ(hk, kh)
× δ(p−1a hpa, dα)δ(dα, p−1a gpbdβp−1b g−1pa)DRmn(q−1α p−1a gpbqβ) (6.1)
where δ(ca, gcbg
−1) ensures that p−1a gpb belongs to ZC and δ(dα, p
−1
a gpbdβp
−1
b g
−1pa) ensures that
q−1α p
−1
a gpbqβ belongs to ZD. It is easy to check explicitly, using the definition of ca and dα, that
q−1α p
−1
a gpbqβ commutes with both c1 and d1. Furthermore, since hk = kh, we have p
−1
a hpa ∈ ZC .
Note that we dropped the label c in the tensor product since the commutation of the group variables h
and k is now encoded in the definition of the representations. Thereafter, the more compact notation
D℘MN ≡ DC,D,Raαm,bβn is used, such that M ≡ aαm, N ≡ bβn and ℘ ≡ (C,D,R). Interestingly, an
alternative basis can be defined where the role of the group variables h and k is switched, i.e.
DD,C,Raαm,bβn(g ⊗ δh ⊗ δk) = δ(h, ca)δ(ca, gcbg
−1)δ(hk, kh)
× δ(p−1a kpa, dα)δ(dα, p−1a gpbdβp−1b g−1pa)DRmn(q−1α p−1a gpbqβ) . (6.2)
Both the bases defined above are compatible with the algebraic structure. Using for instance def. (6.1),
we can show that these representations are algebra homomorphisms (see app. A.1 for proof), i.e.∑
N
D℘MN (g1 ⊗ δh1 ⊗ δk1)D
℘
NO(g2 ⊗ δh2 ⊗ δk2) = D
℘
MO((g1 ⊗ δh1 ⊗ δk1) ? (g2 ⊗ δh2 ⊗ δk2)) . (6.3)
Furthermore, the set {℘} of irreducible representations is complete and orthogonal. The completeness
relation reads∑
℘
∑
M,N
d℘D
℘
MN (g1 ⊗ δh1 ⊗ δk1)D
℘
MN (g2 ⊗ δh2 ⊗ δk2) = |G|δg1,g2δh1,h2δk1,k2δh1k1,k1h1 (6.4)
while the orthogonality is provided by (cf app. A.2 for proof)
1
|G|
∑
g,h,k∈G
D℘1M1N1(g ⊗ δh ⊗ δk)D
℘2
M2N2
(g ⊗ δh ⊗ δk) =
δ℘1,℘2
d℘1
δM1,M2δN1,N2 (6.5)
where d℘ = dC,D,R = dR · |C| · |D| is the dimension of the representation ℘.
As a trialgebra, the quantum triple comes equipped with two compatible coalgebraic structures.
In particular, this means there exists two different comultiplication maps which can be used to define
two different kinds of tensor product of irreducible representations. Therefore, we can define two sets
of fusion rules, associated with each one of the comultiplication maps ∆I and ∆II. However, given
the choice of basis for the representations (6.1) or (6.2), only one coalgebraic structure is compatible.
Because of the obvious symmetry between ∆I and ∆II, it is enough to focus on ∆I. This is the choice
compatible with the basis (6.1). In that case, the tensor product reads
(D℘1 ⊗I D℘2)(∆I(g ⊗ δh ⊗ δk)) =
∑
x,y∈G
xy=h
(D℘1 ⊗I D℘2)((g ⊗ δx ⊗ δk)⊗ (g ⊗ δy ⊗ δk))
which can be decomposed into irreducible representations according to the fusion rules IN
℘3
℘1℘2 , i.e.
℘1 ⊗I ℘2 =
⊕
℘3
IN
℘3
℘1℘2 ℘3 . (6.6)
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Again, we assume for notational convenience the multiplicity freeness of the corresponding fusion
category, i.e. N℘3℘1℘2 ∈ {0, 1}. These fusion rules can be explicitly obtained in terms of the characters
χ℘. For instance, we have
IN
℘3
℘1℘2 =
1
|G|
∑
g,h,k∈G
tr[D℘1 ⊗I D℘2 ](∆I(g ⊗ δh ⊗ δk))χ℘3(g ⊗ δh ⊗ δk) (6.7)
=
1
|G|
∑
g,k∈G
∑
h1,h2∈G
χ℘1(g ⊗ δh1 ⊗ δk)χ
℘2(g ⊗ δh−11 h2 ⊗ δk))χ
℘3(g ⊗ δh2 ⊗ δk) . (6.8)
Several important remarks can be drawn from this last equation. Firstly, the fusion of representations
with respect to the comultiplication ∆I vanish if the conjugacy class C is not the same for ℘1, ℘2
and ℘3. Secondly, the fusion rules for the quantum triple effectively boil down to the ones of D(G),
but they are parametrized by the choice of conjugacy class C. More precisely, in the case of the
comultiplication ∆I and for a given conjugacy class C, the fusion rules of T (G) boil down to the ones
of the Drinfel’d double D(ZC) for the subgroup ZC . It therefore suggests that for the fusion category
Rep[T (G)] formed by the representations of T (G) the following grading holds:2
Rep[T (G)] '
⊕
C
Rep[D(ZC)] . (6.9)
This obviously reminds of dimensional reduction which consists in expressing (3+1)d topological orders
as a sum of (2+1)d topological orders via a compactification of one of the spatial directions. The
conjugacy class C is associated to such compactified direction. The fact that the quantum triple
is equipped with two comultiplication maps only translates the fact that we can think of either the
h-holonomy or the k-holonomy of the three-cylinder as being along the compactified direction. This
also determines a choice of basis for the representation matrices.
Thanks to the antipode map SI, we can define the representations ℘
∗ dual to the representation
℘ with respect to the set of fusion rules defined above. The corresponding expressions for the matrix
elements are provided by
D℘
∗
MN (g ⊗ δh ⊗ δk) = D
℘
NM (SI(g ⊗ δh ⊗ δk)) = D
℘
NM (g
−1 ⊗ δg−1h−1g ⊗ δg−1kg) . (6.10)
Furthermore, since the comultiplication ∆I is an algebra homomorphism with respect to ?, we can
define unitary maps
IC℘1℘2 :
⊕
℘3∈℘1⊗℘2
V℘3 → V℘1 ⊗I V℘2 (6.11)
which satisfy
D℘1M1N1 ⊗I D
℘2
M2N2
(∆I(g ⊗ δh ⊗ δk)) =
∑
℘3
∑
M3,N3
IC℘1℘2℘3M1M2M3 D
℘3
M3N3
(g ⊗ δh ⊗ δk) IC℘1℘2℘3N1N2N3
where (M1M2) and (℘3M3) have to be understood as the indices of the matrix IC℘1℘2 . As before, we
define the more symmetric symbols(
℘1 ℘2 ℘3
M1M2M3
)
I
:=
1√
d℘3
IC℘1℘2℘
∗
3
M1M2M3
(6.12)
2This isomorphism is not true at the level of the vector spaces since it would require the g-holonomy and the
k-holonomy to commute in the definition of the basis elements.
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which we will refer to as the 3℘M -symbols. The intertwining maps whose coefficients are given by the
3℘M -symbols are denoted I℘1℘2℘3I . The unitarity of IC℘1℘2 yields the orthogonality relation∑
M1,M2
(
℘1 ℘2 ℘
M1M2M
)
I
(
℘1 ℘2 ℘′
M1M2M ′
)
I
=
1
d℘
δ℘,℘′δM,M ′ , (6.13)
as well as the completeness relation∑
℘
∑
M
d℘
(
℘1 ℘2 ℘
M1M2M
)
I
(
℘1 ℘2 ℘
N1N2M
)
I
= δM1,N1δM2,N2 . (6.14)
Finally, it follows directly from the definition that the 3℘M -symbols satisfy the invariance property(
℘1 ℘2 ℘3
M1M2M3
)
I
=
∑
h1,h2,k
D℘1M1N1(g ⊗ δh1 ⊗ δk)D
℘2
M2N2
(g ⊗ δh2 ⊗ δk)D
℘3
M3N3
(g ⊗ δh−12 h−11 ⊗ δk)
(
℘1 ℘2 ℘3
N1N2N3
)
I
(6.15)
which is proven in app. (A.4). In the following, we will use these intertwining maps to define a
generalization of the fusion basis to (3+1)d. The existence of two sets of fusions rules, and their
corresponding intertwining maps, suggests that there are two geometrically different ways of fusing
torus-excitations. Nevertheless, we restrict our attention to one type of fusion rules only. This means
that all the tensor products will be defined with respect to the same comultiplication, namely ∆I.
7 Excitation basis for (3+1)d topological phases
As for the (2+1)d case, the representation theory of the quantum triple T (G) provides us with a
natural way of defining the so-called fusion basis for excited states. The (2+1)d construction relied on
the fact that any Riemann surface Σpg can be decomposed into thrice-punctured two-sphere Y. Such
a general statement does not exist for 3d manifolds. Nevertheless, we have the following result: Any
three-manifolds of the form Σpg × S1 can be obtained by gluing several copies of the manifold Y× S1.
As we shall see, this is reminiscent of the fact that the three-cylinder I3 can be obtained as I×S1. The
manifold Y× S1 is bounded by three copies of the two-torus T2. Therefore, by considering manifolds
of the form Σpg × S1, we are constructing a basis for topological phases with defect excitations located
at boundary two-tori.
To construct the generalization of the fusion basis to (3+1)d topological phases, we will follow
step by step the previous construction. Everytime we considered a surface Σ in (2+1)d, we will now
look at the manifold Σ× S1. In other words, we could first define the fusion basis for Σ and then take
the direct product with S1, hence lifting the Drinfel’d double elements to quantum triple elements.
Naturally the basis states will now be labeled by irreducible representations of the quantum triple.
The resulting basis will also be referred to as the fusion basis.
So far, we have defined basis states for the three-cylinder I3 and the three-torus T3 in terms of
group holonomies. The correspondence (5.7) provides the fusion basis states for the three-cylinder as
the ‘Fourier transform’ of the basis states (4.1):
|℘,MN〉I3 =
1
|G|
∑
g,h,k∈G
√
d℘D
℘
MN (g ⊗ δh ⊗ δk)
g
h
k
. (7.1)
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By construction, these fusion basis states diagonalize the ?-multiplication:
|℘1,M1N1〉I3 ? |℘2,M2N2〉I3 =
δ℘1,℘2√
d℘1
δN1,M2 |℘1,M1N2〉I3 (7.2)
which confirms that the fusion basis states (7.1) on the three-cylinder are the states of elementary
quasi-excitations. Analogously to (2+1)d, the conjugacy classes C and D are associated with fluxes
and the representation R with charges. The obvious difference between (2+1)d and (3+1)d is therefore
that the quasi-excitations carry two flux labels. Note however that these two labels are independent
only in the case where the group G is abelian.
In particular, since the three-torus is nothing else than a three-cylinder with the pieces of its
boundary identified, we deduce immediately that the fusion basis states for the three-torus read [26]
|℘〉T3 =
1
|G|
∑
g,h,k∈G
χ℘(g ⊗ δh ⊗ δk)
g
h
k
=
1
|G|
∑
k∈C,h∈D(Zk)
g∈Zh,k
χRh,k(g)|g, h, k〉T3 (7.3)
where Zh,k = {g ∈ G | gh = hg , gk = kg} denotes the centralizer of both the group elements h and k
and χRh,k the character of the representation Rh,k of Zh,k isomorphic to R. The two vertices which
were located at the boundary of the three-cylinder are now identified so that the three-torus has a
single bulk vertex at which Av acts. The group averaging induces the contraction of the magnetic
indices M and N which turns the representation matrix D℘ into the character χ℘ defined as
χ℘(g ⊗ δh ⊗ δk) = ΘC(k)ΘD(p−1ιC(k)hpιC(k))δgh,hgδgk,kgδhk,kh
× χR(q−1
ιD(p
−1
ιC (k)
hpιC (k))
p−1ιC(k) g pιC(k)qιD(p−1ιC (k)hpιC (k))
)
(7.4)
where ΘC(•) and ΘD(•) denote the characteristic functions of the conjugacy classes C and D, respec-
tively, ιC(•) and ιD(•) are labeling functions for C and D defined such that ιC(ca) = a and ιD(dα) = α,
respectively. Moreover, we can now write explicitly the relation between the characters of Rh,k and
R: χRh,k(g) = χR
(
q−1
ιD(p
−1
ιC (k)
hpιC (k))
p−1ιC(k) g pιC(k)qιD(p−1ιC (k)hpιC (k))
)
.
As in the (2+1)d, the ground-states on the three-torus are in one-to-one correspondence with the
quasi-excitations defined on the three-cylinder. Remark that, as for the representation matrices, this
is not the only basis possible. As a matter of fact we can define six equivalent bases which correspond
to the six different ways to ‘order’ the variables g, h and k.
As explained above, in order to construct the fusion basis associated to surfaces of the form Σ×S1,
we need first to consider the fusion basis states for the manifold Y× S1. Knowing that the ‘minimal’
thrice-punctured two-sphere can be discretized by a triangular face whose vertices are identified, we
deduce that Y×S1 can be minimaly discretized by a triangular prism whose six vertices are identified.
The basis states associated to such a discretization are labeled by three group holonomies correspond-
ing to the three non-contractible cycles and are represented by
k
h1 h2
, (7.5)
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where the dots represent identified vertices.
Recall furthermore that the manifold Y×S1 is bounded by three two-tori. Exactly as in the (2+1)d
case, the discretization (7.5) is somewhat degenerate so that we would like to consider a slightly more
complicated discretization which allows to associate a set of group holonomies {g, h, k ∈ G |hk = kh}
with each of one of these tori. This discretization is obtained by gluing three three-cylinder I3 to each
one of the square faces of (7.5). The holonomies {h} and {k} then account for string-like magnetic
degrees of freedom while the holonomies {g} account for point-like electric degrees of freedom. Note
however that because of the geometry of the three-cylinder states, such a gluing can be performed in
two different ways, or more precisely along two different orientations. Either we decide to associate
the {k}-holonomies to the S1 direction, or the {h}-holonomies. In terms of representations, this
determines the choice of comultiplication map. Because of the symmetry between the two coalgebraic
structures, both possibilities are equivalent, however, for consistency requirements all the gluing must
be performed according to the same orientation so that we obtain a topology of the form Σ× S1. In
the following, we will choose the orientation consistent with the graphical representation presented
above so that the k-holonomy always refers the S1 direction. The comultiplication compatible with
this choice is ∆I. As such, the states defined above provide a geometrical interpretation of the fusion
rules IN . In (2+1)d, the fusion of excitations can be imagined as replacing two punctures by a single
one containing the original ones. The fusion of defects in (3+1)d boils down to the (2+1)d picture
with an additional direct product with the circle.
Because of the zero-flux condition located at the triangle of the discretization (7.5), we know that,
after gluing of the three I3 states, there will be the same constraint between {g} and {h}-holonomies
as in the (2+1)d case. There will be a further constraint which identifies the holonomies {g−1kg}.
This last constraint might seem surprising. It is actually reminiscent of the fact that we are working
with a manifold of the form Σ × S1 and therefore, there is only one independent holonomy in the
S1 direction. This also justifies why we are working with comultiplication maps of the form (5.3).
Indeed, we are dealing with fusion rules which ensure that the conjugacy class associated with one of
the spatial directions always remain the same. This conjugacy class is the one associated with the S1
direction of the manifold under consideration.
It now remains to find the fusion basis states defined on the manifold Y × S1. The construction
above suggests that one can obtain the basis states of HY×S1 by gluing three three-cylinder fusion
basis states |℘,MN〉I3 via an intertwining map I℘1℘2℘3I , i.e.
|{℘i,Mi}3i=1〉Y = tr{V ℘}
[|℘1,M1〉I ⊗I |℘2,M2〉I ⊗I |℘3,M3〉I ⊗ I℘1℘2℘3I ] (7.6)
=
∑
{Ni}3i=1
|℘1,M1N1〉I ⊗I |℘2,M2N2〉I ⊗I |℘3,M3N3〉I
(
℘1 ℘2 ℘3
N1N2N3
)
I
=
1
|G|3
∑
{Mi}3i=1
∑
{gi,hi,ki}
3∏
i=1
(√
d℘iD
℘i
MiNi
(gi ⊗ δhi ⊗ δki)
gi
hi
ki )(
℘1 ℘2 ℘3
N1N2N3
)
I
.
Thanks to the invariance property (6.15) of the intertwining map I℘1℘2℘3I and following exactly the
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same steps as in (3.30), one has
∑
{Ni}3i=1
( 3∏
i=1
D℘iMiNi(gi ⊗ δhi ⊗ δki)
)(
℘1 ℘2 ℘3
N1N2N3
)
I
=
∑
p1,p2,k∈G
∑
{Ni}3i=1
∑
{Oi}3i=1
( 3∏
i=1
D℘iMiNi(gi ⊗ δhi ⊗ δki)
)
×D℘1N1O1(g ⊗ δp1 ⊗ δk)D
℘2
N2O2
(g ⊗ δp2 ⊗ δk)D
℘3
N3O3
(g ⊗ δp−12 p−11 ⊗ δk)
(
℘1 ℘2 ℘3
O1O2O3
)
I
=
∑
p1,p2,k∈G
∑
{Oi}3i=1
( 3∏
i=1
D℘iMiOi(gig ⊗ δhi ⊗ δki)
)
× δp1,g−11 h1g1δp2,g−12 h2g2δp−12 p−11 ,g−13 h3g3δk,g−11 k1g1δk,g−12 k2g2δk,g−13 k3g3
(
℘1 ℘2 ℘3
O1O2O3
)
I
=
∑
{Oi}3i=1
( 3∏
i=1
D℘iMiOi(gig ⊗ δhi ⊗ δki)
)
δ(g−11 h1g1g
−1
2 h2g2g
−1
3 h3g3,1G)
× δg−11 k1g1 , g−12 k2g2δg−12 k2g2 , g−13 k3g3
(
℘1 ℘2 ℘3
O1O2O3
)
I
(7.7)
where we used the defining property of the representations of the quantum triple. By comparing the
first and the last line of (7.7), we conclude that the 3℘M -symbols implicitly encode the zero-flux
condition on the surface of Y × S1, the gauge invariance at the single bulk vertex, as well as the
identification of the {g−1kg}-holonomies along the S1 direction.
Using the states (7.6), we can construct the fusion basis for excited states defined on manifolds
of the form Σ × S1. To do so, we rely upon the fact that the manifold Σ × S1 can be obtained as a
sewing of several copies of Y× S1. The strategy is to perform such a decomposition of the manifold,
associate a state |{℘i,Mi}3i=1〉Y×S1 to each copy of Y× S1, and contract them to each other following
the decomposition pattern. Equivalently, we can associate an intertwining map I℘1℘2℘3 to each copy
of Y × S1 and contract them via three-cylinder fusion basis states |℘,MN〉I3 . For a given manifold
Σ×S1, and for a given decomposition {Y×S1}, a formal expression for the corresponding fusion basis
states therefore reads ∣∣{℘}〉
Σ×S1 = tr{V ℘}
[⊗
I3
|℘〉I3 ⊗
⊗
Y×S1
I{℘}
]
. (7.8)
The fusion basis is orthogonal and complete. This follows directly from the orthogonality (6.5) and
completeness (6.4) of the representation matrices as well as the orthogonality (6.13) and completeness
(6.14) of the 3℘M -symbols coefficients.
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8 Discussion
Although the fusion basis for the three-torus, as presented in this paper, appeared before, see e.g.
[22, 26], the corresponding algebraic structure was yet to be explored. By following the strategy
employed in (2+1)d to reveal the Drinfel’d double, we discovered this algebraic structure, namely the
quantum triple T (G). In addition, we showed explicitly how the ground states on the three-torus are
in one-to-one correspondence with the quasi-excitations defined on the manifold obtained by cutting
the three-torus along one direction.
Furthermore, we presented a method to define the fusion basis for general excited states. In this
construction, excitations are restricted to happen at boundary two-tori such that we are dealing with
manifolds of the form Σ×S1. The definition of the fusion basis relies upon the fact that such manifolds
can be obtained as the sewing of several copies of Y×S1, namely the direct product between the thrice-
punctured two-sphere and the circle. Such decomposition then dictates a simple way of constructing
the basis: To each copy of Y × S1 we assign an intertwining map, which we contract to each other
via three-cylinder basis states. The resulting states are labeled by two sets of conjugacy classes {C}
and {D}, representing fluxes, and a set of irreducible representations {R}, representing charges. The
definition of the fusion basis is tied to the choice of comultiplication maps when constructing the
quantum triple. Here we made a natural choice such that the fusion category of representations of the
quantum triple T (G) reduces to fusion categories of representations of Drinfel’d doubles D(ZC). As
such, it turns out that our construction provides an algebraic translation of the dimensional reduction
strategy.
We conjecture that defining a similar trialgebra associated with different choices of coalgebras
would lead to different fusion bases. These alternative bases would correspond to different fusion
patterns of the manifold boundaries hence yielding more general topologies. Alternatively, we could
reproduce the construction presented in this paper by replacing the three-cylinder with another man-
ifold of the form Σ× I. This would lead to another version of the 3d tube algebra yielding yet another
algebraic structure.
The (2+1)d fusion basis associated to a given punctured surface, diagonalizes a set of closed ribbon
operators [18, 37, 48]. These operators, which measure the excitation content of a given region, are
constructed as a composition of Wilson loop operators and parallel-transported translation operators.
We expect that the fusion basis for (3+1)d topological phases we propose in this paper also diagonalizes
a set of analogous operators. These operators should be an extension of the ribbon operators in the
same way as the quantum triple is an extension of the Drinfel’d double.
We focused our study on the case where the ground state is described by a BF theory. The natural
next step of this work would be to generalize to Dijkgraaf-Witten theory which can be thought as
a twisted BF theory such that the twist deforms the Gauß constraint. The twisted case differs in
particular from the non-twisted case in the definition of the local equivalence relations. In (2+1)d,
when picking the graph to be the one-skeleton of a triangulation, the local equivalence relations can
be defined in terms of Pachner moves. In particular, the 2-2 Pachner move is performed by a map
which evaluates to a group 3-cocycle α in H3(G,U(1)). The tube algebra then requires three Pachner
moves so that the multiplication is deformed by a phase
θh(g1, g2) =
α(h, g1, g2)α(g1, g2, (g1g2)
−1hg1g2)
α(g1, g
−1
1 hg1, g2)
.
It turns out that this phase is the slant product ihα which pairs the group element h with the 3-cocycle
α. Algebraically, this corresponds to turning the Drinfel’d double into a quasi-Hopf algebra whose
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twist reads
φ =
∑
h1,h2,h3
α(h1, h2, h3)
−1(1G ⊗ δh1)⊗ (1G ⊗ δh2)⊗ (1G ⊗ δh3) .
The same strategy generalizes to the three-cylinder algebra. Roughly speaking, the key is to realize
that when working with a manifold of the form Σ × S1, the (3+1)d construction mimics the (2+1)d
one where the group 3-cocycle α is now replaced by the slant product ikω where ω is an element of
H4(G,U(1)) and k is the holonomy along the compactified direction. In general, the result of the slant
product ikω satisfies a so-called twisted 3-cocycle condition. However, thanks to the commutativity
between h and k holonomies, it actually satisfies the usual group 3-cocycle condition. This means
that an associator can be defined, as for the Drinfel’d double, and can be used in order to ‘twist’
the quantum triple. It implies that the multiplication and the comultiplications are deformed by
twisted 2-cocyles obtained as slant products of ikω. For instance, the twisted 2-cocyle deforming the
multiplication rule is given by
θh,k(g1, g2) =
ikω(h, g1, g2)ikω(g1, g2, (g1g2)
−1hg1g2)
ikω(g1, g
−1
1 hg1, g2)
so that the multiplication rule now reads
(g1 ⊗ δh1 ⊗c δk1) ? (g2 ⊗ δh2 ⊗c δk2) := δk2,g−11 k1g1δh2,g−11 h1g1θh1,k1(g1, g2)(g1g2 ⊗ δh1 ⊗c δk1)
This generalization should be particularly interesting since it is believed that (3+1)d bosonic topolog-
ical orders with bosonic point-like excitations are classified by a pair (G,ω), with G a finite group and
ω a group 4-cocycle [32]. We postpone a deeper study of this model to another paper.
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A Properties of the irreducible representations of the quantum triple
A.1 Defining property of the representations
The irreducible representations of the quantum triple are homomorphisms and as such they preserve
the algebraic structure. The following shows how the irreducible representations are compatible with
the multiplication rule ?:
∑
b,β,n
D℘aαm,bβn(g1 ⊗ δh1 ⊗ δk1)D
℘
bβn,cγo(g2 ⊗ δh2 ⊗ δk2)
=
∑
b,β,n
δ(k1, ca)δ(ca, g1cbg
−1
1 )δ(h1k1, k1h1)δ(dα, p
−1
a g1pbdβp
−1
b g
−1
1 pa)δ(p
−1
a h1pa, dα)
× δ(k2, cb)δ(cb, g2ccg−12 )δ(h2k2, k2h2)δ(dβ , p−1b g2pcdγp−1c g−12 pb)δ(p−1b h2pb, dβ)
×DRmn(q−1α p−1a g1pbqβ)DRno(q−1β p−1b g2pcqγ)
= δ(k1, ca)δ(ca, g1g2ccg
−1
2 g
−1
1 )δ(h1k1, k1h1)δ(dα, p
−1
a g1g2pcdγp
−1
c g
−1
2 g
−1
1 pa)δ(dα, p
−1
a h1pa)
× δ(k2, g2ccg−12 )︸ ︷︷ ︸
δ(k2,g
−1
1 k1g1)
δ(h2, g2pcdγp
−1
c g
−1
2 )︸ ︷︷ ︸
δ(h2,g
−1
1 h1g1)
DRmo(q
−1
α p
−1
a g1g2pcqγ)
= D℘aαm,cγo((g1 ⊗ δh1 ⊗ δk1) ? (g2 ⊗ δh2 ⊗ δk2)) (A.1)
where we used the fact that the irreducible representations of the stabilizer ZD preserve the group
multiplication rule.
A.2 Orthogonality of the irreducible representations
The space of functions on T (G) is equipped with an inner product defined by
〈ψ, φ〉 = 1|G|
∑
g,h,k∈G
ψ(g ⊗ δh ⊗ δk)φ(g ⊗ δh ⊗ δk) . (A.2)
The matrix elements of the irreducible representations of the quantum triple form an orthogonal set
with respect to this inner product, i.e.
1
|G|
∑
g,h,k∈G
D℘aαm,bβn(g ⊗ δh ⊗ δk)D
℘˜
a˜α˜m˜,˜bβ˜n˜
(g ⊗ δh ⊗ δk)
=
1
|G|
∑
g,h,k∈G
δ(k, ca)δ(ca, gcbg
−1)δ(hk, kh)δ(p−1a hpa, dα)δ(dα, p
−1
a gpbdβp
−1
b g
−1pa)
× δ(k, c˜a˜)δ(c˜a˜, gc˜b˜g−1)δ(p˜−1a˜ hp˜a˜, d˜α˜)δ(d˜α˜, p˜−1a˜ gp˜b˜d˜β˜ p˜−1b˜ g
−1p˜a˜)
×DRmn(q−1α p−1a gpbqβ)DR˜m˜n˜(q˜−1α˜ p˜−1a˜ gp˜b˜q˜β˜)
=
1
|C||D||ZD|
∑
g∈G
δC,C˜δa,a˜δb,˜bδD,D˜δα,α˜δβ,β˜δ(ca, gcbg
−1)δ(dα, p−1a gpbdβp
−1
b g
−1pa)
×DRmn(q−1α p−1a gpbqβ)DR˜m˜n˜(q−1α p−1a gpbqβ)
=
δC,C˜δD,D˜δR,R˜
|C||D|dR δa,a˜δb,˜bδα,α˜δβ,β˜δm,m˜δn,n˜ =
δ℘,℘˜
d℘
δ
M,M˜
δN,N˜ (A.3)
where we used between the last two lines the orthogonality of the irreducible representations of the
stabilizer ZC and the fact that the cardinality of the group G decomposes as |G| = |C| · |D| · |ZD|.
– 26 –
A.3 Completeness of the set of irreducible representations
The irreducble representations form a complete set of representations, since they resolve the identity
on T (G):
∑
℘
∑
a,α,m
b,β,n
d℘D
℘
aαm,bβn(g1 ⊗ δh1 ⊗ δk1)D
℘
aαm,bβn(g2 ⊗ δh2 ⊗ δk2)
=
∑
℘
∑
a,α,m
b,β,n
δ(k1, ca)δ(ca, g1cbg
−1
1 )δ(h1k1, k1h1)δ(p
−1
a h1pa, dα)δ(dα, p
−1
a g1pbdβp
−1
b g
−1
1 pa)
× δ(k2, ca)δ(ca, g2cbg−12 )δ(h2k2, k2h2)δ(p−1a h2pa, dα)δ(dα, p−1a g2pbdβp−1b g−12 pa)
× |C||D|dRDRmn(q−1α p−1a g1pbqβ)DRmn(q−1α p−1a g2pbqβ)
= |G|
∑
C,D
∑
a,α
b,β
δ(k1, ca)δ(ca, g1cbg
−1
1 )δ(h1k1, k1h1)δ(p
−1
a h1pa, dα)δ(dα, p
−1
a g1pbdβp
−1
b g
−1
1 pa)
× δ(g1, g2)δ(k2, ca)δ(h2k2, k2h2)δ(p−1a h2pa, dα)
= |G|δg1,g2δh1,h2δk1,k2δh1k1,k1h1 (A.4)
where we used the completeness of the set of Wigner matrices.
A.4 Invariance property of the 3℘M-symbols
Let us focus on the case of the 3℘M -symbols defined with respect to the comultiplciation ∆I. The
defining equation for the Clebsch-Gordan coefficients IC of the quantum triple reads
D℘1M1N1 ⊗I D
℘2
M2N2
(∆I(g ⊗ δh ⊗ δk)) =
∑
℘3
∑
M3,N3
IC℘1℘2℘3M1M2M3 D
℘3
M3N3
(g ⊗ δh ⊗ δk) IC℘1℘2℘3N1N2N3 (A.5)
which, using the unitarity of the map IC℘1℘2 , can be rewritten∑
N1,N2
D℘1M1N1 ⊗I D
℘2
M2N2
(∆I(g ⊗ δh ⊗ δk)) IC℘1℘2℘3N1N2N3 =
∑
M3
IC℘1℘2℘3M1M2M3 D
℘3
M3N3
(g ⊗ δh ⊗ δk) . (A.6)
We can now make use of the equation∑
N3
∑
h,k∈G
D℘3M3N3(g ⊗ δh ⊗ δk)D
℘3
N3O3
(g−1 ⊗ δg−1hg ⊗ δg−1kg)
=
∑
h,k∈G
D℘3M3O3(1G ⊗ δh ⊗ δk) = D
℘3
M3O3
(1T (G)) = δM3O3 (A.7)
by multiplying (A.6) from the right with D℘3N3O3(g
−1 ⊗ δg−1hg ⊗ δg−1kg) and summing over h, k. Re-
solving the comultiplication and remembering the definition (6.10) of the dual representation ℘∗, we
finally obtain the invariance property of the Clebsch-Gordan coefficients:
IC℘1℘2℘3M1M2M3 =
∑
h1,h2
k
D℘1M1N1(g ⊗ δh1 ⊗ δk)D
℘2
M2N2
(g ⊗ δh2 ⊗ δk)D
℘∗3
M3N3
(g ⊗ δh−12 h−11 ⊗ δk) IC
℘1℘2℘3
N1N2N3
(A.8)
from which, it is straightforward to deduce the invariance property of the 3℘M -symbols(
℘1 ℘2 ℘3
M1M2M3
)
I
=
∑
h1,h2
k
D℘1M1N1(g ⊗ δh1 ⊗ δk)D
℘2
M2N2
(g ⊗ δh2 ⊗ δk)D
℘3
M3N3
(g ⊗ δh−12 h−11 ⊗ δk)
(
℘1 ℘2 ℘3
N1N2N3
)
I
.
(A.9)
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