A permutation snark is a snark which has a 2-factor F 2 consisting of two chordless circuits; F 2 is called the permutation 2-factor of G. We construct an infinite family H of cyclically 5-edge connected permutation snarks. Moreover, we prove for every member G ∈ H that the permutation 2-factor given by the construction of G is not contained in any circuit double cover of G.
Introduction and main result
A circuit is defined to be a 2-regular 2-connected graph. A circuit double cover (CDC) of a cubic graph G is a set S of circuits of G such that every edge of G is covered by exactly two circuits of S. A 2-regular subgraph D of G is said to be contained in S if every circuit of D is an element of S.
A cubic graph G with a 2-factor F 2 which consists of two chordless circuits is called a cycle permutation graph and F 2 is called the permutation 2-factor of G. If G is also a snark, then we say G is a permutation snark. The Petersen graph has been for a long time the only known cyclically 5-edge connected permutation snark. In [2] twelve new cyclically 5-edge connected permutation snarks have been discovered by computer search. Here, we present the first infinite family of cyclically 5-edge connected permutation snarks.
We state the main theorem, see Theorem 2.16 and Corollary 2.25. Theorem 1.1 For every n ∈ N, there is a cyclically 5-edge connected permutation snarks G of order 10 + 24n. Moreover, G has a permutation 2-factor which is not contained in any CDC of G.
Applying the above theorem we obtain infinitely many counterexamples to the following conjectures.
1.
A i is a subgraph of G where every component of A i is either a circuit or a path with both endvertices being vertices of degree 1 in G, ∀ i ∈ {1, 2, ..., m}.
m i=1 |e ∩ E(A i )| = 2 ∀ e ∈ E(G).
If no A i contains a path as a component, then we call S a CDC of G and if |S| = k, then we call S a k-CDC of G. Obviously, a PCDC is a CDC if G contains no vertex of degree 1. For a survey on CDC's, see [6, 7] .
Later we need the following known lemma [6] .
Lemma 2.2 Let G be a 3-edge colorable cubic graph and D be a 2-regular subgraph of G. Then G has a 4-CDC S with D ∈ S. Figure  2 , by gluing together half-edges, identifying vertices of degree 1 and by adding the edge α.
Note that we keep in H the edge labels of P i , respectively, of Q i , see Figure  2 . For the proof of the next theorem we form a new cubic graph H ′ from H. Consider for this purpose P i , i = 1, 2, 3, 4 in Figure 2 as a vertex of degree 6 and split every P i into two vertices v i and
For reasons of convenience we do not use the edge-labels of H for H ′ , see Figure 4 .
Proof. Note that for every CDC S of H with F ∈ S, {[e (3) in Proposition 2.15 imply that it suffices to show that there is no proper edge-coloring f :
, then E v denotes the edge-set containing all edges of H ′ incident with v. We proceed by contradiction. There are two cases to consider.
Since f (a 1 ) = 1 and a 1 ∈ E v 1 there is x ∈ E w 1 with f (x) = 1. Since f (a 3 ) = 1, f (a 11 ) = 1. Since f (a 2 ) = 2 and since a 2 ∈ E v 3 there is y ∈ E w 3 with f (y) = 2 which is impossible since f (a 11 ) = 1 and f (a 4 ) = 2.
Since f (a 3 ) = 2 and a 3 ∈ E v 2 there is x ∈ E w 2 with f (x) = 2. Since f (a 2 ) = 2, f (a 12 ) = 2. Since f (a 4 ) = 1 and a 4 ∈ E v 4 there is y ∈ E w 4 with f (y) = 1 which is impossible since f (a 1 ) = 1 and f (a 12 ) = 2.
The cyclic edge-connectivity of a graph G which contains two vertex-disjoint circuits is denoted by λ c (G); it is the minimum number of edges one needs to delete from G in order to obtain two components such that each of them contains a circuit. In order to show that λ c (H) > 4, we need several results.
Definition 2.17 Let G be a graph with a given 2-factor F 2 consisting of two chordless circuits. We call e ∈ E(G) a spoke if e ∈ E(F 2 ).
Proposition 2.18 Let G be a cubic graph with a 2-factor F 2 consisting of two chordless circuits
Proof. Suppose by contradiction that M is a cyclic 3-edge cut of G. Obviously, M is matching. First we show that M contains no spoke and consider two cases.
Case 1. M contains two or three spokes. It is straightforward to see that G − M is connected and thus this is impossible.
Case 2. M contains exactly one spoke. If |M ∩ E(C i )| = 1 for i = 1, 2 then C 1 − M ⊆ G is a path which is connected by more than one spoke to
Since both paths of C 1 − M contain more than one vertex, both paths in G are connected by more than one spoke to C 2 and thus G − M is connected. Hence M contains no spoke.
Suppose |M ∩ E(C 1 )| = 2 and thus |M ∩ E(C 2 )| = 1. Then both paths of C 1 − M ⊆ G are connected by more than one spoke to the path
Hence G−M is connected which contradicts the assumption and thus finishes the first part of the proof.
Suppose E 0 contains a spoke s. For every subdivision Z ′ of a cubic graph Z, λ c (Z ′ ) = λ c (Z). Thus and by the first statement of the Proposition, G − s is cyclically 4-edge connected. Hence s ∈ E 0 . Suppose E 0 is not a matching and let a 1 be adjacent with a 2 where {a 1 , a 2 } ⊆ E 0 ∩E(C 1 ). Let s be the unique spoke which is adjacent with a 1 and a 2 . Then E ′ 0 := E 0 − a 1 ∪ s is a cyclic 4-edge cut of G. This contradicts the previous observation that a spoke is not contained in any cyclic 4-edge cut. Hence E 0 is a matching. Suppose E 0 contains no (one) edge of C 1 and thus four (three) edges of C 2 . C 2 − E 0 consists of four (three) paths where each of them is connected by a spoke to C 1 − E 0 which is connected in both case. Hence G − E 0 is connected which contradicts the assumption and thus finishes the proof.
Let V ′ be a subset of vertices of a graph G, then we denote by V ′ the vertex induced subgraph of G. 
Proof. We first prove (2) . The four paths L
Hence the equality in (2) does not hold if and only if
) and suppose by contradiction that x and y have the before described properties. Then L
is connected which contradicts the assumption and thus finishes this part of the proof.
We prove (1) . Let λ c (G) = 4 and let E 0 be a cyclic 4-edge cut of G as defined in (2) . By Proposition 2.18, {a 1 , a 2 } is a matching of G. Hence the inequality in (1) is satisfied by setting L 1 := L ′ 1 . It is straightforward to check that the four end-edges of F 2 − E(L 1 ) − E(L 2 ) form a cyclic 4-edge cut of G. Hence the proof is finished.
Lemma 2.20 Let A ⊆ H and A ∈
Proof by contradiction. Set E 0 ∩ E(A) = {a 1 , a 2 }. By Proposition 2.18, E 0 is a matching. Hence A = A Figure 1 and Figure 3 . Denote by A * the unique path of A − a 1 − a 2 which connects one endvertex of a 1 with one endvertex of a 2 . Since E 0 is a cyclic 4-edge cut and by Lemma 2.19 (2) and by the structure of
is a subpath of B, see Figure 1 .
Denote by w the neighbor of x i 2 in B. Consider the graph Q i which was defined for constructing P i , see Figure 1 . Then B * is a path of Let R be a set of subgraphs of H, then E(R) denotes the union of the edgesets of the subgraphs of R. Note that the vertices of the graph J defined below are not the vertices of H ′ . Note that only subpaths of F ⊆ H are contracted in the transformation from H into J and that C k ⊆ H is transformed into D k ⊆ J, k = 1, 2. We keep the labels of the edges respectively half-edges of Figure 5 . Every oA i j ⊆ H corresponds to a vertex of J and v 4 w 6 ∈ E(J) corresponds to α ∈ E(H). Set H := {V (oA i j ) | i = 1, 2, 3, 4 and j = 1, 2, 3} ∪ {v 4 } ∪ {w 6 }. Then H is a vertex partition of V (H). Every v ∈ V (J) corresponds to an elementv of H and vice versa. Let h : V (H) → V (J) be the mapping where h(x) is defined to be the unique If v is an endvertex of Y , then In none of the above cases, V (Y * ) can be the vertex set of a path in D 2 contradicting the assumption that Y * is a path.
Thus it remains to consider
(see the half-edges incident with v 1 in Figure 5 ), the path X ⊆ C 1 contains all vertices of oA By the structure of Q 1 ( Figure 1 ) and since oA . Thus, and since X N is a subpath of C 2 , and since {x
| and since {a 1 , a 2 } in the definition of X is a matching, this is impossible which finishes the proof.
Denote by P 10 the Petersen graph. Definition 2.24 Set H := ∞ n=0 {H n } where H n := H(H n−1 , P 10 , P 10 , P 10 ) and H 0 := P 10 , see Definition 2.10.
Note that in the above definition we use the graph H n , respectively, P 10 as Q i and thus suppose that two subpaths in the known permutation 2-factors of H n and P 10 are chosen as the paths specified in Definition 2.4. are two edge-disjoint hamiltonian circuits of G which correspond to C 1 and C 2 in H. Hence, every edge-cut E 0 of G has even seize. Suppose that E 0 is an essential 4-edge cut of G. Since G is 4-regular, every component of G−E 0 has more than 2 vertices. It is straightforward to see that then E 0 corresponds to a cyclic 4-edge cut of H which contradicts λ c (H) = 5. Thus and since E 0 is of even size, G is essentially 6-edge connected. By defining that every pair of two edges which are adjacent and part of C ′ i for some i ∈ {1, 2} from a transition, we obtain a transition system T (G) of G. Since every compatible cycle decomposition of T (G) would imply a CDC S of H which contains F and thus would contradict Theorem 2.16, the proof is finished.
