Abstract-In most daily activities, humans often use imprecise information derived from appreciation instead of exact measurements to make decisions. Multisets allow the representation of imperfect information in a Knowledge-Based System (KBS), in the multivalued logic context. New facts are deduced using approximate reasoning. In the literature, dealing with imperfect information relies on an implicit assumption: the distribution of terms is uniform on a scale ranging from 0 to 1. Nevertheless, in some cases, a sub-domain of this scale may be more informative and may include more terms. In this work, we focus on approximate reasoning within these sets, known as unbalanced sets, in the context of multi-valued logic. We introduce an approach based on the Generalized Modus Ponens (GMP) model using Generalized Symbolic Modifiers (GSM). The proposed model is implemented in a tool for autism diagnosis by means of unbalanced severity degrees of the Childhood Autism Rating Scale (CARS). We obtain satisfying results on the distinction between autistic and not autistic child compared to psychiatrists diagnosis.
I. Introduction
In artificial intelligence, the development of machines with the human-like ability to reason with linguistic terms is an important field. Knowledge representation by computers must consider the fact that the information used in human thinking is often imprecise.
Zadeh proposed the fuzzy sets [1] to deal with the complexity of this representation based on fuzzy logic. Thereafter, De Glas introduced, in the multi-valued logic context, the multi-sets representation model [2] [3] .
These two logics propose modeling membership degrees with words in the reasoning process. These words correspond to linguistic variables that take their values from a set of linguistic terms [4] . Each linguistic variable is associated to adverbs qualifying the belief degree of the veracity of a proposition. In this work, we consider the context of multi-valued logic.
Most studies dealing with the representation of imprecise data [3] [5]- [8] are based on an implicit assumption: terms distribution is uniform on a scale ranging from 0 to 1 (Fig. 1) . Nevertheless, in some cases, a sub-domain of the set may be more informative. This implies more terms in this particular sub-domain. In this case, information is represented with terms neither uniformly nor symmetrically distributed. It is known as the unbalanced set (Fig.2) . Knowledge-Based Systems (KBS) include an inference process that can be based on approximate reasoning. It deduces meaningful outputs from imprecise inputs by means of the Generalized Modus Ponens (GMP) model.
In this work, we introduce an adaptation of the GMP model proposed in [9] - [11] to infer within unbalanced multi-sets. It is based on Generalized Symbolic Modifiers (GSM).
In the context of multi-valued logic, Bel Hadj Kacem et al. [12] proposed a software platform for building KBS with uniform multi-sets, named RAMOLI. We implement a new version that takes into account unbalanced multisets, named ARUMS (Approximate Reasoning within Unbalanced Multi-Sets). Our first contribution concerns the knowledge representation by means of unbalanced multisets. As a second contribution, we integrate our inference model considering unbalanced multi-sets. Our proposal is tested in the context of autism diagnosis based on the Diagnosis and Statistical Manual of Mental Disorders (DSM) 5 [13] . It distinguishes between autistic and nonautistic child. We obtain satisfactory results compared to psychiatrists diagnosis. This paper is organized as follows. Section 2 introduces the basic concepts of multi-valued logic, Generalized Symbolic Modifiers, and the unbalanced multi-sets. Then, in section 3, we present existing works treating the approximate reasoning in the multi-valued logic context. In section 4, we propose our GMP model dealing with unbalanced multi-sets. Section 5 presents the tests results for the autism diagnosis.
II. Preliminaries
In this paper, we propose a GMP model in the multivalued logic context. This logic is based on De Glas's theory [2] . In this approach, the knowledge is represented with linguistic variables that take values in a set of linguistic terms [4] . These latter express the various nuances of the processed information using words, i.e. linguistic symbols.
Each linguistic variable is represented by an ordered and finite list of M linguistic symbols. They constitute a multi-set denoted by [2] [14] :
It is assimilated to a linguistic term corresponding to the precision degree of a proposition. It is a qualifier ϑ α that expresses the imprecision of a predicate.
For example saying that the communication is slightly impaired means that the communication satisfies the predicate impaired with the degree τ 1 (Fig.3) . In multi-valued context, the authors in [15] - [17] believe that any multi-valued symbol can be considered as a modification of another one. A modifier allows to build a new term from an initial one, or to compare two values by finding out the modification that transforms one to the other.
The membership relation corresponds to a symbolic degree τ i from a multi-set L M represented with a [0-1] scale. Thus, the data modification is the transformation of the degree, the scale of the multi-set or both. Indeed, some modifiers preserve the same multi-set but change the membership degree. Others erode or expand the multi-set. Akdag et al. [15] [16] proposed symbolic linguistic modifiers. They were generalized and formalized in [17] [18] as Generalized Symbolic Modifiers (GSM). A GSM is defined with its radius ρ, nature (i.e. dilated, eroded, preserved scale) and mode (i.e. reinforcing, weakening, central). ρ reflects the intensity of the modifier. Considering that the modifier is denoted by m, the result of applying m to τ i is τ i : m(τ i ) = τ i .
These modifiers are classified as: weakening, reinforcing and central according to the proportion of τ i compared to the proportion of τ i [17] . Some examples are presented in Table I .
Our inference process use these modifiers to obtain new knowledge from imprecise data.
In an inference engine in multi-valued context, researchers may describe their knowledge with linguistic terms. Linguistic term sets are usually assumed to be uniformly distributed. The distance between each pair of successive terms is the same, i.e. Nevertheless, in some cases, a particular sub-domain may be more informative than the remaining reference domain. This implies more terms in this particular subdomain. Term are not uniformly and/or symmetrically distributed. It is known as unbalanced sets. Some authors [19] - [24] proposed examples from real life using these sets. Xia and Xu [25] give an example in an economics context. They indicate that investing the same amount is different if the company has a bad or a good performance. In this case, it is important to have more precise bad information. It implies smaller gap between the grades expressing bad information (Fig.4) . [25] In our work, we deal with this particular terms set in the context of multi-valued logic. This unbalanced multi-set is defined as in the uniform case:
Each term τ i represents a possible value for a linguistic variable symbolized by a word. It is defined by its position
This function represents the distribution of the terms τ i using real values between 0 and 1.
Unlike the uniform sets, The unbalanced terms are not equidistant from each others, i.e. Δ(τ i , τ i+1 ) are not equal
For example, in psychiatry, particularly in the Childhood Autism Rating Scale [26] , the autism severity degree depends on the score, between 15 and 60, obtained by a questionnaire. A score under 30 indicates that the child is not autistic. While a score between 30 and 37 corresponds to a mid to moderate autism. Above 37, the child is considered as severely autistic.
The corresponding scale ( • The last term severely represents the score of 60. In this case, the distances between terms are as follows: 
is the floor function. Our aim in this paper is to propose an inference model for approximate reasoning within unbalanced multi-sets. This model is implemented in a tool for the autism diagnosis.
III. Approximate Reasoning with Multi-Valued
Logic In the previous section, the basic concepts of multivalued logic, the context of our work, are explained. In this section, we present the approximate reasoning process within this logic.
KBSs can perform reasoning without any exact measurement. Zadeh [4] [27] has introduced, in the fuzzy logic context, the concept of approximate reasoning. It allows to infer with imprecise inputs to obtain meaningful outputs based on the Generalized Modus Ponens (GMP). It is an extension of the classic Modus Ponens for exact reasoning where new facts are obtained only when the observation and the rule premise are equal.
The schema of GMP in the multi-valued logic context is the following:
• A is the rule premise predicate;
• A is the observation predicate;
• B is the rule conclusion predicate;
• B is the inferred conclusion predicate;
In the KBS new knowledge are deduced from the facts and rules existing in its knowledge base. Thus, new facts are obtained from ones that are approximately similar to the rule premise. The similarity between the premise and the observation allows to determine the conclusion belief degree.
The approximate reasoning is composed of two steps. The first one aims at finding out which modification the premise undergoes to obtain the observation. While the second concerns the deduction of the inferred conclusion. Its membership degree depends on the rule conclusion degree and the relation between the premise and the observation.
The GMP model previously presented includes a free rule. Its premise and its conclusion are completely true. While in the general case truth degrees are associated with the premise and the conclusion. The observation and the premise are represented by the same multi-set but with different membership degrees. These rules are known as strong rules. Khoukhi [28] proposed a GMP with these rules as follows:
• ϑ α , ϑ β , ϑ γ , and ϑ λ are linguistic qualifiers associated with the degrees τ α , τ β , τ γ and τ λ respectively;
with T a T-norm and Sim is a function to determine the similarity between truth degrees. The weakness of this type of reasoning is that it considers only the degree of similarity between A and A , i.e. the modification undergone by the premise to obtain the observation. However, the type of the modification is not taken into account.
In the fuzzy logic context, Bouchon-Meunier [29] introduced a model of approximate reasoning based on linguistic modifiers. These later evaluate the similarity between the premise and the observation. The corresponding inference diagram adapted to the multi-valued logic context is the following:
With m and m are linguistic modifiers. Hence, determining the modifier m allows to deduce the inferred conclusion. m is obtained from the modifier m and the causality between the observation and the premise.
In the context of multi-valued logic, Bel Hadj Kacem et al. [9] - [11] proposed an extended GMP model with GSM. The authors consider that the modifiers m and m are equal. They suggested to determine the modifier m by means of the det_mod algorithm [10] . The modifier can be: CR, CW, ER, DW, CC (Table I) The rules used in the previous GMP are called simple rules as the premise includes only one proposition. In the literature, the general case is the complex rule whose premise is a conjunction or a disjunction of propositions. The GMP with complex rules is as follows:
With:
• op is one of the logical operators and, or or; • A 1 , A 2 , ..., A n are the premise and observation predicates; • n is the number of elements in the rule premise. The inference engine aims at deducing the inferred conclusion τ λ B. It corresponds to m(τ β B). The modifier m is the aggregation of the modifiers m i [11] . Each modifier m i transforms an element of the premise (X i is τ αi A i ) to an element of the observation (X i is τ γi A i ). m i is obtained as for a simple rule using the det_mod algorithm [10] .
Bel Hadj Kacem et al. [11] introduced an aggregation operator that takes into account the modifier mode, i.e. reinforcing or weakening. They consider three cases:
• Aggregation with CC ; • Aggregation of two modifiers of the same type;
• Aggregation of two dual modifiers. In their proposition only the modifiers CC, CW and CR are used. The authors introduce two operators (Table II) :
• The M-norm A T for modifiers conjunction based on a T-norm; • The M-conorm A S based on a T-conorm for modifiers disjunction.
IV. Approximate Reasoning within Unbalanced Multi-sets A. Proposed Approach
Making decisions is often done in the presence of imperfect data. This knowledge may be represented by unbalanced terms set.
Our aim is to extend Bel Hadj Kacem et al. model [9] - [11] to take into account unbalanced multi-sets. To achieve this purpose, we use the algorithms for the representation of unbalanced multi-sets [30] .
The first algorithm, named UnbalancedToUniform, allows to express an unbalanced term τ pos , of a multi-set L M , within a new uniform multi-set L M . This algorithm gives us the ability to use existing tools initially designed for uniform terms as aggregation operators and modifiers.
Each term τ k of an unbalanced multi-set L M can be represented within a specific uniform multi-set L M k (k=1, .. M-1). Hence, the granularity M of the uniform multiset that includes all unbalanced terms, equals the LCM of the granularities M k .
The inputs of this algorithm are the M terms of the unbalanced set L M , the normalized distances between each pair of successive terms Δ(τ i , τ i+1 ), and the pair ( In this paper, we treat complex strong rules using the following GMP model:
• op is one of the logical operators and, or or; 
• A i and A i are semantically equivalent (i ∈ {1,..n});
• B and B are the predicates representing the conclusion. They are semantically equivalent;
not have necessarily the same granularity and terms distribution;
Our goal is to deduce the inferred conclusion τ λ . Our inference process is as follows:
with the UnbanlancedToUniform algorithm [30] .
• Express all uniform terms within a same uniform multi-set L M by means of the modifier DC (Table  I) . This modifier expands the scale and conserve the proportion of the term:
• Deduce the modifiers m i :
• Aggregate the modifiers m i to determine the modifier m using the aggregators A T and A S (Table II) ; • Apply the modifier m to the uniform normalized rule conclusion τ β : τ λ = m(τ β )
• Express the inferred conclusion through the uniform multi-set L M B using the modifier EC (Table I) . It conserves the proportion of the term but erode the scale:
• Represent the uniform inferred conclusion τ λ with the unbalanced multi-set L M B by way of the UniformToUnbalanced algorithm [30] .
B. Illustrative Example
Autism is a pervasive developmental disorder characterized by the presence or the alteration of some behaviors. The diagnosis is usually established by child psychiatrists according to some standard protocols as DSM5 [13] .
To illustrate our method, we consider a rule from DSM5 in the context of autism diagnosis. The GMP schema in the multi-valued logic context for the considered example is as follows:
If social interaction is mildly altered and stereotyped character is mildly present Then child is mildly autistic social interaction is severely altered and stereotyped character is moderately present child is ϑ λ autistic Our aim is to determine the inferred conclusion τ λ autistic corresponding to autism severity degree.
The linguistic variable present indicates the presence degree of an autism symptom. For autistic children some behaviors are altered. They are represented with the linguistic variable impaired. The unbalanced multi-set that expresses these linguistic variables is: L 7 ={not at all, very mildly, mildly, mildly to moderately, moderately, moderately to severely, severely} (Fig 2) .
The linguistic variable autistic indicates the autism severity. Terms are the same as proposed in CARS: L 4 = {not at all, mildly, moderately, severely} (Fig 5) .
We apply the UnbanlancedToUniform algorithm [30] to the unbalanced term sets L 7 and L 4 . The granularities of the corresponding uniform multi-sets are:
We remind that it corresponds to the LCM of the granularities M k of the uniform multi-sets. Each multiset L M k includes an unbalanced term τ k from L M . Hence, the GMP model with uniform multi-sets is as follows:
If social interaction is τ 2 , L 9 and
The granularity of the normalized multi-set is:
to each term of the GMP to represent the terms within the normalized multiset L 25 :
Afterwards, we determine the modifiers m i that allows to transform each element of the premise to an element of the observation: 12 , L 25 = CR 6 These modifiers are aggregated as follows:
A T (CR 18 , CR 6 ) = CR 0
We apply this modifier to the rule conclusion:
This term is represented in the normalized uniform set L 25 . To transform it into the initial unbalanced multi-set L 4 , we should first express it into the uniform multi-set, in this case
The last step consists in finding the closest matching term back in L 4 . We use for that the UniformToUnbalanced algorithm proposed in [30] . The position of this term is the same as τ 1 in L 4 . Thus, the inferred conclusion is the child is mildly autistic.
V. Autism Diagnosis
Autism is a pervasive developmental disorder characterized by the alterations of three principal areas [13] : verbal and nonverbal communication; social interaction; and behavior, interests and activities. Specialists notice that child behaviors are restricted and stereotyped.
The diagnosis is made by child psychiatrists. They observe the behavior of a child and ask its parents according to some standard protocols as DSM5 [13] . An evaluation questionnaires exist based on CARS [26] . These questionnaires help psychiatrists to detect the autism symptoms.
In [31] , the authors proposed to deal with autism diagnosis within uniform multi-sets. They extracted autism symptoms from the decision-making algorithm of DSM5 [13] with the help of child psychiatrists of Razi psychiatric hospital in Tunis. They also built a rules base by means of these symptoms.
In this section, we introduce our tool Approximate Reasoning within Unbalanced Multi-Sets (ARUMS). It is based on the KBS shell RAMOLI [9] designed for uniform multi-sets. ARUMS is a software platform for building KBS in the multi-valued logic context within unbalanced multi-sets. It includes three parts: project management, knowledge management and an inference engine.
Our first contribution concerns the knowledge representation by means of unbalanced multi-sets. The predicates, that correspond to autism symptoms, and rules proposed in Bel Hadj Kacem et al. work [31] are represented within unbalanced multi-sets. The second is to integrate the inference model considering unbalanced multi-sets presented in the previous section. We test our tool in the context of autism diagnosis.
The inference engine applies rules to the knowledge base to deduce new knowledge. This process is iterated when a new fact in the knowledge base could trigger additional rules. As result, the process indicates the autism severity degree of a considered child.
For this test, we have only the same 36 patient records that Razi hospital psychiatrists provided to Bel Hadj Kacem [12] . We noticed that child psychiatrists in other hospitals do not use the same questionnaire. They attribute only a numeric value to each character and they decide the severity degree according to the final score. They record only this score on their patient record. In some cases, they indicate witch symptoms are the most altered/present. With our tool, it is possible to standardize their method of diagnosis and to have a detailed information about the child behavior.
Razi hospital psychiatrists provided the anonymous medical record of 36 children with their diagnosis. These children have different autism severity degrees. Each medical record includes the responses to a questionnaire done by the psychiatrist. The responses are considered as observed facts in our knowledge base. Each patient is described with 15 facts corresponding to the autism symptoms. For our tests, the considered children are classified by psychiatrists according to their autism severity degrees as follows:
• 11 not autistic; • 6 mildly autistic;
• 13 moderately autistic;
• 6 severely autistic. The multi-set representing the linguistic variable autistic is unbalanced as in the CARS definition. Nevertheless, (Fig.1) for the linguistic variables impaired and present and the unbalanced multiset L 4 ( Fig.5) for autistic variable.
We proceed to a first validation test as done by psychiatrist. He/she creates a new patient folder. The questionnaire will begin. Each question is presented in an interface. It concerns a symptom or a behavior. The psychiatrist indicates the corresponding degree to its presence or alteration. It is done according to its observation and/or with the help of child parents. After the last question response, the inference engine deduce the autism severity regarding the indicated response. The result is shown on the screen. Table III provides a comparison between our results within unbalanced multi-sets and those of Bel Hadj Kacem [12] approach in the uniform context. In our test, the precision dropped for the general non-autistic class as one mildly autistic child is diagnosed as not autistic.
The tables IV and V give the classification metrics for the two tests. We notice that for autistic children, for some cases, we obtain a wrong autism severity, in particular for the severity degree moderately.
We notice that our diagnosis tool gives good result to distinguish between autistic and not autistic children. The obtained results are satisfactory. The unbalanced approach reflects more faithfully the CARS scale but leads to a slight improvement compared to the uniform approach.
One possible explanation for this result could be that only one multi-set is unbalanced. Thus, a little impact of the non-uniformity is observed.
VI. Conclusion
Our main contribution presented in this paper concerns the implementation of a tool for autism diagnosis based on DSM5 and CARS. Our approach is based on the use of unbalanced multi-sets in the context of multi-valued logic.
To achieve this purpose, we propose to refine the approximate reasoning model based on GSM proposed by Kacem et al. [9] - [11] . We extend their GMP model defined for strong rules with uniform sets to consider unbalanced multi-sets.
To evaluate the impact of using this particular multisets, we perform to preliminary tests. The obtained results are satisfactory and a slight improvement is noticed compared to the uniform case.
As future work, we intend to test our tool with more patient records to verify the effectiveness of our proposal and to improve the correct identification of autism severity degree.
Similarly, it would be more useful to discuss with child psychiatrists about the best terms distribution of the multi-sets used for the symptoms.
