This paper introduces a pruning algorithm with tridiagonal symmetry constraints for feedforward neural network design. The algorithm uses a re ection transform applied to the input{hidden weight matrix in order to reduce it to its tridiagonal form. The designed FANN structures obtained by applying the proposed algorithm are compact and symmetrical. Therefore, they are well suited for e cient hardware and software implementations. Moreover, the number of the FANN parameters is reduced without a signi cant loss in performance. We illustrate the complexity and performance of the proposed algorithm by applying it as a solution to a nonlinear regression problem. We also compare the results of our proposed algorithm with those of the Optimal Brain Damage algorithm.
Introduction
Feedforward neural network (FANN) design has lately attracted considerable interest in the scienti c research community. The aim of most neural design methods is the optimization of the neural structure, that should ideally be small and compact, but with good generalization capabilities. Many Empirical algorithms are usually dependent on the application. Growing algorithms start from an initial small structure and successively add nodes and/or layers, until a desired cost criterion is met. On the other hand, pruning algorithms delete nodes and/or layers from a network with a reasonable size, until the cost constraint is violated. Hybrid algorithms are based on combinations of the previous methods, usually improving performance. The outcome of the growing algorithms is generally a large, fully connected and symmetrical neural structure. The result of the pruning algorithms is generally a simple, partially connected, but not a symmetrical neural structure 56].
When they are introduced in the FANN design, the symmetry 1 constraints may refer to the data set, to the partial derivative equations in the training algorithm or to the network topology 58] . Among the few studies on FANN design with symmetry constraints, we mention Shawe{ Taylor's 59] work. He obtained a network with identical weight values for the symmetrical connections and an output invariant for a set of transforms performed on the input data. Yang, Yin, Gabbouj, and others 60] studied several ways of introducing symmetry in lter structures. They required that speci c details of the input signal be preserved. The weights could have had di erent values, but the corresponding connections had to be symmetrically positioned in the structure. In this paper, we address the FANN design with topological symmetry constraints. More speci cally, tridiagonal symmetry constraints will be placed on the position, not on the weight values, of the weight connections in the structure.
Tridiagonally symmetrical neural structures are desirable for e cient hardware and software implementations. First, the memory requirements for storing the FANN weights can be generally reduced for a tridiagonal structure. This is important in many hardware and software implementations, especially in embedded applications. For example, for the non{symmetrical FANN illustrated in Figure 1 connections as the FANN in Figure 1 a) , only the 10 non{zero weight values and at most half of the corresponding indices 2 must be stored. Second, accessing the weight values in a tridiagonal FANN is more e cient than in a non{symmetrical FANN. For instance, assume that a simple zig{ zag scanning rule (shown by arrows in Figure 1 b) is employed in order to read the weight values. Then, it is su cient to store the weight values of the tridiagonal FANN illustrated in Figure 1 b If the tridiagonal symmetry constraints are taken into account during training, the obtained tridiagonally symmetrical FANN structure may lead to several minima of the cost function, periodicities or almost at zones 20]. Multiple minima are due to possible permutations of the nodes in a layer or to the equivalent structures obtained by changing the sign of all the weights entering in and exiting from a hidden node 20], 65]. Alternatively, if the tridiagonal symmetry constraints are introduced after training, the above problems can be avoided. Therefore, we propose that initial training be performed without any symmetry constraints and be followed by pruning with tridiagonal symmetry constraints. Our goals are (a) to reduce the structure until the weight matrix becomes tridiagonal, (b) to prove that, based on useful approximations, not only tridiagonally symmetrical pruning is simple and fast, but the nal structure is also compact, and (c) to illustrate the good performance of the algorithm even when the application problem does not contain obvious symmetries.
In this paper, we propose a design algorithm with tridiagonal symmetry constraints, that employs a Householder transform of the weight matrix. Simulation results illustrate that the number of FANN parameters decreases signi cantly without a signi cant loss in performance, while still preserving the topological symmetry. The rest of the paper is organized as follows. The next section presents the standard OBD algorithm. Section 3 provides a detailed presentation of our proposed algorithm including a discussion on implementation and complexity issues. Experimental results and conclusions are included in the last two sections, respectively.
The Optimal Brain Damage Algorithm
The general neural design problem is to minimize the size of the neural network subject to its ability of learning the data set. One possible method to solve the minimization problem is based on the Optimal Brain Damage (OBD) algorithm 34], which is described next.
The Optimal Brain Damage (OBD) algorithm, proposed by Denker, Le Cun, Solla and others 34], is a pruning algorithm based on the estimation of the error increase when some of the connections are deleted. The estimate is expressed in terms of the saliency of the cost function 4 .
The weights that have minimum saliency are permanently deleted. Let the symbols M{H{N denote a FANN with M input, H hidden and N output nodes. Also, let P be the number of training patterns, x( ) ; y( ) ; d( ) and z( ) be the input, the actual output, the desired output and the hidden layer output vectors (respectively), for an input pattern , w ih be the weight connection between an input node i and a hidden node h, v hj be the weight connection between a hidden node h and an output node j. Assume that the cost function reaches a local minimum value, i.e., rC = 0. Moreover, assume that terms of order higher or equal to two in Equation (1) are neglected. Finally, assume that only one weight at a time is deleted, which means that w r = 0 for all r, except for the case when r = q. Therefore, the terms r 2 C=rw r rw q outside the main diagonal may be dropped 34], 35]. With these assumptions and using the Levenberg{Marquardt approximation for the Hessian matrix, Equation (1) The increase in the cost function value may also be expressed as 4 To be consistent with other references, we shall use the shorter expression \the weight saliency". If the cost function is additive, i.e. C = 1 P P P = 1 C ( ), and if the output value of the single hidden layered FANN is y ( ) = F (w; x ( )), then the saliency can also be expressed by 2. Compute the weight saliencies and arrange them in a decreasing order.
3. Delete the connection with minimum saliency. Go to step 1.
until the stop condition is satis ed.
Proposed algorithm
With tridiagonal symmetry constraints, the optimization formulated in the beginning of Section 2 becomes the minimization of the neural network size subject to the network being able to learn the dataset, the connections between the nodes being tridiagonally symmetrical in the nal structure, and the weight values being not necessarily equal. This design problem may be approached by introducing tridiagonal symmetry constraints in the pruning procedure. The algorithm that we propose in this section makes use of approximations in order to both satisfy the symmetry constraints and to reduce the design time. The proposed algorithm aims to transform the weight matrix into a tridiagonal form. In what follows, we brie y de ne sparse matrices in general and tridiagonal matrices in particular. Next, we present the proposed Tridiagonal Optimal Brain Damage (TOBD) algorithm. Finally, we discuss important issues associated with both the training and testing steps. 
Moreover, the matrix = (q) is orthogonal, i.e., it preserves the Euclidian norm, and it is also symmetrical as I ? 2T I ? 2T = I ? 4T + 4TT = I; and = ?1 (q) = = T (q) = = (q), where I is the unitary matrix. We assume now that the matrix M is the M H input{hidden weight matrix, denoted by W. Without loss of generality, we also assume that M > H and that the columns of W are the weight vectors entering each hidden node (e.g., the rst column contains the weight values from all the input nodes into the rst hidden node).
Our aim is to nd the transform matrix =, such that the re ection = f First, let us assume that the minimum OBD saliency value corresponds to an input{hidden weightw i h that is a diagonal element of f W, i.e., i = h . We also require that symmetry constraints be satis ed. More speci cally, we need to satisfy the neighboring condition: the minimum saliency connection is deleted (w i h = 0), but the neighboring connections in the network with the weightsw h ? 1;h ;w h + 1; h (neighbors on the same column) and w h ; h ? 1 ;w h ; h + 1 (neighbors on the same line) are preserved, and all the other components of the vectorw h are deleted. We also need to satisfy the unitary condition given byT 
Similarly, the multiplication of f W to the right by = (q) T independently transforms each line of the matrix into a line of f W (right) . All the elements in the line h are pruned, except the neighbors ofw i h on the same line, i.e.,w h ;h ? 1 , andw h ; h + 1 . Thus, the transform applies to a neighborhood around the minimum saliency weight. Let us consider the example illustrated in Figure 2 . The matrix W has a size of 7 3. Then, the matrix f W, which is shown in Figure 2 (a), has a size of 7 7. Suppose the selected weight is w 33 . Then, its circled neighbors belong to the tridiagonal matrix. After the multiplication to the left by the transform matrix, the weight matrix shown in Figure 2 
Discussion
In this section, we provide a discussion on several important issues, namely the relationship between the TOBD and OBD algorithms, the impact of the hidden node permutations on the FANN tridiagonal symmetry, and the complexity issues. As mentioned earlier, in the OBD algorithm a single weight (corresponding to the minimum of the cost function) at a time is deleted. The increase in the cost function C is then expressed as the sum of the weight saliencies given by Equation (1). In the proposed TOBD algorithm, several weights are deleted at the same time. Therefore, the right term of Equation (1) is actually an approximation to the multi{weight saliency. The error due to pruning the input{hidden connections in the TOBD algorithm may be approximated by the sum of the saliencies corresponding to the deleted weights. Since the numbering of the hidden nodes in a FANN is arbitrary, equivalent FANN structures are obtained if a permutation of the hidden nodes is performed. However, the tridiagonal symmetry of the structures resulting from the application of our algorithm is still preserved. Let us consider a simple example. Assume that, in the 7{3{1 FANN structure shown in Figure 3 (a) with its corresponding input{hidden weight matrix, the weight having the minimum saliency is w 33 . This weight corresponds to the connection indicated with a thick line. Since the weight is placed on the main diagonal, that is i = h , all the weights in the same line and in the same column will be deleted, with the exception of the circled neighbors w 31 , w 23 , and w 43 (6) is the percentage of pruned connections. Although the test time is clearly shorter for FANN structures with fewer parameters, the test time as a stand{alone index is still useful for comparing di erent implementations of FANN structures that have the same numbers of parameters. The test time can be evaluated based on 68]. More speci cally, the necessary time in the forward pass of data through the network in the test phase can be expressed as t test = 2 M eff t t + (M eff + H eff ) t 0 ] P: (7) where t t , t 0 , and P are the time required by a single add or multiply operation, the transfer time between two nodes of data represented using b bits, and the number of patterns, respectively. If there is at least one hidden node connected to all the inputs, then M eff = M. If there is at least one output node connected to all the hidden layer outputs, then H eff = H. Otherwise, the e ective values are given by the maximum number of connections entering the hidden nodes and the output nodes, respectively, where the maximum is evaluated for all the nodes in the subject layer.
The complexity of the re{training stage may be evaluated similarly, based on the observation that re{training requires both a forward and a backward pass through the entire dataset. For each of the TOBD and OBD algorithms, re{training requires O ? 3 operations per weight update, where is the number of parameters. However, the number of parameters during re{training is smaller for the TOBD than the OBD case, since several weights are eliminated during each TOBD pruning step.
Simulation Example
In this work, we assume that a priori knowledge about a speci c application is not available. Therefore, the class of applications that can employ our proposed algorithm is large. In what follows, we illustrate that, even when the application does not contain any symmetries, our TOBD algorithm reduces signi cantly the number of FANN parameters, so that compact, tridiagonally symmetrical structures are obtained without a signi cant loss in terms of performance. For this purpose, we select the nonlinear regression problem described by d ( ) = F (w; x ( )) + e (w; ).
Without loss of generality, we assume that the FANN multilayer perceptron used to solve the problem has one output node, i.e., N = 1. The function e (w; ) is the output error when the input pattern is . The training data set is = f(x ( ) ; d ( )) ; 1 Pg. We assume a data model described by the additive cost function 
Simulation Details
Before evaluating the results, there are important issues that need to be addressed: the data set, the neural structure, the activation function, the training algorithm and the performance evaluation criteria. The data set consists of 5760 samples of the \chirp" 5 signal and it is divided into two equal subsets, one for training and another one for testing. Each of the subsets is read through a 7{sample window, sliding at each epoch one sample to the right. The desired output value is the sample value following the window (e.g., for the rst window, the desired output value is the eighth sample value). 5 The chirp signal is available as a benchmark data set in Matlab. This signal is obtained by recording a real bird chirp, which has similar characteristics to a speech signal.
to nd the optimum weight vector minimizing the cost function in Equation (8) We evaluate the performance of the designed FANNs using the test mean square error normalized by the number of patterns (NMSE) given by (8) , and the peak signal{to{noise ratio (PSNR) in decibels. We also evaluate the complexity of the designed FANNs using the total number of parameters in the nal neural structure, and the test time.
Simulation results
In this section, we report on simulation results obtained using the trained FANN structure (a) without pruning, (b) after pruning using the OBD algorithm, and (c) after pruning with the TOBD algorithm, respectively. The evaluated neural structures in these cases are (a) fully connected, (b) non{symmetrical partially connected, and (c) tridiagonal (symmetrical) partially connected, respectively. The NMSE and PSNR values are averaged over fteen independent runs (trials) with identical training parameter values. The test NMSE for the fully connected and non{symmetrical structure after training was equal to 1:04526. The average number of the FANN parameters was 28 (24 weights and 4 biases).
We applied the OBD algorithm to the trained FANN. The test NMSE, the PSNR and the number of parameters in the nal partially connected and non{symmetrical structure are given in Table 1 . The nal non{symmetrical structure after pruning 6 (5 input{hidden and one hidden{ output) weights is presented in Figure 5 .
We applied the TOBD algorithm to the fully connected and trained FANN. The number of parameters has been reduced until the re{training error is approximately equal to that obtained for the OBD algorithm. The test NMSEs and the number of parameters after applying the TOBD algorithm are included in Tables 1 and 3 . Figure 4 (a) presents a nal partially connected and tridiagonally symmetrical neural structure, where dotted lines indicate the pruned connections / weights. Note that in this case, since some of the weight values are the same, only 9 (6 weights and 3 biases) out of the 15 network parameters must be stored. Other examples of neural structures generated by applying the TOBD algorithm are illustrated in Figures 4 (b) and (c), respectively.
Finally, the experimental and the theoretical test times for the proposed method are given in Table 3 . The evaluation was performed on an IBM{PC 486=66 MHz computer. The symbol t 0 denotes a simple add or multiply operation and t t is the transfer time for a data represented with b = 16 bits.
Comparisons
The aim of the proposed algorithm is to obtain a good tradeo between the size of the FANN structure, the generalization performance, and the computational e ciency. Introducing constraints in the design process is generally expected to increase the test error. In our simulations, the test error increases by an average of 0.028 for the neural structure resulting from the application of the TOBD algorithm. However, this happens for an almost three{fold reduction in the number of FANN parameters (weights and biases). We note that the error after more than 10; 000 re{training epochs is still lower than that of the fully connected trained network. On the other hand, the test error for the OBD algorithm slightly decreases after pruning, which con rms its better generalization ability. However, only a 1.5{fold reduction in the number of FANN parameters has been obtained. The test error evaluated using Akaike's Final Prediction Criterion is lower than that given by the AR (7) and ARMA(7) models, as Table 2 shows.
Finally, with respect to the test time, if the TOBD is selected as the reference, then the OBD network and the initial fully connected FANN require 5760 (2t t + 2t 0 ), and 5760 (2t t + 3t 0 ) more time units, respectively.
Conclusions
In this paper, we have addressed FANN design with topological symmetry constraints. More speci cally, we have proposed a design algorithm with tridiagonal symmetry constraints that is based on a Householder transform of the input{hidden weight matrix. We have shown that this results in compact tridiagonal FANNs, which are suitable for e cient hardware and software implementations. Moreover, the number of FANN parameters is reduced substantially without a signi cant loss in performance.
The proposed algorithm makes no assumptions about symmetries in the application problem. Other design algorithms with symmetry constraints that take into account, for instance, symmetries of the input data can be developed, leading to application{optimized FANN structures. However, this is a topic for further research. (7) and ARMA (7) 
