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Abstract Two problems may arise when an intelligent (recommender) system elicits
users’ preferences. First, there may be a mismatch between the quantitative preference
representations in most preference models and the users’ mental preference models.
Giving exact numbers, e.g., such as “I like 30 days of vacation 2.5 times better than
28 days” is difficult for people. Second, the elicitation process can greatly influence the
acquired model (e.g., people may prefer different options based on whether a choice
is represented as a loss or gain). We explored these issues in three studies. In the first
experiment we presented users with different preference elicitation methods and found
that cognitively less demanding methods were perceived low in effort and high in lik-
ing. However, for methods enabling users to be more expressive, the perceived effort
was not an indicator of how much the methods were liked. We thus hypothesized that
users are willing to spend more effort if the feedback mechanism enables them to be
more expressive. We examined this hypothesis in two follow-up studies. In the second
experiment, we explored the trade-off between giving detailed preference feedback
and effort. We found that familiarity with and opinion about an item are important
factors mediating this trade-off. Additionally, affective feedback was preferred over
a finer grained one-dimensional rating scale for giving additional detail. In the third
study, we explored the influence of the interface on the elicitation process in a par-
ticipatory set-up. People considered it helpful to be able to explore the link between
their interests, preferences and the desirability of outcomes. We also confirmed that
people do not want to spend additional effort in cases where it seemed unnecessary.
Based on the findings, we propose four design guidelines to foster interface design of
preference elicitation from a user view.
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1 Introduction
Web technology and computational intelligence enable the development of systems
that assist users in tasks that are cognitively demanding. These smart systems are
becoming essential tools for people to deal with information overload, huge search
spaces and complex choice sets in different domains, such as product or service recom-
mendations (Adomavicius and Tuzhilin 2005) or decision support e.g. in health care,
real estate, jobs or divorce negotiations (Johnson et al. 2005; Bellucini and Zeleznikow
2006). Whereas a substantial amount of research in the field of recommender and deci-
sion support systems focuses on recommendation algorithms, formal representations
and reasoning mechanisms, little research addresses the design of the user interfaces
of these systems. Recently, see e.g., the work of Knijnenburg et al. (2012) in this
issue, the importance of the user interface design and its effects on the user experience
of recommender systems has been emphasized. The interface between the user and
the system plays a major role in acceptance of the systems as well as the user’s trust
and satisfaction (Pu and Chen 2007; Pu et al. 2012). In particular, the method and
the interface designed to elicit user preferences influences decision accuracy and the
intention to return (Chen and Pu 2009).
Smart systems need accurate preference models to be able to give useful advice
to the user. A preference elicitation interface needs to extract information from the
user’s mental representation of that preference and translate it into a representation
the system can reason with. Preference modeling thus always involves three compo-
nents: mental representation, elicitation and the system’s preference representation. In
this article, we focus on the middle part: the preference elicitation interface. Two key
issues in preference elicitation are (1) a potential mismatch between the user’s mental
model of his or her preferences and the system’s preference representation and (2) the
influence of the elicitation process on the created preference profile. The first issue is
a result of the discrepancy between the rational, quantitative models used in systems
and the constructive, qualitative mental models of people. Whereas rational models
assume that people have stable and coherent preferences that are always known to
them, people rather construct their preferences as they go along in the decision task.
In addition, it is difficult for people to express their preferences in numerical attri-
bute weights and values as needed by automated systems, particularly if they are not
experts in the domain. Whereas people might easily state that they prefer, e.g., more
holidays to less holidays specifying this relation in concrete numbers, such as “I like
30 holidays 2.5 times as much as 28 holidays” is not intuitive.
The nature of how humans construct their preferences leads to the second issue,
namely that the method or process employed to extract preference information from
the user influences the preferences the user constructs. Preference construction can be
influenced by the decision context, the framing of the choice task and the way rele-
vant information is presented. This has to do with psychological effects (Fischer et al.
1999; Johnson et al. 2005), e.g., loss aversion (the tendency of people to prefer avoid-
ing losses to acquiring gains) or anchoring effects (relying too heavily on one piece
of information), the emotions induced or earlier experiences retrieved from memory
when the elicitation question is posed (Weber and Johnson 2006). The fact that the
process of eliciting preferences (e.g., giving information about choices and asking
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a number of valuation questions) influences the construction of preferences should
be taken into account when designing a preference elicitation interface by actively
supporting this process. Active involvement in the construction process and a user
interface design leading to a positive user experience (Knijnenburg et al. 2012) during
the elicitation as well as an understanding and trust in the system’s output later on
(Carenini and Poole 2002) is important for the success of recommender systems.
Our work focuses on informing the design of preference elicitation interfaces from a
user-centered point of view. In this paper we present three studies that explore how we
can bridge the gap between users’ mental models and a system’s representation of the
preferences and how the constructive nature of human preferences can be supported
in an interface. We combined experimental as well as qualitative research involving
users in the design process to be able to create a number of design guidelines for such
interfaces.
In the first experiment we investigated input methods and elicitation process in
a structured way. We presented users with different ways of entering preferences,
including ratings (Likert scale rating), affective feedback, and sorting, both on an item
(i.e., a complete holiday) as well as attribute (i.e., beach, mountain, active, etc.) basis.
Based on the results of this experiment we hypothesized that users are willing to spend
more effort if the feedback mechanism (i.e., process and preference representation)
enables them to be more expressive (e.g., by giving more dimensional feedback or
navigating through the outcome space). We examined this hypothesis in two follow-
up studies. In the second experiment we explored the trade-off between giving detailed
preference feedback and effort. We investigated factors, such as content type, famil-
iarity, ownership and directed opinion (positive or negative), that may influence this
tradeoff in an experimental setup. In a third study we explored how people prefer
the preference elicitation process to be structured using hi-fi interface prototypes and
a participatory design method. We looked at four fundamentally different processes
of eliciting preferences based on different ways to process information. We used the
mind style theory by Gregorc (2006) which categorizes people based on perceptual
and ordering preference. Perceiving information can be abstract (based reason and
intuition) or concrete (using one’s senses). The order of information processing can
be sequential or random. Thus there are four types to process information: concrete
sequential, concrete random, abstract sequential and abstract random. We built one
interface prototype per style and evaluated the prototypes in individual user sessions
followed by a creative design session with all users. Based on the results of all three
experiments we constructed a number of design guidelines to support further devel-
opment of preference elicitation interfaces.
The experiments will be discussed in sects. 3 to 5. Section 6 discusses the results
and presents the guidelines and Sect. 7 concludes the article. But first, we will give an
extensive background on how people construct their preference, how current systems
elicit them, and how well the theory matches to the practice.
2 Background
People’s preferences have been the interest of researchers in many different fields
including psychology, (behavioral) decision making, consumer research, e-commerce,
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intelligent systems as well as negotiation and decision support. We focus on topics
relevant for designing user interfaces for preference elicitation for intelligent sys-
tems. In the following sections we give insights into (1) how people construct their
preferences (the process we need to support with preference elicitation interfaces),
(2) the state-of-the-art in preference elicitation interfaces and (3) how the latter take
the human preference construction into account.
2.1 Constructive preferences
A dominant model in contemporary economy is that of the rational consumer trying
to always maximize his outcome. Preferences are seen as primitive, consistent and
stable (McFadden 1999). It also assumes that people know their preferences. Since
the rational consumer tries to maximize the value outcome it is implied that he is able
to compute the maximal outcome based on his preferences and make a rational choice.
This computation can be represented in utility functions—a mathematical representa-
tion of a person’s preferences.
Whereas these assumptions serve rational economic theories well, they are not
always true for human behavior. More and more researchers gathered proof support-
ing a constructive view of human preferences. This view implies that people construct
their expressions of preferences at the time the valuation question is asked. Further-
more, the decision process itself and the context play a major role in the construction
process (Payne et al. 1999).
There are different views on how people construct their preferences. Simon et al.
(2004) for instance found in their experiments that while people processed the decision
task, their preferences of attributes in the option that was chosen increased and those
for attributes of rejected options decreased. This is in line with achieving the meta goal
of trying to maximize the ease of justifying a decision (Bettman et al. 1998). Similar
effects have been found in negotiation settings reported by Curhan et al. (2004).
Fischer et al. (1999) focused on the goals of the decision task in relation to a promi-
nence effect. This effect occurs when people prefer an alternative that is superior only
on the most prominent, i.e., the most important, attribute. They confirmed in three
studies that the prominent attribute will be more heavily weighted when the goal was
making a choice between alternatives than when the goal was to arrive at a matching
value.
Weber and Johnson (2006) state that people construct preferences from mem-
ory. The so-called pam (preferences-as-memory) framework assumes that “decisions
(or valuation judgments) are made by retrieving relevant knowledge (attitudes, attri-
butes, previous preferences, episodes, or events) from memory in order to deter-
mine the best (or a good) action.” Weber and Johnson emphasize that this is not
an entirely cognitive view on preference construction since affect determines what the
person recalls first. Information consistent with emotions is more available in memory.
Johnson et al. (2005) found psychological effects, such as anchoring effects and effects
occurring when complicated numbers or information are presented in the choice task.
In their experiments different ways to measure preferences led to different results.
To help people to construct their preferences in health care scenarios, Johnson et al.
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suggest to present default choices that lead to the best outcome for most patients and
present information in a way that helps the patient to understand the outcomes of
each choice. Consumer research looked at the interplay between affect and cognition
on decision making (Shiv and Fedorikhin 1999). In cases where people have only
few cognitive resources available affective reactions tend to have a greater impact on
choice, whereas with high availability of cognitive resources thoughts related to the
consequences of the choice are more dominant. This finding can be influenced by
personality and by the representation of the choice alternatives.
In summary, there is consensus in the literature discussed that people do not always
have stable and consistent preferences but rather construct them when necessary. There
are numerous views on how people might construct their preferences. An easy, ready-
to-implement recipe for designing interfaces for this task has not yet been established.
There have been few attempts to guide system developers in this difficult task. Carenini
and Poole (2002) point to the problems of clustering and matching algorithms in rela-
tion to the constructive process humans go through. Since users may not have the
chance to construct their preferences they might also not be able to understand the
system’s output. Kramer (2007) also found that consumers are more likely to choose a
recommendation that matches their measured preferences when it is easy to see through
the preference elicitation method and by that identify their expressed preferences. The
gap between the user’s mental model and the system’s preference profile of the user
can be bridged with explanations from the system (Carenini and Poole 2002). More
research is needed to design preference elicitation interfaces that elicit correct pref-
erence information from the user. In the following sections we will give an overview
over current preference elicitation methods used in state-of-the-art interfaces.
2.2 Preference elicitation methods and interfaces
Methods for acquiring user preferences range from implicit to explicit ones depending
on the nature of the system. By implicit we refer to approaches in which the user is
not “actively” involved in the elicitation task as it is the case in explicit. One example
of implicit methods can be preference learning based on user behaviour (e.g., items
the user looked at or bought). Users may still be aware of the workings of implicit
methods and expect an interpretation of their actions. By explicit we, however, refer to
methods that require specific preference input such as ratings. The range from implicit
to explicit is continuous, meaning that various degrees of user involvement are used in
the methods explained below. In the following sections we will describe the methods
typically used in recommender systems and decision support together with examples
representing typical systems in the area. For more exhaustive reviews in the area see
(Chen and Pu 2004; Peintner et al. 2008).
2.2.1 Methods used in recommender systems
Recommender systems (Adomavicius and Tuzhilin 2005) are tools that provide per-
sonalized recommendations to people. They are integrated either in shopping web-
sites, e.g., amazon.com or dedicated recommendation websites (Resnick et al. 1994;
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Burke 2000; Miller et al. 2003; Stolze and Ströbel 2003). The interaction models
employed to acquire preferences vary from implicit to explicit methods. Typically,
preference elicitation is done through item-rating (and using filtering methods) or
more conversational interaction using tweaks or critiques.
Rating-based recommender systems collect a number of initial ratings from a user
and then try to estimate ratings for the yet unrated items. Based on a user’s pro-
file and estimations for unseen items they can recommend new products to the user
that he or she could be interested in. Two methods are mainly used, collaborative
filtering (Herlocker et al. 2004) based on similarities between users (as reflected by
their ratings) and the content-based method (Pazzani and Billsus 2007) based on item
attributes instead. Most content-based recommenders employ machine-learning tech-
niques to create a user profile. To recommend items the attributes of the item are
compared to the user’s profile to see which items would be of interest to the user.
Systems using collaborative filtering are, for instance, MovieLens (Miller et al. 2003),
or GroupLens (Resnick et al. 1994) (www.grouplens.org), but also commercial sys-
tems like Amazon.com; an example of a system using a content-based method is the
book recommender system developed by Mooney and Roy (2000).
Recommender systems using collaborative filtering or the content-based method
mostly focus on getting a substantial number of ratings from their users when they
sign up. During use the explicit interaction between system and user is limited to
recommendations from the system and voluntary ratings from the user. Carenini et al.
(2003) have instead proposed a more conversational and collaborative interaction. Key
in the proposed interaction is that the system tries to elicit ratings or preferences when
people are particularly motivated to give them, e.g., when the system cannot give a
requested recommendation due to a lack of preference information or when the given
rating puzzles the user. Methods developed based on this conversational model are
‘Example Similarity and Tweaking’ and ‘Example-Critiquing Interaction’.
Most so-called FindMe systems [e.g. Car Navigator, PickAFlick, RentMe or Entrée
(Burke et al. 1996; Burke 2000, 2002)] employ example similarity and tweaking tech-
niques. In the first step the user selects an item from the system’s catalogue and
requests similar items. The system then retrieves a large number of alternative items
from its database, sorts them according to similarity to the chosen item and returns
a small number of alternatives with highest similarity to the user. In case the sys-
tem offers tweaking the process is essentially the same with the only difference that
the user gives a tweak in the first step, e.g., “show me similar, but cheaper items”.
The system only returns items to the user that satisfy the tweak, that are cheaper in
this case. A similar technique is example-critiquing or the candidate/critique model
(Pu and Chen 2008). In example-critiquing users are presented with a set of candi-
dates they can critique. Candidates have to motivate users to state their preferences
and the most preferred solution needs to be among the displayed candidates (Faltings
et al. 2004). Several strategies have been proposed to select candidates, e.g., using
extreme examples (Linden et al. 1997), diverse examples (Smyth and Mcginty 2003)
or so called Pareto-strategies (Viappiani et al. 2005). In an iterative process the sys-
tem learns the users’ preferences from their critiques and updates the user models.
Critiques can be system-suggested or user-initiated. Work to enhance the critiqu-
ing has been done in the area of dynamic critiquing, in which compound critiques
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(critiques operating over multiple features) are generated on-the-fly (McCarthy et al.
2005). One of the first interfaces using example critiquing is the apt Decision Agent
(Shearin and Lieberman 2001). For details of other systems and algorithms in this area
and specific design guidelines on how to develop example critiquing interaction (see
Chen and Pu (2009)).
2.2.2 Decision support systems
Decision support systems (dss) are interactive systems that support users in taking
decisions by eliciting preferences and offering analytical tools to scrutinize decisions.
Unlike recommender systems that focus on finding the best outcome in a huge set
of possible outcomes, decision support systems focus much more on the process of
taking a decision and the role of preferences influencing that process.
Preferences are elicited explicitly because it is important that the user understands
the relation between his or her preferences and the possible outcomes of the decision
making process. Decisions that are supported by these systems are often of much
higher importance than choosing to buy a book or see a movie, e.g., medical systems
(Hunt et al. 1998; Johnson et al. 2005). It is, therefore, important to have a precise
model of the users preferences.
The majority of decision support systems are based on multi-attribute utility the-
ory (maut) (Keeney and Raiffa 1993) and, therefore, represent preferences in form
of utility functions. In order to construct utility functions the system needs to elicit
values and weights for the given attributes of an item. The two most popular prefer-
ence elicitation techniques are absolute measurement and pairwise comparison (active
elicitation) (Aloysius et al. 2006). Absolute measurement (e.g. salary scores 9 on a
scale 1–10 of importance, whereas number of holidays score 5 out of 10) does not
require the user to make explicit trade-off judgments. Pairwise comparison (e.g., sal-
ary is more important than number of holidays) explicitly asks for a trade-off between
attributes. Weights in most existing systems are entered by users on discrete scales by
selecting a rating from a drop down list or using horizontally aligned radiobuttons and
on continuous scales by using a slider. Aloysius and colleagues (Aloysius et al. 2006)
found an impact of the preference elicitation technique used on the user acceptance of
dss. Their study comparing absolute measurement and pairwise comparison showed
that forcing the user to make explicit trade-off judgments has a negative effect on user
acceptance of the system. Note, that this does not mean that the decision outcome
will be worse. However, due to higher perceived effort and decisional conflict the user
perceives the accuracy of the system to be lower.
2.2.3 Configuration systems
Similar to recommender or decision support systems are configuration systems, which
support the configuration of complex products and services. A growing demand for
customer individual, configurable products also asks for improvements of configu-
ration systems that usually have to deal with a wide variety of users. In this area
Ardissono et al. (2003) have developed the CAWICOMS workbench to develop con-
figuration services. Interesting with respect to preference elicitation is the way this
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workbench manages user models and personalizes the interaction between user and
system by customizing the acquisition of requirements and information presentation.
The system exploits user classes based on stereotypes that specify skills as well as
interests. In the beginning of the interaction the system asks explicitly about back-
ground information of the user. This helps to define the user class and make estimates
about the user’s interests and skills based on the stereotypes. During the interaction
the system observes the actions of the user to update the skills and interests con-
tinuously as they may evolve. The reasoning of the system is based on the rational
assumption that the user always tries to maximize her own utility by setting item fea-
tures to satisfy her needs. Depending on the system’s assumptions it selects certain
features as critical and others as less important which are presented as supplementary
information.
2.3 Support of human preference construction in current methods
In order to build a system and in particular the interface of the system that is usable
and supports the user in creating and entering his or her preferences system designers
need to consider how human preferences develop. In detail, this means they have to
support users in constructing their preferences in a cognitive as well as affective way
and maybe look at underlying interests (or values) as a basis for selecting the right
attributes. But in how far do the methods presented above actually take these aspects
into consideration?
Generally, the implicit methods do not actively involve users in constructing their
preferences. Collaborative filtering methods base their choices on the assumptions that
similar people like similar things. However, there is always the danger that the system
creates an erroneous user model and the user gets confused about seemingly unrelated
recommendations.
Explicit methods focus more on the user. Conversational methods allow the users to
construct and reflect upon preferences. Example critiquing has been explicitly devel-
oped based on the constructive view of human preferences. This is reflected in the
attempts of improving the algorithms to pick examples that will help the users to
uncover hidden preferences. Whereas tweaking and example-critiquing are widely
used for recommenders, many decision support systems use active elicitation meth-
ods based on utility models. This requires users to enter values and weights in form
of numbers. Other active elicitation methods like pairwise comparison do not require
numbers but still assume that a user is able to compute which of the given options is
better. With unknown items this is a difficult task.
A combination of explicit questions, in particular in the beginning of the interaction,
to place the user in a certain class and continuous explicit updates of the preference
model based on user behavior (Ardissono et al. 2003), can help to create an accurate
preference model. Continuous updates of the model and adaptations of the interface
support the constructive nature of human preferences as they may evolve during the
interaction with the system.
Surprisingly few systems explicitly try to elicit underlying interests before decid-
ing which attributes or items are worth looking at for preference elicitation, notable
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exceptions are (Fano and Kurth 2003; Stolze and Ströbel 2003). Affect is also
underexplored in current preference elicitation methods. Only the movie recom-
menders by Ono et al. (2007) and whattorent.com ask for input about emo-
tions or moods. However, underlying interests and affect are important aspects of
human preference construction that should be considered in a preference elicitation
interface.
In summary, we can say that there are a few methods that are explicitly based on
the constructive view of human preferences. There is much room for more explicit
consideration of human preference construction also including values and affective
aspects.
2.4 Related work
Whereas most work described in the previous subsections focuses on different tech-
niques in which a system can either explicitly or implicitly arrive at a preference model,
our work focuses strongly on the design of preference elicitation interfaces, in particu-
lar for explicit preference elicitation. Naturally, the interface design is also determined
by the interaction style or technique that is chosen. However, besides that, we believe
that there is much room for improvement and greater support of the way in which
humans construct their preferences. This constructive view has been acknowledged
by others who also established a number of guidelines for preference elicitation (Payne
et al. 1999; Pu and Chen 2008; Pu et al. 2003, 2012). Our work is intended to build
on this work by extending the number of guidelines in order to help other designers.
However, our work differs as it focuses on a number of issues neglected in the current
literature. These include: (1) an in-depth investigation of interface elements consid-
ered appropriate and preferred by people for entering preferences, (2) the match of
the acquired input with input required by algorithms currently used to create a system
representation of the preferences, (3) intrinsic motivational factors that lead people
to spend more effort to give more detail about a preference and (4) ways to structure
the process of preference construction by the design of an interface based on different
information processing styles. Investigating these aspects required close interaction
with target users. In our view, when designing new preference elicitation interfaces a
participatory design process will lead to a greater understanding of interface aspects
that would not be acquired with user evaluations of finished prototypes. The majority
of the work presented above does not follow such an approach. Most closely related to
our work is the work by Barneveld and Setten (2004), who also involved users actively
in the design phase of a TV recommender system with the means of brainstorming and
interactive design sessions. Furthermore, they also investigated which interface wid-
gets would be preferred by users to give preference input. Our work differs from theirs
as we looked more at different types of input (rating, ordering, affective, navigation in
the first study and higher level elements, e.g., a chat, in the third). In addition, whereas
they focused on a design for one particular domain (TV) our work aims at a general
understanding of how to design preference elicitation for different types of systems
and different user groups. In the following sections we will describe our studies in
detail.
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3 Study 1: Investigating different ways of entering preferences
In this experiment we compared different ways of giving preference input (ranking,
ordering, navigational) regarding perceived liking and effort and how well the extracted
information serves as input for an outcome ranking algorithm. We agree with conclu-
sions of Knijnenburg et al. (2012), that the algorithms cannot be studied in isolation
with end-users, but have to be investigated together with the preference input to fully
understand the complete user experience. Therefore, these two aspects are combined
in this study. Liking is only one aspect of the user experience. We decided to investigate
effort as most preference elicitation tasks require some level of effort from the users
even before they can actually judge the usefulness and efficiency of a system (e.g.,
the accuracy of recommendations provided after the initial preference elicitation), see
also Pu et al. (2012).
In this study, we considered ordering and rating tasks on both a property and out-
come level. To investigate the effect of affective input we compared standard Likert-
scale rating to affective ratings using the AffectButton (Broekens and Brinkman 2009).
This button (Fig. 1) enables users to enter dynamic (i.e., graded) emotions. It renders
a face that changes directly according to the mouse position and scroll wheel. The
mouse-coordinates inside the button and the scroll wheel together define the values on
the affective dimensions Pleasure, Dominance and Arousal (pad) (Mehrabian 1980)
respectively. All three dimensions are represented by values on a scale from −1 to 1
(e.g., −1 displeasure to 1 pleasure and accordingly). The pleasure dimension indicates
how pleasurable an emotion is, e.g., fear or anger are emotions that are not pleasant
whereas joy or contentness are pleasant. Dominance indicates the nature of the emo-
tion ranging from submissive (e.g., in fear) to dominant (e.g., in anger). The arousal
dimension indicates the intensity of an emotion ranging from low to high. Whereas
joy has a high intensity, contentness has a low intensity. By using the AffectButton
the users select an affective triplet from the pad space (as reflected by the emotional
expression of the button itself; the pad concept is not visible to the user).
Furthermore, we compared a navigational input method, inspired by guidelines
proposed by Pu et al. (2003) (i.e., any preference in any order and immediate visual
feedback) to traditional ordering of properties. In the navigational input method users
navigate through the outcome space by changing any one property at a time and
receiving visual feedback for the new choice.
To see how the interaction between the input method and the system’s computation
influences the end result (ranked list of items) we used the preferences over prop-
erties obtained from different methods as input for the lexicographic ordering. The
lexicographic ordering was chosen as it does not require numerical input from the
Fig. 1 Example expressions: from left to right Happy (PAD = 1, 1, 1), Afraid (−1, 1,−1), Surprised
(1, 1,−1), Sad (PAD = − 1,−1,−1), Angry (−1, 1, 1)
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Table 1 Overview of 8
preference elicitation tasks Task Description
1A Order 9 property values (given at the same time)
1B Order 27 holidays
2A Navigation through holidays
2B Order 3x3 property values (given three at a time)
3A Likert rating of holidays
3B Affective rating of holidays
3C Likert rating of properties
3D Affective rating of properties
participants (properties need to be ordered, but are not associated with a numerical
weight) and by that allowed us to use ordering tasks in the experiment. It has also
been argued that it is a natural and intuitive way to derive preferences over objects
from an importance ranking of properties (Liu 2008). This type of ordering compares
two items according to the property that is rated most important. Other properties will
only be considered if the value of the most important property is the same for both
objects. So given a user prefers having a garage to a garden with his house, then an
option A that has a garage is always better than an option B without a garage, even
in cases where option B has many other attributes that the user also likes but finds
less important than a garage. If option A and B contain a garage the algorithm will
compare the options based on the next important attribute, e.g., whether they have a
garden and so on.
3.1 Research questions
Overall, we addressed three topics: (a) different preference input methods (interface),
(b) in specific the navigational input method and affective inputs and (c) the outcome
ordering using a lexicographic algorithm with input from the property rating/ordering
methods. In detail, we focused on the following research questions.
(1) How do people perceive the different input methods in terms of liking and effort?
(2) Do users prefer the navigational input method to standard ordering and rating
methods in terms of effort, intuitiveness, ease of use and liking? Can the nav-
igational input method extract the same information as the property ordering
method?
(3) Do users prefer to give affective feedback? How does the user perceive the quality
of the resulting outcome orderings?
(4) How similar are outcome lists generated with the lexicographic ordering to a list
created by the user (baseline)?
3.2 Study setup
We ran an experiment consisting of 8 ordering/rating tasks (tasks will be numbered
throughout the paper), 2 comparisons of results and a final questionnaire. An over-
view of the ordering/rating tasks is presented in Table 1 (each task will be discussed
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Table 2 Properties of holidays
and the alternative values for




Alps Hotel City trip
Scandinavia Camping Active
Fig. 2 a Navigational task: Card in the third row presents current holiday, the participant can look at two
other holidays at a time. b Card representing a holiday. c Card representing one property
in more detail below). After execution of a task we asked participants to rate (on a
7-point Likert scale) how much effort the task cost and how much they liked the task.
We chose holidays as our domain, since people can easily relate to holidays and have
preferences about different aspects of holidays. Each holiday has the properties type,
location and accommodation, with the respective alternative values relaxation, active
and city trip, Mediterranean, Scandinavia and Alps, and hotel, camping and apartment
(Table 2).
3.2.1 Material
The study material consisted of two sets of 9 cards, each showing one alternative value
for a holiday property, one set with pictures (Fig. 2b) and the other without pictures.
Further, there were two sets with 27 cards showing complete holidays; one set with 4
pictures to give an orientation about what the holiday could look like (Fig. 2c), and one
set without pictures. Furthermore, we provided a computer interface for participants
to rate either holidays or alternatives for properties of holidays one at a time. Rating
was done using either a 9-point Likert scale from like to dislike or the AffectButton.
3.2.2 Participants
We tested 32 participants, 10 female and 22 male, which were mainly students and
researchers within the field of information technology aged between 21 and 31. Each
participant had to do all tasks the experiment consisted of. The order of the tasks was
counterbalanced to avoid carry-on effects. However, as the property space is kept small
we expect people to know their preferences for the holiday preferences from the start
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or construct them easily. We do not see this as a problem as the focus of the study lies
on different ways to enter a (possibly known) preference, not on constructing it.
3.2.3 Design
Effort and Liking of input methods After each input method we asked participants to
fill in a short questionnaire rating how much they liked the method and how much
effort it took them.
Standard input for lexicographic ordering and baseline In task 1A participants were
asked to order all nine property values (see Table 2). This property ordering was later
on used as input for the lexicographic ordering of holidays. Task 1B -ordering 27 cards
showing complete holidays, each consisting of a combination of the three properties-
was used as a baseline to compare holiday lists. Equally preferred holidays could be
put on the same level. All cards had to be laid out on the table from most preferred to
least preferred.
Navigational input method To test the effect of a navigation through the decision
space, i.e., holidays to elicit preferences, two tasks were presented to the user. In
the navigation task (2A), the participants were initially presented with a random card
showing a complete holiday and asked to find their most preferred holiday by changing
one property at a time to any of the two alternative values of that property, e.g., loca-
tion could be changed from Scandinavia to either the Alps or the Mediterranean. As
there were three properties (location, accommodation and type) that could be changed
to two other values than the current, each holiday had six related holidays. The sub-
jects could have a look at all six holidays (two at a time) related to the present one
before deciding which one to navigate to (Fig. 2a). The task was presented as a paper
prototype. Once the subjects found their most preferred holiday the procedure was
repeated for the least preferred holiday starting with the most preferred one. The cards
showed three property values of a holiday and four pictures, which were used to give
the participant an idea about the kind of holiday.
In the second task (2B), the subject had to order the alternative values of each of
the three holiday properties (see Table 2). Each property was presented on a card with
a picture. Furthermore, the subject was asked to order the properties (type, location
and accommodation) according to importance when searching for a holiday.
In addition to the effort and liking questionnaire, a questionnaire was presented to
the user containing a number of questions about the intuitiveness and ease of use of
the navigation (2A) and property ordering (2B) tasks.
Affective feedback To study the effect of affective rating methods we used a 2×2
experimental setup. We had four different conditions: (1) 9-point Likert rating of nine
holidays (3A), (2) affective rating of the same holidays (3B), (3) 9-point Likert rating
of all nine property values (3C) and (4) affective rating of all nine properties (3D).
Holidays and properties were presented one by one and in random order. For each
condition a simple algorithm generated an ordered list containing nine holidays based
on the user input. In the first condition the list was ordered directly based on the user’s
holiday preference feedback. In the second condition feedback variables pleasure,
arousal and dominance were summed and then used to order the list. In the third con-
dition the weight of the property value entered by the user was used to calculate a sum
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for each holiday. This sum was used to order the list of holidays. In the fourth condition
the pleasure, arousal, and dominance feedback was summed and then used to order
the property values; from this property ordering an ordering of the nine holidays was
derived. These algorithms resulted in four differently sorted lists, each containing the
same holidays. After the rating and ordering tasks, users were asked to compare the
four lists to their own holiday ordering.
Preference ordering We used the information collected in tasks 1A, 2A, 3C and 3D
(tasks based on holiday properties) as input for the lexicographic ordering to compute
orderings of all 27 holidays [for details see (Pommeranz et al. 2008)]. Besides an
objective comparison, we asked participants to judge which list better reflected their
preferences; the one they specified themselves in task 1B or the list generated with the
lexicographic ordering method from the input from task 1A.
3.2.4 Procedure
The study was conducted during two weeks. Each experiment took about 45 min and
consisted of eight tasks considering preference input, two comparisons of resulting
lists and a final questionnaire. The ordering tasks and the navigational task was carried
out using cards whereas for the rating tasks we used a computer interface. To com-
pute the resulting lists with ordered holidays using the lexicographic algorithm one
of the two present researchers entered the data from the ordering tasks into a com-
puter program. This included the ordering of 27 holidays which we used to compute
objective measures of proximity between the different lists. Before the tasks were
explained and executed a general introduction was given about the goal of the exper-
iment and the holiday domain. Furthermore, subjects were told that each task stands
for itself, which means there is no need to remember anything between the tasks.
The presentation of tasks to users was counter-balanced to avoid order of presentation
effects.
3.3 Results and discussion
3.3.1 Effort and liking of input methods
After each task participants were asked to rate how much they liked it and how much
effort it took them. A multivariate analysis of variance (MANOVA) 1 with repeated
measures was conducted to examine an effect for the ordering/rating style (independent
within-subject variable) on the perceived effort and liking (dependent variables). We
found a significant main effect for ordering/rating style (F(14,18) = 10.71; p < 0.001)2,
which was found again in the univariate analysis of the effort rating (F(7, 217) =
27.91; p < 0.001), and the liking rating (F(7, 217) = 3.17; p = 0.003). As expected,
Fig. 3 shows that task 1B (ordering all 27 cards) clearly stands out as least preferred
and highest in effort. Figure 3 also shows that more traditional individual property
1 www.statsoft.com/textbook/anova-manova/.
2 F stands for F-statistic, p indicates significance.
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Fig. 3 The mean liking and effort rating of ordering/rating tasks, including a 95% confidence interval
ordering (2B) or rating (3C) tasks were rated low on effort and relatively high on
liking. This suggests that people appreciate the relative cognitive simplicity of these
tasks; dealing only with a small part of the outcome space complexity. From the tasks
that involved evaluating the complete holidays (1B, 2A, 3A, and 3B) it seems that
the navigational input method (2A) is most preferred. Considering rating tasks it is
interesting to notice that both tasks involving affective feedback are scored equally
high in liking as Likert-scale ratings, although affective input is considerably more
effortful.
3.3.2 Navigational input method
Besides considering liking and effort we also compared the navigational input method
to the ordering of alternatives of holiday properties in terms of intuitiveness and ease
of use. With a MANOVA with repeated measures (various ratings as dependent mea-
sures, and the task as independent within-subject variable) we found a significant main
effect (F(4,28) = 3.14; p = 0.030) for task, which was only found again in univariate
analysis on effort (F(1,31) = 9.02; p = 0.005) and intuitiveness rating (F(1,31) = 4.64,
p = 0.039). Examining the means shows that participants rated the navigational input
method (M = 0.3.0, SD = 1.65) more effortful than ordering the property alterna-
tives (M = 2.0, SD = 1.16) and less intuitive (M = 4.9, SD = 1.48) than the order-
ing (M = 5.6, SD = 1.32). This suggests that the more traditional ordering method is
preferred.
Studying the tasks in more detail revealed the navigational input method was the
only method that enabled participants to enter dependencies between the alternatives
of the holiday properties. For a considerable group of the participants (34%) the most
and least preferred holiday had at least one equal value. One participant even had two
equal values. This means two things. First, a property independent approach is not
suitable for all people to describe their preferences. Second, the navigational input
method might be an effective approach to determine whether for a specific individual
preferences over properties are dependent.
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Table 3 Summary of mean liking and effort scores for the tasks 3A-3D and generated lists
Condition Liking Effort Quality of outcome list
Likert and holiday M = 3.938 M = 2.750 M = 6.188
SD = 1.318 SD = 1.191 SD = 1.786
Affect and holiday M = 4.188 M = 3.906 M = 5.500
SD = 1.575 SD = 1.594 SD = 2.064
Likert and property M = 4.188 M = 1.938 M = 6.031
SD = 1.731 SD = 1.014 SD = 2.177
3.3.3 Affective rating
We analyzed the effect of affective rating using a MANOVA with repeated measures.
It showed a main effect of affect versus Likert scale rating (F(2,30) = 24.00; p < 0.001)
and property versus whole holiday rating (F(2,30) = 6.73; p = 0.004) with no signifi-
cant interaction effect. These main effects were found again in the univariate analysis
on effort for affect versus Likert scale rating (F(1,31) = 46.32; p < 0.001) as well
as for property versus holiday rating (F(1,31) = 13.90; p = 0.001). This means that
both affective-, as well as holiday-based feedback are associated with a higher per-
ceived effort in preference elicitation (Table 3). With regards to the perceived quality
of the resulting lists generated by the simple algorithms we found a significant main
effect for affect versus Likert scale rating (F(1,31) = 6.12; p = 0.019). This sug-
gests that the algorithmically-generated lists based on affective feedback matched the
user’s preferences less well than the lists that were generated based on Likert-scale
feedback (see column 4 in Table 3). This can be due to two reasons, either the par-
ticipants did not understand the semantics of the AffectButton well and by that could
not express their preferences correctly or the algorithm used to calculate the outcome
lists did not work well given the input variables (pleasure, arousal, dominance). We
exclude the first reason as it seems the users understood how to give feedback with the
AffectButton, as pleasure strongly correlated with the Likert-scale feedback (r = 0,
p < 0.001). Also, previous research suggests that the AffectButton is a valid and reliable
affective feedback device when used for rating the affective content of emotion words
(Broekens and Brinkman 2009) as well as film music (Broekens et al. 2010b). A deeper
analysis suggested that our way of mapping affective dimensions to algorithms that
are intended for one dimensional preference values was too simplistic. To understand
which factors are most important in predicting the holiday list created by the user (1B)
we did a regression analysis given the Likert rating and pleasure, arousal, dominance
ratings (stepwise) over all holidays. The same analysis was repeated for the prop-
erty values (now predicting the property ranking of task 1A). The regression analysis
predicting holiday-ranking resulted in a significant model (r = 0.66; F(2,285) = 110;
p < 0.001). The model included the Likert rating (β = −0.55; t = −9; p < 0.001) and
pleasure rating (β = −0.15; t = −2.5; p = 0.012) as significant items. The regres-
sion analysis predicting property-ranking showed similar results, but included Likert
rating and dominance as significant items. In both cases at least one affective factor
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Fig. 4 Similarity of lists generated from different input methods to standard list
was included in the predictive model. This suggests that affective feedback helps the
user to express preferences.
3.3.4 Preference ordering
We used the different methods of rating and ordering properties (see Sect. 3.2.3) as
input for the lexicographic ordering algorithm to investigate how well this algorithm
can perform given a variety of inputs. These methods include affective rating (D3),
9-points rating (C3), ordering 9 property values (A1), ordering the properties and
then 3×3 values (B2). The algorithm generated ordered lists for each user, and these
lists were compared with the lists that the users specified themselves in the 27-card
ordering task (B1). This is essentially a comparison between two rank-ordered lists
containing the same items. The similarity between these lists is computed in two
ways. Kendall’s τ can be seen as a distance measure; it is based on the minimal
number of switches between two adjacent items in one list that is needed to attain
the second list. Spearman’s ρ is another well-known rank correlation method. Both
measures are normalized and range from -1 to 1, where 1 indicates that the lists are
identical, 0 no relation at all, and -1 indicates reverts ordering. Figure 4 shows the
correlation coefficients averaged over participants between the standard list (specified
by the participant in task B1) and the lists generated with the lexicographic ordering
method with different types of user input. All correlations are significant (p < 0.001),
which indicates that the generated lists are much more similar to the standard list than
random lists. This suggests that different input method combined with lexicographic
ordering can result in “true” preference orderings. For more details on the analysis,
please see (Pommeranz et al. 2008). As we cannot guarantee that the user-specified
list (ranking of 27 holidays) is ideal, given that the task was tedious and little appre-
ciated by the users, it is hard to say how close each generated list came to an ideal list
of a person’s preferences. Interesting to note, however, is a clear difference between
the lists generated from affective feedback and non-affective feedback, whereas the
lists generated with affective feedback are less similar to the user-generated lists.
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Fig. 5 AffectButton: the cross
indicates the position of the
mouse cursor inside the button,
the face changes accordingly
We believe this is due to a difficulty of translating the 3-dimensional affect feedback
into a one-dimensional ranking, as explained in the previous subsection.
3.3.5 Summary of results
The results showed three important aspects relevant for understanding the process of
preference elicitation and the match between the user’s mental representations and the
system’s model. First, the results confirmed that cognitively less demanding ordering
or rating tasks were perceived as less effortful and liked most by users. So, liking
and effort go hand in hand (see similar results of FT2 trial in Knijnenburg et al.
(2012)). Second, navigation through the outcome space (moving from item to item by
changing an attribute value at a time) enables users to express dependencies between
attributes that were not revealed by other methods, and, affective feedback enables
users to express preferences in other dimensions additional to liking. Third, effort is
not an indicator of how much a method will be liked in these last two cases. Affective
feedback and navigation were rated significantly higher in effort than other methods,
but still high in liking. We hypothesize that this indicates that users are willing to
spend more effort if the feedback mechanism (process and preference representation)
enables them to be more expressive (or maybe more entertaining as mentioned by
Pu et al. (2012), which is good because it enables the system to extract more prefer-
ence information and by that build a more accurate user model. 3
4 Study 2: Testing user motivation to give preference detail
To test the above mentioned hypothesis we investigated the tradeoff between giving
detailed preference feedback and effort. We examined factors (e.g., familiarity—also
mentioned considering recommendations by (Sinha and Swearingen 2002; Pu et al.
2012)) that can influence this tradeoff in an experimental set-up. The focus of this
study was on investigating the influential factors in a neutral set-up, i.e., without other
motivational factors that could be present in a recommender set-up, such as giving
detailed feedback to receive better recommendations or to serve the community of
users. Therefore, we chose for a simple content rating task. In order to make sure we
did not introduce a bias in ratings by telling people that we investigate the level of
detail people give, we instructed participants that the experiment was about creating
an alternative top-40 list of famous people and popular music. While this is an incen-
tive to take part in the study in general, there was no incentive to give more detailed
preference feedback (Fig. 5).
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Fig. 6 Instructions for the interface used for testing the level of detail people are willing to give
The study consisted of two follow-up online experiments. Since the second exper-
iment was an enhanced version of the first one, we will only elaborate on the second
experiment here. To see the details and results of the first experiment please refer to
(Broekens et al. 2010a). The main improvements we made in the study are changes
to the interface including using more familiar rating mechanisms such as thumbs and
stars, an option to replay a song and the omission of given emotional tags as an input
level. Furthermore, we gave a more detailed explanation of the interface (screenshot
seen in Fig. 6), let people try all levels before starting the experiment and always
showed the following input level during the interaction. By this we reduced problems
with the ratings that may have occurred in the first study due to misunderstanding the
interface.
4.1 Research hypothesis
Our hypothesis for the following experiment was that the level of detail persons are
willing to give in their feedback depends on content type of the item, familiarity with
the item, ownership of the item and opinion about the item.
4.2 Study setup
We set up a content-rating experiment with content type, familiarity, ownership and
opinion as factors and detail as dependent variable. The content was preselected by
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the experimenters. We purposefully chose two types of content, music and pictures of
famous people, each allowing for different ways to form a preference. We hypothe-
sized that people would be able to form preferences for music spontaneously and give
detailed feedback (also in form of affect feedback) while listening to the music even
if the song was unknown to them. In the case of famous people we did not expect this
behavior as a picture alone does not allow for getting to know the person better and
by that would lead to a formation of a directed (positive/negative) opinion. The other
experimental factors familiarity, ownership and opinion for each content item were
indicated by the subjects during the study.
4.2.1 Material and procedure
Participants received an email with the invitation to participate including a link to the
application needed for the study. The study was done online, so subjects did the experi-
ment at a place and time of their own choice. The email contained detailed instructions
about how to use the application including a screenshot of the interface (see Fig. 6).
After the participants started the application, they were asked to fill in demographic
information (age, gender, and education). Then they were presented with an example
picture (Donald Duck) that had to be rated using all levels of detail to ensure that all
participants were familiar with the interface. After that, the application presented 30
songs and 30 pictures of famous people (one at the time, at random). The pictures
were labeled with the famous person’s name. Songs were presented as audio samples
without an indication of the title or artist name. They could be played as often as the
participant wanted. For each picture/song they were asked to fill in their familiarity
with the song or person (6-point scale: 0 and 1 was interpreted as not knowing the
item and 2–5 was interpreted as knowing the item) and whether or not they owned the
song or media concerning the person (yes/no) (see right side of the window in Fig. 6).
Then they were asked to give their opinion about the picture/song. The four levels of
feedback detail were:
(1) Thumbs-down/neutral/thumbs-up. All subjects had to rate their opinion about each
item using this input level. This is the minimum level of detail that can be given
on one dimension (liking) including a neutral position.
(2) A 6-point scale (represented by 6 stars, one star being the minimum). This is the
usual form of giving more detailed feedback, as used on many websites. It intro-
duces the possibility to give a higher resolution of detail but still on one dimension
(liking).
(3) Affective feedback using the AffectButton (see Fig. 4) an interactive button that
can be used to give affective (emotional) feedback based on three dimensions:
pleasure, arousal and dominance. It is a dynamically changing selectable emotion
expression. This introduces the possibility to give fine grained feedback on 2 extra
dimensions (arousal and dominance) in addition to the liking dimension.
(4) Free text input. This option enables subjects to tag the item. We assume this to be
the most fine-grained and high dimensional kind of feedback, as essentially users
can use any tag they want. People were instructed to use any words that express
their opinion about the item.
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For each stimulus they had to give at least a thumbs-down/ neutral/ thumbs-up
opinion (3-point scale) rating. Neutral was interpreted as no opinion, thumbs-down
and thumbs-up were interpreted as having an opinion. After that they had the choice
to enter more detail to their opinion or go to the next picture/song. There were 4 levels
of detail and each level had to be filled in before the participant could go to the next to
make sure the user takes an active decision in whether to give more feedback or not.
The user could always see the following level of detail. At every level, subjects could
stop giving feedback and go to the next stimulus, except at the obligatory first level.
4.2.2 Participants
A broad range of people, in total 41, participated in the online experiment of which
13 female and 28 male, aged between 11 and 58 (M = 31, SD = 10). Participants
have different cultural backgrounds as well as nationalities (including Dutch, German,
Swedish, and Chinese) and education level (education level ranged between high
school (with an exception of children aged 11 and 13) and post master level, Median =
Bachelor).
4.3 Results
Before analyzing the data in detail we checked for any effects of the experimental
setup. First, we found that items rated in the last half had an average level of detail
equal to 1.8, while in the first half this was equal to 1.9. This indicates that participants
gave less feedback later in the experiment, which can be attributed to the time it took
(30 min) to rate the 60 stimuli. However, as the effect is rather small, this poses no
problems for interpreting those items rated later. Second, we found a healthy distribu-
tion of thumbs-based feedback about items (26, 40 and 34% of the cases were rated
as bad, neutral or good respectively). The fact that 40% were rated as neutral and 60%
with a positive or negative opinion allowed us to use opinion as factor in the analysis.
Third, we found positive correlations (all correlations significant and r > 0.7) between
the ratings entered in levels 1–3 indicating that users were consistent when rating an
item with different input methods (thumbs, stars or AffectButton).
In the further analysis we focused on main effects, as familiarity, ownership and
opinion are not experimental controlled variables. Ratings were aggregated per sub-
jectXfactor, averaging over the rated levels of detail, resulting in 41 paired measure-
ments per main effect analysis. We interpreted familiarity ratings < 2 as unfamiliar
and ≥ 2 as familiar. For the factor opinion we differentiated between directed opinions
(thumbs-up and thumbs-down ratings) and neutral.
Our hypotheses were confirmed with respect to the influence of ownership, opinion
and familiarity, and to a lesser extend the influence of content.
Subjects rated familiar items (M = 2.12, SD = 0.87) with more detail (paired
t(40) = −5.19, p < 0.001) than unfamiliar items (M = 1.72, SD = 0.75). Items that
are owned are rated (M = 2.19, SD = 0.88) with more detail (paired t(37) = − 4.12,
p < 0.001) than items that are not owned (M = 1.83, SD = 0.78). These two effects
might influence each other, owned items have a much higher chance of also being
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Fig. 7 Distribution of four levels of feedback detail
familiar. For these two factors we checked the interdepency using a 2×2 repeated
measured ANOVA, and this showed indeed that when taking both factors into account,
only ownership remained a significant factor (F(1, 37) = 25.2, p < 0.001), and famil-
iarity did not (F(1, 37) = 2.78, p = 0.104). The interaction effect was not significant
(F(1, 37) = 0.20, p = ns). When subjects had a positive or negative opinion (M = 1.98,
SD = 0.79), they rated with more detail (paired t(40) = − 5.77, p < 0.001) than when
they had no opinion (neutral) (M = 1.60, SD = 0.75)). Further analysis revealed that
a positive opinion was related to rating with the highest amount of detail (M = 2.10,
SD = 0.81), followed by negative opinion (M = 1.85, SD = 0.77), and no opinion hav-
ing the lowest detail (M = 1.57, SD = 0.73). All differences were significant in paired
t-tests at the level of p < 0.01.
We did find a significant effect of content type (paired t(40) = − 2.58, p = 0.014).
However, the difference was small. Music (M = 1.91, SD = 0.73) was scored with only
a little bit more detail than images (M = 1.78, SD = 0.80). This means that, although
the effect of type of content was significant, the effect was relatively small compared
to the effects of the other three factors (a difference in means of about 0.13 compared
to around 0.40 for the other factors). The tendency to give detail seems to be a fac-
tor that should be explained from within the subject, an important finding in light of
preference elicitation.
Finally, we show the distribution of the level of detail used to rate cases in Fig. 7a
and Fig. 7b. Each bar in Fig. 7a represents the number of cases rated with a level of
feedback (so, if a user stopped at level 3, he/she rated the item with level 1, 2 and 3;
explaining why 100% of the cases was scored with at least level 1, as this was obliga-
tory) split between having an opinion (positive or negative) or not having an opinion.
Fig. 7a shows an overall trend for using more feedback when a positive or negative
opinion is present. Most notably, in about 40% of the cases where a positive or neg-
ative opinion is present, affective feedback (level 3) was used to express more detail.
Figure 7b shows the distribution of highest level of detail used. Each bar represents
the number of cases at which a user stopped giving feedback (so, if a user stopped
at level 3, it is counted under level 3 only). In general, Fig. 7b shows that the major-
ity of cases was scored using only thumbs-based feedback. Interestingly, more cases
ended with affective feedback then with stars-feedback, indicating that when more
feedback is given, a preference exists for giving multidimensional affective feedback
(although this difference was not statistically significant in a paired T-test comparing
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the number of times raters stopped at level 2 versus level 3, (paired t(40) = − 1.15,
p < 0.256)). Finally, our results show that text input was used least often by the partic-
ipants. As described by others, e.g. Ames and Naaman (2007), incentives for tagging
often have a social basis, e.g., to help others in a community to find content. The lack
of community-based motivators in our study may be one of the reasons for low tagging
responses. Therefore, the outcomes with regard to tagging as a feedback level may be
less representative for preference feedback in general.
4.3.1 Summary of results
The data analysis showed that familiarity, ownership and having an opinion about that
item are the main factors in influencing the preference detail people are willing to
give, and thus the amount of effort they are willing to put into giving feedback. As
we found only a small difference in detail for pictures versus music, we can at least
tentatively conclude that the willingness to give feedback is not so much triggered by
content types but more so by what one thinks or knows about content. Although both
content types in our study could be owned in form of media (music, books, film) we
hypothesized that people would generally be able to give more detailed feedback for
music items as they could form a preference by listening to the music during the study.
This hypothesis was not confirmed and follow up studies should be done to investigate
different content types.
Our results also show that multidimensional affective feedback is used when peo-
ple have the choice to do so. Moreover, people in general prefer to give more feed-
back in the form of multidimensional affective feedback (at least when they can use
the AffectButton) than to give more feedback using a finer grained one dimensional
method (stars). This suggests that a preference elicitation interface—trying to adapt the
amount of feedback detail it extracts from a user—should either give thumbs or stars
as first level, after which the next level of detail should be affective or at least add a new
feedback dimension. As the study set-up (no post-questionnaire or interview) did not
allow a deeper analysis of people’s reasons for giving a certain level of feedback, we
do not know exactly why people who gave detailed feedback stopped more often at the
AffectButton level than the stars level. One explanation would be that they just liked
the AffectButton. However, we can exclude this reason because the effort that people
spent to go all the way to the affective feedback level varied under the experimental
conditions. Especially in the case where people had a positive or negative opinion they
went to this level. If they just liked the AffectButton or wanted to try it due to its nov-
elty they would have used it equally across all conditions. Our interpretation of why
participants used the AffectButton is that due to its multiple dimensions (pleasure,
dominance, arousal) the expressive power is enhanced. Whereas the stars only offer a
finer grained scale on the liking dimension compared to the thumbs, the AffectButton
allows people to express their attitude towards an item in two additional dimensions
dominance and arousal. These dimension could be more applicable if people have a
strong opinion about an item and feel the need to express this opinion. This has to be
confirmed in future studies.
The obtained results give interesting insights for the design of preference elicitation
interfaces used in different systems including recommenders, especially with regard
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to adaptive preference elicitation (also suggested by Pu et al. (2012)). Although users
of recommenders may have extrinsic motivations to give detailed preference feedback
in general, it is important to know in which cases they are able or willing to give more
details and in which form. Knowing that a user has a directed opinion (obtained by
simple thumbs input) or is familiar with an item can be used to ask the user for more
detailed and multi-dimensional input. In the case of a neutral opinion a system asking
the user to spend effort of giving more details that she may be able to provide can
be perceived as annoying and should be avoided. Note also the difference between
knowing an item or having a directed opinion. Often in recommender systems people
do not know the items, however, by providing samples (e.g., music, book excerpts) the
user can still form an opinion and by that be motivated to give more detailed feedback.
5 Study 3: Exploring the preference elicitation process with interface prototypes
Until now we have looked at different ways to enter a preference including rating,
ranking and navigating in the first experiment, and different detail levels of rating in
the second experiment. Besides motivation to spend effort, the design of the elicitation
process is a second factor we would like to investigate. As Pu et al. (2003) pointed out
“stating preferences is a process rather than a one time enumeration of preferences
that do not change over time”. Therefore, it is important to explore how to facilitate the
human preference construction by the means of preference elicitation interfaces that
are intuitive for users and allow as well as motivate them to be expressive. This can only
be done by involving the user in the design process. We addressed the interface design
in our third study. In specific, we explored different ways of structuring the process
of preference construction in an interface. Next, we elaborate on an exploratory study
in which we investigated four fundamentally different processes of eliciting prefer-
ences represented in four hi-fi preference elicitation interface prototypes. Similar to
the suggestion of Pu et al. (2012) of comparing systems or interfaces side-by-side in
user experiments we presented the four prototypes to each participant. In addition, we
also allowed participants in a creative participatory design session to construct new
ways of eliciting preferences based on (elements of) the four interfaces.
5.1 User-centered prototype design
We created four interface prototypes for eliciting preferences. To be able to include
decision context into the interface we chose to elicit preferences for a certain domain.
The domain in this case was jobs, which allowed us to show example job offers as
decision context. Different from the holiday domain we used in the first study where it
was important to arrive at a ranking of outcomes, we wanted to support people in this
study in (1) constructing their job preferences and (2) getting an idea of the resulting
preference profile. Choosing to negotiate for a new job is different from picking the
next holiday destination as it has a bigger impact on people’s lives. This is also why
we focused more on underlying interests which are stable over a longer time period
and influence one’s preferences. The navigational input we used in the first study was
not applied in the following prototypes because it focuses more on finding the best
outcome than giving people an understanding of their preferences.
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To design the prototypes we first compiled a set of design guidelines from the rele-
vant literature. Please refer to our previously published work (Pommeranz et al. 2010)
for the detailed guidelines.
Given the set of design guidelines we selected appropriate existing interface ele-
ments (e.g., ValueCharts (Carenini and Loyd 2004), a virtual job agent) and created
new ones (e.g., job offer clusters, post-it notes with preference information). Next, we
combined these elements into the four interfaces. There are, of course, many combina-
tions of elements possible, which would lead to an exponential number of prototypes.
Instead of creating this high number of prototypes we combined the elements in a
way that each prototype differs in how it structures the elicitation process and how
it interacts with its users. Structuring the process in different ways can be linked to
how people process information. Therefore, we created different ways of user-system
interaction, each supporting one thinking style based on the theory by Gregorc (2006).
The mind styles theory categorizes people based on perceptual and ordering prefer-
ence. Perceiving information can be abstract (based reason and intuition) and concrete
(using one’s senses). The order of information processing can be sequential or random.
This leaves us with four types: concrete sequential, concrete random, abstract sequen-
tial and abstract random. Concrete sequential thinkers like order and logical sequence
and learn best in a structured environment. Concrete random thinkers like experi-
menting to find answers, using intuition and therefore, learn best when they are able to
use trial-and-error approaches. Abstract sequential thinkers like analyzing situations
before making a decision or acting and applying logic in solving or finding solutions
to problems. Abstract random thinkers like to listen to others and establishing healthy
relationships with others. They focus on the issues at hand and learn best best in a
personalized environment. Based on these different characteristics we, first, chose an
overall way of interaction, that would fit a mind style, e.g., a structured, step-wise
approach for the concrete sequential thinker. Second, we identified which elements
could be combined to achieve such an interaction, e.g., in the step-wise approach first a
simple selection of values, then ValueCharts (Carenini and Loyd 2004) showing links
between values and fit of job offers, then tables with details for one offer and last an
overview/summary showing the elicited preferences.
Following this approach we could create meaningful combinations of the elements.
However, people do not perfectly fit into one style but have a unique combination of
characteristics. In the evaluations we did not try to find the best prototype to choose
and develop further, but rather evaluate the different design elements used. In the
following creative session we then gave the participants the chance to combine them
in different ways that they preferred and found more usable. We implemented the
designs as hi-fi prototypes because this was the best way to ensure that the users get a
feeling for the interaction with the system. In the following sections we describe the
four prototypical interfaces highlighting the interface elements used (italic font).
5.2 Conversation: abstract-random style
This prototype (Fig. 8) focuses mainly on a collaborative interaction style, in particular
the natural interaction, between the user and the system employing mixed-initiative.
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Fig. 8 User interface for conversation with intelligent agent
A natural way of building a preference model is being questioned by an expert, who
can understand what you want by asking the right questions. In real life this could be
a job agent. Since this is a known and intuitive way for people to express their pref-
erences we designed a very simple interface based on a conversation with a virtual
agent. Another design criterion used in this prototype is system transparency. We tried
to reach transparency by two means: the affective state of the agent and the “thoughts”
of the agent regarding the user’s preferences. In the first simple version there are three
states of the agent implemented, speaking with positive expression, thinking and con-
fused. The second feature is a thought bubble above the agent’s head. In the beginning
of the conversation it is empty. It gets filled with tags (forming a tag cloud) whenever
the agent could retrieve an interest or issue from the chat that seems to be important
to the user. To ensure natural interaction during the evaluation sessions the prototype
was implemented as a client-server application for a Wizard-of-Oz testing, i.e., the
role of the agent was taken by a real person who was invisible to our participants.
5.3 Post-its: concrete-random style
This prototype focuses on supporting the constructive nature of human preferences.
Two things inspired the interface shown in Fig. 9. First, preferences are rather unstruc-
tured to begin with. They are not necessarily linked to each other. Second, preferences
change dependent on the context.
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Fig. 9 Visual construction of preference profile
We used post-it notes as a real-world metaphor for organizing thoughts. The inter-
face allows dragging as many post-it notes onto the so-called preference view as the
users want. They can then write the important issues on the notes, add a value and
specify whether they like, want, dislike or do not want these issues. At any time they
can remove, add or drag around the post-its to structure their profile. More important
issues can be dragged further up and less important ones down.
At the same time we provide the users with the needed context to make their choices
of how to structure the notes. The context is a number of job offers in the outcome
view that get arranged into clusters according to good fit to the current preference
profile. This could be done in real-time while the user is interacting with the notes to
give immediate visual feedback. For simplicity reasons the arrangement takes place
after pressing the “update offers” button. In the evaluation we discussed both options.
5.4 Comparison: abstract-sequential style
In this prototype (Fig. 10), based on the value-focused thinking approach the user
chooses from a list of interest profiles: family-oriented, money-oriented, career-
oriented, or self-fulfillment. We chose these profiles because they represent life goals
that are linked closely to jobs. In a real system this needs to be scientifically proven.
In order to help people choose a profile we added a visual stimulus to each pro-
file. We chose a moodboard-like collection of images as often used in advertising to
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Fig. 10 Choosing and adjusting a default profile
convey a certain feeling or style. Each moodboard consists of a collection of images
that represent the particular profile at a glance. The selection of images aimed at giving
a diverse view of the profile (e.g., career profile: doctor, model, business man etc.) in
order to avoid that users focus too much on a particular image. In the second step, the
user received a filled-in list of preferences that fit the chosen profile. To give the user
decision context to understand their preferences and refine the preselected ones we
present a list of job offers.
The data is presented in form of a decision matrix similar to the ones often used
on product comparison websites. Both the preferences and the offers are ordered by
importance, from top to bottom and left to right respectively. By hovering over the job
offer with the mouse the user gets a description of the jobs. Since we are not expecting
that people fit perfectly into a profile the users have the chance to adjust the preference
values as well as the ordering. As soon as they enter a new value or drag and drop the
rows around the job offers get ordered based on the new input to give visual feedback
of the consequences. We use a lexicographic ordering, since it delivered good results
in our first study. During the evaluations we also discussed the possibility for the user
to drag the job offers, which will result in adapted preferences.
5.5 Stepwise: concrete-sequential style
In the fourth prototype (Fig. 11) the interaction is similar to the apt Decision agent
(Shearin and Lieberman 2001) following three steps: (a) letting the user give only
a small number of preferences, (b) then receiving a list of offers to compare and
(c) giving feedback to attributes that appear in the offers. We adapted this approach
and ask the users in the first stage about their three most important interests (e.g.,
work-life balance or professional development) instead of negotiable issues. By that
we follow the value-focused thinking approach (Keeney 1992). After choosing the
interests the user enters the interface depicted in Fig. 11. The interface aims at helping
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Fig. 11 Preference elicitation using ValueCharts and affective feedback
the user explore several job offers (decision context) with regard to the user’s interests
and by that construct his preference profile. To compare the offers we used Value-
Charts (Carenini and Loyd 2004). The user can adjust the (initially equal) importance
of the interests. He receives immediate visual feedback on how well the job offers
match his interests, while adjusting the importance by growing or shrinking of the job
offer bars. By double clicking on an interest the job offers get ordered according to
good fit. The interface also offers the possibility to critique any attribute of a job offer.
Once the user chooses to look at a job offer in more detail the table on the right gets
filled with all values for existing attributes in the job offer. The users are free to give
affective feedback on any issue-value pair they want, but are not forced to rate all of
them. We included “musts” and “no-goes” as hard constraints in the system, i.e., a job
that does not comply with either will not be an option to the users. When the user is
done exploring his options, the interface reveals an overview over elicited preference
profile, which supports the transparency of the system.
5.6 Exploratory user study
In order to understand in depth how we can support the human process of preference
construction with an adequate interface we did an exploratory user study. By collecting
large amounts of qualitative data we aimed at informing the design process of prefer-
ence elicitation interfaces. Our prototypes served as a means to discuss relevant issues
to the participants and foster a creative process rather than finding usability problems
of the prototypes. We specifically aimed at receiving feedback on the different inter-
face elements used and how they can be combined in an optimal way to support the
process of constructing one’s preferences. In the following sections we elaborate on
the set-up of the study and its outcomes.
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Fig. 12 Interface elements for creative session
5.6.1 Material
We used the four hi-fi prototypes elaborated above in this user study. Furthermore, we
created paper versions of all interface elements we had used in the four hi-fi prototypes
(Fig. 12), e.g., the virtual agent, the post-its, the value charts or the tag cloud, as well
as standard interface elements such as text fields, check boxes, sliders, comboboxes,
etc. Additionally, we had a number of blank papers, pens and scissors to give the par-
ticipants the chance to create their own interface elements. These materials were used
by the participants in the second part of the session to design their own preference
elicitation interfaces.
5.6.2 Participants
We included 5 male and 3 female participants. The participants were people with dif-
ferent backgrounds, i.e., artificial intelligence, affective computing, design, linguistic
and visual perception. We intended to have a mixture of people with diverse back-
grounds in order to get different views on the interfaces.
5.6.3 Procedure
The study was divided into two parts: eight individual sessions with one participant
at a time and a collaborative creative session with all eight participants.
The sessions were carried out in a lab setting. Participants were first briefed about
the background of the study and the intention. We emphasized that we would like to
receive constructive feedback on the different elements of the prototypes to inform
future designs of preference elicitation interfaces. After the briefing we provided the
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participants with a scenario describing a 35 year-old family father who would like
to switch jobs. We chose using a scenario rather than the participants’ real job pref-
erences for two reasons. The first is of practical nature: Since our interfaces were
limited regarding their domain knowledge, we wanted to make sure that the issues and
interests people want to express preferences over were available in the system. The
second reason was trying to get participants to use the interfaces in a similar way to
be able to compare the feedback. The participants then interacted with each prototype
for about 10 min on average. The order of prototypes was changed per participant
to avoid ordering effects. Their task was to fill in job preferences that would fit the
person described in the scenario. During the interaction the participants were asked
to think aloud. All actions and voices of the participants were recorded by the help of
the Camtasia Studio software (http://www.techsmith.com/camtasia.asp). Each proto-
type saved the preferences to a log file. The person leading the evaluation intervened
whenever participants seemed to be lost, asked for help or forgot to think aloud. Often
the evaluator and the participant already got into discussions about new ideas and
problems with the interfaces during the interaction. After interacting with the proto-
types we interviewed the participants informally to get a grasp of their experiences,
constructive critique and new ideas. We used printed screenshots of the interfaces as
reminders. Together with the evaluator new ideas were developed and discussed and
drawn onto the printed screenshots.
The individual sessions were followed by a creative session with all eight par-
ticipants. Goal of this session was to explore new ways to structure the elicitation
process in the interface from the users’ point of view. The session consisted of two
parts, a group discussion and participatory design session aimed at creating new paper
prototypes. After a short introduction to the meeting including a reminder of all four
interfaces and the agenda, we started a general discussion about the interface elements.
The discussion took part with the whole group for about 20 min. After that we split the
participants into two groups of four participants each. Each group was provided with
the same set of materials described above and instructed to use the material to create
their own version of a preference elicitation interface. They were encouraged not only
to combine the elements existing in the four presented prototypes but also create new
ones. This part of the creative session was planned for about 30 minutes. However,
since both groups were not done within that time frame, the session took about 1 h.
The creative session was concluded with a presentation of the two groups’ results to
each other. During the presentation new discussions arose about design decisions.
5.7 Results
During the individual sessions, the informal interviews and the group discussions we
gained detailed feedback on the four prototypical interfaces as well as new ideas,
including tips and new combinations of the interface elements. In order to extract
the feedback from the collected data we annotated the recordings from the individ-
ual sessions using NVivo (www.qsrinternational.com). Based on the annotations we
created a table with feedback on each prototype per participant. In addition, we made
a list of observations of how users used the prototypes and a list of new ideas that
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preferences, easy to use,
no constraints
Low feasibility, too slow,
vague, profile not clear,
no comparison of jobs,




Gave users a hint of what
the system is “thinking”
-
post-its Liked by most
participants
Yoo difficult to operate,




and exploring job offers,
tie between preferences
and consequences
offers were not draggable
Interest profiling Most users liked it as a
starting point, efficient,
less effort, use of
pictures
Trouble deciding on one
fitting profile
(preferences should
already be visible when
choosing)




to understand that offers
are ordered and
draggable
ValueChart Gives an overview of how
the job offers fit the
profile but without
losing the detailed
information of how well
each interest/issue
scores in an offer,
immediate visual
feedback
No link between the
ValueChart and the
table with issue ratings
Affective feedback Natural Must-have smiley was not
interpreted as a hard
constraint
Preference summary Was liked, gives
overview, clarifies
preference profile




were discussed in the individual and the collaborative session. Next, we will elaborate
on the main findings that are relevant for designing preference elicitation interfaces.
Table 4 shows the positive and negative comments per element. For a more detailed
description of the feedback per interface element, we refer to our previously published
work (Pommeranz et al. 2010).
Some of the interface elements had obvious usability issues, e.g., the checkboxes
in the decision matrix which were not interactive. These were due to programming
difficulties or time constraints during the creation of the prototypes. As we already
anticipated some of these issues before conducting the study, a researcher was present
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Fig. 13 Design proposal group 1 (left) and group 2 (right)
during the study to clarify such issues whenever a participant seemed to have a prob-
lem. We asked the participants to focus on the fit of the different elements for entering
preferences. We also asked for constructive feedback on improving and combining the
elements once the users understood how the elements worked. Regardless of the inter-
face elements used, an important aspect for our participants was the ability to explore
the link between their preference input and the desirability of outcomes (in this case
job offers). An element that the participants found highly useful for this exploration
were the ValueCharts, because they give immediate visual feedback while keeping
details about the selected interests/issues. Another well-liked element supporting the
construction of preferences was the post-it note. Furthermore, using default profiles
was anticipated since it gets the elicitation process started more easily than starting
from scratch. Based on a given profile a number of common preferences can already
be displayed. Carefulness needs to applied with designing the interface in this case.
Most people had trouble fitting themselves into one of the four given profiles. There-
fore, a more flexible input of the separate interests should be possible. During the
collaborative session several ideas were mentioned to create a more flexible input of
interests, e.g., using a questionnaire, pictures combined with sliders for importance or
the virtual agent.
This feedback was also reflected in the new preference elicitation interfaces that
the two groups designed in the second part of the collaborative session. The results
are depicted in Fig. 13.
Both groups were in favor of having three views on their preferences, i.e., the
underlying interest profile, the issue preferences including an importance ranking and
values for each issue, and a number of job offers representing the decision context.
Whereas group 1 left it all up to the user where to start in the interface and which
views to maximize/minimize, group 2 focused on (stable) underlying interests in the
first step before giving a number of preferences in the context of example job offers.
Regarding our hypothesis (users are willing to spent more effort if the feedback
mechanism (process and preference representation) enables them to be more expres-
sive) we can conclude that people are indeed willing to spend more time on investi-
gating the links between their interests, issue preferences and outcomes (jobs). This
was mentioned by the participants and observed by the researcher during the study.
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The participants emphasized that it allows them to be more in control of creating their
own preference profile, which will then be used by the system. Having that level of
control and understanding of the system’s model was anticipated by the participants
(see similar results on user control in Pu et al. (2012)). We believe, this shows the
importance of supporting this constructive process in order to make the outcome of
the system comprehensible and trustworthy. However, participants also expect the sys-
tem to support them during this exploration of links where possible, e.g., by offering
default preferences based on profiles and by giving immediate visual feedback while
adjusting the different elements. This shows that they are not willing to spend much
time on cognitively demanding tasks that do not seem necessary (e.g., creating every
single post-it).
6 Discussion and design guidelines
In the three studies we presented, we tackled the problem of designing user interfaces
for explicit preference elicitation. Two important aspects to consider when designing
such interfaces are: matching the mental models of users’ preferences to the represen-
tations of the system and supporting the process of human preference construction so
that “true” preferences can be elicited by the system. In our first study we investigated
both aspects by studying (a) different ways of giving preference feedback (process)
and (b) what kind of information the methods deliver and how the outcomes (ranked
holiday lists) compare to a baseline created by the participant. We learned that effort
generally goes hand in hand with liking when comparing tasks that are similar with
regard to the process and type of input (e.g., rating with Likert scale or ordering attri-
butes). However, in cases where the process (navigation) and the type of feedback
(affective) was more sophisticated in terms of expressive power and understanding of
one’s own preferences, participants rated the methods high in liking even though the
results show a substantial increase in perceived effort or are less easy to use. Therefore,
we hypothesized that people are willing to spend more effort if the feedback mecha-
nism enables them to be more expressive. In the two following studies we tested this
hypothesis.
The following online rating experiment focused on the motivation people have to
give feedback in a neutral setting (by that we mean that they are not motivated, e.g.,
by social aspects as it is often the case in recommender systems) and which factors
influence that motivation. The main factors we found were familiarity of an item (also
predicted by ownership) and whether people already have a formed opinion about the
content. Furthermore, we could conclude that once people decided to give more levels
of feedback they went more often all the way to the affective feedback level than just
the 6-point star rating. While we can conclude safely that an interface should offer
motivated users the possibility to enter more detailed feedback (guideline 1), we do not
know the exact reasons for people to enter affective feedback (with the AffectButton).
Given the fact that the star based rating offers only a finer grained one-dimensional
feedback (liking) compared to the thumbs, whereas the AffectButton offers two addi-
tional dimensions (dominance, arousal), we believe it offers more expressive power.
In the case of people having a defined (positive or negative) opinion on an item they
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might feel the need to express this opinion with more detail and on more dimensions.
Based on the fact that people liked giving affective feedback despite increased effort
(compared to traditional methods) in the first study and more participants in the second
study stopped at this level than at the stars level we can say that affective feedback
should be considered when detailed preference feedback is needed (guideline 2).
After studying motivation in this structured way, we took a more explorative
approach in the third study to understand how to design the process of preference
elicitation interfaces from a users point of view. By actively involving the partici-
pants in the design process we were able to understand how they prefer an interface
to be designed. We learned that an important aspect of the process is that it allows
people to understand their own preferences and that people feel in charge of creating
their profile as opposed to just answering questions that are used by the system to
build the profile. In particular, being able to explore their preferences from different
angles including underlying interests and consequences (in form of rankings of deci-
sion outcomes) within the same interface supported people’s process of constructing
their preferences. Participants liked design elements that supported this exploration
in a natural way that allowed immediate visual feedback. Whereas design guidelines
established earlier (Pu and Chen 2008) already point to giving decision context and
immediate visual feedback, we would like to add the importance of exploring interests,
preferences and outcomes in the same physical space. This enables the user to receive
feedback on three related concepts at the same time while adjusting one of the views,
which is not the case in interfaces proposed by Pu and her colleagues. As participants
were in favor of this kind of interaction and view of their preferences we believe there
is a basis for a new guideline (see guideline 3).
Furthermore, the study supported results from our first study regarding the effort
people would like to spend. People preferred using interest profiles as a first step and
getting preference suggestions from the system (on an attribute basis). The comments
of the participants indicated that they considered starting from scratch (i.e., filling in
values for every attribute themselves) as an effortful task that seems to be redundant
if the system is able to give suggestions based on the interest profile (guideline 4).
Given the results from the three studies we established the four following design
guidelines for preference elicitation interfaces:
(1) As motivated users are willing to spend more effort, users should be given the
option to express more detail if they feel the need to do so.
(2) Affective feedback should be considered as a way for specifying detailed prefer-
ence feedback with multiple dimensions.
(3) The user must be able to explore his/her interests, preferences and outcomes in the
same physical space in a way that gives immediate feedback on the links between
the three concepts.
(4) Profile/interest selection serves as an easy (i.e. reduced effort) starting point for
showing default preferences that can subsequently be adapted by the users.
These specific guidelines are meant to extend the more general existing guidelines
from the literature (e.g., giving immediate visual feedback, context in form of example
outcomes, focusing on values, any preference in any order etc., see Pu et al. (2003)
and Pommeranz et al. (2010)), instead of being an exhaustive list by themselves.
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6.1 Limitations and further investigations
Our goal was to inform the design of preference elicitation interfaces in general. The
results should therefore not be restricted to specific tasks or systems. We believe that
they are generally valid for preference elicitation done for recommender systems as
well as decision support systems. However, the research questions we investigated
had an influence on the choice of domain and type of tasks for each experiment. We
chose holidays in the first study with the assumption that most people either have
holiday preferences or are able to construct them easily. The focus of the study was on
preference input mechanisms in connection to their use in an algorithm that computes
a preference ranking over outcomes. In order to compare the different outcoming lists
to a baseline we asked people to give their own ordering of the items in the outcome
space. This limited the size of our domain to a great extend, as with nine (3 proper-
ties times 3 alternative values) property values the number of holidays that could be
created was already 27. We thought that sorting an even higher number of holidays
would be an overwhelming task for the participants, and the effort ratings confirm
this. The limitations to the value space of the properties, however, poses difficulties
to transfer the results of the study to other domains as most real-world applications of
recommender systems deal with a high number of values, properties and outcomes.
Especially, the navigational task would not be feasible in the same way as in study 1 if
the number of values and properties was higher than three. It would have to be adapted
by using an intelligent algorithm showing only a small portion of the outcome space
at a time. If people still liked the task in other scenarios would have to be retested.
Another aspect of study 1 that leads to a limitation of the results is the fact that we
tested only the lexicographic algorithm to generate outcome rankings. To generalize
the results connected to the liking and similarity of outcome lists other algorithms
should be employed and a detailed investigation needed to be done of how to map the
3-dimensional feedback obtained by the AffectButton into a 1-dimensional outcome
ranking.
Considering the second study two things need further investigation. One is the rela-
tion of the strength of an opinion to the need to give feedback. In the current set-up
this was not possible. Second, we need to further investigate why people preferred to
give more detailed feedback in form of affective feedback with the AffectButton and
how to use this multi-dimensional feedback as additional information on the user’s
preferences.
Based on the results from the third study questions about the design of the interest
profiling arose. Interesting work that we will consider for this aspect has been done by
Kay (2000), who focused on the scrutable student models in learning environments.
Scrutable stereotypes are used to support learners in tuning their student models. By
scrutinizing the models the user can also understand what the system believes about
them and what these beliefs are based on.
With regard to the guidelines, it has to be noted that whereas the first guideline is
applicable to any preference elicitation task, guideline 2 is more suited for domains
in which the user is either familiar with the items or can easily form an opinion about
an item (e.g., music or book recommenders). Guidelines 3 and 4 are focused more
on domains in which users have to construct preferences (due to being a novice or
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changing preferences). Guideline 3 is especially helpful for negotiation/decision sup-
port systems or recommenders that advice users in important decision-making tasks
(real estate, financial advice, job negotiations etc.). Guideline 4 is useful in domains
where the number of properties are very high (e.g., cameras or other electronic devices
with many features).
7 Conclusion
The importance of preference models for intelligent systems of different sorts (e.g.,
recommender systems, decision support systems) has long been acknowledged by
researchers. However, focus within the area of preference modeling has been mainly
on algorithms for computing preferences (elicited in form of numbers and weights)
and system representations. A group of researchers has lately focused on designing
methods for preference elicitation from a user’s point of view, that are in accordance
with behavioural decision making theories (constructive preferences). More research
in this direction is needed to give researchers and practitioners a good understanding
of how to design trustworthy preference elicitation interfaces, that involve users in the
process of constructing their own profile that reflects true preferences. We have pointed
to two main difficulties that still exist, namely matching people’s mental models and
the influence of the elicitation process on the elicitation outcome. Furthermore, our
studies showed that affective factors are important to consider in preference elicita-
tion. The results suggest that more research in this direction seems worthwhile. With
the studies presented in this paper we have only done a first step towards an optimal
design of preference elicitation interfaces. However, we believe that the results we
obtained from tackling the problem in different ways (with structured experiments
and explorative, participatory research) help in advancing the research on interface
design for preference elicitation and encourage others in the field to follow that route.
Our own research agenda includes usability testing of the interface design obtained
from the third study as well as investigating the links between underlying values and
attribute preferences.
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