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Abstract 
Given an injective space D (a continuous lattice endowed with the Scott topology) and a subspace 
embedding j : X + Y, Dana Scott asked whether the higher-order function [X + D] -+ [Y -+ D] 
which takes a continuous map f : X --+ D to its greatest continuous extension f: Y -+ D along j 
is Scott continuous. In this case the extension map is a subspace embedding. We show that the 
extension map is Scott continuous iff D is the trivial one-point space or j is a proper map in the 
sense of Hofmann and Lawson. 
In order to avoid the ambiguous expression “proper subspace embedding”, we refer to proper 
maps as finitary maps. We show that the finitary sober subspaces of the injective spaces are exactly 
the stably locally compact spaces. Moreover, the injective spaces over finitary embeddings are the 
algebras of the upper power space monad on the category of sober spaces. These coincide with the 
retracts of upper power spaces of sober spaces. In the full subcategory of locally compact sober 
spaces, these are known to be the continuous meet-semilattices. In the full subcategory of stably 
locally compact spaces these are again the continuous lattices. 
The above characterization of the injective spaces over finitary embeddings is an instance of a 
general result on injective objects in poset-enriched categories with the structure of a KZ-monad 
established in this paper, which we also apply to various full subcategories closed under the upper 
power space construction and to the upper and lower power locale monads. 
The above results also hold for the injective spaces over dense subspace embeddings (continuous 
Scott domains). Moreover, we show that every sober space has a smallest finitary dense sober 
subspace (its support). The support always contains the subspace of maximal points, and in the 
stably locally compact case (which includes densely injective spaces) it is the subspace of maximal 
points iff that subspace is compact. 0 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
Although the fundamental role of injective spaces in the mathematical theory of compu- 
tation was emphasized by Dana Scott in his seminal papers [33] and [35], injective spaces 
have been neglected in the subsequent development of the theory (but see [30,15]). In 
this section we recall their role and raise questions related to function spaces and higher- 
order functions which are answered in the technical development that follows. We also 
briefly discuss applications, introduce preliminary background and give a summary of 
the main results of this paper. 
1.1. Embedding spaces into domains 
In applications of domain theory [2] to denotational semantics [ 16,131 and integra- 
tion [8,11], one starts by implicitly or explicitly embedding given spaces X, Y, 2, . . 
into appropriate domains C, D, E, . . . endowed with the Scott topology. One of the sim- 
plest examples is given by the embedding of the discrete space of natural numbers into 
the so-called flat domain NL of natural numbers [36,29,31]. A slightly more elaborate 
example is given by the embedding of (the one-point compactification of) the discrete 
space of natural numbers into the so-called domain of lazy natural numbers [16,2]: 
cc 
The choice of domains depends, among other things, on the model of computation on the 
space. For example, the flat and lazy domains of natural numbers, respectively capture 
call-by-value and call-by-name evaluation of the successor map [ 161. 
More sophisticated examples of such embeddings include: the Euclidean real line 
into the domain of compact real intervals ordered by reverse inclusion [34,13,10], the 
same space into the ideal completion of the rational basis of the interval domain, or 
a similar algebraic domain [14], Cantor space 2” into the domain 20° = 2* U 2” of 
finite and infinite sequences ordered by prefix [31,43,39] (similarly, Baire space N” into 
the domain Nm), the space of total functions N + N endowed with the compact-open 
topology (another version of Baire space) into the domain of partial functions ordered by 
graph inclusion [36,31], any second countable T’ space into the domain Pw of subsets 
of natural numbers ordered by inclusion [35], any second countable TO space as an 
isochordal subspace (see below for the definition) of ‘Tw, where 7 is the flat domain T1 
of truth values [30], any locally compact Hausdorff space into its upper power space [9], 
any Polish space onto the subspace of maximal points of a continuous dcpo (directed 
complete poset) [25,12]. 
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1.2. Injective spaces 
Given embeddings of spaces X and Y into computational models C and D, we model 
continuous maps X + Y by Scott continuous functions C 4 D. Therefore it is natural 
to demand that the continuous functions C + D capture the continuous maps X --+ Y, 
in the sense that every continuous map of the latter kind (co)extends to a continuous 
function of the former kind. Since every continuous map f : X + Y trivially coextends 
to a continuous map f : X 4 D, we only need to consider extensions of continuous 
maps f : X + D to continuous functions 1: C + D. This brings us to the subject of 
injective spaces. 
A space D is injective in the ambient category of To spaces if every continuous map 
f : X + D extends to a continuous map f : Y --f D, for any space Y containing X as 
a subspace [33, p. 991, as illustrated in the diagram below: 
where j : X - Y is the inclusion. (Notice that in principle there is nothing canonical 
about f.) 
A main result in lot. cit. is the characterization of the injective spaces as the continuous 
lattices endowed with the Scott topology. For example, by the previous discussion, the 
continuous endomaps of the continuous lattice Pw capture the continuous maps between 
any two second countable TO spaces [35, p. 5271. 
If one restricts subspace to dense subspace in the definition, one speaks of densely 
injective spaces, which are characterized as the continuous Scott domains [15, p. 1271 
(that is, continuous dcpos with least upper bounds of bounded subsets). A continuous 
Scott domain fails to be a continuous lattice only by lacking a (compact) top element [ 15, 
pp. 52, 531 and the continuous Scott domains coincide with the closed subspaces of the 
continuous lattices [15, p. 1091. The examples of embeddings given above, except for 
the ones into the ideal completion of the rational intervals, Pw and I”, and the ones 
about Polish spaces, are instances of dense embeddings into continuous Scott domains. 
In fact, these are examples of dense embeddings of Hausdolff spaces onto subspaces of 
maximal points of continuous Scott domains. 
Gordon Plotkin [30, p. 2331 calls a subspace inclusion X C Y isochordal if for any 
two disjoint open sets U, U’ C X there are disjoint open sets V, V’ C Y with VnX = U 
and V’ n X = U’. For example, every dense embedding is isochordal. 
If one restricts subspace to isochordal subspace in the definition, one speaks of iso- 
chordally injective spaces. Plotkin [30, pp. 233, 2341 characterized the second countable 
isochordally injective spaces as the countably based coherently complete domains (that 
is, countably based continuous dcpos in which every pairwise bounded subset has a least 
upper bound). A result by Paul Taylor [40, 2.5.4 and 2.6.4b] implies that the countability 
hypothesis is not necessary. An example of isochordal embedding into a coherently com- 
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plete domain which is not a dense embedding is given by the embedding of the real line 
into the ideal completion of the compact rational intervals ordered by reverse inclusion, 
definedbyzH{[p,q]Ip<s<q}. 
More generally, if in the definition j ranges over a given class J of embeddings, then 
one speaks of injective spaces over J [ 15, p. 1211. 
1.3. Injective spaces and function spaces 
By the above discussion, if j : X + C and k : Y --f D are subspace embeddings into 
injective spaces, then the continuous functions C --f D capture the continuous maps 
X + Y in the sense of the (co)extension property. When one considers higher-order 
maps [X + Y] + 2, such as the integration and supremum operators discussed in [ 111, 
one is led to consider the case in which the function space [C -+ D] captures the the 
function space [X + Y], in the stronger sense of having it embedded as a subspace, via 
some continuous (co)extension map [X --f Y] + [C + D]. By the above remarks, it 
suffices to consider continuous extension maps [X --) D] + [C + D]. 
Although in principle there is nothing canonical about the extended map f in the 
definition of injective space, this turns out to be the case. In fact, Scott [33, p. 1161 
showed that if D is injective and j : X + Y is a subspace embedding, then every 
continuous map f : X -+ D has a greatest continuous extension along j, which will be 
convenient to denote by f/j : Y -+ D, given by 
f/j(y) = VT Af(j-‘(V)). 
?/EVERY 
Here horn-sets are ordered by the pointwise ordering induced by the specialization order 
of the target space and RY is the frame of open sets of Y. 
Having established this result, Scott asked whether the greatest-extension map f H 
f/j is Scott continuous (very much doubting that this would be the case in general). 
Here [X --+ D] and [Y + D] are endowed with the Scott topology, which coincide with 
the Isbell topology if X and Y are exponentiable [26, p. 1541 (which further coincide 
with the compact-open topology if X and Y are locally compact [23, p. 611). Since 
the greatest-extension map is a right inverse of the restriction map g H g o j, which is 
always Scott continuous, the greatest-extension map is a subspace embedding iff it is 
Scott continuous, and in this case [X + D] is a retract of [Y + D]. 
We show that the greatest-extension map f H f/j is Scott continuous iff D is the 
trivial one-point space or j is a proper map in the sense of Hofmann and Lawson [ 18, 
p. 1541. Briefly, a continuous map j : X 4 Y is proper if the right adjoint Vj : RX 4 0Y 
of its associated frame map flj : QY -+ RX defined by Oj(V) = j-’ (V) is Scott 
continuous. 
The terminology “proper” has been used in several slightly distinct senses in the liter- 
ature * -see, e.g., [4, pp. 97-1071; [20, p. 1041; [41] and the remarks by Johnstone [20, 
2 If X and Y are Hausdorff spaces then all definitions are equivalent. 
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p. 1211 and Vickers [42, Section 51. To make things worse, in our case we have the 
unfortunate ambiguity of the expression “proper subspace embedding”, which can mean 
either an embedding onto a proper subspace or an embedding which is a proper map 
in the sense just defined. We have therefore decided to refer to the proper maps in the 
sense of Hofmann and Lawson as jinitary maps and to the subspaces whose inclusion 
map is finitary as Jinitary subspaces. The terminology “finitary” is borrowed from Ba- 
naschewski [3, p. 6491, who calls a nucleus on a locale finitary if it is Scott continuous, 
and it is justified by the fact that a subspace embedding is finitary iff its induced nucleus 
is finitary. 
In view of the above result on injective spaces and finitary embeddings, we are led to 
investigate the finitary subspaces of injective spaces. More concrete characterizations of 
the notions of finitary map and finitary subspace are given in the technical development 
that follows this introduction. For the time being, we remark that the finitary sober 
subspaces of a (densely) injective space D are the sober subspaces X such that Q n X 
is compact for every compact saturated set Q C D. Also, the finitary sober subspaces 
of the (densely) injective spaces are exactly the stably locally compact spaces. This is a 
consequence of more general results, including the following. 
In the ambient category of sober spaces, the full subcategories of respectively com- 
pact, locally compact, spectral and stably locally compact spaces are closed under the 
formation of finitary subspaces. Here we do not assume the Hausdorff separation axiom 
in the definition of compactness; a space is compact iff it satisfies the Heine-Bore1 prop- 
erty. Stably locally compact spaces are considered in [20, p. 3131; [17,38]. Such spaces 
are called coherent in [2], but Johnstone [20, p. 631 calls coherent the spaces which 
Vickers [43, p. 1201 and Smyth [39, p. 6491 call spectral. 
Also, in this ambient category, for every subspace X of a space Y there is a small- 
est finitary subspace X of Y containing X as a subspace, which we refer to as the 
finitary hull of X. Moreover, every space has a smallest finitary dense subspace (its 
support), which is the finitary hull of its subspace of maximal points. In the stably lo- 
cally compact case, the support is the subspace of maximal points iff that subspace is 
compact. 
The above results hold in the more general category of locales. Moreover, the full 
subcategory of locales with enough points is closed under the formation of finitary 
sublocales. Also, the smallest finitary dense sublocale of a locale is the finitary hull 
of its smallest dense sublocale. 
1.4. Injective spaces and upper power spaces 
Having established that the “good denominators” are the finitary subspace embeddings, 
one wonders what the finitarily injective spaces are. We show that they are precisely the 
algebras of the upper power space monad in the category of sober spaces (considering 
the empty set as a point of the upper power space construction), which coincide with the 
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retracts of upper power spaces of sober spaces. Moreover, greatest extensions exist and 
are given by 
The full subcategory of locally compact sober spaces is closed under the upper power 
space construction. The finitarily injective spaces in this subcategory are the continuous 
meet-semilattices with unit, by virtue of the characterization of the algebras given in [32, 
pp. 135, 1401. The full subcategory of stably compact spaces is also closed under the 
upper power space construction. In this subcategory, the finitarily injective spaces are 
again the continuous lattices. 
1.5. Injective spaces and KZ-monads 
The above characterization of the finitarily injective spaces is a particular case of 
a more general result on KZ-monads [24] on poset-enriched categories established in 
the present paper. Moreover, this result is applied to the lower and upper power locale 
monads discussed in [32] (see below). If the underlying functor of the monad is Scott 
continuous on horn-posets (which is the case in our applications), the extension map is 
also Scott continuous, so that we do not lose the continuity of the extension map along 
finitary embeddings when we consider the larger class of finitarily injective spaces. 
1.6. Injective spaces and lower power spaces 
In applications of domain theory (see, e.g., Scott [35, p. 5281 and Plotkin [31, p. 14]), 
one sometimes wishes to consider least extensions. We show that the least continuous ex- 
tension along a subspace embedding j : X -+ Y of an injective-valued map f : X + D 
exists iff D is trivial or j is semi-open, in the sense that its associated frame map 
.nj : L?Y 4 L?X has a left adjoint 3, : RX + RY. The process of taking least contin- 
uous extensions is always Scott continuous, essentially because 3,, being a left adjoint, 
preserves all joins. 
By an application of the general result on KZ-monads and a result by Steve Vickers [42, 
Proposition 4.61, we conclude that the injective locales over semi-open embeddings are 
the algebras of the lower power locale monad. It is plausible the same result holds for 
the injective spaces over semi-open embeddings, but we do not pause to check whether 
this is the case. 
1.7. Injective spaces and Kan extensions 
By definition, f/j is the greatest continuous map g : Y 4 D such that g o j = f. 
Scott [33, p. 1161 remarked that f/j is in fact the greatest continuous map g such that 
g o j < f. This shows that f/j is the right Kan extension of f along j. The general 
definition of a Kan extension of a functor can be found in [7, p. 391 and [27, p. 2321, 
and its specialization to a monotone map can be found in [ 1, p. 221. In this paper we 
consider Kan extensions of arrows of poset-enriched categories. 
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By virtue of Scott’s remark, D is injective iff for every subspace embedding j : X + Y 
the restriction map g H g o j : hom(Y, D) + hom(X, D) has an injective right adjoint 
f H f/j : hom(X, D) -+ hom(Y, D). We make this characterization into a definition of 
right injective object in a poset-enriched category. By omitting the injectivity condition 
on the right adjoint, we obtain a definition of right Kun object; this means that in general 
we only have (f/j) o j 6 f. Similarly, we obtain definitions of left Kan and left injective 
objects. 
We show that every injective space over subspace embeddings is a right Kan space over 
arbitrary continuous maps. Similarly, every right injective space over finitary embeddings 
is a right Kan space over arbitrary finitary maps, and every left injective locale over semi- 
open embeddings is a left Kan locale over arbitrary semi-open maps. 
1.8. Injective spaces and dense embeddings 
The above results on greatest extensions and continuity of the extension map generalize 
to densely injective spaces. Also, the injective spaces over finitary dense embeddings are 
characterized via an application of the above result on KZ-monads to the upper power 
space monad without the empty set as a point of the upper power space construction. 
1.9. Injective spaces and isochordal embeddings 
Unfortunately, the isochordally injective spaces fail to enjoy both the least- and 
greatest-extension properties, as simple counter-examples which can be safely left to 
the reader show. 
2. Kan objects in poset-enriched categories 
2.1. Poset-enriched categories 
A poset-enriched category is a category whose horn-sets are posets and whose com- 
position operation is monotone. A poset-functor between poset-enriched categories is a 
functor which is monotone on horn-posets. A poset-functor U : X + A is poset-faithful 
if Uf 6 Ug in A implies f < g in X. 
The main example of a poset-enriched category is Pose& the category of posets and 
monotone maps with horn-sets ordered pointwise. If X is any category and U : X + Poset 
is a faithful functor, then there is a unique way of making X into a poset-enriched category 
so as to also make U into a poset-faithful functor, given by the definition 
f < g in X iff Uf < Ug in Poset, 
because one direction of the definition is equivalent to saying that U is a poset-functor 
and the other is equivalent to saying that U is poset-faithful. 
Our main example of such a situation is given by the category Spa of TO topological 
spaces and continuous maps with U the specialization-order functor. The specialization 
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order [15, p. 1231; [20, p. 451 on the points of a space X is defined by z 6 y iff 
every neighborhood of II: is a neighborhood of y iff IC belongs to the closure of {y}. 
This definition makes 6 into a reflexive and transitive relation, which is antisymmetric 
iff X is Ta. Also, it is clear from the definition that any continuous map preserves this 
preorder. Then the functor in question sends a TO space to its set of points ordered by the 
specialization order, and a continuous map to itself. Thus, the induced poset-enrichment 
in Spa is given simply by f < g in hom(X, Y) iff f(x) 6 g(z) for all z E X. 
Definition 2.1.1. Let X be a poset-enriched category, Z be any category, 3 : Z A X be 
a functor, and P E X be a limit of 3 with projections {rri : P + Fi}iCz. Then there is 
a bijection between the set of cones under X and the set hom(X, P), which sends the 
cone {gi : X + 3i}iEz to the unique g : X + P such that gi = 7ri o g for all i E Z. We 
say that the given limit is a poset-limit if the above bijection is an order-isomorphism for 
each X, where cones under X are ordered by {gz : X + 3i}iEz < {hi : X + 3i}iEz 
iff gi < hi for all i E 1. 
This notion is a particular case of the general notion of V-limit in a V-enriched category, 
which can be found in, e.g., [7, p. 71. 
All limits in Poset are poset-products, and the same holds for Sp,, poset-enriched as 
above, because the specialization-order functor U : Sp, + Poset preserves limits. 
2.2. Adjunctions between objects of poset-enriched categories 
For a complete account to adjunctions between posets the reader is referred to [15] 
or [2]. In this subsection we fix terminology and basic facts about adjunctions between 
objects of poset-enriched categories. 
An adjunction between objects X and Y of a poset-enriched category is a pair of 
arrowsl:X~Yandr:Y~Xsuchthatlor~id~andid~~ro1.Suchan 
adjunction is denoted by 1 --I r, and 1 and r are said to be, respectively left and right 
adjoint to each other. In an adjunction 1 -1 r, each adjunct 1 and r is uniquely determined 
by the other. 
An adjunction 1 -I r is reflective if 1 o r = idy, and it is coreflective if idx = r o 1. 
A poset-functor 3 preserves adjunctions in the sense that 1 i r implies 31 -I 3r; 
moreover, if 3 is poset-faithful then it reflects adjunctions in the sense that 1 -1 r whenever 
31 -I 3r. 
Adjunctions compose in the sense that if 1: X + Y, 1’:Y -+ 2, r:Y + X and 
r’ : Z + Y are arrows with 1 -1 r and 1’ -I r’, then 1’ o l-i r o r’. 
2.3. Kan extensions of arrows of poset-enriched categories 
We first briefly specialize the definition of Kan extension [7, p. 391; [27, p. 2321 
from functors to monotone maps (cf. [ 1, p. 22]), and then we consider its (immediate) 
generalization to arrows of poset-enriched categories, 
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Let j: X ---f Y and f :X + D be monotone maps between pose&. A right Kan 
extension of f along j is a monotone map f/j : Y + D such that 
(f/.9 O j G f; (Kanl) 
g o j 6 f for g : Y + D implies g < f/j. (Kan2) 
Inequality (Kani) is illustrated in the following diagram: 
X 
J 
WY 
D 
Dually, we obtain the definition of left Kan extension by reversing the inequalities. We 
denote the left Kan extension of f along j by f \j whenever it exists. 
By definition, the right Kan extension of f along j, if it exists, is the greatest map 
g : Y + D such that g o j < f. This is equivalent to saying that for all g : Y + D, 
which shows that right Kan extensions along a fixed j : X 4 Y exist for all f : X 4 D 
iff the composition map 
g H g o j : hom(Y, D) + hom(X, D) 
has a right adjoint 
f H f/j : hom(X, D) + hom(Y, D). 
In V’3’1, f/j and f\j are denoted by Ranj f and Lanj f, respectively. Our notation 
makes the basic properties of Kan extensions easier to remen-ber, because they resemble 
the properties of quotients (cf. Theorem 2.3.3 below). 
The above definition formally applies to arrows between objects of poset-enriched cat- 
egories. Before considering this generalization, we consider some basic properties which 
make sense only for monotone maps between posets. Propositions 2.3.1 and 2.3.2 are 
obtained by specializing the corresponding results in lot. cit. from functors to monotone 
maps. 
Kan extensions generalize adjunctions, as Proposition 2.3.1, Theorem 2.3.4 and Corol- 
lary 2.3.5 below show: 
Proposition 2.3.1. A monotone map f : X + D has a right Kan extension along a 
monotone map j : X -+ Y if the set f (j-’ (Ty)) h as a meet in D for each y E Y, and 
in this case it is given by 
.flj(y) = A f (j-‘(Td). 
In particular, a subset X C D has a meet iff the inclusion map has a right Kan 
extension along the unique map X 4 1, where 1 is the one-point poset, which has to be 
the meet of X considered as a map 1 + D. Therefore every monotone map f : X - D 
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has a right Kan extension along any monotone map j : X + Y iff D has all meets and 
hence is a complete lattice. 
An order-embedding [5, p. lo] is a monotone map j : X + Y which reflects order in 
the sense that J’(Z) < j(~‘) implies z 6 2’. The following proposition shows that the 
right Kan extension f/j is an actual extension if j is an order-embedding: 
Proposition 2.3.2. If j : X + Y is an order-embedding and f : X + D is a monotone 
map with a right Kan extension along j, then (f/j) o j = f. 
We now prove the facts that generalize to Kan extensions of arrows of poset-enriched 
categories. 
Theorem2.3.3.L.etj:XAY,k:Y+Z, f:X+D,andr:D+Ebearrowsof 
a poset-enriched category. Then the following properties hold whenever the right Kan 
extensions f/j, (f/j)/k and f/(koj), f/f and (TO f)/j exist: 
(1) f/G = fj 
(2) (f/A/k = f /(k oh 
(3) ib 6 f/f = (f/f) 0 (f/f) 
(ifidD = f/f then f is said to be codense [27, p. 242]), 
(4) T o (f/j) < (r o f)/j, equality holding ifr has a left adjoint. 
These (in)equations are illustrated in the following diagrams: 
X 
idx 
. 
X 
X f . 
\ b / 
X Li 
k 
X-Y-Z 
D 
f \ / f/f&do 
D 
Proof. (1) Trivial. 
(2) By two applications of (Kanl), ((f /j)/k) o k o j < (f/j) o j < f. By (Kanz), 
(f/j)/k < f/(k o j). In the other direction, (f /(lc o j)) o k o j < f by (Kanl). By two 
applications of (Kanp), f/(k o j) < (f/j)/k. 
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(3) Since idu 0 f < f, we conclude that ido < f/f by (Kanz). By monotonicity 
of composition, f/f < (f/f) o (f/f). In the other direction, (f/f) o (f/f) o f < 
(f/f)of 6 fbytwoapplicationsof(Kanr).Therefore(f/f)o(f/f) 6 f/f by(Kan2). 
(4) r 0 (f/j) o j 6 r o f by (Kant). Therefore r o (f/j) < (r o f)/j by (Kanz). In 
order to establish the inequality in the other direction, assume that r has a left adjoint 1. 
By (Kant), ((r 0 f)/j) oj < r o f. By composing with 1 on the left and using the fact 
that 1 o r < idy, 
IO ((r 0 f)/j) oj < 1 or 0 f < f. 
Hence 10 ((r o f)/j) < f/j by (Kan2). By composing with T on the left, 
r o b 0 ((r 0 f)/j) < r o (f/j). 
Butidx <rol.Therefore (ro f)/j <ro(f/j). 0 
Item (4) generalizes [33, Lemma 3.91, whose statement amounts to the equation 
j 0 k/c) = (j 0 9)/ e, f rom greatest extensions to right Kan extensions (and from core- 
flective adjunctions to adjunctions). 
Theorem 2.3.4. Let 1: Y + X and r : X + Y be arrows of a poset-enriched category 
(1) Zf 1 -I I- then every arrow f : X + D has a right Kan extension along r given 
by f/r = f o 1. In particular; I = idxlr. 
(2) Jf idx and r have right Kan extensions along r and r o (idxlr) = r/r, then 
idx/r -1 r. 
Proof. (1) folor< f becauseZor<id x by definition of adjunction. This establishes 
(Kant). Assume that gor < f for g : Y ---f D.Sincegorol 6 folandsinceidy <rol 
by definition of adjunction, we conclude that g 6 f o 1. This establishes (Kanz). The 
particular case follows by taking D = X and f = idx. 
(2) BY (Km), @x/r) o r < idx. This establishes one half of the adjunction. Since 
r/r 3 idy by Theorem 2.3.3(3), we conclude that r o (idx/r) > idy by the hypothesis 
and transitivity, which establishes the other half. Therefore idx/r -I r. 0 
Corollary 2.3.5. The arrow r : X + Y has a left adjoint iff idx and r have a right Kan 
extension along r and the condition r 0 (idx/r) = r/r holds, and in this case it is idx/r. 
Proof. If 1 -1 r then r o (idx/r) = r o (idx o 1) = r o I = r/r by Theorem 2.3.4(l). The 
converse is Theorem 2.3.4(2). 0 
2.4. Kan objects in poset-enriched categories 
Let X be a poset-enriched category and J be any subcategory of X. 
Definition 2.4.1. Let D be an object of X. 
(1) D is a right Kan object over J if for each j : X + Y in J the composition map 
_oj : hom(Y, D) --f hom(X, D) 
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has a right adjoint 
_ /j : hom( X, D) + hom(Y, D), 
also denoted by Ran:. 
(2) D is a right injective object over J if in addition the right adjoint is an injective 
function, which means that the right Kan extension f/j is an actual extension, in 
the sense that (f/j) o j = f. 
Left Kan objects and left injective objects are defined dually (at the level of horn-posets), 
and left-Kan-extension maps are denoted by Larry. 
Let X/J denote the subcategory of X consisting of right Kan objects over J and right 
adjoints between them. The following is a corollary of Theorem 2.3.3: 
Proposition 2.4.2. The equations 
Ran(X, D) = hom(X, D), 
Ran(j:X+Y, r:D-E)=f~rof/j:hom(X,D)+hom(Y,E) 
dejine a functor Ran : J x Xl J + Poset. 
Notice that Ran: = Ran(j, idD). 
2.4.1. Kan objects and retractions 
A retraction of an arrow s : Y --) X is an arrow r : X -+ Y with r o s = idy and a 
section of an arrow r : X + Y is an arrow s : Y + X such that r o s = idy . An object 
Y is a retract of an object X iff there is a section s : Y + X iff there is a retraction 
r:X-+Y. 
Lemma 2.43. If an object is right Kan (respectively right injective) over J, so is any 
of its retracts. Moreovel; if r : D + E has a section s : E -+ D with D right Kan 
and j : X -+ Y is a member of J, then for every f : X + E the right Kan extension 
f/j : Y + E is given by 
f/j = 7-0 ((sof)lj). 
The construction of f/j is illustrated in the following diagram: 
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Proof. Let f/j be defined by the above equation. By monotonicity of composition, 
(f/d oj = ?- O (b O f)lj) oj 
<rosof because ((s o f)/j) o j 6 s o f by (Kanl) 
=idEof =f. 
equality holding if D is right injective. This establishes (Kanl). Let g : Y + E with 
goj < f. By monotonicity of composition, sogoj < sof. By (Kanf), sog < (so f)/j. 
By monotonicity of composition, T o s o g 6 T o ((s o f)/j). But T o s = idE. Hence 
g < f/j, which establishes (Kan2). Therefore E is right Kan, and right injective if D 
is. Cl 
Notice that the following lemma does not hold for right Kun objects: 
Lemma 2.4.4. If D is injective over J and j : D + Y in ,I then D is a retract of Y. 
Proof. By definition of injectivity, there is some extension of idn along j, which means 
that j is a section. 0 
2.4.2. Kan objects and products 
Lemma 2.4.5. Zf each component of a poset-product is a right Kan (respectively right 
injective) object over J, so is the product. Moreover; if E = ni,, Di is such a product 
with projections Pi : E + Di and j : X + Y is a member of J, then for every arrow 
f : X + E, the right Kan extension f/j : Y + E is given by 
f/j = ((Pi of)l&El. 
Proof. Let f/j be defined by the above equation. By Definition 2.1.1, 
(flj)o~=((Pi”f)lj),~loj 
=((Pi”f)ljO.& 
G (Pi O f )iEI because (p% 0 f)/j oj < p, of by (Kanl) 
= f, 
equality holding if each Di is right injective. This establishes (Kanl). Let g : Y -+ E with 
goj < f. By monotonicity of composition, piogoj < pi0 f. By (Kan-J piog < (pi0 f)/j. 
By Definition 2.1.1, 
(P2. O gkr G ((Pi O f )l&, 
But (Pi 0 g)iEr = g. This means that g < f/j, which establishes (Kanz). Therefore E is 
right Kan, and right injective if each Di is. 0 
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2.4.3. Kan objects and inverse limits 
Let A be a directed set considered as a category in the usual way [27, p. 111 and 
3: A”P + X be a functor onto right Kan objects over J and right adjoints. For all 
m < n in A, define 
D, = F(m), r,, = F(m -+ n): D, + D,, 
where m 4 n is the unique arrow from m to n. Then for all m < n < p E A, 
r - idD,> mm rmn 0 rnp = rmp. 
The following proposition and its proof generalize [33, Proposition 4.11: 
Proposition 2.46. If 3 : A”P + X has a poset-limiting cone 
w 
VD \ 
P7l m<nEA 
D, 4 D, 
f,, 
then D, is a right Kan object over J, and it is a right injective object over J if each 
D, is. 
Proof. Letj:X+YinJandf:XjD, be any arrow. In order to show that f has 
a right Kan extension along j, we first check that 
(Pdfy/ y ~~f,/~ m<nEA 
D, 4 D, 
T7n,7L 
is a cone: 
r,, 0 ((p, 0.0/j) = (r,, o p, o f)/j by Theorem 2.3.3(4) 
= (PTn O f)lj by the given limiting cone. 
We then use the same argument as in Lemma 2.4.5 to show that f has a right Kan 
extension along j given by 
f/j = ((Pm O f)/j>,,,, 
which is an actual extension if each D, is right injective. Therefore D, is right Kan, 
and right injective if each D, is. 0 
2.4.4. Kan objects and adjunctions between poset-enriched categories 
Let A be a poset-enriched category and K be any class of arrows of A. 
Lemma 2.47. Let 3: X + A and G : A + X be poset-functors with 3 -I G. If 3( J) C 
K then 4 maps right Kan (respectively right injective) objects over K to right Kan 
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(respectively right injective) objects over J. Moreover; if D is a right Kan object over 
K, g : X + GD is any arrow, and j : X 4 Y is a member of J, then 
g/j = 4(9-‘(g)/?& 
where 
q5 = @x,0 : hom(FX, D) + hom(X, GD) 
is the natural isomorphism which specijes the adjunction .F i G. 
Proof. First, notice that 4 is an order-isomorphism, because if 7x : X + GFX is the 
unit of the adjunction then 4(f) = Gf o nx [27, p. 80, Eq. (5)], which shows that $ is a 
monotone map as G is a poset-functor and composition is monotone. Let g/j be defined 
by the above equation. Then 
(s/j) oj = ti(C’(s)/.?) oj 
= ti( (6’(g)/-?) 0 -?) by [27, P. 79, Eq. (311 
a+a?)) by Wan') 
9, 
equality holding if D is right injective. This establishes (Kan’). Now assume that hoj 6 g 
for h:X + 60. Then $-‘(hoj) < 4-‘(g). But @‘(hoj) = 4-‘(h) OFT by [27, 
Eq. (4)]. Hence &l(h) < &‘(g)/Fj by (Kanz), and h < 4(4-‘(g)/Fj) = g/j. This 
establishes (Kanz), which shows that g/j is a right Kan extension of f along j, being 
an actual extension if D is injective. 0 
We shall apply both this lemma and its symmetric version, which states that if G(K) C 
J then F maps right Kan (respectively right injective) objects over J to right Kan 
(respectively right injective) objects over K. 
2.4.5. Kan objects and Cartesian closed categories 
Here we assume that X has finite products. An object X of X is exponentiable if the 
functor _ xX : X + X has a right adjoint, which we shall denote by [X + _I. The 
following lemma generalizes [20, Lemma 4. lo]: 
Lemma 2.4.8. Let X be an object of X and assume that j x idx : Y x X + Z x X in 
J for each j : Y -+ Z in J. If X is exponentiable then the functor [X + _] preserves 
right Kan (respectively right injective) objects over J. 
Proof. This is a particular case of Lemma 2.4.7. 0 
A category is Cartesian closed if it has finite products and every object is exponen- 
tiable [27, p. 951. 
Corollary 2.4.9. Assume that j x idx : Y x X + Z x X in J for all j : Y 4 Z in J and 
X E X. If the right Kan (respectively right injective) objects over J are exponentiable, 
then they form a Cartesian closed full subcategory. 
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2.5. Right injective spaces 
Scott [33] proved that the injective To spaces (over subspace embeddings) are the 
continuous lattices endowed with the Scott topology by the following chain of deductions: 
(1) Sierpinski space is injective. (Sierpinski space is the space S with points I and T 
such that {T} is open but {I} is not.) (2) The Cartesian product of any number of 
injective spaces is injective. (3) A retract of an injective space is injective. (4) Every 
Te space can be embedded into an injective space; in fact, into a Cartesian power of 
Sierpinski space. (We can let I be the set of open sets of X and define an embedding 
j : X + S’ by j(z)(U) = T iff z E U.) (5) An injective space is a retract of every 
space of which it is a subspace-f. Lemma 2.4.4. (6) Therefore the injective spaces are 
exactly the retracts of the Cartesian powers of Sierpinski space. (7) A finite lattice is a 
continuous lattice. (8) The Cartesian product of any number of continuous lattices is a 
continuous lattice with Scott topology agreeing with the product topology. (9) A retract 
of a continuous lattice is a continuous lattice with the subspace topology agreeing with 
the Scott topology. (10) Every continuous lattice is an injective space under the Scott 
topology. (11) Therefore the injective spaces are exactly the continuous lattices. 
In fact, Scott [33, p. 1161 proved more, namely that every continuous lattice is what we 
call a right injective space (over subspace embeddings), which shows that the injective 
spaces coincide with the right injective spaces. But notice that Lemmas 2.4.3-2.4.5, 
together with Lemma 2.5.2 below also give a proof of this fact, which does not refer to 
the definition of continuous lattice. Notice also that the proof of the fact that a Cartesian 
power of injective spaces is injective depends on the Axiom of Choice, which is not 
necessary to prove that a Cartesian power of right injective spaces is right injective 
(Lemma 2.4.5), because in the latter case we have canonical extensions available. 
Definition 2.51. If X is a space then QX denotes its lattice of open sets ordered by 
inclusion. Let f : X -+ Y be a continuous map. Then the equation 
Q.f(V) = f-l(v) 
gives rise to a well-defined function Gf : RY --f RX, by continuity of f. Since Qf 
preserves all joins, it has a right adjoint, denoted by Vf : RX 4 RY, which has to be 
given by 
Vf(U) = u {v E tiny 1 .nf(V) c u}. 
There is a bijection between hom(X, S) and GX, given by f +-+ fi’f(T). Let U +-+ XU 
denote its inverse. Since f < g in hom(X, S) iff Qf(T) C Rg(T) in QX, this bijection 
is an order-isomorphism. 
Lemma 2.5.2. Sierpinski space is a right Kan space over arbitrary continuous maps and 
a right injective space over subspace embeddings. Moreovel; for every U E QX and 
every continuous j : X + Y, the right Kan extension of xU : X + S along j is given by 
X” /j = XVj (U) 
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l+mf. xv oj = X3_,(“) = XQl(“) for all V E OY. Hence g H g o j has a right adjoint 
iff 0j has a right adjoint, which is always the case. This shows that S is right Kan over 
arbitrary continuous maps and establishes the above equation. Moreover, ‘Jj is injective 
iff Gj is surjective iff J’ is a subspace embedding. Therefore S is right injective over 
subspace embeddings (and only over subspace embeddings). 0 
The following proposition shows that the injective and the right injective spaces coin- 
cide: 
Proposition 2.5.3. The right injective spaces over subspace embeddings are the retracts 
of Cartesian powers of Sierpinski space. 
Proof. Such a retract is right injective by Lemma 2.4.3. If D is right injective then, 
being a To space, it can be embedded into a Cartesian power of Sierpinski space, which 
is right injective by Lemmas 2.5.2 and 2.4.5. But then it is a retract of the Cartesian 
power, by Lemma 2.4.4. 0 
Proposition 2.5.4. Every (right) injective space over subspace embeddings is a right 
Kan space over arbitrary continuous maps. 
Proof. By Lemmas 2.5.2, 2.4.5, and 2.4.3, the retracts of Cartesian powers of Sierpinski 
space are right Kan spaces over arbitrary continuous maps. 17 
Is the converse true? Thomas Erker (private communication) has shown that it is not. 
He has also obtained an internal characterization of the right Kan spaces. 
2.6. A remark on ScottS extension process 
Scott’s formula 
f/j(y) = v’ lI\f(?W)) 
yEVE(2Y 
discussed in the introduction not only produces the greatest extension off : X + D along 
a subspace embedding j : X + Y, where D is a continuous lattice, but also produces 
the right Kan extension of f along any continuous map j : X + Y. 
In fact, by turning some equalities into inequalities, the proof given in [33, pp. 109, 1 lo] 
covers this generalized situation. Moreover, essentially the same proof establishes the 
following proposition, which has the claim as a corollary: 
Proposition 2.6.1. Let Y and D be To spaces with D injective and let g : Y + D be a 
monotonefunction with respect to the specialization orders of Y and D. Then there is a 
greatest continuous map g : Y + D pointwise below g, given by _ 
g(Y) = VT /jm. 
ycv@znY 
Moreover; CJ agrees with g at every point of continuity of g. 
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We refer to 9_ as the continuous core$ection of g. 
Corollary 2.6.2. For every injective-valued continuous map f : X + D and every con- 
tinuous map j : X + Y, the right Kan extension off along j is the continuous coref?ec- 
tion of the right Kan monotone extension off along j. 
2.7. Continuity of the right-Kan-extension map for right injective spaces 
Definition 2.7.1. A continuous map f : X + Y isfinitary if the function Vf : QX -+ RY 
is Scott continuous (cf. Definition 25.1). 
We say that a To space is nontrivial if it contains at least two distinct points. 
Theorem 2.7.2. The following are equivalent for any continuous map j : X -+ Y: 
(1) Ran: : [X 4 D] + [Y + D] is Scott continuous for each injective space D. 
(2) Ran; : [X -+ S] + [Y + S] is Scott continuous. 
(3) Ran? : [X + D] + [Y 4 D] is Scott continuous for some nontrivial injective 
space D. 
(4) j is a$nitary map. 
Proof. The implications (1) =+ (2) + (3) are trivial. 
(2) u (4) It is clear from Lemma 2.5.2 that Ran: is Scott continuous iff Vj is Scott 
continuous. 
(3) =+ (2) Since D is nontrivial, S can be embedded into D by Is H J-0 and 
Te H TD. Since S is right injective by Lemma 2.5.2, it is a retract of D by Lemma 2.4.4. 
Therefore Ran: is Scott continuous by Lemma 2.4.3. 
(2) + (1) Being a Ta space, D can be embedded into a Cartesian power of S, say 
S’, and hence it is a retract of S’ by Lemma 2.4.4. By Lemma 2.4.5, Ran:’ is Scott 
continuous. But then so is Ran:, by Lemma 2.4.3. 0 
Corollary 2.7.3. For all continuous maps j : X --f Y and all injective spaces D, the 
map Ran; : [X --) D] + [Y 4 D] is Scott continuous iff D is trivial or j is jinitaty. 
Proof. This is an immediate consequence of Theorem 2.7.2, because if D is trivial then 
D is a one-point space and hence Ran? is a constant map. 0 
2.8. Existence of left Kan extensions for injective spaces 
Definition 2.8.1. A continuous map f : X + Y is semi-open if the function fif : G?Y -+ 
L?X has a left adjoint, denoted by 3j : LIX -+ RY (cf. Definition 2.5.1). 
Theorem 2.8.2. The following are equivalent for any continuous map j : X + Y: 
(1) Lan: : [X 4 D] + [Y + D] exists for each injective space D. 
(2) Lany : [X --7‘ S] + [Y 4 s] exists. 
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(3) LanP : [X ---t D] -+ [Y ---t D] exists for some nontrivial injective space D. 
(4) j is a semi-open map. 
Moreovel; in this case the left-Kan-extension maps are Scott continuous, and they produce 
actual extensions if j is a subspace embedding. 
Proof. Similar to the proof of Theorem 2.7.2. First, with a proof similar to that of 
Lemma 25.2, we show that the following holds: A continuous map Xa : X + S has a 
left Kan extension along a continuous map j : X + Y iff j is semi-open. Moreover, in 
this case the left Kan extension x,\j : Y + S is given by 
and it is an actual extension iff j is a subspace embedding. 0 
2.9. Right injective spaces over dense embeddings 
We omit the details of the (routine) proofs of the following facts: 
(1) The right injective spaces over dense embeddings are the closed subspaces of the 
right injective spaces. Therefore the right injective spaces over dense embeddings 
are the continuous Scott domains endowed with the Scott topology. 
(2) The right injective spaces over dense embeddings are right Kan spaces over con- 
tinuous maps with dense image. 
(Use Proposition 2.5.4 and (1) above.) 
(3) The results of Section 2.6 hold for densely injective spaces. 
(Scott’s formula gives rise to a well-defined function f/j. In fact, by density, 
j-’ (V) is nonempty for every nonempty V E RY, and hence the meet is well- 
defined.) 
(4) Theorem 2.7.2 and Corollary 2.7.3 hold for densely injective spaces. 
(Use (1) above.) 
(5) Theorem 2.8.2 holds for densely injective spaces. 
(Every continuous Scott domain D is semi-openly embedded in the continuous 
lattice DT which results from adding a (compact) top element to D. In fact, let 
j:D + D T be the inclusion. Then Qj(V) = V\{ T}, and it is easy to see that 
Qj has a left adjoint 3, : QD + f2DT given by 3j(U) = TD~ U, or, equivalently, 
3,7(U) = U U {T} if U is nonempty and 3, (0) = 0.) 
3. Finitary sublocales and subspaces 
3.1. Finitaty sublocales 
The results on finitary sublocales discussed in this subsection are transferred to finitary 
sober subspaces in Section 3.2 below, via the usual adjunction between the category of 
locales and the category of spaces. 
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We assume some familiarity with the terminology and basic results on frames and 
locales as described in [20] or [43]. Recall that a frame is a complete lattice in which 
finite meets distribute over arbitrary joins, and that a frame homomorphism preserves 
finite meets and arbitrary joins. The category of spaces and continuous maps is denoted 
by Sp, the category of frames and frame homomorphisms is denoted by Frm, and the 
opposite of Frm is denoted by Lot. The objects of Lot are referred to as locales, and its 
arrows of are referred to as continuous maps. 
A nucleus [20, p. 491 on a locale A is a map j : A + A such that 
(NI) a < j(a), 
(Nz) j(o A b) = j(a) A j(b), 
(N3) j(j(a)) < j(a). 
By (Nz), a nucleus is monotone, and hence by (Ni) and (N3) it is idempotent. Therefore 
a nucleus is a closure operator (an idempotent monotone map above the identity) which 
preserves binary meets. A nucleus isJinitary if it preserves directed joins [3, p. 6491. 
A sublocale [20, p. 501 of a locale A is a locale of the form Aj = j(A) = {j(a) 1 
a E A} for some nucleus j : A + A. A jinitary sublocale is a sublocale induced by a 
finitary nucleus. 
The following two lemmas are applied in Section 3.2. We include them at this point 
for the sake of motivation: 
Lemma 3.1.1. A subspace embedding j : X -+ Y isJinitaly iff the induced nucleus 
j,~~f~jOf2j:f2Y+s2Y 
is jinitary. 
Proof. If Vj is finitary so is jx because 0~’ preserves all joins. Conversely, if jx is 
finitary then Vj preserves directed joins because jx is a Scott continuous idempotent and 
Qj is a Scott continuous surjection [2, Proposition 3.171. 0 
A space is sober iff every completely prime filter of open sets is the open neighborhood 
filter of a unique point [20, p. 431. A locale A is called spatial (or said to have enough 
points) [20, p. 431 if for all a and b in A with a < b there is a completely prime filter 
F C A with a E F but b $! _T. The category of sober spaces and continuous maps is 
denoted by Sob. The categories of spatial locales and sober spaces are equivalent. 
Lemma 3.1.2. For any sober space Y there is an inclusion-preserving bijection between 
sober subspaces of Y and spatial sublocales of f2Y. Moreoven the above bijection can 
be given by the map which sends a sober subspace X to the nucleus jx dejined by 
where j : X -+ Y is the inclusion. Its inverse sends a nucleus j to the subspace Xj 
dejined by 
xj = {y E Y 1 vu E tiny: y E j(U) =3 y E v} = {y E Y 1 y $2 j(Y\Jy)}. 
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Proof. See [28, pp. 504, 5051. 0 
3.1.1. Spatial locales 
Lemma 3.1.3. Let Aj be a jinitary sublocale of a locale A. If 3 is a Scott open filter 
in A then j(3) is a Scott open$lter in Aj. 
Proof. First, notice that j(3) C 3, because id < j and 3 is an upper set in A. Let 
a E j(3) and b E Aj with a 6 b. Since a E 3 and 3 is a filter, b E 3. It follows that 
b E j(3), because b = j(b). Hence j(3) is an upper set in Aj. Now let a, b E j(3) and 
a’, b’ E 3 with a = j(a’) and b = j(b’). S ince a’ A b’ E 3 as 3 is a filter and since 
n A b = ~‘(a’) A j(b') = ~‘(a’ A b’), it follows that a A b E j(3). Therefore j(3) is a filter. 
Finally, let V and Vj denote the join operations of A and A,, respectively, and let A C Aj 
be a directed set with Vj A E j(3). We know that Vj A = j ( V A) [20, p. 491. Since j 
is finitary, j ( V A) = V j(A). Therefore Vj A = V A, because j(A) = A as A C Aj. 
Since j(3) C 3 and 3 is Scott open in A, there is some b E A with b E 3. Hence 
j(b) E j(3). Butj(b) = b, because b E A C A,. Thereforej(3) is Scott openin Aj. 0 
The following is the only result in Section 3.1 that makes use of the Axiom of Choice 
(in the form of Zom’s Lemma): 
Theorem 3.1.4. Spatial locales are closed under the formation of$nitary sublocales. 
Proof. Let a d b in A, for some finitary nucleus j : A + A on a spatial locale A. Then 
a $ b in A. Since A is spatial, there is a completely prime filter 3 C A with a E 3 but 
b $ 3. Since 3 is Scott open, so is j(3) by Lemma 3.1.3. Since j(3) C 3 and b = j(b), 
we have that b $! j(3). H ence we may use Zom’s Lemma to enlarge j(3) to a Scott open 
filter G maximal amongst those not containing b, because a directed union of Scott open 
filters is a Scott open filter. By Lemma VII-4.3 of [20, pp. 310, 31 I], which states that 
every Scott open filter 6 maximal amongst Scott open filters not containing b is prime, 
recalling that a filter is completely prime iff it is prime and Scott open [15, p. 2571, 
we conclude that G is a completely prime filter not containing b. But a E j(3) & G. 
Therefore A3 is spatial. 0 
3.1.2. Stably locally compact locales 
A locale A is compact [20, p. 801 if its top element 1 is compact in the sense that 
1 < I, and it is locally compact if it is a continuous lattice [20, p. 3101; [15, p. 2701. 
Remark 3.1.5. The classes of compact locales and locally compact locales are closed 
under the formation of finitary sublocales. 
Proof. (1) A nucleus is a closure operator, and the corestriction of a Scott continuous 
closure operator to its image preserves compact elements [15, p. 871. 
(2) The image of a Scott continuous idempotent defined on a continuous lattice is a 
continuous lattice [ 15, p. 631. 0 
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A meet-semilattice is stably continuous [20, p. 2961 if it is continuous, 1 < 1, and its 
way-below relation is multiplicative, in the sense that CC << y and IC < z together imply 
x << y A Z. A locale is stably locally compact if it is stably continuous [20, p. 3131; [38, 
p. 3211. A locale is spectral [43, pp. 119, 1201 if it is algebraic and the compact elements 
form a sublattice. Since it suffices that the compact elements form a meet-semilattice, 
we see that every spectral locale is stably locally compact. 
Lemma 3.1.6. 
(1) Let D and E be dcpos with binary meets and 1: E --+ D be a map which preserves 
binary meets and has a Scott continuous injective right adjoint r : D -+ E. If E 
is a continuous poset with multiplicative way-below relation, so is D. 
(2) Let E be a poset with binary meets and j : E + E be a Scott continuous, meet- 
preserving closure operator If E is a continuous poset with multiplicative way- 
below relation, so is j(E) with the inherited order 
Proof. (1) D is a retract of E because T, being a right adjoint, is injective iff 1 or = ido. 
Hence D is a continuous dcpo with binary meets [2, Proposition 3.1.3, Theorem 3.1.41. 
Assume that z < y and z < z in D. Since 1 o T = ido, we have that x < I(r(y)) and 
x << l(r(y)). Since D and E are continuous and 1 is Scott continuous (it preserves all 
joins), by the so-called e-6 characterization of Scott continuity [2, Proposition 2.2.111; 
[15, pp. 112, 1191, there are y’ < r(y) and Z’ < T(Z) in E such that already z << l(y’) 
and z < l(z’) in D. By multiplicativity of the way-below relation of E and the fact that 
r is a right adjoint and hence preserves meets, 
y’ A 2’ < r-(y) A r(Z) = r(y A 2). 
Since 1 preserves the way-below relation as it has a Scott continuous right adjoint [2, 
Proposition 3.1.141, 
l(y’ A z’) < l(r(y A z)) = y A z. 
But x < l(y’) A l(z’) = l(y’ A 2). Hence 2 < y A z in D. Therefore the way-below 
relation of D is multiplicative. 
(2) The map j factors through its image D ‘!%f j(E) as j = T o 1 with T : D --+ E 
the inclusion, 1: E --f D the corestriction of j to its image, and 1 left adjoint to T [15, 
p. 221. Since j is idempotent and monotone, its image E is a continuous dcpo with 
binary meets [2, Proposition 3.1.2, Theorem 3.1.41. Since j is Scott continuous so is 
T [2, Proposition 3.1.71. Also, it is clear that 1 preserves binary meets and T is injective. 
Therefore the result follows from (1). 0 
Theorem 3.1.7. The classes of stably locally compact locales and spectral locales are 
closed under the formation of finitary sublocales. 
Proof. Immediate consequence of Lemma 3.1.6 and Remark 3.15. For the spectral case, 
it suffices to note that Scott continuous images of algebraic lattices are algebraic. 0 
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3.1.3. Finitary hulls of sublocales 
The set N(A) of nuclei on a locale A is ordered by j < Ic iff j(a) < /C(U) for all a E A. 
By [20, p. 511, we know that N(A) is a frame dual to the set of sublocales of A ordered 
by inclusion, in the sense that j < Ic iff Aj > Ah. Meets in N(A) are given pointwise, 
in the sense that for all J C_ N(A) one has that (A J)(a) = AjCJj(u). Joins are harder 
to describe explicitly, because a pointwise join is not necessarily idempotent, though we 
may note that the sublocale A v J is simply the set-theoretic intersection n,,, Aj. But 
(arbitrary) joins ofjinitury nuclei are easy to describe explicitly. Let F(A) denote the set 
of finitary nuclei on a locale A. 
We first remark that directed joins of jinitury nuclei are computed pointwise. In fact, 
let J 2 F(A) be directed, and define i(a) = V,‘,, j(a). In order to establish the claim, 
it is enough to show that i is a nucleus. It is clear that i is above the identity. It preserves 
binary meets because each j E J does and because binary meets distribute over joins. 
Finally, it is idempotent by virtue of the following calculation: 
i@(u)) = VT.I(i(u)) = //Tj( v&) = VTVTl(k(u)) 
gEJ jGJ kEJ Jo J kE.J 
= Vt3(j(u)) = VTj(u) = i(u). 
jEJ jEJ 
Lemma 3.1.8. F(A) is a subfrume of N(A). Moreovel; for all J 2 F(A), 
(VJ)(a) = VT44 
CYEJ* 
where J’ is the set offinite compositions of members of J. 
Proof. The empty meet is finitary because it is the identity, and it is clear from frame- 
distributivity that finitary nuclei are closed under binary meets. Each member of J* 
is a Scott continuous map above the identity and preserves binary meets, but is not 
necessarily idempotent. The set J* is nonempty because it contains the identity map, and 
if cy, ,!? E J* then ,!3 o a E J* is above Q: and ,D because (Y and ,O are above the identity. 
Hence J* is a directed collection of Scott continuous maps, and the function i : A + A 
defined by 
i(u) = v’ o(u) 
O!EJ’ 
is a Scott continuous map above the identity. It is idempotent because 
i(i(u)) =i( &(a,) = VT+(u)) = VT V1/3(o(u)) 
C&J’ C&J’ aeJ* PGJ* 
= VT P(44) = V%(a) = i(a), 
CX,BE J’ yEJ* 
where the equations of the second row follow from the fact that J* = {,BOCI 1 a, /3 E J*}. 
Since each member of J* preserves binary meets, 
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i(u) A i(b) = v’ a(u) A V’P@) = v’ (44 A v’m) 
QEJ’ ,L%J* aEJ’ pEJ* 
= VT V’s(u) A /3(b) = v’ a(u) A P(b) 
~EJ’ /3EJ* CV,PE J* 
= v’r(a) A y(b) = v’ $a A b) = i(a A b), 
TEJ’ -/EJ’ 
because for all Q, p E J* there is y E J* above cy and ,0 and hence o(a) A P(b) < 
r(a) A y(b). This shows that i is a finitary nucleus. It remains to show that i is the 
least upper bound of J in N(A). S ince J C J*, we have that i is an upper bound 
of J. Let k be another upper bound. For finitely many ji, . . . , j, E J, we have that 
j, 0 .‘. o j, < k” < k by monotonicity of composition and the fact that k is an 
idempotent above the identity. Since ji o . . o j, is an arbitrary member of J*, this 
means that k is an upper bound of J* in the set of monotone endomaps of A ordered 
pointwise. Therefore i < k. 0 
Corollary 3.1.9. Finitary sublocales are closed under the formation of arbitrary inter- 
sections. 
A sublocale is dense [20, p. 501 if it is induced by a nucleus j with j(0) = 0. Every 
locale has a smallest dense sublocale, induced by the double Heyting complement nucleus 
a H TlU [20, pp. 50, 511. 
Theorem 3.1.10. For every sublocale B of a locale A there is a smallest$nitary sublo- 
tale ?? of A containing B as a sublocale, called the finitary hull of B (relative to A). 
In particular: every locale has a smallest$nitary dense sublocale, called its support and 
denoted by Supp(A). 
Proof. B is the intersection of the finitary sublocales containing B (which include A). 
The particular case follows from the fact that a sublocale larger than a dense sublocale is 
itself dense, and hence we can take the finitary hull of the smallest dense sublocale. 0 
Remark 3.1.11. 
(1) In general, the smallest dense sublocale of a spatial locale is not spatial again. But, 
by Theorem 3.1.4, if a locale is spatial so is its smallest finitary dense sublocale. 
(2) We can construct the smallest finitary dense sublocale directly, without appealing 
to the smallest dense sublocale. In fact, let J be the set of finitary dense nuclei on 
a locale A. Then Corollary 3.1.8 shows that V J preserves 0 and is finitary. Hence 
V J E J and V J has to be the greatest finitary dense nucleus on A. Therefore 
AVJ is the smallest finitary dense sublocale of A. 
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3.1.4. Finitary hulls in the stably locally compact case 
The following lemma is well known [15, p. 631; [21, p. 211; [26, p. 1461: 
Lemma 3.1.12. Let D be a continuous dcpo, E be a directed complete poset, and let 
f : D -+ E be a monotone function. Then there is a greatest Scott continuous map f - 
below f, given by 
f(Z) = VkW). 
y<z 
We refer to f as the continuous coreflection of f (cf. Proposition 2.6.1). - 
Lemma 3.1.13. The continuous corejection of a closure operator defined on a continu- 
ous dcpo is itself a closure operator 
Proof. Let D be a continuous dcpo and j : D + D be a closure operator. Since j is above 
the identity of D, so is j, because the identity is Scott continuous and j is the greatest 
Scott continuous function below j. Since j 6 j, by monotonicity of the composition 
operator we have that j o j 6 j o j < j. %-ice j is the greatest Scott continuous map 
below j and j o j is S&continuous, we have that j o j < j. Therefore j is a closure 
operator. 0 - - 
-- - _ 
Lemma 3.1.14. Let D be a continuous poset with binary meets and multiplicative way- 
below relation. If a monotone map j : D + D preserves binary meets, so does its 
continuous corejection. 
Proof. In any continuous poset with binary meets, the binary meet operation is Scott 
continuous [33, p. 1061. Hence 
i(x A 1~) = V’ j(c) = VT j(c) by multiplicativity 
C<ZAY c<z,c<y 
= v’ j(aA b) = VT j(u) nj(b) 
a<<x,b<<y n<z,b<y 
= v’m A vrm by Scott continuity of the meet operation 
a<x b<y 
= j_(x) A j(V). 0 
Theorem 3.1.15. For every sublocale Aj of a stably locally compact locale A, the 
finitary hull of A, is induced by the continuous corejlection of j. In particular, 
Supp(A) = A,,. 
Proof. Immediate consequence of Lemmas 3.1.13 and 3.1.14. 0 
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3.1.5. Finitary maps and upper power locales 
For a definition of the upper power locale monad U = (U, ~7, CL) and see [32] or [42] 
(see also [43]). 
Definition 3.1.16. Let 3 : X + X be a poset-functor on a poset-enriched category X. 
A right 3-arrow is a map f : X -+ Y in X such that 3’f : 3X + _TT has a left adjoint, 
denoted by f-’ : .FY --+ 3X. If the adjunction is reflective (i.e., f-’ o Sf = idFX), we 
say that f is a right 3-embedding. Left 3-arrows and left 3-embeddings are defined by 
reversing the adjunction and changing reflectiveness to coreflectiveness (which amounts 
to the same equation). 
We shall prove a topological version of the following result (Proposition 3.2.17): 
Proposition 3.1.17 (Vickers). Let f : X -+ Y be a continuous map of locales. 
(1) f is a jinitary map iff it is a right U-arrow. 
(2) f is a jinitary sublocale embedding iff it is a right U-embedding. 
Proof. For (1) see [42, Proposition 5.61. Item (2) is not stated in [42], but it immediately 
follows from the construction given in the proof. 0 
3.2, Finitary subspaces 
A space is called locally compact if every point has a neighborhood base of com- 
pact sets. A sober space is locally compact iff its locale of open sets is locally com- 
pact [15, p. 2591. A sober space is called spectral [43, p. 1201 if it has a base of 
compact open sets. A sober space is spectral iff its locale of open sets is spectral [43]. 
A sober space is called stably locally compact [38, p. 3211 if it is compact and lo- 
cally compact, and the intersection of any two compact saturated sets is compact. Re- 
call that a compact set is saturated iff it is the intersection of its neighborhoods iff 
it is an upper set with respect to the specialization order. A sober space is stably lo- 
cally compact iff its locale of open sets is stably locally compact [38, p. 3231. Sta- 
bly locally compact spaces include compact Hausdorff spaces, continuous lattices and 
continuous Scott domains endowed with the Scott topology (and more generally FS- 
domains) [22,2]. 
Theorem 3.2.1. The classes of sober spaces consisting of 
(1) compact spaces, 
(2) locally compact spaces, 
(3) spectral spaces, 
(4) stably locally compact spaces 
are closed under the formation of finitary sober subspaces. 
Proof. Immediate consequence of Theorems 3.1.4 and 3.1.7, Remark 3.1.5, and Lem- 
mas 3.1.1 and 3.1.2. 0 
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Theorem 3.2.2. For every subspace X of a sober space Y there is a smallest finitury 
sober subspace fl of Y containing X as subspace, called the finitary sober hull of X. 
In particular; every sober space has a smallest finitary dense sober subspace, called its 
support and denoted by Supp(X). 
Proof. Immediate consequences of Theorem 3.1.4 and Lemmas 3.1.1 and 3.1.2. ??
3.2.1. A point-set characterization of finitary sober subspaces 
Theorem 3.2.3 (Hofmann and Lawson). Let X and Y be sober spaces. Then a contin- 
uous map f : X + Y is finitary iff the following conditions hold: 
(1) rf Q C Y is compact saturated then f ~ I (Q) C X is compact. 
(2) rf C C X is closed then lf( C) & Y is closed. 
Moreover; if X and Y are locally compact, then condition (2) follows from condition (1). 
Proof. See [18, Proposition 3.31; [17, Remark 1.31. 0 
Corollary 3.2.4. A subspace inclusion X C Y of sober spaces isjnitary @the following 
conditions hold: 
(I) Q n X is compact for every compact saturated set Q & Y. 
(2) JC is closed in Y for every closed set C C X. 
Moreover if X and Y are locally compact, then condition (2) follows from condition (1). 
Proof. If j : X 4 Y is the subspace inclusion then j-’ (Q) = QnX and j(C) = C. 0 
In particular, a subspace of a compact Hausdorff space is finitary iff it is closed. 
Remark 3.2.5. Condition (2) of Theorem 3.2.3 is equivalent to 
(2’) For every open set U g X, the set U, dAf {y E Y 1 f-‘(TV) C U} ’ is open. 
If j : X + Y is a subspace inclusion then U, = {y E Y 1 Ty I- X C U}. 
Proof. Condition (2) is clearly equivalent to: 
(2”) For every open set U C X, the set Y\lf(X\U) is open. 
But 
Y E Y\U(X\V iff Y $ If(X\V 
iff V/zEX:s$U*ydf(z) 
iff VzEX:y<f(z)=+zEU 
iff V’zEX:zEf-‘(fy)*zEU 
iff f-‘(ty) G U. 
Therefore U, = Y\Jf(X\U), which shows that (2’) is equivalent to (2”). Cl 
Lemma 3.2.6. If f : X 4 Y is a finitary map of sober spaces then 
Vf(U) = u,. 
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Proof. By Theorem 3.2.3 and Remark 3.2.5, the set Uf is open. Also, we know that 
V#J) = u {v E OY 1 f-‘(v) c u}. 
In order to conclude that Uf C Vf(U), we show that f-l (Uf) C U. Let 2 E f-‘(Uf) C 
U. Then f(z) E Uf and f-‘(Tf(z)) E U. Therefore IC E U, which establishes 
f-‘(Uf) c u. c onversely, let y E Vf (U). Then there is some V E RY such that 
y E V and f-‘(V) C U. But ry C V and hence f-‘(1~) C f-‘(V), which shows that 
y E Uf. Therefore v~f(U) C Uf. 0 
Remark 3.2.7. Any subspace embedding j : X -+ Y is an order-embedding (with respect 
to the specialization order). 
Proof. The fact that j is an embedding can be expressed by saying that Oj is surjective. 
By a general property of adjunctions, fij o Vj = idax. Assume that j(z) < j(y) and 
let U be an open neighborhood of 5. Then z E Oj(Vj (U)) and hence j(z) E Vj (U). 
It follows that j(y) E vj(U), b ecause open sets are upper closed. But this means that 
y E Qj(k’j(U)) = U. Therefore 5 < y. 0 
Proposition 3.2.8. A jinitary map of sober spaces is a subspace embedding iff it is an 
order-embedding. 
Proof. (+) Remark 3.2.7. 
(+) Let j : X + Y be a finitary order-embedding of sober spaces. We first show 
that j-‘(Tj(z)) = tz. Let y E j-‘(Tj(z)). Th’ 1s means that j(z) 6 j(y). Hence 5 < y 
and y E tz. Conversely, let y E tz. Then 2 < y and j(z) < j(y), which means 
y E j-‘(tj(z)). Therefore j-‘(Tj(z)) = tz as desired. Let U E RX. Then 
G+(u) =j-‘({Y E y I j-‘(YY) c u}) by Lemma 3.2.6 
= {z E x 1 j-‘(Tj(z)) c u} = {z E x 1 TX c U} = u. 
Hence fij is surjective. Therefore j is a subspace embedding. 0 
Lemma 3.2.9. Finitary maps of locally compact sober spaces are closed under finite 
products. 
Proof. Let f : X -+ A and g : Y -+ 2 be finitary maps of locally compact sober spaces 
and let Q C A x B be a compact saturated set. Then 
(f x g)-‘(Q) = f-’ (p(Q)) x 9-l (q(Q)) 
isacompactset, wherep:AxB + Aandq:AxB + B are the projections, because the 
continuous maps p and q preserve compactness and saturatedness, f and g are finitary and 
hence reflect compact saturated sets by Theorem 3.2.3, and the product of two compact 
sets is compact (Tychonoff Theorem). Therefore f x g is finitary by Theorem 3.2.3, 
because X x Y and A x B are locally compact sober. 0 
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3.2.2. Supports and subspaces of maximal points 
The subspace of maximal points of a space X with respect to the specialization order is 
denoted by Max(X). EveryJinite To space X has Max(X) as its smallest dense subspace. 
We now consider a more general situation. 
Remark 3.2.10. Max(X) is dense in X for any sober space X. 
Proof. By sobriety, the specialization order of X is directed complete [20, p. 461, and 
thus every point is below a maximal point by Zorn’s Lemma. Hence LMax(X) = X. 
Therefore Max(X) is dense in X, because closed sets are lower sets. (7 
Lemma 3.2.11. Let X C: Y be a jinitary inclusion of sober spaces. If X is dense in Y 
then Max(Y) C X. 
In particular 
(1) Max(Y) 1; Supp(Y). 
(2) Supp(Y) is the3nitat-y sober hull ofMax( 
(3) IfY is T, then Supp(Y) = Y. 
Proof. Since X is closed in X, 1X is closed in Y. But then IX is the closure of X 
in Y by Corollary 3.2.4, because closed sets are lower sets. By density, IX = Y. This 
means that every element of Y is below some element of X. 0 
Lemma 3.2.12. Let X be a stably locally compact space. Then any two disjoint compact 
saturated subsets of X can be separated by disjoint neighborhoods. 
In particular; 
(1) Max(X) is Hausdor# 
(2) X is Tl if it is compact Hausdo$ 
(3) LQ is closed for every compact saturated set Q C X. 
Proof. We show that if Q, R C X are compact saturated sets such that every neighbor- 
hood of Q meets every neighborhood of R, then Q meets R. Let 3 and 6 be the open 
neighborhood filters of Q and R, respectively, and put 
Then ‘H is a proper filter. Let U E 3 and V E G. By compactness of Q and R, there 
are U’ << U and V’ << V in 3 and G, respectively. Since U’ n V’ is way-below U and 
way-below V, it follows that U’ n V’ < U n V, by stability. This shows that ‘FI is Scott 
open. By the Hofmann-Mislove Theorem [2,19,39], 3-1 is the open neighborhood filter 
of a (unique) nonempty compact saturated set, which by construction of 1-1 is contained 
in Q and R. 
Of the conclusions (l)-(3), only (3) is not immediate. Let p be a limit point of Q. 
Then, by definition, every neighborhood of q meets Q. Hence every neighborhood of 
fp meets every neighborhood of Q. It follows that Tp meets Q, because tp is compact 
saturated. Therefore p E LQ. •I 
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Theorem 3.2.13. For any stably locally compact space X, Supp(X) = Max(X) iff 
Max(X) is compact. 
Proof. (*) Supp(X) is compact by Corollary 3.2.1. 
(-G) Max(X) is sober because it is Hausdorff by Lemma 3.2.12. By stability of X, 
Max(X) n Q is compact saturated for every compact saturated set Q C X. Hence 
Max(X) is a finitary sober subspace of X by Corollary 3.2.4. It follows that Supp(X) C 
Max(X), because Max(X) is dense by Remark 3.2.10. Therefore Supp(X) = Max(X) 
by Lemma 3.2.11. 0 
The interior and closure of a subset A of a space X are denoted by A” and A-, 
respectively. 
Proposition 3.2.14. For any stably locally compact space X, 
Supp(X) = n U u X\(T)’ = n LWX\(lQ)“, 
V<U &SW 
where U and V range over OX, and Q ranges over the compact saturated subsets of X. 
If X is a continuous poset endowed with the Scott topology then Q can taken as the 
upper set of a finite set. 
Proof. In the following calculation, step (t) follows from the fact that for any locally 
compact space X, one has that V << U in s2X iff V C Q C U for some compact 
saturated set Q C X [15, pp. 40, 2591: 
Supp(X)={zEX~VuERX:zE~(U)=+zEU} 
by Theorem 3.1.15 and Lemma 3.1.2 
because 7-v = (I/-)” 
={zEX~vuEnx:(W<u:zE(V-)“)+Y7xU} 
={a:EX~VuEnx:vv<u:zE(V-)“=+zEU} 
={~:ExI~uE~x:vQcU:~E(Q-)O~~~U} 
={~EXIVUERX:VQCU:~:E(~Q)“=+G~:U} 
by Lemma 3.2.12. 0 
( t> 
It follows that the following conditions are equivalent: 
(1) 2 $ SUPP(X). 
(2) There are V < U with z E (V-)” but 2 $! U. 
(3) There are Q G U with z E (IQ)” but 2 $ U. 
(4) There is V << X\lz with 2 E (V-)“. 
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We now briefly consider some examples of supports from applications of domain 
theory to denotational semantics. Recall that continuous Scott domains endowed with 
the Scott topology are stably locally compact spaces [2]. 
(1) For any flat domain Al one has that Supp(Al) = A iff A is finite. 
(2) Let C” = C* U C” be the domain of finite and infinite sequences over a set C, 
with the Scott topology induced by the prefix order. Then 
(a) If C is finite then Supp(C”) = C”, because Cw is compact. 
(b) If C is infinite then Supp(C”) = C30, because there is no other compact set 
Q containing Max(C”) = Cw such that fd n Q is compact for every finite 
d E C”, as the only compact sets are the upper sets of finite sets. 
(3) Let L be the domain of lazy natural numbers. Then Supp(L) is the one-point 
compactification of the discrete space of natural numbers, because this is the 
subspace of maximal points. 
(4) Let Z be the domain consisting of the closed intervals of the unit interval with the 
Scott topology induced by reverse inclusion [13,11]. Then Supp(Z) 2 [0, l]. 
(5) Let R be the space consisting of the compact intervals of the real line with the 
Scott topology induced by reverse inclusion [34]. Then R fails to be a continuous 
Scott domain because it lacks a bottom element. The support of its lifting is given 
by Supp(R~) g lK1, where IRl is the Euclidean real line with a bottom element 
in its specialization order. 
3.2.3. Finitary subspaces of injective spaces 
The following concept is due to Smyth [37] (see also [32,43]). Let X be a To space. 
The upper power space of X is the space 24X whose points are the compact saturated 
sets of X and whose topology is generated by the base {OU / U E fix}, where 
??U={QEUX(Q~U}. 
Then UX is a To space with specialization order given by 
Q < Q’ iff Q > Q’. 
The upper power space construction preserves sobriety, compactness and local compact- 
ness [32, pp. 127, 1321. If X is locally compact and sober, then the specialization order 
of UX makes the set of points of UX into a continuous dcpo, and the topology of UX 
coincides with the Scott topology induced by the specialization order [32, pp. 132, 1331. 
If the empty compact set is omitted from the set of points of the upper power construc- 
tion, the above definitions and facts are valid [32, p. 1401. This variant of the upper 
power space of X is denoted by U’X. 
Lemma 3.2.15. Let X be a TO space. The map 7~ : X + UX de$ned by 
77x(z) = l‘z 
is a jinitary subspace embedding. Moreovel; for all U E RX, 
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The same results hold if the empty compact set is omitted from the set of points of Ux. 
Moreover; in this case qx : X + U’X is a dense subspace embedding. 
Proof. Let U E RX. Then nil(OU) = {x E X / 1‘2 C U} = U. Hence qx is an 
embedding. In order to conclude that VVx (U) = ??IU it suffices to show that U H ??!U 
is right adjoint to .Rqx. The above argument also shows that Gvx (OU) = U for all 
U E L’. It remains to show that V C !I( L’VX (V)) for all V E GUX. We have that 
??(~~~(V))=O{~EX~~~~V}={Q~UX~Q~{~~X~~~~V}}. 
Let V E L’UX and Q E V. Then Tq E V for all q E Q, because Q is saturated and 
hence Q < Tq. Therefore Q E ??l(Rnx (V)), which establishes the adjunction. In order 
to see that qx is finitary, let A C L’X be directed. Then 
??IUA={QEUX~QC~A} 
= {Q E UX 1 3U E A: Q C U} by compactness of Q 
= U{QEUXIQCU)= U ??u. 
UEA CJEA 
Finally, in order to conclude that 7~ : X + U’X is dense, it suffices to show that 
Vqx (8) = 8. But this follows from the fact that V,,x (0) = 08 = 0 (without omitting the 
empty compact set one would have 00 = (0)). 0 
Theorem 3.2.16. The jinitary sober (dense) subspaces of the (densely) injective spaces 
are the stably locally compact spaces, up to homeomorphism. 
Proof. Every continuous lattice and every continuous Scott domain is stably locally 
compact and hence so is any sober subspace by Theorem 3.2.1. Conversely, for any 
stably locally compact space X, the map rlx : X + UX is an embedding into a con- 
tinuous lattice. In fact, UX is a always meet-semilattice under the specialization or- 
der, it is a continuous poset with Scott topology coinciding with the intrinsic topol- 
ogy by sobriety and local compactness, and it is a join-semilattice by stability. There- 
fore UX is a continuous lattice by directed completeness of the specialization order. 
Similarly, the map qx : X -+ U’X is a dense embedding into a continuous Scott do- 
main. 0 
Notice that any compact Hausdorff space X is homeomorphic to SuppUtX. More 
generally, for any sober space X, SuppX is homeomorphic to SuppUtX. 
3.2.4. Finitary maps and upper power spaces 
The upper power space constructor U defined in Theorem 3.2.3 becomes a poset- 
functor U : Sp, -+ Sp, if we define 
uf(Q) = tf(Q) 
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for all f : X + Y in Sp, [32, p. 1271. Continuity of Uf follows from the fact that 
(z4f)-‘(clV) = Of_‘(V), 
which, by virtue of Lemma 3.2.15, can be expressed as 
fiUf 0 VJ,, = VVV 0 nf. 
Moreover, with this definition, n becomes a natural transformation Id -+ 24. 
Proposition 3.2.17. Let f : X -+ Y be a continuous map of sober spaces. 
(1) f is $nitary iff it is a right U-arrow. 
(2) f is a$nitary subspace embedding iff it is a right U-embedding. 
Cf. Definition 3.1.16 and Proposition 3.1.17. 
Proof. (+) Define g : UY 4 UX by g(Q) = f - ’ (Q). Since f is finitary, g is a well- 
defined set-theoretical function by Theorem 3.2.3. It is also continuous, because for all 
UEOX, 
g-’ (W = {Q E UX I g(Q) E ??u} = {Q E UX I f-‘(Q) G u} 
= {Q E UX 1 Vq E Q: f -’ (Tq) S U} because Q is an upper set 
= {Q E UX / Vq E Q: q E Vf(U)} by Lemma 3.2.6 
= {Q E UX I Q c Vf(U)} = W’,(U). 
In order to show that g -I Uf (reflectively if f is an embedding), we have to show 
that (i) g(Uf (P)) > P for all P E UX (equality holding if f is an embedding), and 
(ii) Uf (g(Q)) C Q for all Q E UY. 
(i) Let p E P. Then f(p) E If(P), w ic meansp E f-‘(Tf(P)) =g(Uf(P)). Con- h’ h 
versely, assume that f is a subspace embedding and let 1c E g(Uf (P)) = f -’ (Tf(P)). 
This means that f(x) E Tf (P). H ence there is some p E P such that f(p) < f(z). It 
follows that p < z, because f is an order-embedding by Remark 3.2.7. Therefore z E P 
because P is saturated. 
(ii) Let q E Uf(g(Q)) = Tf(f-l(Q)). Then y < q for some y E f(f-‘(Q)). But 
y = f(x) for some z E f-‘(Q), . i.e., for some 5 with f(x) E Q. Since f(x) 6 q and Q 
is saturated, q E Q. 
(+=) (In this part-which is adapted and expanded from [42, Proposition 4.6]-we do 
not need the fact that X and Y are sober.) Let g : UY + UX be a left adjoint of Uf 
and define G : RX + flY by G = flnv o Rg o ‘diax. Then 
6’foG 
= Qf OR~yoRgolf’,, 
=.n~xo.nUf o~gokf7x by naturality of rj and contravariance of 0 
< @x 0 v,, because g o Uf < idnux and 0 is contravariant 
= idnx by Lemma 3.2.15, 
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equality holding if f is a right U-embedding, and 
Goof =tiqyo.ngoVV, oOf 
=tir/yoflgoflUf OVVY 
3 fhY 0 vav because Uf o g > iday and O is contravariant 
= iday by Lemma 3.2.15. 
Hence Of i G, which shows that G = Vf . But G preserves directed joins because Rrly 
and Rg preserve all joins and QX is finitary by Lemma 3.2.15. Therefore f is finitary. 
Now assume that f is a right U-embedding. Then Of o Vf = C2f o G = idox, which 
means that L?f is surjective. Therefore f is a subspace embedding. 0 
We say that a map is dense if its image is dense. 
Proposition 3.2.18. Let f : X 4 Y be a continuous map of sober spaces. 
(1) f is a$nitary dense map ifSit is a right Uf-arrow 
(2) f is a$nitary dense embedding iff it is a right Uf-embedding. 
Proof. (+) As in the proof of Proposition 3.2.17, noting that f-‘(Q) is nonempty for 
every nonempty compact saturated Q. In fact, f is dense iff V’,(S) = 0. But 
Vf(0) = {Y E Y I f-‘(ty) C a> 
by Lemma 3.2.6. Hence f -‘(Ty) is nonempty for every y E Y. 
(+> As in the proof of Proposition 3.2.17, noting that Vf = G = firly o Og o VVx, 
that Vax (0) = 0 by Lemma 3.2.15, and that trivially fig(s) = 0 and flvy(0) = 0. 0 
For each TO space X, define PX :UUX + UX by 
I.LX(Q) = u CC?. 
Then px is well-defined, and it is continuous because 
Moreover, p : UU + U is a natural transformation and U = (2.4, 7, p) is a monad [27, 
p. 1331 on Spa [32, pp. 128, 1291. We refer to it as the upper power space monad. 
Similarly, we have an upper power space monad Uf = (U’, q, p). 
The following lemma shows that U and .?A+ are right KZ-monads in the sense of 
Definition 4.1.2 below: 
Lemma 3.2.19. For every To space X, wx < U~X and rl,+, < U+~X. 
Proof. Let Q E UX and P E U~X (Q). Th is means that P c fq for some q E Q. Hence 
P C Q, because Q is saturated. This means that P E mx(Q). Therefore mx(Q) > 
Uqx(Q). The second inequality is proved in the same way. 0 
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4. Injective objects which are the algebras of KZ-monads 
4.1. KZ-monads in poset-enriched categories 
We now specialize Kock’s notion of KZ-doctrine in a 2-category [24] obtaining the 
notion of KZ-monad in a poset-enriched category (cf. [24, Theorem 5.41). We first sum- 
marize the (poset-duals of the) main results of Kock’s paper specialized to poset-enriched 
categories: 
Lemma 4.1.1 (Kock). Let 7 = (7,q,p) b e a monad in a poset-enriched category X, 
and assume that ‘T is a poset-finctol: Then the following conditions are equivalent: 
(KZo) 711~ < 77~ for all X E X. 
(KZt) For all X E X, an arrow cy : 7X --) X is a structure map iff 77~ -I Q is a 
coreflective adjunction (i.e., an adjunction with Q o 7~ = idx). 
(KZ2) q7x -I ~LX for all X E X. 
(KZ3) px -I 77~ for all X E X. 
Proof. (KZo) =+ (ICI) + (KZz) We show that (KZa) + (KZt)(+) 3 (KZ2) + (KZt) 
(*). 
(KZo) 3 (KZt) (a) The unit law for structure maps says that (Y o 77~ = idx. But also 
7/x oa=laoQ7x by naturality of n 
<7ao7r/x by (KZo) 
=7(0017x) 
= 7idx = idlx again by the unit law. 
Therefore 7~ i Q coreflectively. 
(KZt)(+) + (KZz) We have that 71~ i PX because PX is a structure map for 7X. 
(KZ2) + (KZt )(+) By coreflectiveness we obtain the unit law QI o 7~ = idx for 
structure maps. By combining the adjunction nx -I o of the hypothesis of (KZt)(+) 
with the adjunction 71.x i px of the assumption (KZz), we get 77~ o 7~ -1 (Y o PX. 
But we also have that 777~ o qx -1 o o irn, because 
cro7cro7~xo~x 
=Cxo7(ao7/x)Or/x 
=aonx because qx i (Y is coreflective and hence a o qx = idlx 
= idx, 
777x 077x oaolcv 
6 777~ o idlx o la because 7~ -I cv and hence 77~ o cy < idlx 
= 7(77x 0 a) 
6 7idTx because 77~ + cy = idrlx. 
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But r/7x 0 QX = 7qx 0 7~ by naturality of 77. Hence LY o ‘7~ = o o px, because each side 
of the equation has the same left adjoint. This establishes the associativity law. Therefore 
Q is a structure map. 
(u2) =S W&I> By assumption, m-x OPX < idz-lx. Hence rl;rx o,ux 0717~ 6 7~~. 
Therefore ~TX < 7rlx by the unit laws. 
(K&I) + (Kzs) One of the unit laws is ,ux o 7qx = idTx. But also 
777~ 0 px = ,LL~X 0 77~~ by naturality of p 
3 PLIX 0 7~7~ by W&d 
3 ~7x 0 W-Z-x by W3 again 
= idllx by the other unit law. 
Therefore PX -I 77~. 
W3) + (Kzo) By assumption, 777~ 0 PX b idzrx. Hence 77~ o px o 77~~ 2 ~7~. 
Therefore 7qx > 771~ by the unit laws. 0 
Definition 4.1.2. Let X be a poset-enriched category. A right KZ-monad in X is a 
monad 7 = (7, v, p) in X with 7 a poset-functor, subject to the equivalent conditions 
of Lemma 4.1.1. Left KZ-monads are defined poset-dually, by reversing the inequalities 
and the adjunctions between arrows. 
By Lemma 3.2.19, the upper power space monads U and Uf are right KZ. 
Notation 4.1.3. By (KZt), every object has at most one structure map. The unique struc- 
ture map of a I-algebra A of a KZ-monad 7 = (7, q, ,Q) is denoted by mA. 
4.2. Injective objects over right I-embeddings 
Let 7 = (7, q, p) be a right KZ-monad in a poset-enriched category X. 
Remark 4.2.1. 17~ : X + 7X is a right I-embedding with vi1 = PX (cf. Defini- 
tion 3.1.16). 
Proof. Axiom (KZs) says that PX -I I~x. This adjunction is reflective by virtue of the 
unit law PX o 77~ = idlx. 0 
Theorem 4.2.2. The following statements are equivalent for any object A E X: 
(1) A is right injective over right I-embeddings. 
(2) A is injective over right I-embeddings. 
(3) A is a I-algebra. 
These conditions imply 
(4) A is a right Kan object over right I-arrows. 
Moreover assuming that the equivalent conditions (l)-(3) hold, if j : X + Y is a right 
I-arrow and f : X + A is any arrow, then 
f/j=mAo7f Oj-’ O 77Y 
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The construction of f/j is illustrated in the following diagrams: 
X 3 -Y 7x j-’ 7y w Y 
\ 
: : : 
f . ..’ f/j \ If 
: 
: 
A IA 
: : 
\ 
: . . f/j 
: 
mA ??.’ 
A 
Proof. (1) + (2) Trivial. 
(2) + (3) By Remark 4.2.1, VA is a I-embedding. Hence there is an extension m : 
IA ---t A of the identity of A along VA. This means that m o VA = idA. Hence 
VA 0 m = 7m 0 ?lrA by naturality of 7/ 
< 7m 0 7r]A by axiom KZu 
=7(moTA)=7idA=idlA. 
Thus VA -i m is a coreflective adjunction. By 
therefore A is an algebra. 
axiom (KZt), m is a structure map and 
(3)+(1)and(4)Letf/j=m~o7foj-‘o77y.Then 
(f/~)Oj=mAO7fOj-'O~YOj 
=mAO7fOj-‘o7jo~X bynaturalityofq 
<mAO7fO17X because j-’ o 7j 6 idlx 
=mA"rlAof by naturality of 7 
=idAof = f by the unit law for structure maps, 
equality holding if j-t o 7j = idlx iff j is a I-embedding. If g o j < f for g : Y + A 
then 
f/j=mAoIf oj-’ O w by definition of f/j 
>mAoI(goj)oj-‘orgy becausegoj < f 
=m,407goIjoj-’ 07~ 
>mA"7.90qY because 7j o j-’ > idly 
=mA"vAOg by naturality of q 
=idA og =g by the unit law for structure maps. 
This shows that f/j is the right Kan extension of f along j, being an actual extension 
if j is a I-embedding. Therefore A is a right Kan object over I-arrows and a right 
injective object over I-embeddings. 0 
Corollary 4.2.3. The following are equivalent for any object X E X: 
(1) X is a I-algebra. 
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(2) X is a retract of a free I-algebra. 
(3) X is a retract of a I-algebra. 
Proof. (1) + (2) The unit law for structure maps says that mx o 7~ = idx. This means 
that X is a retract of 7X. 
(2) + (3) Immediate. 
(3) =$ (1) Since I-algebras are injective over I-embeddings by Theorem 4.2.2, X 
is injective over the same maps by Lemma 2.4.3, and hence it is a I-algebra by Theo- 
rem 4.2.2. 0 
4.3. Right I-arrows between I-algebras 
Let 7 = (7, q, p) be a right KZ-monad in a poset-enriched category X. 
Proposition 4.3.1 (Kock). Let A and B be I-algebras. Ifan arrow f : A + B is a right 
adjoint then it is a I-algebra homomorphism. 
Proof. Let g : B + A with g i f. Since VA -i mA by (K&), we have that Tj’AOg i f omA. 
Since 7~ i mB and 7g i If, we have that 7g 0 nn -I mn 0 If. But 7g 0 nn = VA 0 g 
by naturality of 7. Hence f ornA = mB 07f by uniqueness of right adjoints. This means 
that f is a I-algebra homomorphism. ??
Proposition 4.3.2. Let A and B be I-algebras. Iffor an arrow f : A -+ B the arrow 
7f has a (rejective) lefr adjoint, so does f. 
Proof. Givenf-*:7B~7Awithf-‘i7f,defineg:B~Abyg=mAof-’o~B. 
Then 
gOf=mAOf-‘OqBOf 
= m,J 0 f-’ 0 7f 0 VA by naturality of n 
<mAoidlAOVA because f-’ -i 7f and hence f -’ o 7f < idT* 
=mAoqA=idA by the unit law for algebras, 
equality holding if f -’ -I 7f is reflective, and 
fOg=fomAof-‘OqB 
= mB 0 7f 0 f -’ o r]B because f is a I-algebra homomorphism 
>mBoidlBorlB because f-’ i7f and hence 7f o f-’ > idTB 
=mBovB=idB by the unit law for algebras. 0 
Corollary 4.3.3. A map f : A -+ B is a right I-arrow z#it has a left adjoint. Moreovel; 
in this case it is a I-algebra homomorphism. 
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But notice that there is no reason why a I-algebra homomorphism should be a right 
adjoint. The following proposition generalizes Theorem 2.3.3(4) from right adjoints to 
I-algebra homomorphisms: 
Proposition 43.4. Let j :X + Y be a right ‘T-arrow, h: A + B be a ‘T-algebra 
homomorphism, and f : X -+ A be any arrow. Then 
h 0 (f/j) = (h 0 f)lS 
Proof. This follows from the routine calculation 
ho(f/j)=homAoIf oj-’ O TIY by Theorem 4.2.2 
=mBoIhoIf oj-’ o qy by the homomorphism law 
=mBo7(hof)oj-‘oqy 
= (h o f )/.7’ by Theorem 4.2.2. 0 
Let I-right denote the lluf subcategory of right I-arrows and I-alg denote the cate- 
gory of I-algebras and I-homomorphisms. 
Corollary 4.3.5. The equations 
Ran(X, A) = hom(X, A), 
Ran(j:X+Y, h:A+B)(f:X+A)=hof/j:Y-+B 
define a functor Ran : I-right x I-alg -+ Poset. 
4.4. Injective locales over jinitary and semi-open embeddings 
Theorem 4.4.1. The (right) injective locales overJinitaly sublocale embeddings are the 
algebras of the upper power locale monad. 
Proof. This follows from Proposition 3.1.17 and Theorem 4.2.2, using the fact that the 
upper power locale monad is right KZ [42]. 0 
For a definition of the lower power locale monad L see [32] or [42] (see also [43]). 
Proposition 4.4.2 (Vickers). Let f : X 4 Y be a continuous map of locales. 
(I) f is a semi-open map iff it is a left &arrow. 
(2) f is a semi-open sublocale embedding iff it is a left l-embedding. 
Proof. For item (1) see [42, Proposition 4.61. Item (2) is not stated in [42], but it 
immediately follows from the construction given in the proof. 0 
Theorem 4.4.3. The (left> injective locales over semi-open sublocale embeddings are the 
algebras of the lower power locale monad. 
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Proof. Immediate consequence of Proposition 4.4.2 and Theorem 4.2.2, using the fact 
that the lower power locale monad is left KZ [42]. 0 
For concrete characterizations of the algebras of the lower and upper power locale 
monads see [32]. It is plausible that Theorem 4.4.3 also holds for injective spaces over 
semi-open embeddings, but we do not pause to check whether this is the case. 
4.5. Finitarily injective spaces 
We say that a space is finiturily injective if it is injective over finitary subspace em- 
beddings. 
Lemma 4.5.1. The finitarily injective To spaces are sober Moreover the jinitarily injec- 
tive spaces in the category of TO spaces coincide with the jinitan’ly injective spaces in 
the category of sober spaces. 
Proof. Let S : Spa -+ Sob denote the sobrification functor and sx : X + SX denote the 
natural embedding of a TO space X into its sobrification. If D is finitarily injective in 
Spa then so : D -+ SD is a finitary embedding, because D is TO and 0s~ is a frame 
isomorphism. Hence D is a retract of SD by Lemma 2.4.4. But retracts of sober spaces 
are sober [32, p. 231. Hence D is sober. Therefore D is finitarily injective in Sob, because 
there are fewer finitary embeddings in Sob than in Spa. The converse follows from the 
symmetric version of Lemma 2.4.7, because S is left adjoint to the inclusion functor 
Sob --+ Sp, [20, p. 441 and S clearly preserves finitary embeddings. 0 
Proposition 4.5.2 (Schalk). A To space X is a U-algebra iffit has meets of compact sets 
and A : UX + X is a continuous map, and in this case A : UX -+ X is the structure 
map of X. A continuous function between U-algebras is a U-algebra homomorphism iff 
it preserves meets of compact sets. 
Proof. See [32, pp. 130, 1401. 0 
Theorem 4.5.3. The following statements are equivalent for any TO space D: 
(1) D is right injective over$nitary embeddings. 
(2) D is injective over$nitary embeddings. 
(3) D is a sober U-algebra. 
(4) D is a retract of the upper power space of a sober space. 
These conditions imply 
(5) D is a right Kan space over arbitrary$nitary maps. 
Moreover assuming that the equivalent conditions (l)-(4) hold, ifj : X + Y is afinitary 
map of sober spaces and f : X + D is any continuous map then 
f/.?(Y) = /p(3-W). 
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Proof. By Lemma 4.5.1, we can consider the upper power space monad restricted to the 
category of sober spaces and apply the characterization of finitary maps and embeddings 
established in Proposition 3.2.17 to obtain a characterization of the finitarily injective 
spaces via Theorem 4.2.2 and Corollary 4.2.3. For condition (5) we observe that 
f/j(Y) =‘mD oufoj-’ o 17~ (Y) by Theorem 4.2.2 
= A Tf(j-‘(]Y)) by Propositions 4.5.2 and 3.2.17, and 
definition of nx 
= /\f(jP(TY)). 0 
By Proposition 2.3.1, this means that the greatest monotone extension is continuous: 
Corollary 45.4. The specialization-orderfinctor U : Sp, + Poset preserves right Kan 
extensions of maps f : X + D with values on jinitarily injective spaces along jinitary 
maps j : X + Y, in the sense that U(f /j) = Uf /Uj. 
Recall that if X is a locally compact sober space, so is UX. 
Proposition 4.5.5 (Schalk). The algebras of the upper power space monad restricted to 
sober locally compact spaces are the continuous meet-semilattices with unit (endowed 
with the Scott topology). The homomorphisms are the continuous maps which preserve 
finite meets. 
Proof. See [32, p. 1331. 0 
Theorem 4.56. The (right) injective spaces overJinitary embeddings in the category of 
locally compact sober spaces are the continuous meet-semilattices with unit. Moreover 
if D is such an injective space and j : X -+ Y is a finitary embedding of locally compact 
sober spaces then 
f H f/j : [X ---$ D] --+ [Y + D] 
is a subspace embedding. 
PrOOf. We know that f/j = mD o .?.df oj-’ orp. The maps mg, j-’ and 71~ have already 
been shown to be continuous. Also, U is locally continuous [2] and the composition 
operation is Scott continuous. Hence the map f H f/j is continuous. It follows that it 
is a subspace embedding, because it has g +--+ g o j as a retraction (in fact, as a reflective 
left adjoint). 0 
Corollary 4.5.7. If j : X + D and k : Y + E are embeddings of locally compact sober 
spaces with D and E jinitarily injective and j jinitary, then the map 
f H (k o f)/j : [X -+ Y] --+ [D -+ E] 
is a subspace embedding. 
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Theorem 4.5.8. The full subcategory of jinitarily injective spaces in the category of 
locally compact spaces is Cartesian closed. 
Proof. Since locally compact spaces are exponentiable [26, p. 1491, the result follows 
from Lemmas 2.4.8 and 3.2.9. ??
Theorem 4.5.9. The (right) injective spaces overjinitary embeddings in the category of 
stably locally compact spaces are the continuous lattices. 
Proof. Let X be stably locally compact. Then UX is a continuous lattice as it was 
shown in the proof of Theorem 3.2.16. Hence the result follows from the fact that the 
class of continuous lattices is closed under the formation of retracts. 0 
This result completes a circle. The injective spaces over subspace embeddings are 
the continuous lattices (endowed with the Scott topology). However, we have seen that 
for a nontrivial continuous lattice D and subspace embedding j : X + Y, the right Kan 
extension map Ran; : [X + D] --) [Y -+ D] is a subspace embedding iff j : X --+ Y is a 
finitary map. Then two natural questions have arisen: (1) What are the finitary subspaces 
of the continuous lattices? (2) Given that the finitary subspace embeddings are well- 
behaved, what are the finitarily injective spaces? The answer to (1) is that the finitary 
subspaces of the continuous lattices are the To spaces whose frames of open sets are stably 
continuous. In particular, the finitary sober subspaces of the continuous lattices are the 
stably locally compact spaces, and the finitary Ti subspaces of the continuous lattices 
are the compact Hausdorff spaces. The answer to (2) is that the finitarily injective spaces 
are the algebras of the upper power space monad in the category of sober spaces. Since 
there are fewer finitary embeddings than arbitrary embeddings, there are more finitarily 
injective spaces than injective spaces. In particular, the finitarily injective spaces in the 
full subcategory of locally compact sober spaces are the continuous meet-semilattices 
with unit. Now, given (1) and (2), we are led to ask (3): What are the finitarily injective 
spaces in the full subcategory of stably locally compact spaces? Perhaps surprisingly, 
and quite satisfyingly, the answer to (3) is that the finitarily injectives in this subcategory 
are again the continuous lattices. 
Similar results are obtained for injectivity over finitary dense embeddings via Propo- 
sition 3.2.18 and another version of Proposition 4.5.5 [32, p. 1401. We state some of 
them: 
Theorem 4.5.10. The (right) injective spaces overJinitary dense embeddings in the cat- 
egory of locally compact sober spaces are the continuous meet-semilattices without unit. 
Moreoven if D is such an injective space and j : X -+ Y is a finitary dense embedding 
of locally compact sober spaces then 
~H~/~:[X+D]+[Y+D] 
is a subspace embedding. 
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Theorem 4.5.11. The (right) injective spaces overJinitary dense embeddings in the cat- 
egory of stably locally compact spaces are the continuous Scott domains. 
And a similar circle is completed, whose analogous discussion need not be included. 
But another discussion is in order. In practice, one often works with embeddings of spaces 
onto maximal points of continuous Scott domains. Such embeddings are necessarily dense 
embeddings of Hausdorff spaces. Since the finitary subspaces of the continuous Scott 
domains are those whose frames of open sets are stably continuous, such embeddings 
are finitary for, and only for, compact Hausdorff spaces. This has connections with the 
idea of support, for the support of a continuous Scott domain always contains the subspace 
of maximal points, and it is the subspace of maximal points iff that subspace is compact. 
If j : X + D is an infinitary embedding of a Hausdorff space X onto the subspace of 
maximal points of D, then the support of D is not Tr and it is strictly larger than X. 
For example, for X the Euclidean real line and D the interval domain, the support of D 
is the real line with a bottom element in the specialization order. 
A general result by Jimmie Lawson [25] implies that the subspaces of maximal points 
of the continuous Scott domains are Polish spaces (spaces whose topology is induced by 
a complete metric). It follows at once that the subspaces of maximal points of the stably 
locally compact spaces are also Polish spaces. However, it does not follow that all Polish 
spaces arise in this way. 
4.6. Added in proof 
Alan Day [6] showed that the algebras of the filter monad on Spa are the continuous 
lattices endowed with the Scott topology, and that the algebra homomorphisms are the 
meet-preserving Scott continuous maps. It turns out that the filter monad is right KZ, 
as it can be routinely checked. Moreover, all continuous maps are right I-arrows, and 
the right I-embeddings are the subspace embeddings. From this and Theorem 4.2.2 we 
obtain an alternative proof of the fact that the injective spaces over subspace embeddings 
are the continuous lattices, and also of Proposition 2.5.4, which states that every injective 
space over subspace embeddings is a right Kan space over arbitrary continuous maps. 
In fact, via an application of [6, Theorem 4.31’ , which characterizes the structure maps 
of the algebras, our Theorem 4.2.2 produces Scott’s extension formula discussed in 
Section 2.6. 
In unpublished joint work with Bob Flagg, we have established other injectivity results 
in topology via the general injectivity result for KZ-monads. These include: the injective 
spaces over flat embeddings are the stably locally compact spaces (similarly for locales), 
and the injective spaces over locally dense embeddings are the L-domains endowed with 
the Scott topology. 
3 Notice that the statement of the cited theorem has a misprint. See item (7) of the proof for the correct 
formulation. 
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