In (Buszkowski 1987, Buszkowski and Penn 1990 ) discovery procedures for CCGs were defined that accept a sequence of structures as input and yield a set of grammars.
Introduction
In (Kanazawa 1998 ) the learnability (in the sense of identification in the limit, see (Gold 1967) ) of certain classes of classical categorial grammars was studied. These classes were first proposed in (Buszkowski 1987, Buszkowski and Penn 1990) and are based on the unification of categorial types. Among other things it was shown that some of these classes are learnable from structures (derivations), and are even learnable under quite severe restrictions on their behaviour. This paper solves an open question regarding the behaviour of certain proposed learning algorithms, in particular whether they are restricted to conservative and set-driven behaviour.
Unless stated otherwise, anything in this paper that is not familiar to the reader is defined in (Kanazawa 1998 ).
Set-drivenness, Conservativity and Other Constraints
A learning function ³ is said to be set-driven if for every input sequence
In other words, such a function is completely insensitive to repetition and order of presentation.
A learning function ³ is said to be conservative if for every sentence
words, such a function only changes its hypothesis if data is encountered that was not predicted by its previous hypothesis. Finally we mention:
¯Responsive learning: the learning function must be defined for all sequences for languages for its class, Prudent learning: the learning function must not hypothesize grammars it is not prepared to learn, Consistent learning: the learning function must hypothesize grammars that generate all the data seen thus far.
Of all these constraints only responsiveness and prudence are not restrictive.
In (Kinber and Stephan 1995) it was shown that every class that is learnable by a set-driven function is learnable by a conservative function with linear memory. The inclusion is strict, i.e. there are conservatively learnable classes which cannot be learned by a set-driven function.
It was also shown that families learnable by a memory-limited function are exactly those learnable by a set-driven function.
Learning Functions Based on Î
Treating types as terms, the notions of unification and substitution apply naturally. They are defined for grammars as applying to the types occurring in these grammars. Let FL be the function that maps grammars to their structure languages.
The class Ä -valued consists of all grammars that assign at most types to any given word. The associated discovery procedure is Î , the learning function for this class is ³ Î .
We could call this 'conservativity of grammar class'.
Definition 4 Let Ä be a (computable) function that maps a non-empty
finite set of grammars to a grammar ¾ such that Ä´ µ is a minimal element of Ä´ µ ¾ .
Proposition 5 For any finite set
Definition 6 Let ³ Î be the learning function for Ø ¦ Ä defined as follows:
This is a construction that is guaranteed to be conservative: it ignores input that fits into the current hypothesis. 1 Only if input is not compatible with the current hypothesis (i.e., is not in the structure language of the former output grammar), a new hypothesis is considered. Note that the learning function based on a -like function and some discovery procedure may not be inherently conservative.
Proposition 7
1. ³ Î is responsive and consistent on -valued .
³ Î is conservative.
3. ³ Î learns -valued prudently.
Theorem 8 ³ Î learns -valued from structures.
The function ³ Î is not designed to be set-driven or even to learn order-independently. Kanazawa defines a set-driven learning function
where Ä is defined as follows: To summarize, under the following conditions ³ Î is non-conservative:
It turns out that such a situation can occur, and implies the following:
There is a finite (possibly empty) set of grammars Since for any
We have designed a set of grammars that fulfills all of the above conditions. Before we give the proof, the following definition will be convenient: ,fa(b,fa(x,x) )),g) g ba(fa(fa(y,y),fa(fa(y,y),fa(x,x))),g) ba(a,e) ba(b,e) e ba(ba(fa(z,z),a),j) j ba(ba(fa(z,z),fa(w,w)),j) ba(fa(y,y),c) ba(fa(w,w),c) ba
It's useful to note that with a ¾-valued grammar, given a structure of the form fa(x,x) (or ba(x,x)), x must be assigned the same types whenever it occurs. The discovery procedure Î -valued outputs the following three grammars. 3 Note that they differ only in the types assigned to a, b, d, e, and f. 
£ 3 Conclusions
It has been demonstrated that a learning function proposed in (Kanazawa 1998 ) is set-driven but not conservative. The proof is by example, and we feel that the techniques used for constructing a sample that forces the algorithm to display (un)wanted behaviour are sufficiently general to be applicable to a wide range of language classes.
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