The availability of large quantities of transcriptomic data in the form of RNA-seq count data has necessitated the development of methods to identify genes differentially expressed between experimental conditions. Many existing approaches apply a parametric model of gene expression and so place strong assumptions on the distribution of the data. Here we explore an alternate nonparametric approach that applies an empirical likelihood framework, allowing us to define likelihoods without specifying a parametric model of the data. We demonstrate the performance of our method when applied to gold standard datasets, and to existing experimental data. Our approach outperforms or closely matches performance of existing methods in the literature, and requires modest computational resources. An R package, EmpDiff implementing the methods described in the paper is available from: http://homepages.inf.ed.ac.uk/tthorne/software/ packages/EmpDiff_0.99.tar.gz.
Introduction
Tests for differential expression allow us to generate hypotheses about the regulatory mechanisms behind the differing phenotypes observed between experimental conditions, and can be applied as a first step towards determining the genes involved and prioritizing targets for further investigation. Tools that allow for the fast and robust determination of genes that are differentially expressed between sets of samples are of great value to experimentalists in identifying the knock-on effects of perturbations, or in identifying candidate genes responsible for changes observed between cases and controls. The comparatively simple nature of the task allows us to deliver tools that are widely applicable and require little to no expert tuning of the underlying algorithm.
When working with data collected from RNA-seq experiments, after alignment of reads to the genome, the data consist of count values of the number of mapped reads to each gene. Since samples may not all be sequenced to the same depth, some form of normalization is generally applied to compensate for this -here we apply the approach of Anders and Huber (2010) . Some approaches also attempt to correct for the effects of gene length on numbers of mapped reads, but since in our methods, outlined below, we only seek to compare expression between samples on a gene by gene basis, this is not necessary.
Existing methods for the detection of differential expression from RNA-seq data typically apply either parametric Bayesian models, or frequentist nonparametric approaches. It is important to note that unlike microarray expression data, where the data are typically assumed to be normally distributed, this is not the case with RNA-seq count data, so methods for detection of differential expression in microarray data cannot be applied unmodified. The most straightforward parametric model of a Poisson distribution, having only the mean as a parameter, typically underestimates the variance of the data. When choosing parametric models for RNA-seq data, existing methods have typically considered negative binomial distributions (Hardcastle and Kelly, 2010; Robinson et al., 2010; Leng et al., 2013; Love et al., 2014) , with the aim of addressing the overdispersion seen when applying Poisson distributed models. However this complicates the inference procedure as additional parameters need to be inferred. Many approaches incorporate empirical Bayes estimates (Hardcastle and Kelly, 2010; Robinson et al., 2010; Leng et al., 2013; Love et al., 2014) to attempt to learn hyperparameters from the observed data, making use of the large numbers of genes typically considered to share information on the distribution of counts between genes.
Nonparametric schemes also exist in the literature, for example the approach of Li and Tibshirani (2013) (SAMSeq) that applies a Wilcoxon test with a resampling scheme to compensate for sequencing depth, and Tarazona et al. (2011) (NOISeq) that compares fold changes to empirically estimated noise distributions. Here we explore an application of the empirical likelihood methods of Owen (1988) , that provide a nonparametric framework in which we can estimate the likelihood of observed data. This frees us from making assumptions about the distribution of the data required to derive a traditional parametric model from which the likelihood can be calculated, instead deriving likelihoods empirically from the data. These approaches are also computationally efficient, making them well suited to the large data sets generated by RNA-seq experiments. The generality of the empirical likelihood approach makes it an ideal candidate for consideration in the detection of differential expression from RNA-seq data, where work on parametric models has shown the benefit of utilizing distributions that better fit the observed data.
Methods
We work with RNA-seq count data presented as a set of values for a gene i of , ,
for two conditions with m and n samples to be compared. For each gene we aim to test the hypothesis that the two conditions have differing mean (normalized) counts, which we will denote as differential expression (DE) versus the null hypothesis of a shared mean between the two conditions, corresponding to non-differentially expressed genes (NDE). Thus we will consider methods to estimate the likelihood of a particular value of the mean given observed counts for a condition. In the following we assume a single gene is under consideration and drop the subscript i for convenience.
Empirical likelihood
The empirical likelihood framework assigns a likelihood to a set of independent and identically distributed observations by performing constrained optimization on a set of probability weights assigned to each observation. Given x 1 , …, x n we maximize 1 ( ) ,
under the constraints 
∑
Then it is possible to use Lagrange multipliers to derive the optimal p i (see supplementary material for further details) and it is straightforward to apply numerical root finding algorithms to determine the optimal values of the p i for a given μ and so determine the value of the empirical likelihood. This likelihood can then be applied as an approximation in a scenario where a traditional likelihood derived from a parametric model would be used.
Euclidean likelihood
Using the methods described above, it is not possible for μ to escape the convex hull of the data, so that the support of the likelihood is constrained by the minimum and maximum of the observations. In the setting of testing for differential expression of genes between two conditions, we may often encounter the case where the convex hulls of observations (and so the support of the likelihoods) under the two conditions do not intersect one another. We could simply take this as evidence of differential expression, but there is no straightforward way to assess the statistical significance of such cases. The Euclidean likelihood, introduced by Baggerly (1998), circumvents this by instead of utilizing the standard likelihood of Equation 1, defining (Owen, 2001) 
where s is the sample variance, see supplementary material for a derivation. It should be noted that this is equivalent to utilizing the asymptotic normal distribution of the mean (under no assumptions about the distribution of the data) to define an approximate likelihood (Pawitan, 2001) , and so we might expect to be able to improve on this approach.
Penalized empirical likelihood
The method outlined above does not enjoy the same properties as the empirical likelihood, and will not generally yield the same results. A solution to this problem is to apply the penalized empirical likelihood of Bartolucci (2007) , whereby a penalty term that approximates the likelihood outside of the convex hull of the data is introduced, but the likelihood converges to the empirical likelihood as a tolerance term h tends to zero. Using the form of the penalty term suggested in Bartolucci (2007) we define the penalized empirical likelihood as
where g(x|v) is the traditional form of the empirical likelihood for the mean, and v is constrained so that min (x) ≤ v ≤ max(x). As h tends to zero the penalty on v≠μ increases and we recover the empirical likelihood.
We set h to the optimal value of
Likelihood ratio test
To test for differential expression of each gene we apply a simple likelihood ratio test comparing the hypothesis of a shared mean μ 12 = x̅ 1,2 and independent means μ 1 = x̅ 1 and μ 2 = x̅ 2 . This gives us a likelihood ratio r of
Once likelihood ratios are calculated for each gene, we calculate p-values of differential expression for each gene, using the F 1,n distribution as suggested in Owen (2001) , and then adjust for multiple testing using the Bonferroni correction. This is the most conservative approach -other methods, for examples those that control the false discovery rate (FDR) are of course equally applicable.
Data preprocessing and software
Data were preprocessed by filtering out genes with no expression in either condition, and by removing genes with less than 10 counts in both conditions. Subsequently counts were normalized between samples using the method described in Anders and Huber (2010) .
Our approach is implemented as a software package EmpDiff for the R statistical environment (R Core Team, 2015) and is available to download from the author's website (http://homepages.inf.ed.ac.uk/tthorne/ software/packages/EmpDiff_0.99.tar.gz). Below we refer to the Euclidean likelihood method as EmpDiff Euclidean and the penalized empirical likelihood as EmpDiff penalized.
Results

MAQC Data
The MicroArray Quality Control (MAQC) project 2 MAQC Consortium et al., 2006) provides us with an opportunity to benchmark our differential expression test against a gold standard list of differentially expressed (DE) and non-differentially expressed (NDE) genes. Count data was taken from the ReCount database (Frazee et al., 2011) and qRT-PCR data obtained from the Gene Expression Omnibus datbase (Edgar et al., 2002; Barrett et al., 2013 ) (accession number GSE5350, http://www.ncbi.nlm.nih.gov/ geo/query/acc.cgi?acc=GSE5350).
Following the procedures described in Bullard et al. (2010) , differentially expressed genes were defined as genes in the qRT-PCR samples with mean absolute log 2 fold change greater than 2, and non-differentially expressed genes as having mean log 2 fold change less than 0.2. This gave a set of 297 DE and 97 NDE genes. We restrict our analyses to genes identified as either DE or NDE from the qRT-PCR data (although benchmarked methods are run on the full set of genes in the RNA-seq data so that empirical Bayes approaches are able to take advantage of all of the data). Count data and lists of DE and NDE genes are available using the dataset maqc in the EmpDiff R package.
We applied several existing methods from the literature to the data to compare performance with our approach, considering baySeq (Hardcastle and Kelly, 2010) , DESeq2 (Love et al., 2014) , EBSeq (Leng et al., 2013) , edgeR (Robinson et al., 2010) , NOISeq (Tarazona et al., 2011) , and SAMSeq (Li and Tibshirani, 2013) .
The R package PRROC (Grau et al., 2015) was used to plot Receiver Operating Characteristic (ROC) and Precision Recall (PR) curves for the methods, see Figure 1 , and to calculate the Area Under the Curve (AUC) for each curve, tabulated in Table 1 . To generate the ROC and PR curves, the terms are defined as follows:
No. of correctly predicted DE genes Sensitivity No. of DE genes =
No. of incorrectly predicted DE genes FPR No. of NDE genes =
No. of correctly predicted DE genes Precision
No. of genes predicted DE =
Recall Sensitivity =
As can be seen from Figure 1 both of the empirical likelihood approaches perform the best out of those considered in terms of the AUC, with the Euclidean likelihood scheme being indistinguishable from the penalized empirical likelihood approach.
SimSeq simulated data
We also utilized the SimSeq algorithm (Benidt and Nettleton, 2015) to simulate RNA-seq data with known DE and NDE genes. The SimSeq R package was used to simulate RNA-seq counts for 10 sets of 5, 10 and 15 samples each from two conditions, with 1000 DE genes and 4000 NDE genes, using the kidney dataset provided, as taken from the KIRC RNA-seq dataset (The Cancer Genome Atlas Research Network, 2013) in The Cancer Genome Atlas (TCGA) database.
We again compare the methods considered in Section 3.1, with the exception of SAMSeq due to the difficulty in batch processing with the currently available software, using the known lists of DE and NDE genes to plot ROC and PR AUC with the PPROC R package. The plots of AUC in Figure 2 show that our approach performs well in terms of the AUROC for small numbers of samples, and comparably to baySeq for larger numbers of samples. DESeq2 appears to have superior performance for larger numbers (10 and 15) of samples, and performs well in the PR AUC. Considering PR, our approach is comparable to baySeq and EBSeq for smaller numbers of samples. There is little to separate the Euclidean likelihood from the penalized empirical likelihood.
One drawback of the SimSeq algorithm is that it is somewhat circular in the derivation of simulated differential expression -it relies on a test for differential expression to pick genes to sample and utilize as differentially expressed in the simulated data. However such a nonparametric approach is perhaps still preferable to synthetic data generated from parametric models that make strong prior assumptions on the distribution of the data, and so automatically favour schemes based on the same parametric model.
Aryl hydrocarbon receptor regulation in MCF-7 cancer cells
To explore the utility of our approach on an experimental data set, we consider RNA-seq experiments probing the effects of the aryl hydrocarbon receptor (AHR) transcription factor on gene expression in MCF-7 cancer cells (Salisbury et al., 2014) . The data were taken from the GEO database (Edgar et al., 2002; Barrett et al., 2013) , accession number GSE52036 (http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE52036). The data consist of RNA-seq counts for 57,605 genes, with six control samples and five AHR knockdown samples, the aim being to identify genes in the regulatory network neighborhood of AHR whose expression is altered by the knockdown of AHR. Applying the Euclidean likelihood test for differential expression, out of the 57,605 genes in the dataset, we find that 445 are differentially expressed at the 1% significance level. The 10 genes with highest likelihood ratio (after filtering of pseudogenes) are shown in Table 2 , along with their likelihood ratio and corresponding fold change. Of the genes listed, CYP1B1 (Yang et al., 2008; Salisbury et al., 2014) and HMOX1 (Lo and Matthews, 2013 ) are known to be regulated by AHR.
To test for enrichment of pathways within our gene set we applied the g:Profiler tools (Reimand et al., 2007 (Reimand et al., , 2011 to the set of DE genes identified by our method. Results showing KEGG (Ogata et al., 1999; Kanehisa and Goto, 2000; Kanehisa et al., 2002) pathways that are significantly enriched in our set of DE genes are tabulated in Table 3 . In agreement with Salisbury et al. (2014) , we find that a known 2, 3, 7, 8 tetrachlorodibenzo-p-dioxin (TCDD) pathway is enriched in the set of DE genes, namely metabolism of xenobiotics by cytochrome P450 (Dere et al., 2011; Lo and Matthews, 2012) .
For comparison we also apply the next best performing methods (Table 1) , baySeq and DESeq2, and the nonparametric SAMSeq method, to compare the coverage of differentially expressed genes identified. Applying firstly baySeq, 177 genes were found to be differentially expressed when taking a posterior probability of DE greater than 0.99 as the cut-off, with 137 of these found to be in common with those identified by EmpDiff. Then applying DESeq2 157 genes were found to be differentially expressed at the 1% significance level, with 54 of these found to be in common with those identified by EmpDiff. Finally utilizing SAMSeq we find 308 DE genes with a local false discovery rate of less than 0.01, with 127 of these in common with EmpDiff. In Figure 3 we show plots of fold change against mean absolute difference between the control and knockdown samples, highlighting genes identified as DE by the four methods considered. It is apparent that (Reimand et al., 2007 (Reimand et al., , 2011 baySeq is more conservative in identifying genes with a large absolute difference in expression level but a low fold change. SAMSeq is less conservative but has a similar distribution of significant genes to DESeq2, and all three methods competing methods fail to identify genes with a high fold change as being differentially expressed, whereas EmpDiff labels large fold changes as significant. Depending on whether it is desirable to include genes with low expression but high fold change in the results, our approach can easily be tuned by simply filtering genes with low mean expression from the study.
Conclusions
We have introduced a novel approach to testing for differential expression in RNA-seq data that, in contrast to the many existing parametric methods, makes no assumptions about the distribution of the data. Applying our methodology to experimental and simulated data we see performance superior or comparable to existing approaches, and we further demonstrate the applicability of the approach through analysis of DE genes identified by our methods when applied to RNA-seq data from MCF-7 cancer cells. Our method performs particularly well on data with small numbers of samples (SimSeq), or with several technical replicates (MAQC data), and we show that it identifies genes with large fold changes as significant that are not found by other approaches. We find that the Euclidean likelihood performs as well as the penalized empirical likelihood, despite only being an approximation. The method is available as a software package, EmpDiff implemented in R from the author's website.
