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In this thesis, we address the problem of efficiently and automatically scaling it-
erative computational applications through parallel programming frameworks.
While there has been much progress in designing and developing parallel plat-
forms with high level programming paradigms for batch-oriented applications,
these platforms are ill-fitted for iterative computations due to their ignorance of
resident data and enforcement of “embarrassingly parallel” batch-style process-
ing of data sets within every computational operators.
To address these challenges we propose a set of methods that leverage cer-
tain properties of iterative computations to enhance the performance of the
resulting parallel programs for these large-scale iterative applications. More
specifically, we (1) leverage data locality to reduce communication overhead
within individual iterations due to data transfer, and (2) leverage sparse data
dependency to further minimize inter-process synchronization overhead and
enable asynchronous executions by relaxing the consistency requirements of it-
erative computations.
To illustrate (1) we propose a large-scale programming framework for be-
havioral simulations. Our framework allows developers to script their simula-
tion agent behavior logic using an object-oriented Java-like programming lan-
guage and parallelize the resulting simulation systems with millions of scripted
agents by compiling the per-agent behavior logic as iterative spatial joins and
distributing this query plan into a cluster of machines. We use various query
optimization techniques such as query rewrite and indexing to boost the single-
machine performance of the program. More importantly, we leverage the spa-
tial locality properties of the scripted agent behavior logic to reduce the inter-
machine communication overhead.
To illustrate (2), we present a parallel platform for iterative graph process-
ing applications. Our platform distinguishes itself from previous parallel graph
processing systems in that it combines the easy programmability of a syn-
chronous processing model with the high performance of asynchronous ex-
ecutions. This combination is achieved by separating the application’s com-
putational logic from the underlying execution policies in our platform: de-
velopers only need to code their applications once with a synchronous pro-
gramming model based on message passing between vertices, where the sparse
data dependency is completely captured by the messages. Developers can then
customize methods of handling message reception and selection to effectively
choose different synchronous or asynchronous execution policies via relaxing
of the consistency requirements of the application encoded on the messages.
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CHAPTER 1
INTRODUCTION
The last two decades have witnessed the birth and growth of a new era, the
era of Big Data where a continuous increase in computational power has pro-
duced an overwhelming flow of data. Examples of such large scale datasets
come from both industry (e.g., web-data and social-network analysis with bil-
lions of webpages and items, stream-based fraud detection with hundreds of
input events every second) and the sciences (e.g., massive-scale simulations-
based climate modeling, genome sequence analysis, astronomy supported by
powerful telescopes and detectors) and the growing demand for large-scale data
processing has spurred the development of novel solutions. On the other hand,
the trend of the increasing number of transistors on a single chip as predicated
by Gordon Moore in 1965, hence the roughly equivalent increasing performance
of a single CPU, has already run into physical limits. This scenario calls for a
paradigm shift in the computing architecture, and parallelism has become the
norm for large scale computations.
However, writing a parallel program has earned its reputation over the
years as one of the most difficult tasks for software and system developers.
People have to deal with new classes of potential software bugs introduced
by concurrency, such as race conditions, deadlocks and livelocks, and non-
determinism. Furthermore, parallel overheads such as communication and syn-
chronization for distributed memory environment and interthread coordination
through messing passing or shared objects for multicore architecture are typi-
cally the obstacles to getting good parallel performance, according to Amdahl’s
Law. As a result, over the past years a long-standing problem has re-attracted
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people’s attention: how can we make it easier for developers to write efficient
parallel and distributed programs for large scale computational applications?
Various approaches have been proposed to solve this problem at differ-
ent levels of the system architectures and at different levels of abstraction for
the programmers. Among these approaches, a promising direction that has
emerged recently is to provide parallel systems with high level programming
paradigms that can implicitly guide developers themselves to explore data par-
allelism within their applications. In this way, developers can be provided with
the abstraction from the parallel details and instead abstracted with an illusion
of writing a sequential program that later can be automatically scaled up. Suc-
cessful examples of such an approach include parallel databases [65, 64] and
data-parallel processing frameworks such as MapReduce [63] and Dryad [94].
Most of these systems are designed to target on batch-oriented data processing
tasks which can usually be expressed as data workflows of simple data parallel-
operators such as aggregates and sorting. Example applications of such tasks
include web services and simple analytics [94]. In addition, these frameworks
usually assume an embarrassingly parallel property within their application, i.e.,
the application can be partitioned into parallel tasks such that there exists little
or even no dependency between these tasks.
On the other hand, many other large-scale applications in scientific comput-
ing, machine learning and graph processing, etc, are iterative or incremental
computations in which the same computational functions will be applied re-
peatedly, using the output from one iteration as the input to the next until some
fixpoint is achieved. Due to the dependency of the previous output data on the
current iteration’s computation, under normal execution, each iteration will not
2
be triggered until the previous iteration has been completely finished and the
computation of the current iteration will only read input data generated from
the previous iteration, in order to guarantee consistency of the application under
parallel processing. Developing iterative applications using such batch-oriented
programming frameworks usually results in inferior performance. For example,
most parallel databases use a domain-specific language called SQL [55] to pro-
cess the stored data usually as OnLine Analytical Processing (OLAP) queries, in
which it is not natural or even possible to express iterative algorithms that make
passes over a data set, and people usually need to make some workarounds for
this problem such as using virtual tables or windowed aggregates, or using a
driver function written in another script with another language to trigger the
SQL query for each iteration. The former approach does not provide either gen-
erality or portability (e.g., the level of support for windowed aggregates varies
across SQL engines), while the latter approach requires pulling a large amount
of data out of the database which becomes a scalability bottleneck since the
driver code typically does not parallelize [85]. As another example, the “Map”
phase of the MapReduce model is borrowed from the functional programming
literature, which requires that the input data can be divided into smaller subsets,
and each subset can be distributed and processed independently by a parallel
processor [63]. The output tuples will be shuffled by their keys and material-
ized to stable storage to be read by the next “Reduce” phase. If we execute each
iteration of computations of an iterative application as one or multiple Map and
Reduce step, we then need to shuffle and materialize the data between itera-
tions [109].
In this thesis, we try to resolve this problem by providing a new class of
parallel programming frameworks that leverage some specific iterative compu-
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tational properties in order to enhance the performance of the result programs
for these iterative applications. We mainly consider two common properties of
iterative computations: data locality and sparse data dependency. Here data lo-
cality means that since the output of every iteration will be used as input of
the next iteration, we should better treat these intermediate results between it-
erations not as part of a dataflow process but instead as resident data whose
values will be iteratively modified by the same update logic. Therefore, we
can try to reduce data transfer by processing distributed data as close as pos-
sible to where it resided in the previous iteration. In addition to data locality,
although we cannot assume “embarrassingly parallel” computational patterns
for iterative computations, we do observe that the computation of each data
unit is only dependent on a small subset of the whole data set; we say that the
computation has only sparse data dependencies. For example, many scientific
simulations expose certain neighborhood properties such that the update logic
of each simulation unit is only dependent on its physical neighbors in the sim-
ulation space [155]. In many graph processing applications such as PageRank,
the computational logic is distributed as the update function for each individ-
ual vertex, which only depends on its neighboring vertices [41]. Also in many
machine learning models such as Support Vector Machines and Latent Dirich-
let Allocation, although the parameter space can be very large, evaluation of
individual data points only modifies a small part of the parameters [129, 113].
As a result, we can reduce the inter-process communication overhead and also
enhance the convergence rate of such applications by relaxing their consistency
requirements.
To demonstrate these ideas we have implemented two parallel program-
ming frameworks as case studies. The first one is designed for large scale be-
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havioral simulation developers to easily code their applications as a sequential
program which can then be automatically parallelized across a cluster. We can
leverage spatial locality to treat behavioral simulations as iterated spatial joins
and greatly reduce the communication between nodes. In our experiments we
achieve nearly linear scale-up on several realistic simulations.
Though processing behavioral simulations in parallel as iterated spatial joins
can be very efficient, it can be much simpler for the domain scientists to program
the behavior of a single agent. Furthermore, many simulations include a consid-
erable amount of complex computation and message passing between agents,
which makes it important to optimize the performance of a single node and the
communication across nodes. To address both of these challenges, BRACE in-
cludes a high-level language that has object-oriented features for programming
simulations, but can be compiled to a dataflow representation for automatic
parallelization and optimization. We show that by using various optimization
techniques, we can achieve both scalability and single-node performance simi-
lar to that of a hand-coded simulation.
We then switch to a different class of iterative computations: graph process-
ing. Scaling large-scale iterative graph processing applications through paral-
lel computing is a very important problem. Several graph processing frame-
works have been proposed that insulate developers from low-level details of
parallel programming. Most of these frameworks are based on the bulk syn-
chronous parallel (BSP) model in order to simplify application development
while achieving good scalability [42, 98, 119, 135, 167, 169]. However, in the BSP
model, vertices are processed in fixed rounds, which often leads to slow con-
vergence. Asynchronous executions can significantly accelerate convergence
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by intelligently ordering vertex updates and incorporating the most recent up-
dates. Unfortunately, asynchronous models do not provide the programming
simplicity and scalability advantages of the BSP model.
Our second framework is exactly designed for such large scale graph appli-
cations. We have designed a new graph programming platform that separates
application logic from execution policies to combine the easy programmabil-
ity of the BSP model with the high performance of asynchronous executions.
This platform provides a synchronous iterative graph programming model for
users to easily implement, test, and debug their applications. It also con-
tains a carefully designed and implemented parallel execution engine for both
synchronous and user-specified built-in asynchronous execution policies. The
framework lets developers explicitly define sparse data dependencies as mes-
sages between adjacent vertices, and allows them to specify different ways of re-
laxing such dependencies in order to enable asynchronous processing features
for better convergence rate. Our experiments show that asynchronous execution
in our platform can yield convergence rates comparable to fully asynchronous
executions, while still achieving the near-linear scalability of a synchronous BSP
system.
We present the details of all these methods in the following chapters.
1.1 Organization of this Thesis
The subsequent chapters of this thesis are organized as follows: First, we lay
out some background on previous approaches to scale iterative applications in
Chapter 2. Then we present our large scale behavioral simulation framework
6
in Chapter 3 and our parallel framework for graph processing applications in
Chapter 4. Chapter 5 discusses existing work on behavioral simulations and
iterative graph programming systems. Finally, we provide several appendices
on the implementation and theoretical details about the material presented in
Chapters 3 and 4.
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CHAPTER 2
BACKGROUND
Many approaches have been proposed to scale iterative computational ap-
plications at different architectural abstraction levels. At the lowermost level,
a number of hand-coding parallel implementations have been provided solely
for certain domain specific applications (Section 2.1). In order to extend such
domain specific implementations across different hardware and operating sys-
tems, another category of works captures a core of computation and commu-
nication routines and abstracts them within general programming libraries or
programming languages (Section 2.2). Most recently, system researchers have
focused on providing even higher level parallel programming frameworks that
can further free application developers from considering low level parallel pro-
cessing issues, instead providing them with the illusion of coding a single-node
program that will be automatically parallelized (Section 2.3). In the reminder of
this chapter, we will survey each one of these three categories of works.
2.1 Domain Specific Parallel Implementations
In this section we describe a number of domain specific hand-coded parallel
implementations for large scale iterative computing applications. Developers
of such implementations are usually domain experts who understand their ap-
plications very well but may not be familiar with details of data locality and
communication, synchronization and concurrency control, etc. Therefore, sub-
stantial training in parallel programming and distributed processing is usually
required for these domain experts before they can build scalable systems that
are optimized for their applications. In addition, their parallel processing op-
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timization techniques cannot be shared and reused, even though they have al-
ready been commonly encoded to leverage the inherent parallelism in the ap-
plications, since each of these parallel implementations are specialized only for
certain application and hence developed from scratch.
In this section, we will pay particular attention to scientific computation
(Section 2.1.1) and machine learning (Section 2.1.2) applications. However, we
should note that in many other fields, such as social network analysis [34], com-
puter vision [60] and information retrieval [107], there also exist a plethora of
specialized parallel implementations that are developed by domain experts.
2.1.1 Parallel Scientific Computation Applications
The problem of how to efficiently solve large scale scientific tasks in an itera-
tive manner has been widely studied in the high performance computing liter-
ature. There are many areas in which parallel processing can be used to greatly
enhance the performance of iterative computations, including financial mod-
eling [141], astrodynamics [56], civil engineering [84] and computational biol-
ogy [43]. As a concrete example, behavioral simulations are instrumental in
understanding large-scale complex systems such as transportation networks,
insect swarms, or panicked individuals, which can have tremendous economic
and social impacts [43, 59, 84, 35]. Behavioral simulations proceed in a time-
stepped model in which time is discredited into “ticks”. Within each tick all
simulation agents execute actions concurrently. These actions usually result
from interactions with other agents. Hence behavioral simulation applications
demonstrate a typical iterative scientific computation pattern. So rather than
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enumerate a list of parallel programs, one for each scientific computation appli-
cation, we attempt to focus on sketching the approaches behavioral simulation
scientists have taken to write their large scale simulation applications.
Today most behavioral simulation platforms designed for ease of implemen-
tation are still based on single node, since scaling these frameworks is very hard
due to heavy and complicated communications between simulated agents. For
example, SWARM is a multi-agent simulation platform in which a group of
agents is defined as a swarm (e.g., a swarm of rabbits and coyotes), and the
swarm events (e.g., rabbits hide from coyotes, coyotes eat rabbits) specify the
interaction of agents [124]. Further, agents cannot sense their environment di-
rectly (e.g., coyotes ask how many rabbits in certain area), but can only get the
information from the swarm object. Although the communication overhead
can be largely minimized by simplifying agent interaction to swarm interaction,
this structure makes the simulator hard to parallelize, since a swarm of millions
of agents must be located on a single machine. Other single node simulation
platforms that have similar architecture include MASON [115], TransCAD [21],
SUMO [19], TransModeler [22], etc. Another category of single-node simulators
tend to not based on time-stepped procedure but control agent interaction by
scheduling and transmitting discrete events between agents. In other words,
the operation of these simulation systems is represented as a chronological se-
quence of events. Each event occurs at a simulation agent in time and marks a
change of state in the agent. Each agent then communicates with each other via
asynchronously receiving events and propagating new ones. The system states
are in turn changed by these events. This type of simulators is categorized as
“event-based simulations” and it includes SHIFT [31], FLAME [4], REPAST [16],
PARAMICS [108], etc. Although there have been attempts to parallelize general
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agent-based simulations over multiple nodes [33, 127, 140, 170, 47, 162], they
either scale poorly, or they require unrealistic restrictions or simplifications for
behavioral simulation models in order to achieve reasonable scalability. For ex-
ample, in the traffic domain, the MITSIMLab system includes a micro-simulator
with highly detailed driver models [162]. However, MITSIMLab relies on task
parallelism (i.e., functional decomposition) instead of data parallelism, which
means that different modules can run on different computers. For example, the
micro-simulation could run on one computer, while an on-line routing mod-
ule could run on another computer. While task parallelism is somewhat easier
to implement and also is less demanding on the hardware to be efficient,the
achievable speed-up is limited by the number of different functional modules.
Under normal circumstances, one probably does not have more than a hand-
ful of these functional modules that can truly benefit from parallel execution.
SWAGES [140], on the other hand, applies data parallelism (i.e., domain decom-
position) to partition agent data across machines, but can only handle embar-
rassing parallelism among completely disjoint agent clusters. In other words,
agents that needs to communicate must be assigned to the same process.
As a result, developers have resorted to hand-coding parallel implementa-
tions of specific simulation models [127, 72, 157]. For example, the driving logic
of the TRANSIMS traffic micro-simulation driving logic is based on a cellular
automata (CA) technique where roads are divided into cells [88]. Each cell is a
length that a car uses up in a jam. All the driving logical modules are computed
based on only neighbor cell values and meta-data of the road on which the cell is
located. Such driving logic is implemented in parallel using graph partitioning
algorithms (e.g., orthogonal recursive bisection or more complicated multi-level
partitioning algorithms in METIS [9]) to decompose the traffic network and as-
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signs each partition to a different processes [127]. Networks are cut by links
instead of the intersections, with each divided link fully represented in both
CPUs in order to separate the traffic complexity at the intersections from the
complexity caused by the parallelization.
As we have noted before, this approach brings a lot of programming bur-
dens to the simulation scientists since the code handling low-level parallel pro-
cessing details cannot be shared among different programs. In addition, since
these parallel implementations are usually specialized to the fixed set of behav-
ioral models, as those models evolve over time, their original parallel imple-
mentations may not be able to scale any more, and new programs needs to be
designed and implemented. For example, the parallel implementation of the
TRANSIMS simulation logic depends on the fact that the logic in based on CA,
hence only replicating the cut links on neighbor CPUs is sufficient [127]. This
parallel implementation of TRANSIMS may need substantial modifications to
accommodate any driving logic changes that require information beyond the
current located link.
2.1.2 Parallel Machine Learning Algorithms
Sequential machine learning algorithms are not feasible for many large scale
real-world problems [137, 91, 60]. On the other hand, advances in hardware
and distributed computing have enabled scientists to develop machine learn-
ing algorithms over multi-core and distributed environments at unprecedented
scales. Therefore, many approaches that confront the challenges of parallelism
for large-scale machine learning algorithms have been proposed in the liter-
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ature, and many of these algorithms involve iterative computations, such as
distributed Gibbs sampling for Latent Dirichlet Allocation (LDA) [156], parallel
Approximate Matrix Factorization for Support Vector Machines (SVM) [171, 50],
parallel Spectral Clustering [144] and the EM algorithm for graphical models
with latent variables [161]. One key observation shared by those approaches
is that for most iterative machine learning algorithms, the computations within
a single iteration are independent and hence can be naturally decomposed, al-
lowing subsets of data to be processed in parallel. More specifically, for those
models whose parameter learning process is based on sufficient statistics or gra-
dients, the data can be subdivided into distributed nodes. So calculation of
the sufficient statistics and gradients will require little communication between
nodes [46].
Take the EM algorithm for word alignment in a corpora of parallel sentences
as an concrete example, where each parallel sentence pair consists of a source
sentence S and its translation T into a target language [161]. Using a mixture
model, each word of T is considered to be generated from some word of S or
from a null word ∅ prepended to each source sentence. The null word allows
words to appear in the target sentence without any evidence in the source. The
formal generative model is as follows: (1) Select a length n for the translated
sentence T based upon |S| = m; (2) For each i = 1, · · · , n, uniformly choose
some source alignment position ai ∈{0, 1, · · · ,m}; (3) For each i = 1, · · · , n,
choose a target word ti based on source word sai with the probability parameter
θsai ,ti . Given this model, the expected sufficient statistics are expected alignment
counts between each source and target word that appear in a parallel sentence
pair. These expectations can be obtained from the posterior probability of each
alignment: P (ai = j|S, T, θ) = θsj ,ti∑
j′ θs′
j
,ti
. Note that with the given θ parameters,
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the above posterior computation in the E(xpectation)-step can be done indepen-
dently for each parallel pair, while the M(aximization) needs to read the aggre-
gated posterior values as the sufficient statistics to update its θ parameters.
This embarrassingly data parallel calculation can naturally fit in the
MapReduce framework and therefore be easily distributed over multiple pro-
cesses [151, 130]. In these works, data is partitioned by training examples, and
each partition is associated with a mapper task to collect the intermediate data
(e.g., sufficient statistics and gradients) as part of the inference process in par-
allel. If this inference process is not embarrassingly parallel but based on some
irregular structures with certain level of data locality, it can usually be struc-
tured in a graph-based computation manner: data is stored on vertices, and
the calculation is decomposed into processing of individual vertices. Each ver-
tex’s computation only depends on its connected neighbors and hence be still
be processed in parallel mapper tasks [119]. However, one major problem for
applying the MapReduce framework to iterative computations is that there is
a global synchronization barrier at the end of each iteration in order to process
the collected intermediate data and update the global constraints or variables.
This procedure can not be parallelized and hence must be handled in a single
reducer task.
As a result, much research has tried to relax this synchronization barrier by
allowing asynchronous data update for various specific algorithms [66, 70, 77,
129]. For example, HOGWILD! is a specialized implementation strategy for
Stochastic Gradient Descent (SGD) for multicore platforms. The goal of SGD
is to minimize a function f : X ∈ Rn → R of the form f(x) = ∑e∈E fe(xe),
where X denotes the model parameter vector and e denotes a small subset of
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{1, · · · , n}with xe denotes the values of the vector x on the coordinates indexed
by e and fe denotes the cost function associated to e. In practice, the cost func-
tions are sparse with respect to parameter vectors in the sense that each individ-
ual fe only depends on a very small number of components of x. In HOGWILD!,
processors are allowed equal access to shared memory and are able to update
individual components of memory in order to eliminate the overhead associ-
ated with locking. More specifically, each processor will iteratively sample one
e uniformly from E, read current state xe and evaluate Ge(x), a gradient or sub-
gradient of the function fe, then for each v ∈ e update xv with Ge(x). Note that
without locks, each processor can asynchronously access and update parts of X
(hence probably overwrite each other’s progress) at will. The authors show that
when such synchronous data access is sparse they introduce barely any error
into the convergence result. However, the precise conditions under which gen-
eral asynchronous execution will converge to the same result as synchronous
execution are still not well understood.
2.2 Low-level Parallel Programming Abstractions
In this section we survey low-level parallel programming abstractions, includ-
ing parallel programming libraries and data parallel languages. Such pro-
gramming abstractions provide a core of semantics and routines useful to a
wide range of users exploiting parallelism and writing portable parallel code.
Key properties of the architecture, including hardware and operating systems,
are isolated from key aspects of a parallel program, including data distribu-
tion, communication, I/O, and synchronization. Such isolation of architecture-
sensitive aspects simplifies the task of porting programs to new platforms.
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In the remainder of the section we give a sketch on two categories of low-
level parallel programming abstractions: parallel programming libraries (Sec-
tion 2.2.2) and parallel programming languages (Section 2.2.2).
2.2.1 Parallel Programming Libraries
Most parallel programming libraries apply the Single Program Multiple Data
(SPMD) technique to achieve data parallelism. In other words, programs are
coded once and assigned to multiple processes and run simultaneously with
split data input. Inter-process communication are usually abstracted as message
passing or distributed shared memory access. There are two types of messages:
synchronous and asynchronous. Synchronous message passing requires both the
sender and the receiver to wait for each other while transferring the message,
while in asynchronous message passing the sender and receiver do not block
when sending and getting the message, but can overlap their communication
with other computations.
In the message-passing communication paradigm, messages are sent from
a sender process to one or more recipient processes, and each process has its
own local data that can only be accessed by itself. Remote data values cannot
be read or updated directly, but can be learned from the received messages. As
a concrete example, the Message Passing Interface (MPI) Standard has dom-
inated distributed-memory high-performance computing since the mid-1990s
due to its portability, performance, and simplicity [79]. Although designed for
distributed memory systems, MPI programs are also regularly run on shared
memory computers. Most MPI implementations consist of a specific set of rou-
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tines (e.g., point-to-point and collective, synchronous and asynchronous mes-
sage passing, etc) directly callable from C/C++, Java and Python, etc. Similar
libraries using message passing include Parallel Virtual Machine (PVM) [14]
and Charm++ [97].
Another paradigm of inter-process communication is shared memory, where
one process can create data in a shared global data space that processes can ac-
cess directly. Shared memory is an efficient means of passing data between
processes without replicating it. Examples of shared memory programming
libraries include Unified Parallel C (UPC) [2], OpenMP [20], POSIX Threads
(PThreads) [45], Ateji PX [1] and NVIDIA CUDA/OpenACC [12]. Although
some of the above libraries such as PThreads and OpenMP can only be used for
shared memory multiprocessing programming on the multicore environment,
some others such as UPC can also be used for distributed memory environ-
ments. Therefore, we take UPC as an illustrative example of shared memory
parallel programming libraries1.
UPC is an extension of the C programming language designed for high per-
formance computing on large-scale parallel machines. The programmers are
presented with a single shared, partitioned address space, while each variable
is physically associated with a single processor. In order to expose this fact to
the programmers, UPC distinguishes between shared and private variables at
each thread, and each physical processor can contain at least one thread. The
same address for shared data on each thread refers to the same physical mem-
ory location, whereas the same address for private data on each thread refers
1In fact, UPC and CUDA are designed as parallel programming languages with interoper-
ability to ordinary C/C++, and OpenMP is designed with interoperability to Fortran. We treat
them as parallel programming libraries here since they are more focused on explicitly support-
ing core parallel programming routines such as parallel iterations, barrier synchronization and
local/global memory regions.
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to distinct physical memory locations. The programmer declares the affinity of
each variable to a specific thread. Like synchronous and asynchronous message
passing mechanisms, UPC provides two user-controlled consistency models for
interactions between memory accesses to shared data: strict and relaxed. Strict
access always appear (to all threads) to have executed in program order with
respect to other strict accesses. In a given execution of a program whose only
accesses to shared data are strict the program is guaranteed to behave in a se-
quentially consistent [104] manner. On the other hand, a sequence of purely
relaxed shared accesses issued by a given thread may appear to other threads to
occur in any order except as constrained by explicit barriers and memory fence
operations.
Although parallel programming libraries can help users write portable par-
allel programs across different architectures, in domains where parallel applica-
tions evolve rapidly the relatively low level of parallel libraries is still perceived
as a significant drawback. For example, MPI’s low-level programming abstrac-
tion creates several difficulties for developers of iterative computation applica-
tions. In particular, the synchronization barriers at the end of each iteration pose
a heavy communication overhead on the application, which can hardly be han-
dled without significant optimizations on the communication layer [82, 117].
As a result, some higher level libraries/packages and specialized implementa-
tions of the low-level libraries whose main goal is minimizing communication
overheads for high performance computing have been proposed for some spe-
cific data parallel computations [99, 73, 13, 18]. For example, PETSc is a suite of
sparse linear algebra data structures and routines for the parallel solution of sci-
entific applications modeled by partial different equations (PDEs). It has been
provided over many low-level libraries such as MPI, PThreads and NVIDIA
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CUDA. Unfortunately, this work does not generalize to the wide class of data
parallel (iterative) applications, hence low-level abstractions like MPI still re-
main the dominant programming paradigm.
2.2.2 Parallel Programming Languages
Instead of parallel programming libraries which are usually based on some stan-
dard imperative languages such as C/C++ and Java, parallel programming lan-
guages are designed to provide higher level programming abstractions. That
is, rather than guiding users to explore the sub-routines that can be parallelized
within in a sequentially written program, parallel programming languages are
designed to either explicitly or implicitly enforce users to consider the paral-
lelism of their applications’ computation patterns. We start the discussion with
general-purpose languages first, then move on to domain-specific languages.
In contrast with imperative programming, declarative programming is a
programming paradigm that expresses the logic of a computation without de-
scribing its control flow. The control flow describing “when” and “how” the
computation logic should be executed is then left to the language’s implementa-
tion (e.g., through static analysis on the compiler, or dynamic scheduling mech-
anism on the runtime). Although declarative programming languages are not
originally designed for parallel processing, they have become of particular in-
terest for parallel programming recently, since by applying the declarative pro-
gramming paradigm one can attempt to minimize or even eliminate side ef-
fects that may change the value of program state, and the written programs can
be much easily to be parallelized. For example, a well known sub-category of
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declarative programming falls in functional programming, which treats compu-
tation as the evaluation of user-defined functions and avoids state and mutable
data. Since functions cannot change the state of anything, the resulted programs
is side effects-free and programmers on longer need to worry about various con-
currency control issues such as shared data access and synchronization.
General-purpose declarative programming languages include Lisp [121], Er-
lang [3], Haskell [5], Prolog [54], OCaml [11] and Scala [17], etc. We take Er-
lang, a general-purpose concurrent programming language as a concrete exam-
ple. Processes are the primary means to structure an Erlang application, and
the language provides a set of primitives and features for managing processes.
Inter-process communication works via shared-nothing asynchronous message
passing: every process maintains a queue of messages from other processes that
have been received but not consumed yet. A process can retrieve messages from
the receiving queue and try to match its desired patterns to a message-handling
routine. When a handling routine has been found that matches the message, it
will be triggered to handle and consume the message. When the message is con-
sumed and removed from the queue the process resumes execution. Hence Er-
lang programs have limited synchronization power, and programmers can only
partially control the consuming order by the expressing order of the message-
handling routines.
The above declarative languages can help users to simplify writing parallel
programs by removing or eliminating side effects of the computation. How-
ever, concurrency control is still explicit and has to be specified by the users.
There are another type of higher-level parallel programming languages that are
designed to automate data parallelism over regular data structures [143, 40].
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These languages usually integrate ideas from declarative programming lan-
guages. Programmers using these data parallel languages are only required
to write a single-process code, which will then be automatically distributed and
parallelized at the underlying runtime. However, these approaches only sup-
port restricted data structures such as sets and arrays, limiting its expressive-
ness.
Besides general-purpose parallel programming languages, there are also a
large number of domain-specific languages (DSLs) that are based on declara-
tive programming and data parallelism. In addition, the underlying compilers
and execution runtimes usually leverage application-specific properties to au-
tomatically optimize the written program. As a well-known special-purpose
programming language, SQL is designed for querying and managing data in
relational database management systems (RDBMS). It is based on relational al-
gebra and tuple relational calculus, and was one of the first commercial lan-
guages for Edgar F. Codd’s relational model [25, 55]. It follows the declarative
language paradigm with procedural elements such as control-of-flow constructs
and user defined functions (UDFs). SQL queries allow users to describe the de-
sired data, leaving DBMS responsible for planning, optimizing and performing
the physical operations necessary to produce that result as it chooses. There
are a number of excellent surveys on query optimization techniques for paral-
lel/distributed databases, which are based on relational algebra [93, 27, 118].
Datalog, on the other hand, is another query language for deductive databases
based on logic programming [74]. It is similar to Prolog with certain syntax
and semantics constraints to guarantee that Datalog queries on finite sets al-
ways terminates. Query evaluation with Datalog is based on first order logic
and usually done bottom-up. The declarative programming style of both lan-
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guages makes it easier to parallel process the written programs on a cluster of
distributed database services or parallel databases [75, 65, 78]. In recent years,
Datalog has also found new application for parallel processing in other areas
such as data integration, information extraction, networking, program analysis,
security, and cloud computing [112, 111, 110, 57, 90]. Other examples of such
DSLs include R for statistics [15], Matlab/Mathematica for technical comput-
ing [8, 24], SGL/BRASIL for computer games and simulations [146, 159, 155],
and Bloom/Dedalus for data-centric distributed applications [28, 29].
2.3 High-level Parallel Frameworks
Although low-level parallel programming abstractions can help users write
portable parallel programs that are independent of the underlying infrastruc-
ture, and hence have been used as ad-hoc parallel implementations for itera-
tive computation applications across various fields, they still require users to
consider parallel processing issues such as concurrency control, communication
and fault tolerance. In order to mitigate this problem, during the past few years
many high-level parallel programming frameworks have emerged to present
the programmer an illusion of writing a single process program while still im-
plicitly guiding them to consider the data parallelism of the computation. Once
an application is cast into a certain framework, it will be automatically par-
allelized the system will deal with the low-level parallel details such as data
partitioning, task scheduling and inter-process synchronization.
In this section we survey three categories of high-level parallel frameworks
in terms of their targeted computation patterns: batch processing (Section 2.3.1),
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iterative bulk synchronous processing (Section 2.3.2), and asynchronous pro-
cessing (Section 2.3.3).
2.3.1 Batch Processing Frameworks
Batch processing frameworks have first been proposed for distributed web ser-
vice applications which involves extensible data analysis. Such data analysis
tasks usually contain a set of aggregation operations that have input/output
data dependencies between each other. Such data dependencies expose a nat-
ural control flow of the computation. As a result, users of these frameworks
are only required to provide batch style data processing logic for each operation
and dependencies between operations, and the frameworks contain modules
for resource management, operation scheduling, and fault tolerance, etc.
Since its introduction in 2004, MapReduce/Hadoop has been one of the
most successful programming models for processing large data sets on clus-
ters of distributed computers [81, 63, 133, 51, 168]. This programming model
is based on two functional programming primitives that operate on key-value
pairs. The Map function takes a key-value pair and produces a set of intermedi-
ate key-value pairs, while the reduce function collects all of the intermediate
pairs with the same key and produces a value. The underlying runtime al-
lows for parallel processing of the Map and Reduce operations given that these
operations are independent regarding the input/output data. Although origi-
nally proposed for distributed computers, MapReduce/Hadoop has also been
recently extended to multicore shared memory architectures [138, 164]. In ad-
dition, due to its parallel automatic resource management and fault tolerance,
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MapReduce/Hadoop has also been combined with parallel database query op-
timization techniques to generate large-scale data analysis platforms with SQL
language support [26, 147].
DryadLINQ is another programming environment for writing data paral-
lel application running on shared-nothing environments [165, 94, 95]. It follows
the MapReduce/Hadoop model but with a higher-level programming interface.
Computation are expressed in a declarative language, the .NET Language Inte-
grated Query (LINQ). LINQ enables developers to write and debug their appli-
cations in a SQL-like manner, and the written sequential declarative code can
be compiled to highly parallel query plans spanning large computer clusters. In
addition, DryadLINQ also exploits multi-core parallelism on each machine.
FlumeJava is a Java library for pipelining of MapReduce tasks at Google [48].
A variety of optimization techniques such as operation combination and de-
ferred evaluation are applied to achieve better pipeline latency. Dremel com-
plements the MapReduce model by allowing users to express interactive ad
hoc queries over distributed computers [123]. In order to support interactive
queries, Dremel uses columnar nested storage and hierarchical query process-
ing engines to read data from disk in parallel and execute queries in a few sec-
onds.
Piccolo [135] and Spark [167] are main-memory based distributed parallel
processing frameworks. While still following the MapReduce/Hadoop pro-
gramming model, these frameworks add support for resident or cached state
in order to reduce the overhead of streaming large amounts of data between
dependent operations. In other words, data is kept in memory between oper-
ators instead of being written to disk. Since data is no longer materialized on
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persistent storage, periodic checkpoints are applied for failure recovery.
2.3.2 Iterative Bulk Synchronous Processing Frameworks
Batch processing frameworks have limited support for iterative applications.
Therefore, other frameworks specifically designed for these types of applica-
tions have been proposed. Many of these frameworks are based on one com-
mon property of iterative computations: the computation within each iteration
can be decomposed over individual data records, and each tuple’s computa-
tion only depends on a very small subset of the complete data set. As a result,
these frameworks commonly follow the bulk synchronous parallel (BSP) model
of parallel processing [153, 166, 154]. The BSP model organizes computation
into synchronous “ticks” (or “supersteps”) delimited by a global synchroniza-
tion barrier. In order to achieve parallelism, data is partitioned and assigned
to different processes. Within an iteration, each process will process the par-
titions it owns independently, and all inter-process communication is done at
the synchronization barriers by message passing. Due to sparse data depen-
dencies, the size of the messages communicated at the barriers — and hence the
synchronization overheads — will be small. This model ensures determinism
and maximizes data parallelism within ticks, making it easy for users to design,
program, test, and deploy parallel implementations of iterative computations
while achieving excellent parallel speedup and scaleup.
Pregel is a distributed large-scale graph analysis framework developed on
top of Google MapReduce [119]. Computation in Pregel is decomposed into
the update logic of individual vertices, and vertices are hash partitioned to dis-
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tributed machines. Vertices can only communicate with their connected neigh-
bors by sending messages. Within each superstep, each vertex will be updated
at most once based on the received messages, and a global synchronization bar-
rier is imposed at the end of each superstep to guarantee consistency across
machines. However, since vertices are partitioned based on their hash values,
data locality is not explored to reduce communication overhead.
PEGASUS is implemented on top of Hadoop for large-scale graph min-
ing applications [98]. It represents linear graph algorithms such as PageRank,
random walks, diameter estimation and connected components in an iterative
matrix-vector multiplication (GIMV) pattern so that it can be easily distributed
on the Hadoop platform. More specifically, each iteration’s computation is a
multiplication of the edge matrix with the vertex vector, and the computation
will only terminate when the resulted vector does not change any more (i.e.,
convergence has been achieved). With this representation, block multiplication
can be applied to reduce the amount of data that need to be synchronized be-
tween iterations.
Twister is an alternative MapReduce runtime for iterative computations [68].
In order to efficiently apply iterative computations, Twister separates static data
that will only be read through the computation from variable data that will be
updated iteratively. Static data is only loaded once at the beginning and will be
kept in memory as status, while variable data will be read from disk, processed,
and written back to disk during each iteration. Since variable data usually need
to be read by each Reducer operator, communication between Map and Reduce
operators is done via publish/subscribe message passing. Similar approaches
have also been proposed by Dionysios et al for incremental data analytics [109].
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Naiad [122] is an iterative version of the DryadLINQ framework, in which
each iteration’s computation output is not updated data values but increments.
Increments will be applied to the old data values at the synchronization bar-
riers. If no increments are generated within certain iteration, a fixed point
is reached and the computation terminates. Similar approaches also include
HaLoop, which is a modified version of the Hadoop framework designed to
serve iterative large-scale applications [42]. HaLoop not only extends MapRe-
duce with programming support for iterative applications, but also dramati-
cally improves their efficiency by making the task scheduler loop-aware and by
adding various caching mechanisms.
2.3.3 Asynchronous Processing Frameworks
In contrast to synchronous execution of iterative applications in the BSP model,
the main characteristic of an asynchronous parallel processing algorithm is that
local computation does not have to wait for its dependent data to be available.
If the current value of the dependent data updated by some other process is not
available, then some outdated value received at some time in the past is used
instead. In other words, there is no clear global synchronization barriers during
the computation, hence some processes can compute faster and execute more
iterations than others.
There are several potential advantages that may be gained from asyn-
chronous execution [38, 39]: First, there is no overhead such as the one asso-
ciated with the global synchronization method. Second, since data updates are
asynchronous, the most recent state can be used as soon as it becomes available.
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In addition, updates can be intelligently ordered so that data updates that con-
tribute more to convergence can be incorporated faster. Both of these factors
increase the convergence rate. Therefore, although asynchronous implementa-
tions are not guaranteed to converge to the same fixpoint as the corresponding
synchronous algorithms in general, they are still extensively applied in practice
for better performance [70, 129, 169, 102, 136].
A major potential drawback of asynchronous processing, however, is that
asynchronous parallel programs are much more difficult to write, debug, and
test than synchronous parallel programs. Therefore, several asynchronous par-
allel processing frameworks have been proposed trying to mitigate this prob-
lem.
GraphLab [113] is an asynchronous processing framework for large-scale
machine learning applications. GraphLab abstracts local dependencies of the
learning model parameters as directed graphs and global constraints as shared
data tables. Therefore, local computation can be defined in GraphLab as update
procedures over individual vertices, and global aggregation can be defined as
the synchronization function over the whole graph. When an update task is
scheduled, it computes based on whatever data is available on the vertex it-
self and possibly its neighbors. As for the synchronization function that aggre-
gates data across all vertices in the graph, it can be set to run either periodically
in the background along with local vertex update procedures, or actively trig-
gered which will halt any local computation. However, since adjacent vertices
can be scheduled simultaneously, resulting in read and write conflicts, users
need to specify consistency models (vertex consistency, edge consistency, etc)
for local computation. The multicore parallel runtime provides a number of
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dynamic scheduling schemes to update vertices respecting user defined con-
sistency model, such as Jacobi and Gauss-Siedel. Recently GraphLab has been
extended for distributed memory environment, which uses distributed locking
for inter-partition synchronization [114].
Galois is another asynchronous parallel processing framework designed for
irregular applications on shared memory architecture [103]. In Galois, different
processes can simultaneously iterate over the shared data set, updating their
data in an optimistic parallel manner. Users need to specify which method calls
can safely be interleaved without leading to data races; they also need to specify
how the effects of each method call can be undone when conflicts are detected.
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CHAPTER 3
SCALE BEHAVIORAL SIMULATIONS IN EXTENDED MAPREDUCE
In this chapter we present BRACE (Big Red Agent-based Computation En-
gine), which extends the MapReduce framework to process behavioral simula-
tions efficiently across a cluster by leveraging spatial locality to reduce the com-
munication between nodes. In addition, BRACE includes a high-level language
called BRASIL (the Big Red Agent SImulation Language) to allow domain scien-
tists to easily script the behavior of a single agent and scale this behavior logic
to millions of agents. BRASIL has object-oriented features for programming
simulations, but can be compiled to a dataflow representation for automatic
parallelization and optimization. We show that by using various optimization
techniques, BRACE can achieve both nearly linear scale-up and single-node per-
formance similar to that of a hand-coded programs on several realistic simula-
tions.
3.1 Introduction
Behavioral simulations, also called agent-based simulations, are instrumental
in tackling the ecological and infrastructure challenges of our society. These
simulations allow scientists to understand large complex systems such as trans-
portation networks, insect swarms, or fish schools by modeling the behavior of
millions of individual agents inside the system [43, 53, 59].
For example, transportation simulations are being used to address traffic
congestion by evaluating proposed traffic management systems before imple-
menting them [53]. This is a very important problem as traffic congestion cost
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$87.2 billion and required 2.8 billion gallons of extra fuel and 4.2 billion hours
of extra time in the U.S. in 2007 alone [142]. Scientists also use behavioral simu-
lations to model collective animal motion, such as that of locust swarms or fish
schools [43, 59]. Understanding these phenomena is crucial, as they directly
affect human food security [80].
Despite their huge importance, it remains difficult to develop large-scale
behavioral simulations. Current systems either offer high-level programming
abstractions, but are not scalable [76, 115, 124], or achieve scalability by hand-
coding particular simulation models using low-level parallel frameworks, such
as MPI [157].
In this chapter we propose to close this gap by bringing database-style pro-
grammability and scalability to agent-based simulations. Our core insight is
that behavioral simulations may be regarded as computations driven by large
iterated spatial joins. We introduce a new simulation engine, called BRACE (Big
Red Agent-based Computation Engine), that extends the popular MapReduce
dataflow programming model to these iterated computations. BRACE embod-
ies a high-level programming language called BRASIL, which is compiled into
an optimized shared-nothing, in-memory MapReduce runtime. The design of
BRACE is motivated by the requirements of behavioral simulations, explained
below.
3.1.1 Requirements for Simulation Platforms
(1) Support for Complex Agent Interaction. Behavioral simulations include fre-
quent local interactions between individual entities in the simulation system, or
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agents. In particular, agents may affect the behavior decisions of other agents,
and multiple agents may issue concurrent writes to the same agent. A simu-
lation framework should support a high degree of agent interaction without
excessive synchronization or rollbacks. This precludes discrete event simula-
tion engines or other approaches based on task parallelism and asynchronous
message exchange.
(2) Automatic Scalability. Scientists need to scale their simulations to millions
or billions of agents to accurately model phenomena such as city-wide traffic or
swarms of insects [43, 59, 72]. These scales make it essential to use data par-
allelism to distribute agents across many nodes. This is complicated by the
interaction between agents, which may require communication between sev-
eral nodes. Rather than requiring scientists to write complex and error-prone
parallel code, the platform should automatically distribute agents to achieve
scalability.
(3) High Performance. Behavioral simulations are often extremely complex,
involving sophisticated numerical computations and elaborate decision pro-
cedures. Much existing work on behavioral simulations is from the high-
performance computing community, and they frequently resort to hand-coding
specific simulations in a low-level language to achieve acceptable perfor-
mance [72, 127]. A general purpose framework must be competitive with these
hand-coded applications in order to gain acceptance.
(4) Commodity Hardware. Historically, many scientists have used large shared-
memory supercomputer systems for their simulations. Such machines are
tremendously expensive, and cannot scale beyond their original capacity. We
believe that the next generation of simulation platforms will target shared-
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nothing systems and will be deployed on local clusters or in the cloud on ser-
vices such as Amazon’s EC2 [30].
(5) Simple Programming Model. Domain scientists have shown their willing-
ness to try simulation platforms that provide simple, high-level programming
abstractions, even at some cost in performance and scalability [76, 115, 124].
Nevertheless, a behavioral simulation framework should provide an expressive
and high-level programming model without sacrificing performance.
Our main contributions can be summarized as follows:
• We show how behavioral simulations can be abstracted in the state-effect
pattern, a programming pattern we developed for scaling the number of
non-player characters in computer games [158, 160]. This pattern allows
for a high degree of concurrency among strongly interacting agents (Sec-
tion 3.2).
• We show how MapReduce can be used to scale behavioral simulations ex-
pressed in the state-effect pattern across clusters. We abstract these simu-
lations as iterated spatial joins and introduce a new main memory MapRe-
duce runtime that incorporates optimizations motivated by the spatial
properties of simulations (Section 3.3).
• We present a new scripting language for simulations that compiles into
our MapReduce framework and allows for algebraic optimizations in
mappers and reducers. This language hides all the complexities of model-
ing computations in MapReduce and parallel programming from domain
scientists (Section 3.4).
• We perform an experimental evaluation with two real-world behavioral
simulations that shows our system has nearly linear scale-up and single-
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node performance that is comparable to a hand-coded simulation. (Sec-
tion 3.5).
3.2 Behavioral Simulations in the State-Effect Pattern
Behavioral simulations model large numbers of individual agents that interact
in a complex environment. Unlike scientific simulations that can be modeled
as systems of equations, agents in a behavioral simulation can execute complex
programs that include non-trivial control flow. In order to illustrate the func-
tioning of behavioral simulations, we use a traffic simulation [163] and a fish
school simulation [59] as running examples. Details on these simulations can be
found in Appendix A.3.
Concurrency in Behavioral Simulations. Logically, all agents in a behavioral
simulation execute actions concurrently. These actions usually result from in-
teractions with other agents. In a fish school simulation, for example, a fish
continuously updates its direction of movement based on the orientations of
other fish within its visibility range. This implies that it is necessary to ensure
consistency on multiple concurrent reads and writes among several fish.
Traditional discrete-event simulation platforms handle concurrency by ei-
ther preempting or avoiding conflicts [49, 128, 62, 120, 170]. These systems
implement variants of pessimistic or optimistic concurrency control schemes.
The frequency of local interactions among agents in a behavioral simulation,
however, introduces many conflicts. This leads to poor scalability due to either
excessive synchronization or frequent rollbacks, depending on the technique
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employed. Thus, these previous solutions, while programmable, do not allow
us to scale behavioral simulations to large scenarios.
The State-Effect Pattern. In order to deal with concurrency in behavioral sim-
ulations, we observe that most behavioral simulations can be modeled under a
similar structure, which we introduce below. Behavioral simulations use a time-
stepped model in which time is discretized into “ticks” that represent the small-
est time period of interest. Events that occur during the same tick are treated as
simultaneous and can be reordered or parallelized. This means that an agent’s
decisions cannot be based on previous actions made during the same tick. An
agent can only read the state of the world as of the previous tick. For example,
in the traffic simulation, each car inspects the positions and velocities of other
cars as of the beginning of the tick in order to make lane changing decisions.
In previous work on scaling computer games, a model called the state-effect
pattern has been proposed for this kind of time-stepped behavior [158, 160]. The
basic idea is to separate read and write operations in order to limit the synchro-
nization necessary between agents. In the state-effect pattern, the attributes of
an agent are separated into states and effects, where states are public attributes
that are updated only at tick boundaries, and effects are used for intermediate
computations as agents interact. Therefore state attributes remain fixed during a
tick, and only need to be synchronized at the end of each tick. Furthermore, each
effect attribute has an associated decomposable and order-independent combi-
nator function for combining multiple assignments, i.e., updates to this attribute,
during a tick. This allows us to compute effects in parallel and combine the re-
sults without worrying about concurrent writes. For example, in the fish school
simulation every fish agent has an orientation vector as an effect attribute. This
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effect attribute uses vector addition as its combinator function, which is invoked
on assignments of the orientations of nearby fish. Since vector addition is com-
mutative, we can process these assignments in any order.
Tick
Update
Phase
Query
Phase
Effects
State
New
State
In the state-effect pattern, each tick is divided into two
phases: the query phase and the update phase, as shown in the
figure on the right. In the query phase, each agent queries
the state of the world and assigns effect values, which are
combined using the appropriate combinator function. To
ensure the property that the actions during a tick are con-
ceptually simultaneous, state variables are read-only dur-
ing the query phase and effect variables are write-only.
In the update phase, each agent can read its state attributes and the effect
attributes computed from the query phase; it uses these values to compute the
new state attributes for the next tick. In the fish school simulation, the orienta-
tion effects computed during the query phase are read during the update phase
to compute a fish’s new velocity vector, represented as a state attribute. In or-
der to ensure that updates do not conflict, each agent can only read and write
its own attributes during the update phase. Hence, the only way that agents
can communicate is through effect assignments in the query phase. We classify
effect assignments into local and non-local assignments. In a local assignment,
an agent updates one of its own effect attributes; in a non-local assignment, an
agent writes to an effect attribute of a different agent.
The Neighborhood Property. The state-effect pattern addresses concurrency in
a behavioral simulation by limiting the synchronization necessary during a tick.
However, the synchronization at tick boundaries may still be very expensive, as
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it is possible that every agent needs to query every other agent in the simulated
world to compute its effects. We observe that this rarely occurs in practice. Most
behavioral simulations are spatial, and simulated agents can only interact with
other agents that are close according to a distance metric [96]. For example, a
fish can only observe other fish within a limited distance ρ [59]. We will take
advantage of this property of a large class of behavioral simulations to optimize
communication within and across ticks.
3.3 MapReduce for Simulations
In this section, we abstract behavioral simulations modeled according to the
state-effect pattern and neighborhood property as computations driven by iter-
ated spatial joins (Section 3.3.1). We proceed by showing how these joins can
be expressed in the MapReduce framework (Section 3.3.2). We then propose a
system called BRACE to process these joins efficiently (Section 3.3.3).
3.3.1 Simulations as Iterated Spatial Joins
In Section 3.2, we observed that behavioral simulations can be modeled by two
important properties: the state-effect pattern and the neighborhood property.
The state-effect pattern essentially characterizes behavioral simulations as iter-
ated computations with two phases: a query phase in which agents inspect their
environment to compute effects, and an update phase in which agents update
their own state.
The neighborhood property introduces two important restrictions on these
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phases, called visibility and reachability. We say that the visible region of an
agent is the region of space containing agents that this agent can read from or
assign effects to. An agent needs access to all the agents in its visible region to
compute its query phase. Thus a simulation in which agents have small visible
regions requires less communication than one with very large or unbounded
visible regions. Similarly, we can define an agent’s reachable region as the region
that the agent can move to after the update phase. This is essentially a measure
of how much the spatial distribution of agents can change between ticks. When
agents have small reachable regions, a spatial partitioning of the agents is likely
to remain balanced for several ticks. Frequently an agent’s reachable region will
be a subset of its visible region (an agent cannot move farther than it can see),
but this is not required.
We observe that since agents only query other agents within their visible re-
gions, processing a tick is similar to a spatial self-join [116]. We join each agent
with the set of agents in its visible region and perform the query phase using
only these agents. During the update phase, agents move to new positions
within their reachable regions and we perform a new iteration of the join during
the next tick. We will use this observation next to parallelize behavioral simu-
lations efficiently in the MapReduce framework. As we will see in Section 3.4,
the observation also enables us to apply efficient database indexing techniques,
e.g., [67, 125].
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effects mapt1 reducet1 mapt2 reducet2 map
t+1
1
local update
t−1
queryt — — update
t
distributet distributet+1
non- updatet−1 non-local — effect update
t
local distributet effectt aggregationt distributet+1
Table 3.1: The state-effect pattern in MapReduce
3.3.2 Iterated Spatial Joins in MapReduce
In this section, we show how to model spatial joins in MapReduce. A formal
version of this model appears in Appendix A.1. MapReduce has been criti-
cized for being inefficient at processing joins [51] and also inadequate for itera-
tive computations without modification [69]. However, the spatial properties of
simulations allow us to process them effectively without excessive communica-
tion. Our basic strategy uses the technique of Zhang et al. to compute a spatial
join in MapReduce [168]. Each map task is responsible for spatially partitioning
agents into a number of disjoint regions, and the reduce tasks join the agents
using their visible regions.
The set of agents assigned to a particular partition is called that partition’s
owned set. Note that we cannot process partitions completely independently
because each agent needs access to its entire visible region, which may intersect
several partitions. To address this, we define the visible region of a partition
as the union of the visible regions of all points in the partition. The map task
replicates each agent a to every partition that contains a in its visible region.
Table 3.1 shows how the phases of the state-effect pattern are assigned to
map and reduce tasks. For simulations with only local effect assignments, a
tick t begins when the first map task, mapt1, assigns each agent to a partition
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(distributet). Each reducer is assigned a partition and receives every agent in its
owned set as well as replicas of agents within its visible region. These are exactly
the agents necessary to process the query phase of the owned set (queryt). The
reducer, reducet1, outputs a copy of each agent it owns after executing the query
phase and updating the agent’s effects. The tick ends when the next map task,
mapt+11 , executes the update phase (updatet).
This two-step approach works for simulations that have only local effects,
but does not handle non-local effect assignments. Recall that in a non-local ef-
fect assignment some agent a updates an effect in some other agent b within a’s
visible region. For example, if the fish simulation included predators, we could
model a shark attack as a non-local effect assignment by a shark to a nearby
fish. Non-local effects require communication during the query phase. We im-
plement this communication using two MapReduce passes, as illustrated in Ta-
ble 3.1. The first map task, mapt1, is the same as before. The first reduce task,
reducet1, performs non-local effect assignments to its replicas (non-local effectt).
These partially aggregated effect values are then distributed to the partitions
that own them, where they are combined by the second reduce task, reducet2.
This computes the final value for each aggregate (effect aggregationt). As be-
fore, the update phase is processed in the next map task, mapt+11 . Note that
the second map task, mapt2, is only necessary for distribution, but does not per-
form any computation and can be eliminated in an implementation. We call this
model map-reduce-reduce.
Our map-reduce-reduce model relies heavily on the neighborhood property.
The number of replicas that each map task must create depends on the size
of the agent’s visible regions, and the frequency that partitions change their
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owned set depends on the size of their reachable regions. So, as shown in the
next section, we rely on the fact that long-distance interactions are uncommon in
behavioral simulations to optimize the communication pattern when processing
the simulation.
3.3.3 The BRACE MapReduce Runtime
In this section we describe a MapReduce implementation that takes advan-
tage of the state-effect pattern and the neighborhood property. We introduce
BRACE, the Big Red Agent Computation Engine, our platform for scalable be-
havioral simulations. BRACE includes a MapReduce runtime especially opti-
mized for the iterated spatial joins discussed in Section 3.3.1. We have devel-
oped a new system rather than using an existing MapReduce implementation
such as Hadoop [81] because behavioral simulations have considerably differ-
ent characteristics than traditional MapReduce applications such as search log
analysis. The goal of BRACE is to process a very large number of ticks efficiently,
and to avoid I/O or communication overhead while providing features such as
fault tolerance. As we show below, our design allows us to apply a number of
techniques developed in the HPC community [61, 71, 86, 145] and bridge them
to a map-reduce model.
Shared-Nothing, Main-Memory Architecture. In behavioral simulations, we
expect data volumes to be modest, so BRACE executes map and reduce tasks
entirely in main memory. For example, a simulation with one million agents
whose state and effect fields occupy 1 KB on average requires roughly 1 GB of
main memory. Even larger simulations with orders of magnitude more agents
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Figure 3.1: BRACE Architecture Overview
will still fit in the aggregate main memory of a cluster. Since the query phase
is computationally expensive, partition sizes are limited by CPU cycles rather
than main memory size.
Figure 3.1 shows the architecture of BRACE. As in typical MapReduce im-
plementations, a master node is responsible for cluster coordination. However,
BRACE’s master node only interacts with worker nodes every epoch, which cor-
responds to a fixed number of ticks. This amortizes overhead related to fault tol-
erance and load balancing. In addition, we allocate tasks of map-reduce-reduce
iterations to workers so as to minimize communication overheads within and
across iterations.
Fault Tolerance. Traditional MapReduce runtimes provide fault tolerance by
storing output to a replicated file system and automatically restarting failed
tasks. Since we expect ticks to be quite short and they are processed in main
memory, it would be prohibitively expensive to write output to stable storage
between every tick. Furthermore, since individual ticks are short, the benefit
from restarting a task is likely to be small.
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We employ epoch synchronization with the master to trigger coordinated
checkpoints [71] of the main memory of the workers. As the master determines a
pre-defined tick boundary for checkpointing, the workers can write their check-
points independently without global synchronization. As we expect iterations
to be short, failures are handled by re-execution of all iterations since the last
checkpoint, a common technique in scientific simulations. In fact, we can lever-
age previous literature to tune the checkpointing interval to minimize the total
expected runtime of the whole computation [61].
Partitioning and Load Balancing. As we have observed in Section 3.3.2,
bounded reachability implies that a given spatial partitioning will remain effec-
tive for a number of map-reduce-reduce iterations. Our runtime uses that ob-
servation to keep data partitioning stable over time and re-evaluates it at epoch
boundaries.
At the beginning of the simulation, the master computes a partitioning func-
tion based on the visible regions of the agents and then broadcasts this parti-
tioning to the worker nodes. Each worker becomes responsible for one region
of the partitioning. Agents change partitions slowly, but over time the overall
spatial distribution may change quite dramatically. For example, the distribu-
tion of traffic on a road network is likely to be very different at morning rush
hour than at evening rush hour. This would cause certain nodes to become
overloaded if we used the same partitioning in both cases. To address this, the
master periodically receives statistics from the workers about the number of
agents in the owned region and the communication and processing costs. The
master then decides on repartitioning by balancing the cost of redistribution
with its expected benefit [86]. If the master decides to modify the partitioning, it
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broadcasts the new partitioning to all workers. The workers then switch to the
new partitioning at a specified epoch boundary.
Collocation of Tasks. Since simulations run for many iterations, it is important
to minimize communication between tasks. We accomplish this by collocating
the map and reduce tasks for a partition on the same node so that agents that
do not switch partitions can be exchanged using shared memory rather than
the network. Since agents have limited reachable regions, the owned set of each
partition is likely to remain relatively stable across ticks, and so will remain on
the same node. Agents still need to be replicated, but their primary copies do
not have to be redistributed. This idea was previously explored by the Phoenix
project for SMP systems [164] and the Map-Reduce-Merge project for individual
joins [51], but it is particularly important for long-running behavioral simula-
tions.
Figure 3.1 shows how collocation works when we allow non-local effect as-
signments. Solid arrows (both thick and thin) indicate the flow of agents during
a tick. Each node processes a map task and two reduce tasks as described in
Section 3.3.1. The map task replicates agents as necessary and sends them to
the appropriate reduce tasks. The first-level reducers compute local effects and
send non-local effects to the second-level reducers, which aggregate all (local
and non-local) effects and send them to the map tasks for the next tick. Be-
cause of the neighborhood property, only agents that are near partition bound-
aries need to be replicated, and agents change partitions infrequently. Most
messages are between tasks on the same node (as indicated by the thick blue
arrows), enabling communication by shared memory rather than the network.
This optimization exploits dependencies on the data between tasks, much in line
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with schemes for relaxing communication in bulk-synchronous computations,
e.g., [145].
When we put together all of the optimizations above, the runtime of BRACE
resembles an optimized shared-nothing message-passing environment. How-
ever, BRACE still exposes an intuitive map-reduce programming abstraction
as an interface to this runtime. As we show in the next section, this interface
enables us to compile a high-level language for domain scientists into efficient
map-reduce-reduce pipelines over BRACE.
3.4 Programming Agent Behavior
In this section, we show how to offer a simple programming model for a do-
main scientist, targeting the last requirement of Section 3.1.1. MapReduce is
set-based; a program describes how to process all of the elements in a collec-
tion. Simulation developers prefer to describe the behavior of their agents indi-
vidually, and use message-passing techniques to communicate between agents.
This type of programming is closer to the scientific models that describe agent
behavior.
We introduce a new programming language – BRASIL, the Big Red Agent
SImulation Language. BRASIL embodies agent centric programming with ex-
plicit support for the state-effect pattern, and performs further algebraic op-
timizations. It bridges the mental model of simulation developers and our
MapReduce processing techniques for behavioral simulations. We provide an
overview of the main features of BRASIL (Section 3.4.1) and describe algebraic
optimization techniques that can be applied to our scripts (Section 3.4.2). For-
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mal semantics for our language as well as the proofs of theorems in this section
are provided in Appendix A.2.1.
3.4.1 Overview of BRASIL
BRASIL is an object-oriented language in which each object corresponds to an
agent in the simulation. Agents in BRASIL are defined in a class file that looks
superficially like Java. The programmer can specify fields, methods, and con-
structors, which can be either public or private. Unlike in Java, each field in a
BRASIL class must be tagged as either state or effect. The BRASIL compiler en-
forces the read-write restrictions of the state-effect pattern over those fields as
described in Section 3.2. Figure 3.2 is an example of a simple two-dimensional
fish simulation, in which fish swim about randomly, avoiding each other with
imaginary repulsion “forces”.
Recall that the state-effect pattern divides computation into query and up-
date phases. In BRASIL, the query phase for an agent class is expressed by
its run() method. State fields are read-only and effect assignments are aggre-
gated using the functions specified at the effect field declarations. This is similar
to aggregator variables in Sawzall [133]. In our fish simulation example, each
fish repels nearby fish with a “force” inversely proportional to distance. The
update phase is specified by update rules attached to the state field declarations.
These rules can only read values of other fields in this agent. In our example,
fish velocity vectors are updated based on the avoidance effects plus a random
perturbation.
BRASIL has some important restrictions. First, it only supports iteration
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class Fish {
// The fish location
public state float x : (x+vx); #range[-1,1];
public state float y : (y+vy); #range[-1,1];
// The latest fish velocity
public state float vx : vx + rand() + avoidx / count * vx;
public state float vy : vy + rand() + avoidy / count * vy;
// Used to update our velocity
private effect float avoidx : sum;
private effect float avoidy : sum;
private effect int count : sum;
/** The query-phase for this fish. */
public void run() {
// Use "forces" to repel fish too close
foreach(Fish p : Extent<Fish>) {
p.avoidx <- 1 / abs(x - p.x);
p.avoidy <- 1 / abs(y - p.y);
p.count <- 1;
}
}
}
Figure 3.2: Class for Simple Fish Behavior
over a finite set or list via a foreach-loop. This eliminates unbounded loop-
ing, which is not available in algebraic database languages. Second, there is an
interplay between foreach-loops and effects: effect variables can only be read
outside of a foreach-loop, and all assignments within a foreach-loop are ag-
gregated. This powerful restriction allows us to treat the entire program, not
just the communication across map and reduce operations, as a dataflow query
plan.
BRASIL also has a special programming construct to enforce the neighbor-
hood property outlined in Section 3.2. Every state field that encodes spatial
location is tagged with a visibility and reachability constraint. For example, the
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constraint range[-1,1] attached to the x field in Figure 3.2 means that each
fish can inspect others whose x coordinate is at most [−1, 1] different to its own
in the query phase, and can change its x coordinate by at most [−1, 1] in the
update phase. The language runtime enforces these constraints, as described
in Appendix A.2. Note that visibility has an interplay with agent references:
it is possible that a reference to another agent is fine initially, but violates the
visibility constraint as that other agent moves relative to the one holding the
reference. For that reason, BRASIL employs weak reference semantics for agent
references, similar to weak references in Java. If another agent moves outside of
the visible region, then all references to it will resolve to NIL.
Note that this gives a different semantics for visibility than the one present
in Section 3.3. BRASIL uses visibility to determine how agent references are re-
solved, while the BRACE runtime uses visibility to determine agent replication
and communication. The BRASIL semantics are preferable for a developer, be-
cause they are easy to understand and hide MapReduce details. Fortunately, as
we prove formally in Appendix A.2.1, these are equivalent.
Theorem 1. The BRASIL semantics for visibility and the BRACE implementation of
visibility are equivalent.
While programming features in BRASIL may seem unusual, everything in
the language follows from the state-effect pattern and neighborhood property.
As these are natural properties of behavioral simulations, programming these
simulations becomes relatively straightforward. Indeed, a large part of our traf-
fic simulation in Section 3.5.1 was implemented by a domain scientist.
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3.4.2 Optimization
We compile BRASIL into a well-understood dataflow language. In our previous
work on computer games, we used the relational algebra to represent our data
flow [158]. However, for distributed simulations, we have found the monad al-
gebra [44, 101, 131, 150] – the theoretical foundation for XQuery [101] – to be a
much more appropriate fit. In particular, the monad algebra has a MAP primi-
tive for descending into the components of its nested data model; this makes it
a much more natural companion to MapReduce than the relational algebra.
We present the formal translation to the monad algebra in Appendix A.2, to-
gether with several theorems regarding its usage in optimization. Most of these
optimizations are the same as those that would be present in a relational alge-
bra query plan: algebraic rewrites and automatic indexing. In fact, any monad
algebra expression on flat tables can be converted to an equivalent relational
algebra expression and vice versa [131]; rewrites and indexing on the relational
form carry back into the monad algebra form. In particular, many of the tech-
niques used by Pathfinder [152] to process XQuery with relational query plans
apply to the monad algebra.
Effect Inversion. An important optimization that is unique to our framework
involves eliminating non-local effects. When non-local effect assignments can
be eliminated, we are able to process each tick with a single reduce pass instead
of two (Section 3.3). Consider again the program of Figure 3.2. We may rewrite
its foreach-loop as
foreach(Fish p : Extent<Fish>) {
avoidx <- 1 / abs(p.x - x);
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avoidy <- 1 / abs(p.y - y);
count <- 1;
}
This rewritten expression does not change the results of the simulation, but only
assigns effects locally. We call this transformation effect inversion, and it is always
possible at some cost in visibility range. Indeed, in Appendix A.2.2, we formally
prove the following:
Theorem 3. If the visibility constraint on a script is distance d, there is an equivalent
script with a visibility constraint at most 2d that uses only local effect assignments.
Increasing the visibility bound increases the number of replicas required at each
node. Hence this optimization eliminates one communication round at the cost
of sending more information in the remaining round.
3.5 Experiments
In this section, we present experimental results using two distinct real-world
behavioral simulation models we have coded using BRACE. We focus on the
following: (i) We validate the effectiveness of the BRASIL optimizations intro-
duced in Section 3.4.2. In fact, these optimizations allow us to approach the
efficiency of hand-optimized simulation code (Section 3.5.2); (ii) We evaluate
BRACE’s MapReduce runtime implementation over a cluster of machines. We
measure simulation scale-up via spatial data partitioning as well as load balanc-
ing (Section 3.5.3).
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3.5.1 Setup
Implementation. The prototype BRACE MapReduce runtime is implemented
in C++ and uses MPI for inter-node communication. Our BRASIL compiler is
written in Java and directly generates C++ code that can be compiled with the
runtime. Our prototype includes a generic KD-tree based spatial index capa-
bility [36]. We use a simple rectilinear grid partitioning scheme, which assigns
each grid cell to a separate slave node. A one-dimensional load balancer peri-
odically receives statistics from the slave nodes, including computational load
and number of owned agents; from these it heuristically computes a new parti-
tion trying to balance improved performance against estimated migration cost.
Checkpointing is not yet integrated into BRACE’s implementation at the time
of writing.
We plan to integrate more sophisticated algorithms for all these components
in future work. But our current prototype already demonstrates good per-
formance and automatic scaling of realistic behavioral simulations written in
BRASIL.
Simulation Workloads. We have implemented realistic traffic and fish school
simulations in BRASIL. The traffic simulation includes the lane-changing and
acceleration models of the state-of-the-art, open-source MITSIM traffic simula-
tor [163]. MITSIM is a single-node program, so we compare its performance
against our BRASIL reimplementation of its model also running on a single
node. We simulate a linear segment of highway, and scale-up the size of the
problem by extending the length of the segment.
The fish simulation implements a recent model of information flow in an-
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imal groups [59]. In this model the “ocean” is unbounded, and the spatial
distribution of fish changes dramatically as “informed individuals” guide the
movements of others in the school.
Neither of these simulations uses non-local effect assignments; therefore we
need only a single reducer per node. To evaluate our effect inversion optimiza-
tion, we modified the fish simulation to create a predator simulation that uses
non-local assignments. It is similar in spirit to artificial society simulations [96].
Appendix A.3 describes these simulation models in more detail. We measure to-
tal simulation time in our single-node experiments and tick throughput (agent
ticks per second) when scaling up over multiple nodes. In all measurements we
eliminate start-up transients by discarding initial ticks until a stable tick rate is
achieved.
Hardware Setup. We ran all of our experiments in the Cornell Web Lab clus-
ter [32]. The cluster contains 60 nodes interconnected by a pair of 1 gigabit/sec
Port Summit X450a Ethernet Switches. Each node has two Quad Core Intel
Xeon, 2.66GHz, processors with 4MB cache each and 16 GB of main memory.
3.5.2 BRASIL Optimizations
We first compare the single-node performance of our traffic simulation to the
single-node program MITSIM. The main optimization in this case is spatial in-
dexing. For a meaningful comparison, we validate the aggregate traffic statistics
produced by our BRASIL reimplementation against those produced by MIT-
SIM. Details of our validation procedure appear in Appendix A.3.
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Figure 3.3 compares the performance of MITSIM against BRACE using our
BRASIL reimplementation of its model. Without spatial indexing, BRACE’s per-
formance degrades quadratically with increasing segment length. This is ex-
pected: In this simulation, the number of agents grows linearly with segment
length; and without indexing every vehicle enumerates and tests every other
vehicle during each tick. With spatial indexing enabled, BRACE converts this
behavior to an orthogonal range query, resulting in log-linear growth, as con-
firmed by Figure 3.3. BRACE’s spatial indexing achieves performance that is
comparable, but inferior to MITSIM’s hand-coded nearest-neighbor implemen-
tation. Our optimization techniques generalize to nearest-neighbor indexing,
and adding this to BRACE is planned future work. With this enhancement, we
expect to achieve performance parity with MITSIM.
We observed similar log-linear versus quadratic performance when scaling
up the number of agents in the fish simulation in a single node. We thus omit
these results. When we increase the visibility range, however, the performance
of the KD-tree indexing decreases, since more results are produced for each in-
dex probe (Figure 3.4). Still, indexing yields from two to three times improve-
ment over a range of visibility values.
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Figure 3.6: Fish - Load Balancing
In addition to indexing, we also measure the performance gain of eliminat-
ing non-local effect assignments through effect inversion. Only the predator
simulation has non-local effect assignments, so we report results exclusively on
this model. We run two versions of the predator simulation, one with non-local
assignments and the other with non-local assignments eliminated by effect in-
version. We run both scripts with and without KD-tree indexing enabled on 16
slave nodes, and with BRACE configured to have two reduce passes in the first
case and only a single reduce pass in the second case. Our results are displayed
in Figure 3.5. Effect inversion increases agent tick throughput from 3.59 million
(Idx-Only) to 4.36 million (Idx+Inv) with KD-tree indexing enabled, and from
2.95 million (No-Opt) to 3.63 million (Inv-Only) with KD-tree indexing disabled.
This represents an improvement of more than 20% in each case, demonstrating
the importance of this optimization.
3.5.3 Scalability of the BRACE Runtime
We now explore the parallel performance of BRACE’s MapReduce runtime on
the traffic and fish school simulations as we scale the number of slave nodes
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Figure 3.8: Fish - Scalability
from 1 to 36. The size of both simulations is scaled linearly with the number of
slaves, so we measure scale-up rather than speed-up.
The traffic simulation represents a linear road segment with constant up-
stream traffic. As a result, the distribution on the segment is nearly uniform,
and load is always balanced among the nodes. Therefore, throughput grows
linearly with the number of nodes even if load balancing is disabled (Figure 3.7).
The sudden drop around 20 nodes is an artifact of IP routing in the multi-switch
configuration of the WebLab cluster on which we ran our experiments.
In the fish simulation, fish move in schools led by informed individuals [59].
In our experiment, there are two classes of informed individuals, trying to move
in two different fixed directions. The spatial distribution of fish, and conse-
quently the load on each slave node, changes over time. Figure 3.8 shows the
scalability of this simulation with and without load balancing. Without load
balancing, two fish schools eventually form in nodes at the extremes of simu-
lated space, while the load at all other nodes falls to zero. With load balancing,
partition grids are adjusted periodically to assign roughly the same number of
fish to each node, so throughput increases linearly with the number of nodes.
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Figure 3.6 confirms this, where still 16 slave nodes are used and we sample
the time per epoch every 100 epochs, for readability, but also display all outliers.
With load balancing enabled, the time per simulation epoch is essentially flat;
with load balancing disabled, the epoch time gradually increases to a value that
reflects all agents being simulated by only two nodes.
3.6 Conclusions
In this chapter we show how MapReduce can be used to scale behavioral simu-
lations across clusters by abstracting these simulations as iterated spatial joins.
To efficiently distribute these joins we leverage several properties of behav-
ioral simulations to get a shared-nothing, in-memory MapReduce framework
called BRACE, which exploits collocation of mappers and reducers to bound
communication overhead. In addition, we present a new scripting language
for our framework called BRASIL, which hides all the complexities of modeling
computations in MapReduce and parallel programming from domain scientists.
BRASIL scripts can be compiled into our MapReduce framework and allow for
algebraic optimizations in mappers and reducers. We perform an experimen-
tal evaluation with two real-world behavioral simulations to show that BRACE
has nearly linear scalability as well as single-node performance comparable to
a hand-coded simulator.
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CHAPTER 4
ENABLE ASYNCHRONOUS EXECUTION FOR LARGE-SCALE GRAPH
PROCESSING
In this chapter we present GRACE, a new graph programming platform
that separates application logic from execution policies in order to combine
the easy programmability of the synchronous processing model with the high
performance of asynchronous execution. Users of GRACE only needs to pro-
gram their applications once using a synchronous iterative graph programming
model, but can switch between various synchronous and asynchronous exe-
cutions to get different parallel implementations without reimplementing their
application logic. Our experiments with four large-scale real-world graph ap-
plications show that GRACE can achieve convergence rates and performance
similar to that of completely general asynchronous execution engines while still
maintaining the advantages of nearly linear parallel scalability inherited from a
synchronous processing model.
4.1 Introduction
Graphs can capture complex data dependencies, and thus processing of graphs
has become a key component in a wide range of applications, such as semi-
supervised learning based on random graph walks [107], web search based on
link analysis [41, 83], scene reconstruction based on Markov random fields [60]
and social community detection based on label propagation [106], to name just
a few examples. New applications such as social network analysis or 3D model
construction over Internet-scale collections of images have produced graphs of
unprecedented size, requiring us to scale graph processing to millions or even
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billions of vertices. Due to this explosion in graph size, parallel processing is
heavily used; for example, Crandall et al. describe the use of a 200-core Hadoop
cluster to solve the structure-from-motion problem for constructing 3D models
from large unstructured collections of images [60].
Recently, a number of graph processing frameworks have been proposed
that allow domain experts to focus on the logic of their applications while the
framework takes care of scaling the processing across many cores or machines
[42, 68, 98, 119, 122, 135, 167, 169]. Most of these frameworks are based on two
common properties of graph processing applications: first, many of these appli-
cations proceed iteratively, updating the graph data in rounds until a fixpoint
is reached. Second, the computation within each iteration can be performed in-
dependently at the vertex level, and thus vertices can be processed individually
in parallel. As a result, these graph processing frameworks commonly follow
the bulk synchronous parallel (BSP) model of parallel processing [153]. The BSP
model organizes computation into synchronous “ticks” (or “supersteps”) de-
limited by a global synchronization barrier. Vertices have local state but there
is no shared state; all communication is done at the synchronization barriers by
message passing. During a tick, each vertex independently receives messages
that were sent by neighbor vertices during the previous tick, uses the received
values to update its own state, and finally sends messages to adjacent vertices
for processing during the following tick. This model ensures determinism and
maximizes data parallelism within ticks, making it easy for users to design, pro-
gram, test, and deploy parallel implementations of domain specific graph ap-
plications while achieving excellent parallel speedup and scaleup.
In contrast to the synchronous execution policy of the BSP model, asyn-
58
chronous execution policies do not have clean tick and independence proper-
ties, and generally communicate using shared state instead of—or in addition
to—messages. Vertices can be processed in any order using the latest available
values. Thus, there is no guarantee of isolation between updates of two ver-
tices: vertices can read their neighbor’s states at will during their update pro-
cedure. Asynchronous execution has a big advantage for iterative graph pro-
cessing [38, 114]: We can intelligently order the processing sequence of vertices
to significantly accelerate convergence of the computation. Consider finding
the shortest path between two vertices as an illustrative example: the shortest
distance from the source vertex to the destination vertex can be computed it-
eratively by updating the distances from the source vertex to all other vertices.
In this case, vertices with small distances are most likely to lead to the shortest
path, and thus selectively expanding these vertices first can significantly acceler-
ate convergence. This idea is more generally referred as the label-setting method
for shortest/cheapest path problems on graphs, with Dijkstra’s classical method
the most popular algorithm in this category. In addition, in asynchronous exe-
cution the most recent state of any vertex can be used directly by the next vertex
that is scheduled for processing, instead of only using messages sent during the
previous tick as in the BSP model. This can further increase the convergence
rate since data updates can be incorporated as soon as they become available.
For example, in belief propagation, directly using the most recent updates can
significantly improve performance over synchronous update methods that have
to wait until the end of each tick [70].
Although asynchronous execution policies can improve the convergence
rate for graph processing applications, asynchronous parallel programs are
much more difficult to write, debug, and test than synchronous programs. If
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an asynchronous implementation does not output the expected result, it is diffi-
cult to locate the source of the problem: it could be the algorithm itself, a bug in
the asynchronous implementation, or simply that the application does not con-
verge to the same fixpoint under synchronous and asynchronous executions.
Although several asynchronous graph processing platforms have been pro-
posed which attempt to mitigate this problem by providing some asynchronous
programming abstractions, their abstractions still require users to consider low-
level concurrency issues [103, 113]. For example in GraphLab, the unit of cal-
culation is a single update task over a vertex [113]. When an update task is
scheduled, it computes based on whatever data is available on the vertex itself
and possibly its neighbors. But since adjacent vertices can be scheduled simul-
taneously, users need to worry about read and write conflicts and choose from
different consistency levels to avoid such conflicts themselves. In Galois, differ-
ent processes can iterate over the vertices simultaneously, updating their data in
an optimistic parallel manner [103]. Users then need to specify which method
calls can safely be interleaved without leading to data races and how the effects
of each method call can be undone when conflicts are detected. Such conflicts
arise because general asynchronous execution models allow parallel threads to
communicate at any time, not just at the tick boundaries. The resulting concur-
rent execution is highly dependent on process scheduling and is not determin-
istic. Thus, asynchronous parallel frameworks have to make concurrency issues
explicit to the users.
For these reasons, a synchronous iterative model is clearly the programming
model of choice due to its simplicity. Users can focus initially on “getting the
application right,” and they can easily debug their code and reason about pro-
gram correctness without having to worry about low-level concurrency issues.
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Then, having gained confidence that their encoded graph application logic is
bug-free, users would like to be able to migrate to asynchronous execution for
better performance without reimplementing their applications; they should just be
able to change the underlying execution policy in order to switch between syn-
chronous and asynchronous execution.
Unfortunately, this crucially important development cycle — going from a
simple synchronous specification of a graph processing application to a high-
performance asynchronous execution — is not supported by existing frame-
works. Indeed, it is hard to imagine switching from the message-passing com-
munication style of a synchronous graph program to the shared-variable com-
munication used in an asynchronous one without reimplementing the applica-
tion. However, in this chapter we show such reimplementation is unnecessary:
most of the benefit of asynchronous processing can be achieved in a message-
passing setting by allowing users to explicitly relax certain constraints imposed
on message delivery by the BSP model.
In this work, we combine synchronous programming with asynchronous ex-
ecution for large-scale graph processing by cleanly separating application logic
from execution policies. We have designed and implemented a large scale paral-
lel iterative graph processing framework named GRACE, which exposes a syn-
chronous iterative graph programming model to the users while enabling both
synchronous and user-specified asynchronous execution policies. Our work
makes the following three contributions:
(1) We present GRACE, a general parallel graph processing framework that
provides an iterative synchronous programming model for developers. The
programming model captures data dependencies using messages passed be-
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tween neighboring vertices like the BSP model (Section 4.3).
(2) We describe the parallel runtime of GRACE, which follows the BSP model
for executing the coded application. At the same time GRACE allows users
to flexibly specify their own (asynchronous) execution policies by explicitly
relaxing data dependencies associated with messages in order to achieve fast
convergence. By doing so GRACE maintains both fast convergence through
customized (asynchronous) execution policies of the application and automatic
scalability through the BSP model at run time (Section 4.4).
(3) We experiment with four large-scale real-world graph processing appli-
cations written in a shared-memory prototype implementation of GRACE (Sec-
tion 4.5). Our experiments show that even though programs in GRACE are writ-
ten synchronously, we can achieve convergence rates and performance similar
to that of completely general asynchronous execution engines, while still main-
taining nearly linear parallel speedup by following the BSP model to minimize
concurrency control overheads (Section 4.6).
We begin our presentation by introducing iterative graph processing appli-
cations in Section 4.2 and conclude in Section 4.7. A discussion of related work
can be found in Section 5.2
4.2 Iterative Graph Processing
Iterative graph processing applications are computations over graphs that update
data in the graph in iterations or ticks. During each tick the data in the graph
is updated, and the computation terminates after a fixed number of ticks have
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been executed [60] or the computation has converged [77]. We use the belief
propagation algorithm on pairwise Markov random fields (MRFs) as a running
example to illustrate the computation patterns of an iterative graph processing
application [132].
Running Example: Belief Propagation on Pairwise MRF. The pairwise MRF
is a widely used undirected graphical model which can compactly represent
complex probability distributions. Consider n discrete random variables X =
{X1, X2, · · · , Xn} taking on values Xi ∈ Ω, where Ω is the sample space.1 A
pairwise MRF is an undirected graph G(V,E) where vertices represent random
variables and edges represent dependencies. Each vertex u is associated with
the potential function φu : Ω 7→ R+ and each edge eu,v is associated with the
potential function φu,v : Ω × Ω 7→ R+. The joint distribution is proportional to
the product of the potential functions:
p(x1, x2, · · · , xn) ∝
∏
u∈V
φu(xu) ·
∏
(u,v)∈E
φu,v(xu, xv)
Computing the marginal distribution for a random variable (i.e., a vertex) is
the core procedure for many learning and inference tasks in MRF. Belief prop-
agation (BP), which works by repeatedly passing messages over the graph to
calculate marginal distributions until the computation converges, is one of the
most popular algorithms used for this task [70]. The message mu→v(xv) sent
from u to v is a distribution which encodes the “belief” about the value of Xv
from Xu’s perspective. Note that since MRFs are undirected graphs, there are
two messages mu→v(xv) and mv→u(xu) for the edge eu,v. In each tick, each ver-
tex u first updates its own belief distribution bu(xu) according to its incoming
1In general, each random variable can have its own sample space. For simplicity of discus-
sion, we assume that all the random variables have the same sample space.
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messages mw→u(xu):
bu(xu) ∝ φu(xu)
∏
ew,u∈E
mw→u(xu) (4.1)
This distribution indicates the current belief about Xu’s value. The message
mu→v(xv) for its outgoing edge eu,v can then be computed based on its updated
belief distribution:
mu→v(xv) ∝
∑
xu∈Ω
φu,v(xu, xv) · bu(xu)
mv→u(xu)
(4.2)
Each belief distribution can be represented as a vector, residing in some belief
space B ⊂ (R+)|Ω|; we denote all the |V | beliefs as b ∈ B|V |. Hence the up-
date procedure of Equation (4.2) for a vertex v can be viewed as a mapping
fv : B|V | 7→ B, which defines the belief of vertex v as a function of the beliefs
of all the vertices in the graph (though it actually depends only on the vertices
adjacent to v). Let f(b) = (fv1(b1), fv2(b2), · · · , fv|V |(b|V |), the goal is to find the
fixpoint b∗ such that f(b∗) = b∗. At the fixpoint, the marginal distribution of any
vertex v is the same as its belief. Thus BP can be treated as a way of organiz-
ing the “global” computation of marginal beliefs in terms of local computation.
For graphs containing cycles, BP is not guaranteed to converge, but it has been
applied with extensive empirical success in many applications [126].
In the original BP algorithm, all the belief distributions are updated simulta-
neously in each tick using the messages sent in the previous tick. Algorithm 1
shows this procedure, which simply updates the belief distribution on each ver-
tex and calculates its outgoing messages. The algorithm terminates when the
belief of each vertex u stops changing, in practice when ||b(t)u − b(t−1)u || <  for
some small .
Although the original BP algorithm is simple to understand and implement,
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Algorithm 1: Original BP Algorithm
1 Initialize b(0)u as φu for all u ∈ V ;
2 Calculate the message m(0)u→v using b
(0)
u according to Eq. 4.2 for all eu,v ∈ E ;
3 Initialize t = 0 ;
4 repeat
5 t = t+ 1 ;
6 foreach u ∈ V do
7 Calculate b(t)u using m
(t−1)
w→u according to Eq. 4.1 ;
8 foreach outgoing edge eu,v of u do
9 Calculate m(t)u→v using b
(t)
u according to Eq. 4.2 ;
10 end
11 end
12 until ∀u ∈ V, ||b(t)u − b(t−1)u || ≤  ;
it can be very inefficient. One important reason is that it is effectively only us-
ing messages from the previous tick. A well-known empirical observation is
that when vertices are updated sequentially using the latest available messages
from their neighbors, the resulting asynchronous BP will generally approach
the fixpoint with fewer updates than the original variant [70]. In addition, those
vertices whose incoming messages changed drastically will be more “eager”
to update their outgoing messages in order to reach the fixpoint. Therefore, as
suggested by Gonzalez et al., a good sequential update ordering is to update the
vertex that has the largest “residual,” where the residual of a message is defined
as the difference between its current value and its last used value, and the resid-
ual of a vertex is defined as the maximum residual of its received messages [77].
The resulting residual BP algorithm is illustrated in Algorithm 2, where during
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Algorithm 2: Residual BP Algorithm
1 Initialize bnewu and boldu as φu for all u ∈ V ;
2 Initialize moldu→v as uniform distribution for all eu,v ∈ E ;
3 Calculate message mnewu→v using bnewu according to Eq. 4.2 for all eu,v ∈ E ;
4 repeat
5 u = arg maxv(max(w,v)∈E ||mneww→v −moldw→v||) ;
6 Set boldu to be bnewu ;
7 Calculate bnewu using mneww→u according to Eq. 4.1 ;
8 foreach outgoing edge eu,v of u do
9 Set moldu→v to be mnewu→v ;
10 Calculate mnewu→v using bnewu according to Eq. 4.2 ;
11 end
12 until ∀u ∈ V, ||bnewu − boldu || ≤  ;
each tick the vertex with the largest residual is chosen to be processed and then
its outgoing messages are updated.
Comparing Algorithm 1 and 2, we find that their core computational logic is
actually the same: they are both based on iterative application of Equations 4.1
and 4.2. The only difference lies in how this computational logic is executed. In
the original BP algorithm, all vertices simultaneously apply these two equations
to update their beliefs and outgoing messages using the messages received from
the previous tick. In the residual BP algorithm, however, vertices are updated
sequentially using the most recent messages while the order is based on mes-
sage residuals. The independent nature of the message calculation suggests that
the original BP algorithm can be easily parallelized: since in each tick, each ver-
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tex only needs to read its incoming messages from the previous tick, the vertex
computations will be completely independent as long as all messages from the
previous tick are guaranteed to be available at the beginning of each tick. Such
a computational pattern can be naturally expressed in the BSP model for paral-
lel processing, where graph vertices are partitioned and distributed to multiple
processes for local computation during each tick. These processes do not need
to communicate with each other until synchronization at the end of the tick,
which is used to make sure every message for the next tick has been computed,
sent, and received. Such a parallel program written in the BSP model can au-
tomatically avoid non-deterministic access to shared data, thus achieving both
programming simplicity and scalability.
On the other hand, in the residual BP algorithm only one vertex at a time is
selected and updated based on Equation 4.1 and 4.2. In each tick it selects the
vertex v with the maximum residual:
arg max
v
max
(w,v)∈E
||mneww→v −moldw→v||
which naively would require O(|E|) time. To find the vertex with maximal
residual more efficiently, a priority queue could be employed with the vertex
priority defined as the maximum of residuals of the vertex’s incoming mes-
sages [70]. During each tick, the vertex with the highest priority is selected
to update its outgoing messages, which will then update the priorities of the
receivers correspondingly. Note that since access to the priority queue has to
be serialized across processes, the resulted residual BP algorithm no longer fits
in the BSP model and thus cannot be parallelized easily. Sophisticated concur-
rency control is required to prevent multiple processes from updating neighbor-
ing vertices simultaneously. As a result, despite the great success of the serial
residual BP algorithm, researchers have reported poor parallel speedup [77].
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The above observations can also be found in many other graph processing
applications. For instance, both Bellman-Ford algorithm and Dijkstra’s algo-
rithm can be used to solve the shortest path problem with non-negative edge
weights. These two algorithms share the same essential computational logic:
pick a vertex and update its neighbors’ distances based on its own distance. The
difference lies only in the mechanisms of selecting such vertices: in Bellman-
Ford algorithm, all vertices are processed synchronously in each tick to update
their neighbors, whereas in Dijkstra’s algorithm only the unvisited vertex with
the smallest tentative distance is selected. On a single processor, Dijkstra’s algo-
rithm is usually preferred since it can converge faster. However, since the algo-
rithm requires processing only one vertex with the smallest distance at a time, it
cannot be parallelized as easily as Bellman-Ford. Similar examples also include
the push-relabel algorithm and the relabel-to-front algorithm for the network
max-flow problem [100].
In general, although asynchronous algorithms can result in faster conver-
gence and hence better performance, they are (1) more difficult to program
than synchronous algorithms, and (2) harder to scale up through parallelism
due to their inherent sequential ordering of computation. To avoid these dif-
ficulties, graph processing application developers want to start with a simple
synchronous implementation first; they can thoroughly debug and test this im-
plementation and try it out on sample data. Then once an application developer
has gained confidence that her synchronous implementation is correct, she can
carefully switch to an asynchronous execution to reap the benefits of better per-
formance from faster convergence while maintaining similar speedup — as long
as the asynchronous execution generates identical (or at least acceptable) results
compared to the synchronous implementation. To the best of our knowledge,
68
GRACE is the first effort to make this development cycle a reality.
4.3 Programming Model
Unlike most graph query systems or graph databases which tend to apply
declarative (SQL or Datalog-like) programming languages to interactively ex-
ecute graph queries [6, 7, 10], GRACE follows batch-style graph programming
frameworks (e.g., PEGASUS [98] and Pregel [119]) to insulate users from low
level details by providing a high level representation for graph data and letting
users specify an application as a set of individual vertex update procedures. In
addition, GRACE lets users explicitly define sparse data dependencies as mes-
sages between adjacent vertices. We explain this programming model in detail
in this section.
4.3.1 Graph Model
GRACE encodes application data as a directed graphG(V,E). Each vertex v ∈ V
is assigned a unique identifier and each edge eu→v ∈ E is uniquely identified by
its source vertex u and destination vertex v. To define an undirected graph such
as an MRF, each undirected edge is represented by two edges with opposite
directions. Users can define arbitrary attributes on the vertices, whose values
are modifiable during the computation. Edges can also have user-defined at-
tributes, but these are read-only and initialized on construction of the edge. We
denote the attribute vector associated with the vertex v at tick t by Stv and the at-
tribute vector associated with edge eu→v by Su→v. Since Su→v will not be changed
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class Vertex {
Distribution potent; // Predefined potential
Distribution belief; // Current belief
};
class Edge {
Distribution potent; // Predefined potential
};
class Msg {
Distribution belief; // Belief of the receiver
// from sender’s perspective
};
Figure 4.1: Graph Data for BP
during the computation, the state of the graph data at tick t is determined by St
= (Stv1 , S
t
v2
· · · , Stv|V |). At each tick t, each vertex v can send at most one message
M tv→w on each of its outgoing edges. Message attributes can be specified by the
users; they are read-only and must be initialized when the message is created.
As shown in Figure 4.1, for Belief Propagation, Stv stores vertex v’s prede-
fined potential function φv(xv), as well as the belief distribution bv(xv) estimated
at tick t. Su→v stores the predefined potential function φu,v(xu, xv). Note that the
belief distributions are the only modifiable graph data in BP. As for messages,
M tu→v stores the belief distribution mtu→v about the value of Xv from Xu’s per-
spective at tick t.
4.3.2 Iterative Computation
In GRACE, computation proceeds by updating vertices iteratively based on
messages. At each tick, vertices receive messages through all incoming edges,
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update their local data values, and propagate newly created messages through
all outgoing edges. Thus each vertex updates only its own data. This update
logic is captured by the Proceed function with the following signature:
List<Message> Proceed(List<Message> msgs)
Whenever this function is triggered for some vertex u, it will be processed by
updating the data of vertex u based on the received messages msgs and by
returning a set of newly computed outgoing messages, one for each outgoing
edge. Note that at the beginning, the vertices must first send messages before
receiving any. Therefore the received messages parameter for the first invoca-
tion of this function will be empty. When executed synchronously, in every tick
each vertex invokes its Proceed function once, and hence expects to receive a
message from each of its incoming edges.
As shown in Figure 4.2, we can easily implement the Proceed function for
BP, which updates the belief following Equation 4.1 (lines 2 - 6) and computes
the new message for each outgoing edge based on the updated belief and the
edge’s potential function (lines 7 - 13); we use Msg[e] to denote the message
received on edge e. Similarly, outMsg[e] is the message sent out on edge e.
The computeMsg function computes the message based on Equation (4.2). If a
vertex finds its belief does not change much, it will vote for halt (lines 14 - 15).
When all the vertices have voted for halt during a tick, the computation termi-
nates. This voting-for-halt mechanism actually distributes the work of checking
the termination criterion to the vertices. Therefore at the tick boundary if we
observe that all the vertices have voted for halt, we can terminate the computa-
tion.
Note that with this synchronous programming model, data dependencies
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1 List<Msg> Proceed(List<Msg> msgs) {
2 // Compute new belief from received messages
3 Distribution newBelief = potent;
4 for (Msg m in msgs) {
5 newBelief = times(newBelief, m.belief);
6 }
7 // Compute and send out messages
8 List<Msg> outMsgs(outDegree);
9 for (Edge e in outgoingEdges) {
10 Distribution msgBelief;
11 msgBelief = divide(newBelief, Msg[e]);
12 outMsg[e] = computeMsg(msgBelief, e.potent);
13 }
14 // Vote to terminate upon convergence
15 if (L1(newBelief, belief) < eps) voteHalt();
16 // Update belief and send out messages
17 belief = newBelief;
18 return outMsgs;
19 }
Figure 4.2: Update logic for BP
are implicitly encoded in messages: a vertex should only proceed to the next tick
when it has received all the incoming messages in the previous tick. As we will
discuss in the next section, we can relax this condition in various ways in order
to execute graph applications not only synchronously, but also asynchronously.
4.4 Asynchronous Execution in BSP
Given that our iterative graph applications are written in the BSP model, it is
natural to process these applications in the same model by executing them in
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ticks: within each tick, we process vertices independently in parallel through
the user-specified Proceed function; at the end of each tick we introduce a syn-
chronization barrier. A key observation in the design of the GRACE runtime is
that asynchronous execution policies can also be implemented with a BSP-style
runtime: an underlying BSP model in the platform does not necessarily force
synchronous BSP-style execution policies for the application.
We first describe in Section 4.4.1 the semantics that require to be speci-
fied when relaxing synchronous execution properties in order to enable asyn-
chronous execution policies, and then describe how they should be specified in
Section 4.4.2.
4.4.1 Relaxing Synchrony Properties
In the BSP model, the graph computation is organized into ticks. For syn-
chronous execution, each vertex reads all available messages, computes a new
state and sends messages that will be available in the next tick. This satisfies the
following two properties:
Isolation. Computation within each tick is performed independently at the ver-
tex level. In other words, within the same tick newly generated messages from
any vertices will not be seen by the Proceed functions of other vertices.
Consistency. A vertex should be processed if and only if all its incoming mes-
sages have been received. In other words, a vertex’ Proceed function should be
triggered at the tick when all its received messages from incoming edges have
been made available at the beginning of that tick.
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By ensuring both isolation and consistency in the BSP model, all vertices are
processed independently in each iteration using their received messages from
the previous iteration. Hence data dependencies implicitly encoded in mes-
sages are respected. In asynchronous execution, however, we can relax isola-
tion or consistency (or both) in order to achieve faster convergence. By relaxing
consistency, we allow a vertex to invoke its Proceed function before all the in-
coming messages have arrived; for example, we can schedule a vertex that has
received only a single, but important message. By relaxing isolation, we allow
messages generated earlier in an iteration to be seen by later vertex update pro-
cedures. Therefore, the invocation order of vertex update procedures can make
a substantial difference; for example, we may process vertices with “important”
messages early in order to generate their outgoing messages and make these
messages visible to other vertices within the same tick, where the message im-
portance is intended to capture the messages contribution to the convergence of
the iterative computation. In either case, an edge eu,v could have multiple un-
read messages if the destination vertex v has not been scheduled for some time
or it could have no unread message at all if the source vertex u has not been
scheduled since the last time v was processed. Hence we must decide which
message on each of the incoming edges should be used when we are going to
update the vertex. For example, an option would be to use the latest message
when there are “stale” messages or to use the last consumed message if no new
message has been received.
By relaxing isolation and/or consistency properties, we can efficiently sim-
ulate asynchronous execution while running with a BSP model underneath.
Combining different choices about how to relax these properties of the BSP
model results in various execution policies, which may result in different con-
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vergence rates. We now describe the customizable execution interface of the
GRACE runtime which enables this flexibility.
4.4.2 Customizable Execution Interface
Vertex Scheduling. If users decide to relax the consistency property of the BSP
model, they can determine the set of vertices to be processed as well as the or-
der in which these vertices are processed within a tick. In order to support such
flexible vertex scheduling, each vertex maintains a dynamic priority value. This
value, called the scheduling priority of the vertex, can be updated upon receiving
a new message. Specifically, whenever a vertex receives a message the execu-
tion scheduler will trigger the following function:
void OnRecvMsg(Edge e, Message msg)
In this function, users can update the scheduling priority of the receiver vertex
by aggregating the importance of the received message. Then at the start of each
tick, the following function will be triggered:
void OnPrepare(List<Vertex> vertices)
In OnPrepare, users can access the complete global vertex list and select a subset
(or the whole set) of the vertices to be processed for this tick. We call this sub-
set the scheduled vertices of the tick. To do this, users can call Schedule on any
single vertex to schedule the vertex, or call ScheduleAll with a specified pred-
icate to schedule all vertices that satisfy the predicate. They can also specify
the order in which the scheduled vertices are going to be processed; currently,
GRACE allows scheduled vertices to be processed following either the order
determined by their scheduling priorities or by their vertex ids. For example,
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users can schedule the set of vertices with high priority values; they can also
use the priority just as a boolean indicating whether or not the vertex should
be scheduled; they can also simply ignore the scheduling priority and schedule
all vertices in order to achieve consistency. The framework does not force them
to consider certain prioritized execution policies but provides the flexibility of
vertex scheduling through the use of this scheduling priority.
Message Selection. If users decide to relax the isolation property of the BSP
model, vertices are no longer restricted to using only messages sent in the pre-
vious tick. Users can specify which message to use on each of the vertex’s in-
coming edges when processing the vertex in Proceed. Since every vertex is
processed and hence sends messages at tick 0, every edge will receive at least
one message during the computation. Users can specify this message selection
logic in the following function:
Msg OnSelectMsg(Edge e)
This function will be triggered by the scheduler on each incoming edge of a
vertex before the vertex gets processed in the Proceed function. The return
message msg will then be put in the parameters of the corresponding edge upon
calling Proceed. In the OnSelectMsg function, users can get either 1) the last
received message, 2) the selected message in the last Proceed function call, or
3) the most recently received message up to the previous tick. Users have to
choose the last option in order to preserve isolation.
In general users may want to get any “unconsumed” messages or “com-
bine” multiple messages into a single message that is passed to the Proceed
function, we are aware of this requirement and plan to support this feature in
future work. For now we restrict users to choosing messages from only the
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above three options so that we can effectively garbage collect old messages and
hence only maintain a small number of received messages for each edge. Note
that during this procedure new messages could arrive simultaneously, and the
runtime needs to guarantee that repeated calls to get these messages within a
single OnSelectMsg function will return the same message objects.
4.4.3 Original and Residual BP: An Example
By relaxing the consistency and isolation properties of the BSP model, users can
design very flexible execution policies by instantiating the OnRecvMsg, OnSe-
lectMsg and OnPrepare functions. Taking the BP example, if we want to execute
the original synchronous BP algorithm, we can implement these three functions
as in Figure 4.3. Since every vertex is going to be scheduled at every tick, On-
RecvMsg does not need to do anything for updating scheduling priority. In
addition, since every edge will receive a message at each tick, OnSelectMsg can
return the message received from the previous tick.Finally, in OnPrepare we
simply schedule all the vertices. By doing this both consistency and isolation
are preserved and we get as a result a synchronous BP program.
If we want to apply the asynchronous residual BP style execution, we need
to relax both consistency and isolation. Therefore we can instead implement
these three functions as in Figure 4.4. In this case we use the maximum of the
residuals of the incoming messages as the scheduling priority of a vertex. In On-
RecvMsg, we first get the belief distribution of the last received message. Next
we compute the residual of the newly received message as the L1 difference be-
tween its belief distribution with that of the last received message. This residual
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1 void OnRecvMsg(Edge e, Message msg) {
2 // Do nothing to update priority
3 // since every vertex will be scheduled
4 }
1 Msg OnSelectMsg(Edge e) {
2 return GetPrevRecvdMsg(e);
3 }
1 void OnPrepare(List<Vertex> vertices) {
2 ScheduleAll(Everyone);
3 }
Figure 4.3: Synchronous Original Execution for BP
is then used to update the scheduling priority of the vertex via the sum aggre-
gation function. In OnSelectMsg, we simply return the most recently received
message. For OnPrepare, we schedule approximately r · |V | of the vertices with
high scheduling priorities by first picking a threshold from a sorted sample of
vertices and then calling ScheduleAll to schedule all vertices whose priority val-
ues are larger than this threshold.2
4.5 Runtime Implementation
We now describe the design and implementation of the parallel processing run-
time of GRACE. The goal of the runtime is to efficiently support vertex schedul-
ing and message selection as we discussed in Section 4.4. Most asynchronous
processing frameworks have to make the scheduling decision of which vertex to
2To strictly follow the residual BP algorithm, we can only schedule one vertex with the high-
est scheduling priority for each tick; although this can also be achieved in OnPrepare by first
sorting the vertices based on their priorities and then choose only the vertex with the highest
priority value, we choose not to demonstrate this execution policy since it is not efficient for
parallel processing.
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1 void OnRecvMsg(Edge e, Message msg) {
2 Distn lastBelief = GetLastUsedMsg(e).belief;
3 float residual = L1(newBelief, msg.belief);
4 UpdatePriority(GetRecVtx(e), residual, sum);
5 }
1 Msg OnSelectMsg(Edge e) {
2 return GetLastRecvdMsg(e);
3 }
1 void OnPrepare(List<Vertex> vertices) {
2 List<Vertex> samples = Sample(vertices, m);
3 Sort(samples, Vertex.priority, operator >);
4 float threshold = samples[r * m].priority;
5 ScheduleAll(PriorGreaterThan(threshold));
6 }
Figure 4.4: Asynchronous Residual Execution for BP
be processed next. However, because GRACE follows the BSP model, it sched-
ules a set of vertices to be processed for the next tick at the barrier instead of
repeatedly schedule one vertex at a time. As we will show below, this allows
both fast convergence and high scalability.
4.5.1 Shared-Memory Architecture
For many large-scale graph processing applications, after appropriate prepro-
cessing, the data necessary for computation consists of a few hundred giga-
bytes or less and thus fits into a single shared-memory workstation. In addi-
tion, although the BSP model was originally designed for distributed-memory
systems, it has also been shown useful for shared-memory multicore sys-
tems [154, 166]. As a result, while the GRACE programming abstraction and
its customizable execution interface are intended for both shared-memory and
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Figure 4.5: Data Flow in GRACE Runtime
distributed memory environments, we decided to build the first prototype of
the GRACE runtime on a shared-memory architecture. In the future we plan to
extend it to a distributed environment for even larger data sets.
The architecture of the runtime is shown in Figure 4.5. As in a typical BSP
implementation, GRACE executes an application as a group of worker threads,
and these threads are coordinated by a driver thread. The runtime also contains
a scheduler, which is in charge of scheduling the set of vertices to be processed in
each tick. Each run of the application is treated as a task, with its config informa-
tion such as the number of worker threads and task stop criterion stored in the
task manager. All vertices, together with their edges and the received messages
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on each incoming edge, are stored in a global vertex list in shared memory. Al-
though messages are logically stored on the edges, in the implementation they
are actually located in the data space of the receiving vertex to improve locality.
4.5.2 Batch Scheduling
Recall that there is a synchronization barrier at the end of each tick, where the
user-specified OnPrepare function is triggered. This barrier exists not only for
enforcing determinism but also for users to access the global vertex list of the
graph. Within this OnPrepare function users can read and write any vertex
data. For example, they can collect graph statistics by aggregating over the
global vertex list, change global variables and parameters of the application,
and finalize the set of scheduled vertices for the next tick. In addition to the
user-specified data attributes, the runtime maintains a scheduling bit for each
vertex. When a vertex is scheduled inside OnPrepare through the Schedule
and ScheduleAll function calls, its scheduling bit is set. Thus, at the end of the
OnPrepare function, a subset of vertices have their scheduling bits set, indicat-
ing that they should be processed in the next tick.
4.5.3 Iterative Processing
As discussed above, at the end of each tick a set of scheduled vertices is selected.
During the next tick these scheduled vertices are assigned to worker threads and
processed in parallel. In order to decide the assignment in an efficient and load-
balanced way, the driver partition the global vertex list into fixed-size chunks.
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Those chunks are allocated to worker threads in a round robin manner during
the tick. Each worker thread iterates over the vertices of the chunk following
either a fixed order or the order specified by vertices’ scheduling priority values,
selecting and processing vertices whose scheduling bits are set. After a worker
thread has finished processing its current chunk, the next free chunk is allocated
to it.
When no more free chunks are available to a worker thread, the thread
moves on to the tick barrier. Once a worker thread has moved to the tick bar-
rier, there are no more free chunks available to be assigned later to other threads
in the current tick. Therefore, the earliest thread to arrive the synchronization
barrier will wait for the processing time of a single chunk in the worst case.
When every thread has arrived at the tick barrier, we are guaranteed that all the
scheduled vertices have been processed. The scheduler then checks if the com-
putation can be stopped and triggers OnPrepare to let users collect statistics and
schedule vertices for the next tick.
In the current GRACE runtime, computation can be terminated either after a
user-specified number of ticks, or when a fixpoint has been reached. A fixpoint
is considered to be reached if the set of scheduled vertices is empty at the begin-
ning of a tick or if all the vertices have voted to halt within a tick. To efficiently
check if all the vertices have voted to halt in the tick, each worker thread main-
tains a bit indicating if all the vertices it has processed so far have voted to halt.
At the tick barrier, the runtime only needs to check M bits to see if every vertex
has voted to halt, where M is the number of worker threads.
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4.5.4 Vertex Updating
Recall that we use a message passing communication interface to effectively en-
code the data dependencies for vertices. When the Proceed function is triggered
on a vertex, it only needs to access its received messages as well as its local data.
Compared to a remote read interface where the Proceed function triggered on
a vertex directly accesses the data of the vertex’ neighbor vertices, a message
passing interface also avoids potential read and write conflicts due to concur-
rent operations on the same vertex (e.g., a thread updating vertex u is reading
u’s neighbor vertex v’s data while another thread is updating v concurrently).
By separating reads and writes, high-overhead synchronization protocols such
as logical locking and data replication can usually be eliminated [134, 155].
In the GRACE runtime we implement such a low-overhead concurrency
control mechanism for vertex updates as follows. When a vertex is about to be
processed, we must select one message on each of its incoming edges as argu-
ments to the Proceed function. Each edge maintains three pointers to received
messages: one for the most recently received message; one for the message used
for the last call of Proceed; and one for the most recently received message up
to the previous tick. Some of these pointers can actually refer to the same mes-
sage. When any of these message pointers are updated, older messages can
be garbage collected. For each incoming edge, the OnSelectMsg function is in-
voked and the returned message is selected; if OnSelectMsg returns NULL the
most recently received message is selected by default. The update operations of
these message pointers are made atomic and the results of the message pointer
de-reference operations are cached such that new message receptions will be
logically serialized as either completely before or after the OnSelectMsg func-
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tion call. Therefore, multiple calls to get a message reference within a single
OnSelectMsg function will always return the same result.
After the messages have been selected, the Proceed function will be called to
update the vertex with those messages. As described in Section 4.3, Proceed re-
turns a newly computed message for each of the vertex’s outgoing edges, which
will in turn trigger the corresponding receiver’s OnRecvMsg function. Since
during the OnRecvMsg procedure, the receiver vertex’s scheduling priority can
be updated, and multiple messages reception can trigger the Proceed function
simultaneously within a tick, we need to serialize the priority update procedure.
The current implementation achieves this with a spin lock. Since the the chance
of concurrent Proceed function calls is small and the priority update logic in-
side Proceed is usually simple, the serialization overhead is usually negligible.
Once a scheduled vertex has finished processing, its scheduling bit is reset.
4.6 Experiments
Our experimental evaluation of GRACE had two goals. First, we wanted
to demonstrate that by enabling customized execution policies GRACE can
achieve convergence rates comparable to state-of-the-art asynchronous frame-
works such as GraphLab. Second, we wanted to demonstrate that GRACE de-
livers the good parallel speedup of the BSP model even when asynchronous
policies are used.
84
4.6.1 System
Our shared-memory GRACE prototype is implemented in C++, using the
PThreads package. To test the flexibility of specifying customized executions
in our runtime, we implemented four different policies: (synchronous) Jacobi
(S-J), (asynchronous) GaussSeidel (AS-GS), (asynchronous) Eager (AS-E), and
(asynchronous) Prior (AS-P).3
Jacobi is the simple synchronized execution policy in which all vertices are
scheduled in each tick, and each vertex is updated using the messages sent in
the previous tick. It guarantees both consistency and isolation and is the default
execution policy in the current GRACE prototype.
The remaining three execution policies are asynchronous; all of them use the
most recently received messages. For GaussSeidel, all the vertices are scheduled
in each tick, while for Eager and Prior only a subset of the vertices are scheduled
in each tick. Specifically, for the Eager execution policy, a vertex is scheduled if
its scheduling priority exceeds a user-defined threshold. For the Prior execu-
tion policy, only r · |V | of the vertices with the top priorities are scheduled for
the next tick, with r a configurable selection ratio. Accurately selecting the top
r·|V | vertices in Prior could be done by sorting on the vertex priorities in OnPre-
pare at the tick barrier, but this would dramatically increase the synchronization
cost and reduce speedup. Therefore, instead of selecting exactly the top r · |V |
vertices we first sample n of the priority values, sort them to obtain an approxi-
mate threshold as the scheduling priority value of the dr · neth vertex, and then
schedule all vertices whose scheduling priorities are larger than this threshold.
3The system along with the provided execution policy implementations is available at
http://www.cs.cornell.edu/bigreddata/grace/
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Application Comp. Type Data Set # Vertices # Edges
SfM for 3D Model non-linear Acropolis 2,961 17,628
Image Restoration non-linear Lenna-Image 262,144 1,046,528
Topic PageRank linear Web-Google 875,713 5,105,039
Community Detection non-numeric DBLP 967,535 7,049,736
Table 4.1: Summary of Applications
The implementations of all these execution policies are straightforward, re-
quiring only tens of lines of code in the OnPrepare, OnRecvMsg, and OnSe-
lectMsg functions.
4.6.2 Workloads
Custom Execution Policies
Recall that the first goal of our experiments was to demonstrate the ability of
GRACE to support customized execution policies with performance compara-
ble to existing frameworks. We therefore chose four different graph processing
applications that have different preferred execution policies as summarized in
Table 4.1.
Structure from Motion. Our first application is a technique for structure from
motion (SfM) to build 3D models from unstructured image collections down-
loaded from the Internet [60]. The approach is based on a hybrid discrete-
continuous optimization procedure which represents a set of photos as a dis-
crete Markov random field (MRF) with geometric constraints between pairs of
cameras or between cameras and scene points. Belief Propagation (BP) is used
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to estimate the camera parameters as the first step of the optimization proce-
dure. We looked into the manually written multi-threaded program from the
original paper, and reimplemented its core BP component in GRACE. The MRF
graph is formulated in GRACE with each vertex representing a camera, and
each edge representing the relative orientation and the translation direction be-
tween a pair of cameras. During each tick t, vertex v tries to update its belief
Stv about its represented camera’s absolute location and orientation based on
the relative orientations from its neighbors and possibly its priors specified by
a geo-referenced coordinate. The manually written program shared by the au-
thors of the SfM paper consists of more than 2300 lines of code for the BP imple-
mentation, while its reimplementation in GRACE takes only about 300 lines of
code, most of them copied directly from the original program. This is because in
GRACE issues of parallelism such as concurrency control and synchronization
are abstracted away from the application logic, greatly reducing the program-
ming burden. The execution policy of SfM is simply Jacobi.
Image Restoration. Our second application is image restoration (IR) for
photo analysis [149], which is also used in the experimental evaluation of
GraphLab [113]. In this application the color of an image is captured by a large
pair-wise Markov random field (MRF) with each vertex representing a pixel in
the image. Belief propagation is used to compute the expectation of each pixel
iteratively based on the observed dirty “pixel” value and binary weights with
its neighbors. A qualitative example that shows the effectiveness of the BP al-
gorithm is shown in Figure 4.6.
In the literature, three different execution policies have been used for this
problem, resulting in the following three BP algorithms: the original Syn-
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chronous BP, Asynchronous BP, and Residual BP [132, 70]. The execution policy
for Synchronous BP is Jacobi, while the Eager policy in GRACE and the FIFO
scheduler in GraphLab correspond to the Asynchronous BP algorithm. For the
Residual BP algorithm, the Prior policy in GRACE and the priority scheduler
in GraphLab are good approximations. Previous studies reported that Residual
BP can accelerate the convergence and result in shorter running time compared
to other BP algorithms [70, 77].
Topic-Sensitive PageRank. Our third application is topic-sensitive PageRank
(TPR) for web search engines [83], where each web page has not one importance
score but multiple importance scores corresponding to various topics. At query
time, these importance scores are combined based on the topics of the query to
form a composite score for pages matching the query. By doing this we capture
more accurately the notion of importance with respect to a particular topic. In
GRACE, each web page is simply a vertex and each link an edge, with the topic
relative importance scores stored in the vertices. Like IR, TPR can use the Jacobi,
Eager, and Prior execution policies [169].
Social Community Detection. Our last application is label propagation, a
widely used social community detection (SCD) algorithm [106, 136]. Initially,
each person has a unique label In each iteration, everyone adopts the label that
occurs most frequently among herself and her neighbors, with ties broken at
random. The algorithm proceeds in iterations and terminates on convergence,
i.e., when the labels stop changing. In GRACE, each vertex represents a person
in the social network with her current label, and vertices vote to halt if their
labels do not change over an update. Label propagation can be executed ei-
ther synchronously [106] or asynchronously [136], corresponding to the Jacobi
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Figure 4.6: Qualitative Evaluation of BP Restoration on Lenna Image.
Left: noisy (σ = 20). Right: restored
and GaussSeidel execution policies, respectively. Researchers have reported the
Label Propagation algorithm converges much faster and can avoid oscillation
when using an asynchronous execution policy [136].
Speedup
Recall that the second goal of our experiments was to evaluate the parallel per-
formance of GRACE. We distinguish between light and heavy iterative graph
applications. In heavy applications, such as IR, the computation performed by
the Proceed function on a vertex is relatively expensive compared to the time
to retrieve the vertex and its associated data from memory. Heavy applications
should exhibit good parallel scaling, as the additional computational power of
more cores can be brought to good use. On the other hand, in light applications
such as TPR, the computation performed on a vertex is relatively cheap com-
pared to the time to retrieve the vertex’s associated data. We anticipate that for
light applications access to main memory will quickly become the bottleneck,
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and thus we will not scale once the memory bandwidth has been reached.
We explore these tradeoffs by investigating the scalability of both IR and TPR
to 32 processors. We also add additional computation to the light applications
to confirm that it is the memory bottleneck we are encountering.
4.6.3 Experimental Setup
Machine. We ran all the experiments using a 32-core computer with 8 AMD
Opteron 6220 quad-core processors and quad channel 128GB RAM. The com-
puter is configured with 8 4-core NUMA regions. This machine is running Cen-
tOS 5.5.
Datasets. Table 4.1 describes the datasets that we used for our four itera-
tive graph processing applications. For SfM, we used the Acropolis dataset,
which consists of about 3 thousand geo-tagged photos and 17 thousand camera-
camera relative orientations downloaded from Flickr. For IR we used the
“Lenna” test image, a standard benchmark in the image restoration litera-
ture [23]. For TPR, we used a web graph released by Google [105], which con-
tains about 880 thousand vertices and 5 million edges, and we use 128 topics in
our experiments. For SCD, we use a coauthor graph from DBLP collected in Oct
2011; it has about 1 million vertices and 7 million edges.
We used the GraphLab single node multicore version 2.0 downloaded from
http://graphlab.org/downloads/ on March 13th, 2012 for all the conducted experi-
ments.
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Figure 4.8: SfM Speedup
4.6.4 Results for Custom Execution Policies
Structure from Motion
First, we used GRACE to implement the discrete-continuous optimization al-
gorithm for SfM problems to demonstrate that by executing per-vertex update
procedures in parallel GRACE is able to obtain good data parallelism. We evalu-
ated the performance of the GRACE implementation against the manually writ-
ten program. Since no ground truth is available for this application, like the
manually written program we just executed the application for a fixed number
of ticks. Using the Jacobi execution policy, the GRACE implementation is logi-
cally equivalent to the manually written program, and thus generates the same
orientation outputs. The performance results up to 16 worker threads are shown
in Figure 4.7, and the corresponding speedup results are shown in Figure 4.8.
We can see that the algorithm reimplemented in GRACE has less elapsed time
on single CPU, illustrating that GRACE does not add significant overhead. The
GRACE implementation also has better multicore speedup, in part because the
manually written code estimates the absolute camera poses and the labeling
error sequentially, while following the GRACE programming model this func-
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Figure 4.10: TPR Convergence
tionality is part of the Proceed logic, and hence is parallelized.
Image Restoration
To compare the effectiveness of the Prior policy in GRACE with a state of the
art asynchronous execution engine, we implemented the image restoration ap-
plication in both GRACE and GraphLab. We use three different schedulers in
GraphLab: the low-overhead FIFO scheduler, the low-overhead splash sched-
uler, and the higher-overhead prioritized scheduler.
Figure 4.9 examines the convergence rate of various execution policies; the
x-axis is the number of updates made (for GRACE this is just the number of
Proceed function calls) and the y-axis is the KL-divergence between the current
distribution of each vertex and the ground truth distribution. Here both the pri-
ority scheduler of GraphLab and the Prior execution policy of GRACE approxi-
mate the classic residual BP algorithm. By comparing with the Jacobi execution
policy of GRACE, we can see that Prior yields much faster convergence. For this
application such faster convergence indeed yields better performance than Ja-
cobi, which takes about 6.9 hours on a single processor and about 14.5 minutes
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when using 32 processors.
Figures 4.11 and 4.12 compare the running time and the corresponding
speedup of GRACE’s Prior execution policy with the priority and splash sched-
ulers from GraphLab. As shown in Figure 4.11, although GraphLab’s prior-
ity scheduler has the best performance on a single processor, it does not speed
up well. The recently introduced ResidualSplash BP was designed specifically
for better parallel performance [77]. Implemented in the splash scheduler of
GraphLab, this algorithm significantly outperforms the priority scheduling of
GraphLab on multiple processors. As shown in Figure 4.12, the Prior policy in
GRACE can achieve speedup comparable to ResidualSplash BP implemented in
GraphLab. This illustrates that by carefully adding asynchronous features into
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synchronous execution, GRACE can benefit from both fast convergence due to
prioritized scheduling of vertices and the improved parallelism resulting from
the BSP model.
Topic-sensitive PageRank
To demonstrate the benefit of the simpler Eager execution policy, we imple-
mented the topic-sensitive PageRank (TPR) algorithm [83] in GRACE.
We also implemented this algorithm in GraphLab [113] with both the FIFO
scheduler and the priority scheduler for comparison. Figure 4.10 shows the
convergence results of both GRACE and GraphLab. We plot on the y-axis the
average L1 distance between the converged graph and the snapshot with re-
spect to the number of vertex updates so far. All asynchronous implementations
converge faster than the synchronous implementation, and the high-overhead
priority of GraphLab and the Prior execution of GRACE converge faster than
the low-overhead FIFO scheduler of GraphLab or the Eager policy of GRACE.
In addition, GRACE and GraphLab converge at similar rates with either low-
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Figure 4.17: LP Speedup
overhead or high-overhead scheduling methods.
Figures 4.13 and 4.14 show the running time and the corresponding speedup
of these asynchronous implementations on up to 16 worker threads. The Eager
policy outperforms the Prior policy although it has more update function calls.
This is because Topic PR is computationally light: although the Prior policy
results in fewer vertex updates, this benefit is outweighed by its high scheduling
overhead. We omit the result of the priority scheduler in GraphLab since it does
not benefit from multiple processors: on 32 worker threads the running time
(654.7 seconds) decreases by only less than 7 percent compared to the running
time of 1 thread (703.3 seconds).
Social Community Detection
To illustrate the effectiveness of the GaussSeidel execution policy, we use
GRACE to implement a social community detection (SCD) algorithm for large-
scale networks [106, 136].
Figure 4.15 shows the convergence of the algorithm using the Jacobi and
GaussSeidel execution policies. On the y-axis we plot the ratio of incorrect la-
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Figure 4.18: IR Speedup32core
beled vertices at the end of each iteration compared with the snapshot upon
convergence. As we can see, using the Gauss-Seidel method we converge to a
fixpoint after only 5 iterations; otherwise convergence is much slower, requiring
more than 100 iterations to reach a fixpoint.
Figure 4.16 and 4.17 illustrate the running time and the multicore speedup
compared with the sweep scheduler from GraphLab, which is a low-overhead
static scheduling method. We observe that by following the BSP model for exe-
cution, GRACE achieves slightly better performance.
4.6.5 Results for Speedup
As discussed in Section 4.6.2, for light applications, which do little computation
on each vertex, we expect limited scaling above a certain number of worker
threads due to the memory bandwidth bottleneck. We have already observed
this bottleneck for the SfM, topic-sensitive PageRank, and social community
detection applications in Section 4.6.4, and we now investigate this issue further.
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We start with image restoration, an application with a high ratio of com-
putation to data access. Figure 4.18 shows the speedup for this application up
to 32 worker threads. We observe that both the Eager and the Prior execution
policies have nearly linear speedup. In GraphLab, FIFO and splash scheduling
achieve similar speedup, but GraphLab’s priority scheduler hits a wall around
7 threads.
Our remaining three applications have a low ratio of computation to data ac-
cess. We show results here from topic-sensitive PageRank as one representative
application; results from the other two graph applications are similar. As shown
in Figure 4.19, since the computation for each fetched byte from the memory is
very light, the speedup slows down after 12 threads for both GraphLab and
GRACE as our execution becomes memory-bound: we cannot supply enough
data to the additional processors to achieve further speedup. We illustrate this
phenomenon by adding some (unnecessary) extra computation to the update
function of TPR to create a special version that we call “Loaded Topic PR.” The
speedup of Loaded Topic PR, shown in Figure 4.20 is close to linear up to 32
threads. Since both Eager and Prior have similar speedup, we only show the
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speedup for Eager in the figure. In Eager(1Exp) we have added one extra exp
function call for each plus operation when updating the preference vector, and
in Eager(2Exp) we added two extra exp function calls for each plus operation.
We can observe that although Loaded Topic PR with two exp function calls is
about 6.75 times slower than the original Topic PR on a single core, it only takes
1.6 times longer on 32 processors, further demonstrating that the memory bot-
tleneck is inhibiting speedup.
4.7 Conclusions
In this chapter we have presented GRACE, a new parallel graph processing
framework. GRACE provides synchronous programming with asynchronous
execution while achieving near-linear parallel speedup for applications that are
not memory-bound. In particular, GRACE can achieve a convergence rate that
is comparable to asynchronous execution while having a comparable or bet-
ter multi-core speedup compared to state-of-the-art asynchronous engines and
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manually written code.
In future work, we would like to scale GRACE beyond a single machine,
and we would like to investigate how we can further improve performance on
today’s NUMA architectures.
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CHAPTER 5
RELATED WORK
There has been previous work on scaling behavior simulation and graph
processing applications in scientific computing, distributed systems, and
database literatures. This chapter first summarizes the previous work for be-
havioral simulations then outlines of the previous work on iterative graph pro-
gramming systems.
5.1 Large-Scale Behavioral Simulations
Much of the existing work on behavioral simulations has focused on task-
parallel discrete event simulation systems, where computations are executed
in response to events instead of in time steps [49, 128, 62, 120, 170]. In contrast
to our data-parallel solution for behavioral simulations based on the state-effect
pattern, these systems implement either conservative or optimistic protocols to
detect conflicts and preempt or rollback simulation tasks. The strength of local
interactions and the time-stepped model used in behavioral simulations lead to
unsatisfactory performance, as shown in attempts to adapt discrete event simu-
lators to agent-based simulations [92, 89].
Platforms specifically targeted at agent-based models have been developed,
such as Swarm [124], Mason [115], and Player/Stage [76]. These platforms offer
tools to facilitate simulation programming, but most rely on message-passing
abstractions with implementations inspired by discrete event simulators, so
they suffer in terms of performance and scalability. A few recent systems at-
tempt to distribute agent-based simulations over multiple nodes without ex-
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ploiting application properties such as visibility and time-stepping [87, 140].
This leads either to poor scale-up or to unrealistic restrictions on agent interac-
tions.
Regarding join processing with MapReduce, Zhang et al. [168] compute spa-
tial joins by an approach similar to ours when only local effect assignments are
allowed. Their mapper partitions are derived using spatial index techniques
rather than by reasoning about the application program, and they do not dis-
cuss iterated joins, an important consideration for our work. Locality optimiza-
tions have been studied for MapReduce on SMPs [164] and for MapReduce-
Merge [51]; in this thesis we consider the problem in a distributed main memory
MapReduce runtime.
Data-driven parallelization techniques have also been studied in parallel
databases [64, 78] and data parallel programming languages [40, 143]. However,
it is unnatural and inefficient to use either SQL or set-operations exclusively to
express flexible computation over individuals as required for behavioral simu-
lations.
Given this situation, behavioral simulation developers have resorted to
hand-coding parallel implementations of specific simulation models [72, 127],
or trading model accuracy for scalability and ease of implementation [47, 157].
Our work, in contrast, aligns in spirit with recent efforts to bring dataflow pro-
gramming techniques to complex domains, such as distributed systems [28] and
networking [110], with huge benefits in performance and programming pro-
ductivity. To the best of our knowledge, our approach is the first to bring both
programmability and scalability through data parallelism to behavioral simula-
tions.
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5.2 Parallel Systems for Iterative Graph Processing
Much of the existing work on iterative graph programming systems is based on
the Bulk Synchronous Parallel (BSP) model which uses global synchronization
between iterations. Twister [68], PEGASUS [98], Pregel [119] and PrIter[169]
build on MapReduce [63], which is inspired by the BSP model. Naiad [122] is
an iterative incremental version of DryadLINQ [165] with one additional fix-
point operator, in which the stop criterion is checked at the end of each tick.
HaLoop [42] extends the Hadoop library [81] by adding programming sup-
port for iterative computations and making the task scheduler loop-aware. Pic-
colo [135] and Spark [167] also follow an iterative computation pattern although
with a higher-level programming interface than MapReduce/DryadLINQ; they
also keep data in memory instead of writing it to disk. All these frameworks
provide only synchronous iterative execution for graph processing (e.g., update
all vertices in each tick) — except PrIter, which allows selective execution. How-
ever, since PrIter is based on MapReduce, it is forced to use an expensive shuffle
operation at the end of each tick, and it requires the application to be written in
an incremental form, which may not be suitable for all applications (such as a
Belief Propagation). In addition, because of the underlying MapReduce frame-
work, PrIter cannot support Gauss-Seidel update methods.
GraphLab [113, 114] was the first approach to use a general asynchronous
model for execution. In their execution model, computation is organized into
tasks, with each task corresponding to the update function of a scope of a ver-
tex. The scope of a vertex includes itself, its edges and its adjacent vertices.
Different scheduling algorithms are provided for ordering updates from tasks.
GraphLab forces programmers to think and code in an asynchronous way, hav-
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ing to consider the low level issues of parallelism such as memory consistency
and concurrency. For example, users have to choose one from the pre-defined
consistency models for executing their applications.
Galois [103], which is targeted at irregular computation in general, is based
on optimistic set iterations. Users are required to provide commutativity seman-
tics and undo operations between different function calls in order to eliminate
data races when multiple iterators access the same data item simultaneously. As
a result, Galois also requires users to take care of low level concurrency issues
such as data sharing and deadlock avoidance.
Another category of parallel graph processing systems are graph querying
systems, also called graph databases. Such systems include HyperGraph DB [6],
InfiniteGraph DB [7], Neo4j [10] and Horton [139], just to name a few. Their pri-
mary goal is to provide a high level interface for processing queries against a
graph. Thus, many database techniques such as indexing and query optimiza-
tions can be applied. In order to implement a graph processing application over
these systems, users can only interactively call some system provided functions
such as BFS/DFS traversals or Dijkstra’s algorithms. This restricts programma-
bility and applicability of these systems for iterative graph processing applica-
tions.
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APPENDIX A
APPENDIX FOR CHAPTER 3
A.1 Spatial Joins in MapReduce
In this appendix, we first briefly review the MapReduce model (Ap-
pendix A.1.1). We then formalize the spatial joins run at each tick of a behavioral
simulation in MapReduce (Appendix A.1.2).
A.1.1 MapReduce
Since its introduction in 2004, MapReduce has become one of the most success-
ful models for processing long running computations in distributed shared-
nothing environments [63]. While it was originally designed for very large
batch computations, MapReduce is ideal for behavioral simulations because it
provides automatic scalability, which is one of the key requirements for next-
generation platforms. By varying the degree of data partitioning and the corre-
sponding number of map and reduce tasks, the same MapReduce program can
be run on one machine or one thousand.
The MapReduce programming model is based on two functional program-
ming primitives that operate on key-value pairs. The map function takes a key-
value pair and produces a set of intermediate key-value pairs, map : (k1, v1) →
[(k2, v2)], while the reduce function collects all of the intermediate pairs with the
same key and produces a value, reduce : (k2, [v2])→ [v3]. Since simulations op-
erate in ticks, we use an iterative MapReduce model in which the output of the
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reduce step is fed into the next map step. Formally, this means that we change
the output of the reduce step to be [(k3, v3)].
A.1.2 Formalizing Simulations in MapReduce
In the following, we formally develop the map and reduce functions for pro-
cessing a single tick of a behavioral simulation.
Formalizing Agents and Spatial Partitioning. We first introduce our notation
for agents and their state and effect attributes. We denote an agent a as a =
〈oid, s, e〉, where s is a vector of the agent’s state attributes and e is a vector of its
effects. To refer to an agent or its attributes at a tick t, we will write at, st, or et.
Since effect attributes are aggregated using combinator functions, they need to
be reset at the end of every tick. We will use θ to refer to the vector of idempotent
values for each effect. Finally, we use ⊕ to denote the aggregate operator that
combines effect variables according to the appropriate combinator.
The neighborhood property implies that some subset of each agent’s state
attributes are spatial attributes that determine an agent’s position. For an agent
a = 〈oid, s, e〉, we denote this spatial location `(s) ∈ L, where L is the spatial
domain. Given an agent a at location l, the visible region of a is V R(l) ⊆ L.
Both the map and reduce tasks in our framework will have access to a spatial
partitioning function P : L → P, where P is a set of partition ids. This parti-
tioning function can be implemented in multiple ways, such as a regular grid
or a quadtree. We define the owned set of a partition p as the inverse image of
p under P , i.e., the set of all locations assigned to p. Since each location has an
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mapt(·, at−1) = [(p, 〈oid, st, θ〉) where `(st) ∈ V R(p)]
reducet(p,
[〈oidi, sti, θ〉]) = [(p, 〈oidi, sti, eti〉) , ∀i s.t. P (`(sti)) = p]
Figure A.1: Map and Reduce Functions with Local Effects Only
associated visible region, we can also define the visible region of a partition as
V R(p) =
⋃
l∈L,P (l)=p V R(l). This is the set of all locations that might be visible
by some agent in p.
Simulations with Local Effects Only. Since the query phase of an agent can
only depend on the agents inside its visible region, the visible region of a par-
tition contains all of the data necessary to execute the query phase for its entire
owned region. We will take advantage of this by replicating all of the agents in
this region at p so that the query phase can be executed without communication.
Figure A.1 shows the map and reduce functions for processing tick t when
there are only local effect assignments. At tick t, the map function performs
the update phase from the previous tick, and the reduce function performs the
query phase. The map function takes as input an agent with state and effect
variables from the previous tick (at−1), and updates the state variables to st and
the effect attributes to θ. During the very first tick of the simulation, et−1 is
undefined, so st will be set to a value reflecting the initial simulation state. The
map function emits a copy of the updated agent keyed by partition for each
partition containing the agent in its visible set (`(st) ∈ V R(p)). This has the effect
of replicating the agent a to every partition that might need it for query phase
processing. The amount of replication depends on the partitioning function and
on the size of each agent’s visible region.
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The reduce function receives as input all agents that are sent to a particular
partition p. This includes the agents in p’s owned region, as well as replicas of all
the agents that fall in p’s visible region. The reducer will execute the query phase
and compute effect variables for all of the agents in its owned region (agent i s.t.
P (`(sti)) = p). This requires no communication, since the query phase of an
agent in p’s owned region can only depend on the agents in p’s visible region,
all of which are already replicated at the same reducer. After the query phase
the reducer then outputs agents with updated effect attributes that are going to
be processed in the next tick.
Simulations with Non-Local Effects. The method above only works when all
effect assignments are local. If an agent a makes an effect assignment to some
agent b in its visible region, then it must communicate that effect to the reducer
responsible for processing b. Figure A.2 shows the map and reduce functions
to handle simulations with non-local effect assignments. The first map function
task is same as in the local effect case. Each agent is partitioned and replicated
as necessary. As before, the first reduce function computes the query phase for
the agents in p’s owned set and computes effect values. In this case, however,
it can only compute intermediate effect values f t, since it does not have the
effects assigned at other nodes. This reducer outputs one pair for every agent,
including replicas. These agents are keyed with the partition that owns them,
so that all replicas of the same agent go to the same node.
The second map function is the identity, and the second reduce function
performs the aggregation necessary to complete the query phase. It receives
all of the updated replicas of all of the agents in its owned region and applies
the⊕ operation to compute the final effect values and complete the query phase.
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mapt1(·, at−1) =
[
(p, 〈oid, st, θ〉) where `(st) ∈ V R(p)]
reducet1(p,
[〈oidi, sti, θ〉]) = [(P (`(st)), 〈oidi, sti, f ti 〉)]
mapt2(k, a) = (k, a)
reducet2(p,
[〈oidi, sti, f ti 〉]) = [(p, 〈oidi, sti,⊕jf tj 〉) ,∀j s.t. oidi = oidj]
Figure A.2: Map and Reduce Functions with Non-local Effects
Each reducer will output an updated copy of each agent in its owned set.
A.2 Formal Semantics of BRASIL
In this appendix, we provide a more formal presentation of the semantics of
BRASIL than the one presented in Section 3.4. In particular, we show how to
convert BRASIL expressions into monad algebra expressions for analysis and
optimization. We also prove several results regarding effect inversion, intro-
duced in Section 3.4.2, and illustrate the resulting trade-offs between computa-
tion and communication.
For the most part, our work will be in the traditional monad algebra. We
refer the reader to the original work on this algebra [44, 101, 131, 150] for its
basic operators and nested data model. We also use standard definitions for the
derived operations like cartesian product and nesting. For example, we define
cartesian product as
f × g := 〈1 : f, 2 : g〉 ◦ PAIRWITH1 ◦ FLATMAP(PAIRWITH2) (A.1)
For the purpose of readability, composition in (A.1) and the rest of our presen-
tation, is read left-to-right; that is, (f ◦ g)(x) = g(f(x)).
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We assume that the underlying domain is the real numbers, and that we have
associated arithmetic operators. We also add traditional aggregate functions
like COUNT and SUM to the algebra; these functions take a set of elements (of
the appropriate type) and return a value.
In order to simplify our presentation, we do make several small changes
that relax the typing constraints in the classic monad algebra. In particular, we
want to allow union to combine sets of tuples with different types. For this end,
we introduce a special NIL value. This value is the result of any query that is
undefined on the input data, such as projection on a nonexistent attribute. This
value has a form of “null-semantics” in that values combined with NIL are NIL,
and NIL elements in a set are ignored by aggregates. In addition, we introduce
a special aggregate function GET. When given a set, this function returns its
contents if it is a singleton, and returns NIL otherwise. Neither this function,
nor the presence of NIL significantly affects the expressive power of the monad
algebra [148].
A.2.1 Monad Algebra Translation
For the purpose of illustration, we assume that our simulation has only one class
of agents, all of which are running the same simulation script. It is relatively
easy to generalize our approach to multiple agent classes or multiple scripts.
Given this assumption, our simulation data is simply a set of tuples {t0, . . . , tn}
where each tuple ti represents the data inside of an agent. Every agent tuple has
a special attribute KEY which is used to uniquely identify the agent; variables
which reference another agent make use of this key. The state-effect pattern
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requires that all data types other than agents be processed by value, so they can
safely be stored inside each agent.
We let τ represent the type/schema of an agent. In addition to the key at-
tribute, τ has an attribute for each state and effect field. The value of a state
attribute is the value of the field. The value of an effect attribute is a pair
〈1 : n, 2 : AGG〉 where n is a unique identifier for the field and AGG is the aggre-
gate for this effect.
During the query phase, we represent effects as a tuple 〈k : N, e : N, v : σ〉,
where k is the key of the object being effected, e is the effect field identifier, and
v is the value of the effect. As a shorthand, let ρ be this type. Even though effects
may have different types, because of our relaxed typing, this will not harm our
formalism.
The syntax of BRASIL forces the programmer to clearly separate the code
into a query script (i.e. run()) and an update script (the update rules). A query
script compiles to an expression whose input and output are the tuple 〈1 : τ ′, 2 :
{τ}, 3 : {ρ}〉. The first element represents the active agent for this script; τ ′
“extends” type τ in that it is guaranteed to have an attribute for the key and
each state field, but it may have more attributes. The second element is the set
of all other agents with which this agent must communicate. The last element
is the set of effects generated by this script.
Let Q be the monad expression for the query script. Then the effect genera-
tion stage is the expression
Q(Q) = (ID × ID) ◦ NEST2 ◦ MAP
(
Q̂) (A.2)
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where Q̂ is defined as
Q̂ = 〈1:pi1, 2:pi2, 3:{}〉 ◦Q ◦ 〈1:pi1, 2:pi3〉 (A.3)
This produces a set of agents and the effects that they have generated (which
may or may not be local). In general, we will aggregate aggressively, so each
agent will only have one effect for each 〈k, e〉 pair. For the effect aggregation
stage, we must aggregate the effects for each agent and inline them into the
agent tuple. If we only have local effect assignments, then this expression is
Q(Q) ◦ E where
E = MAP
(〈KEY :piKEY, si :pisi , ej :pi2 ◦ σpie=piej ◦pi1 ◦ (piej ◦ pi2)〉i,j) (A.4)
where the si are the state fields and the ej are the value of effect fields. However,
in the case where we have non-local effects, we must first redistribute them via
the expression
R = (pi1 × pi2) ◦ MAP
(〈1:pi1, 2: FLATTEN ◦ σpik=pi1◦piKEY〉) (A.5)
So the entire query phase is Q(Q) ◦ R ◦ E. Finally, for the update phase, each
state si has an update rule which corresponds to an expression Usi . These scripts
read the output of the expression E. Hence the query for our entire simulation
is the expression
Q(Q) ◦R ◦ E ◦ U(Us0 , . . . , Usn) (A.6)
where the update phase is defined as
U(Us0 , . . . , Usn) = MAP
(〈KEY : piKEY, s0 : Us0 , . . . , sn : Usn〉) (A.7)
The only remaining detail in our formal semantics is to define semantics for
the query scripts and update scripts. Update scripts are just simple calculations
on a tuple, and are straightforward. The nontrivial part concerns the query
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[[const τ x = E]]V = 〈1:χx([[E]]V ), 2:pi2, 3:pi3〉
[[effect τ x : f ]]V = 〈1:χx(〈1 : ρ(x), 2 : f〉), 2:pi2, 3:pi3〉
[[x <- E]]V = 〈1:pi1, 2:pi2, 3:pi3 ⊕ (〈1:pi1 ◦ piKEY, 2:ρ(x), 3: [[E]]V 〉 ◦ SNG)〉
[[R.x <- E]] = 〈1:pi1, 2:pi2, 3:pi3 ⊕ (〈1: [[R]]v, 2:ρ(x), 3: [[E]]V 〉 ◦ SNG)〉
[[if (E) {B1} else {B2}]]V = 〈1 : pi1, 2 : pi2,
3 : SNG ◦ σ[[E]]V ◦ GET ◦ [[B1]]V⊕
SNG ◦ σ¬[[E]]V ◦ GET ◦ [[B2]]V 〉
[[foreach (τ x : E) {B}]]V = 〈1:pi1, 2:pi2,
3:〈1:pi1 ◦ χx([[E]]V ) ◦ PAIRWITHx, 2:pi2, 3:pi3〉
◦ FLATMAP([[B]]V ◦ pi3)〉
Figure A.3: Translation for Common Commands
scripts. A script is just a sequence of statements S0; . . . ;Sn where each state-
ment is a variable declaration, assignment, or control structure (e.g. conditional,
foreach-loop). See the BRASIL Language manual for more information on the
complete grammar [58]. It suffices to define, for each statement S, a monad alge-
bra expression [[S]] whose input and output are the triple 〈1 : τ ′, 2 : {τ}, 3 : {ρ}〉;
we handle sequences of commands by composing these expressions.
Our query script semantics in BRASIL also depends upon the visibility con-
straints in the script. In particular, it is possible that a reference to another agent
is fine initially, but violates the visibility constraint as that agent moves relative
to the one holding the reference. For that reason, BRASIL employs weak refer-
ence semantics for agent references, similar to weak references in Java. If another
agent moves outside of the visible region, then all references to it will resolve to
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NIL. To formally support the notion of weak references, we represent visibility
as a predicate V (x, y) which compares two agents; for any statement S, we let
[[S]] be its interpretation with this constraint and [[S]]V be the semantics without.
Before translating statements, we must translate expressions that may ap-
pear inside of them. The only nontrivial expressions are references; arithmetic
expressions or other complex expressions translate to the monad algebra in the
natural way. References return either the variable value, or the key for the agent
referenced. Ignoring visibility constraints, for any identifier x, we define
[[x]] =

PAIRWITH3 ◦ σpi1◦pix◦pi1=pi3◦pie ◦ σpi1◦piKEY=pi3◦pik ◦ GET E is effect
pi1 ◦ pix otherwise
(A.8)
In general, for any reference E.x, we define
[[E.x]] = 〈1 : pi2 ◦ σpiKEY=[[E]] ◦ GET, 2 : pi2, 3 : pi3〉 ◦ [[x]] (A.9)
If we include visibility constraints, [[E]]V is defined in much the same way as [[E]]
except when E is an agent reference. In that case,
[[x]]V = 〈1: ID, 2:pi2 ◦ σpiKEY=[[E]] ◦ GET〉 ◦ 〈1:V, 2:pi2〉 ◦ SNG
◦ σpi1 ◦ GET ◦ pi2 ◦ pik
(A.10)
This expression temporarily retrieves the object, tests if it is visible, and returns
NIL if not.
To complete our semantics, we introduce the following notation.
• χa(f) is an operation that takes a tuple and extends it with an attribute a
having value f . It is definable in the monad algebra, but its exact definition
depends on its usage context.
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• ⊕ is an operation that takes two sets of effects and aggregates those with
the same key and effect identifier. It is definable on in the monad algebra,
but its exact definition depends on the effect fields in the BRASIL script.
• ρ(x) is the effect identifier for a variable x. In practice, this is the position
of the declaration of x in the BRASIL script.
Given these three expressions, Figure A.3 illustrates the translation of some
of the more popular statements in the monad algebra. In general, variable dec-
larations modify the first element of the input triple (i.e. the active agent), while
assignments and control structures modify the last element (i.e. the effects).
As we discussed in Section 3.4.2, this formalism allows us to apply standard
algebraic rewrites from the monad algebra for optimization. For example, many
of the operators in Figure A.3 – particularly the tuple constructions – are often
unnecessary. They are there to preserve the input and output format, in order
to facilitate composition. There are rewrite rules that function like dead-code
elimination, in that they remove tuples that are not being used. One of the
consequences is that many foreach-loops simplify to the form
F (E,B) = 〈1 : ID, 2 : E〉 ◦ PAIRWITH2 ◦ FLATMAP(B) (A.11)
Note that this form is “half” of the cartesian product in (A.1); it joins a single
value with a set of values. Thus when we simplify the foreach-loop to this
form, we can often apply join optimization techniques to the result.
Another advantage of this formalism is that it allows us to prove correctness
results. Note that the usage of weak references in BRASIL gives a different se-
mantics for visibility than the one present in Section 3.3; BRASIL uses visibility
to determine how agent references are resolved, while the BRACE runtime uses
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visibility to determine agent replication and communication. The BRASIL se-
mantics are preferable for a developer, because they are easy to understand and
hide MapReduce details. Fortunately, our formalism allows us to establish that
these two are equivalent.
Theorem 1. Let Q be a BRASIL query script whose references are restricted by visibil-
ity predicate V . Then
NEST2 ◦ MAP([̂[Q]]V ) = σV ◦ NEST2 ◦ MAP([̂[Q]]) (A.12)
Furthermore, let
O(F ) = F ◦ (pi2 × pi3) ◦ σpi1◦piKEY=pi2◦pik ◦ MAP(pi1) (A.13)
be the set of objects affected by an expression F . Then
MAP(〈1:pi1, 2:O([[Q]]V )〉) ◦ σV = MAP(〈1:pi1, 2:O([[Q]]V )〉) (A.14)
The significance of (A.12) is that, instead of implementing the overhead of
checking for weak references, we can filter out the agents that are not visible
and eliminate any further visibility checking. The significance of (A.14) is that
weak references insure one agent can only affect other agents falling in its visible
region.
A.2.2 Effect Inversion
As we saw in Section 3.4.2, there is an advantage to writing a BRASIL script
so that all effects assignments are local. It may not always be natural to do
so, as the underlying scientific models may be expressed in terms of non-local
effects. However, in certain cases, we may be able to automatically rewrite a
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BRASIL program to only use local effects. In particular, if there are no visibility
constraints, then we can always invert effect assignments to make them local-
only.
Theorem 2. Let Q be a query script with no visibility constraints. There is a script Q′
with only local effects such that [[Q]] = [[Q′]].
Proof Sketch. Our proof takes advantage of the fact that effect fields (as opposed
to effect variables) may not be read during the query phase, and that effects are
aggregated independent of order. We start with Q and create a copy script Q1.
Within this copy, we remove all syntactically non-local effect assignments (e.g.
E.x <- v). Some of these may actually be local in the semantic sense, but this
does not effect our proof.
We construct another copy Q2. For this copy, we pick a variable a that does
not appear in Q. We replace every local state reference x in Q with a.x. We
also remove all local effect assignments. Finally, we replace each syntactically
non-local assignment E.x <- v with the conditional assignment if (E ==
this) {x <- v}. We then let Q3 be the script
foreach(Agent a : Extent<Agent>) { Q2(a) }
That is, Q3 is the act of an agent running the script for each other agent, search-
ing for effects to itself, and then assigning them locally. The script Q1;Q3 is our
desired script.
Note that this conversion comes at the cost of an additional foreach-loop,
as each agent simulates the actions of all other agents. Thus, this conversion is
much more computationally expensive than the original script. However, we
can often simplify this to remove the extra loop. As mentioned previously, a
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foreach-loop can often be simplified to the form in (A.11). In the case of two
nested loops over the same set E, the merging of these two loops is a type of
self-join. That is,
F (E,F (E,B))=〈1: ID, 2:E〉 ◦ PAIRWITH2◦
FLATMAP
(〈1: ID, 2:E〉◦PAIRWITH2◦FLATMAP(B))
= 〈1 : ID, 2 : E, 3 : E〉 ◦ PAIRWITH2◦
FLATMAP(PAIRWITH3 ◦ FLATMAP(B′))
= 〈1 : ID, 2:(E × E)〉 ◦ PAIRWITH2 ◦ FLATMAP(B′′)
where B′ and B′′ are B rewritten to account for the change in tuple positions.
As part of this rewrite, one may discover that self-join is redundant in the ex-
pression B′′ and eliminate it; this is how we get simple effect inversions like the
one illustrated in Section 3.4.2.
In the case of visibility constraints, the situation becomes a little more com-
plex. In order to do the inversion that we did the proof of Theorem 2, we must
require that any agent a1 that assigns effects to another agent a2 must restrict
its visibility to agents visible to a2; that way a2 can get the same results when it
reproduces the actions of a1. This is fairly restrictive, as it suggests that every
agent needs to be visible to every other agent.
We can do better by introducing an information flow analysis. We only re-
quire that, for each non-local effect assigned to agent, that effect is computed
using only information from agents visible to the one being assigned. However,
this property depends on the values of the agents, and cannot (in generally) be
inferred statically from the script. Thus it is infeasible to exploit this property in
general.
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However, there is another way to invert scripts in the phase of visibility con-
straints. Suppose the visibility constraint for a scriptQ is a distance bound, such
as d(x, y) < R. If we relax the visibility constraint for the script in the proof of
Theorem 2 to d(x, y) < 2R, then the proof carries through again. We state this
modified result as follows:
Theorem 3. Let Q be a query script with visibility constraint V . Let V ′ be such that
V ′(x, y) if and only if ∃zV (x, z) ∧ V (z, y). Then there is a script Q′ with only local
effects such that [[Q]]V = [[Q′]]V ′ .
Proof Sketch. The proof is similar to that of Theorem 2. The only difference is
that we have to ensure that the increased visibility for Q′ does not cause the
weak references in a script to resolve to agents that would have otherwise eval-
uated to NIL. In the construction of Q2, we use local constants to normalize
the expressions so that any agent reference in the original script becomes a local
constant. For example, suppose each agent has a field friend that is a reference
to another agent. If we have a conditional of the form
if (friend.x - x < BOUND) { ... }
then we normalize this expression as
const agent temp = friend;
if (temp.x - x < BOUND) { ... }
We then wrap these introduced constants with conditionals that test for visi-
bility with respect to the old constraints. For example, the code above would
become
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const agent temp = (visible(this,friend) ? friend : null);
if (temp.x - x < BOUND) { ... }
where visible is a method evaluating the visibility constraint and evaluates
to NIL in the monad algebra. Given the semantics of NIL, this translation has the
desired result.
A.3 Details of Simulation Models
This appendix describes the simulation models we have implemented for
BRACE single-node performance and scalability experiments.
Traffic Simulation. Traffic simulation is required to provide accurate, high-
resolution, and realistic transportation activity for the design and management
of transportation systems. MITSIM, a state-of-the-art single-node behavioral
traffic simulator has several different models covering different aspects of driver
behavior [163]. For example, during each time step, a lane selection model will
make the driver inspect the lead and rear vehicles as well as the average veloc-
ity of the vehicles in her current, left, and right lanes (within lookahead distance
parameter ρ) to compute the utility function for each lane. A probabilistic de-
cision of lane selection is then made according to the lane utility. If the driver
decides to change her lane, she needs to inspect the gaps from herself to the
lead and rear vehicles in the target lane to decide if it is safe to change to the
target lane in the next time step. Otherwise, the vehicle following model is used
to adapt her velocity based on the lead vehicle. The newly computed velocity
will replace the old velocity in the next time step. Note that if the driver can-
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not find a lead or rear vehicle within ρ, she will just assume the distance to the
lead or rear vehicle is infinite, and adjust the velocity according to a free-flow
submodel.
One note is that since the MITSIM implementation hand-coded nearest
neighbor indexing for accessing the lead and rear vehicles for performance rea-
sons, its lookahead distance actually varies for each vehicle. In our reimple-
mentation we fix the lookahead distance to 200 and apply single-node spatial
indexing. In order to make sure this implementation difference does not gener-
ate drastically different aggregate driving behavior, we validate consistency of
the MITSIM model encoded in BRASIL in terms of the simulated traffic condi-
tions. We compare lane changing frequencies, average lane velocity and average
lane density with the segment length 20,000 on both simulators. The statisti-
cal difference is measured by RMSPE (Relative Mean Square Percentage Error),
which is often used as a goodness-of-fit measure in the traffic simulation liter-
ature [52]. The results for all these three statistics are shown in Table A.1. We
can see that except for Lane 4’s average density and changing frequency, all
the other statistics demonstrate strong agreement between the two simulators.
This exception is due to the fact that in the MITSIM lane changing model drivers
have a reluctance factor to change to the right most lane (i.e., Lane 4). As a result
there are only a few vehicles on that lane (56.33 vehicles on average compared
to 351.42 on other lanes), and small lane changing record deviations due to the
fixed lookahead distance approximation can contribute significantly to the error
measurement.
Fish School Simulation. Couzin et al. have built a behavioral fish school simu-
lation model to study information transfer in groups of fish when group mem-
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Lane Change Frequency Avg. Density Avg. Velocity
1 8.93% 7.42% 0.007%
2 5.57% 10.38% 0.007%
3 7.67% 9.38% 0.007%
4 21.37% 19.72% 0.007%
Table A.1: RMSPE for Traffic Simulation (LookAhead = 200)
bers cannot recognize which companions are informed individuals who know
about a food source [59]. This computational model proceeds in time steps, i.e.,
at each time period each fish inspects its environment to decide on the direction
which it will take during the next time period. Two basic behaviors of a single
fish are avoidance and attraction. Avoidance has the higher priority: Whenever
a fish is too close to others (i.e., distance less than a parameter α), it tries to turn
away from them. If there is no other fish within distance α, then the fish will
be attracted to other fish within distance ρ > α. The influence will be summed
and normalized with respect to the current fish. Therefore, any other individ-
uals out of the visibility range ρ of the current individual will not influence its
movement decision. In addition, informed individuals have a preferred direc-
tion, e.g., the direction to the food source or the direction of migration. These
individuals will balance the strength of their social interactions (attraction and
avoidance) with their preferred direction according to a weight parameter ω.
Predator Simulation. Since both the traffic and the fish school simulations only
use local effect assignments, we designed a new predator simulation, inspired
by simulations of artificial societies [96]. In this simulation, a fish can “spawn”
new fish and “bite” other fish, possibly killing them, so density naturally ap-
proaches an equilibrium value at which births and deaths are balanced. Since
effect inversion is not yet implemented in the BRASIL Compiler, we program
biting behavior either as a non-local effect assignment (fish assign “hurt” effects
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to others) or as a local one (fish collect “hurt” effects from others) in otherwise
identical BRASIL scripts.
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APPENDIX B
APPENDIX FOR CHAPTER 4
B.1 Convergence Rate Analysis for PageRank
In this section we discuss the convergence rate of the algorithms for the Topic-
Sensitive PageRank in Section 4.6.4. For simplicity, we will consider Topic-
Sensitive PageRank with one topic in undirected graph.
Consider the graph G(V,E) with n vertices, we denote its adjacency matrix
as A, i.e. Ai,j = 1 if (i, j) ∈ E otherwise 0. Let di be the degree of vertex i and
D = diag(d1, d2, · · · , dn). Thus the goal of PageRank algorithm is to find the
fixpoint x∗ of the following iteration:
x(t+1) = dD−1Ax(t) + b (B.1)
where d is the damping factor, set to 0.85 in our experiments, and b is the pref-
erence vector [83].
Theorem 4. Both Jacobi method and Gauss-Seidel method will converge to the unique
fixpoint specified by Eq.(B.1). And Gauss-Seidel method converges faster.
Proof Sketch. SinceD−1A is a stochastic matrix, by the Perron-Frobenius theorem
its spectral radius ρ(D−1A) is equal to 1. Thus ρ(dD−1A) = d < 1, therefore
both Gauss-Seidel method and Jacobi method converge to the unique fixpoint,
while Gauss-Seidel method converges faster according to the Stein-Rosenberg
Theorem [38].
Theorem 5. Prioritized scheduling on regular undirected graphs converges to a unique
fixed point, and converges faster in the energy norm than the Gauss-Seidel methods.
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Proof Sketch. Notice that the fixpoint is also the solution for the equation Cx = b,
whereC = I−dD−1Ax. To measure the progress of the asynchronous algorithm,
we introduce the cost function F (x) = 1
2
xTCx− xTb . It is not difficult to verify
that C is a symmetric positive definite matrix, which makes F a strictly convex
function. Thus a vector x minimizes F if and only if ∇F (x) = 0. Since ∇F (x) =
Cx − b, the vector x∗ is the fixpoint specified by Equation (B.1) if and only if x∗
minimizes F .
Therefore, the update on vertex i is equivalent to changing vector x only on
coordinate xi so that ∇iF (x) = 0 [38]. The normal Gauss-Seidel method picks
up each coordinate sequentially, while the prioritized scheduling picks up the
coordinate with the largest ∇iF (x) each time. Both of the two methods can be
viewed as coordinate descent over the objective function F . And both of them
will converge to the minimum of F since F is strictly convex [37]. Correspond-
ingly, both of the two methods will converge to the solution of Cx = b.
By lemma 1, choosing the coordinate i with larger ∇iF (x) decreases the
value of function F more, and results in faster convergence. Therefore prior-
itized scheduling will converge faster than Gauss-Seidel method.
Lemma 1. Updating coordinate xi will decrease the value of function F by 12(∇iF (x))2.
Proof Sketch. Suppose we have the current vector x and after the update it will
become x′, where x′ only differs with x on the ith coordinate, and ∇iF (x′) = 0.
Notice that ∇iF (x) − ∇iF (x′) = xi − x′i, we have xi − x′i = −∇iF (x). Now
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consider F (x)− F (x′), we have
F (x)− F (x′) = (1
2
xTCx− xTb)− (1
2
x′TCx− x′Tb)
=
1
2
∑
j,k
(xjxk − x′jx′k) · Cj,k + (x′T − xT)b
=
1
2
(∑
j 6=i
xj(x
′
i − xi) · Cj,i +
∑
k 6=i
(xi − x′i)xk · Ci,k
+ (x′2i − x2i )
)
+ (xi − x′i)bi
= ∇iF (x)
(∑
j 6=i
Ci,j · xj + bi
)
+
1
2
(x′i
2 − x2i )
= ∇iF (x)
(∑
j
Ci,j · xj + bi
)
−∇iF (x)xi + 1
2
∇iF (x)(x′i + xi)
= ∇iF (x)(Cx− b)i + 1
2
∇iF (x)(x′i − xi)
= (∇iF (x))2 − 1
2
(∇iF (x))2 = 1
2
(∇iF (x))2
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