This paper proposes a two-stage estimation algorithm to solve the problem of joint estimation of the parameters and the fractional differentiation orders of a linear continuous-time fractional system with non-commensurate orders. The proposed algorithm combines the modulating functions and the first-order Newton methods. Sufficient conditions ensuring the convergence of the method are provided. An error analysis in the discrete case is performed. Moreover, the method is extended to the joint estimation of smooth unknown input and fractional differentiation orders. The performance of the proposed approach is illustrated with different numerical examples. Furthermore, a potential application of the algorithm is proposed which consists in the estimation of the differentiation orders of a fractional neurovascular model along with the neural activity considered as input for this model.
Introduction
The concept of fractional calculus, a generalization of integerorder integration and differentiation operators, is ancient and goes back to the seventeenth century. Thanks to its interesting properties of non-locality and memory, fractional derivative has been used for modeling complex phenomena in different fields of science and engineering [1] , [2] , [3] . When fractional models are developed, it may often happen that differentiation orders, parameters and/or input of those models are unknown. So, they have to be estimated from the available measurements. However, solving parameters and unknown input estimation problem for fractional order systems (FOS) is not straightforward, and the problem becomes more challenging when information about the fractional differentiation orders is missing as well.
Several estimation methods for FOS have been proposed in the literature. For instance, a fractional version of the extended Kalman filter has been proposed in [4] to estimate the unknown parameters and the fractional differentiation orders of a discrete FOS; a fractional version of Zak-Walcott sliding mode observer is introduced in [5] for the joint estimation of the pseudo-states and the unknown input of FOS. Victor et al. [6] associated a simplified refined instrumental variable method with a GaussNewton approach to estimate the unknown parameters and the fractional differentiation orders. Other estimation techniques can be found in [7] , [8] , [9] , [10] , and references therein.
The modulating functions (MFs) method has been introduced in the fifties for parameters' estimation of integer-order systems [11] . It has been extended to FOS in [12] where the fractional differentiation order has been reduced to an integer order in the noise-free case. In [13] , it has been used to estimate the parameters of FOS with known fractional differentiation orders. Moreover, the MFs method has been combined with an iterative method to estimate both the coefficients and a single differentiation order of a fractional advection-dispersion equation [14] .
In this paper, we propose a hybrid algorithm which combines MFs and first-order Newton methods to jointly estimate the fractional differentiation orders and the parameters of fractional ordinary differential equations (FODEs). The approach is also extended to solve the estimation problem of smooth unknown input simultaneously with fractional differentiation orders. Our contributions are as follows: (i) we consider an initialized definition of fractional derivative; (ii) we extend the hybrid algorithm proposed in [14] for the general class of noncommensurate FODEs; and (iii) we perform an error analysis in the discrete case. The proposed method has many advantages. It transfers the fractional differentiation orders from the output, which is often noisy, to the MFs whose fractional derivative can be analytically computed. It also helps in characterizing the Jacobian of Newton's method at each iteration which reduces the computational cost. A potential application of the method is the estimation of the differentiation orders of a fractional neurovascular model along with the neural activity considered as input to this model.
The remainder of the paper is organized as follows. Section 2 recalls definitions and concepts on fractional calculus and MFs. In section 3, the estimation problem is formulated. In section 4, the developed algorithm is described. Section 5 presents sufficient conditions that ensure the convergence of the proposed two-stage algorithm. An error analysis in discrete case is performed in section 6. Section 7 extends the proposed method to the case of unknown input and fractional differentiation orders estimation. The performance of the algorithm is shown in section 8 through different numerical examples. Concluding remarks and future work are given in section 9.
Preliminaries
In this section, some definitions and properties of initialized Rieman-Liouville (RL) fractional derivative and MFs are presented.
Fractional derivative Definition 1.
[15] The initialized RL fractional derivative is defined as
where α = n − p with n ∈ N and p, α ∈ R * + . The terms d α t f (t) are the uninitialized α th order RL derivative and Ψ( f i , −p, −a, 0,t) is the initialization function given as follows
where Γ(.) is the gamma function and f i (t) is the initialization function defined for t ∈ [−a, 0], a ∈ R * + . This definition assumes that the history-function for t ∈ (−∞, −a) is zero.
The following lemma provides an analytic closed form for the derivative of D α t f (t) with respect to α.
Lemma 1.
If the α th initialized RL derivative of a function f (t) given in (1) exists, then the derivative of D α t f (t) with respect to α is given by
PROOF. The proof is completed by differentiating (1) with respect to α. 2
Modulating functions (MFs
, is a MF of order n if it satisfies the following properties
Based on [17] , the MF φ (t) of order n satisfies the following properties
A generalization of an integration by parts-like formula proposed in [13] for uninitialized RL fractional derivative is given in the following lemma for the case of constant initialization function.
Lemma 2. Lets consider a function f (t) and let φ (t) be a MF of order n with n ∈ N * . Assuming that the α th initialized RL fractional derivative of f (t) exists, with α ∈ R * + and the constant initialization function f i (t) = c, initialized from t = −a, a > 0, then the following expression holds
PROOF. The proof is provided in the Appendix. 
Problem statement
Let us consider the following non-commensurate FOS
where y(t) ∈ R is the output, u(t) ∈ R is the input, {a i } N i=1 ∈ R * are the unknown parameters and
, with n i ∈ N * , are the unknown fractional differentiation orders assumed to be as follow: 0 < α 1 < α 2 < · · · < α N ; i.e. n i < n i+1 for i = 1, 2, ..., N − 1.
We denote the vectors θ ∈ (R * ) N and
where (.) tr denotes the transpose of a raw vector. In this work, we are interested in solving the following estimation problem (EP 1)
Given y(t) and u(t), for t ∈ (0, T ), find the unknown fractional differentiation order vector α jointly with the unknown parameter vector θ .
We will also show how to solve the estimation problem (EP 2) given as follows
Given y(t), for t ∈ (0, T ), and knowing the values of {a i } N i=1 , find the unknown fractional order vector α jointly with the unknown input u(t).
Remark 1. For the sake of clarity and simplification of the analysis, the method is presented on system (5). However, it can be extended to deal with a general class of FOS, where the fractional derivatives affect the input signal as well.
Main result
In this section, we introduce a hybrid method which combines the MFs approach and the first-order Newton algorithm to solve (EP1). The proposed method is iterative and consists of two steps. While the first step solves the parameters' estimation problem at each iteration using MFs, the second one solves a nonlinear system of equations using Newton's method to find estimates for the fractional differentiation orders.
The main result is stated in proposition 1. 
where A k ∈ R M×N , and
with; for m = 1 :
and then the vector α is updated iteratively as follows
where J(α k ) is given by
with L(α k ) and R are vectors containing N elements given, for j = 1 : N, as follows
and L (α k ) ∈ R N×N is the Jacobian matrix given by
PROOF. We multiply equation (5) by a set of MFs {φ
We use formula (4) given in Lemma 2 to integrate equation (14) , which yields to the following equation
where A k mi are defined in equation (9).
Step 1: We consider the set of MFs {φ m (T − t)} M m=1 . Thus, at each iteration k, equation (7) is obtained by rewriting equation (15) as a system of linear equations.
Step 2: First, let us write explicitly the dependence of the parameters on the fractional orders in (15)
Then, we consider the set of MFs {φ m (T − t)} M+N m=M+1 in (16). First-order Newton method allows us to write the update law given in equation (10) . Equations (11) and (12) result from rearranging equation (16) as a nonlinear system of equations. 2
Thanks to the MFs, we can exactly characterize the entries of the Jacobian matrix as given in the following Lemma.
Lemma 3. The entries of the Jacobian matrix are analytically characterized as follows; forī = 1 :
The terms
are estimated, at each iteration k, by the solution of the following linear system
where the elements of A k ∈ R M×N are given in (9), and
with; for m = 1 : M, j = 1 : N,
where
The quantities a m (α k ),
, and
, are computed using (7), (21), and lemma 1 respectively.
PROOF. The analytic closed form given in (17) is obtained by differentiating the variables {L j (α k )} N j=1 of (12) with respect to {α¯i} N i=1 . We take the partial derivatives of equation (16) with respect to α j , j = 1, ..., N and for m = 1 : M. Then, we rewrite the obtained equation as a system of linear equations to end up with (18) . The proof is completed by differentiating the elements of the matrix A k given in equation (9) which yields to equation (21) .
2
Remark 2. It is worth to note that, at each iteration, the total number of MFs that allow the estimation of both the parameters and the fractional differentiation orders is M + N. While in the first step we use M MFs, i.e. m = 1 : M, to estimate the parameters and their gradients with respect to α, in the second one we use the following N MFs, i.e. m = M + 1 : M + N, to estimate the fractional differentiation orders. This strategy has been adopted to avoid issues that may result from the dependence between the MFs.
The main Steps of the proposed algorithm are given in Table 1 .
Step 1: Initialize k = 0, give an initial guess to α 0 ,
Step 2: Computeθ k using equation (7) of proposition 1,
Step 3: Compute J(α k ) using equations (11-12),
Step 4:
• else update α k using equations (10-13) and lemma 3, update the number of iterations k = k + 1 and then return to step (2). 
Convergence of the algorithm
The iterative character of the above algorithm results from the Newton method employed to estimate α. Regarding the parameter vector θ , an exact formula is derived to estimate it.
However, we note that the estimates of the parameters should be computed at each iteration since they depend on α (see equations 7-9).
Thus, we use a standard convergence result of Newton's method to provide sufficient conditions ensuring the convergence of the proposed two-stage algorithm. Such a result can be found in chapter 5 of [18] for example. We also make use of two results on Lipschitz functions stating that the product and quotient (denominator not zero) of two bounded Lipschitz functions are Lipschitz [19] .
The following assumptions are needed to prove the convergence result stated in theorem 1. PROOF. Based on [18, Theorem 5.1.2, page 71], and given assumptions 3 and 4, it remains to prove that the Jacobian matrix is Lipschitz continuous for α ∈ P in order to conclude about the convergence of the proposed algorithm.
The entries of the Jacobian matrix are given by equation (17) where the terms a(α) and ∂ a(α) ∂ α j are characterized in proposition 1 and lemma 3.
The norm 1 of the term
is given as follows
where j * is the column index corresponding to the maximum of the sum of the row components. Then, using triangle inequality, equation (22) can be written as follows
where i * is the index corresponding to the maximum of the terms of the sum over i given in equation (22) .
The terms of the right hand side of inequality (23) are product of functions. Thus, to prove the lipschitz continuity of L (α) and using properties on Lipschitz functions [19] we have to prove that, for m = 1 : M and j = 1 : N, the functions A m j (α),
are Lipschitz continuous for a fractional order laying in the intervals of P. Thanks to the properties on Lipschitz functions [19] and based on the expressions of these latter functions given in (9), (21) , (7), and (18), respectively, their Lipschitz continuity follows from the boundness of the vector b given in (9) and the Lipschitz continuity of the following functions;
The boundness of the vector b holds using assumptions 1 and the boundness of the MFs, which follows from the property (P1). The Lipschitz continuity of the functions g 1 (α) and g 2 (α) follows directly using assumptions 1 and 2. The function g(α) = (t + a) −α j is Lipschitz continuous for t > −a which leads to the Lipschitz continuity of g 5 (α) and g 6 (α) using assumption 2. For the functions g 3 (α) and g 4 (α), properties on the gamma and digamma functions along with the reflection formulas [20] are used to conclude about their Lipschitz continuity.
Thus, we end up with the following
where the Lipschitz constant γ depends on N, the bounds of φ (t), u(t) and y(t) as well as the Lipschitz constants of D α t φ (t),
, gamma function and digamma function. 2
Error analysis in discrete case
In section 5, we developed the algorithm assuming that the output y(t) is continuous and noiseless. However, in real applications, the output signal is generally discrete and corrupted by noise. In this section, we study the error contribution of the noise when the output is given by
where t i = i T s , i = 0, ..., L are the equidistant sampling times separated with the sampling time T s = T L , L ∈ N * . The signals y(t i ) and y δ (t i ) are the noiseless and noisy discrete outputs. In addition, we consider a class of noises δ (t) that obeys the following conditions (H1) δ (t 1 ) and δ (t 2 ) are independent, for any different t 1 and t 2 in (0, T ). We point out that zero-mean white Gaussian noise satisfies these conditions. We substitute the output y(t) by the noisy one y δ (t) in equations (7), (17) , (18) . Then, the noise will affect three types of continuous integrals appearing in matrix A, vectors b,b j and matrix L . Since we have access to discrete measurements, these integrals are approximated by their discrete version; i.e.
where w i i = 1, ..., L are weights that depend on the numerical integration scheme. Therefore, the discrete version of these integrals is given by
Consequently, the proposed algorithm is corrupted by: (i) the numerical error contribution resulting from the numerical integration scheme, and (ii) the discrete noise errors contribution e m i , i = 1, 2, 3. Regarding the numerical integration error, it is well-known that it can be reduced by decreasing the sampling time. However, for the noise error terms, we can show the following.
Proposition 2. Let δ (t) be the class of noises satisfying conditions (H1)-(H3)
. Given the properties of the MFs and lemma 1 along with the properties of gamma and digamma functions [20] , then E[e
and
PROOF. The technique of the proof follows the one given in [21] . However, we point out that, in addition to the properties of MFs stated in section 2, we make use of the properties of gamma and digamma functions [20] . 2 Remark 3. The above result means that the discrete noise errors are zero-mean and their variances can be reduced as the sampling time goes to zero. However, if we assume that the output signal is given to us with a particular sampling time and noise statistical properties and the integration scheme is fixed, we can minimize the variance of noise errors contribution by the choice of the type of MFs.
Extension of the proposed algorithm to joint estimation of the unknown input and the fractional differentiation orders
This section extends the proposed method to solve (EP2) for smooth input functions. The main idea of solving that problem is to project the unknown input in an appropriate set of basis functions. As a consequence, the initial input inverse problem is transformed into an equivalent parameters inverse problem. This means that the algorithm which is developed to solve (EP 1) can be adjusted to solve (EP2). Let us decompose the input signal in the space spanned by a set of basis functions {β i (t)} V i=1 as follows
, V ∈ N * , are the unknown projection parameters that will be estimated jointly with the vector of fractional orders α. Following this projection, we propose to solve (EP 2 * ) instead of (EP 2).
Given y(t), for t ∈ (0, T ), and knowing the values of {a i } N i=1 , find the unknown parameter vector α jointly with the unknown projection weights
In what follows, we show how the proposed algorithm can be modified to solve (EP 2 * ). (7) in proposition 1 is replaced
System of linear equations
where for m = 1 :
where A k mi is given in (9). 2. Equation (12) becomes in this case, ∀ j = 1 : N,
where A k (M+ j)i is given in (9).
3. The entries of the Jacobian matrix (17) are amended to be,
with
given in (21). 4. System of equations (18) in lemma 3 is changed tõ
where, ∀ ( j = 1 :
is given in (21) at iteration k. Given the changes defined above, the same algorithm described in Table I is used to estimate {x i } V i=1 and thus u(t), using equation (30), jointly with the differentiation order vector α.
Numerical results
In order to assess the performance of the proposed twostage algorithm, two sets of numerical examples are considered. While in the first example, we estimate parameters and fractional differentiation orders, in the second one we estimate jointly smooth unknown input and fractional orders.
In all the simulations given below, we assume that the initialization function f i (t) = 0, ∀ t ∈ (−∞, 0]. We also use Grünwald-Letnikov scheme (37), which is shown to be equivalent to RL scheme in [17, chapter 2] , to implement numerically the fractional derivatives.
where h > 0 is the time step, c (α) i (i = 0, 1, ...) are the binomial coefficients recursively computed using the following formula
In addition, we use the following polynomial MFs
where m = 1, 2, ..., M with M is the total number of MFs,ā is an integer parameter. The fractional derivative of (39) and its gradient with respect to α can be computed analytically and are given by [14] 
(41) 8.1. Estimation of parameters and fractional differentiation orders We consider the following example
where the parameters and fractional differentiation orders are a 1 = 3, a 2 = 2 and α 1 = 1.5, α 2 = 0.5. The input u(t) is taken as a square function activated at t = 2 and deactivated at t = 7.
The number of MFs is fixed to M = 7.
Moreover, sensitivity analysis of the proposed algorithm to the noise level in the output and initial guess of Newton's method is performed. Table 2 shows the effect of the noise level in the output while taking the initial conditions of the fractional differentiation orders as α 0 1 = 1.7 and α 0 2 = 0.7. In table 3, we summarize the results of the relative errors of the estimated unknowns when the noise in the output is fixed to 5% and the initial guess is varying. Table 3 : Relative errors (%) of estimated parameters and fractional differentiation orders with different initial guesses of the fractional orders and output corrupted by 5% of noise.
Estimation of the input and fractional differentiation orders for a fractional neurovascular model
A potential application of the proposed method is to estimate the neural activity and the fractional differentiation orders from cerebral blood flow (CBF) measurements. In [22] , a fractional model for the neurovascular coupling in the brain has shown a better characterization of the cerebral hemodynamic response. This model relates the neural activity, considered as input, to the CBF considered as output. In order to fully identify the fractional neurovascular model, the input and the fractional differentiation orders have to be estimated from CBF data. The nature of the neural activity can be of two types: the block design paradigm which corresponds to tasks lasting for extended periods of time and the event-related paradigm which corresponds to tasks lasting for shorter periods. In this paper, we are interested in estimating the event-related type of neural activity usually modeled by Gaussian functions.
The neurovascular model is given as follows
where 1 ≤ α 1 ≤ 2, 0 ≤ α 2 ≤ 1 are the fractional differentiation orders, f (t) is the CBF and u(t) is the neuronal activity. The constants k and γ are the flow signal decay rate and the flowdependant elimination constant, respectively. Their values are known k = 0.65, γ = 0.41 as given in [23] . In this work, we use a synthetic data set which have been generated from discretizing the neurovascular model using (37). The resulted signal has been perturbed by a zero mean Gaussian noise. Before jointly estimating the input and the fractional differentiation orders of equation (43), an estimation of the unknown input is performed in noise-free and noisy cases assuming that the fractional orders are known. This step is important to show the effect of the choice of the projection basis functions depending on the smoothness of the input. Two profiles of inputs are tested, sinusoidal u(t) = sin( . Following the obtained results, in noise-free case, it is sufficient to take the number of MFs equal to the number of basis functions (i.e., equal the number of unknowns). Increasing this number will not affect the performance of the algorithm significantly, as shown from the relative errors plotted in the lower left panel of figure 1 . The top left panel shows the effect of the noise level while the number of MFs is fixed at M = N = 6. We observe from the plots of this panel that the estimation results are affected at the edges. The top and lower right panels show the effect of M for a specific level of noise (5%). We notice from both the estimated input profiles and the values of the relative estimation error that M = 16 is the best value for the number of MFs in the noisy case. Figure 2 shows the results of estimating a Gaussian input using cubic b-splines basis functions [24] in the noise-free case and noisy case (5% of added noise) when the fractional differentiation orders are known. We point out here that for a Gaussian input, it was not enough to use a truncated polynomial basis functions because they can not capture the main features of such type of signals. Figure 3 shows the results of estimating the input in noisefree case and noisy case when the fractional differentiation orders are unknown. In the noise-free case, N = 9 and M = N. The final estimate of the fractional differentiation ordersα 1 = 1.7 andα 2 = 0.6 achieve a relative input estimation error of 0.49%. In the noisy case, N = 9 and M = N + 4 = 13. The final values of the fractional differentiation ordersα 1 = 1.72 and α 2 = 0.65 achieve a relative input estimation error 6.35%.
From the extensive numerical investigations that we conducted, the following observations are noteworthy
• The algorithm performed better in estimating the parameters compared to the input. The reason is that in addition to the numerical and noise errors contribution given in section 6, in the case of input estimation there is an expansion error due to the use of a finite set of basis functions. In this case, the finite expansion functions affect the performance of the proposed algorithm. So, the choice of the projection functions should reflect the knowledge we may have about the input (e.g. degree of smoothness, periodicity, monotonicity, etc.).
• The number M of MFs affect the accuracy of the proposed algorithm. The minimal number should be equal to the number of unknown parameters N. In noise-free case, taking this minimum number was sufficient to give good estimates. However, in noisy case increasing the number of M helped in getting more accurate results for this particular choice of MFs.
Conclusion
The estimation of the fractional differentiation orders is of great importance in fractional models describing real-life phenomena since it allows an accurate characterization of these systems. This paper has presented a hybrid approach combining the MFs algebraic method and the first-order Newton's algorithm to estimate the fractional orders jointly with the unknown parameters of non-commensurate fractional systems. An initialized definition of fractional derivative is considered in this work. Moreover, an error analysis in discrete case is proposed. Furthermore, the paper provided an extension of the proposed algorithm to the estimation of smooth unknown input simultaneously with the fractional differentiation orders. It is worth to emphasize that the proposed algorithm can be used for both commensurate and non-commensurate fractional systems. Extensive simulation results have been provided to demonstrate the performance of the proposed method.
As a future work, we will consider the estimation of a nonsmooth type of inputs, e.g., pointwise inputs modeled by a Dirac delta function. Such type of input arises in many applications such as the identification of groundwater point contaminant sources in fractional anomalous dispersion model.
Appendix
As for the uninitialized case, the proof of equation (4) follows from the Laplace transform approach. Based on [15] , the Laplace transform of the fractional derivative initialized from t = −a, a > 0 with a constant initialization function which equals to c ∈ R is given by (equation (44) (14) of [15] , the following transform applies L {(t + a) v } = e as Γ(v + 1, as) s v+1 , for |arg(a) < π| , Re(s) > 0.
(47) Taking into account properties (P2) and (P4) of the MFs, we can write
Thus, by applying the inverse of Laplace transform to (46) jointly with (47) and (48), we get
which ends the proof.
