A scaling law is presented that provides a complete solution to the equations bounding the stability and rupture of thin films. The scaling law depends on the fundamental physicochemical properties of the film and interface to calculate bounds for the critical thickness and other key film thicknesses, the relevant waveforms associated with instability and rupture, and film lifetimes. Critical thicknesses calculated from the scaling law are shown to bound the values reported in the literature for numerous emulsion and foam films. The majority of critical thickness values are between 15 to 40 percent lower than the upper bound critical thickness provided by the scaling law.
Introduction
Despite decades of experimental (Ivanov et al., 1970; Traykov et al., 1977; Rao et al., 1982; Radoev et al., 1983; Manev et al., 1984; Kumar et al., 2002) and theoretical (Vrij, 1966a; Sheludko, 1967; Ivanov et al., 1970; Radoev et al., 1983; Sharma and Ruckenstein, 1987) investigation into the stability and rupture of thin films, very little has been published on their scaling behavior. Thin liquid films form between the dispersed phase in emulsions and foams and become unstable when long range van der Waals forces induce the growth of capillary waves on the film interfaces (Vrij, 1966a) . Upon reaching a critical thickness, films either rupture or shift to a uniform thickness and form a black film (Manev et al., 1974) . Vrij (1966a; 1966b) 3.6×10 -20 J, respectively (Coons et al., 2005b) . Vrij also included an undefined parameter (f), which was inexplicably set to 6.5 and 7 for the validation films. While application of Vrij's limiting equations has the advantage of being relatively simple, frequent discrepancy with experimental results reduce their overall appeal. Ivanov et al (1970) applied the same corrugation growth rate expressions as Vrij, but based the critical condition upon the first waveform to reach the center of the film. This rupture criterion increases the critical film thickness predictions by 15 to 20% in comparison to Vrij's approach (Coons et al., 2003) . A significant limitation of these earlier studies was the absence of a theory that provides accurate film thinning velocities. This limitation persists today, although to a lesser extent (Coons et al., 2005a) .
Despite the approximate nature of the equations obtained from linear stability analysis, some studies attempted to validate the theory by achieving close agreement with experimental measurements (Radoev et al., 1983; Sharma and Ruckenstein, 1987) .
Radoev et al developed a theoretical correlation between the critical film thickness and thinning velocity. Their theoretical approach also yielded a wave-averaged corrugation growth expression and assumed equivalence of the film thinning and corrugation growth velocities at the critical thickness. Sharma and Ruckenstein developed a similar correlation by incorporating the first order corrugation growth rate equation and assuming the equivalence of the film thinning and corrugation growth velocities. All of these features effect lower critical film thickness predictions. Although the theoretical development in both studies proceeded with reference to the average film thickness, the results were shown to agree closely with the minimum film thickness obtained by accounting for the hydrodynamic corrugations along the film interface. Aside from the juxtaposition of the average and minimum film thicknesses, the main hindrance in applying the resulting correlations is the absence of a general theory for the prediction of the hydrodynamic corrugation amplitude and accurate thinning velocities. Therefore, errors associated with the prediction of thinning velocity bias the prediction of the film thickness. That is, if the thinning velocity is too large, then the correlations will underpredict the critical thickness and visa versa.
In contrast to the above studies, the systems of equations presented in this paper were chosen to bound the stability and rupture conditions. Complete solutions are provided in the form of a scaling law, which is extended beyond the prediction of critical thickness to describe other film thicknesses of interest, the relevant waveforms and drainage times.
Background
The time or thickness evolution of a thin film is marked by a series of events as it drains and approaches the critical rupture thickness (Ivanov and Dimitrov, 1988) . Each event is associated with either film drainage or the dynamics of interfacial wave growth. Thick films drain in accordance with the Reynolds equation down to what has been referred to in previous work as the Reynolds thickness (Coons et al., 2003) . Measurements from a variety of emulsion and foam films confirm that the thinning velocities of most films exceed that predicted by the Reynolds equation (Coons et al., 2005a) . This is illustrated in Figure 1 by the ratios of the Reynolds thinning velocity to the measured value, which are less than unity. Likewise, as shown for a variety of foam and emulsion films in Figure   2 , the drainage time or the time required to drain between specified thicknesses is generally less than that predicted by the Reynolds equation. A variety of theories have been proposed to account for this discrepancy (Coons et al., 2005a) . The drainage theory of Manev, Tsekov, and Radoev (1997) or MTsR theory attributes the increased thinning rates to the development of hydrodynamic corrugations along the flexible film interfaces.
It is unique amongst other theories in that the existence of corrugations and their correlation with film radius is supported by experimental measurements (Radoev et al., 1983; Manev et al., 1997) . MTsR theory predicts that the number of hydrodynamic corrugations in a film, and hence deviation from Reynolds drainage, increases with decreasing film thickness. The Reynolds thickness can be estimated directly from MTsR theory. However, as indicated in Figures 1 and 2 , thinning velocities provided by MTsR theory are higher than experimental measurements. Therefore, as was previously observed, the drainage rates of most foam and emulsion films are bounded by the predictions of Reynolds equation and MTsR theory (Coons et al., 2005a) .
As a film continues to drain, specific waveforms that comprise interfacial corrugations become unstable and begin to grow in amplitude. The onset of instability occurs at the maximum transition thickness, which is the transition thickness of the waveform that is first to develop a positive growth rate. The instability arises when long range van der Waals (attractive) forces acting between the interfaces overcome the interfacial capillary forces acting to smooth out the corrugations. As the film continues to drain, additional waveforms become unstable. Each unstable waveform grows at a unique rate, and if given the chance, would cause the film to rupture at different times and (average) thicknesses. By definition, the critical waveform is the first waveform to reach the middle of the film and hence provides the maximum critical rupture thickness of all waveforms.
In the absence of robust computational codes and precise boundary conditions, approximate expressions were introduced in the earliest studies of spontaneous rupture to describe the destabilization and rupture dynamics. These early theoretical investigations effectively replaced the nonlinear terms of the local film thickness ( ) ( ) (
Substitution of the first order approximate leads to a velocity dependent wave growth rate expression consistent with linear stability theory (Gumerman and Homsy, 1975; Sharma and Ruckenstein, 1987; Coons et al., 2003) . In a previous review, it was shown that the corrugation growth rate expression obtained by neglecting the effect of thinning velocity is the same expression derived by introducing a zeroth order ( ) function (Coons et al., 2003) . The zeroth order or non-thinning wave growth rate expression appears in several earlier studies on thin film rupture (Vrij, 1966a; Ivanov et al., 1970; Radoev et al., 1983) .
Comparison of the zeroth and first order approximations to the fully expanded nonlinear function in equation (1) shows that the approximate functions bound the actual value as the amplitude of the wave approaches the film thickness. It is assumed in the subsequent theoretical section that conditions describing the capillary wave growth are bounded by the expressions obtained from the introduction of these approximate functions. It was recently shown (Coons et al., 2005b) and is again indicated in Figure 3 , that the critical thicknesses of a variety of emulsion and foam films are bounded by selectively coupling existing drainage theory with the approximate corrugation growth rate expressions.
Before presenting the scaling law, we first describe the underlying equations that bound the drainage and rupture conditions.
The Bounding Equations
The theoretical origin of the equations used in this work to approximate film thinning and corrugation growth dynamics has been described previously (Coons et al., 2003) . Here, only the system of equations used to bound the stability and critical rupture condition are presented.
Bounding the conditions that mark the onset of instability and rupture in free-standing thin films requires consideration of two underlying dynamics; (i) drainage of the liquid from the perimeter of the film and the resultant film thinning, and (ii) growth of capillary waves on the film interfaces. If a film is draining at a slow rate and the capillary waves are growing at a fast rate, then the critical or rupture thickness will be thicker than if the relative rates of the two underlying dynamics were reversed. Therefore, combination of the equations that provide the slowest film drainage and the fastest corrugation growth leads to the upper bound of the maximum transition and critical thicknesses. 
A is the non-retarded Hamaker constant, is the upper bound of the critical film thickness or the average film thickness at the rupture condition, R is the film radius, and , c upper h μ is the bulk viscosity of the film fluid. The thickness dependence of the Hamaker constant typically becomes more significant when the film thickness decreases below 1000 Ǻ. However, it was previously determined that application of the non-retarded Hamaker constant more effectively bounded thin films over the range of sizes that have been reported in the literature (Coons et al., 2005b) . 0 ζ is the initial amplitude of the capillary wave and is estimated assuming that the corrugation results from the thermal motion of the molecules along the interface (Radoev et al., 1983) .
k is the Boltzmann constant, T is absolute temperature, and σ is the interfacial tension. 
Equation (4) represents the relationship between the root of any wave and its corresponding transition thickness, when equation (2) is in use. The root of the critical wave is identified by optimizing equation (2) 
Re V is the film thinning velocity as provided by the Reynolds equation, which typically underpredicts the thinning velocities of foam and emulsion films. 
h is the average film thickness and ΔP is the drainage pressure or the average radial pressure drop across the film. In the absence of electrostatic repulsion, the drainage pressure has two components; the Plateau border pressure drop and the intrafilm disjoining pressure. The Plateau border pressure drop is the pressure drop at the perimeter of the film due to the curvature of the meniscus. Attractive van der Waals forces act on the film interfaces to create a negative disjoining pressure within the film. The drainage pressure is given by the following expression.
R is the radius of the capillary tube. The first term on the right hand side of equation (7) is the Plateau border pressure drop and the second term is the disjoining pressure. In a film of constant radius, the Plateau border pressure drop is not time dependent, whereas the disjoining pressure component increases as the film thickness decreases. The dominant component of the drainage pressure is determined by the physicochemical properties as well as the range of thickness that the film experiences over its lifetime. Coons et al (2003) have shown that for films of large radii, the Plateau border pressure drop term dominates throughout the unstable period up to the point of rupture. For small radii films, the disjoining pressure contributes more significantly but never completely dominates the drainage pressure. Equations (2) through (7) constitute the system of equations required to determine the upper bound of the critical film thickness, which is identical to the theory described by Ivanov et al (1970) when the disjoining pressure has a 3 1 h dependency.
Solution of the above system of equations also provides the transition thickness of the critical wave. However, the critical wave is generally not the first wave to become unstable and hence, its transition thickness does not represent the initial onset of instability in the film. The first wave to become unstable is identified by optimizing the transition thickness in equation (4) with respect to α , which leads to the Frenkel criterion for film stability.
1 α is the first root of the Bessel function of first kind order zero, and is approximately 2.4048. The zero in the subscript of the maximum transition thickness denotes the upper bound that is derived from the zeroth order corrugation growth rate, which neglects the effect of thinning velocity on film stability. Films become unstable when they thin below the maximum transition thickness. Therefore, equation (8) 
The lower bound of the critical thickness is determined by combining the equations that provide the slowest corrugation growth and the fastest film drainage. Therefore, the first order corrugation growth rate expression (Sharma and Ruckenstein, 1987 
The first order corrugation growth rate expression provides a different relationship between the root of a wave and its transition thickness. For the critical wave, this becomes:
The root of the critical wave is identified as before, that is, by optimizing the critical thickness in equation (10) with respect to α . As is apparent by comparison of equations (2) and (10), the root of the critical wave for the lower bound is also given by equation (5), with the appropriate thinning velocity expression inserted. 
MTsR V is the film thinning velocity provided by the theory of Manev, Tsekov, and Radoev (1997) .
l is the theoretical number of domains or rings that form as the film thins and is given by the following theoretical expression.
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Equations (13) and (14) form the theoretical MTsR equation. Equations (3), (6), (7), and (10) through (14) constitute the system of equations required to determine the lower bound of the critical film thickness.
The lower bound of the maximum transition thickness ( )
is obtained by optimizing the transition thickness in equation (11) with respect to the wave root.
( ) (
The subscript t,1 denotes the lower bound obtained from the first order corrugation growth rate.
The lower bound of a film's lifetime was estimated from the following expression. 
The superscript asterisk indicates that the parameter is dimensionless. The resulting equations were then solved over a broad input parameter space employing the following algorithm. For a given pair, was determined by minimizing the sum of the square of error from the dimensionless form of equation
:10 10 ,25 2500 The integrals in equations (2), (5), (9), (10), (12), and (16) were evaluated using the IMSL DQDAGS subroutine from Visual Numerics (copyright dated 1997).
The following scaling law emerges from the self-similarity of the calculated dimensionless transition and critical film thicknesses, wave root, and drainage times.
( ) ( )
* S is one of the dimensionless variables in the solution set listed in Table 1 . The constants C, x, and y are dependent on the system of equations solved and the master curve approximation within a given drainage subdomain. The shifted data and approximate master curves for all relevant dimensionless parameters are shown in Figure   4 , and the shift factors are provided in Table 2 
Discussion
The computational ease of the scaling law comes with the cost of increased error. This is apparent in Figure 4 where discrepancies between the computed values and the 
The relative error determined for all computed values is shown in Figure 5 , (a) through (e). As expected, the error introduced by the scaling law is very dependent on the position along the master curve, which is stipulated by the input parameters in the form of the dimensionless parameter z. For example, at high z values along the flat portion of the master curve, most of the scaling laws provide values that are within 2% of the computed value. At low to moderate z values, scaling law predictions differ by as much as 15% for film thicknesses or 28% for film lifetimes, compared to the computed values. The scaling law provides the least error for the upper bound values in Figure 5 (a), which are within ± 3.5% of the computed value. The error provided by the scaling law is not unreasonable
given that the purpose of this analysis is to bound the stability and rupture conditions.
The thin film scaling law is a simple tool that provides approximate bounds for the events that mark the time evolution of a draining film. To demonstrate its application, film thickness and lifetime predictions for the foam films of Radoev et al (1983) are shown in
Figures 6 and 7, respectively. The curve in Figure 6 (a) represents the Reynolds thickness predicted by MTsR theory. The scaling law constants for the Reynolds thickness were reported previously under limiting conditions (Coons et al., 2003) , and are provided in Table 1 for the entire range of drainage conditions. The Reynolds film thickness for each film is well above the average critical film thickness indicated by the data points. It should be noted that the thickness at which a given film forms in a capillary cell apparatus is not generally reported. Therefore, the Reynolds thickness and other reference thicknesses discussed here may not have actually existed in the film's history. Without equations describing the film hydrodynamics and boundary conditions, the exact film thickness marking the onset of instability can not be calculated. Here, we speculate that the onset of instability is bounded by the upper and lower maximum transition thickness shown in Figure 6 (b). The lower bound maximum transition thickness is consistently higher than the transition and critical thickness of the lower bound critical wave shown in Figure 6 (d). The upper bound of the maximum transition thickness for all of the films exceeds 1000 Ǻ, which is occasionally mentioned as the approximate thickness that long range van der Waals forces become significant (Israelachvili, 1992) . The transition and critical thicknesses of the upper bound critical wave in Figure 6 (c) display a parallel film radius dependency as do the lower bound thicknesses in Figure 6 (d). This is also apparent by inspecting the scaling law constants in Table 1 , where only the pre-exponential constant of the transition and critical thickness varies significantly in a given subdomain.
The scaling law predictions of the critical film thickness consistently bound the average critical rupture thicknesses shown in Figures 6(c) and 6(d).
The film lifetimes of Figure 7 provide an indication of the thinning dynamics for the foam films of Radoev et al. (1983) . Assuming that the thickness history of the film includes the upper bound of the maximum transition thickness, the time period of instability for the smallest film is estimated to be between 13 and 77 seconds, and Waveforms with the smallest wavelengths are provided from the first order growth rate expression. The root of the wave that first becomes unstable as determined by the lower bounding equation set is provided as a scaling law in 
Once the root ( n ) α is known, the shape of the waveform along the interface can be plotted as a function of radial position r. As is indicated in Figures 3 and 6(c) , the upper bound estimate of critical thickness appears to have a film radius dependency similar to that of the experimental measurements. A plot of the ratio of the actual critical film thickness to the predicted upper bound is provided in Figure 8 for numerous foam and emulsion films. The ratios are largely scattered between 0.6 and 0.85, and have a mean value of 0.72 for both foam and emulsion films. If the purpose of this analysis was to demonstrate that a system of approximate equations could be assembled to accurately predict critical thickness values, then a variety of paths can be concocted to achieve such an objective. The possibilities include impeding the zeroth order corrugation growth rate by averaging over all waveforms (Vrij, 1966a; Ivanov et al., 1970) , stipulating a different rupture criterion such as a film thickness shift at constant time (Vrij, 1966a) or equating the film thinning and corrugation growth velocities (Radoev et al., 1983) , incorporating more accurate film thinning rates (Radoev et al., 1983; Sharma and Ruckenstein, 1987; Coons et al., 2003 Coons et al., , 2005b , and adjusting the critical film thickness measurements by replacing the average film thickness with the minimum or maximum film thickness in films with hydrodynamic corrugations (Radoev et al., 1983; Sharma and Ruckenstein, 1987) . However, this seems unnecessary and arguably misguided given the approximate nature of the underlying equations.
Conclusions
A complete solution to the equations bounding the stability and rupture of thin films is provided in the form of a simple scaling law. The scaling law depends on the fundamental physicochemical properties of the film and interface to calculate bounds for the critical thickness and other key film thicknesses, the relevant waveforms associated with instability and rupture, and film lifetimes. As was reported previously (Coons et al., 2005b) , critical film thickness measurements on a variety of foam and emulsion films are bounded by the critical thickness scaling equations. It is shown here that the majority of (Exerowa and Kolarov, 1966; Vrij, 1966a; Scheludko and Manev, 1968; Rao et al., 1982; Radoev et al., 1983; Manev et al., 1984; Kumar et al., 2002) and emulsion (Traykov et al., 1977; Manev et al., 1984) 
