Abstract. Homotopy on nanophrases is an equivalence relation defined using some data called a homotopy data triple. We define a product on homotopy data triples. We show that any homotopy data triple can be factorized into a product of prime homotopy data triples and this factorization is unique up to isomorphism and order. If a homotopy data triple is composite, we show that equivalence of nanophrases under the corresponding homotopy can be calculated just by using the homotopies given by its prime factors.
Introduction
A word is a sequence of letters. If every letter that appears in a word appears exactly twice, then the word is a Gauss word. Let α be a fixed set. A nanoword over α is a Gauss word paired with a map from the set of letters appearing in this word to α. A Gauss phrase is a sequence of words such that their concatenation forms a Gauss word. A nanophrase over α is a Gauss phrase paired with a map from the set of letters appearing in this phrase to α. Turaev defined nanowords in [15] and nanophrases in [14] .
For nanowords and nanophrases, Turaev defined moves which are determined by an involution on α called τ and a subset of α × α × α called S. We call the triple (α, τ, S) a homotopy data triple. Fixing a homotopy data triple, the moves generate an equivalence relation on nanowords and nanophrases over α called homotopy. Different homotopy data triples can give different equivalence relations.
Two homotopy data triples, (α, τ, S) and (α ′ , τ ′ , S ′ ) are isomorphic if there is a bijection from α to α ′ which transforms τ into τ ′ and S into S ′ . Isomorphic homotopy data triples give equivalent homotopies [14] .
We define a product on homotopy data triples. A homotopy data triple is composite if it can be represented as a non-trivial product of homotopy data triples. If not, the homotopy data triple is prime. We show that any homotopy data triple can be represented uniquely, up to order and isomorphism, as a product of prime homotopy data triples (Proposition 4.7).
In this paper, our main aim is to show that for any composite homotopy data triple, the study of the homotopy it gives can be reduced to the study of the homotopies given by its prime factors.
Let (α, τ, S) be a composite homotopy data triple. Let P R (α) be the set of nanophrases over α satisfying the following conditions: (1) each component is associated with a prime factor of (α, τ, S) and any letters in that component map to the factor; and (2) adjacent components are associated with different prime factors. Any nanoword over α can be uniquely split into a nanophrase in P R (α) such that each component is non-empty. This gives a map from nanowords over α to P R (α) called the decomposing map.
We define two equivalence relations on P R (α). The equivalence relation ∼ K is a restriction of homotopy to P R (α). It can be defined entirely in terms of the homotopies associated with the prime factors of (α, τ, S). The equivalence relation ∼ P is generated by ∼ K , reductions (moves on nanophrases which allow us to remove empty components) and their inverses.
The key result of this paper is that there is a bijection between the set of homotopy classes of nanowords over α and the set of equivalence classes of P R (α) under ∼ P (Theorem 5.8).
We use this bijection to define a homotopy invariant of nanowords. Given a nanoword over α, we apply the decomposing map to get a nanophrase p in P R (α). We say that p is reducible if it is equivalent under ∼ K to a nanophrase q with an empty component. By applying a reduction to q we get a nanophrase which is equivalent to p under ∼ P but has less components. By repeating this process we will eventually get an irreducible nanophrase. We show that, irrespective of how we make the reductions, the irreducible nanophrase that we obtain is unique up to equivalence under ∼ K (Proposition 5.14). In fact, this gives a complete homotopy invariant of the original nanoword (Theorem 5.15). We generalize these results to nanophrases in Section 8.
In general, calculating this invariant can be hard, because it is not always easy to tell whether or not a nanophrase is irreducible. Moreover, using the invariant to show that different nanowords are not homotopic entails showing that their irreducible nanophrases are not equivalent under ∼ K which, in general, is also difficult. However, the calculation of the invariant of a nanoword and determination of the equivalence of this invariant for different nanowords can be achieved just by using the homotopies given by the prime factors of (α, τ, S).
A homotopy of nanophrases over α is equality decidable if there exists a finite time algorithm which given any two nanophrases over α, determines whether or not they are homotopic. The homotopy is reduction decidable if there exists a a finite time algorithm which given any nanophrase over α, determines whether or not it is reducible.
In the case where S is the empty set, for any α and τ , the homotopy given by (α, τ, S) is reduction and equality decidable (Proposition 6.6). In all other cases, determining whether a homotopy is reduction or equality decidable is an open problem. On the other hand, we use our complete invariant of nanowords and nanophrases to show the following fact. Let (α, τ, S) be a composite homotopy data triple and let its prime factors be denoted by (α i , τ i , S i ). If the homotopies given by each (α i , τ i , S i ) are all reduction and equality decidable, the homotopy given by (α, τ, S) is reduction and equality decidable (Theorem 8.7).
In Section 7 we examine several invariants which can be used to give sufficient conditions for irreducibility. Two of the invariants we consider, U and V , are new. Both invariants are generalizations of our S o invariant for Gauss phrases [5] . The V invariant is defined for all homotopies but U is just defined for homotopies where S is diagonal (that is, S is of the form {(a, a, a) | a ∈ α}). The U invariant is a generalization to nanophrases of Turaev's self-linking function for nanowords [15] . Having written this paper we discovered that Fukunaga had independently generalized our S o invariant [3] . We give a proof that Fukunaga's invariant and our U invariant are equivalent in Section 7.6.
(A, xAAy) ←→ (A − {A}, xy) move H2: if τ (|A|) = |B|, (A, xAByBAz) ←→ (A − {A, B}, xyz) move H3: if (|A|, |B|, |C|) ∈ S, (A, xAByACzBCt) ←→ (A, xBAyCAzCBt) where the projections of the α-alphabets on the right hand side of the moves H1 and H2 are restrictions of the corresponding α-alphabets on the left hand side.
Two nanophrases are homotopic is there exists a finite sequence of homotopy moves and isomorphisms which transform one into the other. As none of the moves add or remove components, the number of components of a nanophrase is a homotopy invariant.
Note that if we change α, τ or S we may get a different kind of homotopy. We call the triple (α, τ, S) a homotopy data triple (note that Turaev uses the term homotopy data [15] ).
Two homotopy data triples, (α, τ, S) and (α ′ , τ ′ , S ′ ) are isomorphic if there exists a bijection f from α to α ′ such that τ ′ • f is equivalent to f • τ and (a, b, c) is in S if and only if (f (a), f (b), f (c)) is in S ′ . Such an isomorphism induces a map from P(α) to P(α ′ ) which is homotopy preserving [14] . Thus the homotopies given by isomorphic homotopy data triples are equivalent.
Let p be a nanophrase. We write nc(p) for the number of components in p and define c i (p) to be the ith component of p. The rank of p is the number of distinct letters appearing in p. We write it rank(p). The homotopy rank of p, which is written hr(p), is the minimum rank attained by a nanophrase in the homotopy class of p. We say that a nanophrase p is minimal if rank(p) is equal to hr(p).
A nanoword is contractible if it is homotopic to the empty word ∅. Thus, for a contractible nanoword w, hr(w) is 0.
Some lemmas on nanophrases
We define a map χ from P(α) to N (α) as follows. For a nanophrase p in P(α) we define χ(p) to be the nanoword obtained by concatenating the components of p. That is w 1 |w 2 | . . . |w n is mapped to w 1 w 2 . . . w n . By definition χ(∅ P ) is ∅. We call χ the concatenating map. The following lemma is Lemma 4.3 of [4] . Lemma 3.1 (Fukunaga) . Let p 1 and p 2 be nanophrases in P(α).
Note that in [4] the lemma above was stated in the case where S is diagonal. However, it trivially extends to the general case.
Let O be a subset ofn. Then we define P n (α, O) to be the subset of P n (α) where p is in P n (α, O) if c i (p) is ∅ for all i in O. Let ∼ O be the equivalence relation generated by isomorphisms and by homotopy moves which relate elements in
is the nanophrase derived from p by deleting all letters that appear at least once in any component with index in O.
Lemma 3.2. Let p and p ′ be two nanophrases in
Proof. It is enough to check that if p and p ′ are related by a single isomorphism or 
Proof. If p ∼ p ′ then there exists a sequence of nanophrases in P n (α), where each consecutive pair in the sequence is related by an isomorphism or a single homotopy move. By applying f O to each nanophrase in the sequence, we get a sequence of nanophrases in
Lemma 3.4. Let p and p ′ be two nanophrases in P n (α) and let O be a subset of the set of indices of empty components in p
where the first relation is given by Lemma 3.2, the second relation follows from the definition of f O and the third relation is the assumption.
Lemma 3.5. Let p be a nanophrase in P n (α) such that rank(p) = hr(p). Let p ′ be a nanophrase in P n (α) such that the ith component of p ′ is empty. If p ∼ p ′ , then the ith component of p is empty.
Proof. Suppose the ith component of p is not empty. Let O be the set {i}. Then by Lemma 3.4, p ∼ f O (p). Now rank(f O (p)) is less than rank(p), as the ith component of p is not empty. Then we have
which is a contradiction. Thus the ith component of p must be empty.
We write O(p) for the set of indices of components that are empty in p.
Lemma 3.6. Let p and p ′ be two nanophrases in
. By symmetry, we get the opposite inclusion and so
Let p be an n-component nanophrase and let O be a subset ofn of size |O|. Define x(p, O) to be the n − |O| component nanophrase derived from p by deleting all components with index appearing in O and all letters which appear in those components.
Lemma 3.7. Let p and p ′ be two nanophrases in
Proof. Let p 1 and p 2 be two nanophrases in
The result then follows from Lemma 3.2.
Lemma 3.7 corresponds to the well-known fact that a sub-link is an invariant of a link.
Factorizations of homotopy data triples
Let (α, τ, S) be a homotopy data triple. From now on, we will assume that α is finite. Let β be a τ -invariant subset of α and γ be the set α − β. Note that γ is also τ -invariant. We define τ β to be the restriction of τ to β and τ γ to be the restriction of τ to γ. We define S β to be the intersection of S and β × β × β and S γ to be the intersection of S and γ × γ × γ. If every element of S appears either in S β or S γ (that is, S is equal to S β ∪ S γ ), we say that (β, τ β , S β ) is a factor of (α, τ, S). Note that if (β, τ β , S β ) is a factor of (α, τ, S), so is (γ, τ γ , S γ ).
Any homotopy data triple (α, τ, S) is a factor of itself, as α is a τ -invariant subset of α and S is contained in α × α × α. The homotopy data triple (∅, τ ∅ , ∅), where τ ∅ is the empty map, is also a factor of any homotopy data triple. We note however that (∅, τ ∅ , ∅) does not give a homotopy because the concept of an α-alphabet is not defined when α is ∅.
A factor (β, τ β , S β ) of a homotopy data triple (α, τ, S) is said to be a proper factor of (α, τ, S) if β is a non-empty proper subset of α. We say that a homotopy data triple (α, τ, S) is composite if it has a proper factor. If a homotopy data triple (α, τ, S) has no proper factors and α is non-empty, then we say that the homotopy data triple is prime.
Example 4.1. Let α be the set {a, b, c, d}. Let τ be the map which swaps a with b and c with d. Let S be the set {(a, b, a), (c, d, c)}. Now α has two orbits under τ , so if (α, τ, S) has a proper factor (β, τ β , S β ), then β must contain one of those orbits. Without loss of generality, we assume β is the set {a, b}. Set γ to be the set {c, d}. Then τ β , the restriction of τ to β, is the map which swaps a with b. The restriction of τ to γ, τ γ , is the map that swaps c with d. The set S β , the intersection of S and β × β × β, is {(a, b, a)}. The set S γ , the intersection of S and γ × γ × γ, is {(c, d, c)}. Now S is equal to S β ∪ S γ , so (β, τ β , S β ) is a proper factor of (α, τ, S). Thus (α, τ, S) is composite. Example 4.2. Let α and τ be the same as in Example 4.1 and let S be the set {(a, b, c), (b, c, d)}. As before, α has two orbits under τ , so if (α, τ, S) has a proper factor (β, τ β , S β ), then β must contain one of those orbits. We assume β is the set {a, b}. Then γ, τ β and τ γ are the same as in Example 4.1. However, in this case both S β and S γ are empty. Clearly S is not equal to S β ∪ S γ , so (β, τ β , S β ) is not a factor of (α, τ, S). Thus (α, τ, S) is prime.
We remark that if α has only one orbit under τ then the homotopy data triple (α, τ, S) must be prime.
In the following example we consider the case where S is diagonal.
Example 4.3. Let α G be the set {a}, let τ G be the identity map and let S G be the set {(a, a, a)}. Let α F be the set {a, b}, let τ F be the map swapping a and b, and let S F be the set {(a, a, a), (b, b, b)}. Then both (α G , τ G , S G ) and (α F , τ F , S F ) are prime. We note that (α G , τ G , S G ) gives the open Gauss phrase homotopy and the homotopy data triple (α F , τ F , S F ) gives the open flat virtual link homotopy (see, for example, [5] or [14] ). Consider the general case of a homotopy data triple (α, τ, S) where S is diagonal. It is easy to check that if (α, τ, S) is prime, then it is isomorphic to (α G , τ G , S G ) or (α F , τ F , S F ). Otherwise, (α, τ, S) is composite and has a proper factor which is isomorphic to either (α G , τ G , S G ) or (α F , τ F , S F ).
We now define the product of two homotopy data triples. Let (α 1 , τ 1 , S 1 ) and (α 2 , τ 2 , S 2 ) be homotopy data triples. Let α be the subset of {1,
We define τ to be the involution on α where (i, a) maps to (i, τ i (a)) for each (i, a) in α. We define S to be the subset of α × α × α given by
Then the product of (α 1 , τ 1 , S 1 ) and (α 2 , τ 2 , S 2 ) is (α, τ, S).
We note that if α 1 and α 2 are disjoint, then the product of (α 1 , τ 1 , S 1 ) and
The product of homotopy data triples induces a product on the isomorphism classes of homotopy data triples. This product is well-defined because, if (α 1 , τ 1 , S 1 ) is isomorphic to (α
, then the product of (α 1 , τ 1 , S 1 ) and (α 2 , τ 2 , S 2 ) is isomorphic to the product of (α
is a factor of (α, τ, S). Let γ be the set α − β, let τ γ be the restriction of τ to γ and let S γ be the intersection of S and γ × γ × γ. Then the product of (β, τ β , S β ) and (γ, τ γ , S γ ) is isomorphic to (α, τ, S).
It is easy to check that up to isomorphism, the product on homotopy data triples is commutative and associative. The unit of the product is the triple (∅, τ ∅ , ∅).
We now show that, up to isomorphism and reordering, any homotopy data triple can be uniquely written as a product of prime homotopy data triples. We first state some lemmas.
Lemma 4.4. Suppose h is a homotopy data triple that can be represented as the product of f and g. Suppose k is a prime factor of h. Then k is a prime factor of f or g.
Proof.
In this proof, the data for a homotopy data triple x is written α x , τ x and S x . As h can be represented as the product f g, α f and α g are τ h -invariant sets which partition α h . Now suppose that α k ∩ α f and α k ∩ α g are both non-empty. Write α l for α k ∩ α f and α m for α k ∩ α g . Then both α l and α m are τ h -invariant sets. We define S l as the intersection of S h and α l × α l × α l and define S m as the intersection of S h and α m × α m × α m . Since S h is equal to S f ∪ S g , S k must equal S l ∪ S m . This implies that (α l , τ l , S l ) is a factor of k where τ l is the restriction of τ h to α l . However, this contradicts the primality of k. Thus α k is wholly contained in either α f or α g .
Without loss of generality, we assume that α k is a subset of α f . Let α p be the set α f − α k and let S p be the intersection of S f and α p × α p × α p . Let α q be the set α h − α k and let S q be the intersection of S h and α q × α q × α q . Now suppose that S k ∪ S p is not equal to S f . Then this would imply that S k ∪ S q is not equal to S h . However, this contradicts the fact that k is a factor of h. Thus S k ∪ S p is equal to S f and k is a factor of f . Lemma 4.5. Let g, h be homotopy data triples and k be a prime homotopy data triple. If the product of g and k is isomorphic to the product of h and k, then g and h are isomorphic.
Proof. We write gk for the product of g and k and hk for the product of h and k. Let f be the isomorphism from gk to hk. As k is a prime factor of gk, the image of k, f (k), is a prime factor of hk. Thus by Lemma 4.4, f (k) is either a factor of h or of k.
If f (k) is a factor of k, then f (k) is k as they have the same size. Thus the image of g must be h and f restricted to g gives an isomorphism from g to h.
If f (k) is a factor of h, then h can be written kh ′ for some h ′ . Then f maps g onto h ′ k and this gives an isomorphism from g to h ′ k. Since the product of homotopy data triples is commutative up to isomorphism, h ′ k is isomorphic to kh ′ . Thus g is isomorphic to h. Lemma 4.6. Let h be a prime homotopy data triple and h i be a set of prime homotopy data triples, for i running from 1 to n. Let k be the product of the h i . If h is a factor of k, then h is isomorphic to one of the h i .
Proof. We prove by induction on n. If n is 1 then k is isomorphic to h 1 which is prime. Therefore h must be isomorphic to k.
We now assume the statement is true for n − 1 and prove it for n. If h is isomorphic to h 1 then the statement is true. If not, Lemma 4.4 implies that h must be a factor of the product of h i for i running from 2 to n. Then this product has n − 1 triples and so by assumption, h is isomorphic to one of the h i for i not equal to 1.
We then have the following proposition.
Proposition 4.7. Any homotopy data triple can be represented as a product of prime homotopy data triples. This representation is unique up to isomorphism and the order of the triples in the product.
Proof. Existence of such a representation is easy to show. If the homotopy data triple is prime we already have our representation. If not, it is composite and can be written as the product of two homotopy data triples. We consider each of these in turn and factor any that are composite. We continue this process until only prime factors remain.
Let h be a homotopy data triple and suppose it can be factored into triples h i for i running from 1 to m and also into triples h ′ j for j running from 1 to n. Without loss of generality we may assume that n is greater than or equal to m.
We prove uniqueness by induction on m. For if m is 1 then h 1 is prime and is isomorphic to h. Thus n must also be 1 and h ′ 1 is isomorphic to h 1 . We now assume the statement is true for m−1 and prove it for m. By Lemma 4.6, h 1 must be isomorphic to one of the h ′ j . By reordering the h ′ j if necessary, we may assume that it is h ′ 1 . Then by Lemma 4.5 the product of h i with i running from 2 to m and the product of h ′ j for j running from 2 to n are isomorphic. As the product of h i with i running from 2 to m has m − 1 factors, we use the induction assumption to show that n is equal to m and, after appropriate reordering of the h
Example 4.8. Let (α, τ, S) be a homotopy data triple with diagonal S. It is easy to check that (α, τ, S) is isomorphic to the product
where k and l are non-negative integers such that k + l is greater than 0 and (α G , τ G , S G ) and (α F , τ F , S F ) are the prime homotopy data triples defined in Example 4.3.
The following lemma extends Turaev's Lemma 3.3.1 in [15] to the case of general S.
Lemma 4.9. Let (α, τ α , S α ) be a homotopy data triple and let (β, τ β , S β ) be a factor of (α, τ α , S α ). We denote the equivalence relation given by (α, τ α , S α ) as ∼ α and the equivalence relation given by (β, τ β , S β ) as ∼ β . Now let p and p ′ be two
Proof. This is proved in the same way as Lemma 3.3.1 of [15] .
Remark 4.10. In Lemma 3.3.1 of [15] , Turaev proved the case where S α is diagonal and p and p ′ areétale words. Anétale word is a word on an α-alphabet, so all nanowords areétale words (see [15] for more details).
An invariant for nanowords
In this section we fix a composite homotopy data triple (α, τ, S) and let its prime factors be denoted by (α i , τ i , S i ) for i running from 1 to k for some k greater than 1. Let ∼ be the homotopy given by (α, τ, S) and, for each i, let ∼ i be the homotopy given by (α i , τ i , S i ).
For any positive integer n, we say that a map fromn tok is locally variable if there does not exist an i for which θ(i) equals θ(i + 1). Let P A (α) be the set of pairs (p, θ), where p is a nanophrase over α and θ is a locally variable map from nc(p) tô k. We extend the definition of isomorphism and homotopy moves of nanophrases to
be the subset of P A (α) consisting of pairs (p, θ) for which every letter X appearing in the ith component of p, |X| is in α θ(i) , for all i. Note that if p is a nanophrase over α with no empty components then if (p, θ) and (p, θ ′ ) are both in P R (α) we can conclude that θ and θ ′ are equal. Note that we can define a map Γ from P A (α) to P R (α) as follows. Given (p, θ) in P A (α) we derive p ′ from p by deleting all letters X which have projections not matching θ. In other words, for each i, we delete every letter X in the ith component of p for which |X| is not in α θ(i) .
We define an equivalence relation on P R (α), written ∼ K , as follows. Let (p, θ) and (p ′ , θ) be elements of
if there exists a sequence of elements (p i , θ) of P R (α), for i running from 0 to r for some r, such that p 0 is p, p r is p ′ and p i is related to p i+1 by a single homotopy move or an isomorphism.
The following lemmas show that ∼ K can be viewed as a restriction of ∼ to P R (α).
Proof. This can be proved in a similar way to Lemma 3.2.
Proof. This can be proved in a similar way to Lemma 3.3.
Let (p, θ) be an element of P R (α). We fix an integer i and let O i be the subset of nc(p) consisting of elements j where θ(j) is equal to i. Then we define s i ((p, θ)) to be x(p, O i ) (which was defined in Section 3). Note that s i ((p, θ)) is the subnanophrase of p consisting of the components containing letters which map to α i and so s i ((p, θ)) is a nanophrase over α i .
Proof. We first assume that
Note that each component of p appears as a component in exactly one of the nanophrases s i ((p, θ)).
there is a sequence of homotopy moves going from s 1 ((p, θ)) to s 1 ((p ′ , θ)) which can be applied directly to the corresponding components in (p, θ). Call the result (p 1 , θ). Then s 1 (p 1 , θ) is isomorphic to s 1 ((p ′ , θ)) and s j (p 1 , θ) is equal to s j (p, θ) for all j not equal to 1. We also have (p 1 , θ) ∼ K (p, θ). Starting with (p 1 , θ) we repeat the process, this time using the fact that
The result is (p 2 , θ) which is ∼ K equivalent to (p, θ). By repeating the process for each i, the final result (p k , θ) is ∼ K equivalent to (p, θ) and isomorphic to (p ′ , θ). Thus we have shown that (p, θ)
an integer i, let O i be the subset of nc(p) consisting of elements j where θ(j) is equal to i. Then, by definition,
and thus, using Lemma 4.9,
We define some new moves on elements of P R (α) which allow us to remove or add empty components. Let (p, θ) be an element of P R (α). We write n for nc(p) and w j for the jth component of p. If w i is ∅ we can apply a simple reduction or concatenating reduction which are defined as follows.
Simple Reduction:
where θ ′ is a map from n − 1 tok defined by
Note that if n is 1 and w 1 is ∅, applying a simple reduction gives the pair (∅ P , θ ∅ ) where θ ∅ is the empty map (from ∅ tok). The inverse of a simple reduction is called a simple augmentation. It allows us to insert a new empty component into p either between two components or at one of the ends, as long as we can make a corresponding change to θ to get a locally variable map.
Concatenating Reduction: if i = 1, i = n and θ(i − 1) = θ(i + 1),
where θ ′ is a map from n − 2 tok defined by
The inverse of this move is called a splitting augmentation. It allows us to split a component of p into two parts (where possibly one or both may be empty), as long as we can make a corresponding change to θ to get a locally variable map.
Collectively we refer to simple reductions and concatenating reductions as reductions and simple augmentations and splitting augmentations as augmentations.
Remark 5.4. Suppose (p, θ) is an element of P R (α) such that the ith component of p is empty. Then by the conditions on i and θ given in the definitions of the reduction moves, there is one and only one way that we can apply a reduction to (p, θ) to remove the ith component. Thus we can unambiguously refer to this reduction as the reduction of the ith component of (p, θ).
Let ∼ P be the equivalence relation on P R (α) generated by ∼ K , reductions and augmentations. We can define a map Ω from P R (α) to N (α) by mapping (p, θ) to χ(p) (recall that χ is the concatenating map defined in Section 3). Then we have the following lemma.
, then θ and θ ′ are equal and p ∼ p ′ . Then by Lemma 3.1,
. So, to prove the result, it is enough to prove the case where (p ′ , θ ′ ) is derived from (p, θ) by a single reduction. However in this case, it is easy to see that χ(p) and χ(p ′ ) must be equal and so
We define a map ψ from N (α) to P R (α) as follows. Let w be a nanoword in N (α). If w is ∅ then we map w to ∅ P . Otherwise, there is a unique integer r > 0, a unique sequence of words w 1 , w 2 , . . . , w r and a unique map θ fromr tok such that (1) each w i is not ∅; (2) w is equal to w 1 w 2 . . . w r ; (3) for all i, if X appears in w i , |X| is in α θ(i) ; (4) for any i from 1 to r − 1, θ(i) is not equal to θ(i + 1). Define p to be the nanophrase w 1 |w 2 | . . . |w r where the letters in p have the same projection as they do in w. Then (p, θ) is in P R (α). We define ψ(w) to be (p, θ).
Example 5.6. Let α be the set {a, b}. Suppose that under factorization it factors into two sets, {a}, which we call α 1 , and {b}, which we call α 2 . Then k is 2.
Let A be the α-alphabet {A, B, C, D, E} with projection given by |A| = |B| = |C| = a and |D| = |E| = b. Now consider the nanoword (A, w) where w is ABCBDCAEDE.
Then w 1 is ABCB, w 2 is D, w 3 is CA and w 4 is EDE. So n is 4 and θ is a map from4 to2 which maps 1 and 3 to 1 and maps 2 and 4 to 2. Thus ψ maps (A, w) to ((A, w 1 |w 2 |w 3 |w 4 ), θ).
Note that the image of ψ consists of all elements (p, θ) in P R (α) such that p has no empty components.
Lemma 5.7. Let w and w ′ be elements of
Proof. It is enough to prove the case where w and w ′ are related by an isomorphism or a single homotopy move.
If w and w ′ are related by an isomorphism, then the nanophrases in ψ(w) and ψ(w ′ ) are isomorphic and so ψ(w) ∼ P ψ(w ′ ). We now assume w and w ′ are related by a single homotopy move. We write ψ(w) as (p, θ) and ψ(w ′ ) as (p ′ , θ ′ ). Suppose w and w ′ are related by an H1 move. If θ and θ ′ are equal, then p is related to p ′ by a corresponding H1 move. If not, we assume that w ′ is derived from w by removing a letter. By making the corresponding H1 move on (p, θ) and then applying an appropriate reduction we can derive (p ′ , θ ′ ). Thus, in either case, ψ(w) ∼ P ψ(w ′ ). Suppose w and w ′ are related by an H2 move. If θ and θ ′ are equal, then p is related to p ′ by a corresponding H2 move. If not, we assume that w ′ is derived from w by removing two letters. By making the corresponding H2 move on (p, θ) and then applying appropriate reductions we can derive (p ′ , θ ′ ). Thus, in either case, ψ(w) ∼ P ψ(w ′ ). If w and w ′ are related by an H3 move, then θ and θ ′ are equal and p is related to p ′ by a corresponding H3 move. Thus ψ(w) ∼ P ψ(w ′ ).
Theorem 5.8. There is a bijection between the homotopy classes of N (α) and the equivalence classes of P R (α) under ∼ P . In other words
Proof. The map ψ induces a map ψ P from N (α)/ ∼ to P R (α)/ ∼ P , which by Lemma 5.7 is well-defined. Note that for any nanoword w in N (α), Ω(ψ(w)) is w.
Then by Lemma 5.5, ψ P is bijective.
Let K(α) be the set of equivalence classes of P R (α) under ∼ K . Let c be an element of K(α) and (p, θ) be an element in c. We define nc(c) to be nc(p). Note that if (q, θ) is another element in c then nc(p) is equal to nc(q), and so nc(c) is well-defined.
We say that an element c of K(α) is i-reducible if there exists a pair (p, θ) in c such that the ith component of p is ∅.
Lemma 5.9. Let c be an element of K(α). Suppose (p, θ) and (p ′ , θ) are elements in c such that p and p ′ are both i-reducible. Then there exists a sequence of elements of c going from (p, θ) to (p ′ , θ) such that the nanophrases in each consecutive pair are related by a single homotopy move or isomorphism and each nanophrase in the sequence is i-reducible.
Proof. This is proved in a similar way to Lemma 3.3.
We note that the equivalence relation ∼ P on the set P R (α) induces an equivalence relation on K(α) which we also write ∼ P .
Let (p ′ , θ ′ ) be the result the reduction of the ith component of (p, θ) and let c ′ be the element of K(α) which contains (p ′ , θ ′ ). We say that c ′ is the i-reduction of c. The following lemma shows that this concept is well-defined. Proof. As c ′ is an i-reduction of c, there exists (p, θ) in c such that the ith component of p is ∅ and the reduction of the ith component of (p, θ)
′′ is an i-reduction of c, there exists (q, θ) in c such that the ith component of q is ∅ and the reduction of the ith component of (q, θ) gives (q ′ , θ ′′ ) in c ′′ . By Lemma 5.9 there exists a sequence of nanophrases p j going from p to q such that each (p j , θ) is in c and the ith component of p j is ∅. Then for each j it is easy to check that the reduction of the ith component of (p j , θ) is equivalent, under ∼ K to the reduction of the ith component of (p j+1 , θ).
We say that an element c of K(α) is reducible if it is i-reducible for some i. An element c of K(α) is irreducible if it is not reducible.
Lemma 5.11. Let c be an element of K(α) and let i and j be different integers in nc(c). If c is both i-reducible and j-reducible, then there exists an element (p, θ) in c such that both the ith and jth components of p are ∅.
Proof. As c is i-reducible, there exists an element (q, θ) in c such that the ith component of q is ∅. As c is j-reducible, there exists an element (q ′ , θ) in c such that the jth component of q ′ is ∅. Recall that for a nanophrase p and a subset O of nc(p), f O maps p to the nanophrase derived from p by deleting all letters that appear at least once in any component with index appearing in O. Let O be the set {j}. As (q, θ) ∼ K (q ′ , θ), by a similar argument to the proof of Lemma 3.4, we can show that (q, θ)
is in c and both the ith and jth components of f O (q) are ∅.
Lemma 5.12. Let c be an element of K(α) and let i and j be integers in nc(c) with i less than j. Suppose c is both i-reducible and j-reducible. Let c i be the result of the i-reduction of c and let c j be the result of the j-reduction of c. Then one of the following cases holds.
(1) c i is equal to c j ; (2) c i is a reduction of c j ; (3) c j is a reduction of c i ; (4) there exists an element c ′ of K(α) which is a reduction both of c i and c j .
Proof. By Lemma 5.11 we know that c contains an element (p, θ) such that the ith and jth components of p are ∅. We write (p i , θ i ) for the i-reduction of p and (p j , θ j ) for the j-reduction of p. Then (p i , θ i ) is in c i and (p j , θ j ) is in c j . Assume that j is greater than i + 2. Then the set of components involved in the i-reduction and the set of components involved in the j-reduction have no components in common. So (p j , θ j ) will be i-reducible and the i-reduction will be of the same type as the i-reduction of (p, θ). Similarly, there will be a reduction available in (p i , θ i ) corresponding to the j-reduction of (p, θ). If the i-reduction of (p, θ) is simple, (p i , θ i ) will be (j − 1)-reducible. If the i-reduction of (p, θ) is concatenating, (p i , θ i ) will be (j − 2)-reducible. It is easy to check that in all cases, applying the two reductions in either order gives the same result.
Let (p ′ , θ ′ ) be the result of applying an i-reduction to (p j , θ j ) and let c ′ be the equivalence class of (p ′ , θ ′ ) under ∼ K . Then as c ′ is a reduction of both c i and c j , Case 4 in the statement of the lemma holds.
For example, the case where both reductions are simple is shown in Figure 1 . In the figure w t is the tth component of p for each t and labels on the arrows indicate which component is being reduced. Figure 1 . Simple reductions Now assume that j is i + 2. If the i-reduction or j-reduction of (p, θ) is simple then the situation is similar to the case where j is greater than i + 2 and so Case 4 in the statement of the lemma holds. The case where both the i-reduction and the j-reduction of (p, θ) are concatenating is shown in Figure 2 . Note that because both reductions are concatenating, θ(i − 1), θ(i + 1) and θ(i + 3) are all equal. Thus, again, Case 4 in the statement of the lemma holds. Now assume that j is i+1. We consider cases based on the types of the reductions of (p, θ).
If both the i-reduction and the j-reduction are concatenating then the results of the reductions are equivalent, as shown in Figure 3 . Thus Case 1 in the statement of the lemma holds.
The case where the i-reduction is simple and the j-reduction is concatenating is shown in Figure 4 . Thus Case 2 in the statement of the lemma holds.
The case where the i-reduction is concatenating and the j-reduction is simple is shown in Figure 5 . Thus Case 3 in the statement of the lemma holds. Figure 2 . Concatenating reductions when j = i + 2 Figure 3 . Concatenating reductions when j = i + 1 Figure 4 . Simple i-reduction, concatenating j-reduction when Figure 5 . Concatenating i-reduction, simple j-reduction when
The case where both the i-reduction and the j-reduction are simple splits into two subcases. The first subcase is when i is 1 or j is n or θ(i − 1) is not equal to θ(i + 2). Then (p i , θ i ) is i-reducible by a simple reduction and (p j , θ j ) is also i-reducible by a simple reduction. Either reduction gives the same result and so Case 4 in the statement of the lemma holds.
The second subcase is when i is not 1, j is not n and θ(i − 1) is equal to θ(i + Figure 6 . Simple reductions when j = i + 1 and
Let F be a set with an equivalence relation defined on it in terms of two types of moves, 'reducing' moves and the inverses of these moves. An element of F is said to be reduced if it does not admit a reducing move. A reducing chain of elements of F is a sequence g 1 , g 2 , . . . , g n such that g i+1 is the result of a reducing move applied to g i for all i.
The following lemma, known as the Diamond Lemma was proved by Newman in [12] . The version we give here is based on the version of the lemma appearing in [1, page 26].
Lemma 5.13 (Diamond Lemma, Newman). Let F be a set as above, such that the following conditions are satisfied:
(1) Finiteness condition. For each element g in F there exists an integer r (depending on g) such that no reducing chain starting from g has more than r terms. (2) Confluence condition. If an element g in F can be transformed to g 1 by one reducing move and g 2 by another, then there exists an element g ′ such that, for each i, either g ′ is equal to g i or g i can be transformed into g ′ by applying one or more reducing moves. Then each equivalence class of F contains exactly one reduced element.
Proposition 5.14. Each equivalence class of K(α) under ∼ P contains exactly one reduced element.
Proof. We prove this using Lemma 5.13. We just need to show that the Confluence condition and the Finiteness condition hold for K(α).
The fact that the Confluence condition holds is shown by Lemma 5.12. On the other hand, a reducing chain starting from c, an element of K(α), can have no more than nc(c) + 1 elements, because a reduction move reduces the number of components by at least 1. Thus the Finiteness condition of Lemma 5.13 also holds.
We define a map R from K(α) to itself as follows. For an element c in K(α), we define R(c) to be the reduced element in the equivalence class of c under ∼ P . By Proposition 5.14, the map R is well-defined.
Assuming that we can tell whether any element of K(α) is reducible or not (which in general is a difficult problem), it is easy to calculate R(c) for any c using an inductive process. If c is irreducible, R(c) is c. If not, c can be reduced to some other element of K(α), say c ′ and R(c) is equal to R(c ′ ). As was shown in the proof of Proposition 5.14, the Finiteness condition holds, so this process will terminate in a finite number of steps.
Let w be a nanoword in N (α). Then ψ(w) is an element in P R (α). Let c be the element of K(α) which contains ψ(w). Then we define R K (w) to be R(c).
Proof. This follows from Theorem 5.8 and Proposition 5.14.
In particular, this means that nc(R K (w)) and the θ associated with R K (w) are invariants of w. We write c R (w) for nc(R K (w)) and write θ R (w) for the θ associated with R K (w). We also define P R,i (w) to be s i ((p, θ)) where (p, θ) is an element in R K (w). The nanophrase s i ((p, θ)) is an nanophrase in P(α i ) and is, modulo ∼ i , an invariant of w.
We have the following corollary of Theorem 5.15 which show that θ R (w) and the sequence of nanophrases P R,i (w) together give a complete invariant for w.
Corollary 5.16. Let w and w ′ be nanowords over α. Then w ∼ w ′ if and only if θ R (w) and θ R (w ′ ) are equal and, for all i, P R,i (w)
Proof. This follows from Theorem 5.15 and Proposition 5.3.
We say that w is c-minimal if nc(ψ(w)) is equal to c R (w). The following proposition shows how the property of being minimal and the property of being c-minimal are related.
Proposition 5.17. Let w be a nanoword. If w is minimal, then it is c-minimal.
Proof. We write (p, θ) for ψ(w) and assume that w is minimal but not c-minimal for a contradiction. The assumption that w is not c-minimal is equivalent to assuming that ψ(w) is not in R K (w). This means that ψ(w) is i-reducible for some i. Thus (p, θ) ∼ K (p ′ , θ) for some nanophrase p ′ for which the ith component is empty.
Note that because (p, θ) is in the image of ψ, the ith component of p is not empty. Thus rank(p) is greater than rank(f O (p)).
Let (q, θ ′ ) be the result of applying an i-reduction to (f O (p), θ). Then rank(q) is equal to rank(f O (p)) and so less than rank(p). As (q, θ
) is equal to rank(q) which is less than rank(p), so hr(w) is less than rank(w) contradicting the fact that w is minimal.
Remark 5.18. Note that if a nanoword w is c-minimal it does not necessarily mean that it is minimal. For example, suppose w is a non-trivial minimal nanoword. Then w has the form XyXz for some letter X and some words y and z. Then the nanoword AAXyXz where |A| is equal to |X| is clearly c-minimal but not minimal.
Theorem 5.19. Let (α, τ, S) be a composite homotopy data triple and let its prime factors be denoted by (α i , τ i , S i ). Let w be a nanoword over α. Then Proof. Let u be a minimal nanoword homotopic to w. Then rank(u) is equal to hr(w). By Proposition 5.17 ψ(u) is in R K (w). Then hr(P R,i (u)) is equal to hr(P R,i (w)) and clearly
On the other hand, for each i, let q i be a minimal nanophrase such that q i ∼ i P R,i (w). Then let (q, θ R (w)) be the element of P R (α) such that s i ((q, θ R (w))) is equal to q i for all i. Then (q, θ R (w)) is in R K (w). Then by Lemma 5.5, Ω((q, θ R (w))) ∼ u and so
Combining the inequalities (5.2) and (5.3) gives (5.1).
Remark 5.20. If (α, τ, S) is a prime homotopy data triple then the results of this section hold, but are trivial. The set P R (α) consists of the element (∅ P , θ ∅ ), where θ ∅ is the empty map, and elements (p, θ : 1 → 1) where p is a 1-component nanophrase. Thus θ R (w) can take one of two values depending on whether w is homotopic to ∅ or not. However, to calculate the value of θ R (w) for a given nanoword w we must show whether w is homotopic to ∅ or not and so the invariant is trivial. Similarly, if w is not homotopic to ∅, P R,1 (ψ(w)) is given by w, and again the invariant is trivial. In this case, Theorem 5.19 is reduced to the tautological statement that hr(w) is equal to itself.
We finish this section by briefly considering some symmetries of nanowords defined by Turaev in [15] . We start by recalling some definitions. Given a nanoword w, the opposite nanoword of w is the nanoword given by taking the letters of w in the reverse order and preserving the projection of the letters. We write w − for the opposite nanoword of w. The inverse nanoword of w, written w, has the same Gauss word as w but the projections of the letters are composed with τ . In other words, for all A appearing in w, |A| w , the projection of A in w, is equal to τ (|A| w ), where |A| w is the projection of A in w.
We extend these definitions to nanophrases. Given a nanophrase p, the opposite nanophrase of p, written p − is the nanophrase given by taking the components in reverse order and, for each component, reversing the order of the letters in the component. The inverse nanophrase of p, written p, has the same Gauss phrase as p but the projections of the letters are composed with τ . These operations are involutions, so the opposite nanophrase of p − is p and the inverse nanophrase of p is p. The two operations commute. Note that for a 1-component nanophrase, which we can consider to be a nanoword, the definitions given for nanowords and nanophrases coincide.
Example 5.21. Let α be the set {a, b} and let τ be the map swapping a with b. Let p be the nanophrase ABC|AC|B where |A| and |C| are a and |B| is b. Then p − is B|CA|CBA where the letters have the same projections as p. The nanophrase p is ABC|AC|B where |A| and |C| are b and |B| is a.
In [15] , Turaev defined the following terms. Given a homotopy, a nanoword w is homotopically symmetric (with respect to that homotopy) if w is homotopic to w − . Given a homotopy, a nanoword w is homotopically skew-symmetric (with respect to that homotopy) if w is homotopic to (w) − . We fix a homotopy data triple (α, τ, S). Let κ τ be the involution τ × τ × τ on α × α × α, and let κ i be the involution which maps (a, b, c) to (c, b, a) on α × α × α.
Suppose S is invariant under κ τ . Then Turaev observed in [15] that if u and v are homotopic under the homotopy given by (α, τ, S), then u and v are also homotopic under the same homotopy. Then it is easy to see that, for any nanoword w, c R (w) is equal to c R (w), θ R (w) is equal to θ R (w) and, for all i, P R,i (w) = P R,i (w). Now suppose that S is invariant under κ i . Then Turaev observed in [15] that if u and v are homotopic under the homotopy given by (α, τ, S), then u − and v − are also homotopic under the same homotopy. Again, it is easy to see that, for any nanoword w, c
for all i. So if S is invariant under κ i , w can only be homotopically symmetric if
for all i. As θ R (w) is locally variable, this implies that c R (w) must be odd. Thus if c R (w) is even or (5.4) does not hold for all i, w cannot be homotopically symmetric. Similarly, if S is invariant under κ i and κ τ , w cannot be homotopically skewsymmetric if c R (w) is even or (5.4) does not hold for all i.
Decidability
We say that a homotopy is reduction decidable if we have a finite time algorithm which, for any nanophrase p and any integer i, determines whether p is i-reducible or not. We say that a homotopy is equality decidable if we have a finite time algorithm which, for any two nanophrases p and q, determines whether p is equivalent to q or not.
Proposition 6.1. Let (α, τ, S) be a composite homotopy data triple and let its prime factors be denoted by (α i , τ i , S i ). Suppose, for each i, the homotopy given by (α i , τ i , S i ) is reduction decidable. Then there is a finite time algorithm which, for any nanoword over α, w, produces a nanoword R(w) such that ψ(R(w)) is in R K (w).
Proof. We give a finite time algorithm to produce R(w) from an arbitrary nanoword w.
We first note that ψ(w) is reducible if and only if ψ i (w) is reducible for some i. As, for each i, the homotopy given by (α i , τ i , S i ) is reduction decidable, we can determine whether or not ψ(w) is reducible in finite time.
If ψ(w) is not reducible then ψ(w) is in R K (w) and we define R(w) to be w. If ψ(w) is reducible, then it is j-reducible for some j. Let O be the subset of nc(p) consisting of the single element j. Writing (p, θ) for ψ(w), let p ′ be f O (ψ(w)). Then by Lemma 3.4 and Lemma 5.2, (p, θ) ∼ K (p ′ , θ). Let c be the equivalence class under ∼ K which contains ψ(w) and let c ′ be the equivalence class under ∼ K which contains ψ(χ(p ′ )). It is clear that c ′ is derivable from c by a series of one or more reductions. We define R(w) to be R(χ(p ′ )). This definition is recursive, but the recursion will terminate because nc(χ(p ′ )) is less than nc(w).
We note that R(w) is not necessarily well-defined as it depends on the order that the reductions are made. For example, consider the nanoword ACADDBBC where |A| and |B| are in α 1 and |C| and |D| are in α 2 . Then ψ(w) is (A|C|A|DD|BB|C, θ) where θ maps odd numbers to 1 and even numbers to 2. The 4th and 5th components of ψ(w) are clearly reducible by an H1 move. If we apply the above process to the 4th component we get (A|C|ABB|C, θ ′ ) where θ ′ maps odd numbers to 1 and even numbers to 2. If we apply the above process to the 5th component we get (A|C|A|DDC, θ ′ ). Using the linking matrix described in Section 7.2 we can show that both these elements are reduced. Thus R(w) can be (A|C|ABB|C, θ ′ ) or (A|C|A|DDC, θ ′ ) depending on the order we make the reductions.
Theorem 6.2. Let (α, τ, S) be a composite homotopy data triple and let its prime factors be denoted by (α i , τ i , S i ). Suppose, for each i, the homotopy given by (α i , τ i , S i ) is reduction decidable and equality decidable. Then, there is a finite time algorithm which for any two nanowords over α, w and w ′ , determines whether or not they are equivalent under the homotopy given by (α, τ, S).
Proof. Let w and w ′ be two nanowords in α. By Proposition 6.1 we can calculate R(w) and R(w ′ ) in finite time. We write (p, θ) for R(w) and (p ′ , θ ′ ) for R(w ′ ). Now, as ψ(R(w)) and ψ(R(w ′ )) are irreducible, if θ and θ ′ are not equal, w and w ′ are not equivalent.
If θ and θ ′ are equal, then by Corollary 5.16, ψ(w) ∼ ψ(w ′ ) if and only if P R,i (w) ∼ i P R,i (w ′ ) for all i. Now, for all i, P R,i (w) ∼ i P R,i (w ′ ) can be determined in finite time because ∼ i is equality decidable.
Remark 6.3. Recall the definitions of (α G , τ G , S G ) and (α F , τ F , S F ) from Example 4.3. By Theorem 6.2 and Example 4.8 we may conclude the following. If (α G , τ G , S G ) and (α F , τ F , S F ) are both reduction and equality decidable then for any S diagonal homotopy there is a finite time algorithm which can determine homotopy equivalence of arbitrary pairs of nanowords. Whether (α G , τ G , S G ) or (α F , τ F , S F ) are reduction or equality decidable is an open question.
We say that a homotopy has a normal form if there exists a finite time algorithm taking a nanophrase p and producing a nanophrase n(p) which satisfies the following conditions:
(
If, for all p, rank(n(p)) is equal to hr(p), then we say that n is a minimizing normal form.
Proposition 6.4. If a homotopy has a minimizing normal form n, it is reduction decidable and equality decidable.
Proof. The fact that the homotopy is equality decidable immediately follows from the existance of a normal form (minimizing or not). Now p is i-reducible if and only if n(p) is i-reducible. If the ith component of n(p) is ∅, then n(p) is i-reducible by definition. On the other hand, suppose that the ith component of n(p) is not ∅. Then as n is a minimizing normal form, rank(n(p)) is equal to hr(p) and so by Lemma 3.5, n(p) is not i-reducible. Thus p is i-reducible if and only if the ith component of n(p) is trivial, and so the homotopy is reduction decidable.
Let S ∅ be the empty set. Then any homotopy data triple (α, τ, S ∅ ) gives a homotopy where the third homotopy move is disallowed. Thus the homotopy relation is generated by isomorphism and the first two homotopy moves.
The homotopy relation induces an equivalence relation on the set of isomorphism classes of P(α). We call a first homotopy move or second homotopy move reducing if it removes letters from a nanophrase. For two nanophrases p and q we write p ≥ q if either p is equal to q or q is derivable from p by a sequence of reducing homotopy moves. The following lemma shows that for the homotopy given by (α, τ, S ∅ ), the set of isomorphism classes satisfies the Confluence condition of Newman's Diamond Lemma (Lemma 5.13).
Lemma 6.5. Let p be a nanophrase in P(α). Suppose p 1 and p 2 are the results of applying different reducing moves to p under the homotopy given by (α, τ, S ∅ ). Then there exists a nanophrase p ′ such that p 1 ≥ p ′ and p 2 ≥ p ′ .
Proof. If the sets of letters involved in the two moves do not intersect, then it is clear that the moves can be applied in either order and give the same result in both cases. So we only need to check the cases where the sets of letters do intersect. If both moves are first homotopy moves, the set of letters can not intersect. If one move is a first homotopy move and the other a second homotopy move, then we must have the case xABBAy where |B| = τ (|A|). Applying the second homotopy move gives xy. On the other hand, applying the first homotopy move gives xAAy. We can then apply another first homotopy move to get xy which was the result of applying the second homotopy move. Thus in this case the Confluence condition holds.
If both moves are second homotopy moves, then we must have the case xABCyCBAz, where |A| = τ (|B|) = |C|. Then one of the moves removes A and B to give xCyCz. The other move removes B and C to give xAyAz. However, these nanophrases are isomorphic because |A| and |C| are equal. Thus in this case the Confluence condition also holds.
As the rank of a nanophrase is finite and decreases under a reducing move, the Finiteness condition of Newman's Diamond Lemma is also satisfied. Thus, by Newman's Diamond Lemma (Lemma 5.13), the homotopy given by (α, τ, S ∅ ) has a normal form (up to isomorphism). Given a nanophrase p in P(α), the normal form is calculated by applying reducing homotopy moves wherever they appear. When no more reducing homotopy moves are applicable, the normal form has been reached. In particular, it is clear that the normal form is minimizing.
We remark that Manturov noted the existance of this normal form in the specific case where α contains a single element in [10] .
By Proposition 6.4, we have the following proposition.
Proposition 6.6. Let (α, τ, S ∅ ) be a homotopy data triple. The homotopy that it gives is reduction decidable and equality decidable.
In particular, there are exactly two prime data triples for which S is S ∅ . The first is ({a}, τ id , S ∅ ) where τ id is the identity map. The second is ({a, b}, τ a , S ∅ ) where τ a maps a to b (and therefore maps b to a).
Remark 6.7. We note that Theorem 3.8 of [9] would imply the existence of a minimizing normal form for the homotopy given by (α F , τ F , S F ) (defined in Example 4.3). However, we found a counter-example to the theorem which we explained in [7] .
Detecting irreducibility
In this section we look at ways of determining irreducibility of components of nanophrases.
7.1. Component length. In [5] , we noted that the number of letters in a component modulo 2 is a homotopy invariant of Gauss phrases. Fukunaga made the same observation for nanophrases under homotopies with diagonal S in [4] . In fact, the number of letters in a component modulo 2 is a homotopy invariants of nanophrases for any choice of S.
Therefore, if the ith component of a nanophrase p contains an odd number of letters it cannot be i-reducible. Example 7.1. Let p be the nanophrase ABC|A|B|C. Each component of p has an odd number of letters. Then, irrespective of the projections of the letters A, B and C, p is irreducible under any nanophrase homotopy.
7.2. Linking matrix. In [5] , we defined a homotopy invariant of Gauss phrases called the linking matrix. In [2] , Fukunaga defined the linking vector of a nanophrase and proved that it is invariant under homotopies with diagonal S. As we observed in [5] , our linking matrix is equivalent to the linking vector of a Gauss phrase.
Using our linking matrix terminology, we now recall Fukunaga's linking vector invariant. We observe that it is invariant for any choice of S in the homotopy triple, not just for diagonal S.
We fix a homotopy data triple (α, τ, S). Let π be the multiplicative abelian group generated by elements of α such that aτ (a) = 1 for all a in α. This group was defined by Turaev in [15] .
The linking matrix L(p) of an n-component nanophrase is a symmetric n × n matrix with elements in π. The elements of L(p) are denoted by l p (i, j). We define l p (i, i) to be 1 for all i and define l p (i, j) by
where A ij denotes the subset of letters appearing in p which appear both in the ith and jth components of p.
Note that by definition, l p (i, j) is equal to l p (j, i) for all i and j.
Fukunaga's linking vector is the vector (l p (1, 2), l p (1, 3) , . . . , l p (1, n), l p (2, 3) , . . . , l p (n − 1, n)). In the case where S is diagonal, Fukunaga showed in [2] that the linking matrix L(p) is invariant. This is easily extended to the general case. Proof. After noting that the sets A ij do not change under the third homotopy move for any S, the proof is the same as in [2] . Example 7.3. Let p be the nanophrase ABC|AC|B where |A| is a, |B| is b and
We call L i (p) the linking vector of the ith component of p. Note that if the ith component of p is empty, then every element of L i (p) will be 1. Thus if there is an element in L i (p) which is not 1, then we can conclude that p is not i-reducible.
Example 7.4. Consider again the nanophrase p given in Example 7.3. From the linking matrix of p we can see that both the first and third rows contain the element b which is not 1 in π. Thus p is not 1-reducible or 3-reducible. Furthermore, if a is not equal to τ (c) then ac is not 1 in π and p is not 2-reducible either. In particular, when O is the setn − {i}, then x(p, O) is a nanoword which we denote w i (p). If w i (p) is not contractible, p cannot be i-reducible. Example 7.5. Let p be a nanophrase over α 1 given by ABACDECBDF |EF . Then w 1 (p) is ABACDCBD and w 2 (p) is ∅.
We consider p under the homotopy given by the homotopy data triple (α G , τ G , S G ) given in Example 4.3. This homotopy is the open Gauss word homotopy. By Example 6.2 of [6] we know that ABACDCBD is not contractible. Therefore p is not 1-reducible.
7.4. V invariant. We defined the S o invariant for Gauss phrases in [5] . Here we generalize the invariant to nanophrases for arbitrary α, τ and S. We rename the invariant V in order to avoid confusion with Fukunaga's generalization of the S o invariant [3] .
We write K n for (Z/2Z) n . Let p be an n-component nanophrase and let i be an element ofn. Let A ii (p) be the subset of letters appearing in p such that both occurrences of the letter appear in the ith component of p. Let A be a letter in A ii (p). Then the ith component of p has the form xAyAz for some, possibly empty, words x, y and z. We define the linking vector of A, written − − → l(A), to be a vector v in K n . The jth element of v is, modulo 2, the number of letters that appear once in y and for which the other occurrence of the letter appears in the jth component of p.
Let A i,a be the subset of A ii (p) consisting of letters A such that |A| is equal to a. For each element a in α we define a map d i,a from K n − { 0} to Z, given by
where ♯ means the number of elements in the set.
Proof. The proof is similar to that of the invariance of S o for Gauss phrases in [5] . The point is that under a homotopy move, the linking vector of any letter in A ii (p) does not change and so is counted the same in d i,a , unless the letter is added or removed by the move.
If the letter is added or removed by the first homotopy move then the linking vector of the letter is 0. As 0 is not in the domain of d i,a , d i,a is unchanged.
Under the second homotopy move two letters are added or removed. If one of the letters is in A ii (p) then both are. In this case, both letters have the same linking vector v. If the projection of neither letter is a then d i,a is unchanged. If not, the projection of one letter is a and the other is τ (a). If a is equal to τ (a), then we count the vector twice in d i,a and so, modulo 2, d i,a is unchanged. If a is not equal to τ (a), then one letter contributes to d i,a and the other letter contributes to
We fix a subset α 0 of α which contains exactly one element from each orbit of τ . Turaev calls this an orientation of α. Now note that if τ (a) is not equal to a then
Thus V is completely defined by the maps V i,a for a in α 0 .
Example 7.7. Let α be the set {a, b, c}. Let τ map a to b and c to itself. Let S be the set {(a, b, c), (c, b, a)}. Let p be a nanophrase over α given by ADBAEBF G|CDCF |EG where |A| = |D| = a, |B| = |F | = b and |C| = |E| = |G| = c. Note that the linking matrix of p is trivial. Thus, using the linking matrix, p is indistinguishable from the trivial 3-component nanophrase ∅|∅|∅. Now A 11 (p) is the set {A, B}, A 22 (p) is the set {C} and A 33 (p) is empty. Calculating the linking vectors of A, B and C, we see that is  (1, 0, 1) . and is (1, 0, 0) . Then, d 1,a ( v) is equal to 1 if v is equal to (1, 1, 0) and 0 otherwise. Similarly, d 1,b ( v) is equal to 1 if v is equal to (1, 0, 1) and 0 otherwise. Furthermore, d 2,c ( v) is equal to 1 if v is equal to (1, 0, 0) and 0 otherwise. All the other maps d i,x map every vector to 0.
Therefore V 1,a ( v) is equal to 1 if v is equal to (1, 1, 0) , −1 if v is equal to (1, 0, 1) and 0 otherwise. As b is equal to τ (a), (1, 1, 0 i,x , we may conclude that p and ∅|∅|∅ are not homotopic.
Remark 7.8. In the case of Gauss phrases, α contains a single element a and τ is the identity map. Thus for the ith component we just have a single map V i,a from K n − { 0} to Z/2Z. In [5] we defined B i (p) to be the preimage of 1 under the map V i,a and then defined S o to be an n-tuple where the ith element is B i (p). 1, 0) ) is non-zero. We also know that V 2,c ((1, 0, 0)) is non-zero. Therefore, p is neither 1-reducible nor 2-reducible. Note that since the linking matrix of p is trivial, we could not determine this information from the linking matrix. 7.5. U invariant. In [15] Turaev defined the self-linking function of a nanoword, an invariant for nanowords under homotopies with diagonal S. This invariant is a generalization of the u-polynomial defined by Turaev for flat virtual knots (also known as virtual strings) [13] . Based on the constructions of the self-linking function for nanowords and the invariant V we define a new invariant for nanophrases under homotopies with diagonal S which we call U .
Let π be the group defined in Section 7.2. Let p be an n-component nanophrase and i be an integer inn. Let A and B be two letters in A ii (p). We define n(A, Writing the ith component of p as xAyAz for some, possibly empty, words x, y and z, we define the jth element of − −− → l u (A) (j not equal to i) to be
|B|.
Then for each a in α and for each i, let A i,a be the subset of A ii (p) consisting of letters A such that |A| is equal to a. Let 1 be the trivial vector in π n for which every element is 1. For each element a in α we define a map e i,a from π n − { 1} to Z, given by
Remark 7.11. When n is 1, p is a nanoword. Then the self-linking class [a] p defined in [15] can be derived from e 1,a by
In light of Remark 7.11, the following proposition is a generalization of Theorem 6.1.1 in [15] .
The case of C is symmetric to the case of A and so − −− → l u (C) does not change under the move.
Thus e i,a is invariant under the third homotopy move.
We define U i,a ( v) to be e i,a ( v) modulo 2 if a is equal to τ (a) and e i,a ( v)−e i,τ (a) ( v) otherwise. As we did for the V invariant, we pick an orientation α 0 of α (α 0 contains exactly one element from each orbit of α under τ ). Now note that if τ (a) is not equal to a then U i,τ (a) ( v) is equal to −U i,a ( v) for all v in π n − { 1}. Thus U is completely determined by the maps U i,a for a in α 0 .
Example 7.13. Let α be the set {a, b, c, d}. Let τ map a to b and c to d. Let S be the diagonal of α. Let p be a nanophrase over α given by ACDEABF B|CE|DF where |A| = |C| = |E| = a, |B| = c, |D| = |F | = d. Let q be the nanophrase CDEF |CE|DF where the projections are the same as for p. Then it is easy to check that the linking matrix cannot distinguish p and q.
We calculate U for p. We see that
−1 ) and 0 otherwise. For all other pairs (i, x), U i,x is 0 for all vectors. On the other hand, for q, the maps U i,x are trivial for all i and x. Thus p and q are not homotopic.
Remark 7.14. Having written this section we discovered that Fukunaga had also independently generalized the Gauss phrase S o invariant to any homotopy with diagonal S in [3] . His invariant is called S o .
The initial definition of Fukunaga's S o invariant, appearing in an early version of [3] , was weaker than our U invariant. However, we realised that by a slight modification of the definition, Fukunaga's S o could be strengthened. This modified definition is now the one that appears in [3] . In Section 7.6 we will show that our U invariant is equivalent to Fukunaga's S o invariant.
For any nanophrase we can calculate V i,a from U i,a . To do so, we define a map x from π to Z/2Z as follows. Any element g of π can be written uniquely in the form
where i a is an integer depending on a. Then we define x(g) to be the sum of the exponents in Equation (7.1) modulo 2, that is
The map x then induces a map from π n to K n , which we also call x, by applying x elementwise. For a vector v in K n , let I v be the preimage of v under x. Then
Thus if a is equal to τ (a),
and if a is not equal to τ (a),
We have already noted in Example 4.3 that there are only two prime homotopy data triples for which S is diagonal. For (α G , τ G , S G ) (using the notation of Example 4.3), the V invariant and U invariant are equivalent. For (α F , τ F , S F ), the U invariant is stronger than the V invariant.
Example 7.15. Let p be the nanophrase ABCA|BC where |A|, |B| and |C| are all a an element in α F .
We calculate the V invariant for p. As the linking vector for A, − − → l(A) is (0, 0), and A is the only letter in p for which both occurences appear in the same component, we conclude that d i,a ( v) is 0 for i equal to 1 or 2 and for all v in K n − { 0}. So V i,a ( v) is 0 for i equal to 1 or 2 and for all v in K n − { 0}. Thus, using the V invariant, p is indistinguishable from the nanophrase ∅|∅.
We now calculate the U invariant for p. In this case, the linking vector for A,
2 ). Note that as a is not equal to τ (a), a 2 is not equal to 1, so (1, a 2 ) is a non-trivial vector in π 2 . Thus e 1,a ((1, a 2 )) is equal to 1 and so U 1,a ((1, a 2 )) is equal to 1. Therefore p is not homotopic to ∅|∅.
For completeness we note that for all other vectors
For a given p, if A ii (p) is empty then for all v, U i,a ( v) is 0. Thus p cannot be i-reducible if there exists some a in α and some vector v for which U i,a ( v) is non-zero. Indeed, the U invariant can sometimes detect i-irreducibility where the V invariant cannot.
Let p be a nanophrase and let w be w i (p) for some i, where w i (p) is the nanoword derived from the ith component of p which was defined in Section 7.3. For any g in π let I g be the set
where [ v] i denotes the ith element of v. Then it is easy to check that U 1,a (g) for w is given by
where the sum is taken modulo 2 if a is equal to τ (a).
Recall that any element g of π can be written in the form given in (7.1). We define γ a (g) to be the exponent of a when g is written in this form (that is, γ a (g) is equal to i a in (7.1)). For a nanophrase, we define δ a (U i,b ) by
where the sum is taken modulo 2 if a is equal to τ (a). In [15] , Turaev gave necessary and sufficient conditions for a self-linking function to be realizable as a self-linking function of a nanoword. These conditions translate to the condition that
for all a and b in α 0 and δ a (U 1,a ) = 0 for all a in α 0 . This gives some necessary conditions for a set of maps U i,a to be realizable as the U invariant of a nanopphrase. In fact these conditions are also sufficient.
Proposition 7.16. For each a in α 0 , let U i,a be a map from π n − { 1} to Z, if a is not equal to τ (a), and to Z/2Z otherwise. If, for each i, the maps defined in (7.2)
for all a and b in α 0 and δ a (U i,a ) = 0 for all a in α 0 , then the maps U i,a are the U invariant of some nanophrase.
Proof. This can be proved by combining the arguments in Theorem 6.3.1 of [15] and Proposition 5.5 and Proposition 5.7 of [5] . We omit the details.
Remark 7.17. By a similar argument to that given in Proposition 5.7 of [5] , the linking matrix and U invariants can be shown to be independent.
7.6. U invariant and Fukunaga's S o invariant. In [3] , Fukunaga generalized our S o invariant for Gauss phrases defined in [5] . His invariant is also called S o . In this subsection we recall the definition of Fukunaga's S o invariant and show that it is equivalent to our U invariant. We fix a homotopy (α, τ, S) with diagonal S. An orbit of τ is called a free orbit if the orbit contains two elements of α. Otherwise, the orbit contains only one element and is called a fixed orbit. Let l be the number of free orbits of τ and m be the number of fixed orbits of τ . We denote the orbits of τ by a i where, for i running from 1 to l, a i is a free orbit of τ and for i running from l + 1 to m, a i is a fixed orbit. For each orbit a i of τ we fix a representative element which we denote a i . The set of representative elements is an orientation of α which we denote α 0 .
Let p be an n-component nanophrase. For a letter A in p, ε(A) is defined as follows:
Let K i,j be Z if i and j are both less or equal to l and let K i,j be Z/2Z otherwise.
Elements of K are considered to be row vectors. Let − → r s,t denote the element of K which has a 1 in the column corresponding to K s,t and 0 in every other column. Let 0 denote the zero vector in K.
For a nanophrase p, let A(p) be the α-alphabet associated with p. We now extend the definition of n(A, B) given in Section 7.5 to any two letters A and B in A(p). We define n(A, 
, n(A, B) = 1 and I 2 (B) = j, − − → r s,t if |A| ∈ a s , |B| = a t , n(A, B) = −1 and I 1 (B) = j, 0 otherwise.
Now, for any letter
and l(A) as an n-tuple given by
For a vector v in K n , let v i,s,t be the value of the column corresponding to K s,t in the ith component of v. Let − → 0 n be the zero vector in K n . Now, for any vector v in K n − − → 0 n , we define the type of v as follows. We say v is of type (i) if v i,r,s being non-zero implies r is less than or equal to l, for all i, r and s. We say v is of type (ii) if v i,r,s being non-zero implies r is greater than l, for all i, r and s. Otherwise, we say v is of type (iii).
For an integer i and a vector v in K n we define η(i, v) by
, depending on the type of vector, as follows:
Finally, S o (p) is the n-tuple of maps given by
In [3] , Fukunaga proved that S o (p) is a homotopy invariant of p.
In order to show that Fukunaga's S o invariant and the U invariant are equivalent we need some preparation.
For any element g in π, where π is the group defined in Section 7.2, we can uniquely write g in the form
where c i is in Z if i is less than or equal to l and c i is in Z/2Z otherwise. For each i running from 1 to l we define a map f i from π to Z. For each i running from l + 1 to l + m we define a map f i from π to Z/2Z. In either case, f i (g) is defined to be c i , the exponent of a i when g is written in the form above. Now, for an element a in α 0 we define a set of maps h a,i,j from π to K. For g, an element of π, h a,i,j maps g to u where the component of u corresponding to K s,t is given by
if a ∈ a s and j ≤ i, −f t (g) if a ∈ a s and i < j.
Next we define a set of maps h a,i from π n to K n . The map h a,i takes (
For a nanophrase p and for some integer i, let A be a letter in A ii (p). Then it follows from the definitions that Fukunaga's l(A) is equal to h a,i ( − −− → l u (A)). Suppose that |A| is in a r for some r. Recall that for a vector v in K n , v j,s,t is the value of the column corresponding to K s,t in the jth component of v. Now observe that by definition, l(A) j,s,t is equal to zero if s is not equal to r. In other words, if l(A) is non-zero, the orbit of τ which contains |A| is implicitly recorded in l(A).
The following lemma shows that we can calculate U from Fukunaga's invariant.
Lemma 7.18. With the above notation, for any vector v in π n − { 1}, we have
Proof. When a is not equal to τ (a), we have
ε(A) = B i (h a,i ( v)).
The equality before last holds because, by the observation given before the statement of the lemma, l(A) can only equal h a,i ( v) if |A| is equal to a or τ (a). The last equality holds because if a is not equal to τ (a), and |A| equals a, l(A) must be a type (i) vector. When a is equal to τ (a), we have a similar calculation: The last equality holds because if a is equal to τ (a), and |A| equals a, l(A) must be a type (ii) vector.
Let K denote the subset of K n − { − → 0 n } given by K = { v ∈ K n − { − → 0 n } | ∃r ∈ Z such that ∀j, s, t, v j,s,t = 0 ⇒ s = r }.
By the observation given before Lemma 7.18 it is clear that for any nanophrase p and any letter A in A ii (p), either l(A) is − → 0 n or l(A) is in K. We define maps κ i from K to π n . Let v be a vector in K. By definition there exists an r such that v j,s,t is non-zero implies s equals r. Denote that r by r( v). Now let u be κ i ( v) for some integer i. Then u j , the jth component of u, is given by u j = at∈α0 a vj,r,t t if j ≥ i, at∈α0 a −vj,r,t t if j < i.
The following lemma shows that we can calculate Fukunaga's invariant from U .
Lemma 7.19. Given a vector v in K n − { − → 0 n }, write a for a r( v) . Then we have
Proof. If v is of type (i) then a is not equal to τ (a). In this case we have If v is of type (ii) then a is equal to τ (a). In this case we have a similar calculation: Remark 7.21. In [2] , Fukunaga defined the T invariant for nanophrases which is invariant under homotopies with diagonal S. In [3] , Fukunaga showed that his generalized S o invariant is strictly stronger than his T invariant. In particular, in Proposition 5.4 of [3] , Fukunaga showed how to calculate the T invariant from the S o invariant. As our U invariant is equivalent to Fukunaga's S o invariant, U is strictly stronger than the T invariant.
Nanomultiphrases
An n-phrase multiphrase on an alphabet A is a sequence of n phrases on A. The concepts of Gauss multiphrase and nanomultiphrase are defined in an analogous way to those of Gauss phrase and nanophrase. When writing a multiphrase we use the symbol '||' to separate phrases. For example A|B||AC||D|B|CD is a 3-phrase Gauss multiphrase on {A, B, C, D}. Note that the multiphrases A||B and A|∅|B are different, because an empty component in a phrase is always written ∅. So A||B is a 2-phrase multiphrase where each phrase has a single component. The multiphrase A|∅|B is a 1-phrase multiphrase where the single phrase has 3 components.
The 0-component phrase ∅ P may also appear as a phrase in a nanomultiphrase. There is a unique 0-phrase nanomultiphrase which is written ∅ M .
The only phrase of a 1-phrase nanomultiphrase is necessarily a nanophrase. Thus we can identify 1-phrase nanomultiphrase with nanophrases.
We define isomorphism of nanomultiphrases and homotopy moves on nanomultiphrases in an analogous way to nanophrases. Homotopy of nanomultiphrases is then the equivalence relation generated by isomorphisms and homotopy moves. We note that the number of phrases and the number of components in each phrase are invariant under homotopy.
Let p 1 be an n 1 -component phrase and p 2 be an n 2 -component phrase. Their concatenation, written p 1 |p 2 , is the (n 1 + n 2 )-component phrase consisting of the components of p 1 followed by the components of p 2 .
Let M(α) be the set of nanomultiphrases over α. There exists a natural map µ from M(α) to P(α) where a nanomultiphrase m is mapped to a nanophrase by concatenating the phrases of m to make a single phrase. The following lemma is clear from the definitions. Let m be a nanomultiphrase. Then we define the ith component of m to be the ith component of µ(m). We define nc(m) to be nc(µ(m)), which is equal to the sum of the number of components appearing in each phrase of m. For example, nc(A|B||AC||D|B|CD) is 6.
Recall that in Section 3 we defined the concatenating map χ from P(α) to N (α). We extend χ to be a map from M(α) to P(α) as follows. Let m be an n-phrase nanomultiphrase. Then χ(m) is the n-component nanophrase p where the ith For an element p of P we denote by R K (p) the reduced element in K M (α) corresponding to the element of K M (α) containing ψ(p). The following theorem corresponds to Theorem 5.15.
Theorem 8.5. For a nanophrase p in P(α), R K (p) is a homotopy invariant of p.
We extend the map s i to elements of M R (α) in a natural way. For (m, θ) in M R (α) we define s i ((m, θ) ) to be the nanomultiphrase derived from (m, θ) by deleting all components for which the index of the component is mapped by θ to some integer other than i. By definition s i ((m, θ) ) contains the same number of phrases as (m, θ).
Let (m, θ) be an element of R K (p). We write θ R (p) for θ which is an invariant of p. We also define P R,i (p) to be s i ((m, θ)). The nanomultiphrase P R,i (p) is a nanomultiphrase in M(α i ) and is, modulo ∼ i , an invariant of p. Taken together, the map θ R (p) and the set of nanomultiphrases P R,i (p) give a complete invariant for nanophrases.
Definitions of rank and homotopy rank naturally extend to nanomultiphrases and we use the same notation as we did for nanowords and nanophrases. Following the arguments about rank and homotopy rank in Section 5, it is easy to prove the following theorem which corresponds to Theorem 5.19. Theorem 8.6. Let (α, τ, S) be a composite homotopy data triple and let its prime factors be denoted by (α i , τ i , S i ). Let p be a nanophrase over α. Then We finish by giving the following theorem.
Theorem 8.7. Let (α, τ, S) be a composite homotopy data triple and let its prime factors be denoted by (α i , τ i , S i ). Suppose, for each i, the homotopy given by (α i , τ i , S i ) is reduction decidable and equality decidable. Then the homotopy given by (α, τ, S) is also reduction decidable and equality decidable.
Proof. The fact that (α, τ, S) is equality decidable is analogous to Theorem 6.2 and can be proved similarly. Given a nanophrase p in P, p is j-reducible if and only if all the components in the jth phrase of ψ(p) are reducible. Since the homotopies given by (α i , τ i , S i ) are all reduction decidable, there is a finite time algorithm which determines the reducibility of all these components. Thus the homotopy given by (α, τ, S) is reduction decidable.
