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JORDAN MAPS ON STANDARD OPERATOR ALGEBRAS
LAJOS MOLNA´R
Abstract. Jordan isomorphisms of rings are defined by two equations.
The first one is the equation of additivity while the second one concerns
multiplicativity with respect to the so-called Jordan product. In this
paper we present results showing that on standard operator algebras
over spaces with dimension at least 2, the bijective solutions of that
second equation are automatically additive.
1. Introduction and statement of the results
It is an interesting problem to study the interrelation between the mul-
tiplicative and the additive structures of a ring. The first quite surprising
result on how the multiplicative structure of a ring determines its additive
structure is due to Martindale [5]. In [5, Corollary] he proved that ev-
ery bijective multiplicative map from a prime ring containing a nontrivial
idempotent onto an arbitrary ring is necessarily additive and, hence, it is a
ring isomorphism. This result has been utilized by Sˇemrl in [9] to describe
the form of the semigroup isomorphisms of standard operator algebras on
Banach spaces.
Beyond ring homomorphisms there is another very important class of
transformations between rings. These are the Jordan homomorphisms. The
Jordan structure of associative rings has been studied by many people in ring
theory. Moreover, Jordan operator algebras have serious applications in the
mathematical foundations of quantum mechanics. If R,R′ are rings and
φ : R→ R′ is a transformation, then φ is called a Jordan homomorphism if
it is additive and satisfies
φ(A2) = φ(A)2 (A ∈ R).(1)
If R′ is 2-torsion free, then, under the assumption of additivity, (1) is equiv-
alent to
φ(AB +BA) = φ(A)φ(B) + φ(B)φ(A) (A,B ∈ R).(2)
Clearly, every ring homomorphism is a Jordan homomorphism and the same
is true for ring antihomomorphisms (the transformation φ : R → R′ is called
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a ring antihomomorphism if φ is additive and satisfies φ(AB) = φ(B)φ(A)
for all A,B ∈ R). In algebras, it seems more frequent that instead of (2),
one considers the equation
φ((1/2)(AB +BA)) = (1/2)(φ(A)φ(B) + φ(B)φ(A)) (A,B ∈ R).(3)
Under the assumption of additivity these two equations are obviously equiv-
alent.
The additivity of bijective maps φ between von Neumann algebras without
commutative direct summand satisfying the equation (3) and
φ(A∗) = φ(A)∗
was studied in [3] and [4]. The aim of this paper is to investigate similar
problems on standard operator algebras. From our present point of view
the main difference between standard operator algebras and von Neumann
algebras is that standard operator algebras need not have unit and they are
not necessarily closed in any operator topology.
In what follows we shall study the equations (2) and (3). Both equations
play important role; the first one is because of ring theory and the second
one is because of the applications of Jordan operator algebras in mathemat-
ical physics. Our main results describe the form of the bijective solutions
of the considered equations. It will turn out that all such solutions are au-
tomatically additive. We refer to our recent papers [7], [6] for some other
results of similar spirit.
We now summarize the results of the paper. In what follows we consider
all linear spaces over the complex field. If X is a Banach space, then we
denote by B(X) and F (X) the algebra of all bounded linear operators and
the ideal of all bounded linear finite rank operators on X, respectively. A
subalgebra of B(X) is called a standard operator algebra if it contains F (X).
The dual space of X is denoted by X ′ and A′ stands for the Banach space
adjoint of the operator A ∈ B(X).
Our first result describes the form of the bijective solutions of (3) on
standard operator algebras.
Theorem 1. Let X,Y be Banach spaces, dimX > 1, and let A ⊂ B(X),
B ⊂ B(Y ) be standard operator algebras. Suppose that φ : A → B is a
bijective transformation satisfying
φ((1/2)(AB +BA)) = (1/2)(φ(A)φ(B) + φ(B)φ(A))(4)
for every A,B ∈ A.
If X is infinite dimensional, then we have the following possibilities:
(i) there exists an invertible bounded linear operator T : X → Y such that
φ(A) = TAT−1 (A ∈ A);
(ii) there exists an invertible bounded conjugate-linear operator T : X → Y
such that
φ(A) = TAT−1 (A ∈ A);
3(iii) there exists an invertible bounded linear operator T : X ′ → Y such that
φ(A) = TA′T−1 (A ∈ A);
(iv) there exists an invertible bounded conjugate-linear operator T : X ′ → Y
such that
φ(A) = TA′T−1 (A ∈ A).
If X is finite dimensional, then we have dimX = dimY . So, our transfor-
mation φ can be supposed to act on the matrix algebra Mn(C). In this case
we have the following possibilities:
(v) there exist a ring automorphism h of C and an invertible matrix T ∈
Mn(C) such that
φ(A) = Th(A)T−1 (A ∈Mn(C));
(vi) there exist a ring automorphism h of C and an invertible matrix T ∈
Mn(C) such that
φ(A) = Th(A)tT−1 (A ∈Mn(C)).
Here, t stands for the transpose and h(A) denotes the matrix obtained from
A by applying h on every entry of it.
From the theorem above we easily have the following corollary. If H is a
Hilbert space and A ∈ B(H), then A∗ denotes the Hilbert space adjoint of
A.
Corollary 2. Let H,K be Hilbert spaces, dimH > 1, and let A ⊂ B(H),
B ⊂ B(K) be standard operator algebras which are closed under taking ad-
joints. Suppose that φ : A → B is a bijective transformation satisfying
φ(A∗) = φ(A)∗
φ((1/2)(AB +BA)) = (1/2)(φ(A)φ(B) + φ(B)φ(A))
(5)
for every A,B ∈ A.
Then we have the following possibilities:
(i) there exists a unitary operator U : H → K such that
φ(A) = UAU∗ (A ∈ A);
(ii) there exists an antiunitary operator U : H → K such that
φ(A) = UAU∗ (A ∈ A);
(iii) there exists a unitary operator U : H → K such that
φ(A) = UA∗U∗ (A ∈ A);
(iv) there exists an antiunitary operator U : H → K such that
φ(A) = UA∗U∗ (A ∈ A).
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Unfortunately, we do not have a result concerning the equation (2) in the
Banach space setting. However, we have the following result describing the
self-adjoint solutions of that equation on standard operator algebras over
Hilbert spaces. The restriction to self-adjoint solutions is very natural in
operator theory where they usually consider transformations on operator
algebras which preserve adjoints.
Theorem 3. Let H,K be Hilbert spaces, dimH > 1, and let A ⊂ B(H),
B ⊂ B(K) be standard operator algebras which are closed under taking ad-
joints. Let φ : A → B be a bijective transformation satisfying
φ(A∗) = φ(A)∗
φ(AB +BA) = φ(A)φ(B) + φ(B)φ(A)
for every A,B ∈ A. Then we have the same possibilities for φ as in Corol-
lary 2.
Although we do not have a result on the equation (2) in the Banach space
setting, we suspect that its solutions are the same as those ones listed in
Theorem 1. Unfortunately, this is only a conjecture which is left as an open
problem.
Finally, we point out the fact that in all of our statements we have sup-
posed that the underlying spaces are at least 2-dimensional. In fact, this
assumption is necessary to put as it turns out from the following example.
Over 1-dimensional spaces, standard operator algebras are trivially identi-
fied with the complex field C. Now, consider a bijective additive function
a : R→ R for which a(1) = 1 and a(log2 3) 6= log2 3. Such a function exists
since 1 and log2 3 are linearly independent in the linear space R over the
field of rationals. Let f :]0,+∞[→]0,+∞[ be defined by
f(t) = 2a(log2 t).
Define the funtion h : C→ C by
h(z) =
{
0, if z = 0;
f(|z|) z|z| , if z 6= 0.
It is easy to see that h : C → C is a bijective multiplicative function,
h(2) = 2 and h(z) = h(z) (z ∈ C). On the other hand, h is not additive,
since h(3) 6= h(1) + h(2). This function serves as a counterexample for all
of our results above after omitting the assumption on dimension.
2. Proofs
This section is devoted to the proofs of our results.
If X is a Banach space, then the operator P ∈ B(X) is an idempotent if
P 2 = P . There is a partial ordering between idempotents. If P,Q ∈ B(X)
are idempotents, then we write P ≤ Q if PQ = QP = P . The idempotents
P,Q ∈ B(X) are said to be orthogonal if PQ = QP = 0.
5Let x ∈ X and f ∈ X ′ be nonzero. The rank-1 operator x⊗ f is defined
by
(x⊗ f)(z) = f(z)x (z ∈ X).
It is trivial to see that x ⊗ f is an idempotent if and only if f(x) = 1.
Conversely, every rank-1 idempotent can be written in this form.
We begin with the proof of our first result.
Proof of Theorem 1. First observe that φ(0) = 0. Indeed, if A ∈ A is such
that φ(A) = 0, then we have
φ(0) = φ((1/2)(A0 + 0A)) = (1/2)(φ(A)φ(0) + φ(0)φ(A)) = 0.
We deduce from (4) that φ preserves the idempotents. Since φ−1 has the
same properties as φ, it follows that φ preserves the idempotents in both
directions. If the idempotents P,Q ∈ A are orthogonal, then we have
0 = φ(0) = φ((1/2)(PQ +QP )) = (1/2)(φ(P )φ(Q) + φ(Q)φ(P )).
Multiplying this equality by φ(Q) from the left and from the right re-
spectively, we have φ(Q)φ(P )φ(Q) = φ(P )φ(Q) and φ(Q)φ(P )φ(Q) =
φ(Q)φ(P ). This implies that
0 = φ(Q)φ(P )φ(Q) = φ(P )φ(Q) = φ(Q)φ(P ).
Therefore, φ preserves the orthogonality between idempotents in both di-
rections.
We assert that φ preserves the partial order ≤ between the idempotents.
If P,Q ∈ A are idempotents and P ≤ Q, then we obtain
φ(P ) = φ((1/2)(PQ +QP )) = (1/2)(φ(P )φ(Q) + φ(Q)φ(P )).
Multiplying this equality by φ(Q) from the left and from the right re-
spectively, we get that φ(Q)φ(P )φ(Q) = φ(Q)φ(P ) and φ(Q)φ(P )φ(Q) =
φ(P )φ(Q). This implies that φ(P ) = φ(P )φ(Q) = φ(Q)φ(P ) and hence we
have φ(P ) ≤ φ(Q).
It is easy to see that an idempotent P ∈ A is of rank n if and only if there
is a system P1, . . . , Pn ∈ A of pairwise orthogonal nonzero idempotents for
which Pk ≤ P (k = 1, . . . , n), but there is no such system of n+1 members.
It now follows that φ preserves the rank of idempotents.
Let P,Q ∈ A be orthogonal finite rank idempotents. We know that
φ(P ), φ(Q) are orthogonal finite rank idempotents. As φ preserves the order,
we have φ(P ), φ(Q) ≤ φ(P +Q) implying φ(P ) + φ(Q) ≤ φ(P +Q). Since
φ preserves also the rank of idempotents, it follows that φ(P ) + φ(Q) =
φ(P + Q). This means that φ is orthoadditive on the set of all finite rank
idempotents in A.
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Let P1, . . . , Pn ∈ A be pairwise orthogonal finite rank idempotents and
λ1, . . . , λn ∈ C. Using the orthoadditivity of φ we have
φ(
∑
k
λkPk) =
φ((1/2)((
∑
k
λkPk)(
∑
l
Pl) + (
∑
l
Pl)(
∑
k
λkPk))) =
(1/2)(φ(
∑
k
λkPk)φ(
∑
l
Pl) + φ(
∑
l
Pl)φ(
∑
k
λkPk)) =
(1/2)(φ(
∑
k
λkPk)
∑
l
φ(Pl) +
∑
l
φ(Pl)φ(
∑
k
λkPk)) =
∑
l
(1/2)(φ(
∑
k
λkPk)φ(Pl) + φ(Pl)φ(
∑
k
λkPk)) =
∑
l
φ((1/2)((
∑
k
λkPk)Pl + Pl(
∑
k
λkPk))) =
(6)
∑
l
φ(λlPl).
Next we prove that φ(−P ) = −φ(P ) for every finite rank idempotent
P ∈ A. Let P be of rank 1. We have
φ(λP ) = φ((1/2)((λP )P + P (λP ))) =
(1/2)(φ(λP )φ(P ) + φ(P )φ(λP )).
Multiplying this equality by φ(P ) from the left and from the right re-
spectively, we have φ(P )φ(λP )φ(P ) = φ(P )φ(λP ) and φ(P )φ(λP )φ(P ) =
φ(λP )φ(P ). It follows that
φ(λP ) = φ(P )φ(λP )φ(P ).
Since φ(P ) is of rank 1, it follows from the equality above that
φ(λP ) = µφ(P )(7)
for some scalar µ ∈ C. So, we obtain that φ(−P ) = cφ(P ) for some scalar
c ∈ C. Since
c2φ(P ) = (cφ(P ))2 = φ(−P )2 = φ((−P )2) = φ(P ),
we have c = ±1. By the injectivity of φ we get φ(−P ) = −φ(P ). Using (6)
we deduce that
φ(−P ) = −φ(P )(8)
for every finite rank idempotent P ∈ A.
For any A,B ∈ A we write
A ◦B = (1/2)(AB +BA).
With this notation the equation (4) can be rewritten as
φ(A ◦B) = φ(A) ◦ φ(B) (A,B ∈ A).
7Let T ∈ F (X) be arbitrary and let P ∈ F (X) be an idempotent. Choose a
finite rank idempotent Q ∈ A for which QT = TQ = T and QP = PQ = P .
Such a Q can be constructed in the following way. Let S ∈ F (X). Pick a
finite rank idempotent QlS with range containing the range of S. We have
QlSS = S. Next, pick a finite dimensional subspace M of X whose direct
sum with the kernel N of S is X. Consider the idempotent QrS with rangeM
corresponding to the direct sum M ⊕N = X. We have SQrS = S. Finally,
as the partially ordered set of all finite rank idempotents on X is cofinal
(see, for example, [8, Lemma]), we can choose a finite rank idempotent Q
for which QlT , Q
r
T , Q
l
P , Q
r
P ≤ Q. It is easy to check that Q has the desired
properties. Now, it requires only trivial computation to verify that
(2P −Q) ◦ (T ◦ P ) = PTP.(9)
It follows that
φ(2P −Q) ◦ (φ(T ) ◦ φ(P )) = φ(PTP ).
We prove that φ(2P − Q) = 2φ(P ) − φ(Q). Indeed, since Q − P is an
idempotent which is orthogonal to P , by (6) and (8) we can compute
φ(2P −Q) = φ(P − (Q− P )) = φ(P ) + φ(−(Q− P )) =
φ(P )− φ(Q− P ) = φ(P )− (φ(Q) − φ(P )) = 2φ(P ) − φ(Q).
So, we have
(2φ(P ) − φ(Q)) ◦ (φ(T ) ◦ φ(P )) = φ(PTP ).
We assert that φ(Q)φ(T )φ(Q) = φ(T ) and φ(Q)φ(P )φ(Q) = φ(P ). In fact,
these follow from the equalities
φ(T ) = (1/2)(φ(T )φ(Q) + φ(Q)φ(T ))
and
φ(P ) = (1/2)(φ(P )φ(Q) + φ(Q)φ(P ))
after mutliplying them by φ(Q) from the left and from the right, respectively.
Similarly as in the case of (9), one can now easily check that
(2φ(P ) − φ(Q)) ◦ (φ(T ) ◦ φ(P )) = φ(P )φ(T )φ(P ).
Therefore, we have φ(PTP ) = φ(P )φ(T )φ(P ). We note that in this part of
the proof we have used an idea similar to what was followed in the proof of
[3, Lemma 1.6].
In the next section of the proof we apply some ideas from the proof of
[6, Theorem]. Fix a rank-1 idempotent P ∈ A. By (7), there is a function
hP : C→ C such that
φ(λP ) = hP (λ)φ(P ) (λ ∈ C).
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We show that hP does not depend on P . If Q ∈ A is another rank-1
idempotent not orthogonal to P , then we compute
φ((1/2)((λP )Q +Q(λP ))) = (1/2)(hP (λ)φ(P )φ(Q) + hP (λ)φ(Q)φ(P )) =
hP (λ)(1/2)(φ(P )φ(Q) + φ(Q)φ(P )).
We similarly have
φ((1/2)(P (λQ) + (λQ)P )) = hQ(λ)(1/2)(φ(P )φ(Q) + φ(Q)φ(P )).
Since φ(P )φ(Q)+φ(Q)φ(P ) 6= 0 (φ(P ) is not orthogonal to φ(Q)), it follows
that hP = hQ. If Q is orthogonal to P , then we can choose a rank-1
idempotent R ∈ A such that R is not orthogonal to P and not orthogonal
to Q. We have hP = hR = hQ. Therefore, there is a function h : C → C
such that
φ(λP ) = h(λ)φ(P )(10)
for every λ ∈ C and every rank-1 idempotent P ∈ A.
We assert that φ(λA) = h(λ)φ(A) for every A ∈ F (X). If A is a finite rank
idempotent, then this follows from (10) and (6). If A ∈ F (X) is arbitrary,
then there is a finite rank idempotent P such that PA = AP = A. We
compute
φ(λA) = φ((1/2)(A(λP ) + (λP )A)) =
(1/2)(φ(A)h(λ)φ(P ) + h(λ)φ(P )φ(A)) = h(λ)φ(A).
We next prove that h is multiplicative. Let P ∈ A be a nonzero finite rank
idempotent. We have
h(λµ)φ(P ) = φ(λµP ) = φ((1/2)((λP )(µP ) + (µP )(λP ))) =
(1/2)(h(λ)φ(P )h(µ)φ(P ) + h(µ)φ(P )h(λ)φ(P )) = h(λ)h(µ)φ(P )
and this shows that h is multiplicative.
We prove that h is additive. Let x, y ∈ X be linearly independent vectors,
and choose linear functionals f, g ∈ X ′ such that f(x) = 1, f(y) = 0 and
g(x) = 0, g(y) = 1. Let λ, µ ∈ C be such that λ + µ = 1. Define R =
(λx + µy) ⊗ (f + g), P = x ⊗ f , Q = y ⊗ g. Clearly, R,P,Q are rank-1
idempotents and P is orthogonal to Q. By what we already know, we deduce
h(λ+ µ)φ(R) = φ((λ + µ)R) = φ(R(P +Q)R) =
φ(R)φ(P +Q)φ(R) = φ(R)φ(P )φ(R) + φ(R)φ(Q)φ(R) =
φ(RPR) + φ(RQR) = φ(λR) + φ(µR) = (h(λ) + h(µ))φ(R).
By the multiplicativity of h, we have h(λ + µ) = h(λ) + h(µ) whenever
λ+µ 6= 0. To see the additivity of h, it remains to prove that h(−λ) = −h(λ).
Since h is multiplicative, it follows that h(−λ)2 = h(λ2) = h(λ)2. By the
injectivity of h we have the desired equality h(−λ) = −h(λ).
9We now verify that φ is additive on F (X). Let A,B ∈ F (X) be arbitrary
and pick any rank-1 idempotent P ∈ F (X). Choose x ∈ X, f ∈ X∗ such
that P = x⊗ f . We compute
φ(P )φ(A+B)φ(P ) = φ(P (A+B)P ) = φ(f((A+B)x)P ) =
h(f((A+B)x))φ(P ) = h(f(Ax))φ(P ) + h(f(Bx))φ(P ) =
φ(f(Ax)P ) + φ(f(Bx)P ) = φ(PAP ) + φ(PBP ) =
φ(P )φ(A)φ(P ) + φ(P )φ(B)φ(P ) = φ(P )(φ(A) + φ(B))φ(P ).
Since this holds true for every rank-1 idempotent P on X, we easily obtain
that φ(A + B) = φ(A) + φ(B). Consequently, φ : F (X) → F (Y ) is an
additive bijection satisfying (4).
Since the algebra F (X) (as well as every standard operator algebra) is
prime (this means that for every A,B ∈ F (X), the equality AF (X)B = {0}
implies A = 0 or B = 0), we can apply a result of Herstein [2] to obtain
that φ is necessarily a ring isomorphism or a ring antiisomorphism of F (X).
In the isomorphic case we can apply the result in [9] and obtain the desired
form of φ on F (X). In the finite dimensional case we are done since in that
case any standard operator algebra coincides with F (X). Observe that the
argument given in [9] for the finite dimensional case can be changed to give
the antiisomorphic part of our result in the finite dimensional case. So, let
us assume that X is infinite dimensional and that φ is a ring isomorphism.
By [9] there is a bounded invertible either linear or conjugate-linear operator
T : X → Y such that
φ(A) = TAT−1 (A ∈ F (X)).
If A ∈ A is arbitrary, then for every finite rank idempotent P ∈ F (X) we
have
(1/2)T (AP + PA)T−1 = φ((1/2)(AP + PA)) =
(1/2)(φ(A)φ(P ) + φ(P )φ(A)) = (1/2)(φ(A)TPT−1 + TPT−1φ(A)).
Multiplying this equality by T−1 from the left and by T from the right, we
get
AP + PA = T−1φ(A)TP + PT−1φ(A)T.
Now, multiplying this equality by P from both sides, we arrive at
PAP = PT−1φ(A)TP.
Since P ∈ A was an arbitrary finite rank idempotent, it follows that A =
T−1φ(A)T (A ∈ A). Therefore, we have φ(A) = TAT−1 (A ∈ A).
Suppose finally that X is infinite dimensional and φ is a ring antiisomor-
pism of F (X). Performing trivial modifications in the proofs of [9, Theorem]
and [1, Proposition 3.1], one can verify that there is a bounded invertible
either linear or conjugate-linear operator T : X ′ → Y such that
φ(A) = TA′T−1 (A ∈ F (X)).
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Similarly to the isomorphic case, we can arrive at the equality
P ′A′ +A′P ′ = (AP + PA)′ = T−1φ(A)TP ′ + P ′T−1φ(A)T.
As P ′ is an idempotent, multiplying this equality by P ′ from both sides, we
deduce
P ′A′P ′ = P ′T−1φ(A)TP ′.
Since, as we learn from [1, Proposition 3.1], in the antiisomorphic case X,Y
are reflexive, it follows that P ′ runs through the set of all finite rank idem-
potents in B(X ′) as P runs through the set of all finite rank idempotents in
B(X). So, just as in the isomorphic case we can infer that
φ(A) = TA′T−1 (A ∈ A).
This completes the proof of the theorem.
It is now easy to prove Corollary 2. We recall that the self-adjoint idem-
potents in B(H) are called projections.
Proof of Corollary 2. Clearly, Theorem 1 can be applied. According to that
result, we have several possibilities concerning the form of φ. We give the
proof in the case of only one such possibility. The other cases can be han-
dled in a quite similar way. Suppose that H is infinite dimensional. By
Theorem 1, we have, for example, a bounded linear operator T : H → K
such that
φ(A) = TAT−1 (A ∈ A).
Pick an arbitrary rank-1 projection P ∈ A. By the self-adjointness of φ we
have
(T−1)
∗
PT ∗ = (TPT−1)∗ = TPT−1.
Since this holds for every rank-1 projection P on H we easily obtain that
the vectors (T−1)
∗
x, Tx are linearly dependent for every x ∈ H. It needs
only an elementary linear algebraic argument to show that in this case T−1
∗
and T are necessarily linearly dependent, that is, we have T−1 = λT ∗ for
some λ ∈ C. On the other hand, it follows from (5) that φ sends projections
to projections. This implies that the scalar λ above is necessarily positive.
Denote U =
√
λT . We infer that U : H → K is an invertible bounded linear
operator with U−1 = U∗. This gives us that U is unitary.
As for the case when H is finite dimensional, we recall the well-known
fact that if h : C → C is a ring automorphism of C for which h(λ) = h(λ)
(λ ∈ C), then h is either the identity or the conjugation.
The proof of Theorem 3 will rest on the following lemmas. Recall that
an operator A ∈ B(H) is said to be positive if 〈Ax, x〉 ≥ 0 holds for every
x ∈ H. In this case we write A ≥ 0.
Lemma 4. Let H be a Hilbert space and A,B ∈ B(H). Suppose that A is
positive and AB +BA = 0. Then we have AB = BA = 0.
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Proof. Since AB = −BA, we obtain
A2B = A(AB) = A(−BA) = (−AB)A = (BA)A = BA2.
That is, A2 commutes with B. It is well-known that if a positive operator T
commutes with an operator, then the same holds true for the positive square
root of T . In fact, this follows from the fact that the square root of T is the
norm limit of polynomials of T . Therefore, we get that A commutes with B
which gives us that AB = BA = 0.
In what follows let rngA denote the closure of the range of the operator
A ∈ B(H).
Lemma 5. Let A be a standard operator algebra on a Hilbert space. Let
A,B ∈ A be self-adjoint. Then we have rngA ⊂ rngB if and only if for
every positive operator C ∈ A with BC = 0 it follows that AC = 0.
Proof. All we have to do is to note that A contains all projections of rank
1 and that the condition rngA ⊂ rngB is equivalent to the condition that
kerB ⊂ kerA.
As for the proof of our next lemma we recall the following useful notation.
If x, y ∈ H, then x⊗ y stands for the operator defined by
(x⊗ y)(z) = 〈z, y〉x (z ∈ H).
Lemma 6. Let H be a Hilbert space. If A ∈ B(H) is such that TA+AT ≥ 0
holds for every 0 ≤ T ∈ F (H), then A is a nonnegative scalar multiple of
the identity.
Proof. First observe that A is positive. Indeed, for every finite rank projec-
tion P on H we have PA+AP ≥ 0. Considering an increasing net of finite
rank projections weakly converging to the identity, we obtain that A+A ≥ 0
and this implies A ≥ 0.
If 0 6= x ∈ H is arbitrary, then we have
x⊗Ax+Ax⊗ x ≥ 0
It follows from this inequality that for any y ∈ H we have
〈y,Ax〉〈x, y〉 + 〈y, x〉〈Ax, y〉 ≥ 0
which implies that
Re(〈y,Ax〉〈x, y〉) ≥ 0.(11)
We can write Ax = λx+x⊥, where λ ∈ C and x⊥ ∈ H is a vector orthogonal
to x. Define y = µx+ x⊥ for an arbitrary µ ∈ C. It follows from (11) that
Re(µλ¯‖x‖2 + ‖x⊥‖2)µ¯ ≥ 0.
This implies that
|µ|2Re λ¯‖x‖2 + ‖x⊥‖2Re µ¯ ≥ 0
holds for every µ ∈ C. It is easy to see that we necessarily have ‖x⊥‖2 = 0.
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The above observation yields that for every x ∈ H, the vectors Ax and
x are linearly dependent. As we have mentined in the proof of Corollary 2,
such a local linear dependence implies global linear dependence. Therefore,
it follows that A is a scalar multiple of the identity. It is clear that the scalar
in question is nonnegative.
Lemma 7. Let n ∈ N, n > 1. Suppose that ψ : Mn(C) → Mn(C) is a
bijective transformation for which
ψ(A∗) = ψ(A)∗
ψ(AB +BA) = ψ(A)ψ(B) + ψ(B)ψ(A)
holds for every A,B ∈Mn(C). Then ψ satisfies (5).
Proof. First observe that ψ preserves positivity in both directions. Indeed,
if A ∈ Mn(C) is positive, then there is a positive B ∈ Mn(C) such that
2B2 = A. We have
ψ(A) = ψ(B∗B +BB∗) = ψ(B)∗ψ(B) + ψ(B)ψ(B)∗ ≥ 0.
Since ψ−1 has the same properties as ψ, we get that ψ preserves positivity
in both directions.
Let A ∈Mn(C) be positive. We have
ψ(A)ψ(I) + ψ(I)ψ(A) = ψ(2A) ≥ 0.
Since ψ(A) runs through the positive elements of Mn(C), by Lemma 6 we
infer that ψ(I) is a positive scalar multiple of the identity. Denote ψ(I) = λI.
Consider the transformation ψ˜ :Mn(C)→Mn(C) defined by
ψ˜(A) = (1/λ)ψ(A) (A ∈Mn(C)).
Since we have
ψ(A) = ψ(I(A/2) + (A/2)I) = 2λψ(A/2),
one can easily check that ψ˜ satisfies
ψ˜((1/2)(AB +BA)) = (1/2)(ψ˜(A)ψ˜(B) + ψ˜(B)ψ˜(A)).
By Theorem 1, ψ˜ is additive. It follows from the definition of ψ˜ that ψ is
also additive which plainly implies the assertion of the lemma.
We are now in a position to prove our final result.
Proof of Theorem 3. Just as in the proof of Theorem 1 one can prove that
φ(0) = 0.
We next show that φ preserves the positive elements in both directions.
This can be done quite similarly to the first part of the proof of Lemma 7.
Let A ∈ A be positive and B ∈ A be arbitrary. Suppose that AB =
BA = 0. We have
0 = φ(0) = φ(AB +BA) = φ(A)φ(B) + φ(B)φ(A).
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Since φ(A) is positive, it follows from Lemma 4 that φ(A)φ(B) =
φ(B)φ(A) = 0. As φ−1 has the same properties as φ, we find that for
any two self-adjoint operators A,B ∈ A one of them being positive we have
AB = 0 if and only if φ(A)φ(B) = 0. From Lemma 5 we deduce that for
any two self-adjoint operators A,B ∈ A we have rngA ⊂ rngB if and only
if rngφ(A) ⊂ rngφ(B).
Let n be a positive integer. Using the spectral theorem, one can eas-
ily verify the following characterization of positive rank-n operators. The
positive operator A ∈ A is of rank n if and only if there exists a system
A1, . . . , An ∈ A of nonzero positive operators such that rngAk ⊂ rngA
(k = 1, . . . , n), AkAl = 0, (k 6= l) but there is no such system of n+1 mem-
bers. By this characterization, φ preserves the positive rank-n operators in
both directions.
Let A ∈ A be a positive rank-n operator. Then φ(A) is also positive
and is of rank n. Let B ∈ A be any operator acting on H0 = rngA.
We mean by this that B maps H0 into itself and B is zero on H
⊥
0 . One
can easily verify that rng (B∗B + BB∗) ⊂ H0. Denote C = φ(B) and
K0 = rngφ(A). It follows that rng (C
∗C +CC∗) ⊂ K0. If k ∈ K⊥0 , then we
have k ∈ ker(C∗C+CC∗). Since 〈C∗Ck, k〉+ 〈CC∗k, k〉 = 0, we obtain that
〈C∗Ck, k〉 = 0 and 〈CC∗k, k〉 = 0. It follows that Ck = 0 and C∗k = 0.
Consequently, we get that C(K⊥0 ) = {0} and C(K0) ⊂ K0. Therefore, we
have proved that if B ∈ A acts on rngA, then φ(B) ∈ B acts on rngφ(A).
The argument above gives us that φ sends finite rank operators to finite
rank operators. Indeed, any finite rank operator can be considered as an
operator acting on the range of a positive finite rank operator. Since φ−1
has the same properties as φ, we obtain that φ maps F (H) onto F (H) and,
identifying the operator algebra over H0 and K0 with Mn(C), the map φ
induces a bijective transformation ψ :Mn(C)→Mn(C) for which
ψ(T ∗) = ψ(T )∗
ψ(TS + ST ) = ψ(T )ψ(S) + ψ(S)ψ(T )
for every T, S ∈ Mn(C). Lemma 7 tells us that ψ satisfies (5) on Mn(C).
Since A was arbitrary, it follows that φ fulfils (5) on F (H). Now, referring
to Corollary 2 we have the form of φ on F (H) which can be shown to be
valid on the whole A in a way very similar to the last part of the proof of
Theorem 1.
References
1. M. Bresˇar and P. Sˇemrl, Mappings which preserve idempotents, local automorphisms,
and local derivations, Canad. J. Math. 45 (1993), 483–496.
2. I.N. Herstein, Jordan homomorphisms, Trans. Amer. Math. Soc. 81 (1956), 331–341.
3. J. Hakeda, Additivity of Jordan *-maps on AW ∗-algebras, Proc. Amer. Math. Soc. 96
(1986), 413–420.
4. J. Hakeda and K. Saitoˆ, Additivity of Jordan *-maps on operator algebras, J. Math.
Soc. Japan 38 (1986), 403–408.
14 LAJOS MOLNA´R
5. W.S. Martindale III, When are multiplicative mappings additive?, Proc. Amer. Math.
Soc. 21 (1969), 695–698.
6. L. Molna´r, On isomorphisms of standard operator algebras, Studia Math. 142 (2000),
295–302.
7. L. Molna´r, *-semigroup endomorphisms of B(H), in I. Gohberg (Edt.), Operator
Theory: Advances and Applications, Proceedings of the Memorial Conference for
Be´la Szo˝kefalvi-Nagy, Szeged, 1999, Birkha¨user (to appear).
8. L. Molna´r, Orthogonality preserving transformations on indefinite inner product
spaces: generalization of Uhlhorn’s version of Wigner’s theorem, (preprint)
9. P. Sˇemrl, Isomorphisms of standard operator algebras, Proc. Amer. Math. Soc. 123
(1995), 1851–1855.
Institute of Mathematics and Informatics, University of Debrecen, 4010
Debrecen, P.O.Box 12, Hungary
E-mail address: molnarl@math.klte.hu
