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Abstract--In this paper, using the change of variables technique, we establish the equivalence be- 
tween the generalized strongly nonlinear complementarity problems and the Wiener-Hopf equations, 
This equivalence is used to suggest a new iterative method for the complementarity problems. We 
also study the convergence analysis of the iterative method and discuss some special cases. (~) 1998 
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1. INTRODUCTION 
It is well known that the complementarity theory has numerous applications in diverse fields 
of mathematical, regional, physical, and engineering sciences. The complementarity problems 
have been extended and generalized in many directions using novel and innovative techniques. A
useful and important generalization is a generalized strongly nonlinear complementarity problem, 
which is mainly due to Noor [1-3]. There are a number of substantial numerical methods for 
solving complementarity problems including the projection methods and its variant forms, the 
Wiener-Hopf equations, auxiliary principle, and the change of variables, see, for example, [4-6] 
and the references therein. In this paper, we use the change of variable technique to prove 
that the generalized strongly nonlinear complementarity problems are equivalent to a system of 
equations, which are known as the Wiener-Hopf equations. This alternate formulation is very 
useful in developing a number of efficient and powerful numerical methods for solving variational 
inequalities and complementarity problems. The main idea of the change of variables technique 
can be traced back to Von Bokhoven [7]. Noor [3] and Noor and Zarae [8] modified the change of 
variables technique to suggest some iterative methods for solving some classes of complementarity 
problems. For the applications of the change of variables technique, see [1,8,9] where it has been 
shown that the iterative methods developed by using this technique are more efficient han the 
other iterative methods uggested by other techniques. 
2. BASIC  FACTS AND FORMULATION 
Let H be a real Hilbert space whose inner product and norm are denoted by (., .) and I1" II, 
respectively. Let K be closed convex cone in H. 
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Given nonlinear operators T, A : H --* H, we consider the problem of finding 
uEK,  Tu+A(u)  EK* and (Tu+A(u) ,u)=O,  (2.1) 
where K* = {u E H : (u,v) > 0, for all v E K} is a convex polar cone of K in H. The 
problem (2.1) is called the generalized strongly nonlinear complementarity, which was introduced 
and studied by Noor [3]. Noor [3] used the variational inequality technique to suggest and analyze 
a number of iterative algorithms for solving the problems (2.1). It has been shown in [3] that a 
wide class of problems arising in fluid flow through porous media, lubrication problems, contact 
problems elasticity, economics, and structural analysis can be studied by the strongly nonlinear 
complementarity problems. 
We remark that if A(u) =_ O, then problem (2.1) is equivalent to finding u such that 
u E K, Tu E K* and (Tu, u) = O, (2.2) 
which is known as the generalized complementarity problem. For the applications, numerical 
methods and formulations, see [4-6,8,10-15] and the references therein. 
It is worth mentioning that the problem (2.1) can be written as 
u E K, v = Tu + A(u) E K* and (u ,v )=0,  (2.3) 
which is useful in developing a fixed point formulation of the generalized strongly nonlinear 
complementarity problem (2.1). In order to formulate the fixed point problem, we recall the 
following basic concepts. 
For all u E H, we define the absolute value of u as 
lu l  = u + +u- ,  (2.4) 
where 
u+=sup(0,  u) and u-=- in f (o ,u ) .  
It is well known that for any arbitrary element u E H, we have 
u=u +-u-  and (u +,u - )=0.  (2.5) 
From (2.4) and (2.5), we obtain 
and 
lul + u = 2u + (2.6) 
lul-u=2u-. (2.7) 
Following the idea of Noor [1] and Noor and Zarae [8], and for all z E H, we consider the 
following change of variables: 
and 
u = Iz l  ÷z = z+ = PK(z) (2 .8 )  
2 
= Iz l  - z _ 2z -  = 2(pK(z )  
v 
P P p 
(2 .9 )  
where p > 0 is a constant and PK is the projection of H onto K. 
Using the relations (2.8), (2.9), and the technique of Noor [1], it can be easily proved that 
the generalized strongly nonlinear complementarity problem (2.1) is equivalent to the fixed point 
problem 
P {Tz + + A (z +) }, (2.10) Z=Z+--~
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where 
z + = p~(z ) .  (2.11) 
Combining (2.10) and (2.11), we conclude that the generalized strongly nonlinear complemen- 
tarity problem (2.1) can be reformulated asthe fixed point problem of finding z E H such that 
= Pg(z )  - ;{TPK(z )  + A(PK(z ) )} .  z (2.12) 
The equation of the type (2.12) are also known as the Wiener-Hopf equations. For the formulation, 
numerical methods and applications of the Wiener-Hopf equations, ee Noor [4,5]. 
DEFINITION 2.1. For all u l ,u2 E H, an operator T : H ~ H is said to be 
(i) strongly monotone, ff  there exists a constant a > 0 such that 
(Tu l  - Tu2 ,u l  - -  U2) >_ allux - u2112; 
(ii) Lipschitz continuous, i f  there exists a constant ~ > 0 such that 
I ITul  - Tu211 < ~llUl - u2ll. 
3. MAIN RESULTS 
In Section 2, we have shown by using the change of variables technique that problem (2.1) is 
equivalent to the fixed point problem 
P {TPK(z )  + A(PK(z ) )} ,  z = PK(z)  - 
for some p > 0. 
This alternate formulation is very useful from a numerical point of view. One of the conse- 
quences of this formulation is that we can obtain an approximate solution by an iterative scheme. 
This fixed point formulation enables us to suggest the following algorithm for problem (2.1). 
ALGORITHM 3.1. Given z0 E H, compute the sequences {zn} by the iterative schemes 
z + = PK(Zn), (3.1) 
P {Tz  + + A (z+)}, n = 0,1,2 (3.2) zn+l  = ~.+ - ~ . . . .  
We note that if A - 0, then Algorithm 3.1 collapses to the following algorithm. 
ALGORITHM 3.2. (See [8].) For a given Zo e H, compute the sequences {zn} by the iterative 
schemes 
~.+ = PK(~. ) ,  
Zn+l = Z + -- p + n 0,1,2,  ~Tzn, . . . . .  
We now study the convergence analysis of Algorithm 3.1. 
THEOREM 3.1. Let  T : H --* H be a strongly monotone with constant a > 0 and Lipschitz 
continuous with constant ~ > O. Let  A : H --* H be Lipschitz continuous with constant 7 > O. I f  
4;  - 7 (3.3) o<p< 
_,T2' 
P'T < 2, (3.4) 
3' < a, (3.5) 
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then there exists z 6 H, which satisfies (2.10) and (2.11) and the sequence {z,} generated by 
Algorithm 3.1 converges to z in H strongly. 
PROOF. From Algorithm 3.1, we have 
IIz.+x-z.ll-- z+~ - + P (Tz+-Tz+_l) -p  (A(z+)-A(Z+_l)) 
(3.6) 
= Z: -z+ p (rz:-rz:-1) 2+ p .-i - 5 ~ IIA (z:) - A (z.+_l)ll. 
Since T is a strongly monotone Lipschitz continuous operator, it follows that 
+ 2 + 2 + + 
I Z :  -- + P (Tz~v -- Tz r t -1 )  -- Itz: - z, _,ll - p<Tz: - Tzr~_ l ,Z  n - Z:_ l>  zn_ 1 - 
p2 
+ -~ [ITz+ - TZ+_l l l  2 (3.7) 
p2)~ 2
Now using the Lipschitz continuity of the operator A, we have 
I IA(z  +)  - A O, , - , ) l [  < IIz: - z : - l l l  • (3s) 
Combining (3.6), (3.7), and (3.8), we obtain 
I [Z~+l -z . I I  _< 1 - +-7 -  + I Iz:  - z~+-l[[ • (3.9)  
Also from (3.1) we have 
I Iz: - Z:_ l l l  = I IPK(z~) - PK(z . -1 ) l l  _< IIz~ - Zn- l l l ,  (3.10) 
since PK is nonexpansive. 
Combining (3.9) and (3.10), we obtain 
Ilz.+l - znll < ellz. - Zn-lll, 
where 
0- -  1 -  p~+ - - i - -  + Y • 
From (3.3)-(3.5), it follows that 0 < 1. Consequently the fixed point problem (2.10) has a unique 
solution z e /-/satisfying the relations (2.10) and (2.11); and the iterates Z,+l obtained from 
Algorithm 3.1 converges to z in H strongly. This completes the proof. | 
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