An outer-1-planar graph is a graph admitting a drawing in the plane for which all vertices belong to the outer face of the drawing and there is at most one crossing on each edge. This paper describes the local structure of outer-1-planar graphs by proving that each outer-1-planar graph contains one of the seventeen fixed configurations, and the list of those configurations is minimal in the sense that for each fixed configuration there exist outer-1-planar graphs containing this configuration that do not contain any of the other sixteen configurations. There are two interesting applications of this structural theorem.
Introduction
A graph is 1-planar if it can be drawn in the plane such that each edge is crossed at most once. The family of 1-planar graphs is among the most investigated graph families within the so-called "beyond planar graphs", see [24, 13] . In this paper, we focus on a subclass of 1-planar graphs, say outer-1-planar graphs. An outer-1-planar graph is a graph admitting a drawing in the plane for which all vertices belong to the outer face of the drawing and there is at most one crossing on each edge. Such a drawing of an outer-1-planar graph is called an outer-1-plane graph. An outer-1-planar graph is maximal if adding any edge (not multiedge) to it will disturb the outer-1-planarity. The concept of outer-1-planar graphs was first introduced by Eggleton [14] who called them outerplanar graphs with edge crossing number one, and were also investigated under the notion of pseudo-outerplanar graphs [34, 35, 40] . Note that outer-1-planar graphs are planar, see [7, 40] . Many topics on outer-1-planar graphs If G contains a subgraph G i (see Fig. 2 .1) such that any hollow (resp. solid) vertex in the picture of G i has the degree in G at least (resp. exactly) the number of edges incident with it there, then we say that G contains G i .
For two vertices v a , v b ∈ V (G), saying G[v a , v b ] properly contains G i , we mean that G[v a , v b ] contains G i so that neither v a nor v b corresponds to a solid vertex or to a marked hollow vertex in the picture of G i , where a marked hollow vertex means a hollow vertex with the degree restriction, i.e, the vertex y in G 3 , G 6 , G 7 and G 12 . 1 , v n ] properly contains G 1 . If j − i = 2, then d(v i+1 ) = 2, and either i = 1 or j = n. By symmetry, we assume the latter. If d(v j ) = 3, then G[v 1 , v n ] properly contains G 2 . If d(v j ) = 4, then by symmetry, we consider two subcases. First, if j = 3, then v 3 v 5 ∈ E(G) and d(v 4 ) = 2, which implies the proper containment of G 4 . Second, if j = 4, then i = 2 and v 1 v 4 ∈ E(G). This concludes that d(v 2 ) = 3 and G 2 is properly contained in G[v 1 , v n ].
Case 2. n ≥ 6. Suppose that we have proved the lemma for every n with 5 ≤ n < n. We assume that there is a chord v i v j ∈ C[v 1 , v n ] so that j − i = 2, otherwise we can finish the proof as in Case 1. Assume, without loss of generality, that j = n. If d(v j ) = 3, then G[v 1 , v n ] properly contains G 2 . Hence we assume d(v j ) ≥ 4. Therefore, there exists a chord v j v k with 1 ≤ k < i or j < k ≤ n.
If 1 ≤ k < i, then i = 1, which implies d(v i ) ≥ 4, because otherwise d(v i ) = 3 and thus G 2 is properly contained. Whereafter, there is a chord v i v t with k ≤ t < i. Hence, there exists either a chord v j v k with j < k ≤ n, or a chord v i v t with 1 ≤ t < i. By symmetry, we assume the former.
Theorem 3. Let G be a 2-connected outer-1-plane graph and let v 1 , v 2 , · · · , v n (n = |G|) be its vertices on the outer boundary of G with a clockwise sequence.
(
properly contains one of the configurations among G 1 − G 17 such that D 1 and D 2 hold.
Here D 1 and D 2 are the properties on the drawing of G. They are stated as follows. D 1 : If G contains G 3 , then the graph derived from G by adding a new edge between u and v in that picture is still outer-1-planar; D 2 : If G contains G i for some 6 ≤ i ≤ 17, then the picture of G i in Fig. 2 .1 corresponds to a partial drawing (up to inversion) of G on the plane.
Proof. If no crossing appears in G, then v 1 v 2 · · · v n is a path by the 2-connectedness of G, and thus G[v 1 , v n ] properly contains G 1 , G 2 or G 4 by Lemma 2 if n ≥ 5. On the other hand, if n = 4, then
, and G 1 otherwise. Hence in the following we assume that there is a pair of crossed chords v i v j and v k v l with 1 ≤ i < k < j < l ≤ n,
, and G 2 otherwise. Hence we assume v 1 v 2 ∈ E(G). By symmetry, it is also assumed that v 3 v 4 ∈ E(G). This is in accordance with the excluded case listed in (1).
Case 2. n = 5. By symmetry, we analyse three subcases as follows.
properly contain G 1 in the former case, and G 2 in the latter case.
If
We confirm that D 1 holds by showing that G + v 2 v 4 is still outer-1-planar. Actually, adjusting the order of the vertices on the outer boundary to v 1 , v 3 , v 2 , v 4 , v 5 , v 1 , we then obtain an outer-1-planar drawing of the graph G + v 2 v 4 .
If v 1 v 2 , v 4 v 5 ∈ E(G), then we meet the excluded case mentioned in (2) .
, and G 6 otherwise. Moreover, D 1 and D 2 hold trivially.
If |V[v i , v l ]| = 5, then by (2),Ĝ[v i , v l ] properly contains one of the configurations among
, then i = 1 and l = 6. By symmetry, we analyse five subcases as follows.
properly contains G 1 in the former case, and G 2 in the latter case. Hence we
Suppose that we have proved the lemma for every n with 6 ≤ n < n. To begin with, we prove a useful claim.
, we conclude that it properly contains one of the configurations among G 1 − G 17 such that D 1 and D 2 hold, and so does
We only consider the case |V[v i , v k ]| = 5, and the cases that
, and G 12 otherwise. It is easy to see that D 2 holds now. Therefore, we
We only consider the case |V[v i , v k ]| = 4, and the cases that
In each case D 2 holds.
We assume now that
properly contain G 2 in the former case, and G 1 in the latter case.
Adjusting the order of the vertices on the boundary of G from
This is a symmetric case of Subcase 4.3, so we omit the proof here.
We now come back to the proof for Case 4. By Claim A, we assume that v i v j co-crosses v k v l in G, as otherwise we have done the proof. Since n ≥ 7, either l = n or i = 1. We assume the former by symmetry. If d(v l ) ≤ 7, then G 3 or G 6 or G 7 or G 12 is properly contained in G[v 1 , v n ], and D 1 , D 2 hold. Hence we assume d(v l ) ≥ 8. Under this condition, there is a chord v l v t ∈ E(G) with l < t ≤ n or 1 ≤ t < i. If 1 ≤ t < i, then i = 1 and thus d(v i ) ≥ 8, as otherwise G 3 or G 6 or G 7 or G 12 is properly contained in G[v 1 , v n ], and D 1 , D 2 hold. So, there is a chord v s v i with t ≤ s < i (note that v l v t can be crossed at most once).
Consequently, we have to consider the following subcases to complete the proof: (1) there is a chord v l v t ∈ E(G) with l < t ≤ n; (2) there is a chord v s v i with t ≤ s < i. We assume the former by symmetry, and meanwhile, assume that t − l is as large as possible.
If v l v t crosses v a v b with l < a < t, then by Claim A, v l v t co-crosses v a v b , as otherwise we have finished the proof. This implies that a = l + 1 and b = t + 1. Since d(v l ) ≥ 8, there is another chord v l v s with 1 ≤ s < i or b < s ≤ n. Without loss of generality, assume the latter. By Claim A, v l v s is not crossed (note that v l v s cannot be co-crossed by another edge). If 6 ≤ |V[v l , v s ]| < n, then applying the induction hypotheses to the graph G[v l , v s ] (note that there is no edge between V(v l , v s ) and V(v s , v l )), we conclude that it properly contains one of the configurations among On the other hand, suppose that v l v t is not crossed. If |V[v l , v t ]| ≥ 6, then applying the induction hypotheses to the graph G[v l , v t ], we conclude that it properly contains one of the configurations among G 1 − G 17 such that D 1 and D 2 hold, and so does
If there is a chord v l v s with 1 ≤ s < i, then v l v s is not crossed by Claim A (note that v l v s cannot be co-crossed by another edge). If |V[v s , v l ]| ≥ 6, then applying the induction hypotheses to the graph G[v s , v l ], we conclude that it properly contains one of the configurations among G 1 − G 17 such that D 1 and D 2 hold, and so does
properly contains one of the configurations among G 1 − G 4 , G 6 , G 8 , G 13 such that D 1 and D 2 hold, because the exclude structure mentioned in (2) cannot appear in G[v s , v l ]. Therefore, we assume that there is no such a chord v l v s with 1 ≤ s < i.
Since |V[v l , v t ]| ≤ 5 and t is an integer such that t − l is as large as possible,
This ends the proof of (3).
An end-block of a connected graph G is a 2-connected subgraph containing exactly one Proof. Theorem 3(3) implies this result for the case that G is 2-connected and |G| ≥ 6. If G is not 2-connected or |G| ≤ 5, then let K be an end-block of G. Let v 1 , v 2 , · · · , v n be the vertices of K with a clockwise sequence in the drawing, where n = |K| and only v 1 may be a cut-vertex. Since δ(G) ≥ 2, n ≥ 3.
If n ≥ 6, then by Theorem 3(3), one of the configurations among G 1 − G 17 is properly contained in K[v 1 , v n ] such that D 1 and D 2 hold. Hence G contains one of the configurations among G 1 − G 17 such that D 1 and D 2 hold.
If n = 5, then by Theorem 3(2), K[v 1 , v n ] properly contains (and thus G contains) one configuration among
If n = 4, then by Theorem 3(1), H[v 1 , v n ] properly contains (and thus G contains) G 1 or In the following, we first use Theorem 4 to deduce the theorem that was recently proved in [38] . (2) If G is a maximal outer-1-planar graph, then it is easy to see that δ(G) ≥ 2. If G contains G 3 in Fig. 2 The following is another immediate corollary from Theorem 4, which will be used in Section 3 to prove a strong result on the list 3-dynamic coloring of outer-1-planar graphs. Corollary 6. Each outer-1-planar graph contains one of the following configurations:
(1) a vertex of degree at most 1;
(2) two adjacent vertices of degree 2;
(3) a triangle incident with a vertex of degree 2; (4) the configuration G i as in Fig. 2.1 , where i ∈ {3, 6, 7, 8, 9, 10, 11}.
To end this section, we show that the list of the configurations in Theorem 4 is minimal in the sense that for each configuration G i with 1 ≤ i ≤ 17, there are outer-1-planar graphs containing G i that does not any of the other sixteen configurations.
Trivially, a cycle contains G 1 and does not contain G i for any 2 ≤ i ≤ 17. We now look at the left picture in Fig. 2.2 . Into each of the area in shadow, we embed the configurations G * i with 2 ≤ i ≤ 17 (here we do not care about the direction of the embedding of the configuration, although some configuration, say G 14 for example, is not symmetric in its drawing), and denote the resulting graph by H i . Here, G * i with 2 ≤ i ≤ 5 is shown as in Fig. 2.2 , and G * i with 6 ≤ i ≤ 17 corresponds to G i in Fig. 2.1 . It is easy to check that the graph H i with 2 ≤ i ≤ 17 is an outer-1-planar graph that contains G i and does not contain G j with j = i.
List 3-Dynamic Coloring
A proper k-coloring c of a graph G is a function from its vertex set V (G) to {1, 2, . . . , k} such that c(u) = c(v) if u is adjacent to v. An r-dynamic k-coloring of a graph G is a proper k-coloring such that for any vertex v, there are at least min{r, d(v)} distinct colors appearing on the neighbors of v. The minimum integer k so that G has a proper k-coloring or an r-dynamic k-coloring is the chromatic number or the r-dynamic chromatic number of G, denoted by χ(G) or χ d r (G), respectively. Clearly, χ d r (G) ≥ χ d 1 (G) = χ(G), where r ≥ 1. The notion of r-dynamic coloring was introduced by Montgomery [30] , newly studied [19, 18] , and also investigated under the notion of r-hued coloring [11, 27, 31, 32, 33, 41] . As starting cases of r-dynamic coloring, the 2-dynamic coloring (known as dynamic coloring in literature) [4, 1, 2, 3, 8, 10, 23, 26, 29, 28] and the 3-dynamic coloring [5, 21, 25] have been considered. The list analogue of dynamic coloring was introduced by Akbari, Ghanbari and Jahanbekam [1] , and investigated by many authors including [15, 20, 21, 22, 25, 41] .
Suppose that a set L(v) of colors, called a list of v, is assigned to each vertex v ∈ V (G). An r-dynamic L-coloring of G is an r-dynamic coloring c so that c(v) ∈ L(v) for every v ∈ V (G). A graph G is r-dynamic k-choosable if G has an r-dynamic L-coloring whenever |L(v)| = k for every v ∈ V (G). The minimum integer k for which G is r-dynamic k-choosable is the list r-dynamic chromatic number of G, denoted by ch d r (G). It is obvious that ch d r (G) ≥ χ d r (G). In this section, we apply the structural theorem obtained in Section 2 (precisely, Corollary 6) to prove that the list 3-dynamic chromatic number of every outer-1-planar graph is at most 6, and moreover, this upper bound 6 is sharp because of the existence of an outer-1-planar graph with 3-dynamic chromatic number 6, see Theorem 7.
Theorem 7. There exists an outer-1-planar graph with 3-dynamic chromatic number 6.
Proof. Look at the outer-1-planar graph G in Fig. 3.1 . We claim that its 3-dynamic chromatic number is exactly 6. Since v 3 has degree 3 and v 2 , v 4 , v 5 are its neighbors, those four vertices have distinct colors in any 3-dynamic coloring G. Without loss of generalization, assume that v 2 , v 3 , v 4 and v 5 are colored with 1,2,3 and 4, respectively. It is clear that v 6 cannot be colored by 2 or 3 (otherwise two neighbors of v 5 , which has degree 3, are monochromatic), and also cannot be colored by 1 (otherwise two neighbors of v 7 , which has degree 3, are monochromatic). Therefore, we assume that v 6 is colored with 5 (note that the color 4 is forbidden on v 6 since it is adjacent to v 5 that has color 4). At this stage, the colors 1, 2, 3, 4 and 5 are forbidden on v 7 (otherwise two adjacent vertices receive a same color, or a vertex of degree 3 has two monochromatic neighbors). Hence we have to color v 7 with 6, and then color v 1 with 3. This implies that the 3-dynamic chromatic number of G is exactly 6.
Theorem 8. If G is an outer-1-planar graph, then ch d 3 (G) ≤ 6.
Proof. Let G be a counterexample to the theorem with the smallest number of vertices. That is, there exists a list assignment L of size 6 such that G has no 3-dynamic L-coloring and any proper subgraph of G is 3-dynamic L-colorable. Clearly, G is connected.
Proof. Suppose, to the contrary, that there is an edge uv with d(u) = 1. By the minimality of G, the graph G = G − u has a 3-dynamic L-coloring c. It is easy to see that d(v) ≥ 2, because otherwise G is exactly K 2 that is 3-dynamic L-colorable, a contradiction. If d(v) ≥ 4, then v has degree at least 3 in G and thus v is incident with at least 3 distinct colors in c. In this case we color u from its list with a color different from c(v), and then obtain a 3-dynamic L-coloring of G, a contradiction. If d(v) ≤ 3, then color u from its list with a color that is different from the colors used on v and its neighbor(s) in G . This also construct a 3-dynamic L-coloring of G, a contradiction. of y in G . In each case, at most five colors are forbidden and we have six available colors for v. Hence we obtain a 3-dynamic L-coloring of G, a contradiction.
Second, assume that d(x) ≤ 3, and by symmetry, that d(y) ≤ 3. Coloring u with a color c(u) from its list that is different from c(x), c(y) and the colors (at most two) used on the neighbor(s) of x in G , and then coloring v from its list with a color that is different from c(x), c(y), c(u) and the colors (at most two) used on the neighbor(s) of y in G , we construct a 3-dynamic L-coloring of G, a contradiction. Proof. Suppose, to the contrary, that G contains a triangle xuy with d(u) = 2. By the minimality of G, G = G − {u} has a 3-dynamic L-coloring c. By Proposition 2, d(x) ≥ 3 and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then color u from its list with a color different from c(x) and c(y). If d(y) = 3, then color u from its list with a color different from c(x), c(y) and c(y 1 ), where y 1 is the third neighbor of y other than x and u. In each case, we obtain a 3-dynamic L-coloring of G, a contradiction. Second, assume that d(x) = 3, and by symmetry, that d(y) = 3. Let x 1 be the neighbor of x other than u and y, and let y 1 be the neighbor of y other than u and x. We color u with c(u) ∈ L(u)\{c(x), c(y), c(x 1 ), c(y 1 ), and then obtain a 3-dynamic L-coloring of G, a contradiction. Note that c(x) = c(y) since xy ∈ E(G ). Proof. Suppose, to the contrary, that G contains a copy of G 3 as in Fig. 2.1 . By the minimality of G, G = G − {u} has a 3-dynamic L-coloring c. By Proposition 2, we have d(x) ≥ 3 and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then color u from its list with a color different from c(x) and c(y). If d(y) = 3, then color u from its list with a color different from c(x), c(y), c(v) and c(y 1 ), where y 1 is the third neighbor of y other than v and u. In each case, we obtain a 3-dynamic L-coloring of G, a contradiction. Second, assume that d(x) = 3, and by symmetry, that d(y) = 3. Let x 1 be the neighbor of x other than u and v, and let y 1 be the neighbor of y other than u and v. We color u with c(u) ∈ L(u)\{c(x), c(y), c(x 1 ), c(y 1 ), c(v)}, and then obtain a 3-dynamic L-coloring of G, a contradiction. Note that c(x) = c(y) since x and y are the only two neighbors of v in G .
Proposition 5. G does not contain the configuration G 6 .
Proof. Suppose, to the contrary, that G contains a copy of G 6 as in Fig. 2.1 . By the minimality of G, G = G − {u} has a 3-dynamic L-coloring c. By Proposition 3, we have d(x) ≥ 3 and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then color u from its list with a color different from c(x), c(y) and c(v). If d(y) = 3, then color u from its list with a color different from c(x), c(y), c(v) and c(y 1 ), where y 1 is the third neighbor of y At this stage, we color u with 2 (resp. 5) and then try to recolor z (resp. a). If it is possible to color z (resp. a) with a color different from 1, 2, 3, 4, 6 (resp. 1, 3, 4, 5, 6), and from the color on x 1 (resp. y 1 ), then we obtain a 3-dynamic L-coloring of G, a contradiction. So, the difficult case is that L(z) = {1, 2, 3, 4, 6, c(x 1 )} and L(a) = {1, 3, 4, 5, 6, c(y 1 )}, where 3 ∈ {c(x 1 ), c(y 1 )}. We now recolor z and a with 3, and recolor w, v and u in this order with c(w) ∈ L(w)\{1, 3, 6, c(y 1 )}, c(v) ∈ L(v)\{1, 3, 6, c(w), c(x 1 )} and c(u) ∈ L(u)\{1, 3, 6, c(v), c(w)}, respectively. It is easy to see that the resulting coloring of G is a 3-dynamic L-coloring, a contradiction.
However, since G is a connected outer-1-planar graph, Propositions 1-10 contradicts Corollary 6. This ends the proof.
