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The Stardust sample return capsule entered the Earth’s atmosphere at a very energetic velocity of 12:6 km=s. In
the present study, both continuum (computational fluid dynamics) and particle (direct simulation Monte Carlo)
methods are used to analyze the forebody flow of the Stardust sample return capsule at altitudes of 81 and 71 km,
where the flow is in the near-continuum regime. At the higher altitude, direct comparisons between baseline
computationalfluid dynamics anddirect simulationMonteCarlomodels give enormous differences in basicflowfield
properties. To study the discrepancy between the solutions, a modified approach for determining the temperature
used by computational fluid dynamics to control the dissociation and ionization reactions is investigated. The
modified computational fluid dynamics and direct simulation Monte Carlo results are in significantly better
agreement with each other, illustrating the strong sensitivity to chemistry modeling under these highly energetic
conditions. Significant differences persist in temperatures near the capsule surface and in surface heat flux.
Evaluation of local Knudsen numbers indicates that the flow experiences noncontinuum behavior in the shock front
andat the capsule surface that explains the smaller heatfluxpredicted bydirect simulationMonteCarlo. At the lower
altitude, the flowfield results become less sensitive to details of the chemistry modeling, although noncontinuum
effects are again predicted at the stagnation point.
I. Introduction
T HE Stardust payload was launched in February 1999 on amission to use aerogel to collect samples ofmaterial from comet
Wild-2. In January 2006, almost exactly seven years later, after
collecting the cometary dust and returning to Earth, the Stardust
sample return capsule (SRC) entered the atmosphere at a velocity of
12:6 km=s. This is the highest-energy vehicle entry ever undertaken.
Shortly after entering the atmosphere, the Stardust SRC landed in
Utah, allowing its precious scientific payload to be safely recovered.
The forebody thermal protection material used on Stardust was
PICA (phenolic impregnated carbon ablator), which has also been
selected as a candidate material for use on NASA’s Orion crew
exploration vehicle (CEV). The combination of having an entry
velocity similar to Mars return and the use of PICA as heat shield
material make it of significant interest to perform detailed analyses of
the Stardust SRC entry even after the successful completion of its
mission.
A number of studies of the aerothermodynamics of the Stardust
SRC were performed before the mission [1–4]. These studies
conducted flowfield analyses using both continuum computational
fluid dynamics (CFD) methods (by solving the Navier–Stokes
equations) and particle methods [using the direct simulation
Monte Carlo method (DSMC)] [5]. However, the DSMC study [3]
was focused on the high-altitude aerodynamics of the capsule and did
not include the effects of ionization reactions. A more recent study
compared CFD and DSMC simulation results for Stardust at 80 km
[6].
The primary goal of this study is to perform high-altitude analyses
of the aerothermodynamic environment on the forebody of the
Stardust SRC. Computations are performed with both continuum
and particle methods. Direct comparisons between the solutions
provided by these techniques allow evaluation of differences bet-
ween these approaches for modeling the strongly nonequilibrium
thermochemical phenomena generated under highly energetic entry
conditions. Comparisons in this environment are also needed to aid in
further development of CFD–DSMC hybrid methods [7] to be
extended to flows involving thermochemical nonequilibrium.
The geometry of the Stardust SRC and the entry conditions chosen
for study arefirst described. The two numericalmethods employed in
the study are described in some detail. These consist of a CFD code
for solving the Navier–Stokes equations with coupled nonequili-
brium thermochemistry and aDSMC code that also includes thermo-
chemical nonequilibrium. Emphasis is given on any differences in
the ways in which the important thermochemical nonequilibrium
processes are simulated. Results are then presented in which direct
comparisons are made between several sets of continuum and par-
ticle simulations. The results are discussed and final conclusions are
formulated.
II. Flow Conditions
The geometry of the Stardust SRC is shown schematically in
Fig. 1. The forebody consists of a 60 deg half-angle, spherically
blunted cone with a nose radius of 0.2202 m. In the computations, a
small portion of the shoulder is included that has a radius of 0.02 m.
The computations in this study are conducted for the Stardust entry
conditions at 81 and 71 km. These flow conditions are chosen due to
the availability of detailed spectral measurements taken during the
Stardust entry. The flowfield solutions generated in this study are
used in a companion paper to compute spectra that are compared to
the flight data [8]. The flow conditions are provided in Table 1. The
Knudsen numbers lie in a region where relatively small differences
between continuum and particle simulation results for hypersonic
flow are expected. For example, in comparing Mach 25 flow of
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nonreacting argon over a cylinder, differences in predicted peak
heating between continuum and particle simulations were about 5%
at Kn 0:01 and about 2% at Kn 0:002 [9].
III. Numerical Methods
The two different numerical approaches applied in this study are
1) CFD solution of the continuumNavier–Stokes equations using the
DPLR code and 2) particle-based DSMC computation. In each case,
an 11-species, 19-reaction, thermochemical nonequilibrium ap-
proach is adopted. The wall temperature is assumed to be fixed at a
temperature of 2000K.Thewallmaterial PICA is assumed to be fully
catalytic to ions (that recombine into their neutral atoms and
molecules) and atoms (that recombine into molecules). Ablation
processes are not included in these studies.
A. Details of the Continuum Flow Model
The continuum computations are performed using theDPLRCFD
code [10,11]. DPLR is a parallel multiblock finite volume code that
solves the Navier–Stokes equations including finite-rate chemistry
and the effects of thermal nonequilibrium. The Euler fluxes are
computed using a modified (low-dissipation) form of Steger–
Warming flux vector splitting [12], with third-order spatial accuracy
obtained via MUSCL extrapolation [13]. Viscous fluxes are com-
puted to second-order accuracy using a central-difference approach.
DPLR has been used previously on several other planetary entry
simulations [10,14,15].
The flow is assumed to be in a state of thermochemical nonequili-
brium with three separate temperatures for the translational, rota-
tional, and vibrational modes. Viscous transport and thermal
conductivity are modeled using the mixing rules presented by Gupta
et al. [16], which have been shown to be reasonable approximations
of the more accurate Chapman–Enskog relations in this flow regime
[17,18]. The bifurcation method is used to compute the species
diffusion coefficients [19]. This method allows for the variations in
species diffusion coefficients to be accurately modeled without
sacrificing the requirement that the diffusion velocities sum identi-
cally to zero.
Rotational relaxation is modeled using the relaxation time based
on the Parker model [20]. Vibrational relaxation is modeled using a
Landau–Teller formulation, where relaxation times are obtained
from Millikan and White [21], assuming simple harmonic oscill-
ators, with the high-temperature correction of Park [22].
The baseline DPLR case employs the rates in Table 2, the standard
Park [22] two-temperature model for dissociation, in which the
controlling temperature T  T0:5t  T0:5v , and all other reactions are
controlled solely by the translational temperature. This baseline
DPLR model was established by Olynick et al. [1] and applied to
analyze the aerothermodynamics of Stardust before its launch. The
baseline 19-reaction finite-rate air-chemistry model uses the rates
[23,24] that are listed in Table 2. The backward rates are computed
using the forward rates, and equilibrium constants are evaluated
using the van’t Hoff equation.
Fig. 1 Geometry of the Stardust return capsule.
Table 1 Freestream and surface parameters
Altitude, km
Parameter 81 71
Freestream temperature, K 217.6 221.6
Freestream number density, molecules=m3 2:643  1020 1:156  1021
Freestream velocity, m=s 12,385 12,063
Freestream O2 mole fraction, % 23.67 23.67
Freestream N2 mole fraction, % 76.23 76.23
Freestream Knudsen number 0.005 0.001
Surface temperature, K 2000 2700
Table 2 Baseline forward reaction rate coefficients (m3=molecule=s)
Number Reaction Rate coefficient
1M N2 M, N NM 1:162  108 T1:6 exp113; 200=T
1A N2  A, N N A 4:980  108 T1:6 exp113; 200=T
1E N2  E , N N A 4:980  106 T1:6 exp113; 200=T
2M O2 M, O OM 3:321  109 T1:5 exp59; 400=T
2A O2  A, O O A 1:660  108 T1:5 exp59; 400=T
3M NOM, N OM 8:302  1015 exp75; 500=T
3A NO A, N O A 1:826  1013 exp75; 500=T
4 O NO, N O2 1:389  1017 exp19; 700=T
5 O N2 , N NO 1:069  1012 T1:000 exp37; 500=T
6 N N, N2  E 3:387  1017 exp67; 700=T
7 O O, O2  E 1:859  1017 exp81; 200=T
8 N O, NO  E 8:766  1018 exp32; 000=T
9a N E , N  2E 4:151  104 T3:82 exp168; 600=T
9b N E , N  2E 8:434  1014 exp121; 000=T
10a O E , O  2E 6:475  103 T3:78 exp158; 500=T
10b O E , O  2E 1:054  1014 exp106; 200=T
11 N2  O , O N2 1:511  1018 T0:360 exp22; 800=T
12 NO O , O2  N 2:324  1025 T1:900 exp15; 300=T
13 O2  NO , NO O2 3:985  1017 T0:410 exp32; 600=T
14 N NO , O N2 1:195  1016 exp35; 500=T
15 O NO , O2  N 1:660  1018 T0:500 exp77; 200=T
16 N O2 , O2  N 1:444  1016 T0:140 exp28; 600=T
17 N2  O2 , O2  N2 1:644  1017 exp40; 700=T
18 N NO , N2  O 5:645  1017 T1:080 exp12; 800=T
19 O NO , N O2 1:195  1017 T0:290 exp48; 600=T
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To address differences in chemistry modeling between DPLR and
DSMC, use of different controlling temperatures T  Tnt  T1nv is
considered for both dissociation and ionization reactions. For
dissociation, heat-bath studies indicate that nonequilibrium DSMC
dissociation rates are closer to those obtained in DPLR with n 0:3
rather than the baseline of n 0:5. For direct ionization, in DSMC
the collision energy is determined by the relative velocity between
the atom and the electron that is generally dominated by the electron
velocity. Thus, DSMC simulation of direct ionization is more closely
approximated in DPLR using n 0:0, assuming that the vibrational
temperature in DPLR is a better approximation to the electron
temperature than the translational temperature. In presentation of
results, the baseline DPLR case is indicated by b and the modified-
chemistry case is indicated by m.
Surface catalysis is modeled using a diffusion-limited approach
[22]. The surface is assumed to be fully catalytic to N2 and O2
recombination, which should be reasonable for the PICA thermal
protection system (TPS) material, based on its expected similarity to
graphite TPS systems.
B. Details of the Particle Flow Model
The particle computations employ a DSMC code developed
specifically for hypersonic ionized flow simulations [25].Models are
implemented for rotational [26] and vibrational [27] energy
exchange that are consistent with those employed in DPLR. Most of
the chemical reactions are simulated using the total collision energy
(TCE) model, except for the dissociation of nitrogen and oxygen.
These reactions employ the vibrationally favored dissociation (VFD)
model [28]. The VFD model makes it possible to bias the
dissociation-reaction probability in favor of molecules that possess a
higher vibrational energy. In this way, the important phenomenon of
vibration–dissociation coupling can be simulated. In the present
work, the VFD favoring parameter  is set to 2.0 for nitrogen
dissociation and 0.5 for oxygen dissociation, as determined in prior
work [28]. A recent detailed DSMC study of nitrogen dissociation
suggests that the VFD model with  2 emulates the behavior of a
more sophisticated approach [29].
The baseline set of chemical reactions and rate coefficients
employed in the DSMC computations are listed in Table 1. All of the
forward rates are the same as those employed inDPLR, except for the
two direct ionization reactions:
N  E ! N  2E (1)
O  E ! O  2E (2)
It is not possible to employ the low negative-temperature exponents
of the rates employed by DPLR in the DSMCTCE chemistry model.
The rates employed by DSMC are those reported byWilson [30] and
are listed as reactions 9b and 10b in Table 2. The lower activation
energies in these rates are based on the premise that most atomic
ionization occurs not from theground electronic state, but rather from
the lowest excited states of nitrogen and oxygen. These rates are also
employed in some DPLR computations. The Park [23] and Wilson
[30] ionization rates for both nitrogen and oxygen are compared in
Fig. 2 as a function of temperature.
The backward steps of all chemical reactions are modeled using
the approach described by Boyd [31] that provides consistency with
the CFD approach.
The presence of electrons in the flowfield presents a challenge for
theDSMC technique due to their very smallmass and associated very
high thermal velocities. Under the assumption of ambipolar dif-
fusion, in which the diffusion rates of electrons and ions are assumed
to be equal, the standard approach in DSMC for handling this
situation is to tie each electron particle to the ion particlewithwhich it
was created in the ionization process [32]. In the present highly
energetic flow condition, the ionization degree is expected to be
significant, and keeping track of pairs of electrons and ions can cause
difficulties for the standard DSMC approach. Therefore, a model
previously developed for DSMC computation of plasma thrusters
[33] is employed here. In this approach, the average ion velocity in
each computational cell is evaluated and all electrons in each cell are
moved with this average velocity. While the approach does not
guarantee charge neutrality, in practice, it is found that neutrality is
achieved everywhere in the flow domain within a few percent. This
approach for handling electrons is significantly more robust than the
standard DSMC approach.
The vehicle surface is treated as fully diffuse at the wall
temperatures listed in Table 1. The surface is fully catalytic to atoms
that are recombined to molecules and to ions and electrons that are
recombined to the neutral species.
IV. Results at 81 Kilometers
The meshes used in the DPLR computations consist of three
blocks containing 24  128, 64  128, and 48  128 cells. In each
case, themesh is grownout hyperbolically from thevehicle surface to
ensure orthogonality and then adapted to contours of Mach number.
TheDSMCcomputations employ a singlemesh containing 100 by
200 cells, in which the cell dimension in the flow direction is
everywhere less than the local mean free path. Typically, about two
million particles are employed, of which 40,000 are electrons. The
time step used in the DSMC computations is smaller than the mean
free time for heavy particles anywhere in the flowfield. The smaller
electron collision times are resolved by subcycling.
Figure 3 provides a comparison of the translational temperature
contours obtained with DSMC (upper) and with the baseline DPLR
computation (indicated in subsequent plots as b, and the DPLR case
with modified-chemistry modeling is indicated as m). Qualitatively,
the comparison of temperature contours shows the following:
1) The shock wave predicted by DSMC is significantly thicker
than that simulated by DPLR.
2) The peak translational temperature fromDSMC is significantly
higher than that simulated by DPLR.
Quantitative differences between the simulation results can be
assessed using Fig. 4, which shows translational temperature profiles
along the stagnation streamline. In all comparisons, the solid lines
represent the baseline DPLR results, the dashed lines are the
modified DPLR results, and the dash-dot-dash lines are the DSMC
results. Also note that in all subsequent plots, the stagnation point is
located at Z 0 m. These profiles show enormous differences
between the DSMC and DPLR solutions that were not anticipated
based on prior nonreactingCFD/DSMCcomparisons atMach 25 [9].
DSMC predicts a peak translational temperature that is more than a
factor of 2 higher than the baselineDPLR result. ThemodifiedDPLR





















Fig. 2 Direct ionization rates of atomic nitrogen and oxygen as a
function of temperature.
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Profiles for rotational temperature are shown in Fig. 5. Once again,
the modified DPLR and DSMC results show better correspondence
than the baseline DPLR results. Profiles for vibrational temperature
are shown in Fig. 6. Once again, the baseline DPLR result is signi-
ficantly lower than the other two. The peak vibrational temperature
from the modified DPLR simulation is a little higher than the peak
from DSMC. Also included in Fig. 6 is the profile of electron
temperature from theDSMCcomputation.WhereasDSMCprovides
the translational temperature of the electrons, DPLR assumes that the
electrons have the same translational temperature as the bulk gas. In
terms of radiation modeling, it is a common assumption to use the
vibrational temperature from CFD calculations to represent the elec-
tron temperature responsible for activation processes. The electron
temperature is consistently higher than the DSMC vibrational
temperature, generally higher than the modified DPLR vibrational
temperature, and significantly higher than the baseline DPLR vibra-
tional temperature.
Profiles of the number densities of molecular nitrogen are shown
in Fig. 7. The shock standoff distances predicted by the modified
DPLR and DSMC simulations are in good agreement, whereas the
baseline DPLR computation predicts a significantly smaller standoff
distance. The number density profiles of atomic nitrogen and oxygen

















Fig. 3 Contours of translational temperature (K) for the Stardust






















Fig. 4 Profiles of translational temperature along the stagnation





















Fig. 5 Profiles of rotational temperature along the stagnation






















Fig. 6 Profiles of vibrational and electron temperature along the

















Fig. 7 Profiles ofN2 number density along the stagnation streamline at
81 km.
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tral number densities, the DSMC and modified DPLR simulations
agreewell in the shock-front and postshock regions, and then DSMC
predicts lower values near the vehicle surface.
Profiles of the number densities of molecular nitrogen ions are
shown in Fig. 10. Here, there is significant disagreement between the
two DPLR cases, with the baseline chemistry predicting orders-of-
magnitude-lower levels of N2 . The DSMC and modified DPLR
profiles showmuch better agreement with one another. Profiles of the
atomic ion number density are shown in Fig. 11. Here, again, there
are significant differences between the twoDPLR solutions, with the
modified case producing significantly less ionization that is in much
better agreement with the DSMC profiles. The baseline DPLR
solution predicts a peak N number density that is about a factor
of 25–30 higher than the peak predictions from the other two
simulations.
Profiles of the capsule surface pressure are compared in Fig. 12.As
expected, all three profiles are in very good agreement. The surface
heat flux profiles are compared in Fig. 13. The peak heat fluxes from
the baseline and modified DPLR simulations are 15 and 40% higher
than the peak DSMC heat flux, respectively. The better agreement
achieved between the baseline DPLR solution and DSMC for heat
flux is considered fortuitous and results in part from the baseline





























































































Fig. 12 Profiles of pressure along the surface of the Stardust return
capsule at 81 km.
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postshock region in comparison to the modified DPLR solution. For
most flowfield quantities, the modified DPLR solution gives better
correspondence to the DSMC results.
The levels of disagreement between DSMC and the two DPLR
solutions are, at first glance, surprising for a flow with an overall
Knudsen number of 0.005. Because of the significant effects on the
flowfield of the different chemistry models, the most useful
comparison to consider is between DSMC and the modified DPLR
result. The solution differences in the vicinity of the shock are not
unexpected and arise from the failure of the continuum approach to
simulate the strongly-non-Maxwellian velocity distribution func-
tions that are generated there. The strong noncontinuum aspect of the
flow is illustrated in Fig. 14, in which profiles are shown along the
stagnation streamline of the gradient-length local Knudsen number
[34] obtained from the two DPLR solutions. Here, the characteristic
length scale employed to evaluate KnGLL is the normalized temper-
ature gradient. Careful comparisons between DSMC and CFD under
hypersonicflow conditions showed that theNavier–Stokes equations
are inaccurate whenever KnGLL > 0:05 [34]. For the present flow,
very large values of KnGLL are obtained in the shock, as expected.
However, large values are also obtained in the relatively cold
boundary layer, due to the significant temperature gradients experi-
enced there.
Detailed analysis of the heat flux is provided in Fig. 15, in which
the convective and surface catalysis contributions to the heating are
shown from the modified DPLR and the DSMC solutions. The
DSMC peak convective heating is about 25% less than the DPLR
result. In prior studies ofMach 25 flow of argon over a cylinder, CFD
gave peak heat transfer rates that were 15% higher than DSMC for a
stagnation-point value of about KnGLL  0:5 [9]. That is approxi-
mately the value obtained here from the modified DPLR solution.
Hence, it should not be so surprising to find significant differences in
peak convective heating between DPLR and DSMC solutions under
these flow conditions.
A much more significant difference is shown in Fig. 15 for the
catalytic heating, inwhich the peakDSMCresult is about a factor of 2
lower than the DPLR value. Most of the catalytic heating arises from
recombination of atomic nitrogen and oxygen, and it is clear from
Figs. 8 and 9 that DSMC predicts about a factor-of-2-smaller
densities for these atoms at the stagnation point. This behavior is also
related to the large value ofKnGLL at the surface, which explainswhy
the DSMC temperatures are higher than the DPLR values as the
surface is approached. Even with fully diffuse reflection, DSMCwill
produce a temperature jump under conditions of high local Knudsen
number. The higher DSMC translational temperature at the surface
leads to a corresponding lower total number density, since the
pressure is relatively insensitive to nonequilibrium effects.
V. Results at 71 Kilometers
Themeshes used in the DPLR computations again consist of three
blocks containing 24  128, 64  128, and 48  128 cells. The
DSMC computations employ a single mesh containing 200 by 200
cells, in which the cell dimension in the flow direction is everywhere
less than the local mean free path. Typically, about three million
particles are employed, ofwhich 100,000 are electrons. The time step
used in the DSMC computations is smaller than the mean free time
anywhere in the flowfield.
Translational temperature profiles along the stagnation streamline
are shown in Fig. 16. Significant differences remain between DSMC
and the baseline DPLR calculation. Although the modified DPLR
result shows a higher peak value than the baseline DPLR case, the
two simulations are identical in the postshock region. The DSMC
solution provides higher temperatures throughout the boundary
layer.
Profiles for vibrational temperature and the electron temperature
from DSMC are shown in Fig. 17. The modified DPLR profile has a
higher peak than the baseline DPLR case, but the two simulations
again agree in the postshock region. The DSMC results show good


















Fig. 13 Profiles of heat flux along the surface of the Stardust return














Fig. 14 Profiles of gradient-length local Knudsen number along the






















Fig. 15 Profiles of the contributions to heat flux along the surface of the
Stardust return capsule at 81 km.
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electron temperatures, but the values are consistently higher than the
DPLR profiles.
The number density profiles of atomic nitrogen and oxygen are
shown in Figs. 18 and 19, respectively. For nitrogen, there is
excellent agreement between the three profiles. For oxygen, there is a
slight reduction in the degree of dissociation predicted by DSMC.
Similar to the 81 km case, although to a lesser extent, the higher
DSMC temperatures near the stagnation point produce lower number
densities.
The number density profiles of molecular nitrogen ions are shown
in Fig. 20. The DSMC profile is at a higher level throughout. The
modified DPLR case has a higher peak than the baseline DPLR case,
but in the postshock region the two solutions are in good agreement.
Profiles of the atomic ion number density are shown in Fig. 21. In this
case, the two DPLR profiles are in good agreement and for most of
the shock layer show significantly higher levels than theDSMC case.
Note that the density of N is at least an order of magnitude higher
than for N2 , and so the electron number density comparisons
essentially follow the trends shown in Fig. 21.
Profiles of the surface pressure compared in Fig. 22 again show
good agreement between the three cases. The profiles of surface heat
flux shown in Fig. 23 indicate good agreement between the two





















Fig. 16 Profiles of translational temperature along the stagnation






















Fig. 17 Profiles of vibrational and electron temperature along the





















































































Fig. 20 Profiles of N2 number density along the stagnation streamline
at 71 km.
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lower. Further analysis reveals that theDSMCheatflux contributions
from convective heating and surface catalysis are each about 15%
lower than the DPLR contributions. As expected, the agreement
between DSMC and DPLR is improved at the lower-altitude
condition.
For completeness, the DPLR profiles of gradient-length local
Knudsen number based on temperature gradient along the stagnation
streamline are shown in Fig. 24. Even though the overall Knudsen
number is reduced by a factor of 5 from the 81 km flow condition, the
values of the local Knudsen number at the wall are still large enough
to indicate continuum breakdown in this region, although to a lesser
extent than at 81 km. For example, using the breakdown criterion of
KnGLL > 0:05, from the modified DPLR profiles, at 81 km, the
region 0:02 m > Z > 0 m lies in continuum breakdown. By com-
parison, at 71 km, the breakdown range is significantly reduced to
about 0:0001 m> Z > 0 m.
VI. Conclusions
The return trajectory of the Stardust sample return capsule
generated the most energetic entry-flight condition of a man-made
vehicle that has been flown thus far. The energetic flow condition
challenges computational modeling of the flowfield, as the existing
thermochemical models for continuum and particle methods have
not been calibrated in this highly energetic regime. The present study
applied existing CFD (DPLR) and DSMC codes to the Stardust
trajectory points at 81 and 71 km, where the overall Knudsen
numbers appear to place the flow in the near-continuum regime.
At 81 km, comparisons of baseline DPLR and DSMC solutions
showed enormous differences in basicflowfield properties of temper-
atures and species number densities. For example, the peak
translational temperature predicted byDSMCwasmore than a factor
of 2 larger than that predicted by DPLR. The peak plasma density
predicted by DPLR was more than a factor of 25 higher than that
computed by DSMC. A second DPLR simulation was performed in
which the methods employed to determine the controlling tempera-
ture in evaluation of the rates for dissociation and ionization were
varied. For dissociation, more weight was given to the vibrational
temperature, and for ionization, the vibrational temperaturewas fully
used. This approach brought the DPLR chemistry modeling more in
line with that employed in DSMC. The results obtained with the
modified DPLR chemistry offered significantly improved agreement
with the DSMC solutions. This finding illustrates that there are
significant uncertainties in the chemical modeling of such energetic
flows. It was also noted that the DSMC temperatures always











































Fig. 22 Profiles of pressure along the surface of the Stardust return

















Fig. 23 Profiles of heat flux along the surface of the Stardust return














Fig. 24 Profiles of gradient-length local Knudsen number along the
stagnation streamline obtained from the two DPLR solutions at 71 km.
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The surface pressures computed using each of the three simu-
lations were in good agreement. However, there were significant
differences in heat flux, with DSMC predicting a peak that was about
40% lower than that obtained with the modified DPLR simulation.
Further analysis revealed that the DSMC convective heat flux was
about 25% lower than the DPLR result, and the DSMC catalytic heat
flux was a factor of 2 lower. Evaluation of the local Knudsen number
near the stagnation point indicated significant failure of the con-
tinuum approach, for which CFD is known to overpredict convective
heating. Continuum breakdown at the surface also explains the clear
presence in the DSMC solutions of a significant temperature jump at
the surface. The elevatedDSMC temperatures led to reduced number
densities that led to the smaller levels of catalytic heating.
Thus, an important conclusion from this study is that noncon-
tinuum flow effects cannot be accurately estimated from the overall
Knudsen number. Careful evaluation of localized continuum break-
down must be made to predict potential limitations of a continuum
approach. The very high energy of the Stardust flight produces very
high temperatures that in turn lead to very-high-temperature gra-
dients that appear to produce noncontinuum flow at the stagnation
point. Another significant conclusion is that the noncontinuum effect
of temperature jump can lead to significant reduction in heating from
surface chemistry for a fully catalytic material.
As expected, at the higher-density 71 km condition, the differ-
ences between the two DPLR flowfield solutions were almost
completely eliminated. There remained some differences from the
DSMC results, particularly for temperatures close to the surface and
for the ion species number densities. At the surface, the peak heatflux
from DSMC was only about 15% lower than the DPLR results. The
local Knudsen number was still found to be sufficiently high to
suggest continuum breakdown at the stagnation point, thus again
partly explaining the temperature jump and lower heat flux predicted
by DSMC.
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