This paper uses the adaptive Lasso estimator to determine variables important for economic growth. The adaptive Lasso estimator is a computationally very efficient procedure that simultaneously performs model selection and parameter estimation. The computational cost of this method is negligibly small compared with standard approaches in the growth regressions literature. We apply this method for a regional dataset for the European Union covering the 255 NUTS2 regions in the 27 member states over the period 1995-2005. The results suggest that initial GDP per capita (with an implied convergence speed of about 1.5% per annum), human capital ( proxied by the shares of highly and medium educated in the working age population), structural labor market characteristics (the initial unemployment rate and the initial activity rate of the low educated) as well as being a capital region are important for economic growth.
INTRODUCTION
The econometric analysis of economic growth and of potential economic convergence of GDP per capita has been a major research topic in the last decades. This highly active field of research has been revived, among others, by the influential contributions of Barro (1991) , Barro and Sala-i-Martin (1992) and Baumol (1986) . Numerous different econometric approaches and techniques have been used, as surveyed by Durlauf et al. (2005) . Yet few definite results have emerged, in the words of Durlauf et al. (2005, p. 558) :
The empirical study of economic growth occupies a position that is notably uneasy. Understanding the wealth of nations is one of the oldest and most important research agendas in the entire discipline. At the same time, it is also one of the areas in which genuine progress seems hardest to achieve. The contributions of individual papers can often appear slender. Even when the study of growth is viewed in terms of a collective endeavor, the various papers cannot easily be distilled into a consensus that would meet standards of evidence routinely applied in other fields of economics.
The largest part of the empirical studies undertaken deals with so-called growth (or Barro) regressions, in which the average growth rate of GDP per capita is regressed on initial GDP per capita and a potentially large set of additional explanatory variables. Such equations have their original motivation in first-order approximations (around the steady state) of the Solow-Swan or Ramsey-Cass-Koopmans versions of the one-sector growth model, as illustrated in Barro (1991) or Mankiw et al. (1992) . Based on these approximations, numerous researchers have estimated vast amounts of equations including large varieties of additional explanatory variables. Because of the relatively weak link between the specified equations and growth theory such empirical studies have to be seen -to a certain extent at least -as data mining exercises.
Given the data mining character of growth regressions, many empirical strategies have been followed to separate the wheat from the chaff. Sala-i-Martin (1997) runs two million regressions and uses a modification of the extreme bounds test of Leamer (1985) , used in the growth context earlier also by Levine and Renelt (1992) , to single out what he calls 'significant' variables. Fernandez et al. (2001) and Sala-i-Martin et al. (2004) use Bayesian model averaging (BMA) techniques to identify important growth determinants. Doing so necessitates the estimation of a large number of potentially ill-behaved regressions, for example in case of (near) multicollinearity of the potentially many included regressors. Typically it is impossible, due to the sheer number of possible models, to obtain exact BMA estimates and therefore only some approximate estimates based on Markov chain Monte Carlo methods are computed. Clearly, also, the specification of priors is a delicate issue given that little prior information is available about the relevance of individual variables or the number of relevant variables. In this respect, the work of Magnus et al. (2010) is interesting in that it provides a computationally simple approach to BMA that is based on specific priors with a clear interpretation. Hendry and Krolzig (2004) , like Hoover and Perez (2004) , use a general-to-specific modeling strategy to cope with the large amount of regressors while avoiding the estimation of a large number of equations. Clearly, also, in a general-to-specific analysis a certain number of regressions, typically greater than one, has to be estimated.
In this paper, we determine the variables important for economic growth by resorting to recently developed statistical techniques designed to achieve model selection and consistent parameter estimation simultaneously. In particular, we use the so-called adaptive Lasso (least absolute shrinkage and selection operator) estimator of Zou (2006) , a variant of the Lasso estimator of Tibshirani (1996) , which we briefly describe in Section 2. 1 The approach we use here has several advantages. First, as mentioned above, it is computationally very cheap. Using, for example, the algorithm proposed by Efron et al. (2004) , the entire sequence of regressions, which implicitly considers all submodels, has roughly the same computational cost as just one single OLS regression including all regressors. Thus, the extent of the empirical analysis is not constrained by computer time. Second, the procedure can generally handle illbehaved regressions or even the case of more explanatory variables than observations. This is an advantage compared with general-to-specific approaches. Third, the version of the estimator used in this paper is scale-independent (see 1. A more detailed description is contained in an earlier version of the paper with the same title, Schneider and Wagner (2008) . The adaptive Lasso estimator is an example of a penalized least squares estimator. Because of their huge computational benefits, these types of estimators have received a lot of attention in the recent statistics literature, but have not yet been applied to analyzing the determinants of economic growth.
Section 2), i.e. it adapts to changes of units in the variables just like the OLS estimator. This is an advantage of the adaptive Lasso estimator over and above many other related estimation procedures currently investigated in the statistics literature, such as the mentioned Lasso estimator, the SCAD estimator (Fan and Li, 2001) , or the elastic net (Zou and Hastie, 2005) which do not share this property. Finally, for those who prefer to use classical statistical methods over Bayesian methods and estimates based on a single model over averages, the adaptive Lasso provides exactly that. Note also that, compared with a typical BMA analysis, no prior choice concerning model size has to be made but the model size is itself an outcome of the procedure. The method is applied to studying the determinants of growth in a dataset for the 255 NUTS2 regions in the 27 member states of the European Union (EU) (see Section 3 for a discussion of the data) as well as for two well-known datasets from the growth literature. These are the datasets used by Fernandez et al. (2001) and Sala-i-Martin et al. (2004) . Detailed results for these two datasets are available in the supporting information and the main findings are also briefly discussed at the beginning of Section 3. The method is applied to these two datasets in order to assess its performance relative to other methods based on well-studied data. We find the following variables to be important for explaining the regional growth experience of the EU regions: initial GDP per capita (with a negative coefficient, hence there is conditional b convergence, with a speed of about 1.5% per annum); human capital ( proxied by the shares of highly and medium educated in the working age population); structural labor market characteristics (the initial unemployment rate and the initial activity rate of the low educated). Most notably an increase of the share of highly educated in the working age population by 10 percentage points leads to an increase of the growth rate of GDP per capita of around 0.6 percentage points. The empirical analysis furthermore confirms the differential growth performance of capital regions, which -given all other explanatory variables -grow by about 1 percentage point per year faster than non-capital regions. The findings are qualitatively robust to a variety of different specifications considered (including, e.g. different sets of country dummies or neighborhood effects). This paper is organized as follows. In Section 2, we briefly describe the adaptive Lasso estimator. Section 3 contains the empirical analysis and results, and Section 4 summarizes and concludes. The EU regional dataset is described in Appendix A. Supporting information contains additional results for the EU regional dataset and detailed results for the Fernandez et al. (2001) and Sala-i-Martin et al. (2004) datasets.
THE ADAPTIVE LASSO ESTIMATOR
The adaptive Lasso estimator of b for a linear regression model y 5 Xb þ e ðy; e[R N ; X[R NÂk ; b[R k Þ as considered in this paper is given by the solution to the following penalized least squares problem
Lassoing Growth Determinants r 2011 The Authors German Economic Review r 2011 Verein für Socialpolitik where l N 40 is a tuning parameter andb is any ffiffiffiffi N p -consistent 'initial' estimator of b, typically chosen to be the OLS estimator of the full model, if available. 2 If l N /N ! 0 as N ! 1, the adaptive Lasso is a consistent estimator for b under standard assumptions on the linear regression model. As has been mentioned in the introduction, in addition to parameter estimation the adaptive Lasso estimator performs model selection in the sense that some coefficientsb j are already set exactly equal to 0 in finite samples (this is due to the shape of the penalty term in the optimization problem) where these zeros are placed correctly asymptotically.
In practical applications a specific value for l N has to be chosen (fulfiling the described consistency requirement). This is typically done in one of two ways, either by using some information criterion or by cross-validation (see e.g. Leng et al., 2006) . In this paper, we choose the tuning parameter by generalized crossvalidation.
Inspecting (1) makes clear that the adaptive Lasso estimator, in addition to its model selection property, also exhibits shrinkage properties with respect to parameter estimation and compared with the OLS estimator the resulting parameter estimates will be biased toward zero. For the limit case l N 5 0, we obtain the OLS estimator. For any positive l N , the adaptive Lasso estimates are shrunk toward zero and the larger l N gets, the smaller the l 1 -norm of the corresponding estimates becomes. 3 Clearly, for l N large enough, the l 1 -norm and therefore all components of adaptive Lasso estimator will be equal to zero.
This shrinkage property has led several researchers to combine the model selection step of Lasso-type algorithms with subsequent OLS estimation of the selected model including only those variables with non-zero coefficients in the penalized estimation (Belloni and Chernozhukov, 2010) . In the empirical application, we report both the adaptive Lasso and the subsequent OLS estimates.
We now turn to the computational aspects of the adaptive Lasso estimator. It can be shown that the components of the (adaptive) Lasso solution are piecewise linear with respect to the tuning parameter l N (see e.g. Rosset and Zhu, 2007) . Exploiting this property, the estimator can very easily be computed for all tuning parameters l N A[0,1), leading to so-called ( piecewise linear) solution paths for the coefficients corresponding to each variable. These solution paths are initiated at l N 5 1 where all coefficients are equal to zero and ensued up to the limit case of l N 5 0 corresponding to the OLS estimator. In each step along this sequence (see Table 1 for the EU regional dataset), one variable is either included or removed from the current 'active' subset, i.e. the set containing the variables whose coefficients are currently not equal to zero. This is illustrated in Figure 1 for the EU regional dataset. We now explain how such a graph should be read. First note that on the horizontal axis l N is drawn in decreasing order, running from 1 to 0, which is standard for 2. The adaptive Lasso estimator was introduced by Zou (2006) with a randomly weighted l 1 penalty function defined as P k j¼1 jb j j=jb j j d . Choosing d 5 1 andb to be the OLS estimator makes the resulting adaptive Lasso estimator scale-independent in the sense that a regressor x j (1 j k) multiplied by a scalar multiple, say cx j with c [R n f0g, will result in an estimator where the corresponding componentb j is now replaced by ð1=cÞb j . The revived interest of the statistics literature in penalized least squares estimators was triggered by Frank and Friedman (1993) who introduced the general class of Bridge estimators, of which the standard Lasso estimator of Tibshirani (1996) with penalty term P k j¼1 jb j j is a special case. 3. The l 1 -norm of a k-dimensional vector b is defined as P k j¼1 jb j j.
these types of plots in the literature. On the horizontal axis, the steps of the sequence are plotted equidistantly, for example in Figure 1 the first 20 steps are plotted and in between each of these steps the estimated coefficients are linear in l N . In the example of Figure 1 , the value of the tuning parameter at which the first estimated coefficient starts to become non-zero is l N 5 1,500. The numbers on the right-hand side of the graph indicate the variable number, for example the index 1 refers to the constant and the indices 44 and 43 correspond to the shares of medium and highly educated in the working age population, respectively (for the variable abbreviations and their numbers for the EU regional data, see Table 1 ). These are the first three variables to become active in the adaptive Lasso estimation Table 1 Sequence of adaptive Lasso moves for the European Union regional dataset including country dummies for the 19 countries consisting of more than one region (46) 83 þ RoadDens (21) (2001) , again according to posterior inclusion probability. For both datasets the sets of variables excluded with our approach compared with variables found to be important in the original papers as well as the sets of included explanatory variables Figure 1 Coefficient paths of the adaptive Lasso estimation for the European Union regional dataset for the first 20 steps of the adaptive Lasso estimation sequence. The vertical line at l N 5 0.0036 indicates the optimal tuning parameter l N chosen by cross-validation.
4. Note that l N is merely a technical parameter that cannot be compared for different data sets. It does not carry further information with regard to the application at hand.
r 2011 The Authors German Economic Review r 2011 Verein für Socialpolitik not found to be important in the original papers are plausible. See the supporting information for a more detailed discussion of the findings for these two datasets.
EU regional data
The dataset analyzed in detail in this paper comprises the 255 NUTS2 regions of the 27 EU member states (see Table A1 for the list of countries). The dependent variable is the average annual growth rate of GDP per capita over the period 1995-2005. The dataset contains a total of 48 explanatory variables, see Table A2 for a complete list. The set of variables comprises different 'types of variables', the standard factor accumulation and convergence variables, infrastructure variables, socio-geographical variables, innovation variables, human capital variables and sectoral structure and employment variables.
The EU encompasses member states that differ greatly in their level of economic development and structure. In order to account for these differences, we include in our variable set country dummies for the 19 countries that contain more than one region. 5 In addition, we also apply the adaptive Lasso excluding country dummies and including only a single dummy for all Central and Eastern European countries together. The initial estimator used for the adaptive Lasso estimator is the OLS estimator.
Cross-validation leads to termination of the estimation sequence at step 15, resulting in an equation with ten regressors not counting the intercept (see Tables 1  and 2 ). Graphical information concerning the sequence of estimated coefficients as a function of the tuning parameter has already been discussed in the previous section in Figure 1 .
The included explanatory variables and the coefficient signs are in alphabetical order: AccessRail (measure of accessibility by railroad, negative), ARL0 (activity rate of low educated in 1995, negative), Capital (dummy for capital city, positive), GDPCAP0 (log of GDP per capita in 1995, negative), ShSH (share of highly educated in the working age population, positive), ShSM (share of medium educated in the working age population, positive) and URT0 (initial unemployment rate, negative). Furthermore, three country dummies are selected: DUMc6 (dummy for Germany, negative), DUMc14 (dummy for Ireland, positive) and DUMc27 (dummy for UK, negative).
The estimated conditional b convergence speed is about 1.5% and therefore in the vicinity of estimates found for European countries and the 'typical' 2% convergence speed found in many settings. Two important variables are the shares of highly and medium educated in the working age population, selected as second and third variables in the adaptive Lasso estimation sequence. Both variables have positive effects on economic growth. The estimates imply that an increase of 10 percentage points in the share of highly educated in the working age population increases GDP per capita growth by about 0.6 (adaptive Lasso) to 0.7 (OLS) percentage points. The effect of a similar increase in the share of medium educated ranges from about 0.13 to 0.18 percentage points and thus exhibits only about a fourth of the effect of increasing high education levels. These estimates clearly hint at the major importance of human capital for the regional growth and convergence process in the EU. 6 The 5. As will be seen below, only three country dummies are selected by the adaptive Lasso estimator. 6. The importance of human capital for the growth process has been recently studied both theoretically and empirically in Carstensen et al. (2009) in the framework of an augmented Solow model.
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r 2011 The Authors German Economic Review r 2011 Verein für Socialpolitik unemployment rate in 1995 is negatively related to subsequent regional growth performance, as is the initial activity rate of the low educated. These findings show that regions with high unemployment rates and high activity rates of the poorly educated persistently perform worse than the average EU region. Another interesting fact is that the capital regions grow faster than non-capital regions, for example by looking at the (larger) OLS estimate, we see that the growth differential due to being a capital is estimated to be about 1.3 percentage points. This hints at strong central agglomeration externalities present in the EU member states, which are at the heart of many new economic geography models (see e.g. Fujita and Thisse, 2002; Fujita et al., 1999) . It is also worth noting that only three country dummies appear to have explanatory power. These are the two poor growth performers, Germany and the United Kingdom, as well as the 'Celtic tiger' Ireland, all with respect to the period of 1995-2005. It is to a certain extent surprising that none of the country dummies for the formerly centrally planned Central and Eastern European (CEE) countries (with more than one region) is selected by the adaptive Lasso procedure. This shows that the variation in the growth performance of regions does not exhibit a strong country-specific pattern (in which case many or even all country dummies would be selected) but shows more covariation with the selected economically meaningful explanatory variables.
The negative coefficient for rail accessibility appears to be surprising. Yet it should be noted that European railroad infrastructure has to a very large degree been built before the sample period of 1995-2005. In particular, a large number of regions that are best accessible by railroads have experienced fast growth and development in much earlier periods than the sample period and are now slower growing regions with high development levels. Some well-connected regions hosting 'old industries' from today's perspective, such as for example the German Ruhr area, even experience difficulties in the industrial restructuring process in the sample period. One could, therefore, ask the question whether railroad accessibility À 0.0017 0.0004 À 0.0061 0.0020
Notes: The first two result columns correspond to the adaptive Lasso estimates, with the standard errors computed as described in Zou (2006) . The third and fourth column show the OLS estimates and their standard errors, respectively.
is beneficial only for comparably less-developed regions. 7 We have assessed this possibility by interacting rail accessibility with dummy variables for 'poor' regions (e.g. the poorest third or poorer half of the regions measured by GDP per capita in 1995). Doing so leads to a chosen model in which rail accessibility is not selected any more. This lends some further support to the effect discussed that rail accessibility 'picks up' slower growth in well-developed regions. Clearly, this example again highlights the need for careful interpretation of growth regression results, since our findings should not be interpreted as establishing a negative causal effect of rail accessibility on economic growth. The findings are quite robust when compared with findings obtained without country dummies or when including only the CEE dummy; for details see the tables in Appendix S1. Excluding country dummies leads to the inclusion of some additional variables, in particular initial population density (negative) and initial employment density ( positive) as well as the initial share of gross fixed capital formation in gross value added ( positive). AccessRail is substituted by AccessAir ( positive) and AccessRoad (negative). Some additional labor market variables are also selected in this case. The estimated effects for the human capital variables as well as the effect of being a capital region are very similar to the ones discussed in the above benchmark specification. Including only one dummy for all CEE countries also leads to very similar results, in terms of both variables selected and estimated coefficients, compare Table S4 in Appendix S1. As a final specification check, we have also considered estimation when distance weighted variables (e.g. distance weighted initial GDP per capita) are included in the set of regressors. Doing so leads to distance weighted initial GDP being selected with a negative estimated coefficient, which indicates potential spatial convergence effects. Apart from this additional effect, the set of selected variables as well as the estimated coefficients differ only marginally from those in the baseline specification.
The estimated effects for human capital ( proxied here by the shares of highly and medium educated in the working age population) are quite sizeable and very robust across the specifications considered. In Table 3 , we compare our findings with the findings of seven other studies that estimated the effects of human capital on GDP or GDP growth for regional datasets. The comparison, however, is difficult because of different specifications (log GDP versus GDP growth rate as dependent variable, and human capital variables as shares or logarithms of shares as explanatory variables). The two most comparable studies in terms of specification are Badinger and Tondl (2005) and Sterlacchini (2008) . The former finds effects slightly below ours whereas the latter finds much larger effects. When considering GDP growth as dependent variable, Vanhoudt et al. (2000) even find negative effects.
SUMMARY AND CONCLUSIONS
In this paper, we propose to use the adaptive Lasso estimator to determine the variables relevant for economic growth. The adaptive Lasso estimation sequence essentially has the same computational cost as a single OLS regression and simultaneously performs model selection and parameter estimation. Given the large uncertainty concerning potential growth determinants reflected in large sets 7. We would like to thank the referee for pointing out this potential mechanism.
Lassoing Growth Determinants r 2011 The Authors German Economic Review r 2011 Verein für Socialpolitik of explanatory variables; a selection procedure which can avoid the estimation of potentially ill-behaved regressions including large numbers of variables appears to be particularly useful. Furthermore, the proposed methodology avoids both the estimation and averaging of large numbers of models using either a classical or Bayesian framework and also avoids pitfalls related to inference in general-tospecific model selection procedures. 8 The proposed methodology is implemented for three datasets, namely the data used in Sala-i-Martin et al. (2004 ), in Fernandez et al. (2001 and a dataset covering the regions of the EU member states. The results for the former two well-studied datasets are well in line with the findings of the original papers with respect to both included variables and estimated effects, with the details available in the supporting information. Yet these results are obtained at a negligible fraction of computational cost.
For the EU regional dataset, the following variables are found to be important: initial GDP per capita with an implied convergence speed of around 1.5%, human capital proxied by the shares of highly and medium educated in the working age population, the initial unemployment rate and the initial activity rate of the low educated, a dummy whether the region contains the country's capital, and three country dummies. An increase of the share of highly educated in the working age population by 10 percentage points leads to an increase of the growth rate of GDP per capita by about 0.6 percentage points. Capital regions grow about 1 percentage point faster than non-capital regions, taking into account all other explanatory variables. These findings are qualitatively robust for a variety of different specifications.
The findings in this paper strongly indicate that the adaptive Lasso estimator is indeed an estimation and model selection procedure that can be fruitfully used in the growth regressions context.
APPENDIX A: DESCRIPTION OF EU REGIONAL DATASET
In Table A1 , we display the 27 EU member states, the abbreviation we use for the countries, as well as the number of NUTS2 regions in each of the countries. The variables are described in Table A2 . The base year for price indices is 2000. All 
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r 2011 The Authors German Economic Review r 2011 Verein für Socialpolitik variables described as 'initial' and whose variable name ends with 0 display 1995 values. For most of the variables for which we report Eurostat as source, the variables used here have been constructed by subsequent calculations based on raw data retrieved from Eurostat. 
