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Sturmian comparison and oscillation theorems for
quasilinear elliptic equations with mixed
nonlinearities via Picone-type inequality
Norio Yoshida∗
Abstract. A Picone-type inequality is established for quasilinear
elliptic operators with mixed nonlinearities, and Sturmian comparison
and oscillation theorems for quasilinear elliptic equations are derived
by using the Picone-type inequality.
1. Introduction
There is much current interest in the qualitative character of half-linear
differential equations, in particular, oscillatory behavior of solutions has
been investigated. Picone identities or Picone-type inequalities play an
important role in studying the oscillation of half-linear elliptic equations
or quasilinear elliptic equations, see, for example, [2–4,6–8,12–15] and the
references cited therein.
We are concerned with the quasilinear elliptic operator P defined by
P [v] :=
m∑
k=1
∇ ·
(
Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v)+Θ(x, v), (1)
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where the dot · denotes the scalar product, α > 0 is a constant, ∇ =(
∂/∂x1, ..., ∂/∂xn
)T (the superscript T denotes the transpose), and
Θ(x, v) = C(x)|v|α−1v +
∑`
i=1
Di(x)|v|βi−1v +
m∑
j=1
Ej(x)|v|γj−1v.
It is assumed that βi > α > γj > 0 (i = 1, 2, ..., `; j = 1, 2, ...,m). In the
case where m = 1 and A1(x) is the identity matrix In, the principal part
of (1) reduces to the p-Laplacian ∇ · (|∇v|p−2∇v) (p = α+ 1).
It is noted that for a real, symmetric, positive semidefinite [resp. positive
definite] matrix A(x) there exists a unique symmetric, positive semidefinite
[resp. positive definite] matrix
√
A(x) satisfying
(√
A(x)
)2
= A(x).
The notation |x| is used for the Euclidean norm of x ∈ Rn, and the
operator norm ‖M(x)‖2 of an n× n matrix function M(x) is defined by
‖M(x)‖2 = sup{|M(x)ξ|; ξ ∈ Rn, |ξ| ≤ 1}.
It is known that
‖M(x)‖2 =
√
λmax(M(x)TM(x)),
where λmax(M(x)TM(x)) denotes the largest eigenvalue of M(x)TM(x).
The objective of this paper is to establish Picone-type inequalities for
the half-linear elliptic operator p defined by
p[u] :=
m∑
k=1
∇ ·
(
ak(x)
∣∣√ak(x)∇u∣∣α−1∇u)+ c(x)|u|α−1u, (2)
and P defined by (1), and to employ the inequalities thus obtained to derive
Sturmian comparison theorems for p and P and oscillation theorems for P .
We remark that P [v] contains the following operators as special cases:
L[v] := ∇ · (A(x)∇v)+Θ(x, v),
P1[v] := ∇ ·
(
A(x)|∇v|α−1∇v)+Θ(x, v),
P2[v] :=
n∑
i=1
∂
∂xi
(
A˜i(x)2|∇√A1v|α−1
∂v
∂xi
)
+Θ(x, v),
P3[v] :=
n∑
k=1
∂
∂xk
(
A˜k(x)
∣∣∣∣ ∂v∂xk
∣∣∣∣α−1 ∂v∂xk
)
+Θ(x, v)
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by letting
m = α = 1,
m = 1, A1(x) = A(x)
2
(α+1) In,
m = 1, A1(x) = diag
{
A˜1(x)2, A˜2(x)2, ..., A˜n(x)2
}
,
m = n,Ak(x) = diag
{
δk1A˜1(x)
2
(α+1) , δk2A˜2(x)
2
(α+1) , ..., δknA˜n(x)
2
(α+1)
}
,
respectively, where diag means the diagonal matrix, δkj denotes the Kro-
necker’s delta and
∇√A1v =
(
A˜1(x)
∂v
∂x1
, A˜2(x)
∂v
∂x2
, ..., A˜n(x)
∂v
∂xn
)T
.
In Section 2 we establish Picone-type inequalities for p and P , and Stur-
mian comparison theorems are derived in Section 3 by using the Picone-type
inequalities obtained in Section 2. Oscillation criteria for P [v] = 0 are pro-
vided in Section 4, and a Picone-type inequality and oscillation results for
P [v] = f(x) are established in Section 5.
2. Picone-type inequalities
First we establish a Picone-type inequality for P , and then a Picone-type
inequality for p and P will be derived.
Let G be a bounded domain in Rn with piecewise smooth boundary ∂G.
We assume that the matrices ak(x), Ak(x) ∈ C(G;Rn×n) (k = 1, 2, ...,m)
are symmetric and positive semidefinite in G, c(x), C(x) ∈ C(G;R), and
Di(x), Ej(x) ∈ C(G; [0,∞)) (i = 1, 2, ..., `; j = 1, 2, ...,m).
The domain Dp(G) of p is defined to be the set of all functions u of class
C1(G;R) such that ak(x)
∣∣√ak(x)∇u∣∣α−1∇u ∈ C1(G;Rn)∩C(G;Rn). The
domain DP (G) of P is defined similarly.
Let N = min{`,m} and
H(β, α, γ;D(x), E(x)) =
(
β − γ
α− γ
)(
β − α
α− γ
)α−β
β−γ
D(x)
α−γ
β−γE(x)
β−α
β−γ .
Theorem 1. (Picone-type inequality for P ) If v ∈ DP (G) and v 6= 0
in G (that is, v has no zero in G), then we obtain the following Picone-type
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inequality for any u ∈ C1(G;R):
−
m∑
k=1
∇ ·
(
uϕ(u)
Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v
ϕ(v)
)
≥ −
m∑
k=1
∣∣√Ak(x)∇u∣∣α+1 + C1(x)|u|α+1
+
m∑
k=1
[∣∣√Ak(x)∇u∣∣α+1 + α ∣∣∣√Ak(x) u
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇u
)
· Φ
(√
Ak(x)
u
v
∇v
)]
− u
ϕ(v)
(
ϕ(u)P [v]
)
, (3)
where ϕ(s) = |s|α−1s (s ∈ R), Φ(ξ) = |ξ|α−1ξ (ξ ∈ Rn) and
C1(x) = C(x) +
N∑
i=1
H(βi, α, γi;Di(x), Ei(x)).
Proof. The following identity holds:
−
m∑
k=1
∇ ·
(
uϕ(u)
Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v
ϕ(v)
)
= −
m∑
k=1
∣∣√Ak(x)∇u∣∣α+1
+
m∑
k=1
[∣∣√Ak(x)∇u∣∣α+1 + α ∣∣∣√Ak(x) u
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇u
)
· Φ
(√
Ak(x)
u
v
∇v
)]
−uϕ(u)
ϕ(v)
(
m∑
k=1
∇ ·
(
Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v)
)
(4)
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(see, Yoshida [15, Theorem 2.1]). It is easily seen that
uϕ(u)
ϕ(v)
(
m∑
k=1
∇ ·
(
Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v)
)
=
uϕ(u)
ϕ(v)
(P [v]−Θ(x, v))
=
uϕ(u)
ϕ(v)
P [v]− |u|
α+1
ϕ(v)
Θ(x, v) (5)
and that
|u|α+1
ϕ(v)
Θ(x, v)
= C(x)|u|α+1 + |u|α+1
∑`
i=1
Di(x)|v|βi−α +
m∑
j=1
Ej(x)|v|γj−α
 . (6)
Using Young’s inequality (cf. [12, p.717]), we obtain
∑`
i=1
Di(x)|v|βi−α +
m∑
j=1
Ej(x)|v|γj−α ≥
N∑
i=1
(
Di(x)|v|βi−α + Ei(x)|v|α−γi
)
≥
N∑
i=1
H(βi, α, γi;Di(x), Ei(x)),
which, combined with (6), implies
|u|α+1
ϕ(v)
Θ(x, v) ≥ C(x)|u|α+1 + |u|α+1
(
N∑
i=1
H(βi, α, γi;Di(x), Ei(x))
)
= C1(x)|u|α+1. (7)
Combining (4), (5) and (7), we arrive at the desired inequality (3).
Theorem 2. (Picone-type inequality for p and P ) If u ∈ Dp(G),
v ∈ DP (G) and v 6= 0 in G, then we obtain the following Picone-type
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inequality for any u ∈ C1(G;R):
m∑
k=1
∇ ·
(
u
ϕ(v)
[
ϕ(v)ak(x)
∣∣√ak(x)∇u∣∣α−1∇u
−ϕ(u)Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v]
)
≥
m∑
k=1
(∣∣√ak(x)∇u∣∣α+1 − ∣∣√Ak(x)∇u∣∣α+1)+ (C1(x)− c(x))|u|α+1
+
m∑
k=1
[∣∣√Ak(x)∇u∣∣α+1 + α ∣∣∣√Ak(x) u
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇u
)
· Φ
(√
Ak(x)
u
v
∇v
)]
+
u
ϕ(v)
(
ϕ(v)p[u]− ϕ(u)P [v]
)
. (8)
Proof. An easy calculation yields
m∑
k=1
∇ ·
(
uak(x)
∣∣√ak(x)∇u∣∣α−1∇u)
=
m∑
k=1
∣∣√ak(x)∇u∣∣α+1 + u m∑
k=1
∇ ·
(
ak(x)
∣∣√ak(x)∇u∣∣α−1∇u)
=
m∑
k=1
∣∣√ak(x)∇u∣∣α+1 + u(p[u]− c(x)|u|α−1u)
=
m∑
k=1
∣∣√ak(x)∇u∣∣α+1 − c(x)|u|α+1 + up[u]. (9)
Combining (3) with (9), we obtain the desired Picone-type inequality (8).
3. Sturmian comparison theorems
In this section we provide Sturmian comparison theorems on the basis
of the Picone-type inequalities obtained in Section 2.
Theorem 3. (Sturmian comparison theorem) Assume that:
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(H)
∑m
k=1
√
Ak(x) is positive definite in G.
If there is a nontrivial solution u ∈ Dp(G) of p[u] = 0 such that u = 0 on
∂G and
V [u] :=
∫
G
[
m∑
k=1
(∣∣√ak(x)∇u∣∣α+1 − ∣∣√Ak(x)∇u∣∣α+1)
+
(
C1(x)− c(x)
)|u|α+1]dx
≥ 0, (10)
then every solution v ∈ DP (G) of P [v] = 0 must vanish at some point of
G.
Proof. Suppose to the contrary that there exists a solution v ∈ DP (G)
of P [v] = 0 such that v 6= 0 on G. Integrating (8) over G and then using
the divergence theorem, we observe that
0 ≥ V [u] +
∫
G
m∑
k=1
[∣∣√Ak(x)∇u∣∣α+1 + α ∣∣∣√Ak(x) u
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇u
)
· Φ
(√
Ak(x)
u
v
∇v
)]
dx
≥ 0
and therefore∫
G
m∑
k=1
[∣∣√Ak(x)∇u∣∣α+1 + α ∣∣∣√Ak(x) u
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇u
)
· Φ
(√
Ak(x)
u
v
∇v
)]
dx = 0.
We see from the results of [10, Theorem 41] or [13, Lemma 2.1] that√
Ak(x)∇u ≡
√
Ak(x)
u
v
∇v in G (k = 1, 2, ...,m)
and hence (
m∑
k=1
√
Ak(x)
)(
∇u− u
v
∇v
)
≡ 0 in G.
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Since
∑m
k=1
√
Ak(x) is positive definite in G, the above identity implies
∇u− u
v
∇v = v∇
(u
v
)
≡ 0 in G,
and consequently u/v = k0 in G for some constant k0. By continuity we
find that u/v = k0 on G, which implies that k0 = 0 in view of the fact
that u = 0 on ∂G. This contradicts the hypothesis that u is nontrivial, and
completes the proof.
Corollary 1. Assume that the hypothesis (H) in Theorem 3 is satisfied,
and assume, moreover, that
ak(x)−Ak(x) (k = 1, 2, ...,m) are positive semidefinite in G,(11)
C1(x) ≥ c(x) in G. (12)
If there is a nontrivial solution u ∈ Dp(G) of p[u] = 0 such that u = 0 on
∂G, then every solution v ∈ DP (G) of P [v] = 0 must vanish at some point
of G.
Proof. Since the function s(α+1)/2 is nondecreasing for s ≥ 0, we observe,
using (11), that∣∣√ak(x)∇u∣∣α+1 − ∣∣√Ak(x)∇u∣∣α+1
=
(
(∇u)Tak(x)∇u
)(α+1)/2 − ((∇u)TAk(x)∇u)(α+1)/2
≥ 0.
It follows from (11) and (12) that (10) holds for any u ∈ C1(G;R). The
conclusion follows from Theorem 3.
Theorem 4. Let ∂G ∈ C1. Assume that the hypothesis (H) in Theorem 3
is satisfied. If there is a nontrivial function u ∈ C1(G;R) such that u = 0
on ∂G and
M [u] :=
∫
G
[
m∑
k=1
∣∣√Ak(x)∇u∣∣α+1 − C1(x)|u|α+1
]
dx ≤ 0, (13)
then every solution v ∈ DP (G) of P [v] = 0 must vanish at some point of G
unless v is a constant multiple of u.
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Proof. Let v ∈ DP (G) be a solution of P [v] = 0 satisfying v 6= 0 in G.
Since ∂G ∈ C1, u ∈ C1(G;R) and u = 0 on ∂G, we find that u belongs to
the Sobolev space W 1,α+10 (G) which is the closure in the norm
‖w‖ :=
(∫
G
[
|w|α+1 +
n∑
i=1
∣∣∣∣ ∂w∂xi
∣∣∣∣α+1
]
dx
) 1
α+1
(14)
of the class C∞0 (G) of infinitely differentiable functions with compact sup-
ports in G (see, for example, Adams and Fournier [1, THEOREM 5.37],
Evans [9, Theorem 2 of Section 5.5]). Then there exists a sequence {uj} of
functions in C∞0 (G) converging to u in the norm (14). Integrating (3) with
u = uj over G and then applying the divergence theorem, we have
M [uj ] ≥
∫
G
m∑
k=1
[∣∣√Ak(x)∇uj∣∣α+1 + α ∣∣∣√Ak(x) uj
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇uj
)
· Φ
(√
Ak(x)
uj
v
∇v
)]
dx
≥ 0. (15)
We claim that limj→∞M [uj ] =M [u] = 0. It is easy to see that
∣∣M [uj ]−M [u]∣∣ ≤ ∫
G
m∑
k=1
∣∣∣∣∣√Ak(x)∇uj∣∣α+1 − ∣∣√Ak(x)∇u∣∣α+1∣∣∣ dx
+K1
∫
G
∣∣|uj |α+1 − |u|α+1∣∣ dx (16)
for some constant K1 > 0 satisfying |C1(x)| ≤ K1 on G. It follows from
the mean value theorem that
∣∣∣∣∣√Ak(x)∇uj∣∣α+1 − ∣∣√Ak(x)∇u∣∣α+1∣∣∣
≤ (α+ 1)
(∣∣√Ak(x)∇uj∣∣+ ∣∣√Ak(x)∇u∣∣)α ∣∣√Ak(x)∇(uj − u)∣∣
≤ (α+ 1)Nα+1k
(|∇uj |+ |∇u|)α|∇(uj − u)|, (17)
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where Nk = maxx∈G ‖
√
Ak(x)‖2. Using Ho¨lder’s inequality in (17), we
obtain ∫
G
m∑
k=1
∣∣∣∣∣√Ak(x)∇uj∣∣α+1 − ∣∣√Ak(x)∇u∣∣α+1∣∣∣ dx
≤ (α+ 1)
m∑
k=1
Nα+1k
(∫
G
(|∇uj |+ |∇u|)α+1dx) αα+1 ×
×
(∫
G
|∇(uj − u)|α+1dx
) 1
α+1
≤ (α+ 1)nα
m∑
k=1
Nα+1k
(‖uj‖+ ‖u‖)α‖uj − u‖. (18)
Analogously we see that∫
G
∣∣|uj |α+1 − |u|α+1∣∣ dx ≤ (α+ 1)(‖uj‖+ ‖u‖)α‖uj − u‖. (19)
Combining (16), (18) and (19) yields∣∣M [uj ]−M [u]∣∣ ≤ K2(‖uj‖+ ‖u‖)α‖uj − u‖
for some constant K2 > 0 depending only on K1, α, n and m, from which
we find that limj→∞M [uj ] =M [u]. We see from (15) thatM [u] ≥ 0, which
together with (13) implies M [u] = 0.
Let B be an arbitrary ball with B ⊂ G, and we define
QB[w] :=
∫
B
m∑
k=1
[∣∣√Ak(x)∇w∣∣α+1 + α ∣∣∣√Ak(x) w
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇w
)
· Φ
(√
Ak(x)
w
v
∇v
)]
dx (20)
for w ∈ C1(G;R). It is easily verified that
0 ≤ QB[uj ] ≤ QG[uj ] =M [uj ], (21)
where QG[uj ] denotes the right hand side of (20) with w = uj and with B
replaced by G. A simple computation shows that∣∣QB[uj ]−QB[u]∣∣
≤ K3
(‖uj‖B + ‖u‖B)α‖uj − u‖B +K4(‖uj‖B)α‖uj − u‖B
+K5‖ϕ(uj)− ϕ(u)‖Lq(B)‖u‖B, (22)
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where q = (α + 1)/α, the constants K3–K5 are independent of j, and
the subscript B indicates the integrals involved in the norm (14) are to
be taken over B instead of G. It is known that the Nemitski operator
ϕ : Lα+1(G) → Lq(G) is continuous (see, for example, Ambrosetti and
Malchiodi [5, Theorem 1.7]), and it is obvious that ‖uj − u‖B → 0 as
‖uj − u‖ → 0. Hence, it follows from (22) that limj→∞QB[uj ] = QB[u],
and that QB[u] = 0 in view of (21). Hence we obtain
m∑
k=1
[∣∣√Ak(x)∇u∣∣α+1 + α ∣∣∣√Ak(x) u
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇u
)
· Φ
(√
Ak(x)
u
v
∇v
)]
dx ≡ 0 in B,
from which we observe that√
Ak(x)∇u ≡
√
Ak(x)
u
v
∇v in B (k = 1, 2, ...,m)
and hence
m∑
k=1
√
Ak(x) v∇
(u
v
)
≡ 0 in B.
By the hypothesis we find that u/v = k0 in B for some constant k0. Since
B is an arbitrary ball with B ⊂ G, we see that u/v = k0 in G, where k0 6= 0
in light of the hypothesis that u is nontrivial, and therefore v is a constant
multiple of u in G. This completes the proof.
Theorem 5. (Sturmian comparison theorem) Let ∂G ∈ C1. Assume
that the hypothesis (H) in Theorem 3 is satisfied. If there is a nontrivial
solution u ∈ Dp(G) of p[u] = 0 such that u = 0 on ∂G and (10) holds,
then every solution v ∈ DP (G) of P [v] = 0 must vanish at some point of G
unless v is a constant multiple of u.
Proof. From (9) and (10) it follows that
M [u] ≤
∫
G
[
m∑
k=1
∣∣√ak(x)∇u∣∣α+1 − c(x)|u|α+1
]
dx
=
∫
G
[
m∑
k=1
∇ ·
(
uak(x)
∣∣√ak(x)∇u∣∣α−1∇u)− up[u]
]
dx
= 0,
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and hence the conclusion follows from Theorem 4.
Corollary 2. Let ∂G ∈ C1. Assume that the hypothesis (H) in Theorem
3 is satisfied. If there is a nontrivial solution u ∈ Dp(G) of p[u] = 0 such
that u = 0 on ∂G and (11), (12) hold, then every solution v ∈ DP (G) of
P [v] = 0 must vanish at some point of G unless v is a constant multiple of
u.
Proof. Arguing as in the proof of Corollary 1, we observe, using (11) and
(12), that (10) holds. The conclusion follows from Theorem 5.
As an application of Theorem 4, we derive the following result concerning
Wirtinger inequality.
Corollary 3. Let ∂G ∈ C1. Assume that the hypothesis (H) in Theorem
3 is satisfied, and that there is a solution v ∈ DP (G) of P [v] = 0 such that
v 6= 0 in G. If u ∈ C1(G;R) and u = 0 on ∂G, then∫
G
m∑
k=1
∣∣√Ak(x)∇u∣∣α+1dx ≥ ∫
G
C1(x)|u|α+1dx,
where equality holds if and only if u is a constant multiple of v.
The proof follows by using exactly the same arguments as in Theorem
4.2 of [15], and is omitted.
4. Oscillation criteria
In this section we investigate oscillations of the quasilinear elliptic equa-
tion
P [v] = 0 (23)
in Ω, where Ω is an exterior domain in Rn, that is, Ω contains the set
{x ∈ Rn; |x| ≥ r0} for some r0 > 0.
It is assumed that the matrix functions Ak(x) ∈ C(Ω;Rn×n) (k =
1, 2, ...n) are symmetric and positive semidefinite in Ω, and that
m∑
k=1
√
Ak(x)
is positive definite in Ω. Moreover, it is assumed that C(x) ∈ C(Ω;R),
Di(x), Ej(x) ∈ C(Ω; [0,∞)) (i = 1, 2, ..., `; j = 1, 2, ...,m). The domain
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DP (Ω) of P is defined to be the set of all functions v of class C1(Ω;R) such
that Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v ∈ C1(Ω;Rn).
A solution v ∈ DP (Ω) of (23) is said to be oscillatory in Ω if it has a zero
in Ωr for any r > 0, where
Ωr = Ω ∩ {x ∈ Rn; |x| > r}.
Assume that there exists a functionK(x) of class C1(Ω; (0,∞)) for which
m∑
k=1
∥∥√Ak(x)∥∥α+12 ≤ K(x)
and let K(r) and C1(r) denote the spherical means of K(x) and C1(x) over
the sphere Sr = {x ∈ Rn; |x| = r}, respectively, that is,
K(r) =
1
ωnrn−1
∫
Sr
K(x) dS =
1
ωn
∫
S1
K(r, θ) dω,
C1(r) =
1
ωnrn−1
∫
Sr
C1(x) dS =
1
ωn
∫
S1
C1(r, θ) dω,
where ωn is the surface area of the unit sphere S1, (r, θ) is the hyperspherical
coordinates in Rn and ω is the measure on S1.
Theorem 6. If the half-linear ordinary differential equation
q[y] :=
(
rn−1K(r)|y′|α−1y′)′ + rn−1C1(r)|y|α−1y = 0 (24)
is oscillatory at r = ∞, then every solution v ∈ DP (Ω) of the quasilinear
elliptic equation (23) is oscillatory in Ω.
Proof. Let y(r) be an oscillatory solution of (24), and let {rk}∞k=1 be the
sequence of its zeros such that r0 ≤ r1 < r2 < · · · , limk→∞ rk =∞. We let
Gk = {x ∈ Rn; rk < |x| < rk+1} (k = 1, 2, ...)
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and u(x) = y(|x|) to find that
MGk [u] =
∫
Gk
[
m∑
k=1
∣∣√Ak(x)∇u∣∣α+1 − C1(x)|u|α+1
]
dx
≤
∫
Gk
[
m∑
k=1
∥∥√Ak(x)∥∥α+12 |∇u|α+1 − C1(x)|u|α+1
]
dx
≤
∫
Gk
[
K(x)|∇u|α+1 − C1(x)|u|α+1
]
dx
=
∫ rk+1
rk
∫
S1
[
K(r, θ)|y′(r)|α+1 − C1(r, θ)|y(r)|α+1
]
rn−1drdω
= ωn
∫ rk+1
rk
[
K(r)|y′(r)|α+1 − C1(r)|y(r)|α+1
]
rn−1dr
= −ωn
∫ rk+1
rk
q[y(r)]y(r) dr
= 0.
Since there is a nontrivial function u(x) ∈ C1(Gk;R) satisfying u(x) = 0
on ∂Gk and MGk [u] ≤ 0, Theorem 4 implies that every solution v of (23)
has a zero on Gk (k = 1, 2, ...) and so is oscillatory in Ω. This completes
the proof.
Remark 1. On the basis of Theorem 6 we can establish various special
cases which are similar to the results of [15, Corollaries 5.1–5.5]. However,
we omit them.
Remark 2. Utilizing the Picone-type inequality (3), we can obtain Riccati
inequalities for (23) and derive oscillation results for (23) (cf. [15, §6]).
5. Picone-type inequality and oscillation results for P [v] = f(x)
In this section we establish a Picone-type inequality for
P [v] = f(x) (25)
and obtain oscillation results for (25) by using the Picone-type inequality.
It is assumed that f(x) is written in the form
f(x) =
∑`
k=1
fk(x),
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where fk(x) ∈ C(G;R) (k = 1, 2, ..., `). For example, we can choose fk(x) =
f(x)/`. Under the same assumptions on the coefficients appearing in P [v]
as in Section 2, we obtain the following theorem.
Theorem 7. (Picone-type inequality) If v ∈ DP (G), v 6= 0 in G and
v · fk(x) ≤ 0 (k = 1, 2, ..., `) in G, then we obtain the following Picone-type
inequality for any u ∈ C1(G;R):
−
m∑
k=1
∇ ·
(
uϕ(u)
Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v
ϕ(v)
)
≥ −
m∑
k=1
∣∣√Ak(x)∇u∣∣α+1 +H(x)|u|α+1
+
m∑
k=1
[∣∣√Ak(x)∇u∣∣α+1 + α ∣∣∣√Ak(x) u
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇u
)
· Φ
(√
Ak(x)
u
v
∇v
)]
−uϕ(u)
ϕ(v)
(
P [v]−
∑`
k=1
fk(x)
)
, (26)
where
H(x) = C(x) +
∑`
i=1
βi
α
(
βi − α
α
)(α−βi)/βi
Di(x)α/βi |fi(x)|(βi−α)/βi .
Proof. As in the proof of Theorem 1, we see that the identity (4) holds.
It is clear that
uϕ(u)
ϕ(v)
(
m∑
k=1
∇ ·
(
Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v)
)
=
uϕ(u)
ϕ(v)
(
P [v]−Θ(x, v)−
∑`
k=1
fk(x) +
∑`
k=1
fk(x)
)
=
uϕ(u)
ϕ(v)
(
P [v]−
∑`
k=1
fk(x)
)
−
Θ(x, v)− ∑`
k=1
fk(x)
ϕ(v)
|u|α+1 (27)
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and that
Θ(x, v)− ∑`
k=1
fk(x)
ϕ(v)
= C(x) +
∑`
i=1
(
Di(x)|v|βi−α − fi(x)|v|α−1v
)
+
m∑
j=1
Ej(x)|v|γj−α
≥ C(x) +
∑`
i=1
(
Di(x)|v|βi−α − fi(x)|v|α−1v
)
. (28)
It can be shown that the inequality
Di(x)|v|βi−α − fi(x)|v|α−1v
= Di(x)|v|βi−α + |fi(x)||v|α
≥ βi
α
(
βi − α
α
)(α−βi)/βi
Di(x)α/βi |fi(x)|(βi−α)/βi (29)
holds (see, for example, Jarosˇ, Kusano and Yoshida [11, p.55]). Combining
(27)–(29), we have
−uϕ(u)
ϕ(v)
(
m∑
k=1
∇ ·
(
Ak(x)
∣∣√Ak(x)∇v∣∣α−1∇v)
)
≥ −uϕ(u)
ϕ(v)
(
P [v]−
∑`
k=1
fk(x)
)
+H(x)|u|α+1. (30)
The identity (4), combined with (30), yields the desired inequality (26).
Theorem 8. Assume that the hypothesis (H) in Theorem 3 is satisfied. If
there exists a nontrivial function u ∈ C1(G;R) such that u = 0 on ∂G and
M˜G[u] :=
∫
G
[
m∑
k=1
∣∣√Ak(x)∇u∣∣α+1 −H(x)|u|α+1
]
dx ≤ 0, (31)
then every solution v ∈ DP (G) of (25) satisfying v·fk(x) ≤ 0 (k = 1, 2, ..., `)
must vanish at some point of G.
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Proof. Suppose to the contrary that there is a solution v ∈ DP (G) of (25)
satisfying v · fk(x) ≤ 0 (k = 1, 2, ..., `) and v 6= 0 on G. Theorem 7 implies
that the Picone-type inequality (26) holds for the nontrivial function u.
Integrating (26) over G, we have
0 = −M˜G[u] +
∫
G
m∑
k=1
[∣∣√Ak(x)∇u∣∣α+1 + α ∣∣∣√Ak(x) u
v
∇v
∣∣∣α+1
−(α+ 1)
(√
Ak(x)∇u
)
· Φ
(√
Ak(x)
u
v
∇v
)]
dx
≥ 0.
Proceeding as in the proof of Theorem 3, we are led to a contradiction.
Corollary 4. Assume that the hypothesis (H) in Theorem 3 is satisfied,
and that fk(x) ≥ 0 (k = 1, 2, ..., `) [or fk(x) ≤ 0 (k = 1, 2, ..., `)] in G. If
there exists a nontrivial function u ∈ C1(G;R) such that u = 0 on ∂G and
M˜G[u] ≤ 0, then (25) has no negative [or positive ] solution on G.
Proof. Suppose that (25) has a negative [or positive] solution v on G. It
is easy to see that v · fk(x) ≤ 0 (k = 1, 2, ..., `). Therefore it follows from
Theorem 8 that v must vanish at some point of G. This is a contradiction
and the proof is complete.
Theorem 9. Assume that the hypothesis (H) in Theorem 3 is satisfied, and
that G is divided into two subdomains G1 and G2 by an (n−1)-dimensional
piecewise smooth hypersurface in such a way that
fk(x) ≥ 0 in G1 and fk(x) ≤ 0 in G2 (k = 1, 2, ..., `).
If there exist nontrivial functions uk ∈ C1(Gk;R) (k = 1, 2) such that
uk = 0 on ∂Gk and
M˜Gk [u] =
∫
Gk
[
m∑
k=1
∣∣√Ak(x)∇uk∣∣α+1 −H(x)|uk|α+1
]
dx ≤ 0, (32)
then every solution v ∈ DP (G) of (25) has a zero on G.
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Proof. Suppose that there exists a solution v ∈ DP (G) of (25) which has
no zero on G. Then, either v > 0 on G or v < 0 on G. If v > 0 on G,
then v > 0 on G2, and therefore v · fk(x) ≤ 0 (k = 1, 2, ..., `) in G2. It
follows from Corollary 4 that (25) has no positive solution on G2. This is
a contradiction. In the case where v < 0 on G, a similar argument leads us
to a contradiction. The proof is complete.
Now we establish oscillation criteria for (25) in an exterior domain Ω in
Rn which contains {x ∈ Rn; |x| ≥ r0} for some r0 > 0.
We suppose that the coefficients Ak(x), C(x) appearing in (25) satisfy
the same assumptions as in Section 4, and that Di(x), Ej(x), fk(x) ∈
C(Ω;R) (i, k = 1, 2, ..., `; j = 1, 2, ...,m). We note that the domain DP (Ω)
of P is defined in Section 4.
Theorem 10. Assume that for any r > 0 there exists a bounded and piece-
wise smooth domain G with G ⊂ Ωr, which can be divided into two subdo-
mains G1 and G2 by an (n− 1)-dimensional piecewise smooth hypersurface
in such a way that fk(x) ≥ 0 in G1 and fk(x) ≤ 0 in G2 (k = 1, 2, ..., `).
Furthermore, assume that Di(x) ≥ 0 in G (i = 1, 2, ..., `), Ej(x) ≥ 0 in
G (j = 1, 2, ...,m), and that there are nontrivial functions uk ∈ C1(Gk;R)
such that uk = 0 on ∂Gk and M˜Gk [uk] ≤ 0 (k = 1, 2), where M˜Gk are
defined by (32). Then every solution v ∈ DP (Ω) of (25) is oscillatory in Ω.
Proof. For any r > 0 there exists a bounded domain G as mentioned in
the hypotheses of Theorem 10. Theorem 9 implies that every solution v of
(25) has a zero on G ⊂ Ωr, that is, v is oscillatory in Ω.
Example. We consider the forced quasilinear elliptic equation
∂
∂x1
(∣∣∣∣ ∂v∂x1
∣∣∣∣2 ∂v∂x1
)
+
∂
∂x2
(∣∣∣∣ ∂v∂x2
∣∣∣∣2 ∂v∂x2
)
+K(sinx1 · sinx2)|v|β−1v
= cosx1 · sinx2, (x1, x2) ∈ Ω, (33)
where β andK are the constants with β > 3, K > 0, and Ω is an unbounded
domain in R2 containing a horizontal strip such that
[2pi,∞)× [0, pi] ⊂ Ω.
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Here m = n = 2, ` = 1, α = 3, β1 = β, A1(x) = diag{δ11, δ12}, A2(x) =
diag{δ21, δ22}, C(x) ≡ 0, D1(x) = K(sinx1 · sinx2), Ej(x) ≡ 0 (j =
1, 2, ...,m), f1(x) = f(x) = cosx1·sinx2. It is easily checked that
√
A1(x) =
A1(x) =
(
1 0
0 0
)
,
√
A2(x) = A2(x) =
(
0 0
0 1
)
, and
√
A1(x)+
√
A2(x)
= I2. For any fixed j ∈ N we consider the rectangle
G(j) = (2jpi, (2j + 1)pi)× (0, pi),
which is divided into two subdomains
G
(j)
1 =
(
2jpi, (2j + (1/2))pi
)× (0, pi),
G
(j)
2 =
(
(2j + (1/2))pi, (2j + 1)pi)× (0, pi)
by the vertical line x1 = (2j + (1/2))pi. It is easy to see that f(x) ≥ 0 in
G
(j)
1 and f(x) ≤ 0 in G(j)2 . Letting uk = sin 2x1 · sinx2 (k = 1, 2), we easily
observe that uk = 0 on ∂G
(j)
k (k = 1, 2), and a simple computation shows
that
M˜
G
(j)
k
[uk]
=
∫
G
(j)
k
[∣∣∣∣∂uk∂x1
∣∣∣∣4 + ∣∣∣∣∂uk∂x2
∣∣∣∣4 − β3
(
β − 3
3
) 3−β
β
(K(sinx1 · sinx2))3/β ×
×| cosx1 · sinx2|(β−3)/β|uk|4
]
dx
=
153
128
pi2 − 128
15
K3/β
β
3
(
β − 3
3
) 3−β
β
B
(
5
2
+
3
2β
, 3− 3
2β
)
,
where B(s, t) is the beta function. If K > 0 is chosen so large that
K ≥
 2295
16384
pi2
(
β
3
(
β − 3
3
) 3−β
β
B
(
5
2
+
3
2β
, 3− 3
2β
))−1
β
3
,
then M˜
G
(j)
k
[uk] ≤ 0 hold for k = 1, 2 and for any j ∈ N. Therefore, Theorem
10 implies that every solution v of (33) is oscillatory in Ω for all sufficiently
large K > 0.
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