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In this second paper of a two part series, we present extensive benchmark results for two different inchworm
Monte Carlo expansions for the spin–boson model. Our results are compared to previously developed nu-
merically exact approaches for this problem. A detailed discussion of convergence and error propagation is
presented. Our results and analysis allow for an understanding of the benefits and drawbacks of inchworm
Monte Carlo compared to other approaches for exact real-time non-adiabatic quantum dynamics.
I. INTRODUCTION
The spin–boson model is perhaps the most basic ex-
ample of a quantum dissipative system.1 Despite its sim-
plicity, the model endures for several reasons. First, the
spin–boson rather faithfully represents the spectrum of
realistic behaviors associated with the relaxation of a
small quantum system connected to a heat bath.2 While
the model employs seemingly unrealistic features such
as linear coupling to a harmonic reservoir, even anhar-
monic systems may be mapped to this form of envi-
ronmental interaction within linear response theory.3–6
This generality explains the wide usage of the spin–boson
paradigm in the modeling of systems ranging from charge
and energy transfer in condensed phases and biological
systems7–14 to the relaxation of dilute impurities in the
solid state15–17 and in Josephson junction arrays.18 In
the rotating wave approximation, the spin–boson model
is reduced to the Jaynes–Cummings model, which is of
great importance in quantum optics.19–21
A second major reason for the continued study of the
spin–boson model resides in the fact that it cannot be
solved analytically and presents numerical challenges for
exact quantum dynamics methodologies. Thus the model
has become a canonical benchmark for both approxi-
mate and exact dynamical approaches. After approxi-
mately two decades of research, several numerically ex-
act approaches have emerged which are capable of long-
time simulation of time-dependent observables of the
spin–boson Hamiltonian, at least for many important
regimes of the model. These methods differ from one
another with respect to their formulations, their scaling
properties, their complexity and their generality. In this
paper we will concern ourselves with benchmarks from
three commonly used approaches: the quasi-adiabatic
path integral (QUAPI) approach,22–25 the hierarchi-
cal equations-of-motion (HEOM) method,26–28 and the
multi-layer, multi-configuration time-dependent Hartree
(ML-MCTDH) approach.29–31 There are fewer calcula-
tions of spin–boson dynamics done by stationary-phase
Monte Carlo,32–36 though this technique also yields nu-
merically exact results.
We will focus on diagrammatic Monte Carlo
methods,37–40 a dominant and widely applicable formal-
ism for addressing impurity models. These methods al-
low for facile computation of equilibrium observables in
general impurity-type problems,41 including those unre-
lated to the spin–boson model. They have also been
used for non-equilibrium problems,42–46 where they are
limited in applicability by the dynamical sign problem.
Recently, we have introduced an exact, real-time dia-
grammatic Monte Carlo approach called the inchworm
algorithm47 which greatly suppresses the dynamical sign
problem. In the companion paper to the work presented
here, we have elaborated upon and expanded the scope of
the approach, using the spin–boson model as a concrete
example.
In this work we compare the results of the inchworm
algorithm to those produced by the other methodolo-
gies mentioned above in essentially all regimes of inter-
est. Our results allow us to compare and contrast the
strengths and weaknesses of the relative approaches. We
demonstrate that the inchworm algorithm is competitive
with the most advanced real-time approaches and is ca-
pable of producing converged long-time results even in
some regimes difficult for several prominent approaches.
The success of the inchworm algorithm as outlined in this
work paves the way for a host of novel applications, a few
of which we enumerate at the conclusion of this paper.
The paper is organized as follows. In Sec. II, we specify
details of the spin–boson model and provide an analysis
of convergence for the system–bath coupling inchworm
(SBCI) and the diabatic coupling cumulant inchworm
(DCCI) approaches. In Sec. III, we present a detailed
comparison of our new approaches to established bench-
marks, as well as a discussion of the relative benefits and
drawbacks of our approach in comparison to established
methods. Our conclusions are presented in Sec. IV.
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2II. MODEL AND METHODS
To avoid redundancy with the companion paper, we
only include specific details needed for the following dis-
cussion. In particular, we specify the particular form of
the spectral density and provide a detailed analysis of the
convergence properties for both the DCCI and the SBCI.
A. Spin–boson model and parameters
We set ~ = 1 and consider a spin–boson Hamiltonian
of the form
H = σˆz + ∆σˆx + σˆz
∑
`
c`x` +
∑
`
1
2
(
p2` + ω
2
`x
2
`
)
, (1)
where the σˆi are Pauli matrices describing the spin, and
the parameters ε and ∆ are called the bias and diabatic
coupling, respectively. The x` and p` are boson opera-
tors. Throughout this work, we specify the system–bath
coupling strength, which determines the c` and ω`, by
a spectral density that is linear for small ω and has a
Lorentzian cutoff for large ω:
JD (ω) =
λ
2
ωcω
ω2c + ω
2
. (2)
This is known in the literature as the Debye spectral
density.2 The reorganization energy, defined as λ =
4
pi
∫ J(ω)
ω dω = 2
∑
` c
2
`/ω
2
` , sets the maximal system–bath
coupling strength. The cutoff frequency of the Lorentzian
function, ωc, characterizes the band width of the bath.
Therefore, at equilibrium, the version of the spin–boson
model we consider is fully characterized by five param-
eters: the diabatic coupling ∆, the bias energy , the
cut-off frequency ωc, the reorganization energy λ, and
the temperature kBT = 1/β of the boson bath (kB is
Boltzmann constant).
We assume a factorized initial condition given by ρ0 =
ρs ⊗ ρb. The initial condition of the spin is ρs = |1〉 〈1|,
and the initial density matrix of the bath is thermal equi-
librium in the absence of the system–bath coupling,
ρb =
e−βHb
Trb {e−βHb} . (3)
This is where the dependence on (inverse) temperature
β appears. We will concentrate on the local dynamics of
the spin operator σz,
〈σz (t)〉 = Tr
{
ρ0e
iHtσˆze
−iHt} , (4)
which is often referred to the “population difference” of
the spin.
B. Convergence analysis
To obtain a simple estimate for how rapidly the inch-
worm approaches are expected to converge in different
regions of parameter space, we focus on the lowest-order
nontrivial contribution in each type of expansion and de-
termine its magnitude as a function of model parameters.
We consider the 2nd-order term of the SBCI and DCCI
expansions, which in both cases can be written in the
form
G2 (t) =
∫ t
0
dt1
∫ t2
0
dt2C (t1, t2) . (5)
Here, C (t1, t2) is the bath correlation function associated
with each expansion. Loosely speaking, one might expect
an expansion to converge rapidly as long as the corre-
sponding G2 (t) is not significantly greater than unity.
Given the functional form of the Debye spectral density,
we can easily evaluate G2 (t) in an analytical or semi-
analytical fashion (i.e. by numerical quadrature).
For the SBCI expansion, we can evaluate G2 (t) in the
high and low temperature limits and then derive the con-
vergence conditions from the appropriate dimensionless
parameters that emerge. This scheme is analogous to
one which has been used to determine the limitations of
Redfield theory.48 The bath correlation function in the
SBCI expansion is given by C (t1, t2) =
〈
B˜ (t1) B˜ (t2)
〉
b
where B˜ (t) =
∑
` c`x˜` (t), and with the definition 〈·〉b ≡
Trb {ρb·}. The explicit expression is derived in Eq. (31)
of the companion paper:〈
B˜ (t1) B˜ (t2)
〉
b
=
2
pi
∫
dωJD (ω)×[
coth
(
βω
2
)
cosω (t1 − t2)− i sinω (t1 − t2)
]
.
(6)
The integral takes the form G2 (t) = ξg (t), where ξ is
a dimensionless parameter and g (t) is a time-dependent
dimensionless function. We expect the expansion to con-
verge rapidly as long as ξ . 1. In the high temperature
limit βωc  1, and we can approximate coth
(
βω
2
)
≈ 2βω
and obtain the dimensionless form for ξ:
ξ =
λ
βω2c
− i λ
2ωc
. (7)
Thus, in this regime, an estimate for the condition for
convergence of the SBCI approach is
λ
βω2c
> 1. (8)
In the low temperature limit βωc  1, we can
use coth
(
βω
2
)
≈ 1, but cannot carry out the inte-
gral analytically. In the same spirit, we factor out
the dimensionless scale of the integral, Re [G2 (t)] =
λ
piωc
∫
dx 1x2+1
1
x (1− cosωcxt), which yields a convergence
condition for the low temperature limit
λ
piωc
> 1. (9)
3It is noteworthy that since G2 (t) is proportional to
λ coth (βω/2), the SBCI expansion becomes more diffi-
cult to converge as λ increases or β decreases.
The explicit form of the bath correlation func-
tion in the DCCI expansion is given by C (t1, t2) =
e−4Q2(t1−t2)−i4Q1(t1−t2), where
Q1 (t) = 2
pi
∫
dω
JD (ω)
ω2
sinωt, (10)
Q2 (t) = 2
pi
∫
dω
JD (ω)
ω2
coth
(
βω
2
)
(1− cosωt) . (11)
Due to the complicated form of these correlation func-
tions, one cannot obtain an analytical expression to ex-
tract a dimensionless scale parameter. Therefore, we
evaluate the integral numerically at a large enough time
for given model parameters. Note that the subsequent
discussion for the convergence condition is obtained by
carrying out the integral numerically. We also note that
Q1 and Q2 are linearly dependent on λ, which yields a
1/λ2 dependence for G2 (t). Therefore, the DCCI expan-
sion becomes easier to converge as λ increases.
A two-dimensional “phase diagram” can be drawn as
cuts of the full parameter space with varying λ and ωc,
shown in Fig. 1. Here we limit the discussion to the sub-
space with zero energy bias  = 0. The horizontal axis is
the scaled reorganization energy (λ/∆) in log scale and
the vertical axis is the scaled cutoff frequency (ωc/∆).
Within this coordinate system, we can demarcate the es-
timated region of facile convergence for the SBCI and
DCCI expansions by the conditions given above. The
red regions indicate the subspace satisfying Eq. (8) and
(9), in which the SBCI approach is expected to converge
rapidly. The blue regions are obtained by semi-analytical
estimation of the analogous condition for the DCCI ap-
proach.
Fig. 1 exhibits these complementary regions and shows
that their combined area covers much of the relevant pa-
rameter space. We will briefly point out some important
features of the phase diagram. First, for any cutoff fre-
quency ωc, the SBCI converges better in the small λ di-
rection while the DCCI is expected to work better as λ
increases. Second, the region of utility for the SBCI ex-
pansion shrinks in the adiabatic regime (small ωc), which
is due to the fact that the correlation functions in the
SBCI expansion have a longer correlation time when ωc
is small. Lastly, as the temperature decreases, the re-
gions of rapid convergence of both the SBCI and DCCI
approaches expand and cover almost the entire parame-
ter space.
While Fig. 1 provides an illustration of applicable re-
gions of our approach, the regions are determined by
rough estimation of lowest order contribution. In prin-
ciple, our inchworm expansions are numerically exact in
the entire parameter space, as discussed in the compan-
ion paper. In the “uncovered” or white region, our ap-
proaches should continue to yield reliable dynamical be-
havior at least on some time scales, albeit with poten-
tially much greater numerical effort.
III. RESULTS
A. Computational Methodology
The general framework of the two general types of inch-
worm expansions used here may be found in the com-
panion paper. In the following, each inchworm step is
limited to a fixed run time and the order of each in-
dividual inchworm diagram is restricted to a maximum
order M . We use dt∆ = 0.1 for the size of the inch-
worm step in the following calculation, unless otherwise
specified. One may then check for convergence by sys-
tematically increasing M , decreasing dt and increasing
the number of Monte Carlo samples.47 The SBCI calcu-
lation requires the full information contained in two-time
restricted propagators, thus for the SBCI propagation to
a time t = Ndt requires N2 inchworm steps (in fact, by
taking advantage of time-reversal symmetry and the con-
tour ordering of the time arguments, the number of steps
needed turns out to be ∼ 14N2). On the other hand, the
DCCI expansion is phrased solely in terms of single-time
properties, such that it requires only N inchworm steps
to reach a simulation time t = Ndt. For both approaches,
we perform multiple independent inchworm calculations
in order to properly account for error propagation.47 Note
that the error propagation shown in the lower subplot of
all the figures is this “full” error, except for the left pan-
els in Fig 3, where the standard Monte Carlo statistical
error is shown for didactic purposes.
We compare our calculations with several existing nu-
merically exact methods, including the quasi-adiabatic
propagator path integral (QUAPI),22–25 hierarchical
equations of motion (HEOM) method,26–28 and the
multi-configuration time-dependent Hartree (MCTDH)
approach.29–31 QUAPI is based on the discretization
of influence functional for reduced propagation on the
Keldysh contour. The maximum number of short-time
propagators that the path integral spans is determined
by a parameter kmax, which governs the memory length.
The approach becomes difficult to converge when the
memory length is long. The HEOM approach introduces
a hierarchy of auxiliary density matrices and employs a
Mastsubara expansion for the bath density matrix. The
hierarchy truncation level L and number of Matsubara
terms K are numerical parameters that are tuned to con-
verge the HEOM calculation. A standard, highly paral-
lel implementation is available,28 known to be accurate
in the high temperature limit and for the Debye spec-
tral density. Generically, the HEOM approach has more
difficulty for low temperatures and non-Debye spectral
densities. The MCTDH approach is based on the ex-
pansion of the interacting many-body wave function as a
tensor product of wavefunctions defined in a convenient
set of orbitals. A highly efficient protocol may then be
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Figure 1. Spin–boson model parameter space with zero bias  = 0. The x-axis is λ/∆ in log scale and the y-axis is ωc/∆ in
linear scale. The bath temperatures are (a) β∆ = 0.5, (b)β∆ = 5, and (c) β∆ = 50. In each “phase diagram”, the estimated
region of rapid convergence for the SBCI approach is to the left of the dashed line (red) and is to the right of the dotted line
(blue) for the DCCI approach. Points indicate the parameters for plots presented in this work.
used to control, in a time-dependent manner, the number
of orbitals needed for exact convergence. Exact MCTDH
results for the spin–boson model are reported in Ref. 29.
We will be using the benchmarks to investigate accu-
racy, and will make no attempt to compare numerical
efficiency beyond general points having to with the com-
putational scaling of the algorithms. To provide a general
idea, we will say that using our current implementation,
most of the (linear scaling in time) DCCI results pre-
sented here can be comfortably obtained on a laptop in
minutes to hours, whereas the (quadratically scaling in
time) SBCI results typically require a small cluster. How-
ever, it should be noted that the data below was obtained
with a very flexible but not at all optimized code written
in the high-level Python programming language. From
our experience with similar algorithms for the Anderson
impurity model,47 we estimate that 1–2 orders of mag-
nitude in overall runtime could be achieved by writing
an efficient code, or simply by switching to a compiled
language.
B. High temperature regime
We start our comparison of the inchworm approaches
with other exact methods in the high temperature regime
(Fig. (1)(a)), specifically β∆ = 0.5 (kBT/∆ = 2), and
consider the vertical cuts at weak coupling λ/∆ = 0.1,
strong coupling λ/∆ = 10, and intermediate coupling
λ/∆ = 1 in the following.
1. Weak coupling
In the weak system–bath coupling regime, we con-
sider cases with scaled reorganization energy (λ/∆ = 0.1)
where we expect the SBCI expansion to converge more
easily than the DCCI expansion. In Fig. 2, we find that
the lowest order (M = 1) results for the SBCI expansion
always gives a quantitative account of the dynamics with
the error remaining nearly constant over the simulation
time. The SBCI result also converges rapidly upon in-
creasing the maximum order M of each inchworm step.
We note that a smaller cut-off frequency yields a greater
statistical error (see the lower panels of Fig. 2(a) and (b))
with the same computational cost. This is due to the long
correlation time induced by a small ωc, which makes it
more difficult to converge the SBCI expansion. On the
other hand, the DCCI calculation also yields surprisingly
accurate results. However, for a small cut-off frequency,
it becomes more difficult to converge the DCCI approach,
as can be seen in the right panel of Fig.2(b). Note that
for the DCCI approach, convergence is non-monotonic:
whereas the M = 1 case appears quite accurate, the
M = 2 case actually yields results that are substantially
worse. To overcome this, it is necessary to include much
higher order inchworm diagrams. In this case M = 7 ap-
pears to be sufficient. When many contributions at high
orders are important, a larger investment of computer
time is generally required to overcome the sign problem
(here, ˜3 times more computing resources were used to
obtain the still noisy M = 7 result than was used for
M = 1 and M = 2).
Thus, in the high temperature, weak coupling regime,
both inchworm approaches appear capable of reproduc-
ing the results obtained by the HEOM method, which
easily converges to the exact answer for the Debye spec-
tral density at high temperatures. The DCCI approach
does show some convergence difficulties in this regime
for the slow bath case. We could not converge QUAPI
in the slow bath regime, and quantitative discrepancies
can be found between QUAPI and HEOM here, as seen
in Fig. 2.
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Figure 2. Nonequilibrium population difference 〈σz (t)〉 (top
subplots) and corresponding error estimates (bottom sub-
plots) as a function of time in the weak coupling (λ/∆ = 0.1)
and high temperature (β∆ = 0.5) regime. The bias energy is
 = 0. The results calculated by the SBCI (left panels, red
and orange) and DCCI (right panels, blue and green) inch-
worm expansions are plotted for (a) a non-adiabatic (fast)
bath with ωc/∆ = 5, and (b) an adiabatic (slow) bath with
ωc/∆ = 0.25. Maximum order for an inchworm step is indi-
cated by M . The thickness of the Monte Carlo results results
from our error estimates. The dashed lines are the QUAPI re-
sults with (a)∆t = 0.1, kmax = 6 and (b)∆t = 0.1, kmax = 12.
The triangles indicate the HEOM result with K = 2 and
L = 20.
2. Strong coupling
For strong system–bath coupling (λ/∆ = 10), we an-
ticipate that the SBCI expansion will be difficult to con-
verge and the DCCI expansion will show rapid conver-
gence. The right panels of Fig. 3(a) and (b) show that
the DCCI results converge to accurate population dy-
namics as we increase the maximum order M of each
inchworm step, but that at least M = 4 is required for
convergence. As expected, the SBCI expansion is diffi-
cult to converge in this parameter regime. The origins of
this convergence issue can be gleaned from the behavior
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Figure 3. Nonequilibrium population difference 〈σz (t)〉 (top
subplots) and corresponding error estimates (bottom sub-
plots) as a function of time in the strong coupling (λ/∆ = 10)
and high temperature (β∆ = 0.5) regime. The bias energy is
 = 0. The results calculated by the SBCI (left panels, red
and orange) and DCCI (right panels, blue and green) inch-
worm expansions are plotted for (a) a non-adiabatic (fast)
bath with ωc/∆ = 5, and (b) an adiabatic (slow) bath with
ωc/∆ = 0.25. The time step of SBCI for (a) is dt∆ = 0.1/3.
The error estimate of the SBCI calculation (dashed lines in
red and organe) is for one single run. Maximum order for a
inchworm step is indicated by M . The thickness of the Monte
Carlo results results from our error estimates. The dashed
lines are the QUAPI results with (a)∆t = 0.1, kmax = 6 and
(b)∆t = 0.3, kmax = 11. The triangles indicate the HEOM
result with K = 2 and L = 20.
of the error estimate. In particular, the error estimates
found in the left panels in Fig. 3 show the statistical error
for one single SBCI calculation, which indicates the er-
ror of the Monte Carlo estimation of the integral within
each inchworm step. This is an underestimate of the er-
ror margin, as it does not take into account the error
propagation from shorter times; other plots in this paper
show the full error analysis. We note that even the single
run error increases exponentially with time, so that it is
clear that the origin of the exponential growth in noise
to signal ratio is actually the sign problem and not er-
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Figure 4. Nonequilibrium Population difference 〈σz (t)〉 (top
subplots) and corresponding error estimates (bottom sub-
plots) as a function of time in the intermediate coupling
(λ/∆ = 1) and high temperature (β∆ = 0.5) regime. The bias
energy is  = 0. The results calculated by the SBCI (left pan-
els, red and orange) and DCCI (right panels, blue and green)
expansions are plotted for (a) a non-adiabatic (fast) bath with
ωc/∆ = 5, (b) an intermediate bath with ωc/∆ = 1, and (c)
an adiabatic (slow) bath with ωc/∆ = 0.25. Maximum or-
der for a inchworm step is indicated by M . The thickness
of the Monte Carlo results results from our error estimates.
The dashed line are the QUAPI results with (a) ∆t = 0.1,
kmax = 6, (b) ∆t = 0.2, kmax = 10, and (c) ∆t = 0.3,
kmax = 11. The triangles indicate the HEOM result with
K = 2 and L = 20.
ror propagation. The weight of high order configurations
to the integral becomes large when λ increases, and the
SBCI expansion could not be converged in Fig. 3(a) even
with a third of the inchworm step size used in the rest
of the figures in this paper. To capture these high order
contributions, one may increase M . However, as shown
in Fig. 3, the slope of the statistical error grows unfavor-
ably in this case as we increase M , rendering the SBCI
expansion difficult to converge. This is the only part of
the parameter space where we have found that one of
the two methods proposed in the companion paper com-
pletely fails to overcome the dynamical sign problem.
We also note that the full error may not always mono-
tonically increase with time and can exhibit decreasing or
non-monotonic behavior. This is due to the fact that all
contributions are dressed with full propagators tailored
to the observable being measured. Where the value of
the observable is small, each and every contribution will
therefore be composed of small propagators and tend to
be accordingly small, such that the statistical noise ob-
tained is proportional to the (absolute) value at the point
being measured.
3. Intermediate coupling
Lastly, we focus on the intermediate system–bath cou-
pling regime where the scaled reorganization energy is
λ/∆ = 1. Fig. 4 exhibits a general feature of the inch-
worm approaches: convergence with respect to the maxi-
mum order becomes more difficult to obtain as the cut-off
frequency decreases. For a fast bath (ωc/∆ = 5), both
the SBCI and DCCI expansions yield quite accurate re-
sults at lowest order. For ωc/∆ = 1, the parameter set
(λ/∆, ωc/∆) = (1, 1) is located outside of the “safe” re-
gions for the SBCI and DCCI as demarcated in Fig. 1(a).
Here we observe clear, but small, discrepancies between
the SBCI/DCCI results for M = 1 and numerically exact
dynamics. By systematically increasing M , the discrep-
ancies can be corrected. When the cut-off frequency is
small, the parameter set (λ/∆, ωc/∆) = (1, 0.25) is par-
ticularly difficult for both SBCI and DCCI expansions,
although convergence is still seen for M = 6. Lastly, note
that here, as in Fig. 3, some notable discrepancies exist
between the HEOM and QUAPI results. The inchworm
expansions always converge to the HEOM results, which
are expected to be more reliable in the high temperature
regime.
C. Low temperature regime
We now turn our attention to the phase diagram in the
low temperature regime, specifically β∆ = 5 (kBT/∆ =
0.2), and concentrate on vertical cuts at intermediate
coupling λ/∆ = 1 and strong coupling λ/∆ = 10, us-
ing the more suitable of the two methods in each case.
These parameters correspond to Fig. 1(b).
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Figure 5. Nonequilibrium Population difference 〈σz (t)〉 (top
subplots) and corresponding error estimates (bottom sub-
plots) as a function of time in the intermediate coupling
(λ/∆ = 1) and low temperature (β∆ = 5) regime. The bias
energy is  = 0. The results calculated by the SBCI (red
lines) expansions are plotted for (a) an intermediate bath with
ωc/∆ = 1 and (b) an adiabatic bath with ωc/∆ = 0.25. The
maximum order for the inchworm step shown is M = 1. The
thickness of the Monte Carlo results results from our error
estimates. The dashed lines are the QUAPI results with (a)
∆t = 0.1, kmax = 6 and (b) ∆t = 0.1, kmax = 10. The trian-
gles indicate the HEOM result with K = 2 and L = 20. The
MCTDH data is reported in Ref. 29.
1. Intermediate coupling
For intermediate coupling strength (λ/∆ = 1), the
SBCI expansion is expected to converge at low tempera-
tures more easily than in the high temperature regime. In
particular, Fig. 1 shows the region of rapid convergence
for the SBCI expansion becomes larger at low tempera-
tures (b) than high temperatures (a). In Fig. 5, we find
that the SBCI expansion can provide accurate results
even at M = 1 for the parameter sets (λ/∆, ωc/∆) =
(1, 1) and (1, 0.25), which would be more difficult to
converge in the high temperature regime discussed in
Sec. III B.
2. Strong coupling
In the strong coupling regime (λ/∆ = 10), the DCCI
approach is more rapidly convergent and efficient than
the SBCI expansion (see Fig. 6). In particular, we show
the DCCI results for parameter sets in the adiabatic and
intermediate regime, namely (λ/∆, ωc/∆) = (10, 1) and
(10, 0.25). In these regimes, the lowest order DCCI re-
sults tend to over-estimate the incoherent decay of the
population. Including higher order contributions within
each inchworm step is necessary, as it provides significant
corrections to population dynamics leading to agreement
with the HEOM and MCTDH results. At small ωc/∆,
(a)λ/∆ = 10, ωc/∆ = 1 (b)λ/∆ = 10, ωc/∆ = 0.25
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Figure 6. Nonequilibrium Population difference 〈σz (t)〉 (top
subplots) and corresponding error estimates (bottom sub-
plots) as a function of time in the strong coupling (λ/∆ = 10)
and low temperature (β∆ = 5) regime. The bias energy is
 = 0. The results calculated by the DCCI (blue and green
lines) expansions are plotted for (a) an intermediate bath with
ωc/∆ = 1 and (b) an adiabatic bath with ωc/∆ = 0.25. Max-
imum order for a inchworm step is indicated by M . The
thickness of the Monte Carlo results results from our error
estimates. The dashed line are the QUAPI results with (a)
∆t = 0.2, kmax = 11 and (b) ∆t = 0.4, kmax = 10. The
triangles indicate the HEOM result with K = 3 and L = 20.
The MCTDH data is reported in Ref. 29.
one needs to go as far as M = 8, which is too difficult to
fully converge with our current prototype code without
spending a great deal of computer time. In the adiabatic
regime (small ωc), QUAPI also tends to overestimate the
decay for the long time behavior. To obtain correct long-
time dynamics, one would need to increase the truncation
of the memory length kmax, which greatly increases the
need for memory and makes QUAPI difficult to converge.
D. Very low temperature limit
Finally, we explore the very low temperature limit
β∆ = 50 (kBT/∆ = 0.02) corresponding to the phase
diagram Fig. 1(c). In this limit, the standard HEOM
implementation28 can be computationally expensive to
converge. Indeed, the lower the bath temperature, the
more Matsubara terms that are needed to capture the
bath density matrix and the more hierarchical levels are
required to converge the long-time dynamics. We find
that the HEOM implementation available to us becomes
unfeasible for very low temperatures, though we note
that recent advances may ameliorate this problem in
at least some instances.49–54 At least in the Anderson
model, this is not always the case.55 Fig. 1 suggests that
the SBCI and DCCI expansions hold an advantage over
HEOM (though not MCTDH) at low temperatures, in
that the computational cost does not increase with de-
8creasing temperature. However, since at low enough tem-
peratures strong correlation effects may alter the picture,
it is not trivial that the simple analysis used to generate
this figure should hold.
In Fig. 1(c), the combined area of strong convergence
for the SBCI and DCCI expansions covers almost the en-
tire parameter space in the very low temperature case.
For the fast bath case (ωc/∆ = 5), Fig. 7(a) shows that
the parameter set falls out of the region of facile con-
vergence for the DCCI approach, however we find that
the DCCI expansion can still provide accurate popula-
tion dynamics, and is in fact more efficient than the SBCI
expansion. On the other hand, for the intermediate cut-
off frequency case (ωc/∆ = 1), the SBCI expansion re-
sults in population dynamics that agree perfectly with
the MCTDH result, while we note that the DCCI expan-
sion is difficult to converge with respect to the maximum
order M (see Fig. 7(b)). This clearly does not agree with
our naive estimates for convergence of the DCCI expan-
sion.
E. Biased systems
We now turn to a discussion of the last dimension of
the parameter space of the spin–boson model, namely the
bias energy  of the spin subsystem. We expect the SBCI
and DCCI approaches to have similar behavior with re-
spect to convergence within parameter space for non-zero
bias energy. However, non-zero bias energy may intro-
duce an additional phase in the reduced propagators and
cause a more difficult dynamical sign problem.
For the SBCI expansion, the  dependence is only
found within the system influence functional: in par-
ticular, in the interaction picture operators σ˜z (t) =
eiHstσˆze
−iHst, where Hs = σˆz + ∆σˆx. The bath in-
fluence functional does not depend on the bias energy, so
that the inchworm propriety of any individual diagram
remains unchanged. Therefore, it is straightforward to
account for the bias energy within the SBCI algorithm.
On the other hand, the DCCI algorithm only contains
-dependence in the phase influence functional
Φ (s) ∝ exp
[
−i
m+1∑
k=1
σk (sk − sk−1)
]
(12)
where we designate the state between [sk−1,sk] as σk for
k ∈ {1, . . . ,m} as in the companion paper. Note that the
phase functional is a real number only if  = 0, while  6=
0 renders Φ (s) complex and thus potentially increases the
dynamical sign problem of the dQMC method, making
the DCCI algorithm somewhat more difficult to converge.
In Fig. 8, we show the SBCI and DCCI results for
non-zero bias energy  = ∆ cases at high temperature
β∆ = 0.5 and the very low temperature case β∆ = 50.
The system–bath coupling is taken to be λ/∆ = 1 and
a cut-off frequency of ωc/∆ = 5 is used. In general, the
error estimate of the SBCI expansion grows more rapidly
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Figure 7. Nonequilibrium population difference 〈σz (t)〉 (top
subplots) and corresponding error estimates (bottom sub-
plots) as a function of time in the intermediate coupling
(λ/∆ = 1) and very low temperature (β∆ = 50) regime. The
bias energy is  = 0. The results calculated by the SBCI (left
panels) and the DCCI (right panels) expansions are plotted
for (a) a non-adiabatic (fast) bath with ωc/∆ = 5 and (b) an
intermediate bath with ωc/∆ = 1. Maximum order for each
inchworm step is indicated by M . The thickness of the Monte
Carlo results results from our error estimates. The dashed line
are the QUAPI results with ∆t = 0.1 and kmax = 10. The
MCTDH data is reported in Ref. 29.
with time, so that more computational effort to control
the error propagation is needed. The DCCI expansion
shows a clear convergence with respect to the maximum
order M . Compared to the same parameter set λ/∆ = 1,
ωc/∆ = 5, and β∆ = 50 for zero bias energy, we note that
the non-zero bias energy does increase the computational
effort, especially for the DCCI approach.
IV. CONCLUSIONS
In this work we have presented benchmark calcula-
tions of the inchworm dQMC approach for the real-time
nonequilibrium dynamics in the spin–boson model. A
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Figure 8. Nonequilibrium population difference 〈σz (t)〉 (top
subplots) and corresponding error estimates (bottom sub-
plots) as a function of time in the intermediate coupling
(λ/∆ = 1) and non-adiabatic (ωc/∆ = 5) regime. The bias
energy is  = ∆. The results calculated by the SBCI (left
panels) and the DCCI (right panels) expansions are plotted
for (a) high temperature with β∆ = 0.5 and (b) very low tem-
perature with β∆ = 50. Maximum order for each inchworm
step is indicated by M . The thickness of the Monte Carlo re-
sults results from our error estimates. The dashed line are the
QUAPI results with ∆t = 0.1 and kmax = 10. The MCTDH
data is reported in Ref. 29.
rather extensive swath of the full parameter space has
been explored and a detailed discussion of the conver-
gence properties of both the SBCI and DCCI has been
made. We have compared these inchworm expansions
to several prominent, numerically exact schemes such as
QUAPI, HEOM, and MCTDH.
In general, we find that at least one of the inchworm ex-
pansions appears to converge to the exact result in essen-
tially all tested regions of parameter space. This appears
to include regions of parameter space that are difficult for
the QUAPI and HEOM methods. On the other hand, at
this stage the QUAPI and HEOM algorithms are simpler
to employ. In particular, more work needs to be done
to fully understand the factors that govern error growth
and convergence of the various inchworm approaches so
that a general “black-box” implementation may be de-
veloped which would render inchworm Monte Carlo as
user-friendly as these approaches.
In our view, the MCTDH approach is the most reli-
able and stable approach for the description of dynam-
ics in the standard spin–boson problem. The inchworm
approaches presented here provide results that appear
compatible, but not quite as robust, as those produced
by MCTDH. Inchworm Monte Carlo is essentially an ef-
ficient means to stochastically sample an exact perturba-
tion expansion. This gives hope that the approach may
provide a general utility beyond the simplest incarnation
of the spin–boson model, in cases where other methods
may not be viable. Indeed, inchworm works very well for
the Anderson impurity model, where QUAPI appears to
suffer from memory length issues56 and MCTDH appears
to have trouble in strongly correlated regimes.57
The biggest potential niche for the suite of inch-
worm Monte Carlo approaches outlined here appears
to be in a nonequilibrium setting, such as where
transport occurs between two or more reservoirs. In
such situations, MCTDH is significantly more expen-
sive, while diagrammatic Monte Carlo actually be-
comes easier to converge.42,46,58 A particularly inter-
esting case is nonequilibrium heat transport in the
multi-bath spin–boson problem.59–63 Here, as far as we
know, only one numerically exact calculation has been
performed,62,63 but owing to the numerical difficulty of
the problem, a systematic study could not be performed.
This is just one example of a class of physically impor-
tant problems that may be probed in far greater detail
by the inchworm Monte Carlo methods of this work.
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