Abstract. In this paper, we consider a geometric formalism for optimal control of underactuated mechanical systems. Our techniques are an adaptation of the classical Skinner and Rusk approach for the case of Lagrangian dynamics with higher-order constraints. We study a regular case where it is possible to establish a symplectic framework and, as a consequence, to obtain a unique vector field determining the dynamics of the optimal control problem. These developments will allow us to develop a new class of geometric integrators based on discrete variational calculus.
Introduction
The mathematical activity in the last century in dynamical systems, mechanics and related areas has been extraordinary. The number of applications has grown exponentially and both basic science as well as several engineering technologies are profiting from this development. In the 1960s more sophisticated and powerful techniques coming from modern differential geometry and topology have been introduced in their study, experiencing a spectacular growth in the last 50 years. Control and optimal control of mechanical systems has not ignored these developments, becoming now a principal research focus of nonlinear control theory. In particular, there are an increasing interest in the control of underactuated mechanical systems (see [10, 13] ). These type of mechanical systems are characterized by the fact that there are more degrees of freedom than actuators. This type of system is quite different from a mathematical and engineering perspective than fully actuated control systems where all the degrees of freedom are actuated.
The class of underactuated mechanical systems are abundant in real life for different reasons, for instance, as a result of design choices motivated by the search of less cost engineering devices or as a result of a failure regime in fully actuated mechanical systems. The underactuated systems include spacecraft, underwater vehicles, mobile robots, helicopters, wheeled vehicles, mobile robots, underactuated manipulators...
On the other hand, there are many papers in which optimal control problems are addressed using geometric techniques (see, for instance, [8, 18, 19, 31] and references therein). Now, we introduce an optimization strategy in an underactuated mechanical system, that is, we are interested in studying the implementation of devices in which a controlled quantity is used to influence the behavior of the undeactuated system in order to achieve a desired goal (control) using the most economical strategy (optimization). Thus, in our paper we develop a new geometric setting for optimal control of underatuated lagrangian systems strongly inspired on the Skinner and Rusk formulation for singular Lagrangians systems [30] . Since in this setting the controlled Euler-Lagrange equation are second-order differential equations we will need to implement an higher-order version of this classical Skinner and Rusk formalism [5] . This geometric procedure gives us an intrinsic version of the differential equations for optimal trajectories and permits us to detect the preservation of geometric properties (symplecticity, preservation of the hamiltonian, etc.). For expository simplicity, we restrict ourselves in Section 5 to the so-called optimal control of superarticulated mechanical systems, in which only some of the degrees of freedom are controlled directly, with the remaining variables freely evolving subject only to dynamic interactions with the actuated degrees of freedom (see [2, 29] ). Obviously, our theory can be easily extended to more general class of underactuated lagrangian systems.
Moreover, using a discrete version of this variational approach to optimal control of underactuated lagrangian systems it is possible to construct discretization schemes for this type of systems which preserve a discrete symplectic form. All this type of geometric integrators has demonstrated, in worked examples, an exceptionally good longtime behavior and obviously this research is of great interest from numerical and geometric considerations (see [17] ).
The paper is organized as follows. In Section 2 we recall some geometric constructions and properties of higher-order tangent bundles to make the paper self-contained. In section 3, we derive the main geometric objects of higher-order variational calculus with higher-order constraints. In Section 4, we deduce the geometric framework for higher-order mechanics using the Skinner and Rusk formalism. In Section 5 we apply the previous techniques to the case of optimal control of underactuated Lagrangian systems. A concrete example: the Cart-Pole system is carefully analyzed. Finally, in Section 6 we derive the corresponding discrete version obtaining a numerical integrator which inherits some of the previously analyzed geometric properties of the continuous optimal control problem for the underactuated system (symplecticity, momentum preservation...).
Higher-order tangent bundles
In this section we recall some basic facts of the higher-order tangent bundles theory. For more details see [15, 21] .
Let Q be a manifold of dimension n. An equivalence relation is introduced in the set C ∞ (R, Q) of differentiable curves from R to Q. By definition, two given curves in Q γ 1 (t) and γ 2 (t) where t ∈ (−a, a) with a ∈ R have contact of order k at q 0 = γ 1 (0) = γ 2 (0) if there is a local chart (ϕ, U ) of Q such that q 0 ∈ U and
for s = 0, ..., k. This is a well defined equivalence relation in C ∞ (R, Q) and the equivalence class of a curve γ will be denoted by [γ] (k) 0 . The set of equivalence classes will be denoted by T (k) Q and we can see that it is a differentiable manifold. Moreover, τ
= γ(0) is a fiber bundle called the tangent bundle of order k of Q.
We also may define the surjective mappings τ
0 . It is easy to see that
Of course, these definitions can be applied to functions defined on open sets of Q.
From a local chart (q i ) on a neighborhood U of Q, it is possible to induce local coordinates
will use the standard conventions,
Given a vector field X on Q, we define its k-lift X (k) to T (k) Q as the unique vector field on T (k) Q satisfying the following identities
for all differentiable function f on Q. In coordinates, the k-lift of a vector field X = X i ∂ ∂q i is
0 , where γ (k−1) is the lift of the curve γ to T (k−1) Q; that is, the curve
where γ t (s) = γ(t + s). In local coordinates
We use the map j k to construct the differential operator d T which maps a function f on
Variational calculus with higher-order constraints
In this section, we briefly review the main notions of variational calculus with higher-order constraints.
Let us consider a mechanical system whose dynamic is described by a Lagrangian L :
R that depends on higher-order derivatives up to order k. Given two points x, y ∈ T (k−1) Q we define the infinite-dimensional manifold C 2k (x, y) of 2k-differentiable curves which connect x and y as
Fixed a curve c in C 2k (x, y), the tangent space to C 2k (x, y) at c is given by
Let us consider the action functional A on C 2k -curves in Q given by In order to find the critical points of A, we need to characterize the curves c such that dA(c)(X) = 0 for all X ∈ T c C 2k (x, y). Taking a family of curves c ∈ C 2k (x, y) with c 0 = c and ∈ (−b, b) ⊂ R, the stationary condition can be written as
A(c ) = 0 .
Let us denote δc
; then we deduce the following result (see [24] for the same result when k = 1).
Then, there exists a unique operator EL :
EL is called Euler-Lagrange operator and Θ L is called the Poincaré-Cartan 1-form. In local coordinates we have that
where the functionsp (l)i with 0 ≤ l ≤ k − 1, are the Jacobi-Ostrogradski generalized momenta defined byp
The equations of motion of the system, called higher-order Euler-Lagrange equations, are locally written as
Is easy to prove that Ω L is symplectic if and only if det
The higher-order Lagrangian L is called regular if the 2-form Ω L is symplectic. In the following, we will assume that the Lagrangian L is regular.
We will see that introducing higher-order constraints and applying the Lagrangian multipliers Lemma (see, for instance, [1] ), it is possible to derive the equations of motion and the corresponding geometric structures associated to this constrained problem.
Let us consider a submanifold M of T (k) Q locally determined by the vanishing of the constraints functions Φ α :
We assume that the restriction of the projection (τ
Q is a submersion. Locally, this conditions means that the m × n-matrix
Consider now the subset C 2k (x, y, M) of C 2k (x, y) of curves that satisfies these constraint equations, that is
and .
For solving this type of problems we will need the following version of the Lagrange Multipliers Lemma.
Lemma 3.4. Let N be a smooth manifold and let F be a Banach space with g : N → F a smooth submersion so that g −1 (0) is a submanifold of N. Let f : N → R be a smooth function. Then
if and only if there exists λ ∈ F * such that x is a critical
As in the case of systems with constraints on T Q, by using the Lagrange Multipliers lemma, we may characterize the regular critical points of the higher-order problem with constraints as an unconstrained problem for an extended Lagrangian system. (See [22] , for a detailed proof).
Proposition 3.5. (Variational problem with higher-order constraints)
A curve c ∈ C 2k (x, y, M) is a critical point of the variational problem with higher-order constraints if and only if c is a critical point of the functional
where λ = (λ 1 , . . . , λ m ) as regarded as generalized coordinates on R m and L :
Remark 3.6. The equations
are called Euler-Lagrange equations with higher-order constraints.
Geometric formulation for higher-order constrained variational problems
Now, we develop a geometric characterization higher-order constrained variational problems using, as an essential tool, the Skinner and Rusk formulation (see [30] ).
Let us consider the Whitney sum T * (T (k−1) Q) ⊕ T (k) Q and the canonical projections
Let us take the submanifold W 0 = pr 
Now, we consider on W 0 the presymplectic 2-form
Here ·, · denotes the natural paring between vectors and covectors on
We will see that the dynamics of the higher-order constrained variational problem is intrinsically characterized as the solutions of the presymplectic hamiltonian equation
Observe that locally
Then, it is easy to show that equations (4.1) are equivalent to (see [3] )
where T W 0 is the annihilator of T W 0 locally spanned by {dΦ α }, where Φ α : W 0 → R denote the constraints Φ α = Φ α • pr 2 (for notational simplicity, we do not distinguish the notation between constraints on M and constraints on W 0 ).
, then the local expressions of the presymplectic 2-form Ω and the hamiltonian H are
The solutions of Equation (4.2) are defined on the first constraint submanifold given by the set of points x ∈ W 0 such that (dH + λ α dΦ α )(x)(Z) = 0, for all Z ∈ ker Ω(x). Locally these restrictions are defined from the following relations
The equations ϕ 1 i = 0 (primary relations) determine the set of points W 1 of W 0 where (4.2) has a solution. W 1 is the primary constraint submanifold (assuming that it is a submanifold) for the presymplectic hamiltonian system (W 0 , Ω W0 , H W0 ). (See, for instance, [16] ). Then, we have two different types of equations which restrict the dynamics on
Therefore, the equations that define an integral curve of the solution X are given by 5) and the constraint equations (4.3) and (4.4).
Differentiating with respect to time the equations ϕ 1 i , substituting in (4.5) and proceeding further, we find the equations of motion for the higher-order variational problem analyzed in Section 3, i.e.
The solution of equation (4.1) on W 1 may not be tangent to W 1 . In such a case, we have to restrict W 1 to the submanifold W 2 where there exists at least a solution tangent to W 1 . Proceeding further, we obtain a sequence of submanifolds [16] (assuming that all the subsets generated by the algorithm are submanifolds)
Algebraically, these constraint submanifolds can be described as
If this constraint algorithm stabilizes, i.e., there exists a positive integer k ∈ N such that W k+1 = W k and dim W k ≥ 1, then we will have at least a well defined solution
Now, denote by Ω W1 , the pullback of presymplectic 2-form Ω W0 to W 1 . In order to establish a necessary and sufficient condition for the symplecticity of the 2-form Ω W1 , we define as in Section 3, the extended lagrangian
The proof follows the same lines that the one in Proposition 5.1). 
Thus we can consider (
) as local coordinates in W 1 . In this case,
which is obviously symplectic.
Optimal Control of underactuated mechanical systems
After introducing the geometry of higher-order Lagrangian system with constraints in the previous section, we may turn to the geometric framework for optimal control of underactuated mechanical systems. We recall that a Lagrangian control system is underactuated if the number of the control inputs is less than the dimension of the configuration space. We assume, in the sequel, that the considered systems are controllable [10] .
Consider the class of underactuated Lagrangian control system (superarticulated mechanical system following the nomenclature by [2] ) where the configuration space Q is the cartesian product of two differentiable manifolds,
Given a Lagrangian L : T Q ≡ T Q 1 × T Q 2 → R, we assume that the controlled external forces can be applied only to the coordinates (q a ). Thus, the equations of motion are given by
where a = 1, . . . , r, and α = r + 1, . . . , n.
We study the optimal control problem that consists on finding a trajectory (q a (t), q α (t), u a (t)) of state variables and control inputs satisfying equations (5.1) from given initial and final conditions, (q
It is well know (see [7] ) that this optimal control problem is equivalent to the following constrained variational problem.
subject to the second order constraints given by
and the boundary conditions, where L :
Now, according to the formulation given in Section 4, the dynamics of this second order constrained variational problem is determined by the solution of a presymplectic Hamiltonian system. In the following we repeat some of the constructions given in 4 but specialized to this particular setting, obtaining new insights for the optimal control problem under study.
If M ⊂ T (2) Q is the submanifold given by annihilation of the functions Φ α , we will see how to define local coordinates on M.
From the constraint equations we have 
Therefore, we can consider (q i ,q i ,q a ) as a system of local coordinates on M. The canonical inclusion i M : M → T T Q can be written as
Define the restricted lagrangian L | M : M → R.
u u j j j j j j j j j j j j j j j j j j
t i i i i i i i i i i i i i i i i i i i i T Q Figure 1. Second order Skinner and Rusk formalism
We will consider
Let us define the 2-form Ω
−1 (x) and α x ∈ T * x T Q. In local coordinates, Ω W0 = dq i ∧ dp 0 i + dq i ∧ dp
The dynamics of this variational constrained problem is determined by the solution of the equation
It is clear that Ω W0 is a presymplectic form on W 0 and locally
Following the Gotay-Nester-Hinds algorithm we obtain the primary constraints
That is,
These new constraints ϕ 
From Equations (5.6) and (5.7) we deduce
Differentiating with respect to time, replacing in the previous equality and using (5.5) we obtain the following system of 4-order differential equations
Also, using (5.5) and (5.6) we deduce
If we solve the implicit system of differential equations given by (5.8) and (5.9) then from Equations (5.6) and (5.7) we deduce that the values of p 0 a and p
Since, from our initial problem, we are only interested in the values q A (t), it is uniquely necessary to solve the coupled system of implicit differential equations given by (5.8), (5.9) and (5.4) without explicitly calculate the values p 0 a (t). Now, we are interested in the geometric properties of the dynamics. First, consider the submanifold W 1 of W 0 determined by
and the 2-form Ω W1 = i * W1 Ω W0 , where i W1 : W 1 → W 0 denotes the canonical inclusion. Locally, W 1 is determined by the vanishing of the constraint equations 
Let us recall that Ω W1 is symplectic of and only if
Suppose that (W 1 , Ω W1 ) is symplectic and that λ a R ab (x) = 0 for some λ a ∈ R and x ∈ W 1 .
Hence
. This implies that λ b = 0 for all b and that the matrix (R ab ) is regular. Now, suppose that the matrix (R ab ) is regular. Since
and, in consequence,
, for all a and i Z Ω W0 (x)(Z) = 0, for allZ ∈ T x W 1 .
Then, Z ∈ ker Ω W0 (x). This implies that
and, consequently, λ b = 0, for all b, and Z = 0.
In the case where the matrix (5.12) is regular then the equations (5.8), (5.9) and (5.4) can be written as an explicit system of differential equations of the form
. Now, we will analyze an alternative characterization of the condition (5.12) and its relationship with the matrix condition that appears in Theorem 4.1. Using the chain rule
Then we can write (5.12) as
Then, the matrix (
where
It is easy see that the elements of the matrix (5.12) are given by
Now, using elemental linear algebra it is easy to show that matrix (5.17) is regular if and only if the matrix of elements (5.16) is regular.
Example 5.3. The Cart-Pole System (see [7] and references therein). A Cart-Pole System consists of a cart and an inverted pendulum on it. The coordinate x denotes the position of the cart on the x-axis and θ denotes the angle of the pendulum with the upright vertical. The configuration space is Q = R × S 1 .
First, we describe the Lagrangian function describing this system. The inertia matrix of the cart-pole system is given by
where M is the mass of the cart and m, l are the mass, and length of the center of mass of pendulum, respectively. The potential energy of the cart-pole system is V (θ) = mgl cos(θ).
The Lagrangian of the system (kinetic energy minus potential energy) is given by
where h is the car height.
The controller can apply a force F , the control input, parallel to the track remaining the joint angle θ unactuated. Therefore, the equations of motion of the controlled system are (M + m)ẍ − mlθ 2 sin θ + mlθ cos θ = ü x cos θ + lθ − g sin θ = 0
Now we look for trajectories (x(t), θ(t)), u(t)) on the state variables and the controls inputs with initial and final conditions, (x(0), θ(0),ẋ(0),θ(0)), (x(T ), θ(T ),ẋ(T ),θ(T )) respectively, and minimizing the cost functional
Following our formalism this optimal control problem is equivalent to the constrained secondorder variational problem determined by
and the second-order constraint
We rewrite the second-order constraint as
Let us consider the submanifold
. Now, we consider the restriction of L to M given by
For simplicity, denote by
Now, the presymplectic 2-form Ω W0 , the Hamiltonian H W0 and the primary constraint ϕ 1 x are, respectively Ω W0 = dx ∧ dp 0 x + dθ ∧ dp 0 θ + dẋ ∧ dp 1 x + dθ ∧ dp 0 θ ,
i.e.,
This constraint determines the submanifold W 1 . Applying Proposition 5.1 we deduce that the 2-form Ω W1 , restriction of Ω W0 to W 1 , is symplectic since
Therefore, the algorithm stabilizes at the first constraint submanifold W 1 . Moreover, there exists a unique solution of the dynamics, the vector field X ∈ X(W 1 ) which satisfies i X Ω W1 = dH W1 . In consequence, we have a unique control input which extremizes (minimizes) the objective function A and then the force exerted to the car is the minimum possible. If we take the flow F t : W 1 → W 1 of the vector field X then we have that F * t Ω W1 = Ω W1 . Obviously, the hamiltonian function
is preserved by the solution of the optimal control problem, that is H W1 • F t = H W1 . Both properties, symplecticity and preservation of energy, are important geometric invariants. In next section, we will construct, using discrete variational calculus, numerical integrators which inherit some of the geometric properties of the optimal control problem (symplecticity, momentum preservation and, in consequence, a very good energy behavior).
6. Geometric discretization of optimal control problems for underactuated mechanical systems 6.1. Discrete vakonomic mechanics. In this section we discuss some ideas from discrete mechanics for vakonomic systems (see [4] ). The main idea is to use discrete variational calculus. In the case of vakonomic systems, the principle seeks to find a discrete curve which is a critical point of the discrete action sum subject to some constraint functions. The discrete curves are sequences of points that approximate curves on Q.
The discretizing procedure of a given continuous vakonomic system, determined by a Lagrangian function L : T Q → R and a constraint submanifold M of T Q, starts first substituting the velocity phase space T Q by the cartesian product of two copies of Q, Q × Q. Secondly, we discretize the continuous lagrangian and the constraint submanifold to a discrete lagrangian function L d : Q × Q → R and a constraint submanifold M d of Q × Q determined by the vanishing of m-independent constraints functions Φ
Given q 0 and q N in Q, for some (also fixed) integer N , we consider the space of sequences (q 0 , q 1 , . . . , , q N ) (the discrete paths joining q 0 to q N ). We form the discrete action sum
over discrete paths satisfying the discrete constraints equations, that is Φ α d (q k , q k+1 ) = 0, with k = 0, . . . , N − 1. We compute the critical point of this action sum subjected to the constraint equations; that is, min A d (q 0 , q 1 , . . . , q N ) with q 0 and q N fixed suject to Φ
Observe that system is subjected to N m constraint functions. We define the augmented Lagrangian
. This Lagrangian L d gives rise to the following unconstrained discrete variational problem
where λ k is a m-vector with components λ k α with 1 ≤ α ≤ m. From the classical lagrangian multiplier theorem, we have that the regular extremals of Problem (6.1) are the same than in Problem (6.2). Therefore, applying standard discrete variational calculus we deduce that the solutions of problem (6.1) verify the following set of difference equations For all function F ∈ C ∞ (Q × Q), we denote by D 12 F the n × n-matrix ∂ 2 F ∂x i ∂y j (partial derivatives with respect to the first and second variables). Then, if the matrix
is regular along M d × R m , then, by a direct application of the implicit function theorem, we deduce that there exists a unique map
such that for all solutions (q 0 , q 1 , . . . , q N , λ 0 , λ 1 , . . . , λ N −1 ) of the equation (6.1) we have that
The application Υ d will be called the discrete flow of the vakonomic problem.
In [6] , it is shown that the discrete flow Υ d preserves a symplectic form naturally defined on M d × R m and it is momentum preserving if the discrete Lagrangian L d and the constraint submanifold M d are invariant under the action of a Lie group of symmetries. 6.2. Discrete second-order vakonomic mechanics. In this subsection, we study discrete second-order mechanical systems with constraints (see [6] ) bearing in mind the discretization of optimal control problems for underactuated mechanical systems.
A natural discrete space substituting the second-order tangent bundle T (2) Q is Q × Q × Q and therefore a discrete vakonomic system is determined by a discrete lagrangianL d : Q×Q×Q −→ R and a constraint submanifold M d is locally determined by the vanishing of m-constraint functions Φ
Adding the constraints, we have the following discrete constrained variational problem
As in the previous section we define the augmented lagrangian
Hence, as in the previous section, Problem (6. 3) is equivalent to the following (singular) unconstrained problem for
and λ k is a m-vector with components λ k α , 1 ≤ α ≤ m. Hence, the extremality conditions are Using similar techniques than in [4, 6] , it is possible to show that, under the regularity assumptions, the discrete second-order vakonomic flow is symplectic and preserves momentum in the case when we have a Lie group action preserving the discrete lagrangian L d and the constraint submanifold M d .
6.3. Application to optimal control of underactuated mechanical systems. In this section, we show that the discrete vakonomic approach of second order problem is an appropriate framework for discrete versions of optimal control problems of underactuated mechanical systems considered in Section 5 (see [28] for an alternative approach). The main application will be the explicit construction of geometric numerical integrators for this type of systems.
Let us take a discrete lagrangian L d : Q × Q → R where Q = Q 1 × Q 2 as in Section 5. Then, an element (q The optimal control problem is determined prescribing the discrete cost functional Since the control variables appear explicitly the previous discrete optimal control problem is equivalent to the second-order discrete vakonomic problem determined by
Applying the techniques developed in Subsection 6.2 and assuming the regularity condition (6.5) we obtain the discrete flow The discreted controlled Euler-Lagrange equations are
In the figure we show the excellent energy behavior (of the function H W1 ) of our symplectic geometric integrator for the cart-pole system
