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Chapter 1
Introduction
In Service-oriented Computing (SOC), services distributed over a network are com-
posed according to the requirements of service consumers. Services are platform- and
network-independent applications that support rapid, low-cost, loosely-coupled com-
position. Services typically run on the hardware of their own providers, in different
containers, separated by fire-walls and other ownership and trust barriers. Their com-
position requires additional mechanisms (e.g., process work-flow engines, connectors,
or glue code) to impose some form of coordination (i.e., orchestration and/or chore-
ography).
The holy grail of service and component-based software engineering is to develop
truly reusable software services and components that can be sold off-the-shelf and
reused to build software systems [88]. Research on software composition plays a key
role in this quest, as it offers flexible ways of plugging together components. Some
approaches to software composition use textual glue code [64, 71, 38], usually in a
scripting language, whereas others offer a more visual approach, where ‘channels’ or
‘connectors’ are used to compose components into a system (e.g. [2, 80, 14]). Connec-
tors play the role of coordinating software, yet their functionality is traditionally more
limited than scripting languages. This has changed with the advent of the notion of
compositional connectors [2, 64]. In such a setting, connectors are formed by com-
posing simpler connectors, such as channels, together. Several coordination languages
have been proposed for software composition.
Coordination languages express various coordination patterns exhibiting combi-
nations of synchronization, mutual exclusion, non-deterministic choice, and state-
dependent behavior. Some have been used as component connector models, including
Reo [2], Ptolemy [58, 36], Ptolemy II [59, 36], Orc [64], MoCha [80], Manifold [7],
Linda [41], BIP [15], and pipe and filter architectures [81]. Although these models
overlap in philosophy and functionality, Reo is the only one that enables propagation
of synchrony though composition, mutual exclusion through connectors, and combi-
nation of synchrony and asynchrony [78, 73, 77].
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1.1 Quantitative analysis of systems
In recent years, there has been an increasing interest in studying the behavior of
software systems from a quantitative perspective. Consider a service-based system
running in a call center that matches calling clients with the appropriate represen-
tatives that can provide them with the specialized customer service that they need.
Challenges that the center might face include minimizing the number of customers
waiting to be matched at any point (while not having to increase their number of
employees and servers too much) and improving the quality of the matching service.
The relevance of being able to propose solutions for such challenges cannot be un-
derestimated, since resources are neither infinite nor free. In addition, the answers to
quantitative questions have to be adapted according to the context: different services
have different constraints. For instance, in the context of safety critical and time criti-
cal applications (like airplane and automobile control systems), if a request is waiting
for more than a few seconds there could be disastrous consequences, whereas in other
applications, such as a ticket booking website, a few seconds will not have too much
of a negative impact.
As mentioned above, distributed services are platform independent and, there-
fore, heterogeneous, in the sense that, for instance, they are written in different pro-
gramming languages. In such a setting, even if the QoS properties of every indi-
vidual service and connector are known, it is far from trivial to build a model for
and make statements about the end-to-end QoS of a composed system. For this pur-
pose, over the past few decades, several stochastic methods, such as Stochastic Petri
Nets (SPN) [79, 65] and Stochastic Process Algebra (SPA) [63, 49, 45], have been
suggested in various application areas. SPN are useful for the analysis of computer
systems since they allow the system operations to be precisely described by means of
a graph which then translates into a Markovian model used to obtain performance
estimates. Due to its graphical representation, it can easily be understood. In addi-
tion, the derivation of the Markovian model and its solution can be automated and
transparent to the users. However, as typical of state-based models, they suffer from
the state-explosion problem, and often, for a large SPN model, exact solutions cannot
be computed. In addition, SPN essentially deal with asynchronous events and, hence,
the synchrony of events is not propagated through composition [4]. SPA, on the other
hand, offers a compositional specification framework. A complicated system can be
modeled by first modeling its sub-systems and then the interaction between them.
The main disadvantage of SPA is the lack of expressiveness of the timing distribu-
tions that can be used in the modeling: only negative exponential distributions are
allowed.
In this thesis we focus on Reo, a channel-based coordination language which pro-
vides a flexible and expressive model for compositional construction of connectors
that coordinate distributed services over networks. Reo has been around for many
years now and much research has been done in order to turn it into an expressive,
modular and usable language. One of the main streams in this research concerns
formal semantic models for Reo. There have been several proposals: a coalgebraic
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model [9], colouring tables [30] which are used in the animation tool of Reo con-
nectors in Extensible Coordination Tools (ECT) [35], and several automata models,
particularly suitable for verification. Among the proposed automata models, each of
which offers different expressiveness and modeling advantages, we mention Constraint
Automata (CA) [12], Intentional Automata (IA) [31] and Reo automata [19]. CA are
a basic and compact automaton model, which unfortunately does not support con-
text dependency directly. Context dependency expresses behavior that depends on
both the positive and negative availability of I/O requests on the boundary ports of
a connector. To overcome this limitation of CA, IA and Reo automata were recently
proposed. The Reo automata model is compact, quite close in spirit to the CA model,
whereas the IA model is more verbose. In this thesis, we provide quantitative exten-
sions of both IA and Reo automata.
First steps have been taken to extend Reo in order to accommodate QoS aspects
of a system. In [5], Quantitative Reo and Quantitative Constraint Automata (QCA)
were introduced. The QCA model integrates the QoS aspects of components/services
and connectors that comprise an application to yield the QoS properties of that appli-
cation, ignoring the impact of the environment on its performance, such as throughput
and delays. QCA provide a useful model for service selection and composition [61],
but, because it ignores the interaction with the environment, it does not provide a
faithful model for the end-to-end QoS of a system. The latter can crucially depend not
only on the internal details of a system, but also on how it is used in an environment,
as determined, for instance, by the frequencies and distributions of the arrivals of I/O
requests. Such stochastic aspects are not investigated in [5].
1.2 Thesis overview and contributions
The main aim of this thesis is to provide an expressive model wherein the specification
of the overall end-to-end QoS of a composed service in a distributed environment
can be carried out compositionally. We use as basis of our model Reo, which we
extend with the power to specify stochastic aspects of a system. We provide two
formal semantic models for this extension of Reo, based on the IA and Reo automata
models mentioned above. Furthermore, in order to enable practical analysis of the
end-to-end QoS of a system, we provide translation methods from the specification
models into stochastic models (Markov Chains and Interactive Markov Chains). We
have implemented all the methods presented in this thesis as plug-ins for the ECT
tools [8] and, using them, we have modeled and analyzed a real application, the ASK
system [83].
In Chapter 2 we mention the basic preliminaries of Reo and its semantics models.
In addition, Stochastic Reo, a stochastic extension of Reo, is introduced, in which it
is possible to specify the end-to-end QoS of a system. Stochastic Reo constitutes the
only original contribution of this chapter and it is based on the paper:
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[6] Farhad Arbab, Tom Chothia, Rob van der Mei, Sun Meng, Young-Joo Moon, and
Chre´tien Verhoef. From Coordination to Stochastic Models of QoS. In COORDINA-
TION, volume 5521 of Lecture Notes in Computer Science, pages 268–287. Springer,
2009
In Chapter 3 we introduce Quantitative Intentional Automata (QIA), as a se-
mantic model for Stochastic Reo. QIA extend the semantics of Reo by representing
Reo channels and their channel ends separately and admitting annotation on them
to describe data-flows through those channels and I/O request arrivals at the chan-
nel ends as stochastic events. In addition, QIA can be considered as an intermediate
model for translation into stochastic models, in particular Continuous-Time Markov
Chains (CTMCs), for stochastic analysis. The translation method from Stochastic
Reo into CTMCs via QIA is also introduced in this chapter. This chapter is based on
the following paper:
[6] Farhad Arbab, Tom Chothia, Rob van der Mei, Sun Meng, Young-Joo Moon, and
Chre´tien Verhoef. From Coordination to Stochastic Models of QoS. In COORDINA-
TION, volume 5521 of Lecture Notes in Computer Science, pages 268–287. Springer,
2009
QIA can be seen as an extension of IA. In the above paper, the structure and basic
definitions of QIA are different from the ones we now present in Chapter 3 since the
reference for IA [31] was not available when the above paper was written. For the
sake of consistency and coherence, we have completely rewritten the above paper to
keep the definitions closer to the IA definitions.
In Chapter 4 we introduce Stochastic Reo Automata as an alternative semantic
model for Stochastic Reo. In general, QIA have a large number of states, mainly due
to the separate representation of I/O request arrivals and data-flows. Stochastic Reo
Automata were designed to provide a more compact semantic model for Stochastic
Reo. More importantly, Stochastic Reo Automata also enable an easy formal proof for
their compositionality, which is lacking in the case of QIA. For general QoS aspects,
Stochastic Reo Automata were extended with reward information to accommodate
concerns such as CPU computation time and memory space. As an alternative model
to QIA, Stochastic Reo Automata are also used to generate corresponding CTMCs.
In addition, in this chapter, we discuss why Interactive Markov Chains (IMCs) [43]
are not an appropriate semantic model for Stochastic Reo, and show the translation
from Stochastic Reo into IMCs via Stochastic Reo Automata. This chapter is based
on the following papers:
[68] Young-Joo Moon, Alexandra Silva, Christian Krause, and Farhad Arbab. A Composi-
tional Semantics for Stochastic Reo Connectors. In FOCLASA, volume 30 of EPTCS,
pages 93–107, 2010
[67] Young-Joo Moon, Alexandra Silva, Christian Krause, and Farhad Arbab. A Compo-
sitional Model to Reason about end-to-end QoS in Stochastic Reo Connectors. To
apper in Science of Computer Programming, 2011
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In Chapter 5 we describe the Reo2MC tool which is available as a plug-in for
the ECT. Reo2MC is a fully automated tool which is able to automatically derive the
QIA semantics of Reo models and their corresponding CTMCs. In addition, it provides
bridges to existing third-party tools for stochastic analysis, such as PRISM1 [57, 48],
Maple, and MATLAB, by generating the input files for those tools. We also explain
the usage of the Reo2MC tool. This chapter is based on the following paper:
[8] Farhad Arbab, Sun Meng, Young-Joo Moon, Marta Z. Kwiatkowska, and Hongyang
Qu. Reo2MC: a tool chain for performance analysis of coordination models. In
ESEC/SIGSOFT FSE, pages 287–288. ACM, 2009
In Chapter 6 we show a case study using the ASK system [83], an industrial soft-
ware developed by the Dutch company Almende [1], and marketed by their daughter
company ASK Community Systems [10]. The ASK system is a communication soft-
ware product that acts as a mediator between service consumers and service providers.
We model the ASK system using Stochastic Reo, and then translate the model into a
CTMC in order to analyze it using PRISM. The rates used in this model were obtained
by applying statistical analysis techniques on the raw values that we obtained from
the real logs of an actual running ASK system. Since the translation target model is a
CTMC, only exponential distributions are allowed as rates in the modeling. However,
not all the distributions we obtained from the statistical analysis were exponential.
In the case of properties involving rates that follow a non-exponential distribution,
we also show in this chapter how to use the Reo simulator to obtain insights in the
behavior of the system. This chapter is based on the following paper:
[66] Young-Joo Moon, Farhad Arbab, Alexandra Silva, Andries Stam, and Chre´tien Ver-
hoef. Stochastic Reo: a Case Study. Accepted for publication in TTSS 2011
1.2.1 Contributions
We summarize in the table below the main contributions of this thesis and the chapters
where they can be found.
Stochastic Reo: a compositional model for specifying
composite systems, where non-functional (QoS) as-
pects and the influence of the environment on their
performance are taken into account.
Chapter 2
Quantitative intentional automata (QIA): an opera-
tional semantic model for Stochastic Reo
Chapter 3
Methods to translate QIA into CTMC Chapter 3, Section 3.3
1http://www.prismmodelchecker.org/
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Stochastic Reo Automata (SRA): an alternative
compact semantic model for Stochastic Reo
Chapter 4
Methods to translate SRA into CTMC and IMC Chapter 4,
Sections 4.4 and 4.5
Formal proof of compositionality of SRA Chapter 4, Section 4.2.1
Extension of SRA to specify more general QoS (re-
ward information)
Chapter 4, Section 4.3
Reo2MC: a tool for the analysis of Stochastic Reo
models
Chapter 5
Case study of a real commercial system, the ASK
system, using the Reo2MC tool and the Reo simula-
tor
Chapter 6
Chapter 2
Models for component coordination
In this section, we recall the basics of the Reo coordination language and its seman-
tic models. We also present Stochastic Reo, an extension of Reo, which enables the
modeling of QoS properties. In addition, we introduce the basic definitions of some
stochastic models, in particular Markov Chains and Interactive Markov Chains which
we will use later as target models for the translation from Stochastic Reo for perfor-
mance analysis. We conclude this chapter with a brief discussion on related work.
2.1 Reo language
Reo is a channel-based coordination model wherein so-called connectors are used to
coordinate (i.e., control the interaction among) components or services exogenously
(from outside of those components and services). In Reo, complex connectors are
compositionally built out of primitive channels. Channels are atomic connectors with
exactly two ends. An end can be either a source or a sink end. Source ends accept
data into, and sink ends dispense data out of their respective channels. Reo allows
channels to be undirected, i.e., to have two source or two sink ends.
a b
Sync
a b
LossySync
a b
FIFO1
a b
SyncDrain
Figure 2.1: Some basic Reo channels
Figure 2.1 shows the graphical representations of some basic channel types. The
Sync channel is a directed, unbuffered channel that synchronously reads data items
from its source end and writes them to its sink end. The LossySync channel behaves
similarly, except that it does not block if the party at the sink end is not ready to
receive data. Instead, it just loses the data item. The FIFO1 is an asynchronous channel
with a buffer of size one. The SyncDrain channel differs from the other channels in
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that it has two source ends (and no sink end). If there is data available at both ends,
this channel consumes (and loses) both data items synchronously.
Channels can be joined together using nodes. A node can have one of three types:
source, sink or mixed node, depending on whether all ends that coincide on the node
are source ends, sink ends or a combination of both. Source and sink nodes, called
boundary nodes, form the boundary of a connector, allowing interaction with its envi-
ronment. We assume that at most one request can wait for the acceptance at a bound-
ary node. Source nodes act as synchronous replicators, and sink nodes as mergers. A
mixed node combines both behaviors by atomically consuming a data item from one
of its sink ends and replicating it to all of its source ends.
a b c
a
b
c
Figure 2.2: LossyFIFO1 and Ordering circuit
For example, the connectors shown in Figure 2.2 are a (overflow) LossyFIFO1 and
an alternator. The LossyFIFO1 reads a data item from a, buffers it in a FIFO1 and
writes to c. This connector loses data items at a if and only if the FIFO1 buffer is
already full. The alternator imposes an ordering on the data from its input nodes a and
b to its output node c. The SyncDrain channel enforces that data flow through a and
b only synchronously. The empty buffer together with the propagation of synchrony
through the three nodes guarantee that the data item obtained from b is delivered
to c while the data item obtained from a is stored in the FIFO1 buffer. After this,
the buffer of the FIFO1 is full and propagation of exclusion from a through the
SyncDrain channel to b guarantees that data cannot flow in through either a or b,
but c can dispense the data stored in the FIFO1 buffer, which makes it empty again.
Assume three independent processes (that follow no communication protocol and each
of which knows nothing about the others) place I/O requests on nodes a, b, and c,
each according to its own internal timing. By delaying the reply to their requests,
when necessary, this circuit guarantees that successive read operations at c obtain
the values produced by the successive write operations at b and a alternately.
2.2 Stochastic Reo
Stochastic Reo is an extension of Reo where channels are annotated with stochastic
values denoting distributions of their relevant data-flow events and arrival of I/O re-
quest at the channel ends. We refer to these distributions as processing delay rates
and arrival rates of I/O requests, respectively. Such stochastic values are non-negative
real values and describe the probability of a certain value (or interval) of a discrete (or
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continuous) random variable. Figure 2.3 shows some primitive channels of Stochastic
Reo that correspond to the primitives of Reo in Figure 2.1. In this figure and through-
out, for simplicity, we do not show node names, but these names can be inferred from
the names of their respective arrival rates: for instance, ‘γa’ refers to the node ‘a’.
It should be noted that such an annotation does not affect the functionalities
of Reo connectors, thus, when the annotations of rates are neglected, the mapping
operational semantics between Reo and Stochastic Reo is quite straightforward, i.e.,
one-to-one mapping.
γa γb
γab
γa γb
γab
γaL γa γb
γab
γa
γaF
γb
γFb
Figure 2.3: Some basic Stochastic Reo channels
A processing delay rate represents the duration that a channel takes to perform
a certain activity such as transporting a data item. For instance, a LossySync has
two associated variables γab and γaL for the stochastic delay rates of, respectively,
successful data-flow from node a to node b, and losing the data item at node a when
a read request is absent at node b. In a FIFO1, γaF means the delay for data-flow
from its source node a into the buffer, and γFb means the delay for sending the data
from the buffer to the sink b. Similarly, γab of a Sync (and a SyncDrain, respectively)
indicates the delay for data-flow from its source node a to its sink node b (and losing
data at both ends, respectively).
Arrival rates describe the time between consecutive arrivals of I/O requests at
source and sink nodes of Reo channels. For instance, γa and γb in Figure 2.3 represent
the associated arrival rates of write/take requests at nodes a and b. As mentioned
earlier, at most one request can wait at a boundary node for acceptance. That is,
if a boundary node is occupied by a pending request, then the node is blocked and
consequently all further arrivals at that node are lost.
Stochastic Reo supports the same compositional framework of joins of connectors
as in Reo. Most of the technical details of this join operation are identical to that
of Reo. The nodes in Stochastic Reo have certain QoS information on them, hence
joining nodes must accommodate QoS composition.
Since arrival rates on nodes model their interaction with the environment only,
mixed nodes have no associated arrival rates. This is justified by the fact that a
mixed node delivers data items instantaneously to the source end(s) of its connected
channel(s). Thus, when joining a source with a sink node into a mixed node, their
arrival rates are discarded1.
1For simplicity, we assume that the activity of ideal nodes incur no delay. Any real implementation
of a node, of course, induces some processing delay rate. However, such a real node can be modeled
as a composition of an ideal node with a Sync channel that manifests the processing delay rate. Thus,
we can even associate delay distributions with Stochastic Reo nodes and automatically translate such
nodes into “Sync plus ideal node” constructs. We ignore this issue in the rest of this thesis.
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The activities of a Reo connector consist of I/O request arrivals at boundary nodes,
synchronization in mixed nodes, and data-flows through primitive channels. Adding
time information to a connector gives rise to the causality of such activities. That is,
for a given Reo connector, first I/O requests must arrive at the boundary nodes of a
connector, second synchronization occurs, and finally data-flows happen. For instance,
in Figure 2.4, first I/O requests arrive at a and d; second the synchronization on the
mixed node b or c, selected by merger d, occurs; finally a data item is delivered from
the source node a to the sink node d via the mixed node b or c.
a
b
c
d
Figure 2.4: Example for the causality of a Reo connector
In order to describe the processing delay rates of a primitive channel explicitly,
we name the rate by the combination of a pair of (source, sink) nodes and the buffer
of the channel. For example, γab for the Sync channel and γaF for the FIFO1 channel
in Figure 2.3. As mentioned in Section 2.1, a source node and a sink node act as
a replicator and a non-deterministic merger, respectively, and each activity, such as
replicating data to its source nodes or selecting a sink node, has its own stochastic
value, the reference of which can be represented using their source and sink nodes.
However, for simplicity, we do not describe the names of source and sink nodes of a
replicator and a merger explicitly when the nodes are not boundary nodes. In these
cases, the processing delay rates for the selection or the replication by, respectively, a
merger or a replicator are not distinguishably described. Thus, we name the internal
nodes of a replicator or a merger by naming after the initial name of the replicator or
the merger with index. For example, merger d in Figure 2.4 has three different nodes:
two source nodes and one sink node. Let the source node transmitting data from node
b, the other source node, and the sink node be, respectively, d1, d2, and d, whereas
γa
γbF
γc
γFcγab
γaL
γa
γa1F
γb
γc
γFc1
γa2b1
γb2c2
Figure 2.5: LossyFIFO1 and ordering circuit in Stochastic Reo
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the first two of those distinctive names are omitted here. Then, the processing delay
rates of merger d are described as γd1d and γd2d which refer to the rates for the
selection of data from node b and c, respectively.
Figure 2.5 shows the LossyFIFO1 and the ordering circuit in Stochastic Reo with
their stochastic values. (Compare Figure 2.2)
2.3 Semantic models for Reo
2.3.1 Constraint Automata
Constraint Automata (CA) were introduced in [12] as a formalism to capture the
operational semantics of Reo, based on timed data streams, which constitute the
foundation of the coalgebraic semantics of Reo [9].
We assume a finite set Σ of nodes, and denote by Data a fixed, non-empty set
of data that can be sent and received through these nodes via channels. CA use a
symbolic representation of data assignments by data constraints, which are propo-
sitional formulas built from the atoms “da ∈ P”, “da = db” and “da = d” using
standard Boolean operators. Here, a, b ∈ Σ, da is a symbol for the observed data item
at node a, d ∈ Data, and P ⊆ Data. DC(N) denotes the set of data constraints
can refer to the observed data items da at node a for a ∈ N where N ⊆ Σ. Logical
implication induces a partial order ≤ on DC: g ≤ g′ iff g ⇒ g′.
A CA over the data domain Data is a tuple A = (S, S0,Σ,→) where S is a set
of states, also called configurations, ∅ 6= S0 ⊆ S is the set of its initial states, Σ is
a finite set of nodes, → is a finite subset of ⋃∅⊂N∈2Σ S × {N} ×DC(N)× S, called
the transition relation. A transition fires if it observes data items in its respective
ports/nodes of the component that satisfy the data constraint of the transition, and
this firing may consequently change the state of the automaton.
a b
Sync
ab, da = db
a b
LossySync
a
ab, da = db
a b
SyncDrain
ab
a b
FIFO1
d
a, da = d
b, db = d
Figure 2.6: Constraint Automata for basic Reo channels of Figure 2.1
Figure 2.6 shows the CA for the primitive Reo channels in Figure 2.1. In this figure
and the remainder of this thesis, the initial states are indicated with an extra incoming
arrows. For simplicity, we assume the data constraints of all transitions are implicitly
true (which simply imposes no constraints on the contents of the data-flows) and omit
them to avoid clutter. In addition, we use a simplified notation for the set of nodes in
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the labels of transitions by deleting the curly brackets { and } and commas between
the set elements. For a full treatment of data constraints in CA, see [12].
As the counterpart for the join operation in Reo, the product of two CA A1 =
(S1, S1,0,Σ1,→1) and A2 = (S2, S2,0,Σ2,→2) is defined as a constraint automaton
A1 ./ A2 ≡ (S1×S2, S1,0×S2,0,Σ1 ∪Σ2,→) where → is given by the following rules:
 If s1
N1,g1−−−−→1 s′1, s2 N2,g2−−−−→2 s′2 and N1 ∩ Σ2 = N2 ∩ Σ1,
then 〈s1, s2〉 N1∪N2,g1∧g2−−−−−−−−−→ 〈s′1, s′2〉.
 If s1
N1,g1−−−−→1 s′1 and N1 ∩ Σ2 = ∅ then 〈s1, s2〉 N1,g1−−−−→ 〈s′1, s2〉.
 If s2
N2,g2−−−−→2 s′2 and N2 ∩ Σ1 = ∅ then 〈s1, s2〉 N2,g2−−−−→ 〈s1, s′2〉.
Context-dependency
The context-dependency of a Reo connector is not captured by CA. For example, recall
the LossyFIFO1 example in Figure 2.2. The corresponding CA for the LossyFIFO1 is
built by the product of a Sync channel ab and a FIFO1 channel bc as shown below.
For simplicity, here and in the remainder of this chapter, the representations of the
configurations are simplified by omitting commas between composed configurations
and round brackets ‘(’ and ‘)’ surrounding the composed configurations.
` × e f = `e `f
a ab
da = db
b, db = d
c, dc = d
a
ab, da = db = d
c, dc = d
a
The dashed transition from the source state `e is unintended because it implies that
a data item is lost at node a even though the buffer is empty and able to take a data
item from node a.
2.3.2 Intentional Automata
Intentional Automata (IA) [31, 32] are another semantic model for Reo, where the
arrivals of I/O requests and the actual communication are described separately. Based
on such characteristics, IA are useful to represent certain behavior that depends on
the presence or absence of pending I/O requests in its environment/context. Thus, it
can be used to specify context-dependent connectors [2] which CA cannot capture.
In general, a connector has a range of possible outputs for the same inputs from
its environment. To model such a connector, throughout this thesis IA are considered
to be non-deterministic even if the non-determinism is not explicitly mentioned.
Definition 2.3.1 (Intentional Automaton [31]). An Intentional Automaton is
a tuple (Q,Σ, δ) with a set of states (internal configurations) Q, a set of nodes Σ, and
a transition relation δ : Q→ P(F ×Q)R where
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 R = P(Σ) is a set for the arrival of I/O requests, a so-called request-set, and
 F = P(Σ) is a set for the actual communication, a so-called firing-set.
This transition relation associates a function δq : R → P(F × Q) with every state
q ∈ Q, defined by δq(R) = δ(q)(R). 
Note that P(S) is the collection of all subsets of any set S, i.e., P(S) = 2S . A
transition in an IA model (Q,Σ, δ) is represented as q
R|F−−→ q′ where R, F ∈ P(Σ)
which is interpreted as (F, q′) ∈ δq(R). Based on this definition, Figure 2.7 shows the
IA for a Sync channel. For readability, here and in the remainder of this chapter, we
simplify the representation of labels on transitions by omitting curly brackets for the
sets of R and F and the commas between the elements in R and F .
a b
q0 q1q2
b|∅a|∅
a|abb|ab
ab|ab
Figure 2.7: IA for a Sync channel
However, the IA only considers internal configurations of connectors. This is not
enough to fully specify the behavior of Reo connectors since the behavior of a con-
nector does not only involve its internal configuration, but also the external configu-
ration of the system interacting with its environment. For this purpose, IA have been
extended by states in S ⊆ Q × P(Σ) where Q is the set of internal configurations of
a connector and Σ is the set of nodes. Such an extension allows us to infer important
invariants for the evaluation steps (transitions) of the extended IA model of a Reo
connector [31, Chapter 5]:
1. a node can fire only if it either has already a pending request, or receives a
request in this step;
2. when it receives a request, a node either fires the request in this step or the
request becomes pending;
3. a node with a pending request, either fires it in this step or it remains pending;
4. a node has a pending request after an evaluation step only if the node receives
a request and does not fire it in this step, or a request was already pending and
does not fire in this step;
5. a node with a pending request is unavailable to receive requests;
6. a node that fires cannot become/remain pending.
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The following formulas show these invariants formally; each formula corresponds to
the invariant with the same number. For the evaluation step of the extended IA of a
connector (q, P )
R|F−−→ (q′, P ′), it holds that
1. F ⊆ R ∪ P 2. R ⊆ F ∪ P ′ 3. P ⊆ F ∪ P ′
4. P ′ ⊆ R ∪ P 5. P ∩R = ∅ 6. F ∩ P ′ = ∅
Here and in the remainder of this thesis, we consider the extended IA that satisfy
the above invariants.
Compared to CA, the extended IA models have more states since IA consider
both internal and external configurations, whereas CA only consider internal configu-
rations. For a concise specification of the configurations of the extended IA, a listing,
called an abstract configuration table, is used.
Definition 2.3.2 (Abstract configuration table [31]). Given a set of internal
configurations S and a set of nodes Σ, an abstract configuration table over S and Σ,
denoted by θ(S,Σ), is a table such that:
 for each s ∈ S, there is one column labeled by s;
 for each R ⊆ Σ, there is one row labeled by R;
 at each cell of the table at the intersection of row R with column s we have
a set, denoted θ〈s,R〉, such that θ〈s,R〉 ⊆ P(Σ) × (S × P(Σ)), and for all
〈F, (s′, P ′)〉 ∈ θ〈s,R〉, we have R = F ∪ P ′ and F ∩ P ′ = ∅.

For example, Figure 2.8 shows the extended IA for a Sync channel ab and its
configuration table. For readability, here and in the remainder of this chapter, we
simplify the representation of the configurations by omitting brackets ‘()’ and ‘{}’
for, respectively, the overall configurations and the external configuration. Moreover,
we delete commas between the elements in the external configuration.
s, ∅s, b s, a
s, ab
b|∅ a|∅
a|ab b|ab
∅|ab
ab|ab
a b
s
∅ 〈∅, (s, ∅)〉
{a} 〈∅, (s, {a})〉
{b} 〈∅, (s, {b})〉
{a, b} 〈{a, b}, (s, ∅)〉
Figure 2.8: Extended IA for Sync ab and its configuration table θSync
Such an abstract configuration table defines the extended IA model for a Reo con-
nector and is, generally, more compact than its automaton model. Thus, an abstract
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configuration table is used to apply other operations to its corresponding automaton
model, for example, the product of the extended IA corresponding to a Reo connector
is defined with abstract configuration tables (see below). The extended IA model of
an abstract configuration table for a connector C is denoted by JθC(S,Σ)KR where S
is a set of configuration and Σ is a set of nodes.
Operations
For the compositional semantics of a join operation in a Reo connector, the configu-
ration tables of automata models are used. The advantage of this method, instead of
using the operation of automata composition, is that it has lower computational cost,
since in general, abstract configuration tables are smaller than automata models.
Definition 2.3.3 (Product of abstract configuration tables [31]). Given two
abstract configuration tables θ〈S1,Σ1〉 and θ〈S2,Σ2〉, their product abstract configura-
tion table is
θ〈S1,Σ1〉 ×T θ〈S2,Σ2〉 = θ〈S1 × S2,Σ1 ∪ Σ2〉
where each cell of the table is given by: for every R ∈ P(Σ1 ∪ Σ2) and Ri ∈ P(Σi)
with i ∈ {1, 2}
θ〈(s1, s2), R〉 =
{ 〈F, ((s′1, s′2), P ′)〉 | R = R1 ∪R2, F = F1 ∪ F2, P ′ = P ′1 ∪ P ′2,
F1 ∩ Σ2 = F2 ∩ Σ1, 〈Fi, (s′i, P ′i )〉 ∈ θ〈si, Ri〉, i = 1, 2 }
∪ { 〈F1, ((s′1, s2), P ′)〉 |
F1 ∩ Σ2 = ∅, R = R1 ∪R2, P ′ = P ′1 ∪R2, 〈F1, (s′1, P ′1)〉 ∈ θ〈s1, R1〉 }
∪ { 〈F2, ((s1, s′2), P ′)〉 |
F2 ∩ Σ1 = ∅, R = R1 ∪R2, P ′ = R1 ∪ P ′2, 〈F2, (s′2, P2)〉 ∈ θ〈s2, R2〉 }

Note that, here and the rest of this section, ×T is used to represent the product of
two abstract configuration tables, as defined in [31, Chapter 5].
The notion of equivalence '2 is used as a bisimilarity, defined below.
Definition 2.3.4 (Bisimulation of IA [31]). Given two IA A1 = (Q1,Σ1, δ1) and
A2 = (Q2,Σ2, δ2), a relation Z ⊆ Q1 ×Q2 is called a bisimulation if for q1 ∈ Q1 and
q2 ∈ Q2, (q1, q2) ∈ Z, then
 q1
R|F−−→δ1 q′1 implies there is a q′2 ∈ Q2 such that q2
R|F−−→δ2 q′2 with (q′1, q′2) ∈ Z
 q2
R|F−−→δ2 q′2 implies there is a q′1 ∈ Q1 such that q1
R|F−−→δ1 q′1 with (q′1, q′2) ∈ Z
2In this thesis, we mention IA and Reo Automata as preliminaries. For a bisimilarity relation, the
same notation ∼ is used for both automata models in their original literatures (IA in [31] and Reo
Automata in [19]). To distinguish these two relations, in this thesis, ' is used for the bisimilarity of
IA, and ∼ is used for Reo Automata.
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
Two states q1 ∈ Q1 and q2 ∈ Q2 are bisimilar, written q1 ' q2, if there exists a
bisimulation relation that contains the pair (q1, q2). Furthermore, two automata A1
and A2 are bisimilar, written A1 ' A2, if there exists a bisimulation relation such
that every state of one automaton is related to some state of the other automaton.
Theorem 2.3.5. [31] Given two abstract configuration tables θ〈S1,Σ1〉 and θ〈S2,Σ2〉,
Jθ〈S1,Σ1〉KR ×I Jθ〈S2,Σ2〉KR ' Jθ〈S1,Σ1〉 ×T θ〈S2,Σ2〉KR
Note that ×I is used to represent the product of the extended IA models, as defined
in [31, Chapter 5]. The proof of Theorem 2.3.5 is shown in [31, Chapter 5].
A hiding operation is also defined for IA on abstract configuration tables.
Definition 2.3.6 (Hiding on abstract configuration tables [31]). Consider an
abstract configuration table θ〈S,Σ〉 and a node h ∈ Σ. We define
∃T [h]θ〈S,Σ〉 = θ[h]〈S,Σ \ {h}〉
where
θ[h]〈s,R〉 ={ {〈F \ {h}, q〉 | 〈F, q〉 ∈ θ〈s,R ∪ {h}〉, h ∈ F} if non-empty
θ〈s,R〉 otherwise

In addition, the extended IA model context-dependent connectors. For instance,
the LossyFIFO1 example mentioned above is given below with the correct semantics,
where a data item is lost only if the buffer is full, i.e., a loop with a|a occurs in
configuration `f .
`e, ∅ `e, c
`f, c
`f, ∅
c|∅
a|a
ac|a a|a
a|a
a|a
c|c
ac|ac
∅|c
a|ac
Figure 2.9: Extended IA for a LossyFIFO1 connector in Figure 2.2
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2.3.3 Reo Automata
In this section, we recall Reo Automata [19], another semantic model for Reo. This
model also provides a compositional operational semantics and the correct semantics
for the context-dependent Reo connectors. Intuitively, a Reo Automaton is a non-
deterministic automaton whose transitions have labels of the form g|f , where f a set
of nodes that fire synchronously, and g is a guard (boolean condition) that represents
the presence or the absence of I/O requests at nodes, i.e., the pending status of the
nodes. A transition can be taken only when its guard g is true.
Compared to IA, Reo Automata provide the formal proof of their compositional-
ity [19]. Moreover, Reo Automata are simpler and more compact, retaining the power
of correctly encoding context-dependency of Reo connectors.
We recall some facts about Boolean algebras. Let Σ = {σ1, . . . , σk} be a set of
symbols that denote the names of connector nodes, σ be the negation of σ, and BΣ
be the free Boolean algebra generated by the grammar:
g ::= σ ∈ Σ | > | ⊥ | g ∨ g | g ∧ g | g
We refer to the elements of the above grammar as guards and in their representation
we frequently omit ∧ and write g1g2 instead of g1 ∧ g2. Given two guards g1, g2 ∈ BΣ,
we define a (natural) order ≤ as g1 ≤ g2 ⇐⇒ g1∧g2 = g1. The intended interpretation
of ≤ is logical implication: g1 implies g2. An atom of BΣ is a guard a1 . . . ak such that
ai ∈ Σ ∪ Σ with Σ = {σi | σi ∈ Σ}, 1 ≤ i ≤ k. We can think of an atom as a truth
assignment. We denote atoms by Greek letters α, β, . . . and the set of all atoms of BΣ
by AtΣ. Given S ⊆ Σ, we define Ŝ ∈ BΣ as the conjunction of all elements of S. For
instance, for S = {a, b, c} we have Ŝ ≡ abc.
Definition 2.3.7 (Reo automaton [19]). A Reo Automaton is a triple (Σ, Q, δ)
where Σ is the set of nodes, Q is the set of states, δ ⊆ Q × BΣ × 2Σ × Q is the
finite transition relation such that for each 〈q, g, f, q′〉 ∈ δ, which is represented as
q
g|f−−→ q′ ∈ δ:
(1) g ≤ f̂ (reactivity)
(2) ∀g ≤ g′ ≤ f̂ · ∀α ≤ g′ · ∃q g
′′|f−−−→ q′ ∈ δ · α ≤ g′′ (uniformity)

In Reo Automata, for simplicity we abstract data constraints [12] and assume they
are true.
Intuitively, a transition q
g|f−−→ q′ in an automaton corresponding to a Reo connector
conveys the following notion: if the connector is in state q and the boundary requests
present at the moment, encoded by an atom α that is the conjunction of all possible
requests presence, are such that α ≤ g, then the nodes f fire and the connector evolves
to state q′. Each transition labeled by g|f satisfies two criteria: (i) reactivity — data
flow only through those nodes where a request is pending, capturing Reo’s interaction
model; and (ii) uniformity — which captures two properties: (a) the request set
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q
ab|ab
q
ab|ab
ab|a
q
ab|ab
e f
a|a
b|b
Sync LossySync SyncDrain FIFO1
Figure 2.10: Automata for basic Reo channels of Figure 2.1
corresponding precisely to the firing set is sufficient to cause firing, and (b) removing
additional unfired requests from a transition will not affect the (firing) behavior of the
connector [19]. In compliance with these criteria, for a firing f , its guard g considers
the presence of the least sufficient requests.
In Figure 2.10 we depict the Reo Automata for the basic channel types listed
in Figure 2.1. Note that here and in the remainder of this thesis, given transition
q
g|f−−→ q′, if there is more than one transition from a state q to the same state q′
we often just draw one arrow and separate their labels by commas, and every guard
in a transition label in the automata is a conjunction of literals in Σ. Moreover, it
is always possible to transform any guard g into this form, by taking its disjunctive
normal form (DNF) g1 ∨ . . . ∨ gk and splitting the transition g|f into the several
gi|f , for i = 1, . . . , k. Given a transition relation δ we call norm(δ) the normalized
transition relation obtained from δ by putting all of its guards in DNF and splitting
the transitions as explained above.
Composing Reo connectors
We now model at the automata level the composition of Reo connectors. We define
two operations: product, which puts two connectors in parallel, and synchronization,
which models the plugging of two nodes. Thus, the product and synchronization
operations can be used to obtain the automaton of a Reo connector by composing
the automata of its primitive connectors. Later in this section we formally show the
compositionality of these operations.
We first define the product operation for Reo Automata. This definition differs
from the classical definition of (synchronous) product for automata: our automata
have disjoint alphabets and they can either take steps together or independently. In
the latter case the composite transition in the product automaton explicitly encodes
that one of the two automata cannot perform a step in the current state, using the
following notion:
Definition 2.3.8. [19] Given a Reo Automaton A = (Σ, Q, δ) and q ∈ Q we define
q] = ¬∨{ g | q g|f−−→ q′ ∈ δ }.

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This captures precisely the condition under which A cannot fire in state q.
Definition 2.3.9 (Product of Reo Automata [19]). Given two Reo Automata
A1 = (Σ1, Q1, δ1) and A2 = (Σ2, Q2, δ2) such that Σ1∩Σ2 = ∅, we define the product
of A1 and A2 as A1 ×A2 = (Σ1 ∪ Σ2, Q1 ×Q2, δ) where δ consists of:
{(q, p) gg
′|ff ′−−−−→ (q′, p′) | q g|f−−→ q′ ∈ δ1 ∧ p g
′|f ′−−−→ p′ ∈ δ2}
∪ {(q, p) gp
]|f−−−→ (q′, p) | q g|f−−→ q′ ∈ δ1 ∧ p ∈ Q2}
∪ {(q, p) gq
]|f−−−→ (q, p′) | p g|f−−→ p′ ∈ δ2 ∧ q ∈ Q1}

Here and throughout, we use ff ′ as a shorthand for f∪f ′. The first term in the union,
above, applies when both automata fire in parallel. The other terms apply when one
automaton fires and the other is unable to (indicated by p] and q], respectively). Note
that the product operation is closed for Reo Automata, since according to [19], the
product result preserves the properties of Reo automata, i.e., reactivity and uniformity
in Definition 2.3.7. Figure 2.11 shows an example of the product of two automata.
q × e f = qe qf
ab|ab
ab|a
c|c
d|d
abc|abc
abc|ac
ac|c
abd|abd
abd|ad
ad|d
abc|ab
abc|a
abd|ab
abd|a
Figure 2.11: Product of LossySync and FIFO1
We now define a synchronization operation that corresponds to joining two nodes
in a Reo connector. When synchronizing two nodes a and b (which are then made
internal), only the transitions where either both a and b or neither a nor b fire are
kept in the resulting automaton, i.e., a ∈ f ⇔ b ∈ f — this is what it means for a
and b to synchronize. Moreover, we keep only those transitions whose guards encode
that ports a and b are not blocked. That is, transitions labeled by g|f where g 6≤ ab.
This condition roughly corresponds to the notion of an internal node acting like a
self-contained pumping station [2], which implies that an internal node cannot store
data nor actively block behavior.
Definition 2.3.10 (Synchronization [19]). Given a Reo Automaton A = (Σ, Q, δ),
we define the synchronization for a, b ∈ Σ as ∂a,bA = (Σ, Q, δ′) where
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δ′ = {q g\ab|f\{a,b}−−−−−−−−→ q′ | q g|f−−→ q′ ∈ norm(δ) s.t. g 6≤ ab and a ∈ f ⇔ b ∈ f}

Here and throughout, g\ab is the guard obtained from g by deleting all occurrences
of a and b. It is worth noting that synchronization preserves reactivity and uniformity.
Synchronizing nodes b and c of the product automaton in Figure 2.11 yields the
automaton depicted in Figure 2.123, which provides the semantics for the LossyFIFO1
example.
qe qf
a|a
ad|ad
ad|d
ad|a
Figure 2.12: Reo Automaton for LossyFIFO1
Compositionality
Given two Reo Automata A1 and A2 over the disjoint alphabet sets Σ1 and Σ2,
{a1, . . . , ak} ⊆ Σ1 and {b1, . . . , bk} ⊆ Σ2 we construct ∂a1,b1∂a2,b2 · · · ∂ak,bk(A1 ×A2)
as the automaton corresponding to a connector where node ai of the first connector
is connected to node bi of the second connector, for all i ∈ {1, . . . , k}. Note that the
‘plugging’ order does not matter because ∂ can be applied in any order and it interacts
well with product. These properties are captured in the following lemma.
Lemma 2.3.11. [19] For the Reo Automata A1 = (Σ1, Q1, δ1) and A2 = (Σ2, Q2, δ2):
1. ∂a,b∂c,dA1 = ∂c,d∂a,bA1, if a, b, c, d ∈ Σ1.
2. (∂a,bA1)×A2 ∼ ∂a,b(A1 ×A2), if a, b /∈ Σ2 Σ1 ∩ Σ2 = ∅.

The notion of equivalence ∼ used above is bisimilarity, defined as follows.
Definition 2.3.12 (Bisimulation [19]). Given the Reo Automata A1 = (Σ, Q1, δ1)
and A2 = (Σ, Q2, δ2), we call R ⊆ Q1 ×Q2 a bisimulation iff for all (q1, q2) ∈ R:
If q1
g|f−−→ q′1 ∈ δ1 and α ∈ BΣ, α ≤ g, then there exists a transition q2
g′|f−−→ q′2 ∈ δ2
such that α ≤ g′ and (q′1, q′2) ∈ R and vice-versa. 
3For simplicity, we abstract away data-constrains on firings by assuming them true. Thus, the
composition result of a LossySync and a FIFO1 channels, i.e., an overflow LossyFIFO1 circuit, becomes
indistinguishable from the automaton for a shift LossyFIFO1 [12] circuit. However, by reviving data-
constraints we can distinguish the automata for these two circuits.
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We say that two states q1 ∈ Q1 and q2 ∈ Q2 are bisimilar if there exists a bisimulation
relation containing the pair (q1, q2) and we write q1 ∼ q2. Two automata A1 and A2
are bisimilar, written A1 ∼ A2, if there exists a bisimulation relation such that every
state of one automaton is related to some state of the other automaton.
2.4 Markov Chains
Stochastic processes are used for modeling random phenomena as transition sys-
tems with probability distributions for the outgoing transitions of a state. Markov
Chains (MCs) are a special case of such stochastic processes, which satisfy
1. discrete state space which implies that their state space is countable and
2. Markov property which implies that the state change from a current state de-
pends on only the current state, not on the history, i.e., the sequence of visited
states.
Such state change in MCs can be considered with or without taking into account
the time instance when the change occurs. In case that the state change is independent
of the time instance, MCs are said to be homogeneous. The time homogeneity in
stochastic processes gives us the freedom for a certain event to occur at any time
instance. In the other case, it is called inhomogeneous, which gives much flexibility
for specifying system behavior.
In addition, the Markov property requires that the waiting time (i.e., sojourn time)
satisfies memoryless property: at time instance t, the remaining time before leaving a
state is independent of the time already spent in that state.
According to the time domains, MCs are categorized into two classes: Discrete-
Time Markov Chains (DTMCs) and Continuous-Time Markov Chains (CTMCs). To
satisfy the memoryless property in respective time domains, the geometric distribution
and the exponential distributions are necessary for DTMC and CTMC, respectively.
With these conditions, MCs can be seen as relatively simple stochastic processes.
Nonetheless, MCs are frequently used to model various probabilistic systems. More-
over, its simplicity yields efficient algorithms [85] for numerical analysis.
Here and in the remainder of this thesis, we deal only with homogeneous MCs,
especially homogeneous CTMCs, even though we do not mention the homogeneity of
MCs explicitly.
Continuous-Time Markov Chains
A Continuous-Time Markov Chain (CTMC) is a discrete-state Markov process with
continuous time domain, {X(t)|t ≥ 0}, which can be used to model and analyze
random system behavior. X(t) ∈ S denotes the state in a given state space S at
time t. Let P{X(t) = i} be the probability that the process is in state i at time t.
The stochastic process X(t) is a homogeneous CTMC if, for ordered times t0 < · · ·<
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tn < (tn +∆t), the conditional probability of staying in any state j satisfies:
P{X(tn +∆t) = j | X(tn) = in, X(tn−1) = in−1, · · · , X(t0) = i0} =
P{X(tn +∆t) = j | X(tn) = in}.
Briefly, the probability that the process is in future state j depends on only the current
state in, not the past states.
The sojourn time in any state of a CTMC model must be exponentially distributed
since the exponential distributions are the only class that satisfies the memoryless
property in continuous time domain. Below we list the properties of the exponential
distributions that are relevant to our work.
 An exponential distribution P{delay ≤ t} = 1 − e−λt is characterized by a
positive real value λ, the so-called rate of the distribution. Its mean duration is
1/λ time units.
 While satisfying the memoryless property, the remaining delay after some time
t0 has elapsed is also exponentially distributed:
P{delay ≤ t+ t0 | delay > t0} = P{delay ≤ t}
 Exponential distributions are closed under minimum which is the sum of the
rates:
P{min(delay1, delay2)} = 1− e−(λ1+λ2)t
where λ1 and λ2 are the rates of the distributions delay1 and delay2, respectively.
 The probability that delay1 with the rate λ1 is smaller than delay2 with the
rate λ2 is
P{delay1 < delay2} = λ1λ1+λ2
 In the continuous-time domain, the probability that two delays elapse at the
same time is zero.
Such properties of exponential distributions state that the probability to stay in a
state decreases as time elapses, i.e., a transition emanating from a certain state will
be triggered eventually. When a certain state has more than one possible leaving
transitions, the transition will be triggered proportional to its rate.
2.5 Interactive Markov Chains
Interactive Markov Chains (IMCs) [43] are a stochastic model to specify reactive sys-
tems. In IMCs, timing information and actions are represented separately. Timing in-
formation is described by Markovian transitions, and actions are described by inter-
active transitions. Roughly speaking, IMCs are a combination of Labeled Transition
Systems (LTSs) and CTMCs.
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An IMC is formally described as a tuple (S,Act,→,⇒, s0) where S is a finite set
of states; Act is a set of actions; s0 is an initial state in S; → and ⇒ are two types of
transition relations:
 → ⊆ S ×Act× S for interactive transitions and
 ⇒ ⊆ S × R+ × S for Markovian transitions.
Thus, an IMC is an LTS if ⇒= ∅ and →6= ∅, and is a CTMC if ⇒6= ∅ and →= ∅.
Compared to other stochastic models such as CTMCs, the main strength of IMCs
is their compositionality. Thus, one can generate a complex IMC as the composition of
relevant simple IMCs, which enables compositional specification of complex systems.
Definition 2.5.1. (Product of IMCs [43]) Given two IMCs I1 = (S1, Act1,→1
,⇒1, s(1,0)) and I2 = (S2, Act2,→2,⇒2, s(2,0)), the composition of I1 and I2 with
respect to a set A of actions is defined as I1 × I2 = (S1 × S2, Act1 ∪ Act2,→,⇒
, s(1,0) × s(2,0)) where → and ⇒ are defined as:
→ = {(s1, s2) α−→ (s′1, s′2) | α ∈ A, s1 α−→1 s′1 ∧ s2 α−→2 s′2}
∪ {(s1, s2) α−→ (s′1, s2) | α /∈ A, s2 ∈ S2, s1 α−→1 s′1}
∪ {(s1, s2) α−→ (s1, s′2) | α /∈ A, s1 ∈ S1, s2 α−→2 s′2}
⇒ = {(s1, s2) λ⇒ (s′1, s2) | s2 ∈ S2 , s1 λ⇒1 s′1}
∪ {(s1, s2) λ⇒ (s1, s′2) | s1 ∈ S1 , s2 λ⇒2 s′2}

The product of interactive transitions is similar to ordinary automata product, which
includes interleaving and synchronized compositions of interactive transitions. The
product of Markovian transitions consists of only interleaved transitions.
Compared to CTMCs, IMCs can represent not only exponential distributions, but
also non-exponential distributions, especially phase-type distributions. The analysis
of IMCs is supported by tools such as the Construction and Analysis of Distributed
Processes (CADP) [40]. CADP verifies the functional correctness of the specification
of system behavior and also minimizes IMCs efficiently [39]. Moreover, IMCs can be
used in various other applications, such as Dynamic Fault Trees (DFTs), Architectural
Analysis and Design Language (AADL), and so on [44].
2.6 Related work
2.6.1 Other coordination languages
Orc [64] is a theory of orchestration of sites which are considered as basic services
distributed over a network. In Orc, each connection between sites takes place highly
asynchronously and performs only once. While performing the connection, the orches-
trator (Orc expression) initiates its connections dynamically. Such dynamics enables
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to deal with failures in sites well. Compared to Orc, the connection in Reo is static, as
it is based on the assumption that components communicate continuously. Recently,
the research on the dynamic reconfiguration of Reo connectors has been initiated
in [53]. In addition, Reo is highly synchronous, thus, it can specify the propagation of
synchrony and mutual exclusion through Reo connectors. More detailed comparison
is provided in [78].
Linda [41] is the first coordination language that describes the communication
between different processes by exchanging data. In Linda, data objects are referred to
as tuples, and communicating data takes place in a shared tuple-space. Communication
actions in the shared tuple-space can occur atomically, and interactions occur in an
interleaved way. That is, Linda does not handle the propagation of synchrony which
is supported by Reo.
BIP [15] (an acronym of Behavior, Interaction, and Priority) is a methodology
for modeling heterogeneous real-time components and their composition. The com-
position in BIP happens in three different layers, viz. that of behavior, interaction,
and priority. The lower layer, an atomic component, describes its behavior; the inter-
mediate layer specifies possible interactions between atomic components; the upper
layer presents the priority relation to select amongst possible interactions. Compared
to Reo, the priority relation in BIP is the main difference. This priority is used to
explicitly consider the scheduling the connection between components. Whereas, in
Reo, the scheduling/selection aspects is decided non-deterministically randomly by
each merger.
These coordination languages have been proposed to model the composition of
distributed system over a network. Each of them has its own features to specify some
situations in the composition. However, Reo is the only coordination language that
supports global synchronization (the propagation of synchrony), mutual exclusion
through connectors, and the combination of synchrony and asynchrony.
2.6.2 Continuous-Time Constraint Automata
Continuous-Time Constraint Automata (CCA) [13] are a stochastic extension of CA
that support reasoning about QoS aspects such as expected response times. CCA are
close to IMCs in that they distinguish between interactive transitions and Markovian
transitions:
 interactive transitions p
N,g−−→ q as an ordinary transition in CA and
– hidden transitions if N = ∅
– visible transitions otherwise
 Markovian transitions p
λ−→ q where λ ∈ R+, called the rates of distributions.
In CCA, data-flows in connectors are represented by interactive transitions since
the synchrony and the asynchrony of data-flows can be captured by the ordinary CA
transitions. Processing data in components is represented by Markovian transitions
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since processing data in each component is independent of the processing in the others,
and each processing occurs concurrently.
CCA can be used to specify the interaction of components and connectors that
connect the components, as well as to reason about some QoS aspects of the con-
nectors such as the average processing time of I/O requests in a certain component.
Moreover, CCA support both non-deterministic choice and probabilistic choice. When
a current state has one or more outgoing hidden (invisible interactive) transitions, one
of the outgoing interactive transitions from the state is chosen non-deterministically.
When there is no outgoing hidden transitions from a current state, then one outgoing
Markovian transition from the current state is chosen probabilistically and fires.
The stochastic extension in CCA focuses on internal behavior of a connector, but
it does not take into account the interaction with the environment, i.e., the arrivals
of I/O requests at the boundary nodes of a connector are not considered as stochastic
processes. Reasoning about the end-to-end QoS of systems requires incorporation of
this external behavior. In addition, CCA do not capture the context-dependency of
a Reo connector since interactive transitions in CCA merely follow CA transitions
that do not formalize the context-dependency of Reo connectors. Compared to such
CCA, the specification models in this thesis, Quantitative Intentional Automata and
Stochastic Reo Automata (See Chapter 3 and Chapter 4, respectively), not only spec-
ify the end-to-end QoS of a Reo connector, but also capture context-dependent be-
havior.
2.6.3 Stochastic Process Algebra
Process Algebra (PA) [63, 49, 11] is a compositional specification formalism of alge-
braic nature for concurrent systems. It describes interactions, communications, and
synchronizations between processes in a system. PA provides a compositional ap-
proach, where a system is modeled by a collection of subsystems called agents that
execute atomic actions. These actions describe communications between agents and
sequential behavior that may run concurrently.
Stochastic Process Algebra (SPA) [45] is a stochastic extension of PA, which in-
tegrates Process Algebra theory and stochastic processes. SPA is described by three
parts: actions that model the system activities, algebraic operators that compose the
subsystem specifications, and synchronization discipline. An action in SPA consists
of an action type a and its exponential rate λ, i.e., 〈a.λ〉. Several algebraic operators
are shown below:
name expression denotation
prefix 〈a.λ〉.E After action a with a rate λ, the agent
becomes E.
abstraction E/L The actions in L are hidden.
relabeling E[a1/a0, . . . ] The label a1 is renamed a0.
choice E1 + E2 The agent behaves either E1 or E2.
parallel composition E1||E2 The agents E1 and E2 proceed
in parallel.
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There are several synchronized solution disciplines for the rate of the synchronized (sh-
ared) actions, and different solutions yield various SPA formalisms such as Perfor-
mance Evaluation Process Algebra (PEPA) [46, 47], Extended Markovian Process
Algebra (EMPA) [17, 16]. In PEPA, it is assumed that each agent has a bounded
capacity to carry out activities of any particular type, determined by the rate that is
the sum of the rates of each action enabled in that agent. That is, an agent cannot
exceed its boundary capacity, thus the rate of a synchronized action is the minimum
of the rates of the agents involved. In EMPA, it is assumed that in a synchronization,
at most one participant in the synchronization has an explicit representation for the
rate of the resulting (synchronized) action.
SPA has the following benefits:
 to support a compositional specification, i.e., given a complicated system, mod-
eling its sub-systems and the interaction between the sub-systems
 clear structure and semantics
 model reuse and maintaining a library of models
The limitation of SPA is the lack of expressiveness with respect to its timing
distribution: only negative exponential distributions can be used. To make the SPA
more general, some work has been carried out by associating general distributions
with the actions of a model [52].
The operational semantic model of SPA is defined by means of a labeled transition
model. Because of interleaving, the semantic model of SPA suffers from the state
explosion problem. Research has been carried out to mitigate this problem in [26, 62,
42].
SPA describes ‘how ’ each process behaves, whereas, (Stochastic) Reo directly de-
scribes ‘what ’ communication protocols connect and ‘how’ they coordinate the pro-
cesses in a system, in terms of primitive channels and their composition. Therefore,
(Stochastic) Reo explicitly models the pure coordination and communication proto-
cols including the impact of real communication networks on software systems and
their interactions.
2.6.4 Stochastic Petri Nets
Petri Nets (PNs) [74, 79] are graphical and mathematical models that describe system
behavior with concurrency, asynchrony, and synchrony. As a graphical model, PN is
similar to flow charts, block diagrams, and networks. As a mathematical model, it is
used to set up state equations, algebraic equations, and so on.
Stochastic Petri Nets (SPNs) [65, 87, 60] are a stochastic extension of PN, by
associating an exponentially distributed firing time with each transition in a PN. The
reachability set of an SPN model is identical to the one of its underlying PN model,
thus, the structural properties obtained for PN, such as liveness, boundness, conser-
vativeness, repetitiveness, consistency, and controllability, are still valid for SPNs.
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The countability of the markings and the memoryless property of exponential dis-
tributions allow an isomorphism between SPN models and CTMC models. Thus, the
CTMC model corresponding to an SPN is obtained by constructing the reachability
graph of the SPN model and by labeling its arcs with the firing rates of each transition
that changes markings.
Such an SPN is a useful tool for the analysis of computer systems since it allows the
system operations to be described precisely by means of a graph that translates into
a Markovian model useful for obtaining performance estimates. Due to its graphical
representation, an SPN can be easily understood. In addition, the derivation of the
MC model and its solution can be made automatic, and transparent to the users.
However, as for state-based models, they in general suffer from the state-explosion
problem, the graphical representation of an SPN causes fast increasing complexity in
their numerical solution as the system size increases. Thus, a large SPN model is often
used for simulation. In addition, a PN essentially deals with asynchronous events and
does not propagate the synchrony of events, thus, its compositionality is not clear in
general [4].
The topology of connectors in (Stochastic) Reo is inherently dynamic, and it ac-
commodates mobility as described in [56]. Moreover, (Stochastic) Reo supports a lib-
eral notion of channels, which allows to express synchrony and asynchrony. Reo is
more general than data-flow models and PNs [4], which can be viewed as specialized
channel-based models that incorporate certain built-in primitive coordination con-
structs.
2.6.5 Stochastic Automata Networks
A Stochastic Automata Network (SAN) [86, 37] specifies a system consisting of a
number of individual Stochastic Automata. Each Stochastic Automaton runs inde-
pendently or synchronously with the others. The rates on the transitions of a SAN
are either constants or functions:
 constants, i.e., non-negative real numbers
 functions from the global state space to non-negative real numbers
Normally an automaton makes use of both kinds of transitions for modeling.
In general, events in each automaton are categorized into two different types of
independent and synchronized events. In the case of independent events in a SAN,
the effect of the constants or functional transitions is local, thus, all the information
relevant to the transitions in a Stochastic Automaton is handled in that automaton
with the assumption that the automaton has a knowledge of the global state space.
In the case of synchronized events, the effect of the transitions is global by altering
the state of a number of Stochastic Automata.
SAN is used for performance modeling related to parallel distributed systems.
Parallel and distributed systems can be seen as collections of components that inter-
act with each other. Thus, each component corresponds to an individual Stochastic
Automaton and the overall system corresponds to a collection of such automata.
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However, SAN is a state-base model, where potentially the state explosion problem
arises. To mitigate this problem, techniques to minimize the number of states have
been suggested. For this purpose, in SAN, it is possible to make use of symmetries as
well as lumping and various superpositioning of automata [27, 82]. In addition, SAN
does not store nor generate the (global) state transition matrix. Instead of that, it is
represented by a number of small matrices relevant for each Stochastic Automaton.
Thus, a SAN approach has minimal memory requirements.
Compared to (Stochastic) Reo, the interactions in SAN are rather limited for pat-
terns like synchronizing events. The representation of synchronized events requires an
appropriate transition label that consists of a transition probability and an alterna-
tive probability. A transition probability must be unique for the synchronized events;
an alternative probability is different for each individual automaton involved in the
synchronized event [75].
Chapter 3
Quantitative Intentional Automata
3.1 Introduction
In Service-oriented Computing (SOC), services distributed over a network are com-
posed according to the requirements of service consumers. Services are platform –
and network – independent applications that support rapid, low-cost, loosely-coupled
composition. Services run on the hardware of their own providers, in different contain-
ers, separated by firewalls and other ownership and trust barriers. Their composition
requires additional mechanisms (e.g., process work-flow engines, connectors, and glue
code) to impose some form of coordination (i.e., orchestration and/or choreography).
Even if the quality of service (QoS) properties of every individual service and connec-
tor are known, it is far from trivial to build a model for and make statements about
the end-to-end QoS of a composed system.
In CA, Reo Automata, and IA, mentioned in Chapter 2, the end-to-end QoS is
not considered along with the specification of system behavior. In order to specify
and reason about the end-to-end QoS of system behavior, Stochastic Reo was also
introduced in Chapter 2. As the name reveals, Stochastic Reo is a stochastic extension
of Reo and preserves the flexibility and the expressiveness of Reo for compositional
construction of connectors. The aim of this chapter is to introduce a semantic model
for Stochastic Reo.
This chapter consists of two parts. the first part introduces a semantic model for
Stochastic Reo, Quantitative Intentional Automata (QIA) [6]. Actually, this seman-
tic model is a stochastic extension of Intentional Automata (IA) [31]. We show the
mapping between primitive Stochastic Reo channels and their corresponding QIA, as
well as other operations such as the product.
The second part shows the translation from QIA into homogeneous CTMCs which
are simple stochastic processes, widely used with efficient algorithms [85] for stochastic
analysis.
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3.2 Quantitative Intentional Automata
In this section, we introduce the notion of Quantitative Intentional Automata (QIA)
which is designed as a stochastic extension of IA to provide an operational semantics
for Stochastic Reo. Existing semantic models for Reo include IA1 and CA. Whereas
CA transitions describe system configuration changes, transitions of IA (and QIA)
describe both the changes of system configuration as well as the changes of pending
I/O requests. In CA, configurations are stored in the states, and processes causing
state changes are shown in transition labels as a set of nodes where data are observed.
Similarly, in IA (and QIA), the configurations of a system and the pending I/O
requests are stored in the states. A data-flow or a firing through nodes causes changes
in the system configuration, and arrivals of I/O requests at the nodes change the
configurations of the pending I/O requests. These two different types of changes are
distinguishably represented. (See Definition 3.2.1.)
Definition 3.2.1 (Quantitative Intentional Automaton). A Quantitative Inten-
tional Automaton is a tuple (Q, I,Σ,→, r) where
 Q ⊆ L× 2Σ is a finite set of states, where
– L is a finite set of system configurations.
– 2Σ is a set of pending node sets, each element in 2Σ describes the pending
status in the current state.
 I ⊆ Q is a set of initial states.
 Σ is a finite set of nodes.
 → ⊆ Q× 2Σ × 2Σ × 2Θ ×Q is the transition relation where Θ ⊆ 2Σ × 2Σ × R+
such that for any I,O ⊆ Σ and I ∩ O = ∅, each (I,O, r) ∈ Θ corresponds to
a data-flow where I is a set of mixed and/or input nodes; O is a set of output
and/or mixed nodes; and r is a processing delay rate for the data-flow described
by I and O. We require that
– for any two 3-tuples (I1, O1, r1), (I2, O2, r2) ∈ Θ such that I1 = I2 ∧ O1 =
O2, it holds that r1 = r2, and
– for a transition s
R,F,D−−−−→ s′ ∈→ with D = {(I1, O1, r1), . . . , (In, On, rn)},
F \ (I ∩O) = (I ∪O) \ (I ∩O) where I = ⋃1≤i≤n Ii and O = ⋃1≤i≤nOi.
 r : Σ→ R+ is a function that associates with each node its arrival rate.

1IA is a general semantic model for component connectors. For a Reo connector, some invari-
ants [31, Chapter 5] are required. Here and in the remainder of this chapter, IA are considered to be
the extended version of IA, with the invariants, even though this will not be explicitly mentioned.
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Note that for simplicity, here and throughout, we assume that all data constraints
for transitions are true and thus abstract away the data constraints without loss of
generality. In fact, the data constraints are used only for the nodes that fire, and they
can be obtained from the transition with the same firing nodes in the corresponding
CA of a QIA. In case of I/O request arrivals, there are no specific constraints on
incoming data items, thus, the data constraints for I/O request arrivals are always
true. In [31], for IA, a function Q→ P(2Σ × 2Θ ×Q)2Σ is used as an alternative.
In the QIA model for a Stochastic Reo connector, a transition 〈q1, R, F,D, q2〉 is
represented as q1
R,F,D−−−−→ q2 where:
 R is the set of nodes that interact with the environment of the nodes;
 F is the set of nodes that fire and are released by the data-flows of the transition;
 D ⊆ Θ is the set of 3-tuples θ = (I,O, r) that correspond to individual data-
flows in primitive Reo channels; the first two elements in θ depict the structural
information of the relevant channel ends in the data-flow corresponding to θ, e.g.,
input and output nodes for the data-flow; the last element shows the processing
delay rate of the data-flow.
In case a transition corresponds to only request-arrivals, D = ∅. The arrival rates for
I/O requests are given by the function r. For instance, a QIA transition
〈`, {a, b}〉 ∅,{a,b},{({a},{b},γab)}−−−−−−−−−−−−−−−→ 〈`′, ∅〉
encodes that a data-flow occurs from source node a to sink node b with the processing
delay rate γab. Each element of a 3-tuple θ ∈ Θ is accessed, respectively, by the
projection functions i : Θ → 2Σ, o : Θ → 2Σ, and v : Θ → R+. Note that for
readability, here and in the rest of this chapter, we use simplified representations for
all sets used to describe QIA, such as R, F , and D in a QIA transition. The curly
brackets { and } for these sets are deleted, and the elements in the sets are arranged
without commas. In addition, R and F are distinguished by a vertical bar ‘|’, i.e., the
above transition is represented as
〈`, ab〉 ∅|ab,{(a,b,γab)}−−−−−−−−−−→ 〈`′, ∅〉.
3.2.1 Invariants
Consider the following automaton, with two states.
`, c `′, c
c|∅, {(c, ∅, r)}
This automaton satisfies Definition 3.2.1. However, it does not capture a behavior
that corresponds to the semantics for a Reo connector. The reason is that node c is
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already pending (as indicated by the presence of c in the configuration of the source
state of the transition) and blocked to further request arrivals, therefore, it cannot
interact with the environment as indicated by the new request arrival at node c on the
transition. The correct behavior of a Reo connector is subject to the same invariants
mentioned for IA in Section 2.3.2. We recall these invariants. For an IA transition
〈q, P 〉 R|F,D−−−−→ 〈q′, P ′〉, it is required that:
1. F ⊆ R ∪ P 2. R ⊆ F ∪ P ′ 3. P ⊆ F ∪ P ′
4. P ′ ⊆ R ∪ P 5. P ∩R = ∅ 6. F ∩ P ′ = ∅
These invariants are also used for a QIA transition 〈`, P 〉 R|F,D−−−−→ 〈`′, P ′〉, since in
QIA, the function r and the set of 3-tuples D in transition labels do not affect the
structure on the transitions of QIA, which are decided by F .
The intuitive meaning of these invariants is explained in Section 2.3.2. Based on
Definition 3.2.1 and these invariants, the appropriate QIA, as a semantic model for
Stochastic Reo, corresponding to the primitive Stochastic Reo channels are presented
in Figure 3.1. Note that here and the remainder of this chapter, for simplicity, when a
set of 3-tuples is empty, i.e., transitions correspond to request-arrivals, we abstract it
away. That is, only firing transitions include a set of relevant 3-tuples. The function
r is shown as tables in Figure 3.1.
3.2.2 QIA composition
As mentioned in Section 2.2, a Stochastic Reo connector is obtained by composing
primitive channels. Similarly, the QIA corresponding to a connector is also obtained
by the composition of the QIA of its respective primitive channels. This composition
is carried out in two operations:
1. product that plugs two automata together, considering synchronization and
interleaving of the transitions from each automaton, and
2. synchronization that makes mixed nodes internal and filters firing transitions,
taking into account the context-dependency of a Reo connector.
The QIA product is similar to the IA product in [31, Chapter 5]. However, this IA
product does not account for the status of pending requests. In addition, we need to
define how the QIA product handles the extended elements of the function r and the
sets of 3-tuples in the transition labels of QIA. The function r associates arrival rates
with the nodes in the set of nodes only, thus, it does not influence the structure of
QIA. The set of 3-tuples in transition labels depends on firings. However, the converse
is not true, i.e., the firing is not decided by the set of 3-tuples. In general, the product
operation decides if firings are either composed together or interleave according to
the synchronization constraints of the firings. Therefore, the function r and the set
of 3-tuples do not affect the product definition, which as usual (e.g., CA and IA)
primarily depends on firings. We define the QIA product considering synchrony of
firings as follows:
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Synchronous Channels
γa γb
γab
`, a `, ∅ `, b
a|∅ b|∅
a|ab
{(a, b, γab)}
b|ab
{(a, b, γab)}
ab|ab
{(a, b, γab)}
r
a γa
b γb
γa γb
γab
γaL
`, ∅ `, b
a|a, {(a, ∅, γaL)}
ab|ab, {(a, b, γab)}
b|∅
a|ab
{(a, b, γab)}
r
a γa
b γb
γa γb
γab
`, a `, ∅ `, b
a|∅ b|∅
a|ab
{(ab, ∅, γab)}
b|ab
{(ab, ∅, γab)}
ab|ab
{(ab, ∅, γab)}
r
a γa
b γb
Asynchronous Channel
γa
γaF
γb
γFb
e, ∅ e, b f, b
f, ∅ f, a e, a
b|∅
a|a, α
ab|a, α : {(a, ∅, γaF )}
a|a, α
b|b, β
a|∅
ab|b, β : {(∅, b, γFb)}
b|b, β
∅|b, β
a|b, β b|a, α
∅|a, α
r
a γa
b γb
Figure 3.1: QIA for channels of Figure 2.3
Definition 3.2.2 (Product of QIA). Given two QIA A = (Q1, I1,Σ1,→1, r1) and
B = (Q2, I2,Σ2,→2, r2), their product is defined as A ./ B = (Q1 ×Q2, I1 × I2,Σ1 ∪
Σ2,→, r1 ∪ r2) where → is given by following rules:
1.
〈`1,P1〉
R1,F1,D1−−−−−−→1〈`′1,P ′1〉 F1∩Σ2=∅ ∀〈`2,P2〉∈Q2 s.t. P2∩R1=∅
〈(`1,`2),P1∪P2〉
R1,F1,D1−−−−−−→〈(`′1,`2),P ′1∪P2〉
2.
〈`2,P2〉
R2,F2,D2−−−−−−→2〈`′2,P ′2〉 F2∩Σ1=∅ ∀〈`1,P1〉∈Q1 s.t. P1∩R2=∅
〈(`1,l2),P1∪P2〉
R2,F2,D2−−−−−−→〈(`1,`′2),P1∪P ′2〉
3.
〈`1,P1〉
R1,F1,D1−−−−−−→1〈`′1,P ′1〉 〈`2,P2〉 R2,F2,D2−−−−−−→2〈`′2,P ′2〉 F1∩Σ2=F2∩Σ1 ∧ R1∩P2=∅=R2∩P1
〈(`1,`2),P1∪P2〉
R1∪R2,F1∪F2,D1∪D2−−−−−−−−−−−−−−→〈(`′1,`′2),P ′1∪P ′2〉

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Request-arrivals and data-flows are representative activities of Reo connectors. Reque-
st-arrivals are independent of synchrony or asynchrony of connector behavior, thus,
the product result of transitions for request-arrivals interleave. On the other hand,
data-flows are influenced by the synchrony or asynchrony of the behavior. Therefore,
the product operation needs to consider the set of firing nodes, for example, F1∩Σ2 =
∅, F2∩Σ1 = ∅, and F1∩Σ2 = F2∩Σ1 in the definition. In addition, the consideration
of request-arrivals (R) and existing pending status (P ) is required to satisfy the
aforementioned invariants. For example, consider the following two transitions:
1. 〈`1, a〉 b|ab,D1−−−−−→ 〈`′1, ∅〉 with Σ1 = {a, b} 2. 〈`2, b〉
c|bc,D2−−−−−→ 〈`′2, ∅〉 with Σ2 = {b, c}
Taking into account only the synchrony, e.g, {a, b} ∩ Σ2 = {b, c} ∩ Σ1, the product
result of transitions 1 and 2 is
〈(`1, `2), ab〉 bc|abc,D1∪D2−−−−−−−−−→ 〈(`′1, `′2), ∅〉
However, this violates invariant 5 of P ∩ R = ∅, i.e., {a, b} ∩ {b, c} = {b}. Therefore,
in the product operation, P1 ∩R2 = ∅, P2 ∩R1 = ∅, or P1 ∩R2 = ∅ = P2 ∩R1 must
be considered.
The product result of the set D is the union of 3-tuple sets from each automaton.
In order to keep QIA generally useful and compositional, and their product commu-
tative, we avoid fixing the precise formal meaning of distributions of synchronized
transitions composed in a product; instead, we represent the “processing delay rate”
of their composite transition in the product automaton as the union of the processing
delay rates of the synchronizing transitions of the two automata. How exactly these
rates combine to yield the composite rate of the transition depends on the different
properties of the distributions and their time ranges. For example, in the continuous-
time case, no two events can occur at the same time; and the exponential distributions
are not closed under taking maximum. In Section 3.3, we show how to translate a
QIA to a CTMC using the union of the rates of the exponential distributions in the
continuous-time case.
As an example, Figure 3.2 shows the product of a LossySync channel ab and a Sync
channel bc. For simplicity, we represent the set of 3-tuples in the labels of transitions
only by their names and give them in the table below.
Note that the resulting automaton includes unintended transitions such as 〈`, c〉 a|a,α−−−→
〈`, c〉 and 〈`, bc〉 a|a,α−−−→ 〈`, bc〉 which imply losing data items at node a which violate
context-dependency of the LossyFIFO1 connector. These unintended transitions are
generated since the product operation does not consider mixed nodes as internal nodes
that cannot interact with the outside. For this reason, we define a synchronization
operation that makes mixed nodes internal and filters firing transitions taking into
account the context-dependency of a Reo connector.
Definition 3.2.3 (Synchronization). Given a QIA A = (Q, I,Σ,→, r), synchro-
nization of a mixed node h ∈ Σ, denoted by synch[h](A), is equal to (Q, I,Σ,→′, r′)
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a b c
γab
γaL
γbc
`, ∅`, c `, b
`, bc
a|a, α
abc|abc, β
b|∅
ab|a, α
c|∅
ac|a, α
a|a, αa|a, α
ac|abc, βab|abc, β
bc|∅b|∅ c|∅
a|a, α
r
a γa
c γc
α : {(a, ∅, γaL)}
β : {(a, b, γab), (b, c, γbc)}
Figure 3.2: Product of a LossySync channel ab and a Sync channel bc
where
r′ is r restricted to the domain Σ \ {h}, r′(h) is ∞, and
→′ = {〈`, P 〉 R,F,D−−−−→ 〈`′, P ′〉 | 〈`, P 〉 Runionmulti{h},Funionmulti{h},D−−−−−−−−−−−→ 〈`′, P ′〉} 1)
∪ {〈`, P 〉 R,F,D−−−−→ 〈`′, P ′〉 | h /∈ R ∧ h /∈ F ∧
@ 〈`, P 〉 R
′,F ′,D′−−−−−−→ 〈`′′, P ′′〉 s.t. R′ = R ∪ {h}} 2)
where unionmulti : Σ× Σ→ Σ is a union restricted to disjoint sets. 
As an internal node, a mixed node does not interact with the environment and is
always ready to dispense data-items, i.e., a mixed nodes deliver data items that it
receives immediately. Thus, the synchronization operation restricts function r to only
boundary nodes.
The product operation of QIA does not take into account context-dependency of
connecting channels. The synchronization operation allows in an automaton (possibly
resulting from the product of two automata) only firing transitions that respect the
interaction with new environment. For example, consider the connector in Figure 3.2.
In a LossySync channel ab, losing data at node a occurs only when node b is not
pending. After the product with a Sync channel bc, node b is always pending, and
losing data occurs only when node c is not pending. However, the state 〈`, c〉 in
the product result has two firings for losing data at node a and dispensing data
from node a to node c via node b. The synchronization checks such situation and
deletes unintended firings, i.e., it allows firings that 1) consider pending and firing
at the mixed nodes as an immediate atomic activity or 2) are independent of mixed
nodes. The QIA synchronization operation is analogous to the hiding operation [31,
Chapter 4] for IA. The result of the synchronization operation on the product result
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in Figure 3.2 is shown in Figure 3.3, which is the same as the original QIA for a
LossySync channel.
`, ∅`, c
a|a, α
ac|ac, β
c|∅
a|ac, β
α : {(a, ∅, γaL)}
β : {(a, b, γab), (b, c, γbc)}
Figure 3.3: Synchronization result on QIA in Figure 3.2
The semantics of plugging two Reo connectors together on a common node h is
represented in QIA by first considering the product of their QIA and then applying
the synchronization operation, i.e. synch[h](A1 ./ A2). Thus, the product and the
synchronization operations can be used to obtain, in a compositional way, the QIA
of a connector built out of the primitive channels that comprise the connector. Given
two QIA A1 and A2 with their node sets Σ1 and Σ2, respectively, sharing the common
nodes Σ1∩Σ2 = {h1, h2, . . . , hk}, synch[h1](synch[h2] · · · (synch[hk](A1 ./ A2))) rep-
resents the automaton corresponding to a connector. Note that the “plugging” order
does not matter as synchronization interacts well with product.
Example 3.2.4. As a more complex example of the QIA composition, we apply the
product and synchronization operations to the LossyFIFO1 example in Figure 2.5. The
product result A = (Q, I,Σ,→, r) of a LossySync channel ab and a FIFO1 channel bc is
too big to draw and not readable. Instead of showing the whole figure of A, we show
→prod, the transitions that will be considered by the synchronization operation:
→prod = { 〈`e, ∅〉 c|∅−−→ 〈`e, c〉, X
〈`e, ∅〉 ac|a−−−→ 〈`e, c〉, ×
〈`e, ∅〉 acb|ab−−−−→ 〈`f, c〉, X
〈`e, ∅〉 a|a−−→ 〈`e, ∅〉, ×
〈`e, ∅〉 ab|ab−−−→ 〈`f, ∅〉, X
〈`f, ∅〉 a|a−−→ 〈`f, ∅〉, X
〈`f, ∅〉 c|c−−→ 〈`e, ∅〉, X
〈`f, ∅〉 ac|ac−−−→ 〈`e, ∅〉, X
〈`e, c〉 a|a−−→ 〈`e, c〉, ×
〈`e, c〉 ab|ab−−−→ 〈`f, c〉, X
〈`f, c〉 a|a−−→ 〈`f, c〉, X
〈`f, c〉 ∅|c−−→ 〈`e, ∅〉, X
〈`f, c〉 a|ac−−→ 〈`e, ∅〉 X }
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Note that the system configuration `e and `f are the abbreviation of (`, e) and
(`, f) where ` represents the system configuration of a LossySync channel ab, and e
and f represent the configurations of, respectively, an empty and a full buffer of the
FIFO1 channel bc. Formally, these system configurations must be written as 〈(`, e), P 〉
where P ⊆ {a, b, c}, but for simplicity, we use the aforementioned abbreviations. The
transitions with the bold labels represent the filtered transitions by the synchroniza-
tion. The reason of this filtering is that the nodes in bold in these transitions are
dependent on mixed nodes, thus, they must fire together with the mixed nodes. This
dependency is shown by the presence of their counterparts that fire with the same
nodes(represented in bold) as well as the mixed nodes (represented in roman, next
to the nodes in bold). Each counterpart follows its relevant filtered transition above
and belongs to the transition set 1) in Definition 3.2.3. The transitions with the black
labels represent the independent firings of the mixed nodes and belong to the transi-
tion set 2) in Definition 3.2.3.
In this example, the three transitions 〈`e, ∅〉 a|a−−→ 〈`e, ∅〉, 〈`e, ∅〉 ac|a−−→ 〈`e, c〉, and
〈`e, c〉 a|a−−→ 〈`e, c〉, which have only the labels in bold, are deleted by the synchro-
nization because they have counterparts that fire the pending mixed node b since
node b is always ready to dispense data items as an internal node. The counterparts
of these transitions are, respectively, 〈`e, ∅〉 ab|ab−−−→ 〈`f, ∅〉, 〈`e, ∅〉 abc|ab−−−−→ 〈`f, c〉, and
〈`e, c〉 ab|ab−−−→ 〈`f, c〉, firing mixed node b is represented in red. The synchronization
result of the product result A is shown in Figure 3.4.
`e, ∅ `e, c
`f, c
`f, ∅
c|∅
a|a, β
ac|a, β a|a, β
a|a, α
a|a, α
c|c, δ
ac|ac, ζ
∅|c, δ
a|ac, ζ
α : {(a, ∅, γaL)}
β : {(a, b, γab), (b, ∅, γbF )}
δ : {(∅, c, γFc)}
ζ : {(a, ∅, γaL), (∅, c, γFc)}
Figure 3.4: Corresponding QIA for LossyFIFO1 in Figure 2.5
♦
3.3 Translation into a stochastic model
In this section, we show how to translate QIA into a homogeneous CTMC model for
stochastic analysis. In general, CTMCs are not compositional and large even for a
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small system. That is, it is difficult to model CTMCs for complex systems directly.
In our approach, modeling compositional behavior is carried out by QIA, and then
corresponding CTMCs are derived from QIA which is considered as an intermediate
model for this translation. Even though the resulting CTMCs are still big to handle,
we can easily obtain CTMCs for complex systems via QIA. A homogeneous CTMC is
a stochastic process with (1) discrete state space, (2) Markov property, (3) memory-
less property, and (4) homogeneity in the continuous-time domain [43]. These prop-
erties yield efficient methodologies for numerical analysis. Note that here and in the
remainder of this chapter, CTMCs are homogeneous even though it is not explicitly
mentioned.
In the continuous-time domain, the exponential distribution is the only one that
satisfies the memoryless property. Therefore, for the translation, we assume that the
rates of request-arrivals and data-flows are exponentially distributed. However, note
that such restriction did not appear in the QIA model. Other types of distributions
can appear in the label of QIA, but then the target model has to be other than
CTMCs.
A CTMC model derived from a QIA is a pair (S, δ) where S = SA ∪ SM is the
set of states. SA represents the configurations of the system derived from its QIA
including the pending status of I/O requests; SM is the set of states that result
from the micro-step division of synchronized actions (see below). δ = δArr ∪ δProc ⊆
S ×R+ × S, explained below, is the set of transitions, each labeled with a stochastic
value specifying the arrival or the processing delay rate of the transition. δArr and
δProc are defined in Section 3.3.4 and Section 3.3.3, respectively.
A state in QIA models a configuration of the connector, including the presence
of the I/O requests pending on its boundary nodes, if any. Request-arrivals change
system configuration only by changing the pending status of their respective bound-
ary nodes. Data-flows corresponding to a transition in QIA change the system con-
figurations, and release the pending I/O requests on their involved boundary nodes.
In addition, data-flows depicted in a single transition illustrate multiple synchronized
firings. In the following, we show how to deal with such request-arrivals and data-flows
in an appropriate way for the translation from QIA into CTMCs.
In a CTMC model, the probability that two events (e.g., the arrival of an I/O
request, the transfer of a data item, a processing step, etc.) happen at the same time
is zero: only a single event occurs at a time. In compliance with this requirement, for
a QIA A = (L × 2Σ, I,Σ,→, r) and a set of boundary nodes Σ′, we define its set of
request-arrival transitions, δArr, in several steps. The set SA and the preliminary set
2
of request-arrival transitions of the CTMC derived from A are defined as:
2In the process of generating CTMCs, some macro-step events (e.g., synchronized data-flows)
are divided into several micro-step events. After that, independent events (e.g., request-arrivals) are
considered as preemptive events between any two micro-step event. Before this division, we need to
specify the transitions for respective synchronized data-flows. For this purpose, SA is obtained to
describe source and target states of these transitions. The preliminary set of request-arrivals includes
the transitions that connect the states in SA, each of which corresponds to all possible request-
arrivals at every connector configurations.
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SA = {〈q, P 〉 | q ∈ L, P ⊆ Σ′}
δ′Arr = {〈q, P 〉 v−→ 〈q, P ∪ {d}〉 | 〈q, P 〉, 〈q, P ∪ {d}〉 ∈ SA, v = r(d)}
The set δ′Arr is used in Section 3.3.4 to define the δArr component of δ.
As an example of obtaining SA and δ
′
Arr, recall the QIA for the LossyFIFO1 circuit
in Figure 3.4. It has two system configuration of states `e and `f , and its boundary
nodes set Σ′ is {a, c}. Therefore:
SA = { 〈`e, ∅〉, 〈`e, a〉, 〈`e, c〉, 〈`e, ac〉, 〈`f, ∅〉, 〈`f, a〉, 〈`f, c〉, 〈`f, ac〉 }
δ′Arr = { 〈`e, ∅〉
γa−→ 〈`e, a〉, 〈`e, ∅〉 γc−→ 〈`e, c〉, 〈`e, a〉 γc−→ 〈`e, ac〉,
〈`e, c〉 γa−→ 〈`e, ac〉, 〈`f, ∅〉 γa−→ 〈`f, a〉, 〈`f, ∅〉 γc−→ 〈`f, c〉,
〈`f, a〉 γc−→ 〈`f, ac〉, 〈`e, c〉 γa−→ 〈`f, ac〉 }
The diagrams of SA and δ
′
Arr are presented in Figure 3.5.
`e, ∅ `e, a
`e, c `e, ac
`f, ∅ `f, a
`f, c `f, ac
γa
γc γc
γa
γa
γc γc
γa
Figure 3.5: State diagram for request-arrivals
3.3.1 Micro-step transitions
The CTMC transitions associated with data-flows are more complicated because
groups of synchronized data-flows are modeled as a single transition3 in QIA, ab-
stracting away their precise occurrence order. Therefore, we need to divide such syn-
chronized data-flows into so-called micro-step transitions4, respecting the connection
information, i.e., the topology of a Reo connector, through which the data-flow occurs.
The connection information can be recovered from the 3-tuples in the label on
each firing transition in a QIA, since the first and the second elements of a 3-tuple
describe, respectively, the input and the output nodes involved in the data-flow of
its transition, and the data-flow in the transition occurs from its input to its output
nodes.
For example, the transition from state 〈`e, ∅〉 to state 〈`f, ∅〉 in the QIA of the
LossyFIFO1 example in Figure 3.4 has {(a, b, γab), (b, ∅, γbF )} as its set of 3-tuples.
The connection information inferred from this set states that the data-flows occur
3Note that here and in the remainder of this section, we skip to explicitly mention that a QIA
transition s
R|F,D−−−−→ s′ satisfies F 6= ∅ ∧ D 6= ∅ for its synchronized data-flows.
4This division delineates synchronized data-flows, not each data-flow itself.
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from a to the buffer through b. The transition is, thus, divided into two consecutive
micro-step transitions (a, b, γab) and (b, ∅, γbF ).
Such data-flow information on each firing transition in a QIA is formalized by a
delay-sequence defined by the following grammar:
Λ 3 λ ::=  | θ | λ|λ | λ;λ
where  is the empty sequence, and θ is a 3-tuple (I,O, r) for a primitive Reo chan-
nel. λ|λ denotes parallel composition, and λ;λ denotes sequential composition. The
empty sequence  is an identity element for | and ;, | is commutative, associative, and
idempotent, ; is associative and distributes over |. Most of properties of these compo-
sitional operators are intuitive, except for the distributivity of ;. The delay-sequence
λ extracted by the Algorithm 3.3.1 is in the format λ = λ1|λ2| . . . |λn. Consider
λ = λ1|λ2 = (θ1; θ2)|(θ3; θ2)5. Distributivity, that is, the property (θ1; θ2)|(θ3; θ2) =
(θ1|θ3); θ2 is justified by the fact that θ2 is the delay of the same action and the
other actions θ1 and θ3 in the composed delays (θ1; θ2) and (θ3; θ2) need to finish be-
fore the action corresponding to θ2 occurs. We use this distributivity law to generate
compacter delay-sequences from the delay-sequences extracted in Section 3.3.2. For
example, recall the delay-sequence λ = (θ1|θ2)|(θ3; θ2). Then, λ becomes (θ1|θ3); θ2
and it still preserves the sequential precedence of θ1 and θ3 over θ2 and shows the
undetermined order between θ1 and θ3.
3.3.2 Extracting a delay-sequence
The delay-sequence corresponding to a set of 3-tuples associated with a transition in
a QIA is obtained by Algorithm 3.3.1. Note that if the parameter of the function Ext
is a singleton, then Ext({θ}) = θ since i(θ) ∩ o(θ) = ∅.
Intuitively, the Ext function delineates the set of activities that – at the level of a
QIA – must happen synchronously/atomically, into its corresponding delay-sequences.
If a certain data-flow associated with a 3-tuple θ1 explicitly precedes another one θ2,
then θ1 is sequenced before θ2, i.e., encoded as θ1; θ2. Otherwise, they can occur in
any order, encoded as θ1|θ2.
Applying Algorithm 3.3.1 to the LossyFIFO1 example in Figure 3.4 yields the
following result shown in Figure 3.6, where the delineated results appear in the table.
The parameter D of Algorithm 3.3.1 is a finite set of 3-tuples, and Init , Post and
toGo, subsets of D, are also finite. Moreover, Post becomes eventually ∅ since toGo
decreases during the procedure. Thus, we can conclude that Algorithm 3.3.1 always
terminates.
A resulting delay-sequence S extracted by Algorithm 3.3.1 is generated by the par-
allel composition of λθ. The order of selecting θ from the set Init is not deterministic,
thus, the resulting delay-sequence for the same input can be syntactically different,
5In general, the operators inside ‘()’ have the highest order. Here and in the remainder of this
thesis, we also follow this standard order without explicit mention.
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Algorithm 3.3.1: Extraction of a delay-sequence out of a set Θ of 3-tuples
Ext(D) where D in p
R|F,D−−−−→ q
S = 
toGo = D
Init := {θ ∈ D | i(θ) ∩ o(θ′) = ∅ for all θ′ ∈ D}
for θ ∈ Init do
λθ := θ
Pre := {θ}
toGo := toGo \ Pre
Post = {θ ∈ toGo | ∃θ′ ∈ Pre s.t. o(θ′) ∩ i(θ) 6= ∅}
while Post 6= ∅ do
λ′ := (θ1| · · · |θk) where Post = {θ1, · · · , θk}
λθ := λθ;λ
′
Pre := Post
toGo := toGo \ Pre
Post := {θ ∈ toGo | ∃θ′ ∈ Pre s.t. o(θ′) ∩ i(θ) 6= ∅}
end while
S := S|λθ
end for
return S
`e, ∅ `e, c
`f, c
`f, ∅
c|∅
a|a, β
ac|a, β a|a, β
a|a, α
a|a, α
c|c, δ
ac|ac, ζ
∅|c, δ
a|ac, ζ
α : {(a, ∅, γaL)}
β : {(a, b, γab) ; (b, ∅, γbF )}
δ : {(∅, c, γFc)}
ζ : {(a, ∅, γaL) | (∅, c, γFc)}
Figure 3.6: Applying Algorithm 3.3.1 to QIA in Figure 3.4
for example, λθ|λθ′ and λθ′ |λθ with Init = {θ, θ′}. However, the parallel composition
operator | is commutative, thus, the composition order of | does not matter.
3.3.3 Dividing macro-step transitions with a delay-sequence
We now show how to derive the transitions in the CTMC model from the QIA tran-
sitions. In QIA, data-flows and request-arrivals can be put on a single transition,
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whereas, in CTMCs, these two must be considered separately. For this purpose, we
explore cases in which sole data-flows are possible. Recall the invariants of QIA in
Section 3.2.1. A firing can occur when all its relevant nodes are pending. For a QIA
transition 〈q, P 〉 R|F,D−−−−→ 〈q′, P ′〉, the firing can occur if F ⊆ P ∪R. In compliance with
this consideration, we derive the CTMC transitions in two steps:
1. For each QIA transition 〈q, P 〉 R|F,D−−−−→ 〈q′, P ′〉 ∈ → such that F 6= ∅ ∧ D 6= ∅,
we derive transitions 〈q, P ′′〉 λ−→ 〈q′, P ′′ \F 〉 where P ′′ is a node set that includes
all the firing nodes of each QIA transition; λ is the delay-sequence associated
with the set of 3-tuples D in the label on the transition. This set of derived
transitions is defined below as δMacro.
2. We divide a transition in δMacro labeled by λ into a combination of micro-step
transitions, each of which corresponds to a single event.
The following figure briefly illustrates the procedure mentioned above, for the two
transitions p
λ1;λ2−−−→ q and p λ1|λ2−−−→ q where λ1 = θ1;λ′1 and λ2 = θ2;λ′2:
p
λ1;λ2−−−→ q p λ1|λ2−−−→ q
p s1 si sk q
θ1 θ2
λ′1 λ
′
2 p
s1
s2
si
sj
sk
sl
s3 q
θ1
θ2
θ2
θ1
θ2
θ1
λ′1
λ′2
λ′2
λ′1
A sequential delay-sequence λ1;λ2 allows for the events corresponding to λ1 to oc-
cur before the ones corresponding to λ2. For a parallel delay-sequence λ1|λ2, events
corresponding to λ1 and λ2 occur interleaving each other, while they preserve their
respective order of occurrence in λ1 and λ2. All indexed states sn are included in SM
which consists of the states derived from the division of the synchronized data-flows
into micro-step transitions. The formal description of dealing with these two delay-
sequences is presented in the definition of a div function below, in which handling the
respective delay-sequences correspond to the second and the third conditions of the
div function.
Given a QIA (Q, I,Σ,→, r) and its boundary nodes set Σ′, a macro-step transition
relation for the synchronized data-flows is defined as:
δMacro = {〈p, P ′′〉 λ−→ 〈q, P ′′ \ F 〉 |
〈p, P 〉 R|F,D−−−−→ 〈q, P ′〉 ∈ →, F ⊆ P ′′ ⊆ Σ′, λ = Ext(D)}
As an example of obtaining a macro-step transition relation, consider the transition
〈`e, ∅〉 a|a,β−−−→ 〈`f, ∅〉 with β = (a, b, γab) ; (b, ∅, γbF ) in Figure 3.6. Given the firing
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set {a} and the boundary nodes set Σ′ = {a, c}, P ′′ is {a} or {a, c}, this generates
the macro-step transitions 〈`e, a〉 β−→ 〈`f, ∅〉 and 〈`e, ac〉 β−→ 〈`f, c〉. Figure 3.7 shows
a state diagram derived from the QIA of the LossyFIFO1 example in Figure 3.4 with
the set of macro-step transitions δMacro and the preliminary set of request-arrival
transitions δ′Arr, which are represented as dashed transitions.
`e, ∅ `e, a `f, ∅ `f, a
`e, c `e, ac `f, c `f, ac
γa (a, b, γab); (b, ∅, γbF ) γa
γa (a, b, γab); (b, ∅, γbF )
γa
γc
γc γc
γc
(∅, c, γFc) (∅, c, γFc)
(a, ∅, γaL)
(a, ∅, γaL)
(a, ∅, γaL)|(∅, c, γFc)
Figure 3.7: State diagram derived from the QIA in Figure 3.4 with δMacro and δ
′
Arr
We now explicate a macro-step transition with a number of micro-step transitions,
each of which corresponds to a single data-flow. This refinement yields auxiliary states
between the source and the target states of the macro-step transition. Let 〈p, P 〉 be
a source state for a data-flow corresponding to a 3-tuple θ. The generated auxiliary
states are defined as 〈pθ, P \nodes(θ)〉 where pθ is just a label denoting that the data-
flow corresponding to θ has occurred, and the function nodes : Λ→ 2Σ is defined for
the delay-sequence level as:
nodes(λ) =
{
i(θ) ∪ o(θ) if λ = θ
nodes(λ1) ∪ nodes(λ2) if λ = λ1;λ2 ∨ λ = λ1|λ2
The set of such auxiliary states is obtained as SM = states(〈p, P 〉 λ−→ 〈q, P ′〉) where
states(〈p, P 〉 λ−→ 〈q, P ′〉) ={
{〈p, P 〉, 〈q, P ′〉} if λ = θ⋃
states(m) ∀m ∈ div(〈p, P 〉 λ−→ 〈q, P ′〉) otherwise
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The function div : δMacro → 2δMacro is defined as:
div(〈p, P 〉 λ−→ 〈q, P ′〉) =
{〈p, P 〉 θ−→ 〈q, P ′〉} if λ = θ ∧ @〈p, P 〉 θ−→ 〈p′, P ′〉 ∈ δMacro
div(〈p, P 〉 λ1−→ 〈pλ1 , P ′′〉) ∪ div(〈pλ1 , P ′′〉 λ2−→ 〈q, P ′〉)
if λ = λ1;λ2 where P
′′ = P \ nodes(λ1)
{m1 ./ m2 | mi ∈ div(〈p, P 〉 λi−→ 〈pλi , P ′′〉), i ∈ {1, 2}}
if λ = λ1|λ2 where P ′′ = P \ nodes(λi)
∅ otherwise
where the function ./: δMacro × δMacro → 2δMacro computes all interleaving composi-
tions of the two transitions as follows. For a transition (p,R)
λ1|λ2−−−→ (q,R′) ∈ δMacro,
(p,R)
λ1−→ (pλ1 , R \ nodes(λ1)) and (p,R) λ2−→ (pλ2 , R \ nodes(λ2)) correspond to,
respectively, m1 and m2 of the third condition in the definition of the div function.
While m1 and m2 are handled by the div function recursively, some auxiliary states,
i.e., states(m1) and states(m2), are generated. In the interleaving composition, m1
can occur at any states that are generated by states(m2), and vice-versa. This inter-
leaving composition of m1 and m2 is represented as:
m1 ./ m2 = { div
(
(p1, R1)
λ2−→ (p(1,λ2), R \ nodes(λ2))
)
,
div
(
(p2, R2)
λ1−→ (p(2,λ1), R \ nodes(λ1))
) |
(p1, R1) ∈ states(m1) and (p2, R2) ∈ states(m2) }
The following example shows the application of the function div to a non-trivial delay-
sequence, which contains a combination of sequential and parallel compositions.
Example 3.3.1. Consider the Stochastic Reo connector shown below. Every indexed
θ is a rate for its respective processing activity, e.g., θ2 is the rate at which the top-left
FIFO1 dispenses data through its sink end; θ3 is the rate at which the node replicates
its incoming data, etc. Data-flows contained in boxed regions marked as B1 and B2
appear in δMacro, derived from the QIA of this circuit, as two transitions with the
delay-sequences of λ1 and λ2 where:
 from B1: λ1 = ((θ2; θ3)|(θ8; θ9)) ; (θ4|θ10|θ11)
 from B2: λ2 = (θ5; θ6) | (θ12; θ13)
To derive a CTMC, λ1 and λ2 must be divided into micro-step transitions. We
exemplify a few of these divisions. For λ1, the division of (θ4|θ10|θ11) is trivial since
it contains only simple parallel composition. This division result is then appended
to the division result of (θ2; θ3)|(θ8; θ9), which has the same structure as that of λ2.
Thus, we show below the division result of λ2 only.
In the following CTMC fragment, to depict which events have occurred up to a
current state, the name of each state consists of the delays of all the events that have
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θ1 θ2
θ3
θ4 θ5
θ7 θ8 θ11
θ9
θ12
θ6
θ13
θ10
B1 B2
 | 
 | θ12
θ5 | 
θ5 | θ12
(θ5; θ6) | 
 | (θ12; θ13)
θ5 | (θ12; θ13)
(θ5; θ6) | θ12
(θ5; θ6) | (θ12; θ13)
occurred up to that state. The delay for a newly occurring event is appended at the
end of its respective segment in the current state name.
This example shows that when a delay-sequence λ is generated by parallel com-
position, the events in one of the sub-delay-sequences of λ occur independently of
the events in other sub-delay-sequences. Still events preserve their occurrence order
within the sub-delay-sequence that they belong to. ♦
The division into micro-step transitions ensures that each such transition has a
single 3-tuple in its label. As mentioned above, this 3-tuple includes the structural
information and the processing delay rate of its relevant data-flow, but in CTMCs,
only the processing delay rate is used. Thus, the extraction of processing delay rates
from the micro-step transitions are defined as:
δProc = {〈p, P 〉 v(θ)−−→ 〈p′, P ′〉 | 〈p, P 〉 θ−→ 〈p′, P ′〉 ∈ div(t) for all t ∈ δMacro}
Figure 3.8 shows applying the division method and extracting rates from the
LossyFIFO1 example in Figure 3.7. In Figure 3.8, the elements in SM appear in gray,
and the micro-step transitions by the division method are represented as dashed
transitions.
3.3.4 Preemptive request-arrivals
Synchronized data-flows in QIA are considered atomic, thus other events cannot in-
terfere with them. However, splitting these data-flows allows non-interfering events to
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`e, ∅ `e, a `e′, ∅ `f, ∅ `f, a
`e, c `e, ac `e′, c `f, c `f, ac
γa γab γbF γa
γa γab γbF γa
γc γc γc γc
γFc γFc
γaL
γaL
Figure 3.8: Division result of Figure 3.7
interleave with their micro-steps, disregarding the strict sense of their atomicity. For
example, a certain boundary node unrelated to a group of synchronized data-flows
can accept a data item between any two micro-steps. Since we want to allow such
interleaving, we must explicitly add such request-arrivals. With a set of micro-step
states SM , its full set of request-arrival transitions, including its preliminary request-
arrival set δ′Arr, is defined as:
δArr = δ
′
Arr ∪ {〈p, P 〉
r(d)−−→ 〈p, P ∪ {d}〉 | 〈p, P 〉, 〈p, P ∪ {d}〉 ∈ SM , d ∈ Σ, d /∈ P}
Figure 3.9 shows the consideration of all possible preemptive request-arrivals for
the division result in Figure 3.8, and the preemptive request-arrival is represented as
a dashed transition. Thus, Figure 3.9 is the CTMC model (SA ∪ SM , δArr ∪ δProc)
derived from the LossyFIFO1 example in Figure 2.5 via its QIA in Figure 3.4.
`e, ∅ `e, a `e′, ∅ `f, ∅ `f, a
`e, c `e, ac `e′, c `f, c `f, ac
γa γab γbF γa
γa γab γbF γa
γc γc γc γc γc
γFc γFc
γaL
γaL
Figure 3.9: Derived CTMC of LossyFIFO1
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3.4 Discussion
In this chapter, we introduced QIA as a semantic model for Stochastic Reo. This
model specifies the behavior of a connector that coordinates services distributed over
a network, along with its end-to-end QoS, specified as stochastic rates. QIA are an
extension of IA, thus, QIA also consider both I/O request arrivals at channel ends and
data-flows through channels separately. In contrast to IA, request arrivals and data-
flows in QIA are considered stochastic activities. Considering the interaction with the
environment of a connector, i.e., I/O request arrivals at channel ends, as a stochastic
activity, QIA can specify and reason about end-to-end QoS aspects of system behav-
ior. As IA capture the context-dependency of connectors, QIA, an extension of IA,
also capture the context-dependency of connectors. As a complex connector is built
out of the primitive Stochastic Reo channels, the QIA model corresponding to a com-
plex connector is also obtained by composing the QIA models corresponding to the
primitive Stochastic Reo channels that comprise the connector.
QIA are considered an intermediate model for translation into stochastic models,
in particular CTMCs, for stochastic analysis. CTMCs are frequently used stochas-
tic processes with some restrictions, such as discrete state space and Markov prop-
erty. These restrictions (features) provide efficient algorithms for their numerical anal-
ysis [85]. For this purpose, we have shown the translation from Stochastic Reo into
CTMCs in this chapter. Based on this method, a tool has been implemented in the Ex-
tensible Coordination Tools (ECT) [35], whose implementation details will be shown
in Chapter 5. The CTMCs derived from Stochastic Reo via the QIA semantic model
can be used for analysis of the stochastic behavior of Reo connectors.
In general, QIA are large models in terms of the number of states and transitions,
because their configurations include not only data-flows, but also the interaction with
the environment, in contrast to CA which consider the configurations of data-flows
only. Thus, QIA quickly become too large to handle. Moreover, as a semantic model
for Stochastic Reo, QIA must support the compositional semantics of a Stochastic
Reo connector. However, the proof of the compositionality of QIA is far from trivial.
Consequently, we designed a more compact and tractable semantic model, called
Stochastic Reo Automata, which we present in Chapter 4.

Chapter 4
Stochastic Reo Automata
4.1 Introduction
In the previous chapter, we introduced Quantitative Intentional Automata (QIA), a
compositional semantic model for Stochastic Reo. QIA specify the behavior of con-
nectors and enable reasoning about their end-to-end QoS. However, QIA explicitly
describe all I/O interaction with the environment which is abstracted away in other
(non-stochastic) semantic models such as Constraint Automata (CA) and Reo Au-
tomata. An explicit description of all interaction with the environment produces many
states and transitions. Having a large state diagram, QIA are not easy to handle.
In this chapter, we introduce Stochastic Reo Automata [68] as an alternative
semantic model for Stochastic Reo. Not only a Stochastic Reo Automaton is com-
pact and tractable, but it also retains the features of QIA for representing context-
dependency and reasoning about end-to-end QoS. Moreover, in order to reason about
general end-to-end QoS, a Stochastic Reo Automaton is extended with reward infor-
mation to deal with Stochastic Reo with rewards.
This chapter consists of four parts. In the first part, Stochastic Reo Automata are
introduced as an alternative semantic model for Stochastic Reo. In fact, this model
is a stochastic extension of Reo Automata. We introduce that the mapping between
primitive Reo channels and their corresponding Stochastic Reo Automata, as well as
the composition operation for Stochastic Reo Automata.
The second part shows the extended version of Stochastic Reo Automata for gen-
eral end-to-end QoS properties. In this extension, the general QoS aspects are con-
sidered as reward information, which is associated with stochastic activities such as
I/O request arrivals at channel ends and data-flows through channels. We also show
the mapping of Stochastic Reo to Stochastic Reo Automata with the concern for the
reward information.
The third part shows the translation from Stochastic Reo Automata into homoge-
neous CTMCs. In Chapter 3, we have shown the translation from QIA into CTMCs.
This translation is partially similar to the translation from Stochastic Reo Automata
into CTMCs. To avoid duplication, we skip some procedures that we reuse from the
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earlier translation method. In addition, we present the translation from the Stochastic
Reo Automata extended with reward information into CTMCs with state reward.
In the fourth part, we discuss to what extent Interactive Markov Chains (IMCs)
can serve as another semantic model for Stochastic Reo. As shown in Section 2.5, the
main strength of IMCs is their compositionality. In this section, we show that in our
treatment the compositionality of IMCs is not adequate to specify the behavior of
Stochastic Reo.
4.2 Stochastic Reo Automata
Stochastic Reo Automata constitute an alternative semantic model for Stochastic
Reo to the model explained in Chapter 3. Compared to QIA, each Stochastic Reo
Automaton has a disjoint set of node names. For example, two QIA A1 and A2 with
node sets ΣA1 and ΣA2 , respectively, are synchronized at nodes in ΣA1∩ΣA2 , whereas
two Stochastic Reo Automata B1 and B2 are assumed that the two automata have
disjoint node sets and can either take a step together or independently. Thus, naming
the nodes of Stochastic Reo for a Stochastic Reo Automaton is slightly different from
that for QIA. For instance, compared to Figure 2.5, Figure 4.1 shows the difference
for the primitive channels of a LossySync and a FIFO1 and their composition result,
i.e., the joined nodes in Figure 4.1 do not use a common name.
γa γb
γab
γaL
×
γc
γcF
γd
γFd
=
γa
γcF
γd
γFdγab
γaL
Figure 4.1: Stochastic LossyFIFO1 connector
As a more complex Stochastic Reo connector, Figure 4.2 shows a discriminator
which takes the first arriving input value and produces it as its output. It also ensures
that an input value arrives on every other input node before the next round.
4.2.1 Stochastic Reo Automata
In this section, we provide a compositional semantics for Stochastic Reo connectors,
as an extension of the Reo Automata of Section 2.3.3 with functions that assign
stochastic values for data-flows and I/O request arrivals.
Definition 4.2.1 (Stochastic Reo Automata). A Stochastic Reo Automaton is
a triple (A, r, t) with a Reo Automaton A = (Σ, Q, δA) according to Definition 2.3.7
and
 r : Σ→ R+ is a function that associates with each node its arrival rate.
 t : δA → 2Θ is a function that associates with a transition a subset of Θ =
2Σ × 2Σ × R+ such that for any I,O ⊆ Σ and I ∩ O = ∅, each (I,O, r) ∈ Θ
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w
x
i
γaF γFb
γtF γFu
γoF γFp
γiF γFj
γcd
γef
γgh
γnF
γFm
γkl
γvr,
γvL
γsq,
γsL
Figure 4.2: Stochastic Discriminator with two inputs
corresponds to a data-flow where I is a set of mixed and/or input nodes; O is
a set of output and/or mixed nodes; and r is a processing delay rate for the
data-flow described by I and O. We require that
– for any two 3-tuples (I1, O1, r1), (I2, O2, r2) ∈ Θ such that I1 = I2 ∧ O1 =
O2, it holds that r1 = r2, and
– for a transition s
g|f−−→ s′ ∈ δA with t(s g|f−−→ s′) = {(I1, O1, r1), (I2, O2, r2),
. . . , (In, On, rn)}, f \ (I ∩O) = (I ∪O) \ (I ∩O) where I =
⋃
1≤i≤n Ii and
O =
⋃
1≤i≤nOi.

The Stochastic Reo Automata corresponding to the primitive Stochastic Reo channels
in Figure 2.3 are defined by the functions r and t shown in Table 4.1. Note that the
function t is encoded in the labels of the transitions of the automata, and the function
r is shown inside the tables. For simplicity, here and in the remainder of this chapter,
we simplify the representation of the 3-tuple (I,O, r), which is assigned by the function
t, by omitting the curly brackets for I and O and the commas between the elements
in I and O.
An element of θ ∈ Θ is accessed by projection functions i : Θ → 2Σ, o : Θ → 2Σ
and v : Θ → R+; i(θ) and o(θ) return the respective input and output nodes of
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Synchronous Channels
γa γb
γab
`
ab|ab, {(a, b, γab)} r
a γa
b γb
γa γb
γab
γaL
`
ab|ab, {(a, b, γab)}
ab|a, {(a, ∅, γaL)} r
a γa
b γb
γa γb
γab
`
ab|ab, {(ab, ∅, γab)} r
a γa
b γb
Asynchronous Channel
γc
γcF
γd
γFd
e f
c|c, {(c, ∅, γcF )}
d|d, {(∅, d, γFd)}
r
c γc
d γd
Table 4.1: Stochastic Reo Automaton for some basic Stochastic Reo channels
a data-flow, and v(θ) returns the delay rate of the data-flow through nodes in i(θ)
and o(θ).
As mentioned in Section 2.3.3, Reo Automata provide a compositional semantics
for Reo connectors. As an extension of Reo Automata, Stochastic Reo Automata also
present the composition of Stochastic Reo connectors at the automata level. For this
purpose, we define the two operations of product and synchronization that are used
to obtain an automaton of a Stochastic Reo connector by composing the automata of
its primitive connectors. The compositionality of these operations is formally proved
later in this section.
Definition 4.2.2 (Product). Given two Stochastic Reo Automata (A1, r1, t1) and
(A2, r2, t2) with A1 = (Σ1, Q1, δA1) and A2 = (Σ2, Q2, δA2), their product (A1, r1, t1)×
(A2, r2, t2) is defined as (A1 ×A2, r1 ∪ r2, t) where
t((q, p)
gg′|ff ′−−−−→ (q′, p′)) = t1(q g|f−−→ q′) ∪ t2(p g
′|f ′−−−→ p′)
where q
g|f−−→ q′ ∈ δ1 ∧ p g
′|f ′−−−→ p′ ∈ δ2
t((q, p)
gp]|f−−−→ (q′, p)) = t1(q g|f−−→ q′) where q g|f−−→ q′ ∈ δ1 ∧ p ∈ Q2
t((q, p)
gq]|f−−−→ (q, p′)) = t2(p g|f−−→ p′) where p g|f−−→ p′ ∈ δ2 ∧ q ∈ Q1

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Note that we use × to denote both the product of Reo Automata and the product of
Stochastic Reo Automata.
The set of 3-tuples that t associates with a transition m combines the delay rates
involved in all data-flows synchronized by the transition m. For this combining, we
might use a representative value for the synchronized data-flows, for example, the
maximum of the delay rates. However, deciding the representative rate is not always
desirable, and moreover, it can cause restriction to modeling random behavior of a
system. In order to keep Stochastic Reo Automata generally useful and compositional,
and their product commutative, we avoid fixing the precise formal meaning of distri-
bution rates of synchronized transitions composed in a product. Instead, we represent
the “delay rate” of a composite transition in the product automaton as the union
of the delay rates of the synchronizing transitions of the two automata. The way
these rates are combined to yield the composite rate of the transition depends on the
different properties of the distributions and their time domains. For example, in the
continuous-time case, no two events can occur at the same time; and we might choose
the maximum one among the rates of the synchronized data-flows as their represen-
tative rate, but the exponential distributions are not closed under taking maximum.
In Section 4.4, we show how to translate a Stochastic Reo Automaton to a CTMC
using the union of the rates of the exponential distributions in the continuous-time
case.
Definition 4.2.3 (Synchronization). Given a Stochastic Reo Automaton (A, r, t)
with A = (Σ, Q, δ), the synchronization operation for nodes a and b is defined as
∂a,b(A, r, t) = (∂a,bA, r′, t′) where
 r′ is r restricted to the domain Σ \ {a, b}.
 t′ is defined as:
t′(q
g\ab|f\{a,b}−−−−−−−−→ q′) = {(A′, B′, r) | (A,B, r) ∈ t(q g|f−−→ q′),
A′ = sync(A, {a, b}) ∧ B′ = sync(B, {a, b}) }
where sync : 2Σ × 2Σ → 2Σ gathers nodes joined by synchronization, and is
defined as:
sync(A,B) =
{
A ∪B if A ∩B 6= ∅
A otherwise

Note that we use the symbol ∂a,b to denote both the synchronization of Reo Automata
and the synchronization of Stochastic Reo Automata. The number of nodes joined
by a synchronization is always two, and these joined nodes are gathered in a one
set. The sets of joined nodes in multiple synchronization steps are disjoint. That is,
given two different synchronizations ∂a,b and ∂c,d on a Stochastic Reo automaton,
{a, b} ∩ {c, d} = ∅.
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Example 4.2.4. We now revisit the LossyFIFO1 example. Its semantics is given by
the triple (ALossyFIFO1, r, t), where ALossyFIFO1 is the automaton depicted in Fig-
ure 2.11 and r is defined as r = {a 7→ γa, b 7→ γb, c 7→ γc, d 7→ γd}. For t, we first
compute tLossySync×FIFO1:
`e `f
abc|abc, Θ3
abc|ac, Θ4
ca|c, Θ5
abd|abd, Θ6
abd|ad, Θ7
da|d, Θ8
abc|ab, Θ1
abc|a, Θ2
abd|ab, Θ1
abd|a, Θ2 Θ1 : {(a, b, γab)}
Θ2 : {(a, ∅, γaL)}
Θ3 : {(a, b, γab), (c, ∅, γcF )}
Θ4 : {(a, ∅, γaL), (c, ∅, γcF )}
Θ5 : {(c, ∅, γcF )}
Θ6 : {(a, b, γab), (∅, d, γFd)}
Θ7 : {(a, ∅, γaL), (∅, d, γFd)}
Θ8 : {(∅, d, γFd)}
Above, the labels that correspond to the transitions that will be kept after synchro-
nization appear in bold. Thus, the result of joining nodes by synchronization, is shown
in Figure 4.3 with r′ = {a 7→ γa, d 7→ γd} which is restricted to its boundary nodes.
`e `f
a|a
{(a,bc, γab), (bc, ∅, γcF )}
ad|ad, {(a, ∅, γaL), (∅, d, γFd)}
da|d, {(∅, d, γFd)}
ad|a, {(a, ∅, γaL)}
Figure 4.3: Stochastic Reo Automaton for LossyFIFO1
Note that the node names that appear in bold represent the synchronization of nodes
b and c. For simplicity, here and in the remainder of this chapter, we use abbreviated
representation of states, for example, the states `e and `f in the above automaton
are abbreviations for (`, e) and (`, f). ♦
In this way, we can carry on stochastic information, i.e., arrival rates and process-
ing delay rates that pertain to its QoS, in the semantic model of Reo circuits, given
as Reo Automata.
As a more complex example of such composition, Figure 4.4 shows a Stochastic
Reo Automaton for the discriminator in Figure 4.2.
Definition 4.2.1 shows that our extension of Reo Automata deals with such stochas-
tic information separately, apart from the underlying Reo Automaton. Thus, our ex-
tended model retains the properties of Reo Automata, i.e., the compositionality result
presented in Section 2.3.3 can be extended to Stochastic Reo Automata.
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wx|w, φ1
wx|x, φ2
wx|wx, φ3
wx|wx, φ4
wx|x, φ6
l|l, φ7
lxw|lx, φ8
wx|w, φ5
l|l, φ12
lwx|lw, φ11
wx|x, φ9
wx|w, φ13
l|l, φ10
>|∅, φ14
φ1 = { (w, av, γavw), (av, r, γvr), (r, no, γnor),
(no, ∅, γoF ), (no, ∅, γnF ), (av, ∅, γaF ) }
φ2 = { (x, st, γstx), (st, ∅, γtF ), (st, q, γsq),
(q, no, γnoq), (no, ∅, γoF ), (no, ∅, γnF ) }
φ3 = φ2 ∪ φ5
φ4 = φ1 ∪ φ6
φ5 = { (w, av, γavw), (av, ∅, γvL), (av, ∅, γaF ) }
φ6 = { (x, st, γstx) , (st, ∅, γtF ), (st, ∅, γsL) }
φ7 = { (∅,m, γFm), (m, ik, γikm), (ik, l, γkl),
(ik, ∅, γiF ) }
φ8 = φ7 ∪ φ6
φ9 = φ6
φ10 = φ12 = φ7
φ11 = φ7 ∪ φ5
φ13 = φ5
φ14 = { (∅, bc, γFb), (bcde, ∅, γcd), (∅, u, γFu)
(u, de, γdeu), (∅, p, γFp), (defg, ∅, γef),
(p, fg, γfgp), (fghj, ∅, γgh), (∅, hj, γFj) }
Figure 4.4: Stochastic Reo Automaton for discriminator in Figure 4.2
Given two Stochastic Reo Automata (A1, r1, t1) and (A2, r2, t2) withA1 = (Σ1, Q1,
δ1) and A2 = (Σ2, Q2, δ2) over the disjoint alphabets Σ1 and Σ2, and two subsets
{a1, . . . , ak} ⊆ Σ1 and {b1, . . . , bk} ⊆ Σ2, we construct ∂a1,b1∂a2,b2 · · · ∂ak,bk(A1×A2)
as the automaton corresponding to a connector where node ai of the first connector
is connected to node bi of the second connector, for all i ∈ {1, . . . , k}. Note that the
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‘plugging’ order does not matter because ∂ can be applied in any order and it inter-
acts well with the product. These properties are captured in the following lemma.
Lemma 4.2.5 (Compositionality). Given two disjoint Stochastic Reo Automata
(A1, r1, t1) and (A2, r2, t2) with A1 = (Σ1, Q1, δ1) and A2 = (Σ2, Q2, δ2),
1. ∂a,b∂c,d(A1, r1, t1) = ∂c,d∂a,b(A1, r1, t1), if a, b, c, d ∈ Σ1
2. (∂a,b(A1, r1, t1))× (A2, r2, t2) ∼ ∂a,b((A1, r1, t1)× (A2, r2, t2)), if a, b /∈ Σ2
Here (A1, r1, t1) ∼ (A2, r2, t2), where A1 and A2 are automata over the same alpha-
bet, if and only if A1 ∼ A2, r1 = r2, and t1 = t2. 
Proof. For the first proposition, let
 ∂a,b∂c,d(A1, r1, t1) = (∂a,b∂c,dA1, r′1, t′1) and
 ∂c,d∂a,b(A1, r1, t1) = (∂c,d∂a,bA1, r′′1 , t′′1)
By [19, Lemma 4.13] which is the analogue result for Reo Automata, we know that
∂a,b∂c,dA1 = ∂c,d∂a,bA1. Using basic set theory, we also have that
r′1 = r | (Σ \ {a, b}) \ {c, d}
= r | (Σ \ {c, d}) \ {a, b}
= r′′1
where for x ⊆ Σ, r|x is the restriction of r to x.
Before moving to the fact that t′1 = t
′′
1 , we show that the order of applying the
synchronization is irrelevant for the synchronization result, i.e., given three node sets
A, {a, b}, and {c, d}, and the synchronization function in Definition 4.2.3,
sync(sync(A, {a, b}), {c, d}) = sync(sync(A, {c, d}), {a, b})
because, given three node sets A, B, and C with B ∩ C = ∅,
sync(sync(A,B), C) =

A ∪B ∪ C if A ∩B 6= ∅ ∧ A ∩ C 6= ∅
A ∪B if A ∩B 6= ∅ ∧ A ∩ C = ∅
A ∪ C if A ∩B = ∅ ∧ A ∩ C 6= ∅
A otherwise
and set union ∪ is commutative. Now
t′1(q
g\abcd | (f\{a,b})\{c,d}−−−−−−−−−−−−−−−−→ q′)
= {(A′, B′, r) | (A,B, r) ∈ t1(q g|f−−→ q′),
A′′ = sync(A, {a, b}) ∧ B′′ = sync(B, {a, b}) ∧
A′ = sync(A′′, {c, d}) ∧ B′ = sync(B′′, {c, d})}
= {(A′, B′, r) | (A,B, r) ∈ t1(q g|f−−→ q′),
A′′ = sync(A, {c, d}) ∧ B′′ = sync(B, {c, d}) ∧
A′ = sync(A′′, {a, b}) ∧ B′ = sync(B′′, {a, b})}
= t1
′′(q
g\cdab | (f\{c,d})\{a,b}−−−−−−−−−−−−−−−−→ q′)
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For the second proposition, let
 ∂a,b(A1, r1, t1)× (A2, r2, t2) = (∂a,b(A1)×A2, r, t) and
 ∂a,b((A1, r1, t2)× (A2, r2, t2)) = (∂a,b(A1 ×A2), r′, t′)
By [19, Lemma 4.13], we know that ∂a,b(A1) × A2 ∼ ∂a,b(A1 × A2) if a, b /∈ Σ2. It
remains to prove that r = r′ and t = t′.
For the first part, we easily calculate:
r(p) =
{
r1(p) if p ∈ Σ1 \ {a, b}
r2(p) if p ∈ Σ2 = r
′(p)
For the second part, consider transitions (q1, q2)
(g1\ab)g2|(f1\{a,b})f2−−−−−−−−−−−−−−→ (p1, p2) in
∂a,b(A1)×A2 and (q1, q2) (g1g2)\ab|(f1f2)\{a,b}−−−−−−−−−−−−−−→ (p1, p2) in ∂a,b(A1×A2) with gi ∈ BΣi
and fi ∈ 2Σi for i = 1, 2, which includes joined nodes a and b. Then
t((q1, q2)
(g1\ab)g2|(f1\{a,b})f2−−−−−−−−−−−−−−→ (p1, p2))
= {(A′, B′, r) | (A,B, r) ∈ t1(q1 g1|f1−−−→ p1),
A′ = sync(A, {a, b}) ∧ B′ = sync(B, {a, b})}
∪ {(A,B, r) | (A,B, r) ∈ t2(q2 g2|f2−−−→ p2)}
= {(A′, B′, r) | (A,B, r) ∈ t1(q1 g1|f1−−−→ p1) ∪ t2(q2 g2|f2−−−→ p2),
A′ = sync(A, {a, b}) ∧ B′ = sync(B, {a, b})}
= t′((q1, q2)
(g1g2)\ab|(f1f2)\{a,b}−−−−−−−−−−−−−−→ (p1, p2))
Since sync(C,D) = C if C ∩D = ∅, the above result holds without a need to consider
if ab ≤ g1 or {a, b} ⊆ f1. This also implies that t = t′ holds for transitions (q, p) g1|f1−−−→
(q′, p) and (q, p)
g2|f2−−−→ (q, p′), which do not include joined nodes, in ∂a,b(A1) × A2
(equivalently, in ∂a,b(A1 ×A2)). 
4.3 Reward model
The end-to-end QoS aspects considered in Stochastic Reo typically involve timing in-
formation. Stochastic Reo is, however, general enough to include other types of quan-
titative information and, in this section, we consider rewards to model, for instance,
CPU computation time, memory space, etc. Rewards are assigned to request-arrivals
or data-flows in Stochastic Reo. Assigning a reward is done in a similar fashion to
annotating an activity with a stochastic rate. This similarity is leading in the follow-
ing section which discusses the extension of Stochastic Reo Automata with reward
information.
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4.3.1 Stochastic Reo with reward information
To specify the rewards of the behavior of Reo connectors, we have extended Stochastic
Reo by associating reward information to the stochastic activities of request-arrivals
at channel ends and data-flows through channels. Intuitively, the reward information
indicates the amount of resources required or released (gained or lost) for carrying
out the relevant stochastic activities.
In our extension, reward information is not confined to specific types. Moreover,
multiple types of rewards can be associated with a single stochastic activity. The type
of each reward is labeled to its reward value, for instance, memory space: 3. Formally,
the reward information is an element of (Types × R)∗ where Types is a set of reward
types. For simplicity, here and throughout of this thesis, we do not explicitly mention
reward types and assume that they are implied by the positions of the values in each
sequence. Thus, we use R∗ instead of (Types × R)∗, where R∗ is a sequence of real
numbers, which we shall call a reward sequence. Let pi be a reward sequence. The ith
element of pi is denoted by pi(i) and the length of pi, by |pi|. Implicitly, each pi(i) is
associated with a certain type of reward.
Figure 4.5 shows some primitive Stochastic Reo channels with stochastic rates and
reward sequences for stochastic activities. We associate a pair of a reward sequence
and a stochastic rate with each of their relevant stochastic activities, represented in
the format (rate | reward sequence).
(γa|pi1) (γb|pi2)
(γab|pi3)
(γa|pi1) (γb|pi2)
(γab|pi3)
(γaL|pi4) (γa|pi1) (γb|pi2)
(γab|pi3)
(γa|pi1)
(γaF |pi3)
(γb|pi2)
(γFb|pi4)
Figure 4.5: Some basic Stochastic Reo channels with rewards
For efficient reasoning about the rewards, we assume that all reward sequences
of the same connector have the same length. For instance, for pi1, pi2, pi3 in the
Sync channel in Figure 4.5, |pi1| = |pi2| = |pi3|. In addition, the reward values po-
sitioned at the same index in the reward sequences from the same connector must
have the same type. For example, in the context of the FIFO1 channel in Figure 4.5:
Let the reward types of pi3 associated with the data-flow from node a to the buffer be
[memory space, computation time], then for the reward sequence pi4 associated with
the data-flow from the buffer to node b, |pi4| = 2 and the order of reward types in pi4
must also be [memory space, computation time].
Stochastic Reo extended with reward information retains the compositionality of
Stochastic Reo. As mentioned in Section 4.2, we assume that pumping data at mixed
nodes is an immediate activity, thus, the rates of mixed nodes are considered as∞. In
the case of rewards, even if pumping data does not consume any time it still requires
some rewards/resource to carry out this activity. We need to define how to determine
reward sequences for pumping data at mixed nodes. For this purpose, we recall next
the definition of a constraint semiring (c-semiring, for short).
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Definition 4.3.1. (Constraint semiring [18]) A constraint semiring is a struc-
ture (C,⊕,⊗,0,1) where C is a set, 0,1 ∈ C, and ⊕ and ⊗ are binary operations on
C such that:
 ⊕ is commutative, associative, idempotent; 0 is its unit element, and 1 is its
absorbing element.
 ⊗ is commutative, associative and distributes over ⊕; 1 is its unit element, and
0 is its absorbing element.

It should be noted that the operation ⊕ induces a partial order E on C, which is
defined by cE c′ iff c⊕ c′ = c′.
The c-semiring structure is appropriate when only one calculation is possible over
its domain. In the case of Reo connectors, we need two different types of calculations:
a sequential calculation through the connector for its overall reward and a parallel
calculation for joining nodes into a mixed node. For these two different types of calcu-
lations, another algebraic structure, called Q-algebra, is used. We recall the definition
of Q-algebra; here Q refers to the QoS or quantitative values.
Definition 4.3.2. (Q-algebra [29]) A Q-algebra is a structure R = (C,⊕,⊗,:,0,1)
such that R⊗ = (C,⊕,⊗,0,1) and R: = (C,⊕,:,0,1) are both c-semirings. C is
called the domain of R. 
The set C is a set of reward values, and the operations ⊗ and : calculate rewards
whose relevant activities occur sequentially and in parallel, respectively. That is, given
c1, c2 ∈ C, c1 ⊗ c2 is the composed reward of when c2 follows c1, and c1 : c2 is the
composed reward of when c1 and c2 occur concurrently. For instance, the Q-algebra
for the shortest computation time can be given as (R+ ∪ {∞},min,+,+,∞, 0).
The product of two Q-algebra is defined as:
Definition 4.3.3. (Product [29]) For two Q-algebras R1 = (C1,⊕1,⊗1,:1,01,11)
and R2 = (C2,⊕2,⊗2,:2,02,12), their product is R1  R2 = R = (C,⊕,⊗,:,0,1)
where
 C = C1 × C2
 (c1, c2)⊕ (c′1, c′2) = (c1 ⊕1 c′1, c2 ⊕2 c′2)
 (c1, c2)⊗ (c′1, c′2) = (c1 ⊗1 c′1, c2 ⊗2 c′2)
 (c1, c2): (c′1, c′2) = (c1 :1 c′1, c2 :2 c′2)
 0 = (01,02)
 1 = (11,12)

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To deal with different types of rewards, we label them, as mentioned above, as
elements of (Types× R)∗, and use a labeled Q-algebra, which is defined as follows.
Definition 4.3.4. (A labeled Q-algebra [29]) For each 1 ≤ i ≤ n, let Ri =
(Ci,⊕i,⊗i,:i,0i,1i) be a Q-algebra. Associating distinct label li with each Ri, de-
noted by (li : Ri), such that li 6= lj if i 6= j, the product of Ri is a labeled Q-algebra
R = (C,⊕,⊗,:,0,1) if
 C = ({l1} × C1)× · · · × ({ln} × Cn)
 (l1 : c1, . . . , ln : cn)⊕ (l1 : c′1, . . . , ln : c′n) = (l1 : (c1 ⊕1 c′1), . . . , ln : (cn ⊕n c′n))
 (l1 : c1, . . . , ln : cn)⊗ (l1 : c′1, . . . , ln : c′n) = (l1 : (c1 ⊗1 c′1), . . . , ln : (cn ⊗n c′n))
 (l1 : c1, . . . , ln : cn): (l1 : c′1, . . . , ln : c′n) = (l1 : (c1 :1 c′1), . . . , ln : (cn :n c′n))
 0 = (l1 : 01, . . . , ln : 0n)
 1 = (l1 : 11, . . . , ln : 1n)

The product operation on Q-algebras in Definition 4.3.3 can be applied to labeled
Q-algebras only if the order of the labels of two Q-algebras are identical.
Now we show how to comprise/obtain the reward for mixed nodes. When joining
a sink node and a source node into a mixed node, the resulting reward for the mixed
node is obtained using : on two rewards of each node since respective activities for
each node occur in parallel. That is, let a mixed node be composed out of a sink node a
and a source node b whose respective rewards are pia and pib, then the resulting reward
for the mixed node is pia : pib.
We now consider a merger and a replicator with reward information. As mentioned
in Section 2.1, a merger selects its source node and dispenses a data item from the
selected source node to its sink node. Consider the merger in Figure 4.61. This merger
has 3 source nodes a, b, and c and a sink node d whose respective rewards are
pia, pib, pic, and pid, then the comprised reward for this merger is (pia ⊕ pib ⊕ pic)⊗ pid.
pia
pib
pic
pid pia
pib
pic
pid
(a) merger (b) replicator
Figure 4.6: Magnified merger and replicator
1Note that for simplicity, a merger and a replicator are usually depicted as mixed nodes, but here
we magnify them in order to explain how to calculate their rewards. However, the names of their
source and sink nodes are omitted.
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In the case of a replicator, it takes a data-item from its source node and dispenses
the duplication of the data-item to its all sink nodes. Consider the replicator in Fig-
ure 4.6. It has a source node a and 3 sink nodes b, c, and d whose respective rewards are
pia, pib, pic, and pid, then the comprised reward of this replicator is pia⊗ (pib:pic:pid).
As an example for the composed reward of Reo connectors, Figure 4.7 depicts the
Stochastic Reo extended with reward information for LossySync and FIFO1, together
with the connector resulting from the composition of the two.
(γa|pi1) (γb|pi2)
(γab|pi3)
(γaL|pi4)
×
(γc|pi5)
(γcF |pi7)
(γd|pi6)
(γFd|pi8)
=
(γa|pi1)
(γcF |pi7)
(∞|pi2 : pi5) (γd|pi6)
(γFd|pi8)(γab|pi3)
(γaL|pi4)
Figure 4.7: Stochastic Reo for LossyFIFO1 with rewards
Note that the × notation in Figure 4.7 represents joining the source node in a
LossySync channel and the sink node in a FIFO1 channel.
4.3.2 Stochastic Reo Automata with reward information
As an operational semantic model for Stochastic Reo extended with reward informa-
tion, we introduce an extended Stochastic Reo Automata model in this section (Def-
inition 4.3.5). The reward information, which is described using reward sequences in
Stochastic Reo, is propagated to the semantic model by pairing a stochastic rate with
its relevant reward sequence.
Before moving to the definition of the semantic model for Stochastic Reo extended
with reward information, we slightly modify extended Stochastic Reo to reuse the op-
erations and the properties of Stochastic Reo Automata described in the previous sec-
tions. This modification is necessary to accommodate the rewards for mixed nodes.
The original Stochastic Reo discards the rates for mixed nodes, but the extended
Stochastic Reo explicitly represents them as ∞ to make a pair with the rewards for
mixed nodes. In order to deal with this difference and reuse the methods for the orig-
inal Stochastic Reo, an actual mixed node is replaced with an auxiliary Sync channel,
and newly arising mixed nodes are considered as usual in the original Stochastic Reo.
That is, the new mixed nodes are assumed not to consume any time and entail no
rewards for pumping data. For compliance with this assumption, the LossyFIFO1
connector in Figure 4.7 is modified as follows:
(γa|pi1) b b0
(γcF |pi7)
c0 c (γd|pi6)
(γFd|pi8)(γab|pi3)
(γaL|pi4)
(∞|pi2 : pi5)
Figure 4.8: Modified LossyFIFO1 connector
Note that arbitrary names can be used for new mixed nodes in the modified con-
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nectors, but here we use names as b0 and c0 to compare its corresponding automata
model to the original Stochastic Reo Automaton corresponding to a LossyFIFO1 con-
nector later. Adding an auxiliary Sync channel does not change the semantics of a con-
nector and enables us to reuse the existing operations for Stochastic Reo Automata.
Definition 4.3.5. [Stochastic Reo Automata extended with reward information] A
Stochastic Reo Automaton with reward information is a tuple (A, r′, t′,R) where A =
(Σ, Q, δA) is a Reo Automaton and
 r′ : Σ→ R+ × R∗ is a function that associates with each node a pair consisting
of an arrival rate and a reward sequence.
 t′ : δA → 2Ψ is a function that associates with a transition q g|f−−→ q′ ∈ δA a
subset of Ψ = 2Σ × 2Σ × R+ × R∗.
 R: a labeled Q-algebra (C,⊕,⊗,:,0,1) with domain C of rewards.

For each ψ ∈ Ψ, the projection functions that access its elements are I : Ψ→ 2Σ,
O : Ψ → 2Σ, V : Ψ → R+, R : Ψ → R∗, and pair : Ψ → R+ × R∗. I, O, and V
return input nodes, output nodes, and its relevant rate, respectively, which correspond
to i, o, and v in Section 4.2. R projects a relevant reward sequence from ψ. The
function pair returns a pair of a rate and its relevant reward sequence from ψ. We
use rate : R+ × R∗ → R+ and rew : R+ × R∗ → R∗ to access the elements of the
results of the function r′ and the function pair.
Table 4.2 shows Stochastic Reo Automata extended with reward information cor-
responding to the basic Stochastic Reo channels in Figure 4.5.
Now we show that using auxiliary Sync channels to retain rewards for mixed
nodes does not affect the structure of Stochastic Reo Automata at all. Consider two
connectors C1 and C2 with their boundary nodes, respectively, a and b, and these two
connectors are connected by a Sync channel with ends a0 and b0 as follows:
C1
a a0 b0 b
C2
(∞|pia : pib)
Note that no rewards are assigned for the mixed nodes in the above connector, thus,
we can reuse the definitions and the properties of the product and the synchronization
for Stochastic Reo Automata, as mentioned in Section 4.2.
When the Stochastic Reo Automata extended with reward information for the
connectors C1 and C2 are (A1, r′1, t′1,R) with A1 = (Σ1, Q1, δ1) and (A2, r′2, t′2,R) with
A2 = (Σ2, Q2, δ2), respectively, the composition result of C1, C2, and the Sync(a0, b0)
with a0, b0 /∈ Σ1 ∪ Σ2 is given by:
(∂b,b0((∂a,a0(A1 × Sync(a0, b0)))×A2), r′, t′,R)
= (∂b,b0(A1[b0/a]×A2), r′, t′,R) (1)
= (∂a,b(A1 ×A2), r′, t′,R) (2)
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Synchronous Channels
(γa|pi1) (γb|pi2)
(γab|pi3)
`
ab|ab, {(a, b, γab, pi3)} r′
a (γa, pi1)
b (γb, pi2)
(γa|pi1) (γb|pi2)
(γab|pi3)
(γaL|pi4)
`
ab|ab, {(a, b, γab, pi3)}
ab|a, {(a, ∅, γaL, pi4)} r
′
a (γa, pi1)
b (γb, pi2)
(γa|pi1) (γb|pi2)
(γab|pi3)
`
ab|ab, {(ab, ∅, γab, pi3)} r′
a (γa, pi1)
b (γb, pi2)
Asynchronous Channel
(γc|pi1)
(γcF |pi3)
(γd|pi2)
(γFd|pi4)
e f
c|c, {(c, ∅, γcF, pi3)}
d|d, {(∅, d, γFd, pi4)}
r′
c (γc, pi1)
d (γd, pi2)
Table 4.2: Stochastic Reo Automaton extended with reward information
where
r′ = r′1 ∪ r′2 ∪ r′Sync(a0b0)|(Σ1 ∪ Σ2 ∪ {a0, b0}) \ {a, a0, b, b0}
= r′1 ∪ r′2|(Σ1 ∪ Σ2) \ {a, b}
since the r′ function is defined only for boundary nodes, and
t′((q, p)
gg′|ff ′−−−−→ (q′, p′)) = t′1(q
g|f−−→ q′) ∪ t′2(p
g′|f ′−−−→ p′)
∪ {({a, a0}, {b0, b},∞, pia : pib)}
t′((q, p)
gp]|f−−−→ (q′, p)) = t′1(q
g|f−−→ q′)
t′((q, p)
gq]|f−−−→ (q, p′)) = t′2(p
g|f−−→ p′)
Equality (1) follows by [19, Lemma 4.13] and (2) by an easily proven substitution
property of node names.
The above implies that a reward sequence goes along with the relevant rate asso-
ciated with a transition and does not affect the structure of Stochastic Reo Automata
at all. Therefore, without loss of generality, Stochastic Reo Automata extended with
reward information also support compositional specification and describe context-
dependent connectors. Using the definitions for the composition of Stochastic Reo
Automata in Section 4.2, the following figure shows the Stochastic Reo Automaton
extended with reward information, corresponding to the modified LossyFIFO1 connec-
tor in Figure 4.8:
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`e `f
a|a
{(a, bb0, γab, pi3), (bb0, c0c,∞, pi2 : pi5), (c0c, ∅, γcF, pi7)}
ad|ad, {(a, ∅, γaL, pi4), (∅, d, γFd, pi8)}
da|d, {(∅, d, γFd, pi8)}
ad|a, {(a, ∅, γaL, pi4)}
This result has the same structure as that of the Stochastic Reo Automaton in Fig-
ure 4.3, except for the 3-tuple (bb0, c0c,∞, pi2 : pi5) which contains the reward infor-
mation for the mixed node in the LossyFIFO1 connector in Figure 4.7.
4.4 Translation into CTMC
In this section, we show how to translate a Stochastic Reo Automaton into a homo-
geneous CTMC model. This translation is similar to the translation from QIA into
CTMCs explained in Section 3.3, hence, to avoid repetition, in this section, we only
show the different translation steps while using the same notations, if possible.
A CTMC model derived from a Stochastic Reo Automaton (A, r, t) with A =
(Σ, Q, δA) is a pair (S, δ). With a set of boundary nodes Σ′ ⊆ Σ, the set SA and the
preliminary set of request-arrival transitions of the CTMC derived for (A, r, t) are
defined as:
SA = {〈q, P 〉 | q ∈ Q, P ⊆ Σ′}
δ′Arr = {〈q, P 〉
r(c)−−→ 〈q, P ∪ {c}〉 | 〈q, P 〉, 〈q, P ∪ {c}〉 ∈ SA, c /∈ P}
The set δ′Arr is used to define δArr, which includes preemptive request-arrivals arising
in this translation process, used in the definition of δ above.
4.4.1 Synchronized data-flows
Synchronized data-flows are represented in a single transition of a Stochastic Reo
Automaton. To divide this macro-step transition, corresponding to the synchronized
data-flows, into a number of micro-step transitions, corresponding to each data-flow,
the occurrence order of the synchronized data-flows need to be determined. This
decision step is explained in Section 3.3.2 using a delay-sequence and Algorithm 3.3.1.
Applying Algorithm 3.3.1 to the LossyFIFO1 example of Figure 4.3 yields the following
result in Figure 4.9:
4.4.2 Deriving the CTMC
We now show how to derive the transitions in the CTMC model from the transitions
in a Stochastic Reo Automaton. We do this in two steps:
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`e `f
a|a, λ1
ad|ad, λ3
ad|d, λ4
ad|a, λ2 λ1 : (a, bc, γab) ; (bc, ∅, γcF )
λ2 : (a, ∅, γaL)
λ3 : (a, ∅, γaL) | (∅, d, γFd)
λ4 : (∅, d, γFd)
Figure 4.9: Extracting delay-sequences
1. For each transition p
g|f−−→ q ∈ δA, we derive transitions 〈p, P 〉 λ−→ 〈q, P \ f〉
for every set of pending requests P that suffices to activate the guard g (i.e.,
P̂ ≤ g \ Σ̂), where λ is the delay-sequence associated with the set of 3-tuples
t(p
g|f−−→ q). This set of derived transitions is defined below as δMacro .
2. We divide a transition in δMacro labeled by λ into a combination of micro-step
transitions, each of which corresponds to a single event.
Given a Stochastic Reo Automaton (A, r, t) with A = (Σ, Q, δA) and a set of
boundary nodes Σ′, a macro-step transition relation for the synchronized data-flows
is defined as:
δMacro = {〈p, P 〉 λ−→ 〈q, P \ f〉 | p g|f−−→ q ∈ δA, P ⊆ Σ′, P̂ ≤ g \ Σ̂,
λ = Ext(t(p
g|f−−→ q))}
As an example of obtaining a macro-step transition relation, let us consider the tran-
sition `e
a|a,λ1−−−−→ `f with λ1 = (a, bc, γab) ; (bc, ∅, γcF ) in Figure 4.9. Given the guard
g = a and the set of boundary nodes Σ′ = {a, d}, g \ Σ̂ = a \ abcd = a, and P is
∅, {a}, {d}, or {a, d}. Thus,
P̂ =

a if P = {a}
d if P = {d}
ad if P = {a, d}
> otherwise
Then, P̂ ≤ g \ Σ̂ is satisfied when P is either {a} or {a, d}, i.e., a ≤ a and ad ≤ a.
This generates the following macro-step transitions 〈`e, a〉 λ1−→ 〈`f, ∅〉 and 〈`e, ad〉 λ1−→
〈`f, d〉, and these transitions are represented as dashed transitions in the state diagram
that includes SA and δ
′
Arr as follows:
66 Chapter 4. Stochastic Reo Automata
`e, ∅ `e, a
`e, d `e, ad
`f, ∅ `f, a
`f, d `f, ad
r(a)
r(d) r(d)
r(a)
r(a)
r(d) r(d)
r(a)
λ1
λ1
We explicate a macro-step transition with a number of micro-step transitions,
each of which corresponds to a single data-flow. The detailed technical explanation
on this division of a delay-sequence has been shown in Section 3.3.3. Thus, we skip
the explanation of the division in this chapter.
The division into micro-step transitions ensures that each transition has a single
3-tuple in its label. Thus, the micro-step transitions can be extracted as:
δProc = {〈p, P 〉 v(θ)−−→ 〈p′, P ′〉 | 〈p, P 〉 θ−→ 〈p′, P ′〉 ∈ div(t) for all t ∈ δMacro}
As mentioned in Section 3.3.4, splitting synchronized data-flows allows non-inter-
fering events, in particular request-arrivals, to interleave with micro-step events, dis-
regarding the strict sense of the atomicity of the synchronized data-flows. The con-
sideration of these preemptive request-arrivals is explained in Section 3.3.4.
4.4.3 Rewards
In this section, we show the translation from the Stochastic Reo Automata extended
with reward information into CTMCs with state reward. As mentioned in Section 4.3,
the reward sequence is independent of the structure of its Stochastic Reo Automaton.
Thus, for the generation of CTMCs with state rewards, the translation from Stochastic
Reo Automata into CTMCs can be reused with a small modification. When the CTMC
(S, δ) is derived from a Stochastic Reo Automaton (A, r, t) with A = (Σ, Q, δA),
the derived CTMC, thus, is (S × R∗, δ) for the extended Stochastic Reo Automaton
(A, r′, t′,R) which is extended from (A, r, t) with Q-algebra R for reward information:
 Stochastic Reo Automata
– r : Σ→ R+
– t : δA → 2Θ where Θ ⊆ 2Σ × 2Σ × R+
 Stochastic Reo Automata with reward information
– r′ : Σ→ R+ × R∗
– t′ : δA → 2Ψ where Ψ ⊆ 2Σ × 2Σ × R+ × R∗
Note that the extensions of r′ and t′ by adding a reward sequence do not affect
the structure of a connector, the structural information of which is used for our
translation. Thus, r and t in the previous translation method can be replaced with,
respectively, r′ and t′ easily.
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In general, a state has more than one outgoing transition, which illustrates more
than one activity is possible in a state. These activities have generally different re-
wards. Thus, we need to calculate the proper state reward considering all possible re-
wards. For this purpose, state rewards of CTMCs are decided after the whole diagram
is drawn. This requires that the reward sequences should be kept until the complete
CTMC diagram is drawn. The following shows the translation method into CTMCs
considering this requirement.
While the CTMC derived from a Stochastic Reo Automaton (A, r, t) with A =
(Σ, Q, δA) is (S, δ), for the extended Stochastic Reo Automaton (A, r′, t′,R) with
reward information, the complete CTMC diagram is described as a tuple (S, δ′) where
S = SA ∪SM and δ′ = δArr ∪ δProc ⊆ S ×R+×R∗×S. Each label on a transition in
δ′ is a pair of a rate, specifying request-arrivals and processing delay of the transition,
and its relevant reward sequence.
For transitions of request-arrivals, given the Stochastic Reo Automaton (A, r′, t′,R)
with A = (Σ, Q, δA) and a set of boundary nodes Σ′ ⊆ Σ, the set SA and the prelim-
inary set of request-arrival transitions of the CTMC are defined as:
SA = {〈q, P 〉 | q ∈ Q, P ⊆ Σ′}
δ′Arr = {〈q, P 〉
r′(c)−−−→ 〈q, P ∪ {c}〉 | 〈q, P 〉, 〈q, P ∪ {c}〉 ∈ SA, c /∈ P}
The set δ′Arr is used to define δArr below.
For the division of synchronized data-flows, a new delay-sequence is redefined with
the 4-tuple ψ ∈ Ψ:
ψ ::=  | µ | ψ|ψ | ψ;ψ
The characteristics of the new delay-sequence µ is inherited from the existing delay-
sequence λ in Section 3.3.1, and µ can also be extracted by Algorithm 3.3.1. Thus,
the division of synchronized data-flows is carried out by the method mentioned in
Section 4.4.2. The arrangement of labels on the divided result is described as:
δProc = {〈p, P 〉 pair(µ)−−−−−→ 〈p′, P ′〉 ∈ div(t) | t ∈ δMacro}
For the preemptive request-arrivals, with a set of micro-step states SM , obtained
through the division of synchronized data-flows, the full set of request-arrival transi-
tions is defined as:
δArr = δ
′
Arr ∪ {〈p, P 〉
r′(d)−−−→ 〈p, P ∪ {d}〉 | 〈p, P 〉, 〈p, P ∪ {d}〉 ∈ SM , d ∈ Σ, d /∈ P}
So far we have derived a complete CTMC diagram from a Stochastic Reo Au-
tomaton extended with reward information, whereby the calculation of state rewards
is shown below.
A state reward is decided by the outgoing transitions from each state, since the
real values in the sequence represent the amount of resources that are required or
released (gained or lost) for a transition materializing a request-arrival or a data-
flow. When a label on a transition in δ′ is denoted by κ ∈ K ⊆ R+ × R∗, the state
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reward is obtained by a function reward : S → R∗ : for every transition s κ1−→ s1 ∈
δ′(e.g., δArr ∪ δProc)
reward(s) =

⊕n
i=1(rate(κi) rew(κi))∑n
i=1 rate(κi)
if ∃ s κ2−→ s2 ∈ δ′, · · · ,
∃ s κn−−→ sn ∈ δ′ and si 6= sj if i 6= j
rew(κ1) otherwise
Note that  : R+ × R∗ → R∗ is a function that returns the result of the multiplica-
tion of real number for its first parameter (R+) with every element in a reward se-
quence (R∗), for instance, when pi = [pi(0), pi(1), . . . , pi(n)], the multiplication result of
x and pi is xpi = [x×pi(0), x×pi(1), . . . , x×pi(n)] ∈ R∗ where pi ∈ R∗ and x, pi(i) ∈ R
for 0 ≤ i ≤ n. In addition, the summation  : R∗ × R∗ → R∗ of reward sequences
adds the values having the same index from each reward sequence. For example, for
pi1, pi2 ∈ R∗, pi1  pi2 = [pi1(1) + pi2(1), pi1(2) + pi2(2), . . . , pi1(n) + pi2(n)] ∈ R∗.
⊕j
i is
used to represent applying the summation  for the reward sequences with the index
from i to j.
After the calculation of state rewards, the extraction of the relevant rate for each
transition δ′ is done as:
δ = {s rate(κ)−−−−−→ s′ | s κ−→ s′ ∈ δ′}
The following example shows the calculation of state rewards from the complete
CTMC diagram of the LossyFIFO1 connector extended with reward information.
Example 4.4.1. Consider the LossyFIFO1 example in Figure 4.7 and the CTMC
diagram derived from it.
`e, ∅ `e, a `e′, ∅ `e′′, ∅ `f, ∅ `f, a
`e, d `e, ad `e′, d `e′′, d `f, d `f, ad
κ1 κ3 κ4 κ5 κ1
κ1 κ3 κ4 κ5 κ1
κ2 κ2 κ2 κ2 κ2κ2
κ7 κ7
κ6
κ6
where the pairs κi of a rate and its corresponding reward sequence are shown below:
κ1 = (γa, pi1)
κ2 = (γd, pi6)
κ3 = (γab, pi3)
κ4 = (∞, pi2 : pi5)
κ5 = (γcF, pi7)
κ6 = (γaL, pi4)
κ7 = (γFd, pi8)
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Then, each state reward is given by:
rewardLossyFIFO1 = { 〈`e, ∅〉 7→ (γa pi1) (γd pi6)(γa+ γd)
〈`e, a〉 7→ (γab pi3) (γd pi6)
(γab+ γd)
〈`e′, ∅〉 7→ (∞ (pi2 : pi5)) (γd pi6)
(∞+ γd)
〈`e′′, ∅〉 7→ (γcF  pi7) (γd pi6)
(γcF + γd)
〈`f, ∅〉 7→ (γa pi1) (γd pi6)
(γa+ γd)
〈`f, a〉 7→ (γaL pi4) (γd pi6)
(γaL+ γd)
〈`e, d〉 7→ pi1
〈`e, ad〉 7→ pi3
〈`e′, d〉 7→ pi2 : pi5
〈`e′′, d〉 7→ pi7
〈`f, d〉 7→ (γa pi1) (γFd pi8)
(γa+ γFd)
〈`f, ad〉 7→ (γaL pi4) (γFd pi8)
(γaL+ γFd)
}
In the case of 〈`e′, ∅〉, its state reward is [∞, . . . ,∞]/∞, i.e. the result value is not
meaningful. However, the rate ∞ implies that its activity occurs immediately, and
other possible activities can be ignored. Therefore, in this example, the state reward
for the state 〈`e′, ∅〉 is considered as pi2 : pi5. ♦
4.5 Interactive Markov Chains and Reo
Interactive Markov Chains (IMCs) are a compositional stochastic model [43] which
can be used to provide quantitative semantics to concurrent systems. In IMCs, delays
can be represented by combinations of exponential delay transitions, it allows to ac-
commodate non-exponential distributions within the models. That is, it can represent
delays from the large class of phase-type distributions [72, 70] which can approximate
general continuous distributions. This enables a more general usage of Stochastic Reo
Automata, if IMCs are used instead of CTMCs as the translation target of Stochastic
Reo Automata models.
In this section, we discuss to what extent IMCs are an appropriate semantic model
for Stochastic Reo, instead of Stochastic Reo Automata. In addition, we provide a
translation from Stochastic Reo into IMCs, which enables the use of the latter as an
alternative target stochastic model.
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4.5.1 Interactive Markov Chains
An IMC specifies a reactive system and is formally described as a tuple (S,Act,→,⇒
, s0) where S is a finite set of states; Act is a set of actions; s0 is an initial state in S;
→ and ⇒ are two types of transition relations:
 →⊆ S ×Act× S for interactive transitions and
 ⇒⊆ S × R+ × S for Markovian transitions.
Thus, an IMC is a Labeled Transition System (LTS) if ⇒ = ∅ and → 6= ∅, and is a
CTMC if ⇒ 6= ∅ and → = ∅.
Compared to other stochastic models such as CTMCs, the main strength of IMCs
is their compositionality. Thus, one can generate a complex IMC as the composition of
relevant simple IMCs, which enables compositional specification of complex systems.
Definition 4.5.1. (Product) [43] Given two IMCs I1 = (S1, Act1,→1,⇒1, s(1,0))
and I2 = (S2, Act2,→2,⇒2, s(2,0)), the composition of I1 and I2 over a set of actions
A is defined as I1 × I2 = (S1 × S2, Act1 ∪Act2,→,⇒, s(1,0) × s(2,0)) where → and ⇒
are defined as:
→ = {(s1, s2) α−→ (s′1, s′2) | α ∈ A, s1 α−→1 s′1 ∧ s2 α−→2 s′2}
∪ {(s1, s2) α−→ (s′1, s2) | α /∈ A, s2 ∈ S2, s1 α−→1 s′1}
∪ {(s1, s2) α−→ (s1, s′2) | α /∈ A, s1 ∈ S1, s2 α−→2 s′2}
⇒ = {(s1, s2) λ=⇒ (s′1, s2) | s2 ∈ S2 , s1 λ=⇒1 s′1}
∪ {(s1, s2) λ=⇒ (s1, s′2) | s1 ∈ S1 , s2 λ=⇒2 s′2}

The product of interactive transitions is similar to the ordinary automata product,
which includes interleaving and synchronized compositions of interactive transitions.
The product of Markovian transitions consists of interleaved transitions only.
We now discuss IMCs from two different perspectives:
1. As a semantic model for Stochastic Reo: translating primitive Stochastic Reo
channels into IMCs and then composing the derived IMCs using the product
operation defined above; or
2. As an alternative translation target model: composing the Stochastic Reo Au-
tomata of primitive channels and then translating the composed Stochastic Reo
Automaton into an IMC.
We show now that the first case is not adequate since it provides a wrong seman-
tics for connectors that involve propagation of synchrony. For example, consider the
following connector, denoted as 2sync, that consists of two Sync channels joined at
nodes b and c.
a b c d
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The behavior of primitive channels consists of request-arrivals and data-flows
which occur sequentially, i.e., data-flows follow request-arrivals. Both request-arrivals
and data-flows are divided into two phases: an action and the random processing
delay for each action. For instance, a request-arrival at node a consists of the arrival
action at node a and waiting for the acceptance by node a. To reason about the
end-to-end QoS, the IMCs for each Sync channel must have Markovian transitions for
the random processing delays of both request-arrivals and data-flows. The two phases
of channels must be considered sequentially, that is, the phase of random processing
delays follows that of the action. Figure 4.10 shows the possible IMCs for the Sync
channels ab and cd.
a b c d
aˆ
bˆ
γa
bˆ
aˆ
γb
bˆ
γa
γb
aˆ
γb
γa
a˜bγab
cˆ
dˆ
γc
dˆ
cˆ
γd
dˆ
γc
γd
cˆ
γd
γc
c˜dγcd
Figure 4.10: IMCs for each Sync channel
Here, we use ‘ˆ’ and ‘˜’ over node names in order to represent request-arrivals and
data-flows, respectively. Rates for each request-arrival and each data-flow are repre-
sented with the prefix γ.
However, the composition of the IMCs for the two Sync channels does not capture
the correct behavior of 2sync as specified by Reo. Figure 4.11 shows a fragment of
the IMC product result where, for simplicity, the rest of the product result is omitted
and represented as a cloud shape.
If we apply the assumption that the synchronization by joining nodes is an im-
mediate action, then transitions with (bˆ, cˆ), γb, and γc labels are considered internal
interactive transitions or discarded by certain refinements before or after the product.
The result of the product and certain refinements is depicted in Figure 4.12.
Consider the diamond shape (1) in Figure 4.12, formed by the two data-flows from a
to b (γab) and from c to d (γcd), which occur interleaved. In the 2sync circuit, these
two data-flows occur sequentially, which means that data-flows do not occur concur-
rently. This example illustrates that using the concurrent composition of IMCs is not
appropriate for specifying the behavior of connectors because it does not properly
model the propagation of synchrony. It is natural and interesting to consider whether
it is possible to adapt the composition operator of IMCs in order to delete unintended
transitions (such as in the diamond shape (1) in Figure 4.12) and still retain a com-
positional model. However, we did not investigate this possibility since it is out of the
scope of this thesis.
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· · ·
bˆ, cˆ
aˆ
dˆ
γa
(bˆ, cˆ)
γb
γc
dˆ
γb
dˆ
γc
dˆ
γc
γb
γd
dˆ
γb
γc
γd
γd
γb
γd
γb
γc
a˜bcd
γab
γcd
γcd
γab
Figure 4.11: Composed IMC for 2sync
(1)
aˆ
dˆ
γa
dˆ
aˆ
γd
dˆ
γa
γd
aˆ
γd
γa
a˜bcd
γabγcd
γcdγab
Figure 4.12: IMC after refinements on 2sync
We now show how IMCs can be used as a target stochastic model, instead of
CTMCs. In this approach, the synchronization is considered in Stochastic Reo Au-
tomata, and we do not need to consider the IMC level refinements for synchronization
such as the transitions with the labels (bˆ, cˆ), γb, and γc in Figure 4.11.
Since a Stochastic Reo Automaton does not have an initial state, the derived result
is precisely an IMC transition system (IMCTS) [43], i.e., an IMC without an initial
state. However, an initial state can be decided by the interpretation of the behavior of
a connector. Thus, in this section, we consider the IMCTS derived from a Stochastic
Reo Automaton as an IMC. An IMC derived from a Stochastic Reo Automaton
(A, r, t) with A = (Σ, Q, δA) is a tuple (S,Act,→,⇒) where S = SA ∪ SM is the set
of states. SA represents the configurations of the system derived from its Stochastic
Reo Automaton and the pending status of I/O requests; SM is the set of states that
represent the occurrences of synchronized data-flows and result from the micro-step
divisions of the synchronized data-flows. In general, Act is a set of actions of the
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arrival of a data item at a boundary node and synchronized data-flows through a
connector. Thus, Act = Σ′ ∪Frs where Σ′ is a set of boundary nodes, and Frs is a set
of firings, i.e., the counterpart of f in a label on a transition s
g|f−−→ s′ ∈ δA, f ∈ Frs.
The relation →= ζArr ∪ ζProc ⊆ (S × 2Σ′ × S) ∪ (S × 2Frs × S) is a set of interactive
transitions, and ⇒= δArr ∪ δProc ⊆ S × R+ × S is a set of Markovian transitions.
The sets indexed with Arr and Proc represent transitions for request-arrivals and
data-flows, respectively.
A state in S ⊆ Q×2Σ′×2Σ′ represents three kinds of configurations: configurations
of a connector (Q), the occurrences of actions (first 2Σ
′
), and the presence of the I/O
requests pending on its boundary nodes (second 2Σ
′
), if any. The set of SA and the
preliminary sets of request-arrival transitions are defined as:
SA = {(q,A, P ) | q ∈ Q, P ⊆ A ⊆ Σ′}
ζ ′Arr = {(q, A, P ) cˆ−→ (q, A ∪ {c}, P ) | (q, A, P ), (q, A ∪ {c}, P ) ∈ Σ′, c /∈ A}
δ′Arr = {(q, A, P )
r(c)
=⇒ (q,A, P ∪ {c}) | (q, A, P ), (q, A, P ∪ {c}) ∈ Σ′, c /∈ P}
The sets ζ ′Arr and δ
′
Arr are used to define below ζArr and δArr, respectively.
As mentioned in Section 4.4.1, synchronized data-flows are described by a single
transition in a Stochastic Reo Automaton. From the interactive transition perspec-
tive, the synchronized data-flows are also described by a single interactive transition.
However, from the Markovian transition perspective in a continuous time domain,
a transition corresponding to multiple synchronized data-flows needs to be divided
into micro-step transitions. For this purpose, we reuse the delay-sequence which is
extracted by Algorithm 3.3.1. We now derive transitions for synchronized data-flows
in two steps:
1. For each transition p
g|f−−→ q ∈ δA, we derive interactive and macro Markovian
transitions (p,A, P )
f˜−→ (p,A \ f, P ) and (p,A \ f, P ) λ−→ (q, A \ f, P \ f), respec-
tively, for every set of pending requests P that suffices to activate the guard
g (P̂ ≤ g \ Σ̂), where λ is the delay-sequence extracted by Algorithm 3.3.1
Ext(t(p
g|f−−→ q)). The sets of derived transitions are defined below as ζMacro
and δMacro for interactive and macro Markovian transitions, respectively.
2. We divide a transition s
λ−→ s′ ∈ δMacro into a combination of micro-step tran-
sitions, each of which corresponds to a single event.
Given a Stochastic Reo Automaton (A, r, t) with =(Q,Σ, δA) and a set of bound-
ary nodes Σ′, a macro-step transition for synchronized data-flows is defined as:
ζMacro = {(p,A, P ) f˜−→ (p,A \ f, P ) | p g|f−−→ q ∈ δA, A ⊆ P ⊆ Σ′, P̂ ≤ g \ Σ̂}
δMacro = {(p,A, P ) λ−→ (q, A, P \ f) | p g|f−−→ q ∈ δA, A ∩ f = ∅, A ⊂ P ⊆ Σ′,
P̂ ≤ g \ Σ̂, λ = Ext(t(p g|f−−→ q))}
To derive an IMC from a Stochastic Reo Automaton, we reuse the function nodes
and modify the definitions of functions states and div in Section 3.3.3. Then, SM =
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state((p,A, P )
λ−→ (q, A, P ′)) where
states((p,A, P )
λ−→ (q, A, P ′)) ={
{(p,A, P ), (q, A, P ′)} if λ = θ⋃
states(m) ∀m ∈ div((p,A, P ) λ−→ (q, A, P ′)) otherwise
The function div : δMacro → 2δMacro is defined as:
div((p,A, P )
λ−→ (q, A, P ′)) =
{(p,A, P ) θ−→ (q, A, P ′)} if λ = θ ∧ @(p,A, P ) θ−→ (p′, A, P ′) ∈ δMacro
div((p,A, P )
λ1−→ (pλ1 , A, P ′′)) ∪ div((pλ1 , A, P ′′) λ2−→ (q, A, P ′))
if λ = λ1;λ2 where P
′′ = P \ nodes(λ1)
{m1 m2 | mi ∈ div((p,A, P ) λi−→ (pλi , A, P ′′)), i ∈ {1, 2}}
if λ = λ1|λ2 where P ′′ = P \ nodes(λi)
∅ otherwise
where the function  : δMacro × δMacro → 2δMacro computes all interleaving compo-
sitions of the two transitions as follows. For a transition (p,A, P )
λ1|λ2−−−→ (q, A, P ′) ∈
δMacro, (p,A, P )
λ1−→ (pλ1 , A, P \ nodes(λ1)) and (p,A, P ) λ2−→ (pλ2 , A, P \ nodes(λ2))
correspond to, respectively, m1 and m2 of the third condition in the definition of the
div function. While m1 and m2 are handled by the div function recursively, some
auxiliary states, i.e., states(m1) and states(m2), are generated. In the interleaving
composition, m1 can occur at any states that are generated by states(m2), and vice-
versa. This interleaving composition of m1 and m2 is represented as:
m1 m2 = { div
(
(p1, A, P1)
λ2−→ (p(1,λ2), A, P1 \ nodes(λ2))
)
,
div
(
(p2, A, P2)
λ1−→ (p(2,λ1), A, P2 \ nodes(λ1))
) |
(p1, A, P1) ∈ states(m1) and (p2, A, P2) ∈ states(m2) }
This composition is similar way to the function ./ explained in Section 4.4.2. The only
difference between these two functions is the structure of their states: CTMC states
are elements of Q× 2Σ′ , whereas IMC states are in Q× 2Σ′ × 2Σ′ where Σ′ is a set of
boundary nodes in a Stochastic Reo connector.
The division into micro-step transitions ensures that each transition has a single
3-tuple in its label. Thus, the micro-step transitions can be extracted as:
δProc = {(p,A, P ) v(θ)=⇒ (p′, A, P ′) |
(p,A, P )
θ−→ (p′, A, P ′) ∈ div(t) for all t ∈ δMacro}
As mentioned above, interactive transitions in ζMacro do not need to be divided, thus,
ζProc = ζMacro
Splitting synchronized data-flows allows non-interfering events to interleave with
their micro-steps, disregarding the strict sense of their atomicity. In order to allow
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such interleaving, we must explicitly add such request-arrivals. For a Stochastic Reo
Automaton (A, r, t) with A = (Σ, Q, δA) and a set of micro-step states SM , its full
sets of request-arrival transitions, including its request-arrivals, are defined as:
ζArr = ζ
′
Arr ∪ {(p,A, P ) dˆ−→ (p,A ∪ {d}, P ) |
(p,A, P ), (p,A ∪ {d}, P ) ∈ SM , d ∈ Σ, d /∈ A}
δArr = δ
′
Arr ∪ {(p,A, P )
r(d)
=⇒ (p,A, P ∪ {d}) |
(p,A, P ), (p,A, P ∪ {d}) ∈ SM , d ∈ Σ, d /∈ P}
Applying this method, Figure 4.13 shows the IMC corresponding to our 2sync
example. The derived result is similar to the IMC for a Sync in Figure 4.10 and
captures the correct behavior of the 2sync connector. Note that we use an abbreviated
notation for states, for example, we use p, ab, a instead of (p, {a, b}, {a}).
p, ∅, ∅
p, a, ∅
p, c, ∅
p, a, a
p, ad, ∅
p, b, b
p, ab, a
p, ab, b
p, ab, ab
p, ∅, ab
p, ∅, d
aˆ
dˆ
γa
dˆ
aˆ
γd
dˆ
γa
γd
aˆ
γd
γa
a˜bcd
γab
γcd
Figure 4.13: Derived IMC for 2sync
The foregoing illustrates that IMCs can serve as another alternative target model
for the translation from Stochastic Reo Automata, instead of CTMCs. Although doing
so does not exploit the compositionality of IMCs, translation into IMCs is still mean-
ingful. The derived IMCs, for instance, can represent not only exponential distribu-
tions, but also non-exponential distributions, especially phase-type distributions. The
analysis of IMCs is supported by tools such as the Construction and Analysis of Dis-
tributed Processes (CADP) [40]. CADP verifies the functional correctness of the spec-
ification of system behavior and also minimizes IMCs effectively [39]. Moreover, IMCs
can be used in various other applications, such as Dynamic Fault Trees (DFTs) [21,
22, 23], Architectural Analysis and Design Language (AADL) [20, 25, 24], and so
on [44].
4.6 Discussion
In this chapter, we introduced Stochastic Reo Automata by extending Reo Automata
with functions that assign stochastic values of arrival rates and processing delay rates
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to boundary nodes and channels in Stochastic Reo. This model is very compact and
tractable to handle, compared to QIA. Various formal properties of Stochastic Reo
Automata are obtained, reusing the formal justifications of the respective properties
of Reo Automata [19], such as compositionality.
The technical core in this chapter shows the complexity of the original problem
whence it stems from: derivation of stochastic models for formal analysis of end-to-
end QoS properties of systems composed of services/components supplied by disparate
providers, in their user environments. This complexity highlights the gross inadequacy
of informal, or one-off techniques and emphasizes the importance of formal approaches
and sound models that can serve as the basis for automated tools.
Stochastic Reo does not impose any restriction on the distribution of its annotated
rates such as the rates for request-arrivals at channel ends or data-flows through chan-
nels. However, for the translation from Stochastic Reo into a homogeneous CTMC
model, we considered only the exponential distributions for the rates. For more gen-
eral usage of Stochastic Reo Automata, we also want to consider non-exponential
distributions by considering phase-type distributions or using Semi-Markov Processes
[50] as target models of our translation. A simulation engine [51, 89], already inte-
grated into our toolset, the Extensible Coordination Tools (ECT) [35] environment,
supports a wide variety of more general distributions for Stochastic Reo.
We discussed why IMCs are not an appropriate semantic model for Stochastic
Reo, and showed the translation from Stochastic Reo into IMCs via Stochastic Reo
Automata. A natural and interesting future work is to consider whether it is possible
to adapt the composition operator of IMCs in order to delete unintended transitions
that it currently produces in synchrony propagation scenarios, and still remain within
a compositional framework.
Moreover, we have shown the extension of Stochastic Reo Automata with rewards
information to specify stochastic behavior. Such an extension allows us to consider
more general QoS aspects since, without rewards, Stochastic Reo Automata spec-
ify and reason about only timing information. The translation from the extended
Stochastic Reo Automata into CTMCs with state reward is also shown.
So far, the translation from Stochastic Reo is carried out using QIA (instead of
Stochastic Reo Automata) in our ECT environment. We are currently extending and
improving these tools to use Stochastic Reo Automata, as well as the extension with
reward information, so that the more compact sizes of the automata then allow us to
analyze larger models.
Chapter 5
Tool implementation
5.1 Introduction
The growing complexity and importance of coordination models in software applica-
tions necessarily lead to a higher relevance of performance issues for coordinators in
the development of systems. In this context, the performance of such models plays an
important role in the quality of the final software system. Unfortunately, the lack of
tools that support the performance analysis of coordination models makes it difficult
to automatically analyze the performance properties of coordination models.
In this chapter, we introduce a tool that integrates a Stochastic Reo editor and
a generator of CTMCs from Stochastic Reo models. The Stochastic Reo editor is an
extension of the existing Reo editor in the Extensible Coordination Tools (ECT) [35],
which is an integrated toolset for the design and the verification of (Stochastic) Reo.
We have implemented the CTMC generator based on the semantics of Quantitative
Intentional Automata (QIA) and their translation algorithm presented in Chapter 3.
This tool, called Reo2MC, is provided as a plug-in for the ECT.
This chapter consists of two parts: (1) the description of the implementation of
the Reo2MC tool and (2) a manual for its usage. In the first part, we explain the data
structures for certain elements such as stochastic rates and delay-sequences, which
were mentioned in the previous chapters.
In the second part, we explain how to use the tool: for instance, how to generate
a QIA model corresponding to a Stochastic Reo connector, or translate a CTMC
model from a Stochastic Reo connector or a QIA model generated from a Stochastic
Reo connector. In addition, we show the link to other stochastic analysis tools, in
particular PRISM [76, 57].
5.2 Reo2MC: description and implementation
Reo2MC is a plug-in for the ECT, which was introduced in [8]. The tool allows
users to draw Stochastic Reo models, using an extension of the existing Reo editor
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in ECT, and automatically derive the QIA semantics of Stochastic Reo models and
their corresponding CTMCs.
Figure 5.1: A Snapshot of Reo2MC
Reo2MC works as an Eclipse application through a graphical user interface (see
Figure 5.1). The execution flow is depicted in Figure 5.2: the user provides as input
a Reo circuit (which is obtained either by using the graphical editor in ECT, or by
automatic synthesis from other specifications, such as UML sequence diagrams or
BPMN models, the tools for which are also provided in ECT [28]) and a textual
description of the stochastic constraints on the connector and its environment. Once
all this input has been provided, the model can be automatically translated into QIA
and CTMCs, both represented in XML. The GMF framework in Eclipse is used to
generate the graphical representations of QIA and CTMCs, and the XML files of the
generated CTMCs can be parsed into several other file formats, which are used as
input to PRISM, MATLAB, and Maple to analyze the performance of connectors.
5.2.1 Implementation
In this section, we show the data structures and underlying functionalities used for the
implementation of Reo2MC. In Reo2MC, we have implemented QIA as an operational
semantic model for Stochastic Reo and as an intermediate model for the translation
to CTMCs.
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Figure 5.2: Architecture of Reo2MC
The main data structures, the implementations of which are explained in this
section, consist of structural stochastic information for the activities involved in Reo
channels and a delay-sequence which is the sequence of individual structural stochastic
information for synchronized activities. The implementation of these data structures
is based on their definitions and features as covered in Chapters 3 and 4.
The functionalities implemented in Reo2MC are also based on the definitions and
the algorithms in Chapters 3 and 4. The main functionalities of Reo2MC are the
product of QIA, and the extraction and the division of delay-sequences to generate
their corresponding CTMCs from QIA. The following sections show the implementa-
tion details of these functionalities.
Data structures
Structural stochastic rates In Stochastic Reo, stochastic values are used to rep-
resent the arrival rates at each channel end and the processing delay rates of each
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channel. The stochastic values must be non-negative real values since our target model
is CTMCs, and hence are defined with type double in the implementation. For sim-
plicity of modeling, we assume that each stochastic process has only one rate value.
In the existing Reo editor, a primitive Reo channel consists of two types of objects:
two channel ends and an arrow between the two channel ends. A channel end is
associated with one double value (its arrival rate), whereas the arrow in a channel is
able to have more than one double value, according to its behavior. For instance, a
Sync has one processing delay rate for a data-flow from its source to its sink nodes; a
FIFO1 has two processing delay rates for data-flows from its source node to its buffer
and from its buffer to its sink node; a LossySync also has two processing delay rates
for a successful data-flow from its source to its sink nodes and data-loss at its source
node.
Thus, we define the data type of the rates as an array of double values. According
to the assumptions mentioned above, an arrival rate of I/O request is only one value,
which we assume to be the first value in the array, i.e., the rest will be ignored. In
the case of processing delay rates, the values in the array are sequentially taken as
corresponding to the actions of a channel from a successful processing (e.g., a data-
flow in a LossySync) to a non-successful processing (e.g., a data-loss in a LossySync)
or its sequential data-flows (e.g., in a FIFO1 data-flow from its source node to the
buffer and from the buffer to its sink node correspond to, respectively, the first and
the second values in the array). This double array can be a general data structure, but
this array itself is not user-friendly because it requires users to have the insight of this
array, e.g., the meaning of the order of elements in the array. The implementation in
the Reo editor provides some guidelines to users by presenting specific rate labels for
respective Reo channels. The way of setting rates is shown in Section 5.2.2.
These values are propagated to and reused in a QIA model, corresponding to a
given Stochastic Reo connector, as the elements in the labels on QIA transitions.
The mapping from Stochastic Reo to QIA is carried out as follows. First, primitive
channels comprising a connector are mapped to their corresponding QIA models.
Since mapping the primitive channels to their corresponding QIA is a one-to-one
mapping, this is quite straightforward. Then the product of the corresponding QIA
models generates the QIA model for the connector. Thus, the actual pairing of a rate
with its relevant activity takes place during the mapping of primitive channels to their
corresponding QIA.
This pairing is decided according to the node names relevant to each stochastic pro-
cess, as the rates are named after their respective node names in Stochastic Reo (this
naming is explained on page 11). In addition, for the translation to CTMC, the rates
need to be delineated according to the connection information of the Stochastic Reo
connector. For this purpose, we propose structural stochastic information that de-
scribes the stochastic rates with explicit mention of their relevant source (input) and
sink (output) nodes. Such structural stochastic information is defined as a 3-tuple
and represented as an element in the labels of QIA transitions. Such a tuple, denoted
by a DelayElement, has been implemented as:
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public class DelayElement extends EObjectImpl implements EObject {
protected EList<String> input;
protected EList<String> output;
protected double delay = DELAY_EDEFAULT;
...
}
The attributes in this class are input (source nodes), output (sink nodes), and
delay (a rate).
Delay-sequences In the translation from QIA to CTMC models, a delay-sequence,
defined in Section 3.3.1, is generated for each transition of synchronized data-flows.
Each data-flow has a 3-tuple θ = (I,O, r) that depicts its connection information
reflecting the topology of a Reo connector, which is implemented by DelayElement.
A delay-sequence is composed by the operators | and ; for, respectively, parallel
and sequential compositions. A delay-sequence composed by | describes that the data-
flows corresponding to each element in the delay-sequence occur interleaved. A delay-
sequence composed by ; describes that the data-flows occur sequentially, from the
leftmost element to the rightmost one.
In order to represent such delay-sequences, we define our own linked-list and its
elements, called DElmNode. The content of the elements of this linked-list is the tuple θ,
i.e., the data type E below is DelayElement. Each DElmNode has four pointers of prev,
next, right, and left as shown below.
public class DElmNode<E> {
public DElmNode<E> prev = null;
public DElmNode<E> next = null;
public DElmNode<E> left = null;
public DElmode<E> right = null;
public E data = null;
...
}
We use the above pointers to generate a linked-list, representing a delay-sequence.
The following example shows the concrete idea of the structure of our linked-list.
Recall the delay-sequence λ1 = ((θ2; θ3)|(θ8; θ9)); (θ4|θ10|θ11) in Example 3.3.1. The
linked-list representation of this delay-sequence is described as:
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Head
θ2 θ8
θ3 θ9
θ4 θ10 θ11
where we have omitted redundant pointers that indicate null.
In the implementation of our linked-list (see below), there are two different ways
to insert nodes: horizontal and vertical insertion. At a current node, horizontal in-
serting is used to insert a node that is composed with the current node in parallel;
vertical inserting is used to insert a node that is composed with the current node
sequentially. In implementation, horizontal and vertical insertings are described by
the functions parallelInsertion and sequentialInsertion, respectively.
public class NewLinkedList{
DElmNode<DelayElement> head = null; //The head of the list
DElmNode<DelayElement> tail = null; //The tail of the list
DElmNode<DelayElement> current = null; //Last modified node
//of the list
...
public void sequentialInsertion(DelayElement f){
if(this.isEmpty()) addDatatoTail(f);
else if(this.current.next==null){
DElmNode<DelayElement> temp = new DElmNode<DelayElement>();
temp.prev = current;
temp.next = null;
temp.left = null;
temp.right = null;
temp.data = f;
current.next = temp;
current = temp;
tail = temp;
}
}
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public void parallelInsertion(DelayElement b){
if(!this.isEmpty() && current!=null){
DElmNode<DelayElement> temp = new DElmNode<DelayElement>();
temp.prev = current.prev;
temp.next = current.next;
temp.left = current.getLastright();
temp.left.right = temp;
temp.right = null;
temp.data = b;
}
}
...
}
Algorithms
Next, we explain the implementation of the algorithms for the mapping between
stochastic Reo and QIA, the product operation of QIA, and the translating of a QIA
to a CTMC.
Obtaining QIA for Stochastic Reo We obtain the QIA model corresponding to
a Reo connector in two steps:
1. map primitive channels, which constitute the connector, to their corresponding
QIA models.
2. compose the QIA models obtained from Step 1.
We assume that the types of primitive Reo channels are fixed (Sync, LossySync,
SyncDrain, FIFO1, and so on). Thus, we use a template that provides a one-to-one
mapping for each primitive channel and its QIA models.
Each QIA model in the template uses temporary names for its nodes such as
SOURCE0 and SINK0. These temporary names in a QIA model are renamed according
to the node names of the primitive channel corresponding to the QIA model. When
a node is shared by more than two channels, e.g., a replicator or a merger, indices
are used in the renaming procedure to explicitly describe the processing delay rates
of the channels. The following code shows the implementation of this renaming where
sourceName is a name given by users and SOURCE is a default name in the QIA
template:
int i = 0;
for (PrimitiveEnd sourceEnd: channel.getSourceEnds()){
String sourceName = endNames.getName(sourceEnd);
QIARefactoring.renamePortName(SOURCE+ i++, sourceName, copy);
...
}
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SOURCE is replaced with sourceName, and the index i is attached to the replaced
name.
Like temporary node names in the template, the values of processing delay rates
also use null temporary values. During the mapping, these values will be updated
according to the user’s input. However, providing values is optional at this stage and
can be postponed until the CTMC model corresponding to a connector is generated.
Next, we describe how to compose QIA models, by means of the product operation.
QIA product According to the QIA product in Definition 3.2.2, the resulting tran-
sition of the product of a pair of transitions fires them together, in case they agree on
the common nodes of the two automata, or independently, otherwise. In the case of
two synchronized firing transitions, the product result is implemented as joining all
the elements of the two transitions. For instance, given two transitions p1
A|B,Θ1−−−−−→ p2
and q1
C|D,Θ2−−−−−→ q2, the composition result is 〈p1, q1〉 A∪C|B∪D,Θ1∪Θ2−−−−−−−−−−−−→ 〈p2, q2〉. For
the product of interleaved transitions, a different implementation is required, but for
code reusability, we decided to reuse this joining method. For this purpose, a null
transition q
∅|∅,∅−−−→ q is added to all states in the two automata as pre-processing for
the product. Then, for any interleaved transition p1
A|B,Θ1−−−−−→ p2, its composition result
is 〈p1, q〉 A|B,Θ1−−−−−→ 〈p2, q〉.
Extracting delay-sequences The extraction of a delay-sequence is implemented
based on Algorithm 3.3.1. According to this algorithm, each independent sub-delay-
sequence λθ is generated and then the sub-delay-sequences are composed in parallel
to generate the whole delay-sequence S. Each initial 3-tuple itself becomes a starting
point for an independent sub-delay-sequence. As a newly appended 3-tuple, each
initial one is used to choose adjacent 3-tuples, which are appended to the end of the
relevant sub-delay-sequences until no more adjacent 3-tuples exist. In the following
implementation, Post is used to denote the set of adjacent 3-tuples and it is appended
to the linked-list mentioned in Section 5.2.1, which is the data structure for a delay-
sequence. This function is a direct implementation of Algorithm 3.3.1.
List<DelayElement> Init = getEdgeInput(DI);
List<NewLinkedList> dlist = new Vector<NewLinkedList>();
for(DelayElement a : Init){
NewLinkedList temp = new NewLinkedList();
temp.sequentialInsertion(a);
dlist.add(temp);
List<DelayElement> Pre = new Vector<DelayElement>();
List<DelayElement> Post = new Vector<DelayElement>();
Pre.add(a);
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Post = getNext(DI,Pre);
while(!Post.isEmpty()){
for(DelayElement b : Post){
temp.contains_removes(b);
}
temp.sequentialInsertion(Post.get(0));
for(int i=1;i<Post.size();i++){
temp.parallelInsertion(Post.get(i));
}
Pre.clear();
Pre.addAll(Post);
Post = getNext(DI,Pre);
}
}
Deriving CTMC We discuss how to divide a macro-step transition with a delay-
sequence into a number of micro-step transitions. This is implemented based on the
function div, which is explained in Section 3.3.3. The first and the fourth conditions in
the div function are trivial, thus, here, we consider the second and the third conditions
only.
In the implementation, an element Current (see below) in a linked-list, which
points to the current position of the list, traverses the linked-list corresponding to
a delay-sequence. We extract the necessary information to generate a CTMC model
from the structural properties of the nodes in this list. For example, when the Current
element is a head node of a list, it corresponds an initial state of a CTMC model to
be generated. When the Current element is an actual element, this element must be
handled by adding a new transition with a new target state to the CTMC state that
is generated by its prev element. Moreover, when the pointer right of the Current
element indicates an actual element, the current element and its right element must
be interleaved.
We now consider the second and third conditions in the div function. The sec-
ond condition in div implies a sequentially composed delay-sequence. In this case,
right of the Current element is null. While traversing a linked-list, e.g., Current =
Current.next, it generates a linear state diagram corresponding to the sequentially
composed delay-sequence represented by the list.
while(Current!=null){
...
else if(Current.right==null){
State source = preTarget;
State target = new State();
Transition t = new Transition();
...
t.setSource(source);
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t.setTarget(target);
Current = Current.next;
}
...
}
The third condition in div implies a delay-sequence composed in parallel. Then
right of the Current element must not be null. We divide this into two different cases
according to their possible structure: first a number of delay-sequences are composed
in parallel; second a number of 3-tuples are composed in parallel. These two cases are
denoted by, respectively, parallelList and parallelNode in the implementation,
and distinguished by the types of the Current element, i.e., a head or a normal node.
For example, if the right of the Current element is a head node, then it implies that
a delay-sequence is composed in parallel since the instance of each delay-sequence is
a linked-list and every linked-list starts with a head node. Thus, the parallelList
case is considered to generated a CTMC model.
if(Current.right!=null){
DElmNode<DelayElement> horizontal = Current;
parallelList = false;
parallelNode = false;
while(horizontal!=null){
if(horizontal.isHead()){
horizontal.setVisited(true);
store.push(horizontal.next);
parallelList = true;
}
else{
store.push(horizontal);
parallelNode = true;
}
horizontal = horizontal.right;
}
...
}
The elements connected to the Current element in the linked-list by the pointers
left and right are stored in the stack store in the implementation (see below). The
stored elements are used to generate the corresponding CTMC fragment according to
whether their structure identifies them as parallelList or parallelNode.
The CTMC fragment for parallelList is built as follows. Let L be a linked-list and
l1, . . . , ln be the linked-lists that are composed in parallel to constitute L. We first
generate the CTMC fragments corresponding to l1, . . . , ln, in a recursive procedure,
since each li is also a linked-list. After that, the CTMC fragments of all li are inter-
leaved. Thus, the CTMC fragment for the whole linked-list L guarantees the inde-
pendence of l1, . . . , ln while retaining the precedence order of the elements in each li.
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while(!store.isEmpty()){
if(parallelList){
DElmNode<DelayElement> tempNode = store.pop();
DelayElement temp = tempNode.getData();
...
Automaton tempAutomaton1 = new Automaton();
NewLinkedList sub1 = list.subSeq4(temp);
costA =
product(costA, addNewParts(tempAutomaton1, transition, sub1));
}
...
}
For a parallelNode, each element in the stack store corresponds to an automaton
with two states and one transition, which is represented as tempAutomaton2 below.
The automata generated for these elements are also interleaved in the composition.
else if(parallelNode){
while(!store.isEmpty()){
DElmNode<DelayElement> tempElement2 = store.pop();
tempElement2.setVisited(true);
// Make an automaton for each parallel delay
Transition tempTransition2 = new Transition();
State tempSource2 = new State();
State tempTarget2 = new State();
tempTransition2.setAutomaton(tempAutomaton2);
tempTransition2.setSource(tempSource2);
tempTransition2.setTarget(tempTarget2);
...
// Get an automaton of whole parallel delays
costA = product(costA, tempAutomaton2);
}
}
5.2.2 Usage
In this section, we explain the usage of Reo2MC. Reo2MC is a plug-in for the ECT,
which generates the semantic model, QIA, of a Stochastic Reo circuit and translates
it into its corresponding stochastic model, CTMCs. Depending on the type of analysis
to be performed on a Stochastic Reo circuit, users can choose the target model of the
translation as QIA or CTMCs.
The Stochastic Reo circuit input to Reo2MC provides auxiliary information such
as explicit node names and stochastic rates for request-arrivals and data-flows. Node
names are used to denominate rates that are used for the analysis. Thus, we need to
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name only the nodes relevant to our stochastic processes of interest, instead of all the
nodes in a circuit. The rate values do not necessarily have to be set in the drawing
phase of the Reo circuits; their assignments can be postponed.
Figure 5.3: Hierarchical modeling in Reo editor
Reo editor
In the Reo editor1, components and connectors between the components can be spec-
ified. A component in the Reo editor is described as a black box with source (input)
1The graphical user interface of Reo2MC, including Reo editor and the basic template for au-
tomata, have been implemented by Christian Krause. Details can be focused in his thesis [55].
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and sink (output) ends to be connected to connectors. Such components function as
the environment for connectors. Drawing a component is done intuitively as follows:
 select Component in the Palette at the left of the Reo editor (see Figure 5.3
which is a screen shot of the Reo editor.)
 click any spot at the editing canvas
As mentioned before, connectors are specified by composing basic Reo channels.
The types of the basic channels are finite such as Sync, LossySync, and FIFO1. The
Reo editor provides a template of these basic channels in the Channels section below
the Palette section. Drawing connectors is very similar to the way of drawing compo-
nents. That is, first draw a Connector at the editing canvas instead of a Component,
then nodes and channels can be drawn inside the Connector. For instance, in Fig-
ure 5.3, a FIFO1 channel and two Sync channels are drawn inside the Connector test.
In addition, a component can be used hierarchically as a sub-component in con-
nectors or other components. This provides better visualization and readability for
modeling, and moreover, it guarantees reusability. See the model in Figure 5.3. The
Components Proc1 and Proc2 belong to Connector test. The specification of these
Components can be provided by external files that must include QIA or CA models
corresponding to their behavior. The location of these external files are set in the
TypeURL entry of the Basic field in the Core section in the Properties tab at the
Figure 5.4: Connector between components
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bottom of the Reo editor. In Figure 5.3, this TypeURL entry is selected for setting
the location of external files. Such usage of external files for modeling enables one to
reuse existing automata models for other specifications.
As the environment of connectors, components interact with their adjacent connec-
tors through the boundary nodes of the connectors. Figure 5.4 shows a reader (CM2)
and a writer (CM1) components and a LossyFIFO1 circuit that connects them in the
Reo editor. Note that in Reo2MC, node names are represented in upper case. Even
though one can input node names in lower case, Reo2MC changes them into upper
case. Thus, here and in the remainder of this chapter, examples of Reo circuits have
node names in upper case.
As mentioned before, a Stochastic Reo connector has two different kinds of stochas-
tic values: arrival rates and processing delay rates. For setting these values, users first
have to choose a node or a primitive channel in the editor by clicking on it. Then
Figure 5.5: Setting processing delay rates for LossySync
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the rates can be set in the Performance field of the Core section in the Properties
tab at the bottom of the editor. As an example, Figure 5.5 shows how to set the
processing delay rates of a LossySync circuit. According to the types of rates, i.e.,
arrival rates and processing delay rates, the Performance field shows relevant la-
bels. In Figure 5.5, a channel is selected, thus, the Performance field shows the la-
bel Processing delay, otherwise, Arrival rate would be presented. Moreover, if a
channel has more than one activity, e.g., a LossySync or a FIFO1, the Performance
field presents all possible types of processing delay rates explicitly. For instance, for a
LossySync channel, Processing delay (data flow) and Processing delay (data
loss) in Figure 5.5.
Setting values for the rates is optional. For fixed rate values, users can set the
values in this specification phase. However, if users want to analyze how the system’s
behavior changes by tweaking the rates, then the rates can be left without setting
their values to be decided after the translation into a CTMC model.
In order to set and manipulate the rate values in a derived stochastic model, users
need to fix the node name before the translation procedure. Otherwise, Reo2MC will
decide node names automatically and this makes it difficult to figure out which name
Figure 5.6: Translation of a Reo circuit into its QIA
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corresponds to which node. Thus, if some nodes are not important (like mixed nodes),
then the user does not need to give them names. For example, we can skip naming
the mixed node of a LossyFIFO1 circuit, shown in gray in Figure 5.4.
Generating QIA for Stochastic Reo
CA and QIA are operational semantic models for Reo and Stochastic Reo, respectively.
Reo2MC is a part of the ECT toolset, and the ECT supports converting a Reo circuit
to a CA and a Stochastic Reo circuit to a QIA. As mentioned above, Stochastic
Reo is an extension of Reo with the annotation of rates. In addition to that, setting
rates can be postponed by setting all the rates with the default value 0.0. That is,
any Reo circuit can be considered as a Stochastic Reo circuit. Users decide which
semantic model will be the target of the translation. For converting a Reo circuit to
its semantic model, “Convert to Extensible Automaton” must be chosen in the pop-up
menu (which can be invoked using the mouse right-click on the circuit) of the Reo
circuit; then the user can decide the file name for the conversion result and which
semantic model to use as the target model for the conversion. Figure 5.6 shows the
step of selecting the target semantic model.
Translation from QIA to CTMC
From a generated QIA model, we can obtain its corresponding CTMC model. For this
translation, “Translate to MC diagram” must be chosen in the pop-up menu of a QIA
model. The result of this translation is a state diagram of a CTMC model. Figure 5.7
shows the CTMC model derived from the QIA for the LossyFIFO1 circuit above.
Figure 5.7: Generated CTMC model for LossyFIFO1 in Figure 5.4
For stochastic analysis, this result is fed into other analysis tools such as PRISM,
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MATLAB, and Maple. For this purpose, Reo2MC supports generating the textual
file describing the derived CTMC. For this generation, “Generate MC textual file”
must be chosen in the pop-up menu of the derived CTMC model. In the window (see
Figure 5.8), a result file name and its file format are specified in, respectively, File
name and Output file format entries. Reo2MC supports the “sm” file format for
PRISM and the “csv” file format for MATLAB and Maple.
Figure 5.8: Generation of a textual file for the derived CTMC
Translation from Reo to CTMC
In general, the state space of MC grows drastically fast which causes the state-
explosion problem. As shown in Figure 5.7, the result of the translation into CTMC
models via QIA describes the whole state diagram. In the case of large systems, it may
not be feasible to generate the state diagram of the CTMC for the whole Stochastic
Reo circuit since, in general, it takes long to draw and deploy the whole state diagram.
Moreover, the large graphical result of the translation is neither tractable nor read-
able. Thus, Reo2MC also provides the translation from Stochastic Reo circuits into
the textual representation of the derived CTMCs without showing the whole CTMC
diagrams. To skip drawing the state diagram of the derived CTMC, “Convert Reo to
Markov Chain - no diagram” must be chosen in the pop-up menu of a Reo circuit.
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Figure 5.9 shows the translation from the LossyFIFO1 circuit into its textual CTMC
model for PRISM with the “sm” file extension.
Figure 5.9: Translation of LossyFIFO1 into a CTMC model
Link to existing stochastic analysis tools The files generated by Reo2MC can
then be fed to other tools. Figure 5.10 shows a file opened in PRISM, generated from
the LossyFIFO1 circuit in Figure 5.9. As an example of stochastic analysis in PRISM,
Figure 5.11 shows the graph of the variation of the probability of data-loss at node
A in the LossyFIFO1 circuit when other rates of data-flow through the connector and
I/O request arrivals at the other boundary node C are all set as 1. The graph shows
as the frequency of I/O request arrivals at node A increases, the data-loss increases
since node A is blocked more frequently.
5.3 Discussion
In this chapter, we introduced the Reo2MC tool in the ECT which is an integrated
toolset for the design and the verification of Stochastic Reo. As a plug-in for the ECT,
it provides the following functionalities: 1) editor for Stochastic Reo 2) generating
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Figure 5.10: Using the PRISM with the generated file for LossyFIFO1
Figure 5.11: Example of using the PRISM
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semantic models for Stochastic Reo, in particular, QIA, 3) deriving a CTMC model
for a Stochastic Reo circuit.
Moreover, in this chapter, we also explained some implementation details of the
Reo2MC tool. We showed the data structures of certain elements such as stochastic
rates and delay-sequences: stochastic rates are used in Stochastic Reo and QIA; delay-
sequences are used as an intermediate object for the translation from Stochastic Reo
to a CTMC model.
Stochastic rates are annotated as properties of stochastic processes on a Reo con-
nector modeling request-arrivals at channel ends and data-flows between channels.
These constitute a delay-sequence for the translation from Stochastic Reo to its cor-
responding CTMC. A delay-sequence conveys the local topology of a connector, which
is used to delineate synchronized data-flows. Thus, the data structure of Stochastic
Reo contains the information about the topology of a connector.
The implementation is based on the definitions and the algorithms that we ex-
plained in Chapters 3 and 4.
Chapter 6
Case study
6.1 Introduction
In this chapter we show how the theory developed in previous chapters, implemented
as tools, can be used to model a part of a real industrial system, perform QoS analysis,
and help the developers get an insight into the system behavior, which enables to
improve the performance of the system. We model and analyze the ASK system, a
software system developed by the Dutch company Almende, which provides efficient
matching between service providers and clients. An example of the application of the
ASK system consists of a service-based system running in a call center that matches
calling clients with the appropriate representatives that can provide them with the
specialized customer service that they need.
One challenge that arises when installing particular instances of the ASK system
is how to allocate resources, which are typically scarce or expensive. For instance, in
the particular example above, the call center wants to have an optimal distribution
of its operators’ schedules in order to reduce waiting time for the customers without
increasing enormously its personnel costs. A stochastic model of the ASK system can
be used to perform analysis and provide advice to solve such problems.
The main contributions of this chapter are the following:
1. a stochastic Reo model of the ASK system1. The distributions in this model
were obtained by statistical analysis of real values filtered out of the logs of an
actual running ASK system.
2. analysis of several interesting properties using the probabilistic model checker
PRISM [57, 76] which allowed to produce suggestions for the performance im-
provement of the ASK system. This analysis is done on a CTMC obtained from
the Reo model.
1Details available at http://reo.project.cwi.nl/cgi-bin/trac.cgi/reo/wiki/CaseStudies/
SimulatoronASK/Reception.
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3. analysis of the system using a simulator which enables the study of properties
involving non-exponential distributions (CTMCs can deal only with exponential
distributions).
6.2 The ASK system
The “Access Society’s Knowledge” (ASK) system [83] is an industrial software de-
veloped by the Dutch company Almende [1], and marketed by their daughter com-
pany ASK Community Systems [10]. The ASK system is a communication software
product that acts as a mediator between service consumers and service providers, for
instance, connecting rescue institutions (e.g., fire departments) and professional vol-
unteers. The connection established by the ASK system is provided by mechanisms
for matching users requiring information or services with potential suppliers. For this
purpose, the matching mechanisms use the profiles and availability offered by people
who provide or require services.
The main goal of the ASK system is to do the matching in an efficient way.
To achieve that, the system collects feedback on the quality of services after the
connection. Such feedback is used to decide better connections for the subsequent
requests of the same type. In addition, the system uses self-learning and self-organizing
mechanisms by continuously updating to users’ preferences and available resources.
Moreover, the ASK system enables users to inform others about their status, their
availability, and how they can be contacted best. This information is used to select
the right people for a communication session as well as the feedback.
To offer efficient connections, the ASK system considers the following aspects:
 human knowledge and skills of service providers
 time schedules of the provision of services
 communication media such as telephones, SMS, and emails
When people request a certain service from specialists or service providers, the ASK
system attempts to select the best possible service provider. This selection is based
on the rating of the knowledge and the skills of service providers who are available at
that moment. This rating, in turn, is based on the feedback on the quality of services
offered by the service providers.
The occurrences of events can follow either regular schedules or ad-hoc schedules.
The ASK system deals with both of these situations while satisfying the constraints
and the purposes of users’ requests.
The ASK system generally considers the telephone as a primary communication
medium, but other means of communication, such as email or SMS, are also sup-
ported. These types of media must be considered according to the reachability and
the preferences of the users requests. For example, people can have more than one
email address and telephone number, with different associated usage constraints and
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user preferences. Such information must be indicated in the system to allow for effi-
cient connections.
Some representative applications of the ASK system include:
 Workforce deployment. To offer deployment of temporary workers by finding
those who are available for an assignment. For instance, this can the setup in
an employment agency.
 Customer services. To directly connect customers to proper, available service
providers, according to the customers’ requirements. For instance, the Dutch
housing corporation Vestia increases its tenant satisfaction by using the ASK
system to put its tenants in direct contact with a repairman in case some house
facilities need to be repaired.
 Emergency response. To collect the status information of emergent situations
and provide safety by utilizing all possible means of communications. For in-
stance, this can be used to find available volunteers with the best accessibility
for emergency situations.
 Flexible resource allocation. To increase the flexibility of workforce and to de-
crease scheduling workload. For instance, this can be used to provide the best
matches between working schedules and private lives of employees. In fact, the
European mail distribution company TNT Post uses the ASK system for this
type of flexible resource allocation.
 Knowledge sharing. To collect, share, and distribute information, experiences,
skills, and preferences of users in order to provide high quality of service. For
instance, in patient care applications that involve multiple care giver profession-
als or institutions, such as individuals, hospitals, and/or pharmaceutical com-
panies, the ASK system can be used to update and share patient information
to provide proper services in synchronization.
The ASK system acts as an agent that connects service providers and service con-
sumers in an efficient way, handling multitudes of such connections simultaneously
at any given time. The ASK system has a hierarchical modular architecture, i.e., it
consists of a number of high-level components, which in turn consist of lower-level
components, etc., running as threads. In order to handle massive numbers of connec-
tions concurrently, the components need to utilize multiple threads that provide the
same functionalities. In this setting, allocation of system resources, e.g. the number
of threads, to various components plays a critical role in the performance and respon-
siveness of an installed system in its actual deployment environment (e.g., properties
of servers, available telephone lines, call traffic, available human operators, etc.), but
determining the proper resource allocations to provide good performance is far from
trivial. Deriving and analyzing a stochastic model for an installed ASK system pro-
vides valuable input and insight for improving its performance. Among other possibil-
ities, such a model allows system architects and installation operators to play what-if
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games by changing various resource and demand parameters and discover how a de-
ployed system would perform under such scenarios, in order to adjust and fine-tune
the system for cost-effective, optimal performance.
Various methods for performance evaluation have been suggested. Rigorous meth-
ods require mathematical models of a system involving variables that represent the
parameters relevant to its behavior. Stochastic models describe random system be-
havior, leading to more realistic models of behavior than their deterministic counter-
parts. CTMCs, one of stochastic models, are frequently used to model randomized
behavior in various systems and their features, and efficient closed-form and numer-
ical techniques [85] exist for analysis. Traditionally, such models are constructed by
human experts whose experience and insight constitute the only link between an ac-
tual system and the resulting models.
Ideally, mathematical models for the analysis of the behavior of a system should be
derived from the same (hopefully, verified correct) models used for its design and con-
struction. Such automation makes the derivation of these models less error-prone, and
ensures that a derived analytical model corresponds to its respective implemented sys-
tem. An expressive modeling formalism that simultaneously reflects structural, func-
tional, and QoS properties of a modeled system constitutes a prerequisite for this
automation. Reo serves as an example of such a formalism: (1) it provides structural
model elements whose composition reflects the composition of their counterpart sys-
tem components with architectural fidelity; (2) it allows formal verification of func-
tional and behavioral properties of a modeled system; (3) it supports derivation of ex-
ecutable code form its models; and (4) it supports derivation of mathematical models
for the analysis of the QoS properties of systems.
A Reo model of the ASK System was developed as a case study [34] within the
context of the EU project Credo [33] for verification of its functional properties. In
the work we report in this chapter, we refined and augmented this Reo model with
stochastic delays extracted from actual system logs to derive a Stochastic Reo model
for the ASK System. Together with the Almende company, we use this model to
analyze and study the QoS properties of the ASK system in various settings. For
instance, using the approach in [68], we derive CTMC models from the Stochastic
Reo model of the interesting parts of the ASK System, and feed them into CTMC
analysis tools, which enables us to do model checking of the stochastic behavior of
the system. We will show the analysis of several such properties using PRISM in
Section 6.4.1. The following sections describe the architecture of the ASK system in
some detail. The figures and the descriptions we use here are based on [84].
6.2.1 Overview of the ASK system
The top-level architecture of the ASK System is shown in Figure 6.1. Every com-
ponent in this architecture has its own internal architecture, with several levels of
hierarchical nesting. At its top-level, the ASK system consists of three parts: a web
front-end, a database (Domain Data in Figure 6.1), and a contact engine. The web
front-end deals with typical domain data, such as users, groups, phone numbers, mail
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address, and so on. The database stores typical domain data, together with the feed-
back from users and knowledge from past experience. The contact engine handles the
communication between the system and the outside world (e.g., by responding to or
initiating telephone calls, SMS, emails, etc.) and provides appropriate matching and
scheduling functionalities.
As mentioned above, the ASK system connects service providers and consumers for
incoming requests. A connection is made when appropriate participants for a certain
request are found. Until its proper connection is established, an incoming request
loops through the system repeatedly as (sub-)tasks. This feature is called Request
loop and it is represented by thick arrows in the contact engine in Figure 6.1.
The contact engine consists of five components: Reception, Matcher, Executer,
ResourceManager, and Scheduler. The Reception component determines which steps
must be taken by the ASK system to fulfill a request. According to the determined
steps, the result of the Reception component is sent to either the Matcher or the
Executer component. The Matcher component determines proper participants for ful-
filling a request. The Executer component determines the best means of connection
Figure 6.1: Overview of ASK system
102 Chapter 6. Case study
between the participants. The Resource Manager component either uses the Request
loop for complicated requests or establishes direct connections between users for triv-
ial requests. The Scheduler component, separated from the components within the
request loop, schedules requests based on the time constraints of the requests in the
database. For example, an incoming call arrives from the outside. First, the Resource
Manager component handles this call. If the request of the call is simple and trivial,
then the Resource Manager component establishes the connection between users im-
mediately. Otherwise, the request is sent to the Reception component. The Reception
component gathers some information from users and stores the information in the
database, and also determines if it needs to decide either the proper service partici-
pants or the efficient way of the connection between users. For determining the proper
service providers, the request is sent to the Matcher component; for the efficient ways
of connections, the request is sent to the Executer component. The Resource Man-
ager provides the connection between the determined service participants using the
determined means of connection. Actual connections occur based on the schedule by
the Scheduler component.
6.3 Modeling the ASK system
In this section, we consider the contact engine, which contains the Request loop, and
focus specifically on the Reception component. The components in the contact engine
have very similar architectures, thus, the analysis carried out here for the Reception
component can be used for the other ones, as well.
6.3.1 The Reception component
The Reception component consists of multiple threads, the so-called ReceptionMonks
(RMs), which handle incoming requests using two different types of functions:
 HostessTask (HT) which converts incoming requests into tasks that will be
put into the task queue.
 HandleRequestTask (HRT) which takes care of the communication flow, in-
teracts with the database, and possibly generates new requests which are dealt
with by the Matcher or the Executer component. For example, given an in-
coming request, HRT may ask questions from users by playing pre-recorded
messages, obtain information such as menu item choices, account number, etc.,
punched in by the users, and store this information into the database. During
this communication, new requests can be generated and sent to other compo-
nents.
Each thread runs one of these two different functions/tasks exclusively. That is, if an
RM thread runs the HT function, then it is forbidden to run the HRT function. This
implies that the Reception component needs to have at least two threads, one for
the HT function and the other for the HRT function. In general, the HRT function
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Figure 6.2: Reception component in ECT
takes more time than the HT function, since it actually deals with incoming tasks.
Thus, the Reception component needs more threads running the HRT function. For
simplicity of modeling, we assume that every thread in the Reception component has
only one function, e.g., either the HT or the HRT function. Reflecting this simplifi-
cation, Figure 6.2 shows the Reception model drawn in the Extensible Coordination
Tools (ECT) [35]. This figure shows a Reception component with three RM threads,
one with only the HT function and the other two with only the HRT function.
The inside boxes of the RMHT and the indexed RMHRTs in Figure 6.2 correspond
to RM threads for a HT and HRT functions, respectively. Incoming requests are
converted into tasks by the RMHT, and the converted tasks are stored in the task
queue which is represented as a FIFO1 laid between the RMHT and the indexed
RMHRTs. The converted tasks are selected and handled by the RMHRTs.
We model task selection as a non-deterministic choice at the TQOut node in Fig-
ure 6.2 (a sink node of the FIFO1 channel), which will turn into a random process
once we associate the distributions of the stochastic variables that describe the actual
task mix of a running system, as extracted from its logs, which will be explained in
Section 6.3.2. The graphical notation ⊗ used for TQOut in Figure 6.2 is an abbrevi-
ation for an exclusive router [3] whose Reo circuit is depicted below.
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a d
b
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This circuit delivers an incoming data item at node a to either node b or node c,
whichever one can accept it, and non-deterministically selects one when both can.
The non-deterministic choice is actually conducted by the merger d. Thus, the rates
for the random selection apply to the merger d.
Figure 6.2 serves as a basic template model for the Reception component. Depend-
ing on the specific properties of interest in each analysis, we slightly adapt this basic
template. For example, for the analysis of the properties of the task queue, we may
substitute a LossyFIFO1 connector for the FIFO1 channel, as shown in Section 6.4.1.
It should be noted that more than 3 RM threads can be used for modeling the Re-
ception component, but here we use only 3 threads since the CTMC corresponding to
the Stochastic Reo model of the Reception component with 3 RM threads is already
big to handle.
6.3.2 Extracting distributions from logs
A stochastic model of the ASK system requires the distributions for all activities in the
system. To obtain these distributions, we applied statistical data-analysis techniques
on the raw values extracted from the real logs of a running ASK system. The logs
contained the data of 100 incoming calls. Those calls simultaneously resulted in 369
requests sent to the Reception component. The trace holds exact timings of all actions
performed related to each process.
We need to determine the rates for request arrivals (RRequestIn) and process-
ing delay at the Reception component, reading request arrivals from the Matcher
(RmatcherRequestOut) and the Executer (Rexecuter-RequestOut). For this purpose,
after a cleanup of the raw data by removing outliers and erroneous data, we de-
termined the appropriate distributions, using statistical tests (like the chi-square
goodness-of-fit test).
For the Reo model, it is not important which type of distributions we obtain.
However, to perform analysis using PRISM, which takes a CTMC as input, only ex-
ponential distributions can be used. In the case of request arrival rates, we may in-
deed assume that the inter-arrival times of the requests are exponentially distributed.
This is reasonable since incoming calls to the ASK system are independent from each
other, and the inter-arrival times are memoryless. However, in the case of processing
delay rates, we were not able to conclude that the rates are exponentially distributed.
The statistical tests showed that we may assume that the processing times follow a
log-normal distribution.
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6.4 QoS analysis
In this section, we show how to analyze the ASK system using both the CTMC and
Reo Simulator approach. As mentioned in the previous section, the arrival or service
times for some activities are not exponentially distributed. This is one of the reasons
to analyze the Reo model with the Reo Simulator (see Section 6.4.2). The simulator
was also used when we could not obtain any proper distribution from the logs at all.
In this case, we used bootstrapping [69] in the simulator with the original data as
special inputs in the simulator for the rates.
6.4.1 Analysis on derived CTMC
In this section, we analyze the ASK system to reveal some of its interesting properties
in order to both evaluate and obtain clues for improving its performance. We carry
out our analysis on the CTMC model derived from the Stochastic Reo model of the
ASK system. We then feed the derived CTMC model as input to PRISM. In PRISM,
properties of models are expressed using operations such as P, S, and R operators:
the P operator is used to reason about the probability of the occurrence of a certain
event; the S operator is used to reason about the steady-state behavior of a model;
the R operator is used to analyze reward-based properties. In addition, labels are used
to concisely express the formulas representing the properties of a model. Specifically,
we use the following labels to express some properties later.
 num dataLoss represents the number of task-loss in the task queue.
 run represents the running status of the RMHRT thread.
In general, resources are neither infinite nor free. Thus, one needs to balance cost-
effective resource utilization against most efficient performance, i.e., obtaining the best
performance taking into account the limited resource. In the Reception component in
Figure 6.2, the resources of interest include:
1. the minimum capacity of the task queue
2. the utilization and/or the performance of the RMHRT threads that handle tasks
Task queue
As mentioned above, RMHT merely converts incoming requests into tasks, but it
does not actually handles the requests. In general, the conversion into tasks does
not take long, whereas handling a request may take considerable time. Thus, if the
task queue has a small capacity, then RMHT frequently waits as it is blocked until
task queue capacity becomes available. On the other hand, if the task queue has a
large capacity, RMHT remains idle most of the time and some queue capacity goes to
waste. Therefore, we want to determine a reasonable (the least sufficient) size for the
task queue to make the ASK system efficient. We can check the probability of RMHT
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Figure 6.3: Long-run expected number of task-loss
blocking by iteratively increasing the queue capacity in subsequent runs, but this
laborious approach is too time consuming. Alternatively, we can assume that the task
queue has infinite capacity and try to find how much of it is actually used. With this
task queue, we obtained the long-run expected number of task-loss due to unavailable
buffer capacity or the unbalanced performance of RMHT and RMHRT threads. For
this purpose, we use the following PRISM property R{"num dataLoss"}=?[S]. The
result is shown in the screen-shot in Figure 6.3.
To mimic an infinite queue, we use a LossySync channel feeding into a queue with
a fixed capacity. This construct always accepts arriving tasks, but arriving tasks are
lost when the queue is full. We can approximate the minimum required queue capacity
out of the expected number of losing tasks by this construct. Replacing the FIFO1
queue in Figure 6.2 by the LossyFIFO1 connector in Figure 4.1 provides such a pseudo-
infinite task queue for this analysis. According to this result, around 18.52 requests
are lost per second in front of the task queue. From this result, we can conclude that
the minimum capacity of the task queue needs to be 20 to guarantee no task-loss.
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Figure 6.4: Probability that RMHRT1 is running
Functions
The RMHRT threads are the primary task handling processes. Thus, the performance
of the Reception component depends on the collective performance of its RMHRT
threads. It is interesting to learn how many RMHRT threads are required to handle a
task load, or what is the reasonable performance of RMHRT threads that can provide
a satisfactory QoS. Instead of changing the number of RMHRT threads, here we fix
their number at 2 and vary their performance by changing their processing delay rates.
These two threads have the same architecture with the same performance, thus, the
analysis on the utilization is carried out on the RMHRT1 thread, the result of which
can be used for the other RMHRT thread. We first find the steady-state probability
that the RMHRT1 thread is running, expressed as S=?["run"] in PRISM. The result,
shown in Figure 6.4, implies that the utilization of the RMHRT1 is 18%.
In a series of analysis experiments on this property, we varied the processing delay
rates for the RMHRT1 thread. However, the gaps between the experiment results
are not significant. For example, when we considered the activity of the RMHRT1
as an immediate activity by setting its rate as infinity, the steady-state probability
2The result 0.0185 was derived with millisecond as time unit.
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Figure 6.5: Steady-state probability S=?["run"]
S=?[“run”] from this rate value was 14%. Compared to the huge differences between
these two values for the delay rate of the RMHRT1 thread3, their resulting probabili-
ties are barely changed. This implies that improving the performance of the RMHRT1
thread does not influence the overall performance of the Reception component that
much, which suggests the presence of some bottlenecks in this system.
In order to figure out the bottlenecks, we experimented with the model by varying
the rates relevant to other activities in the system. Figure 6.5 shows the probability
results of these experiments. The label Sojourn at TQ presents the exit rate from
the task queue. As this rate decreases, incoming requests stay longer in the task
queue, and the RMHRT threads become more idle, i.e., the probability of the thread
utilization decreases, since the request arrive at the thread less frequently. The graph
in Figure 6.5 shows this tendency when one projects this graph onto the (Prob., Soj.)
plane. This implies that increasing Sojourn at TQ value generates higher utilization
of the thread.
The label Executer delay represents the frequency that the Executer component
takes the output from the Reception component. As this rate decreases, the threads
in the Reception component need to keep their results waiting longer and block in-
coming tasks. Thus, the thread becomes less idle, i.e., the utilization of the thread
increases, but their throughput becomes low since the thread just waits without do-
ing anything. This tendency is also observable in the graph in Figure 6.5 when one
3The original rate value derived from the statistical analysis is 0.095, and we used the value 231−1
as an infinity for this comparison.
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projects this graph onto the (Prob., Exe.) plane. To obtain meaningful utilization,
we must increase Executer delay.
Based on the graph in Figure 6.5, we now determine bottlenecks in this system.
In general, a small change in a bottleneck causes significant differences for the overall
performance. The graph in Figure 6.5 shows an instance of this: variations in the rates
in the interval [0.1, 0.6] for both Executer delay and Sojourn at TQ induce a big
variation on the probability of utilization of the thread (represented in the vertical
axis). Thus, these two rates can be assumed to be bottlenecks, which limit the overall
performance. In order to mitigate these bottlenecks, we need to increase both rates
at least above 0.6. However, we cannot increase these rates enormously since their
relevant resources are neither infinite nor free. As a criterion for this increase, we can
consider the convergent disposition of this graph. Above the value 1.3 of the respective
rates, the utilization of the thread converges. Thus, we can choose 1.3 as the values of
the respective rates for the best cost-effective utilization of the thread in this system.
6.4.2 Simulation
The Stochastic Reo simulator [51, 89] supports performance evaluation of Reo models
through simulation. It allows arbitrary distributions for describing stochastic prop-
erties of channels and components. The method used by this tool combines simula-
tion techniques and specific stochastic automata models to conduct automated per-
formance analysis of both steady-state and transient properties of the model. The
tool uses the coloring semantics [30] of Reo to properly model context-dependent be-
havior, i.e. to express the availability of requests. The Stochastic Reo simulator tool
is developed as a plug-in within the ECT by Oscar Kanters. Through the GUI editor
of the ECT, one can develop a model of a system as a Reo circuit in an intuitive way,
annotate the circuit with rates, and then use the simulator to get insight into the
behavior of the model.
For the simulation of the ASK system, we also focus on the Reception component.
Since the other components in the ASK system have very similar architectures, we can
use some of the results from this simulation for their simulation as well. The Stochastic
Reo simulator tool does not support hierarchical models yet. Therefore, to run our
simulation we had to flatten the original Reo model for the ASK system (shown
in Figure 6.2), abstract its nested components into FIFO1 channels, and somewhat
simplify it to reflect some restrictions. The resulting Reo circuit that we use for this
simulation analysis appears in Figure 6.6 as an ECT screen-shot.
As a plug-in within the ECT, the simulator is used and accessed using the Simulat-
ion tab under the Reo editor (See Figure 6.6). In the Run and Result options
sub-tabs under the Simulation tab, users can set some variables such as Type of
simulation4, Max total number of events5, and so on. Having clicked the Reo
model to be analyzed and pressed the Start simulation button in the Simulation
4Long- or short-term simulation.
5When the simulation is based on events, the length of the simulation is determined by the given
event numbers.
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Figure 6.6: Flattened and simplified Reception model
tab, the simulation on the model is carried out. The simulation results are presented
in other sub-tabs of Results and Charts. More detailed explanation on the usage
and the underlying methods of this Reo simulator is given by [51].
The simulator provides information about
1. buffer utilization
2. end-to-end delays
3. the average waiting times of I/O requests at boundary nodes
4. channel utilization
The following examples show this information applying the simulator on the ASK
system. Because we are not intended in channel utilization in this section, we assumed
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Figure 6.7: Buffer utilization of the task queue
most data-flows through channels are immediate actions. The distributions used for
this simulation are also derived from the real logs of an actual running ASK system.
As an example of the simulation results we obtain, Figure 6.7 presents the ECT
screen-shot that shows the utilization of the buffer between the TQIn and TQOut
nodes. Actually, this buffer corresponds to the task queue in the Reception compo-
nent, whose average utilization, according to this analysis, is 57.52%. That is, on the
average, this buffer is used during 57% of the running time of the ASK system.
In addition, the graph at the bottom of the result in Figure 6.7 shows how fre-
quently this average value occurs during simulation. In general, this value follows a
normal distribution, which in this case does not happen. This can be due to a low
number of batches: if this number increases, our graph may tend to a normal distri-
bution.
As another example of the simulation, Figure 6.8 presents the ECT screen-shot
that shows one of the end-to-end delays from the RRequestIn node to the RmatcherRe-
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questOut node in Figure 6.6. This delay implies how long it takes for the Reception
component to handle an incoming request and to send its result to the Matcher com-
ponent. The average end-to-end delay is around 6500 microseconds, i.e., 6.5 millisec-
onds.
As the last example, Figure 6.9 presents the screen-shot that shows the waiting
time of I/O request at RRequestIn node in Figure 6.6. According to this result, on
the average, I/O requests wait 1727 microseconds, i.e., around 1.7 milliseconds.
6.5 Discussion
In this chapter, we have presented a stochastic analysis of (a deployed installation of)
the ASK system. We modeled the system using Stochastic Reo, from which we gener-
ated the CTMCs corresponding to some of the modules of the system. This enabled
Figure 6.8: End-to-End delay from RRequestIn to RmatcherRequestOut in Figure 6.6
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us to use the probabilistic model checker PRISM to verify some properties of interest,
using the concrete stochastic distributions extracted from the logs of the running ASK
installation. The results of this verification allowed us to draw conclusions about re-
source allocation and how the system installation can be adapted in order to improve
its performance. CTMC models have the limitation of supporting only exponential
distributions. To overcome this limitation, we also used a simulator. Even though the
result from the simulation is approximation-based analysis, we can gain insight into
the aspects of the behavior of the system that involve non-exponential distributions.
We have focused our analysis in this chapter only on the Reception component of
the ASK system. However, the other components have very similar architectures and,
thus, all the techniques used in this chapter can be easily applied to them as well.
The distributions used in this case study were obtained by statistical analysis
based on the real logs of an actual running ASK system. Our analysis revealed ex-
Figure 6.9: Waiting time of I/O request at RRequestIn
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ponential distributions for the arrivals and I/O requests. However, rates for the pro-
cessing/service times of some components were not exponentially distributed. This
made it necessary to do simulation for additional analysis. We used the Reo simula-
tor [51, 89], an integrated ECT tool, which enables the use of arbitrary distributions
and predefined probabilistic behaviors. Using this simulator we can study a model
which, for instance, has exponentially distributed data arrivals and log-normal dis-
tributed processing rates in some components.
In this analysis, we found two bottlenecks that were caused by (1) the low avail-
ability of the Executer component and (2) the long sojourn time at the task queue.
In what concerns (1), we observe that we are modeling the connections between the
Reception and other components (Executer and Matcher) synchronously (that is, us-
ing Sync channels), and that the observation that the consumption rates of the other
two components become bottlenecks is not surprising. We have experimented with
replacing the Sync channels with FIFOs to decouple the components and remove
these bottlenecks. In the process of these experiments, we identified another bottle-
neck internal to the Executer component itself. In what concerns (2), the bottleneck
is caused by congestion between the task queue and the threads. Thus, we can widen
the bandwidth of this connection to obtain better performance for the system.
In earlier initiatives to improve the performance of the ASK system, the focus has
been primarily on improving the execution times of request handling tasks, through
extensive profiling. The work presented in this chapter confirms and explains the
observations from small experiments with ASK components in isolation, carried out
by Almende last year. As a consequence of this, Almende decided to put additional
effort into the optimization of queue sizes and bandwidth between the task queue and
the threads in each of the ASK components. First attempts in this direction yield
promising results.
Chapter 7
Conclusions and Future work
In this chapter, we conclude this thesis with a summary of what we presented in the
previous chapters and a discussion of a number of future activities to extend the work
presented in this thesis.
7.1 Conclusions
As the Internet has advanced in terms of accessibility, usability, and utility, the interest
in using distributed services over networks for large-scale applications has increased.
However, the composition of distributed applications is non-trivial because of their
heterogeneity. When it comes to their quantitative aspects, it is challenging to specify
and reason about the end-to-end QoS of composed applications.
In this thesis, we provided a specification model, Stochastic Reo, to describe
coordination in such composition while considering non-functional (QoS) aspects.
As an operational semantic model for Stochastic Reo, Quantitative Intentional Au-
tomata (QIA) were introduced. This semantic model describes the data-flows through
connectors and the interaction with the environment of the connectors separately,
thus, it is appropriate to specify and reason about the end-to-end QoS in a com-
posed application. However, in general, QIA have a large number of states. In order
to overcome this, we introduced Stochastic Reo Automata as an alternative semantic
model to QIA. Stochastic Reo Automata are not only more compact, but they also
enabled us to prove a compositionality result easily, which was lacking for QIA. Both
semantic models serve as intermediate models for generating corresponding CTMCs
for stochastic analysis. In order to consider more general QoS aspects, we have ex-
tended Stochastic Reo Automata with reward information, and this extension is also
propagated to CTMCs as state rewards using the translation method. This translation
method has been implemented, in the Reo2MC tool, in the Extensible Coordination
Tools (ECT) [35]. As a plug-in for ECT, Reo2MC provides the following functionali-
ties: 1) editor for Stochastic Reo 2) generating semantic models for Stochastic Reo, in
particular, QIA, 3) deriving a CTMC model for a Stochastic Reo. That is, Reo2MC
can be seen as an integrated tool of a Stochastic Reo editor and a CTMC generator
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from Stochastic Reo. We explained the implementation details of the Reo2MC, as well
as its basic definitions and algorithms, and its usage. The output of the Reo2MC can
be fed to other tools, such as PRISM, MATLAB, and Maple, for stochastic analysis.
As a case study, we analyzed the ASK system, which is an industrial software and
acts as a mediator between service consumers and service providers. The ASK system
is specified using Stochastic Reo, whereby this model is translated into corresponding
CTMC for analysis using PRISM. The rates used in this model were obtained by
applying statistical analysis techniques on the raw values that we obtained from the
real logs of an actual running ASK system. The results of this verification allowed us
to draw conclusions about resource allocation and how the system installation can be
adapted in order to improve its performance.
7.2 Future work
Stochastic Reo does not impose any restriction on the distribution classes of its an-
notated rates, such as the rates for request-arrivals at channel ends or data-flows
through channels. However, for the translation from Stochastic Reo into an homo-
geneous CTMC model, we considered only exponential distributions for the rates.
For example, in the case study using the ASK system, if the rates, obtained from
statistical analysis on the raw values extracted from the real logs of a running ASK
system, were not exponentially distributed, then we had to assume the obtained rates
as exponential distributions or used other techniques, such as bootstrapping, to get
meaningful rates. Thus, in order to support the general usage of Stochastic Reo, we
want to consider non-exponential distributions such as phase-type distributions or
using Semi-Markov Processes [50] as target models of our translation.
In addition, during the case study, we encountered models whose state spaces
were too large to analyze. However, all the states in such a model are not meaningful
because some of them are caused by the structure of Reo primitive channels, not the
behavior of connectors. For example, consider the following connector:
a b c
The data-flows from the first buffer to node b and from node b to the second buffer are
considered as two different events and represented sequentially in its corresponding
CTMC model. In general, we may not be interested in which buffer is full when
one of the two buffers is occupied. In this case, it is more meaningful to make these
two data-flows immediate events, to reduce the configurations of this connector to
include only empty, half-full, and full. For this purpose, we want to hide node b in
this connector. However, hiding nodes is not trivial since it can lead to the loss of
the structural information of connectors, which is used to generate corresponding
CTMCs from the connectors. Thus, it is an interesting future work direction to find
certain patterns of hiding nodes, which still allows to generate CTMCs with correct
operational semantics. Moreover, the implementation of checking these pattens for
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hiding will be the next step in order to provide users with safe selection of nodes for
hiding. This will help to mitigate the large state space of the derived CTMCs.
Compared to CTMCs, Interactive Markov Chains (IMCs) are compositional, thus,
the IMC for a complex system can be built out of IMCs corresponding sub-systems
constituting the complex system. Then, one might wonder why IMCs are not used
as our stochastic target model without the translation via other operational seman-
tic models. To answer this question, we discussed why IMCs are not an appropriate
semantic model for Stochastic Reo since it generates unintended transitions that are
produced in synchrony propagation scenarios. In addition, we showed the translation
from Stochastic Reo into IMCs via Stochastic Reo Automata. A natural and inter-
esting future work is to consider whether it is possible to adapt the composition op-
erator of IMCs in order to delete the unintended transitions and still remain within
a compositional framework.
So far, the Reo2MC tool uses QIA (instead of Stochastic Reo Automata) as an
intermediate model for its translation. We are currently extending and improving
these tools to use Stochastic Reo Automata, as well as the extension with reward
information, so that the more compact sizes of the automata models will then allow
us to analyze larger models.
The connection considered in this thesis is described without considering the over-
head of establishing the coordination between components. That is, for a Reo connec-
tor, we considered only the interaction with the environment of the connector and its
internal processing, i.e., data-flows between its boundary nodes, and the coordination
was assumed to be established immediately. To be more realistic, we also need to
consider the overhead of establishing the coordination between the boundary nodes
before the internal processing of the connector occurs. In [54], Action Constraint Au-
tomata (ACA) were proposed to specify such a coordination processing in Reo con-
nectors in a compositional manner. However, they do not include the interaction with
the I/O requests of the connectors, and moreover, ACA do not account for the QoS
aspects of the connectors. Thus, it will be an interesting and meaningful future work
to provide a stochastic extension of the specification for the coordination processing
in ACA and to, in turn, combine this extension and our specification approach, which
enables us to analyze and reason about more realistic end-to-end QoS of a Reo con-
nector.
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Abstract
The intensifying need for scalable software has motivated modular development and
using systems distributed over networks to implement large-scale applications. In
Service-oriented Computing, distributed services are composed to provide large-scale
services with a specific functionality. In this way, reusability of existing services can be
increased. However, due to the heterogeneity of distributed software systems, software
composition is far from trivial, and requires additional mechanisms to impose some
form of a coordination on a distributed software system. For this purpose, a number
of coordination languages have been proposed, such as Reo, Linda, and Orc.
Besides functional correctness, a composed service must satisfy various quantita-
tive/non-functional requirements for its clients, which are generically called its quality
of service (QoS). For instance, although a number of services may offer the same
functionality, some of them may accommodate tight deadlines, but others may not.
In particular, it is tricky to obtain the overall QoS of a composed service even if the
QoS information of its constituent distributed services is given.
In this thesis, Stochastic Reo is proposed, a formalism to specify software compo-
sition with QoS aspects. Stochastic Reo is an extension of Reo, a channel/connector-
based coordination language, with associated stochastic values which indicate the fre-
quency of I/O interactions and internal processing delays within connector primitives.
As a semantic model of Stochastic Reo, we propose two different automata models,
namely, Quantitative Intentional Automata and Stochastic Reo Automata. Stochastic
Reo Automata are compositional, which enables us to obtain the automata model of
a complex connector by composing the automata models of its constituent primitive
connectors. A formal proof of compositionality is included in the thesis. These two
semantic models are also used as intermediate models in order to generate their cor-
responding stochastic models, especially, Continuous-time Markov Chains (CTMCs)
and Interactive Markov Chains. These stochastic models can be used for practical
analysis of the underlying connectors.
Based on this theory, we have implemented the tool Reo2MC as a plug-in within
the Reo toolset, Extensible Coordination Tools. Reo2MC generates CTMCs corre-
sponding to Reo connectors, which are given to or drawn in the tool, via the semantic
models of the Reo connectors.
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As a case study, we have modeled and analyzed the ASK system using Reo2MC.
The ASK system is an industrial software developed by the Dutch company Almende.
Its analysis results provided the best cost-effective resource utilization and some sug-
gestions to improve the performance of the ASK system. For example, the results
provided suggestion of the required minimum capacity of a task queue and detected
some bottlenecks in the system.
In summary, this thesis proposes formal models to specify the behavior of con-
nectors coordinating distributed software over a network, and to reason about the
end-to-end QoS properties of the connectors. This thesis also shows how to translate
the semantic models of connectors into their corresponding stochastic models for fur-
ther analysis. The theoretical results obtained in this thesis have been implemented
and integrated as a plug-in into an existing tool set. The practical relevance of the
approach is demonstrated by modeling and analyzing a large industrial software using
the tool, which resulted in improvements to the analyzed system.
Samenvatting
De steeds groter wordende behoefte aan schaalbare software is de motivatie geweest
voor modulaire ontwikkeling en het gebruik van over netwerken gedistribueerde sys-
temen om grootschalige applicaties te implementeren. In Service-oriented Computing
worden gedistribueerde services samengesteld om grootschalige services met een spec-
ifieke functionaliteit aan te bieden. Hierdoor kan de herbruikbaarheid van bestaande
systemen vergroot worden. Als gevolg van de diversiteit aan gedistribueerde soft-
waresystemen is de samenstelling van software echter verre van triviaal, en zijn bi-
jkomende mechanismes nodig om gedistribueerde softwaresystemen te kunnen coo¨rdin-
eren. Voor dit doeleinde is een aantal coo¨rdinatietalen voorgesteld, waaronder Reo,
Linda en Orc.
Afgezien van functionele correctheid moet een samengestelde service voldoen aan
verschillende kwantitatieve en niet-functionele eisen voor de clie¨nten ervan, die in
het algemeen de ’quality of service’ (QoS) genoemd worden. Het kan bijvoorbeeld zo
zijn dat, zelfs als een aantal services dezelfde functionaliteit biedt, sommige stricte
deadlines accomoderen terwijl andere dit niet doen. Het is in het bijzonder lastig
om de algehele QoS van een samengestelde service te verkrijgen, zelfs als de QoS-
informatie voor de onderliggende constituenten een gegeven is.
In dit proefschrift wordt Stochastic Reo voorgesteld, een formalisme om samen-
stelling van software met QoS-aspecten te specificeren. Stochastic Reo is een uitbrei-
ding van Reo, een channel/connector-gebaseerde coo¨rdinatietaal, met geassocieerde
stochastische waarden die de frequentie van I/O-interacties, en de interne verwerk-
ingsvertragingen in de primitieve connectoren, aangeven.
Als een semantisch model van Stochastic Reo stellen we twee verschillende auto-
matenmodellen voor, namelijk Quantitative Intentional Automata en Stochastic Reo
Automata. Stochastic Reo Automaten zijn compositioneel, wat ons in staat stelt om
het automatenmodel van een complexe connector te verkrijgen door de automaten-
modellen van de onderliggende primitieve connectoren samen te stellen. Een formeel
bewijs van de compositionaliteit is in dit proefschrift te vinden. Deze twee semantis-
che modellen worden ook gebruikt als tussenliggende modellen om de ermee corre-
sponderende stochastische modellen te genereren, in het bijzonder Continuous-Time
Markov Chains (CMTCs) en Interactive Markov Chains. Deze stochastische mod-
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ellen kunnen gebruikt worden voor een praktische analyse van de onderliggende con-
nectoren.
We hebben, gebaseerd op deze theorie, de tool Reo2MC ge¨ımplementeerd als
een plugin binnen de Reo-toolset, Extensible Coordination Tools. Reo2MC genereert
CMTCs die corresponderen met Reo-connectoren, die in de tool aangegeven of getek-
end worden, via de semantische modellen van de Reo-connectoren.
We hebben het ASK systeem als een case study gemodelleerd en geanalyseerd met
gebruik van Reo2MC. Het ASK systeem is een industrieel softwareproduct, ontwikkeld
door het Nederlandse bedrijf Almende. De analyseresultaten gaven het beste kosten-
effectieve resourcegebruik aan, en leverden een aantal suggesties voor verbetering van
het ASK systeem. De resultaten gaven, als voorbeeld hiervan, een suggestie van de
benodigde minimumcapaciteit van een task queue en hebben een aantal bottlenecks
in het systeem gedetecteerd.
Samenvattend stelt dit proefschrift formele modellen voor, om het gedrag van con-
nectoren die gedistribueerde software over een netwerk coo¨rdineren, te specificeren, en
om over de end-to-end QoS-eigenschappen van de connectoren te redeneren. Dit proef-
schrift laat ook zien hoe de semantische modellen van connectoren vertaald moeten
worden in de overeenkomstige stochastische modellen voor verdere analyse. De in dit
proefschrift verkregen theoretische resultaten zijn ge¨ımplementeerd en ge¨ıntegreerd
als een plug-in binnen een bestaande toolset. De praktische relevantie van deze be-
nadering is aangetoond door een groot industrieel softwareproduct te modelleren en
analyseren met de tool, wat geresulteerd heeft in verbeteringen in het geanalyseerde
systeem.
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