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Abstract 
In this paper, we proposed a method which is used for tracking and detecting multi moving object using Gaussian filtering with  
Lucas-Kanade approach  in a flying bird video. The proposed method is based on output from mean of one frame compared with 
the result of another frame obtained from optical flow estimator using Gaussian filtering to track the original object . Then after 
the resulting output of the comparator is fed to perform morphological closing to structuring the elements using strel function 
.The model is designed such to track multi moving object using Lucas-kanade  approach by comparing it’s mean in the 
successive frame of the video with the help of Gaussian filtering . From our knowledge, this proposed method is capable of 
detecting multi moving object quickly than recently used statistical approaches and also work in noisy environment. 
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1. Introduction 
Multi object tracking is a broad interest in the task of motion-based recognition, automated surveillance, video 
indexing, human-computer interaction, traffic monitoring and vehicle navigation for decades. A variety of different 
tracking algorithm has been developed during recent years. One of the method that is optical flow1 method suffers 
from inaccuracy as motion analysis in smaller region carry little information. The major difficulty in increasing the 
size of the spatial region of analysis is the possibility that larger regions will include more than a single motion. This 
problem has been treated with the dominant translation approach3,4. The methods with larger regions have also been 
introduced using a combined spatio-temporal analysis6,10. All these methods assume motion constancy in the 
analyzed sequence. In this paper, we propose a new simulation based algorithm for tacking multi object using a 
Gaussian filtering with lucas-kanade approach which can use a large spatial region without assuming temporal 
motion constancy. Since we have multiple moving object in large spatial regions, the motion parameters and 
location of the object are detected for one object after another. 
The paper is organized as follows. Section II describes the detection of multi moving object.  Experimental results 
are shown in Section III. Finally Section IV contains the conclusion part of the paper. 
2. Detection Of Multiple Moving Object 
In order to track multiple moving objects in an image pair, initially a single motion is first computed and a single 
object which corresponds to this motion is identified. Once a single object has been detected, it is excluded from the 
region of analysis and the process is repeated on the remaining region to find other objects.: 
2.1 Detection of a single object 
 
For tracking an object in a video sequence we make use of the solution of optical flow constraint equation.  
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Horizontal optical flow (u), vertical optical flow (v), spatiotemporal image brightness derivatives that is Ix , Iy, It  
can be calculated in a different approach. u and v can be calculated from flow chart given in fig. 1  spatiotemporal 
image brightness derivatives can be computed by the following steps 
 
 Compute  and  using a Gaussian filter to perform temporal filtering. Specify the temporal filter 
characteristics such as the standard deviation and number of filter coefficients using the Number of frames 
to buffer for temporal smoothing parameter. 
 Compute It between  successive image frames of bird video using the filter described in previous step to 
perform spatial filtering on the output of the temporal filter. 
 Smooth the gradient components Ix, Iy and It using a gradient smoothing filter. Use the Standard deviation 
for gradient smoothing filter parameter to specify the standard deviation and the number of filter 
coefficients for the gradient smoothing filter. 
 Solve the 2-by-2 linear equations for each pixel using the following method: 
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Then the Eigen’s value of A are    
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When the block finds the Eigen values, it compares them to the threshold, τ that corresponds to the value 
you enter for the Threshold for noise reduction parameter. The results fall into one of the following cases: 
 
Case 1:  and  ≥ τ 
 
A is non-singular, so the block solves the system of equations using Cramer's rule 
 
Case 2:  ≥ τ and  < τ 
 
A is singular (noninvertible), so the block normalizes the gradient flow to calculate u and v. 
 
Case 3: <  τ and   < τ 
 
The optical flow, u and v, is 0 
 
After calculating the u and v value , the corresponding output value is fed  for the structuring the moving 
objects in the video frames using strel function. This function is used to creates a flat, disk-shaped 
structuring element with specified radius R. R must be a nonnegative integer and successively it is given 
for blob analysis on the structuring element. Then the rectangle is drawn over the structuring elements in 
the detected frame.  
 
2.2 Algorithm 
 
1. Video from multimedia files. 
2. Estimates optical flow across two or more video frames using Lucas-Kanade method. 
3. Then mean is calculated from the output obtained from optical flow estimator. 
4. The output from mean is compared with the result obtained from optical flow estimator to estimate the 
background. 
5. Then the output of the comparator is fed to perform morphological losing to structuring the element using 
strel function. 
6. After structuring the element the output is fed to blob analysis to compute statistics for connected regions 
in the image and rectangle is drawn over the specified region. 
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Fig. 1. Algorithm for Multi-Moving Object Using Gaussian Filtering With Lucas-Kanade Approach 
2.3 Simulation Setup 
 
Fig. 2. Simulation setup for Multi-Moving Object Using Gaussian Filtering With Lucas-Kanade Approach 
3. Experimental Result 
The Algorithm has been implemented in the MATLAB-7.4 and it is applied on video sequences of more 
than two thousand frames. Figure 1 represents the sequence of frame taken from moving camera. Here, we 
computed two performance measurement detection rate and number of trials for the tracking. The detection rate is 
the ratio of the number of frames the object location is accurately estimated to the total number of frames in the 
sequence.  
We also analyzed the number of trials to find the correct estimation. The output for tracking multi moving 
o b j e c t  using simulation based algorithm on moving bird is shown in figures 3,4,5 and 6. Table 1 shows 
detection rate and no. of trials on moving bird video for tracking with simulation based approach.  
793 Sakuntala Mahapatra et al. /  Procedia Computer Science  48 ( 2015 )  789 – 794 
Table 1.Detection Rate of the Proposed Model 
Input Video Detection rate No. of Trials 
Moving Bird 96.43% 0.0012 
   
   
 
 
 
 
 
       Fig. 3. (a) original frame 23; (b) detected frame 
 
 
 
 
 
          
Fig. 4. (a) original frame 57; (b) detected frame 
 
 
 
 
 
 
 
      Fig. 5. (a) original frame 111; (b) detected frame 
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Fig. 6. (a) original frame 374; (b) detected frame 
 
4. Conclusion and future scope 
The proposed method can able to track more than one object using simulation based approach. Experimental 
result with MATLAB shows that multi object tracking method is robust and track object even if there is motion is 
fast and it can also track multi objects in noisy environment. Our approach incorporates the significantly less 
computationally intensive MPEG-4 motion estimation schemes while achieving high quality tracking. The proposed 
tracking method can be enhanced in Message Passing interface environment where the data in term of image can be 
distributed among  ‘n’ number of nodes and then parallel processed to reduce the execution time. Testing of this 
method can also be extended  to dense noisy environment. 
References 
1. G. Adiv, “Determining three-dimensional motion and structure from optical flow generated by several moving objects”, IEEE Trasactions on 
Pattern Analysis and Machine Intelligence, pp. 384-401, july 1985. 
2. Anuja Kumar Acharya, Biswajit Swain, Biswa Ranjan Swain, “Object tracking using a new   statistical   Multivariate   Hotelling   T2    
approach”,   In   2014   international   IEEE conference on advance computing (IACC),  PP. 969-972, 21-22 February 2014.  
3. J. R. Bergen, P. J. Burt, R. Hingorani, and S. Peleg, “Dynamic multiple motion computation”, In Y.A. Feldman and A. Bruckstein Editors, 
Artificial Intelligence and computer vision : Proceedings of the Isracli Conference, pp. 147-156, Elsevier (North Holland), 1991 
4. J. R. Bergen, P. J. Burt, R. Hingorani, and S. Peleg, “Computing two motions from three frames”, In International Conference on Computer 
Vision, PP. 27-32, December 1990. 
5. J. R. Bergen, P. J. Burt, R. Hingorani, and S. Peleg, “A three-frame   algorithm   for   estimating   two-component image motion”, IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 14, No. 9, pp. 886-896, Sep. 1992. 
6. D.J. Heeger, “Optical flow using spatiotemporal filtters”, International Journal of Computer Vision, pp. 279-302, 1988 
7. R. J. Radke, S. Andra, O. AI-Kofahi, and B. Roysam, “Image   change   detection   algorithms:   a   systematic survey”, IEEE Transactions on 
Image Processing, vol. 14, No. 3, pp. 294-307, Mar. 2005. 
8. O. Miller, A. Averbuch,  and  Y. Keller,  “Automatic adaptive segmentation of moving objects based on spatio- temporal information,” in 
Proc. VIIth Digital Image Computing Techniques and Applications, pp.1007-1016,2003. 
9. D. X. Zhou, and H. Zhang, “Modified GMM background modeling and optical flow for detection of moving objects,” in 2005 IEEE 
International Conference on System,  Man  and  Cybernetics,  vol.  3,  pp.2224-2229, Oct. 2005. 
10. M. Shizawa and K. Mase, “Simultaneous multiple optical flow estimation”, In International Conference on Pattern Recognition, pp. 274-278, 
Atlantic city, New Jersey, June 1990 
11. N.  Friedman,  and  S.  Russell,  “Image  segmentation  in video sequences: a probabilistic approach”, in Proc. Thirteenth Annual Conference 
on Uncertainty in Artificial Intelligence, pp. 175-181, 1997. 
12. Alvin.  C.Rencher  ,William  F.Christensen  Methods  of Multivariate Analysis . Wiley Publication, 3rd edition. 
13. Fatih Porikli, Oncel Tuzel   ” Covariance Tracking using Model  Update  Based on Lie Algebra”  Proceedings of the 2006  IEEE Computer 
Society Conference on Computer Vision   and   Pattern   Recognition   (CVPR’06),Vol   1, pp.728-735 , June 2006. 
14. Zhibin Lei , Wu Chou , Jialin Zhong  hin-Hui Lee,”Video segmentation   using   spatial   and   temporal   statistical analysis method “,   
Multimedia and Expo, 2000. ICME 2000.   2000   IEEE  International   Conference   on   ,Vol 3,pp1527-1530, Aug -2000. 
15. D. Comaniciu, V. Ramesh, and P. Meer, “Kernel-Based Object   Tracking,” IEEE Trans. Pattern analysis and machine Intelligence,   vol. 25, 
no. 5, May 2003. 
