Abstract. Sparse approximate inverse preconditioners have attracted much attention recently, because of their potential usefulness in a parallel environment. In this paper, we explore several performance issues related to effective sparse approximate inverse preconditioners (SAIPs) for the matrices derived from PDEs. Our refinements can significantly improve the quality of existing SAIPs and/or reduce the cost of computing them. For the test problems from the Harwell-Boeing collection and some other applications, the performance of our preconditioners can be comparable or superior to incomplete LU (ILU) preconditioners with similar preconditioning cost.
1. Introduction. The use of preconditioned Krylov space methods has been proven to be a competitive solution technique for a wide range of large sparse matrix problems. It is commonly acknowledged now that a high-quality preconditioner holds the key to fast convergence. One of the most popular choices for the preconditioner is the ILU preconditioner. In most cases, level one fill (ILU(1)) [16] is enough to yield a good preconditioner. This surprisingly simple technique has provided a robust preconditioner for many rather challenging applications such as semiconductor device simulation, groundwater contamination, oil reservoir simulation, etc. However, the successful use of ILU preconditioners depends on dealing with several issues:
• Potential zero pivot during the factorization process;
• Negative pivot may occur, even if A is positive definite;
• Instability, if the inverses of L and U are very large [23] ;
• Ordering-the quality of the preconditioner is sensitive to the ordering of the unknowns [15, 16, 21] ; • Parallel implementations-it is not a trivial task to write a high-performance parallel implementation of ILU preconditioners. It is even more difficult to construct an effective portable (between different architectures) implementation. Recently, interest in a SAIP has emerged [8, 11, 14, 31, 32, 33, 35, 38, 39, 40] . The motivation of this renewed interest is largely from parallel processing. Instead of using ILU to approximate the matrix A, we seek a sparse approximation of A −1 . The forward and backward solution process in the ILU preconditioning step is replaced by a simple (sparse) matrix-vector product operation. Its parallel implementation is straightforward and can be effectively implemented. In addition, several other potential problems with using ILU preconditioners are solved.
The idea of using a sparse approximation of A −1 as a preconditioner [3, 4] was proposed only slightly later than ILU was suggested [24] . The original crude approach was far less effective than the latter, and hence did not gain popularity. To construct a good, but sparse approximation M ≈ A −1 , a key issue is the sparsity pattern of M . Initial approaches failed to provide a robust technique to determine an effective sparsity pattern. To reduce the cost of preconditioning, M has to be as sparse as possible. Unfortunately, this goal has to be balanced with the quality of the preconditioner. The search for an optimal sparsity pattern would be a much more expensive proposition than the solution of Ax = b itself. Effective heuristics are required. The success of several new methods relies on their elegant schemes in determining the sparsity pattern and the solution of the approximation [5, 14, 11, 33, 39] . Their new insight to this "old" idea has offered new promise. Some difficult problems can be effectively solved using these new techniques.
There are two kinds of approaches to constructing sparse approximate inverses. The first and usually more effective one is the factorized sparse approximate inverse [5, 6, 39] . The second approach is to construct a sparse matrix as the solution of
subject to constraints on the number and position of the nonzeros entries of M . The Frobenius norm is particularly useful for parallel implementation. Notice that
where m j and e j are the jth column of M and I, respectively. Thus solving (1.1) leads to solving n independent least squares problems, min mj Am j − e j 2 , j = 1, . . . , n, (1.2) which can be done in parallel.
A good comparison on these two different approaches can be found in [6] . We will concentrate on the Frobenius norm approach in this paper, since much of this work was completed before the new results were available. In addition, the techniques discussed here are in general also useful.
The Frobenius norm approach avoids many of the potential difficulties with ILU preconditioners and becomes a useful complementary approach to ILU. Currently, the average performance of this type of preconditioner cannot match the performance of the ILU type of preconditioner. The potential to improve them further will be explored in this note. A comparison of approximate inverse preconditioners and ILU(0) on Harwell-Boeing matrices can be found in [29] .
In the next section, some limitations of a sparse approximation to a dense inverse are discussed. Section 3 presents some heuristic techniques which can improve the performance of this method. For a variety of problems derived from PDEs and some difficult problems from the Harwell-Boeing collection, the performance of our enhanced SAIP can be comparable or superior to an ILU preconditioner with similar preconditioning cost, 1 where the measure of cost is the number of nonzero entries in
. the preconditioner. It should also be noted that these techniques are also useful for any other approximate sparse inverse preconditioners.
2. Two issues. The inverse of a sparse matrix is generally full. The construction of a good sparse approximation is commonly based on the assumption that the majority of elements in the inverse are very small. This is often a questionable assumption. In particular, a problem displaying global coupling will necessarily have a dense inverse. This suggests an intrinsic conflict between a good approximation and a sparse approximation. A good approximation requires adequate global information in the preconditioner. However, the sparsity in the approximate inverse leads to compact support which inhibits the exchange of global information.
Inverse and decay.
The basis for the SAIP approach is the assumption that the majority of elements in the inverse which we are to approximate are small. Its theoretical foundation is the decay estimate of the inverse elements of a sparse matrix. Many papers discuss this issue (e.g., [18, 19, 20, 22, 41, 48] ). Matrices derived from PDEs typically exhibit this desirable decay feature in their inverse. However, the decay results presented there can often be misleading. For example, a typical estimate might be: If a banded matrix A is positive definite (or an M -matrix) the following bound can be established:
where γ < 1, C > 0 and b ij is the element of A −1 at the (i, j)th location. Intuitively, when the distance |i − j| is large, the size of the element b ij will be very small, since γ < 1. This is known as the decay phenomenon. The statement (2.1), while correct, may cause the following facts to be overlooked.
While it is true that γ k → 0 when k → ∞, very large constant C may lead to unacceptable slow decay, or none at all, as illustrated by the following examples. The matrix A on the left of Fig. 2 .1 is a banded symmetric, positive definite matrix. The gray level picture of its inverse ( Fig. 2.1 ) appears on the right . The darker the pixel in the image, the larger the element of the inverse. It can be seen that only the upper right part of the inverse displays decay. In the lower left part, the inverse elements are actually getting bigger when the distance |i − j| increases! Is the estimate (2.1) wrong? No, it is correct. Since the constant C is so large, even an increasing trend can appear under this estimate.
Actually, a well-conditioned matrix can exhibit nondecay behavior. On the left of image of its inverse is presented beside the matrix. Again, note that the elements in a row of the inverse of A 2 do not decay. For the first few rows, the size of the elements are increasing first when the column index increases. Interestingly enough, the elements in any column decay away from the diagonal "exponentially." Notice that this matrix is not column diagonally dominant. This example is specially designed to demonstrate the following often overlooked result: row diagonally dominant ensures only columnwise decay in the inverse and vice versa [48] .
The second important issue in designing an effective SAIP algorithm is the pattern of the decay. It has been observed that the elements of some inverse matrices decay in an oscillatory pattern [48] . For example, the image of the inverse of a typical matrix derived from the model problem on an equally spaced rectangular grid using a 5-point stencil is presented in Fig. 2.3(a) . A cross section of the inverse (a row) is also presented in Fig. 2.3(b) . The estimate in (2.1) is obviously not useful for identifying the sparsity pattern in the approximation. The real challenging issue is how to extract the true decay pattern from the seemingly complicated image and use it to guide the selection of a sparsity pattern for a SAIP.
The complication in Fig. 2 .3(b) is caused by the conflict between the construction of a matrix and the topology of the original problem. The matrix structure is essentially only helpful for operators in one-dimensional (topologically) space. For a sparse matrix problem derived from a higher dimensional grid, an artificial linear ordering has to be imposed on the unknowns. These unknowns are physically distributed in a higher dimensional space. The distance between two unknowns in a matrix structure in this case has nothing to do with the distance in the solution domain of the original problem. The latter governs the physical influences between two unknowns. If a random ordering is chosen, the inverse matrix of the discrete Laplacian can look chaotic (see Fig. 2 .4(a)). No useful conclusion can be abstracted from this picture, since the distance between any two unknowns doesn't have any physical meaning.
Any meaningful discussion of the decay should relate to the topological distance in the physical space of the problem rather than the index difference in a matrix. The template operator [48, 49] is a more natural structure. Using a template operator, a row of the inverse will be presented as a discrete Green's function on the physical solution domain. We can compare the discrete Green's function with the Green's function for the original PDE problem graphically using the template operator. The earliest discussion on this concept can be found in the classical book [26, pp. 315-318] . A more recent discussion can also be found in [41] . The surface plot of a discrete Green's function for the Laplace operator on a square grid is presented in Fig. 2 .5(a). It is a very natural imitation of the Green's function in PDEs for this problem. All the mystery of the oscillatory decay disappears. A monotonic decay picture clearly relates the decay to the physical distance rather than to the indices in the matrix. In designing an effective sparsity pattern for SAIP, it is also important to use the physical (or graphical) distance as the criterion for determining the sparsity pattern of SAIP.
In addition, for example, discrete Green's functions do not display decay for many anisotropic (second-order) elliptic PDEs.
2 Fig. 2 .4(b) is the discrete Green's function of a typical test case: aniso (see test problems) [12, 16] . No good sparse approximation can be obtained. Regular SAIP algorithms perform poorly for this kind of problem (see Table 3 .1).
Another interesting example is from unsteady incompressible Navier-Stokes problems. The Poisson equation is solved at each time step. The discretization scheme is a 9-point stencil on a curvilinear grid. If we plot the discrete Green's function and one of its cross sections at the middle of the solution domain (with a 50 × 50 grid), the plots are extremely oscillatory (see Fig. 2.4(c,d) ). No decay is displayed. Most of the elements in the inverse are far away from zero.
Global coupling.
From the discussion above, it is clear that a good approximation cannot solely depend on the decay or on having a majority of the elements in the inverse be small. In particular, a sparse approximation implies some sort of compact support. Therefore, it cannot contain any global information in the approximation when a problem is globally coupled. Even if the discrete Green's function decays, the rate of the decay may not be fast enough to be represented by a few nonzero elements. Other techniques should be used in conjunction with the SAIP methods to yield competitive performance. Here is a simple benchmark for the model problem. 3 In the table below we compare the SPAI(0.4) [33] preconditioner with ILU(0) in order to reduce the residual norm by 10 −8 . Both preconditioners have a similar number of nonzero elements. We used Bi-CGSTAB when the SPAI(0.4) preconditioner is used. The number of applications of the preconditioners (i.e., M x = p, where M is the preconditioner) are compared. The number of nonzeros of the corresponding preconditioner is indicated in the parentheses. To ensure fairness of the comparison, we did not take advantage of symmetry in ILU(0). If we examine the surface plots of the ILU(0)s inverse and SPAI(0.4) and compare them to the original discrete Green's function, the reasons for differing performance are clear. Three plots for the same row (or grid node) are presented (see The plot of a discrete Green's function (a) The true discrete Green's function. • Left: the true discrete Green's function of the model problem at the middle of the solution region; • Middle: the corresponding approximate inverse SPAI(0.4) for the same position; • Right: the discrete Green's function of the ILU(0) factorization, namely, the same row of the ILU(0)s inverse. The true inverse has global support while the SAIP can only collect the information from its few neighbors. Although the incomplete factorization has only compact support, its inverse still has a (weak) global base. That explains the very different performance.
3. The refinement techniques. From the previous discussion and our numerical testing, the following issues can be identified for the current techniques:
• Cost in identifying a good sparsity pattern and the approximation-this cost problem comes from two sources. The first is the computation of a good sparsity pattern for the approximation. The second source is the fast growth of the number of nonzero elements in the approximation when the accuracy of the approximation is tightened.
• Lack of global information in the approximation.
• The effectiveness of the compression-the sparse approximation of an inverse can be viewed as a compressed image. The information contained in the approximation for the inverse is not very effective if you compare Fig. 2 .5(a) and Fig. 2 .5(b). We propose several approaches which can improve the performance of a sparse approximate inverse preconditioner.
3.1. Local inverse approximation. Both adaptive search technique [33] and dropping approach [11] are more computationally expensive than ILU factorization due to the dynamic nature of the computation. For the former approach, the least squares problems (1.2) are solved by the QR factorization. Algorithms are derived to determine the profitable positions of the nonzero entries adaptively. This dynamic approach makes the parallel implementation expensive. For Chow and Saad's approach, standard iterative methods (e.g., GMRES) are used to find an approximate solution to Am j = e j , and a dropping strategy is applied to m j to control the amount of fill-in. The idea is to let the Krylov subspace build up the sparsity pattern gradually and then the nonzero entries are selected automatically by size.
We propose a simpler approach to make the computation cheaper. When this technique is used in conjunction with a global coupling method, the quality of the SAIP can be comparable with ILU preconditioners.
A sparse matrix can be represented by a digraph
is defined as the k-level local matrix of node o i . Using the level concept to define the sparsity pattern is widely used for ILU preconditioning [34, 16] .
The local approximation of an inverse is to use the discrete Green's function of the local matrix
where e oi is a unit basis vector with one in the o i position. 5 Inject the elements of x to the corresponding locations of the k-level neighbor set in a zero row of the target approximation inverse. To compute the local discrete Green's function is an easy task and can be implemented in parallel effectively.
We call this approximate inverse a k-level local inverse preconditioner, or simply, a local inverse preconditioner. The level 0 approach was used by Benson originally. Unfortunately, the results were disappointing. However, when we use the k-level local matrix in conjunction with a global coupling, the result is more promising. In [36] , the adjacency graph of A k k = 1, 2, 3 is used for the sparsity pattern for a factorized approximate inverse. This is equivalent to our 1-level approach.
Globally coupled local inverse approximation.
A promising technique which can bring in more global information is the multilevel approach. We consider an algebraic two-level technique to improve the quality of the approximation.
For the graph G = (O, E) of a sparse matrix A, a set of global nodes (coarse grid nodes) is first selected. We group the indexes for global nodes at the end of a permutation vector. The original matrix can be reordered in a 2 × 2 block form:
The MATLAB notation is adopted for extracting a submatrix from a given matrix A. 5 Note that the local matrix can be singular. Since many nonzero elements have been dropped to form the local matrix, a similar technique used in the shifted ILU method is adapted to ensure that
is not singular. Specifically, the values of the dropped elements can be (or partially) added to the corresponding diagonal elements. For the test problems from PDEs, this remedy is actually never activated. Another remedy is to replace the above linear system by a least squares problem. Therefore, a local approximation of the discrete Green's function is still possible.
where the second row corresponds to the coarse (global) grid nodes. In [11] , Chow and Saad also discussed the approaches using block form to improve the SAIP.
We tested several algorithms for choosing global nodes. The best performance comes from a generalized red-black ordering [15] . A brief description of the algorithm is as follows:
Set all nodes as unmarked.
While unmarked node set is not empty Pick an unmarked node as red (coarse grid) node and mark it. Mark all its unmarked neighbors as black (fine grid) nodes. end
The inverse of this reordered block matrix is
1 A 2 is the well-known Schur complement. We compute the k-level local inverse A −1 1 of A 1 ; use this approximation to compute an approximation S of the Schur complement S. Then, compute the k-level local inverse S −1 of S. The k-level globally coupled local inverse preconditioner (GCLI(k)) is then
For most of the PDE problems, A 1 is a diagonal matrix; hence, the computation of S is simple. Given a vector x = (y T , z T ) T , y contains the elements for the fine grid nodes (black), while z contains the elements for the coarse grid nodes (red). The preconditioning step M x can be described as
where u = A −1 1 y and w = − S −1 (A 3 u − z). The process can be interpreted as one sweep of a two-level iteration. The vector u is the approximation on the fine grid, which is "projected" to the coarse grid for computing a new right-hand side A 3 u − z. Then the solution w on the coarse grid is used to refine the results on the fine grid in the second application of A −1 Tables 3.1, 3 .2, and 3.3 present the numerical results for some typical problems which arise in PDEs. A detailed description of these problems is presented in the next section. A description of the matrices from the Harwell-Boeing collection can be found in many references, for example, in [29, 33] . The advantages of using a simpler two-level approach are clear if one compares the performance of three different preconditioning techniques. The GCLI(k) shows competitive performance to ILU(k). Table 3 .2 presents the results for the same problems on a finer grid. To save space, we did not list the results for GCLI(1), since the improvement is similar. Notice that the algebraic two-level approach can be recursively applied to the Schur complement as well. Our numerical testing indicates that another 30% speed up can be obtained, on average. The detailed list is not presented. Of course, the improvement brought by a multilevel approach is not "cost-free." The original simple preconditioning step (a matrix-vector multiplication) is now replaced by several matrix-vector multiplications. The multilevel approach will complicate the parallel programming task and increase the cost in communications. However, the return from the investment is rewarding.
For many anisotropic problems, the GCLI(k) may cause unnecessary introduction of many nonzeros in the sparse approximation. Some of these nonzero entries do not contribute much to the quality of the approximation. We also tried to combine the adaptive search technique with the two-level method, namely, the sparse approximation of the matrix S −1 is computed by SPAI(α), where the control parameter α = 0.2 is used. Table 3 .3 presents numerical testing for some anisotropic problems. Two(0.2) is the combination of the two-level approach and the adaptive search method (SPAI(0.2)) [33] .
A priori dropping technique.
The technique of dropping small elements is often used after some approximation is formed. It can play an important role in reducing the growth of the nonzeros in an approximation. This technique is adopted in both ILU and SAIP. When the problem is anisotropic, however, the elements of its inverse usually decay extremely slowly or even have no small values at all. This often leads to failure in determining an effective sparse approximation if a regular adaptive technique or discarding technique is used. When anisotropy is strong, it is beneficial to drop the small elements in the original matrix prior to computing the approximate inverse. Using the notation in MATLAB, the approximated original matrix is defined byÃ
where ε is the threshold. 6 A similar idea is also adopted in algebraic multigrid [43] , in the solution of dense systems [1, 37] , and in [36] .
We compute the approximate inverse of the approximated original matrixÃ as the preconditioner. When many small elements are dropped, the fast growth of the number of nonzeros in SAIP is dramatically reduced. For the adaptive search techniques [33] , the number of probes is also reduced and the resulting approximation has many fewer nonzeros. When the adaptive search technique and dropping small elements are combined with the two-level approach, the improvement for some problems is significant. For example, we choose the three oil reservoir simulation matrices: Orsirr 1, Orsirr 2, Orsreg 1, and Pores 2, Pores 3 from the Harwell-Boeing collection. These matrices result from a three-dimensional irregular grid and are very anisotropic. In Table 3 .4 we present a performance comparison between the three different approaches, where Drop(0.2) drops the small elements before applying a two-level Grote-Huckle approach with control parameter α = 0.2. The computational cost in both computing and applying the sparse approximate preconditioner is significantly reduced.
Wavelet compression.
Each of the discrete Green's functions of a matrix (see Fig 2.5(a) ) can be considered as a smooth surface. A compact approximation cannot represent the surface well. We also remark that even if the discrete Green's function displays decay behavior, the rate of decay may not be enough for the sparse approximate inverse to have a good convergence performance. However, the smooth surface in the discrete Green's function can be converted into many very small wavelet coefficients. Specifically, we apply a wavelet transform to compress the piecewise smooth discrete Green's function and then apply the standard techniques (e.g., Grote and Huckle's implementation) to construct a sparse approximate inverse in the wavelet space. Having a majority of small elements allows us to aggressively discard most of these small elements and maintain the quality of the approximations. Intuitively, we can use the same storage to recover a more "authentic" inverse.
Two discrete Green's functions of the Laplacian in the wavelet space are displayed in Fig. 3.1 . The most significant contribution in these discrete Green's functions is The fast wavelet-based approximate inverse can be constructed as follows. Given an orthogonal wavelet function in the continuous space, there corresponds an orthogonal matrix W that transforms vectors from the standard basis to the wavelet basis. Furthermore, if v is a vector of smoothly varying numbers (with possibly local singularities), its wavelet representationṽ = W v will have mostly small entries. We can also represent two-dimensional transforms by W . Let A be a matrix in the standard basis. ThenÃ = W AW T is the representation of A in the wavelet basis. This wavelet representationÃ is also called the standard form of A [7] . Assuming A −1 is piecewise smooth, our idea is to apply a wavelet transform to compress A −1 and then use it as a preconditioner. At first glance, this seems impossible since we do not even have A −1 . Note that
where W is an orthogonal wavelet transform matrix. Therefore, we can first transform A to its wavelet basis representationÃ and then apply, for example, Grote and Huckle's method to find an approximate inverse forÃ, which is the preconditioner that we want to compute. In other words, we do not need to form A −1 but are still able to compute its transform.
We shall next show how we utilize the wavelet transform in the least squares approach. Consider (1.1) again. Let W be an orthogonal wavelet transform matrix; i.e.,x = W x is the vector x in the wavelet basis. (Note that W can be 1-level or full log 2 n-level wavelet transform matrix.) Then
T are the representations of A and M in the wavelet basis, respectively. Thus, our n least squares problems become miñ mj Ãm j − e j 2 , j = 1, 2, . . . , n. Note that since A is sparse, so isÃ (but probably denser than A). Because of the wavelet basis representation, if M is piecewise smooth, we would expectM , neglecting small entries, to be sparse too. Therefore, the sparse solution of (3.3) would hopefully give rise to a more effective approximate inverse than the original approach without the wavelet transform. The numerical testing and comparisons for three test problems arising from PDEs are presented in Table 3 .5. Wavelet compression demonstrates its effectiveness in compression. Very few nonzero entries (one-third of the ILU(0) or one-tenth of the SPAI(0.2)) are used to approximate the inverse in wavelet space and the quality of the preconditioner is superior to ILU(0). A detailed analysis and more experimental results are presented in [10] .
We have presented several approaches which can improve the performance of SAIP. Many other techniques similar to those used in the ILU preconditioner may also be beneficial. For example, (block) diagonal scaling is often a very useful technique. In Table 3 .6, block row scaling is applied to matrices Pores 2 and Pores 3. With the scaling, the performance of these same techniques are very different compared to without scaling. The benefits of scaling were discussed in several papers (for example, [25] ). Table 3 .6 is a comparison for test problem Pores 2.
In summary, there are many techniques which can be used toward a more effective approximate inverse preconditioner. The choice should depend on the characteristics of the application. The techniques we discussed here are also useful for other approximate inverse preconditioners.
Conclusion.
In this paper, we have discussed several implementation issues which may enhance the performance of a sparse approximation inverse preconditioner. For a specific application, if the proper technique is adopted, the improvement can be significant. Appendix A. Test problems. A detailed description of the test problems is presented here. The iterative methods, preconditioned CG and Bi-CGSTAB, are used for computations [50] .
Helical spring (Helical). If a single turn of a helical spring of small angle α and radius R is deformed into a plane ring under the influence of an axial load, the stress-function Φ can be shown to satisfy the differential equation [13] Φ xx + Φ yy + 3 R − y Φ x − 2Gλ = 0, and it vanishes on the boundary Γ, where Γ is the boundary of the cross section in the (x, y) plane which contains the axis of the spring. G is the modulus of rigidity and λ = sin α cos α/R. The special case we considered is one in which the problem has rectangular cross section Ω = (−.5, .5) × (−1, 1) and R = 5. The problem has an exact solution [42] : Φ = (1 − y 2 )(1 − 4x 2 )(5 − y 3 )(0.0004838y + 0.0010185).
Variable coefficient problem (Variab). This problem has continuous variable coefficients for second-order derivative terms. The unknown is defined on a unit square with homogeneous Dirichlet boundary condition. It satisfies the equation
2 )u x ) x + u yy + (tan y) 3 u y = −100x 2 .
Discontinuous coefficient problem (Disc). In this test, the following equation was considered:
(K x u x ) x + (K y u y ) y + u x + u y = sin(πxy). In general, discontinuous coefficient problems are relatively difficult to solve. Stone's third problem (Stones). This anisotropic and discontinuous coefficient test problem is widely used in the oil industry as a benchmark problem [47] . The equation
was discretized on the unit square using a finite difference technique. A 33 × 33 grid was used (see Fig. A.1) , and a harmonic average was used for discontinuities in K x and K y [2] . Let x i and y i , i = 1, . . . , 33 be the grid nodes on the x-axis and y-axis, respectively. The values of K x , K y , and q are • q2 (3,27)
• q3 (23, 4) • q4 (14, 15) • q5 (27, 27) where u = exp(xy) sin(πx) sin(πy) is defined on a unit square. This testing problem is taken from the paper of Cai, Gropp, and Keyes [9] . The sign of the coefficient c in (A.4) has a crucial effect on this problem. The difficulty of the linear system depends on both the mesh widths △x, △y and the magnitude of c. For a fixed grid size, the larger the magnitude of the negative value c, the more difficult the problem will be. In this work, the cases for c = −20 and −70 were tested.
Anisotropic PDE (Aniso). The PDE is the same as (A.1). The value distributions of K x and K y are 
