Hundreds of thousands of human whole genome sequencing (WGS) datasets will be generated over the next few years to interrogate a broad range of traits, across diverse populations.
have been aligned and processed systematically using compatible methods. Genome aggregation efforts are stymied by the distributed nature of human genetics research, where different groups routinely employ different alignment, data processing and variant calling methods. These methods often have comparable overall quality, but exhibit trivial incompatibilities that produce batch effects, limiting the utility of combined datasets. Prior exome/genome aggregation efforts have therefore been forced to obtain raw sequence data and re-perform upstream read alignment and data processing steps prior to joint variant calling 7, 8 . These upstream steps are computationally expensive -representing as much as ~80% of the overall cost of WGS data analysis -and having to rerun them is inefficient. This computational burden will be increasingly difficult to bear as data volumes grow over coming years.
To help alleviate this burden and enable future genome aggregation efforts, we have forged a collaboration of major U.S. genome sequencing centers and NIH programs, and collaboratively defined data processing and file format standards to guide ongoing and future sequencing studies. Our approach focuses on the harmonization of upstream steps prior to variant calling, thus reducing trivial variability in core pipeline components while promoting the application of diverse and complementary variant calling methods -an area of much ongoing innovation. The guiding principle is the concept of "functional equivalence" (FE). We define FE to be a shared property of two pipelines that can be run independently on the same raw WGS data to produce two output files that, upon analysis by the same variant caller(s), produce virtually indistinguishable genome variation maps. A key question, of course, is where to draw the FE threshold. There is no one answer; at minimum, we advise that data processing pipelines should introduce much less variability in a single DNA sample than independent WGS replicates of DNA from the same individual.
Towards this goal, we defined a set of required and optional data processing steps and file format standards ( Fig. 1 ; see GitHub page 9 for details). We focus here on WGS data analysis, but these guidelines are equally suitable for exome sequencing. These standards are founded in extensive prior work in the area of read alignment 10 , sequence data analysis 5, [11] [12] [13] [14] [15] [16] [17] and compression 11, 18 , and more broadly in WGS analysis best practices employed at our collective institutes, and worldwide. Notable features of the data processing standard include alignment with BWA-MEM 10 , adoption of a standard GRCh38 reference genome with alternate loci 4, 19, 20 , and improved duplicate marking. File format standards include a 4-bin base quality scheme, CRAM compression 18 and restricted tag usage, which in combination reduced file size >3-fold (from 54 to 17 Gb for a 30X WGS and from 38 to 12 Gb for a 20X WGS). This in turn reduces data storage costs and increases transfer speeds, facilitating data access and sharing.
We implemented initial versions of these pipelines at each of the five participating centers, including the four CCDGs as well as the TOPMed Informatics Resource Core, and serially tested and modified them based on alignment statistics ( Supplementary Table 1 ) and variant calling results from a 14-genome test set, using GATK 21 for single nucleotide variants (SNVs) and small insertion/deletion (indel) variants, and LUMPY 22 for structural variants (SVs), with data contributed from each center (see Methods). These 14 datasets have diverse ancestry and are composed of well-studied samples from the 1000 Genomes Project 4 , including 4 independently-sequenced replicates of NA12878 (CEPH) and 2 replicates of NA19238 (Yoruban). We tested pairwise variability in SNV, indel and SV callsets generated separately from each of the five pipelines, before and after harmonization, as compared to variability between WGS data replicates (Fig. 2) . As expected, pipelines used by centers prior to harmonization effort exhibit strong levels of variability, especially among SV callsets. Most importantly, variability between harmonized pipelines (mean 0.4%, 1.8%, and 1.1% discordant for SNVs, indels, and SVs, respectively) is an order of magnitude lower than between replicate WGS datasets (mean 7.1%, 24.0%, and 39.9% discordant). Note that absolute levels of discordance are somewhat high in this analysis because we performed per-sample variant calling and included all genomic regions, with minimal variant filtering. All pipelines show similar levels of sensitivity and accuracy based on Genome in a Bottle (GiaB) calls for NA12878 23 (Supplementary Fig. 1 ).
We next applied the final pipeline versions to an independent set of 100 genomes comprising 8 trios from the 1000 Genomes Project 4,5 and 19 quads from the Simons Simplex Collection 24 , and generated separate 100-genome GATK and LUMPY callsets using data from each of the five pipelines.
Considering all five callsets in aggregate, the vast majority of GATK variants (97.2%) are identified in data from all five pipelines, with only 1.74% unique to a single pipeline and 1.02% in various minor subsets. Mean pairwise SNV concordance rates are in the range of 99.0-99.9% over all sites and comparisons, and Mendelian error rates are ~0.3% at concordant sites, and ~22-24% at discordant sites ( Fig. 3) . Indel and SV concordance rates are lower -as expected given that these variants are more difficult to map and genotype precisely. Pairwise SNV concordance rates are substantially higher in GiaB high confidence genomic regions comprised predominantly of unique sequence (SNV concordance: 99.7-99.9%; 72% of genome) than in difficult-to-assess regions laden with segmental duplications and high copy repeats (SNV concordance: 92-99%; 8.5% of genome; see Methods).
Indeed, 58% of discordant SNV calls are found in the 8.5% most difficult to analyze subset of the genome. Furthermore, the mean quality score of discordant SNV sites are only 0.5% as high as the mean score of concordant SNV sites (16.4% for indels and 90.0% for SVs) (Supplementary Fig. 2 ).
This suggests that many discordant sites are either false positive calls or represent sites that are difficult to measure robustly with current methods. Differences between pipelines are roughly symmetric, with all pipelines achieving similarly low levels of performance at discordant sites, as based on pairwise discordance rates and Mendelian error rates ( Supplementary Fig. 3 ), further suggesting that most discordant calls are due to stochastic effects at sites with borderline levels of evidence. We note that there are some center-specific sources of variability due to residual differences in BQSR models and alignment filtering methods, but that these affect only a trivial fraction of variant calls. Here, we have described a simple yet effective approach for harmonizing data processing pipelines through the concept of "functional equivalence". This work resolves a key source of batch effects in sequencing data from different genome centers, and thus alleviates a bottleneck for data sharing and collaborative analysis within and among large-scale human genetics studies. Our approach also facilitates accurate comparison to variant databases; researchers that want to analyze their sample(s) against major datasets such as gnomAD, TOPMed, or CCDG should adopt these standards in order to avoid artifacts caused by non-FE sample processing. Of course, other challenges remain, such as batch effects from library preparation and sequencing, and persistent regulatory hurdles.
Nevertheless, we envision that it will be possible to robustly generate increasingly large genome variation maps and shared annotation resources from these and other programs over the next few years, from diverse groups and analysis methods. Ultimately, we hope that international efforts such as Global Alliance for Genomics & Health (GA4GH) will adopt and extend these guidelines to help integrate research and medical genomes worldwide. 
Methods

Dataset selection
For initial testing, we selected 14 whole genome sequencing datasets based on the following criteria:
(1) they include samples of diverse ancestry, including CEPH (NA12878, NA12891, NA12892), 
Downsampling data replicates
To eliminate coverage differences as a contributor to variation between sequencing replicates of the same sample (4 replicates of NA12878 and 2 replicates of NA19238), the data replicates were downsampled to match the lowest coverage sample. To obtain initial coverage, all replicates were aligned to a build 37 reference using speedseq 14 
Alignment and data processing pipelines -WashU, pre-and post-harmonization
The pre-harmonization pipeline aligns reads to the GRCh37-lite reference using speedseq (v0.1.0) 14 .
This includes alignment using bwa (v0.7.10-r789) 10 , duplicate marking using samblaster (v0.1.22) 13 , and sorting using sambamba (v0.5.4) 16 . 
The base recalibration table is applied using GATK PrintReads with the parameters `-preserveQ 6 -BQSR "${bqsrt}" -SQQ 10 -SQQ 20 -SQQ 30 --disable_indel_quals`. Finally, the output is converted to CRAM using `samtools view`.
Alignment and data processing pipelines -Broad, pre-and post-harmonization
Pre harmonization: P  E  C  T  E  D  _  O  R  I  E  N  T  A  T  I  O  N  S  =  F  R  A  T  T  R  I  B  U  T  E  S  _  T  O  _  R  E  T  A  I  N  =  X  0  A  T  T  R  I  B  U  T  E  S  _  T  O  _  R  E  M  O  V  E  =  N  M   A  T  T  R  I  B  U  T  E  S  _  T  O  _  R  E  M  O  V  E  =  M  D  R  E  F  E  R  E  N  C  E  _  S  E  Q  U  E  N  C  E  =  $  {  r  e  f  _  f  a  s  t  a  }  P  A  I  R  E  D  _  R  U  N  =  t  r  u  e   S  O  R  T  _  O  R  D  E  R  =  "  u  n  s  o  r  t  e  d  C  L  I  P  _  A  D  A  P  T  E  R  S  =  f  a  l  s  e  M  A  X  _  I  N  S  E  R  T  I  O  N  S  _  O  R  _  D  E  L  E  T  I .
5 : [dbsnp_b142_vcf_file] --in [input_bam] -out -.ubam` and the piped output (in uncompressed BAM format) is convered into s a CRAM file using samtools view.
Calculation of Alignment Statistics
A total of 184 alignment statistics were generated for all standardized CRAM files from each center with AlignStats software. Results include metrics for both the entire CRAM file and for the subset of readpairs with at least one read mapping to the autosome or sex chromosomes. We examined all metrics across the five CRAMs for each of the 15 samples to ensure that any differences were consistent with the various options allowed in the functional equivalence specification. Supplementary Table 1 provides examples of these metrics, and full description of all metrics can be found online (https://github.com/jfarek/alignstats).
Variant calling for the 14-sample analysis
SNPs and indels were called for each center's CRAM/BAM files using GATK 21 Defining "easy", "medium" and "hard" genomic regions
The reference genome sequence is not uniformly amenable to analysis -some regions with high amounts of repetitive sequence are difficult to align and prone to misleading analyses, while other regions comprised of mostly unique sequence can be more confidently interpreted. To gain a better understanding of how pipeline concordance differs by region, we divided the reference sequence into three broad categories. The "easy" genomic regions consist of the GiaB gold standard high confidence regions, lifted over to build 38. The "hard" regions consist of centromeres 
Variant calling for 100-sample analysis
SNPs and indels were called using the GATK best practices pipeline, including per-sample variant discovery using HaplotypeCaller with the following parameters:
`-ERC GVCF -GQB 5 -GQB 20 -GQB 60 -variant_index_type LINEAR -variant_index_parameter 128000`. Next, GVCFs from all 100 samples were merged with GATK CombineGVCFs. Genotypes were refined with GATK GenotypeGVCFs with the following parameters: `-stand_call_conf 30 -stand_emit_conf 0`. Variants with no genotyped allele in any sample are removed with the GATK command SelectVariants and the parameter `--removeUnusedAlternates`, and variant lines where the only remaining allele is a symbolic deletion (*:DEL) are also removed using grep.
SVs were called using the svtools best practices pipeline (https://github.com/halllab/svtools/blob/master/Tutorial.md). First, per-sample SV calls were generated with extract-sv-reads, lumpyexpress, and svtyper using the same versions and parameters as the 14 sample analysis. Next, the calls were merged into 100-sample callsets for each pipeline using the following sequence of commands and parameters from the docker container halllab/svtools@sha256:f2f3f9c788beb613bc26c858f897694cd6eaab450880c370bf0ef81d85bf8 d45 `svtools lsort`
`svtools lmerge -f 20`
`create_coordinates`
The merged calls were then re-genotyped for each sample using the previous svtyper command. Copy number histograms were generated for each sample using the command cnvnator_wrapper.py with window size 100 (-w 100) in the docker container halllab/cnvnator@sha256:c41e9ce51183fc388ef39484cbb218f7ec2351876e5eda18b709d82b7e8af3a2
. Each SV call was annotated with its copy number from the histogram file using the command `svtools copynumber` in that same docker container with the parameters `-w 100 -c coordinates`. Finally, the per-sample genotyped and annotated VCFs were merged back together and refined with the following sequence of commands in the svtools docker container: The per-pipeline SV VCFs were converted to BEDPE using the command `svtools vcftobedpe` in the docker container halllab/svtools@sha256:f2f3f9c788beb613bc26c858f897694cd6eaab450880c370bf0ef81d85bf8d45.
The variants were compared using bedtools pairtopair as in the 14 sample analysis. Next they were classified into "hard", "medium", and "easy" genomic regions by intersecting each breakpoint with BED files describing the regions using `bedtools pairtobed`. Variants were classified by the most difficult region that either of their breakpoints overlapped (see compare_round3_by_region.sh in https://github.com/CCDG/Pipeline-Standardization). Then, the variants were extracted and annotated in per-sample BEDPE files with the script compare_based_on_strand_output_bedpe.py (in https://github.com/CCDG/Pipeline-Standardization). The BEDPE files were converted to VCF using `svtools bedpetovcf` and sorted using `svtools vcfsort`. The number of shared and pipeline-unique variants were counted using `bcftools query` (version 1.6) to extract the genomic region and concordance status of each variant, then summarized with `bedtools groupby` (v2.23.0). The rates of shared variants per sample were calculated using the output of this file with the following formula: match/(match + 0-only + 1-only).
Mendelian error (ME) rate calculation
SNPs and indels that were classified by hap.py into categories (shared between pipelines, or unique to one pipeline) were further characterized by looking at the ME rate for each of the offspring in the trios/quads. For each offspring in the sample set, the parents and offspring sample VCFs output by hap.py were merged together using `bcftools merge --force-samples` (v1.3), and the genotypes from the first pipeline in the pair were extracted. Any variants with missing genotypes or uniformly homozygous genotypes were excluded using `bcftools view -g ^miss` and `bcftools view -g het`. A custom python script (classify_mie.py in https://github.com/CCDG/Pipeline-Standardization) was used to classify each variant as uninformative, informative with no Mendelian error, or informative with Mendelian error. Total informative error and non-error sites in each genomic region were counted for shared sites and unique sites separately, and ME rate was calculated by dividing the number of ME sites by the total number of informative sites. A similar calculation was performed for the per-sample SV VCFs produced by the SV concordance calculations. Figs 3b and S3 report the mean ME rate across 44 offspring-parent trios for each pairwise pipeline comparison.
Variant quality evaluation
To evaluate possible causes of remaining differences between pipelines, we extracted variant quality scores for each variant type and summarized them by concordance status in each pairwise pipeline comparison across 100 samples. For SNPs and indels, the QUAL field was extracted along with the concordance annotation from the per-sample hap.py comparison VCFs using `bcftools query` (version 1.6). The median QUAL score for each category was reported using `bedtools groupby`. For SVs, MSQ (mean sample quality) is a more informative measure of variant quality, so this field was extracted and summarized in a similar way.
