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Abstract
An approach for constructing a low-dissipation numerical method
is described. The method is based on a combination of the operator-
splitting method, Godunov method, and piecewise-parabolic method
on the local stencil. Numerical method was tested on a standard
suite of hydrodynamic test problems. In addition, the performance
of the method is demonstrated on a global test problem showing the
development of a spiral structure in a gravitationally unstable gaseous
galactic disk.
1 INTRODUCTION
During the last two decades, two main approaches have been used for numeral
hydrodynamics simulations of astrophysical flows: the Lagrangian smooth
particle hydrodynamics methods (hereafter, the SPH method) and Eulerian
mesh-based methods. Numerous comparisons between the SPH and mesh-
based methods have been performed [1, 2]. The main disadvantages of most
SPH methods are the inaccurate computation of large gradients and disconti-
nuities [3], suppression of physical instabilities [1], difficulty with choosing the
proper smoothing kernel [4] and the use of artificial viscosity [5]. The main
disadvantages of most mesh-based methods are their Galilean non-invariance
on the mesh [2, 6], difficulty with coding and implementation, and difficulty
with treating multi-component systems, such as stars and gas [7]. During the
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last decade, the combined Eulerian-Lagrangian approach has been developed
and actively used for numerical simulations of astrophysical hydrodynamics
flows [8, 9]. These methods unite the advantages of both approaches, while
attempting to reduce the disadvantages.
Recently, another Eulerian-Lagrangian numerical scheme for astrophysi-
cal flows has been presented, which employs the operator-splitting method-
ology and Godunov-type methods [3, 10, 11, 12, 13]. This numerical method
is based on the solution of hydrodynamic equations in two stages. At the
first Eulerian step, the hydrodynamic equations are solved excluding the ad-
vective terms. At the second Lagrangian step, equations for the advective
transport are solved. This separation into two stages can effectively solve the
problem of Galilean-invariance and the use of Godunov methods for the Eu-
lerian step enables correct modelling of discontinuous solutions. This numer-
ical method has been successfully employed for modeling collisions between
galaxies [12, 14]. A significant disadvantage of the method lays in the fact
that it was first-order accurate. The main shortcoming of first-order schemes
is dissipation of the numerical solution on discontinuities. It is therefore our
main motivation to extend the original method to a higher order of accuracy.
There are several well-known high-order numerical hydrodynamics meth-
ods such as the MUSCL (Monotonic Upstream-Centered Scheme for Con-
servation Laws) method [15, 16], total variation diminishing (TVD) method
[17, 18, 19, 20, 21], and piecewise parabolic method (PPM) [22]. The general
idea of their approach is the construction of a piecewise-polynomial function
on each cell of the numerical mesh. It may be a piecewise-linear reconstruc-
tion (in the case of the MUSCL scheme) or piecewise-parabolic reconstruction
(in the case of the PPM method). For the construction of a monotonized
numerical solution (needed to avoid the growth of spurious extrema) the lim-
iters are usually employed in TVD methods [23]. The problem of selection
of limiters is analogous to the choice of artificial viscosity in SPH methods:
the wrong choice of artificial viscosity for the SPH method (or limiters for
the TVD method) can cause a substantial distortion of the numerical solu-
tion. The PPM method does not have the monotonicity problem, because
piecewise-polynomial solutions on each cell are constructed without extrema.
The main disadvantage of the PPM method is the use of a non-local stencil
for computing hydrodynamic quantities on the next time step. The non-
local stencil has problems with the proper choice of boundary conditions,
domain decomposition, and dissipation of numerical solution. To resolve
these problems, a modification of the PPM method was suggested – the so-
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called piecewise-parabolic method on the local stencil (PPML) [24, 25]. The
main idea of the PPML method is the use of a piecewise parabolic numerical
solution on the previous time step for computing the Riemann problem.
Numerical simulations of galaxies are an indispensable tool for studying
their properties and evolution, taking into account the complexity of physical
processes involved. The main galactic components such as gas and dust
can be modelled as fluids, making numerical hydrodynamics simulations the
main numerical approach. The main focus of this paper is concentrated on
the extension of the original method [3, 10, 11, 12, 13] based on the PPML
approach to a higher order of accuracy. The methods presented here are
specific to astrophysical flows where the extraordinarily high flow speeds, as
well as the effect of self-gravity, impose further restrictions on the kinds of
flow solvers that are designed. The operator splitting between the force terms
and advected terms is certainly non-standard and would not be appropriate
for a traditional flow solver.
In the first section, the details of the original method and the construction
of a high order extension are described. The second section contains a verifi-
cation of the high order nature of the modified method. In the third section,
we provide computational experiments dealing with gravitational instability
in disk galaxies and the development of a spiral structure.
2 NUMERICAL SCHEME
We aim at solving numerically the following system of hydrodynamic equa-
tions describing the dynamics of gas in galaxies:
∂ρ
∂t
+∇ · (ρ~v) = 0, (1)
∂ρ~v
∂t
+∇ · (~vρ~v) = −∇p− ρ∇Φ, (2)
∂ρE
∂t
+∇ · (ρE~v) = −(∇ · p~v)− ρ∇Φ · ~v, (3)
∂ρ
∂t
+∇ · (ρ~v) = −(γ − 1)ρ∇ · ~v, (4)
where p is the gas pressure, ρ is the gas volume density, ~v is the gas velocity, E
is the total energy per unit mass, Φ is the gravitational potential computed
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using the Poisson equation ∆Φ = 4piGρ. The gas pressure is related to
the internal energy per unit mass using the following equation of state p =
(γ−1)ρ, where γ is the ratio of specific heats. The reason for using equations
for both  and E will be described later.
The entropy equation is sometimes used instead of the non-conservative
equation for internal energy equation [26, 27, 28, 29]. This approach has
a clear advantage in case of high Mach numbers [26]. We decided to use
the equation for internal energy, because this form can be easier expanded
to include the effects of radiative cooling and heating, and also chemistry,
which are important extensions of the classic hydrodynamics equations in
astrophysics.
The solver for system (1-4) is based on a combination of the operator-
splitting method and Godunov method [12]. The method consists of two
steps: the Eulerian one and Lagrangian one. During the first (Eulerian)
step, system (1-4) is solved excluding the advective terms (second terms
on the left-hand-side). During the second (Lagrangian) step, the advective
transport of hydrodynamic variables ρ, ~v, E, and  are computed.
Let us consider for simplicity a one-dimensional analogue to system (1)-
(4) written in the following non-conservative form:
∂
∂t
 ρv
p
+
 v ρ 00 v ρ−1
0 γp v
 ∂
∂x
 ρv
p
 = 0. (5)
Here, we made use of the adopted equation of state to substitute the internal
energy  with the gas pressure p. This set of one-dimensional equations
will be used for constructing the Riemann problem at the Eulerian step and
advective transport at the Lagrangian step.
2.1 The hydrodynamic solver at the Eulerian step
Using the adopted equation of state, system (5) can be reduced to the fol-
lowing non-conservative matrix form:
∂
∂t
(
v
p
)
+
(
0 ρ−1
γp 0
)
∂
∂x
(
v
p
)
= 0. (6)
We note that the continuity equation (1) for the density ρ contains only La-
grangian terms. The traditionally known operator splitting methods do not
4
justify going from equation (5) to equation (6), especially since equation (6)
is in non-conservative form. However, its usage here is, unfortunately, a
compromise needed to remove the advective terms from equation (5).
We can solve the Riemann problem for this system using a Godunov-type
method as described below. Let us rewrite system (6) in the following form:
∂u
∂t
+B
∂u
∂x
= 0, (7)
where the vector u =
(
v
p
)
and matrix B is written as:
B =
(
0 ρ̂−1
γp̂ 0
)
, (8)
where ρ̂ and p̂ are the space-averaged density and pressure on the cell inter-
faces. The method for computing these quantities is described later in this
section.
Unfortunately, the matrix equation (7) is not easy to solve analytically,
because the matrix B has a peculiar non-diagonal form. We note, however,
that system (7) is hyperbolic and hence matrix B can be represented as
B = R × Λ × L, where R and L are the right-hand-side and left-hand-
side eigenvector matrices, respectively, and Λ is a diagonal matrix of the
eigenvalues of matrix B:
R =
 1√1+γp̂ρ̂ 1√1+γp̂ρ̂
ρ̂
√
γp̂/ρ̂√
1+γp̂ρ̂
− ρ̂
√
γp̂/ρ̂√
1+γp̂ρ̂
 , (9)
L =
 ρ̂(ρ̂
−1+γp̂)
2
√
1+γp̂ρ̂
(ρ̂−1+γp̂)
2
√
1+γp̂ρ̂
√
γp̂/ρ̂
ρ̂(ρ̂−1+γp̂)
2
√
1+γp̂ρ̂
− (ρ̂
−1+γp̂)
2
√
1+γp̂ρ̂
√
γp̂/ρ̂
 , (10)
Λ =
( √
γp̂/ρ̂ 0
0 −√γp̂/ρ̂
)
. (11)
Let us multiply system (7) with matrix L:
L
∂u
∂t
+ L×R× Λ× L∂u
∂x
= 0. (12)
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Using the identity for eigenvectors L × R = R × L = I, where I is the unit
matrix, and making the substitution w = Lu, the last system can be written
as:
∂w
∂t
+ Λ
∂w
∂x
= 0, (13)
where Λ is a diagonal, sign-definite matrix with eigenvalues λj (j=1,2).
λ1 =
√
γp̂/ρ̂ λ2 = −
√
γp̂/ρ̂. (14)
The matrix equation (13) with the diagonal matrix Λ can now be easily
solved analytically. To do this, we need to define the values of w on the
left and right cell interfaces. In the case of piecewise-constant functions, the
initial conditions for system (13) can be written as:
w(x, 0) = w0(x) =
{
wL, x < 0
wR, x > 0
=
{
LuL, x < 0
LuR, x > 0
, (15)
where x is the x-coordinate of the cell interface, uL and uR are piecewise-
constant initial conditions at the l.h.s. and r.h.s. of the cell interface and
wL = LuL and wR = LuR.
The last system has an analytic solution wj(x, t) = w
0
j (x−λjt), where j =
1, 2. Once w1(x, t) and w2(x, t) have been found, we proceed with determining
the vector u (i.e., the velocity and pressure) using the inverse substitution
u(x, t) = Rw(x, t), (16)
where w(x, t) =
(
w1(x, t)
w2(x, t)
)
. We note that u(x, t) =
(
u1(x, t)
u2(x, t)
)
can be
used to find the solution of the Riemann problem.
Now, we proceed with defining the space-averaged elements of matrices
Λ, R, and L at the cell interfaces. To do this, we will use a modification
of the Roe approach [30] and the average density and pressure on the cell
interfaces can be written as:
ρ̂ =
ρ
3/2
L + ρ
3/2
R√
ρL +
√
ρR
, (17)
p̂ =
pL
√
ρL + pR
√
ρR√
ρL +
√
ρR
. (18)
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The reason for this modification of the Roe approach is that it allows for
an accurate calculation of the boundary between the high- and low-density
gas in isothermal flows. Let us consider the interface between the high-
and low-density regions with density and pressure of gas equal to 1.0 and
10−4k, k > 0, respectively. Using the Roe approach [30], the speed of sound
at the interface is ≈ 10k, while on the left and right hand side from the
interface the sound speed ≈ 1.0. In the case of our modification, the sound
speed is ≈ 1.0 everywhere, including at the interface. This modification
allows us to manage higher Courant-Friedrichs-Lewy numbers. Additionally,
with this modification we can better solve the problem of gas expanding into
vacuum, as demonstrated in Section 4. Finally, the values of ρ̂ and p̂ are
used to find the vector u(x, t) using equation (16).
Now, we can proceed with solving one-dimensional equations of hydrody-
namics (along the x-coordinate) at the Eulerian step in conservative variables
∂ρv
∂t
= −∂p
∂x
, (19)
∂ρE
∂t
= −∂pv
∂x
, (20)
∂ρ
∂t
= −(γ − 1)ρ∂v
∂x
. (21)
The numerical scheme for the one-dimensional system (19)-(21) can be writ-
ten in the following form:
ρ
n+1/2
i − ρni
τ
= 0, (22)
ρv
n+1/2
i − ρvni
τ
= −Pi+1/2 − Pi−1/2
h
, (23)
ρE
n+1/2
i − ρEni
τ
= −Pi+1/2Vi+1/2 − Pi−1/2Vi−1/2
h
, (24)
ρ
n+1/2
i − ρni
τ
= −(γ − 1)ρni
Vi+1/2 − Vi−1/2
h
, (25)
where the values with indices i± 1/2 are the solution of the Riemann prob-
lem at the cell interfaces, while the values with indices i are hydrodynamic
variables defined at the cell centers. The index n defines the values at the
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current time step, while the index n+ 1/2 corresponds to the values updated
during the Eulerian step.
The solution of the Riemann problem for the normal velocity and pressure
at the cell interfaces can be written as:
V = u1(0, τ) =
vL + vR
2
+
pL − pR
2
√
(
√
ρL +
√
ρR)2
γ(ρ
3/2
L + ρ
3/2
R )(pL
√
ρL + pR
√
ρR)
, (26)
P = u2(0, τ) =
pL + pR
2
+
vL − vR
2
√
γ(ρ
3/2
L + ρ
3/2
R )(pL
√
ρL + pR
√
ρR)
(
√
ρL +
√
ρR)2
. (27)
The time step τ is chosen using the Courant–Friedrichs–Lewy condition:
τ × (|vmax|+ |cmax|)
h
= CFL < 1, (28)
where vmax is the maximal gas velocity, cmax is the maximal sound speed,
CFL is the Courant number. In our simulation the Courant number was
chosen to be CFL = 0.2.
2.2 Low-dissipation hydrodynamic solver at the Eule-
rian step
In the previous section, we used a piecewise-constant function on every cell
to define the initial conditions for system (13):
w(x, 0) = w0(x) =
{
wL, x < 0
wR, x > 0
=
{
LuL, x < 0
LuR, x > 0
. (29)
This scheme may be rather dissipative, because it assumes a piecewise-
constant function in every numerical cell. We can improve the accuracy
of our scheme by using a local three-point stencil (the current cell and one
adjacent cell on each side) to construct a piecewise-parabolic function. Then
the Riemann problem for the Eulerian stage can be formulated for piecewise-
polynomial initial conditions. In this case, the initial conditions can be writ-
ten as:
w(x, 0) = w0(x) =
{
wL(x), x < 0
wR(x), x > 0
=
{
LuL(x), x < 0
LuR(x), x > 0
, (30)
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where uL(x) and uR(x) are piecewise-parabolic initial condition and wL(x) =
LuL(x) and wR(x) = LuR(x). The last system has an analytical solution
wj(x, t) = w
0
j (x− λjt), j = 1, 2, where the values of λj are defined similar to
Equation (14)
λ1,2 = ±
√
γ(pL
√
ρL + pR
√
ρR)
ρ
3/2
L + ρ
3/2
R
. (31)
We note that the analytical solution wj(x, t) = w
0
j (x − λjt), j = 1, 2 is a
piecewise-parabolic function rather than a piecewise-constant function con-
sidered in the previous section. This approach is called the piecewise-parabolic
method on local stencil (PPML) and it was first applied in [24, 25]. We make
an inverse substitution and the solution of the Riemann problem for u can
be written as
u(x, t) = Rw(x, t), (32)
where w(x, t) = (w1(x, t), w2(x, t)). Finally, the solution for the normal ve-
locity and pressure at the cell interfaces can be written as:
V =
vL(−λt) + vR(λt)
2
+
pL(−λt)− pR(λt)
2
√
(
√
ρL +
√
ρR)2
γ(ρ
3/2
L + ρ
3/2
R )(pL
√
ρL + pR
√
ρR)
,
(33)
P =
pL(−λt) + pR(λt)
2
+
vL(−λt)− vR(λt)
2
√
γ(ρ
3/2
L + ρ
3/2
R )(pL
√
ρL + pR
√
ρR)
(
√
ρL +
√
ρR)2
,
(34)
where the expressions for pL(−λt), pR(λt), vL(−λt), vR(λt) can be found in
the Appendix.
2.3 Hydrodynamic solver at the Lagrangian step
At the Lagrangian step, hydrodynamic equations are written in the following
form:
∂ρ
∂t
+∇ · (ρ~v) = 0, (35)
∂ρ~v
∂t
+∇ · (~vρ~v) = 0, (36)
∂ρE
∂t
+∇ · (ρE~v) = 0, (37)
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∂ρ
∂t
+∇ · (ρ~v) = 0. (38)
This system can be recast in the following general form:
∂f
∂t
+∇ · (f~v) = 0, (39)
where f can be the density ρ, momentum density ρ~v, total energy density E
or internal energy density . The Lagrangian step describes advective trans-
port of all hydrodynamics variables. To solve the system of equations (39) we
will use a Godunov-type method. For the calculation of the fluxes F = f~v at
the cell interfaces we use a one-dimensional linearized analogue of system (39)
∂f
∂t
+ v̂x
∂f
∂x
= 0. (40)
This system has a trivial eigenvalue decomposition: the eigenvalue is equal
λ = v̂x. In this case, the eigenvalue is not a sign-definite variable, and
therefore the solution can be written in the following form:
F = v̂x ×
{
fL(−|λ|t), v̂x ≥ 0
fR(|λ|t), v̂x < 0 , (41)
where fL(−|λ|t) and fR(|λ|t) are piecewise-parabolic function and the space-
averaged velocity at the cell interfaces can be written in the following form:
v̂x =
vL
√
ρL + vR
√
ρR√
ρL +
√
ρR
. (42)
We use space averaging similar to that applied to the density and pressure
at the Eulerian stage.
The numerical scheme for a one-dimensional system (39) can be written
in the following form:
fn+1i − fn+1/2i
τ
= −Fi+1/2 − Fi−1/2
h
, (43)
where the values with indices i± 1/2 are the fluxes (41) through the corre-
sponding cell interfaces, while the values with indices i are the hydrodynamic
variables defined at the cell centers. The indices n + 1/2 denote the values
taken from the Eulerian step and indices n + 1 correspond to the values
updated during the Lagrangian step.
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A significant disadvantage of this approach is that the values of v̂x are
defined using only the information from the cells in the x-direction, which is
strictly valid only in the one-dimensional case. In multi-dimensions, we use
the following equation to calculate the space-averaged velocity v̂x
v̂x =
v˜L
√
ρL + v˜R
√
ρR√
ρL +
√
ρR
, (44)
where v˜L and v˜R are defined using a two-level scheme. At the first level,
we project the normal velocities from the cell centers to the corner of the
neighboring cells (see fig. 1a), thus taking into account the information from
the cells in the direction perpendicular to the x-direction. At the second
level, we project the normal velocities from the cell corners to the center of
the given cell (see fig. 1b). This value will be used to define v˜L and v˜R. The
weight template is shown in Figure (1c). For convenience, we give an explicit
formula to compute velocity v˜ in cell (i, k, l)
v˜(i,k,l) =
1
16
(vi,k+1,l+1 + vi,k+1,l−1 + vi,k−1,l+1 + vi,k−1,l−1) + (45)
1
8
(vi,k+1,l + vi,k−1,l + vi,k,l+1 + vi,k,l−1) +
1
4
vi,k,l.
This approach is based on the geometric transformation described in [11, 50],
which takes into account fluxes from all possible directions. Of course, mul-
tidimensional Riemann solvers can also be used [31, 32, 33, 34, 35, 36, 37,
38, 39], which may be important when solving the multidimensional magne-
tohydrodynamics equations.
Now, we present the detailed algorithm for computing the Lagrangian
step for hydrodynamic variables f (density, momentum, internal and total
energies) in each cell (i, k, l) of the computational domain. Equation (39) in
the Cartesian coordinates has the following form:
fn+1i,k,l − fn+1/2i,k,l
τ
= −F
x
i+1/2,k,l − F xi−1/2,k,l
hx
−
F yi,k+1/2,l − F yi,k−1/2,l
hy
−F
z
i,k,l+1/2 − F zi,k,l−1/2
hz
.
We consider the flux of f along the x-direction (i-index), the other two fluxes
can be computed by analogy. First, we calculate the values of v˜x in cells i−1,
i, and i+ 1 using the following equation:
v˜x,([i±1,i],k,l) =
1
16
(
vx,([i±1,i],k+1,l+1) + vx,([i±1,i],k+1,l−1) + vx,([i±1,i],k−1,l+1) + vx,([i±1,i],k−1,l−1)
)
+
11
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(
vx,([i±1,i],k+1,l) + vx,([i±1,i],k−1,l) + vx,([i±1,i],k,l+1) + vx,([i±1,i],k,l−1)
)
+
1
4
vx,([i±1,i],k,l).
Second, we compute v̂x using Equation (44):
v̂x,i+1/2,k,l =
v˜x,(i+1,k,l)
√
ρi+1,k,l + v˜x,(i,k,l)
√
ρi,k,l√
ρi+1,k,l +
√
ρi,k,l
,
v̂x,i−1/2,k,l =
v˜x,(i−1,k,l)
√
ρi−1,k,l + v˜x,(i,k,l)
√
ρi,k,l√
ρi−1,k,l +
√
ρi,k,l
.
Finally, the fluxes of hydrodynamic variables can be computed based on
Equation (41) as follows:
F xi+1/2,k,l = v̂x,i+1/2,k,l ×
{
fi,k,l(−|v̂x,i+1/2,k,l|t), v̂x,i+1/2,k,l ≥ 0
fi+1,k,l(|v̂x,i+1/2,k,l|t), v̂x,i+1/2,k,l < 0 ,
F xi−1/2,k,l = v̂x,i−1/2,k,l ×
{
fi−1,k,l(−|v̂x,i−1/2,k,l|t), v̂x,i−1/2,k,l ≥ 0
fi,k,l(|v̂x,i−1/2,k,l|t), v̂x,i−1/2,k,l < 0 .
We compare the 1-point stencil and 9-point stencil approaches for calcu-
lating the velocities uL and uR on the problem of rotating gaseous disk. For
this test problem, we define the gas density and pressure as:
p(r) = ρ(r) =
{
2− r, r < 1
1, r ≥ 1 ,
ω(r) =
{
1, r < 1
0, r ≥ 1 .
Figure (2) shows the results of using of the 1-point stencil (left) and 9-point
stencil (right) for the definition of velocity at the Lagrangian step. The red
points visible in the left panel are the geometrical artifacts and they disappear
when applying the 9-point stencil.
2.4 The conservation of total energy
Our system of hydrodynamics equations is overdefined. We use two ap-
proaches to conserve the total energy:
12
1. Renormalization of the absolute value of the velocity, with each compo-
nent of the velocity remaining unchanged (on boundary gas-vacuum)
[13]:
|~v| =
√
2(E − ).
2. The internal energy (or entropy) correction [29]:
|ρ| =
(
ρE − ρ~v
2
2
)
.
In the very low density regions (more than five orders of magnitude lower
than the mean density), we use the first approach, while in the other regions
the second approach is applies. Such a modification of the method keeps
the detailed energy balance and guaranteed non-decrease of entropy. Similar
approaches were used in [40, 41]. Other authors using approach for retain-
ing positivity of pressure and conservation [42, 43], which are particularly
important at high Mach number.
2.5 The Poisson solver
Our hydrodynamics equations include the effect of self-gravity. It is therefore
necessary to compute the gravitational potential using the gas current density
distribution. In our method, we use a finite-difference representation of the
Poisson equation on the 27-point stencil:
− 38
9
Φi,k,l+ (46)
4
9
(Φi−1,k,l + Φi+1,k,l + Φi,k−1,l + Φi,k+1,l + Φi,k,l−1 + Φi,k,l+1) +
1
9
(Φi−1,k−1,l + Φi+1,k−1,l + Φi−1,k+1,l + Φi+1,k+1,l + Φi−1,k,l−1 + Φi+1,k,l−1 +
Φi−1,k,l+1 + Φi+1,k,l+1 + Φi,k−1,l−1 + Φi,k+1,l−1 + Φi,k−1,l+1 + Φi,k+1,l+1) +
1
36
(Φi−1,k−1,l−1 + Φi−1,k+1,l−1 + Φi−1,k−1,l+1 + Φi−1,k+1,l+1 +
Φi+1,k−1,l−1 + Φi+1,k+1,l−1 + Φi+1,k−1,l+1 + Φi+1,k+1,l+1) = 4piGh2ρi,k,l.
The main motivation for the 27-point stencil is the Galilean invariance of the
numerical solution. The algorithm for solving Equation 46 consists of the
following several stages.
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Stage 1. Formulation of boundary conditions for Poisson equation. To
find the gravitational potential at the boundaries, we use the first two terms
of the multipole expansion:
Φ(x, y, z)|D = −M
r
− 1
r3
(Ix + Iy + Iz − 3I0) , (47)
where
I0 =
(x2Ix + y
2Iy + z
2Iz)− 2 (xyIxy + xzIxz + yzIyz)
r2
, (48)
Ix =
∑
j
(
z2j + y
2
j
)
mj Iy =
∑
j
(
x2j + z
2
j
)
mj Iz =
∑
j
(
x2j + y
2
j
)
mj,
(49)
Ixy =
∑
j
xjyjmj Ixz =
∑
j
xjzjmj Iyz =
∑
j
yjzjmj, (50)
where x, y, z are the coordinates of the boundary cells, r =
√
x2 + y2 + z2
the distance from the boundary cells to the coordinate center, xj, yj, zj the
coordinates of computational cells, mj the mass in each cell, M the total
mass in the computational domain, and the summation is performed over all
grid cells. Whenever boundary values of the potential appear on the left-
hand side of Equation (46), they are taken to the right-hand side and added
to the density term.
Stage 2. The Fourier transformation of density to the harmonic space. In
the second step, we take a direct Fourier transform of the density to obtain
their harmonic amplitudes
σj,m,n =
∑
i,k,l
ρi,k,lexp
(
−
~i2piij
I
−
~i2pikm
K
−
~i2piln
L
)
, (51)
where I,K, L is number of cells along coordinates, ~i is the imaginary unit.
Stage 3. The solution of Poisson equation in the harmonic space. We
assume that the gravity is represented as a superposition of eigenfunctions
of the Laplace operator:
Φi,k,l =
∑
j,m,n
φj,m,nexp
(
~i2piij
I
+
~i2pikm
K
+
~i2piln
L
)
. (52)
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After substituting this expansion into equation (46), we obtain a simple for-
mula to compute the harmonic amplitudes of the gravitational potential:
φj,m,n =
2
3
pih2σj,m,n
1−
(
1− 2sin2
pij
I
3
)(
1− 2sin2 pimK
3
)(
1− 2sin2 pinL
3
) . (53)
To transform the gravitational potential from the harmonic space into the
physical space, the inverse Fourier transform is used. For the numerical
implementation of the Fast Fourier Transform, we use the FFTW library
[44].
The verification of the Poisson equation solver was done on the following
density profile
ρ(r) =
{
2r3 − 2r2 + 1, r ≤ 1
0, r > 1
,
which has the following analytical solution
Φ(r) =
{
4pi
15
r5 − 3pi
5
r4 + 2pi
3
r2 − 3pi
5
, r ≤ 1
− 4pi
15r
, r > 1
.
Table (1) shows the behavior of the numerical solution on a sequence of
meshes with increasing numerical resolution. Our method is fourth-order
accurate.
3 DISCUSSION
The limiter problem. The main trend in constructing accurate numerical
methods (e.g. PPM, TVD and WENO) has been the use of high-order poly-
nomials in the interpolation schemes. However, this practice often produces
unphysical oscillations around discontinuous solutions. To resolve this prob-
lem, the limiters are introduced to create a monotonic interpolation scheme
and remove nonphysical extrema [45, 46, 47]. However, the use of different
limiters results often in the incorrect calculation of the shock wave velocity.
The operator splitting approach allows us to use limiters only when calculat-
ing piecewise parabolic functions in, e.g., equations (33), (34), and (41). We
do not provide a rigorous proof here, but we simply state that this property
of our scheme has been experimentally confirmed.
The Roe average. In our numerical scheme, we provide a modification
of the classic Roe space-averaging of hydrodynamic variables, which behaves
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better on modelling the gas-vacuum boundary. In fact, the use of the classic
Roe scheme for density at the gas-vacuum boundary (and, in general, at
any high density and pressure jumps) yields too large sound speeds. In
general, the gas-vacuum boundary should be modelled by means a gas kinetic
approach because of low collision frequency between gas particles, but that
it is technically not feasible today.
Advantages and disadvantages of our numerical method. In our
understanding, the advantages of our numerical scheme are: 1) accuracy
on sufficiently smooth solutions and low dissipation on discontinuous solu-
tions, 2) limiter-free and artificial-viscosity-free implementation, 3) Galilean
invariance, 4) guaranteed non-decrease of the entropy [29], 5) extensibility
on other hyperbolic models, 6) simplicity of program implementation, and
7) high scalability. We note that the use of a computational mesh results
in distortion of the numerical solution. In the case of complex nonlinear
hydrodynamic flows, such distortions can lead to the artificial alignment of
the numerical solution with the cell boundaries. The use of non-regular or
adaptive meshes alleviates but does not resolve this problem. Therefore, it is
desirable to construct Galilean invariant numerical schemes, which produce
numerical solutions that does not depend on the orientation of the com-
putational mesh. We think that our numerical method can be effectively
implemented on GPUs, as the GPUPEGAS code [48], and on the Intel Phi
architecture, as the AstroPhi code [49], because it uses the same algorithms.
Our numerical method has disadvantages, the three most significant of
which we discuss below:
1. A rather simple finite-difference scheme for the time derivative. By ex-
ample, the WENO code uses the Runge-Kutta fourth-order-accurate
scheme for the time derivative. The advantage of such multilayer
schemes is the expansion of the computational stencil (on regular 3D
mesh to 93 cells). It is a very strong solution for the Galilean invariance
problem.
2. The construction of the interpolation parabola for problems with com-
plex geometries. When using non-regular meshes (e.g. triangle cells),
the construction of piecewise parabola is a non-trivial problem, which
requires the use of a special spline technique adapted to cells with an
arbitrary simplex of cells.
3. At the Eulerian step we solve the Riemann problem, which in turn
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relies on the analytic solution of the spectral problem (because the
numerical solution of the eigenvalue/eigenvector problem is ill-posed).
Finding the analytic solution for any hyperbolic equations is difficult.
A possible solution is to use ”the potentials technique” [50], but this
technique requires the singular value decomposition of matrices, which
is very expensive.
The future work. In the future, we plan to expand our numerical
method to ”collisionless” hydrodynamics, which solves for the first three mo-
ments of the collisionless Boltzmann equation [7, 51]. The main features of
this expansion will be the formulation of the equation of state for collision-
less component and the development of thermodynamically consistent star
formation process with guaranteed non-decrease of the entropy.
4 THE VERIFICATION OF NUMERICAL
METHOD
In this section, we test the performance of our numerical code using a com-
prehensive set of test problems. For all numerical simulations, a CFL number
equal to 0.2 was used.
4.1 The Sod shock-tube problem
We choose the shock-tube problem to demonstrate the advantages of using
our high-order method for simulating discontinuities with low dissipation.
This test can also highlight problems with simulating the rarefaction waves,
since many methods are known to produce a non-physical increase of the
internal energy in the rarefaction region. Moreover, a large initial drop of
pressure (five orders of magnitude) is the standard robustness test showing
the capability of numerical methods to simulate the strong perturbations
with quickly spreading shock waves. The initial configurations for three
different tests are shown in Table (2), where x0 is the position of the interface
between two initial states and indexes L and R represent the l.h.s. and r.h.s.
states, respectively. For this test, we use hundred grid cells. The results of
simulations are shown in Figures (3), (4), and (5), and the comparison of the
high-order and first-order methods is presented in Figure (6).
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The main purpose of the first test shown in Figure (3) is the correct
simulation of the shock wave region. Our numerical method performs well on
this problem, showing low dissipation and no unphysical oscillations. When
compared with the first-order method, the number of cells over which the
shock is spread reduces from 12 to just two (see Figure 6). The main purpose
of the second test shown in Figure (4) is to test the code’s ability to simulate
correctly the rarefaction region. The main purpose of the third test shown in
Figure (5) is to test the code’s ability to simulate correctly the strong shock
wave. Our numerical method correctly reproduces all types of solutions.
4.2 Simulation of the Kelvin-Helmholtz and Releigh-
Taylor instabilities.
It is important to show that our numerical method does not suppress phys-
ical instabilities that may develop during numerical simulations. To check
this, we investigated the growth of the Rayleigh-Taylor and Kelvin-Helmholtz
instabilities. The Rayleigh-Taylor instability arises at the interface of two flu-
ids with different densities when the lighter fluid pushes against the heavier
one due to gravitational acceleration and the Kelvin-Helmholtz instability
arises at the interface of two fluids moving with respect to each other. Both
instabilities give rise to nonlinear hydrodynamic turbulence.
To simulate the development of the Kelvin-Helmholtz instability, we set
up a square region with size of [−0.5 : 0.5]2. The initial density and the
x-component of velocity are chosen as:
ρ0(x, y) =
{
1, |y| > 0.25 + 0.01(1 + cos(8pix))
2, |y| ≤ 0.25 + 0.01(1 + cos(8pix)) ,
vx,0(x, y) =
{ −0.5, |y| > 0.25 + 0.01(1 + cos(8pix))
0.5, |y| ≤ 0.25 + 0.01(1 + cos(8pix)) .
Here, the perturbation to the interface between two fluids is set by a cosine
wave with amplitude A = 0.01 and wave number k = 4. The gas pressure is
set to p = 2.5 and the adiabatic index is set to γ = 1.4. A small sinusoidal
perturbation is given to both the gas density and velocity in order to initiate
the growth of the instability. For numerical simulations, a computational
mesh of 2562 grid zones was used. The development of the Kelvin-Helmholtz
instability is shown in Figure (7). To calculate the characteristic growth time
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of the Kelvin-Helmholtz instability we use the following formula:
τKH =
λ (ρin + ρout)
vrel
√
ρinρout
, (54)
where λ = 1/4 is the inverse frequency of the sinusoidal perturbation, vrel = 1
the relativity velocity between both fluids, ρin = 2 the density in the inner
region, and ρout = 1 the density in the outer region. For these parameters,
τKH ≈ 0.53, which is in good agreement with our test simulations shown in
Figure (7). Indeed, fully developed turbulent eddies at the interface between
two fluids occur at t > 0.5.
To simulate the Rayleigh-Taylor instability, we set the [−0.25; 0.25] ×
[−1.5; 1.5] box with the following parameters:
ρ0(x, y) =
{
1, |y| > 0.75
2, |y| ≤ 0.75 ,
p = 0.15− ρ · g · |y|,
where p is the pressure in hydrostatic equilibrium, g = 0.1 the acceleration
of free fall, y the vertical coordinate, and γ = 1.4.
The initial hydrostatic equilibrium receives a perturbation of the form:
vy,0(x, y) = A(|y| − 0.75)[1 + cos(2pix)][1 + cos(2piy)], where
A(y) =
{
10−2, |y| ≤ 0.01
0, |y| > 0.01 .
For numerical simulations, a computational mesh of 100 × 600 grid zones
was used. The development of the Rayleigh-Taylor instability is shown in
Figure (8). To analyse the growth of the Rayleigh-Taylor instability, we use
the following formula for the perturbation amplitude
p(t) = 0.01exp
(
t
√
Ag
)
' 0.01exp (0.25t) , (55)
where A = 2/3 is the Atwood number. For example, at t = 13 the pertur-
bation amplitude is p(t = 13) ' 0.25, which is in good agreement with our
simulations. Indeed, the initial location of the interface between two fluids is
at y = ±0.75. By the time t = 13, the density perturbation has propagated
by approximately dy = ±0.25− 0.3.
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4.3 The Sedov blast wave
The Sedov blast is a spherical explosion caused by the point injection of en-
ergy and in astronomy is representative of a supernova explosion. The initial
setup for this test is as follows: [−0.5; 0.5]3 is the computational domain,
γ = 5/3 the adiabatic index, ρ0 = 1 the initial density, and p0 = 10
−5 the
initial pressure. At time t = 0, the thermal energy E0 = 0.6 is injected.
The energy is injected in a central sphere with radius rcentral = 0.02. For
numerical simulations, a computational mesh of 1003 grid zones was used.
The resulting radial profiles of the density and momentum at time t = 0.05
are shown in Figure (9).
The Sedov blast wave problem is the standard test which verifies the
code’s ability to manage strong shocks with high Mach numbers. The sound
speed of the background medium is negligibly small, so that the Mach number
is high M = 1432. Our numerical method performs at this difficult problem
quite well and reproduces accurately the position of the shock and profile of
the shock wave in the wake.
4.4 The expansion of gas into vacuum
Numerical hydrodynamics methods that use the classic Roe space-averaging
scheme for gas density behave poorly on the gas-vacuum boundary. Thanks
to the special space-averaging scheme (see Section 1.1), our numerical method
can model the gas-vacuum boundary with conservation of total energy. To
demonstrate this, we set up a test problem describing the expansion of gas
into vacuum. More specifically, we set up a gas sphere with unit radius on
the [−2; 2]3 domain:
p0(r) = ρ0(r) =
{
1, r ≤ 1
0, r > 1
.
The ratio of specific heats γ = 1.4 and initial velocity ~v is set to zero. For
numerical simulations, a computational mesh of 2563 grid zones was used.
The behaviour of the kinetic, internal, and total energies of gas are shown in
Figures (10). As expected, the kinetic energy increases owing to expansion
of gas into vacuum, the internal energy decreases owing to adiabatic cooling,
but the total energy stays constant within the machine precision.
It’s the synthetic test for control of total energy behaviour for the expand
of gas cloud to vacuum. On realistic astrophysical simulations don’t use a
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vacuum region, but numerical method must be able to simulate such regions
with conservation of total energy.
4.5 Three test problem of Calella & Woodward (1984)
To further verify our numerical hydrodynamics scheme, three test problem
from [52] were used: two interacting blast waves, a Mach 3 wind tunnel with
a step, and double Mach reflection of a strong shock. We note that these
test problems do not have analytic solutions or predictions, unlike other tests
used in our paper.
4.5.1 Two Interacting Blast Waves
This test is designed to check the code’s ability to simulate the interaction
of strong shock waves in a narrow region. The initial density is set to unity
and the velocity is zero everywhere on the [0; 1] domain. The pressure for
x < 0.1 is set to pL = 1000, while for 0.1 < x < 0.9 and x > 0.9it is set to
pC = 0.01 and pR = 100, respectively. Reflecting boundary conditions are
used. For numerical simulations, a computational mesh of 2400 grid zones
was used. The result of numerical simulation is presented in Figure (11).
Our numerical scheme correctly reproduces the position of shock waves and
contact discontinuities, but similar to many other numerical schemes smears
somewhat the contact discontinuity at x = 0.6. The shock wave at x = 0.76
has a correct amplitude of ≈ 6.5 and the precursor wave at x = 0.86 has a
correct amplitude of ≈ 1.0. The velocity field having two peak at x = 0.65
and x = 0.86 is also correctly reproduced in our test problem. We note
that we used an equidistant mesh, while Woodward & Colella used adaptive
meshes.
4.5.2 A Mach 3 Wind Tunnel with a Step
In this test problem, a flow with a Mach number equal to 3 is set in a tun-
nel with dimensions [0; 3] × [0; 1] containing a step. More specifically, the
initial density and pressure are set to ρ0 = 1.4 and p0 = 1, respectively, the
y-component of velocity is equal to zero, and the x-component of velocity
is equal to 3.0 at x < 0.5 and is zero elsewhere. The ratio of specific heats
is γ = 1.4. The inflow and outflow boundary conditions are chosen on the
left and right boundaries, respectively, while on the top and bottom walls
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the reflecting boundary conditions are used. For numerical simulations, a
computational mesh of 720 × 240 grid zones was used. The results are pre-
sented in Figure (12). Evidently, our numerical scheme performs well on this
difficult test problem. The position of all shock waves is correctly reproduced
[53]. We note that in our method, we did not use any special adjustments for
computing the singularity point at the corner of the step, in contrast to other
numerical schemes [52]. This is due to a fundamental difference between the
PPM and PPML methods, the latter using the local stencil for calculating
the interpolation parabolas.
4.5.3 Double Mach Reflection of a Strong Shock
In this test problem, the reflection of a Mach 10 shock from an inclined
plane is simulated. The initial density, pressure and velocity are set in the
[0; 3.5]× [0; 1] domain as follows:
ρ0 =
{
8, x < 1/2 + y/tan(pi/3)
1.4, x ≥ 1/2 + y/tan(pi/3) p0 =
{
116.5, x < 1/2 + y/tan(pi/3)
1, x ≥ 1/2 + y/tan(pi/3)
vx,0 =
{
7.1447, x < 1/2 + y/tan(pi/3)
0, x ≥ 1/2 + y/tan(pi/3) vy,0 =
{ −4.125, x < 1/2 + y/tan(pi/3)
0, x ≥ 1/2 + y/tan(pi/3) ,
the ratio of specific heats γ = 1.4. On the left wall, the inflow boundary
condition is set. On the right wall, on the top wall and on the bottom wall for
x < 0.5, the outflow boundary condition is used, while at the bottom wall for
x > 0.5 the reflection boundary condition is set. For numerical simulations,
a computational mesh of 840 × 240 grid zones was used. The results are
presented in Figure (13). Our scheme performs well on this test problem. The
position of all shock waves and contact discontinuities is reproduced correctly,
similar to the classic PPM method of Woodward & Colella (1984). All shock
waves are narrow, implying low dissipation, and exhibit no numerical artifacts
near the boundaries. The reflected wave emerges from the bottom wall at
x = 0.5 and its amplitude reaches ∼ 0.5 at x = 1.8. At x = 2.6 and x = 3.0,
the first and second triple Mach reflections are correctly reproduced.
4.6 The Aksenov Test
For the accuracy analysis of our numerical method we have chosen the Ak-
senov test [54]. It is a one-dimensional hydrodynamical test with the ana-
lytical periodic solution, which belongs to a class of infinitely differentiable
22
functions. Let us consider the initial setup consisting of a density distribution
of the following form
ρ = 1 + 0.5 cos(x) (56)
on the x = [0 : 2pi] domain with the periodic boundary conditions. The
velocity is set to u = 0 everywhere and the equation of state has the following
form p = ργ, where γ = 3. Then the analytical solution is described as
follows:
ρ = 1 + 0.5 cos(x− ut) cos(ρt), (57)
u = 0.5 sin(x− ut) sin(ρt). (58)
The results of the simulation for time t = pi/2 are given in Figure (14).
For the analysis of accuracy of our numerical method we use the following
equation:
T = log2
(
EN
EN/2
)
, (59)
where EN =
∑N
1 |f exacti − fnumi |, f exacti is the exact solution of Aksenov test
in cell i, fnumi the numerical solution in cell i, and N the number of grid
zones. For this test problem, a computational mesh of N = 628 grid zones
was used. The resulting accuracy of our numerical scheme using the density
distribution for fi is T = 1.713.
5 NUMERICAL SIMULATION OF THE SPI-
RAL INSTABILITY IN A GALACTIC DISK
In this section, we will demonstrate the development of the spiral instability
in a galactic disk adopting the isothermal approximation with γ = 1. A
thin gaseous disk is unstable to an axisymmetric perturbation if the Toomre
Q-parameter is less than unity [55]:
Q =
csκ
piGΣ
< Qcrit = 1.0, (60)
where cs is the sound speed, Σ is the column density and κ is the epicyclic
frequency defined as:
κ2 =
2Ω
r
d
dr
(
r2Ω
)
(61)
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where Ω is the angular velocity and r is the radial coordinate. For local non-
axisymmetric perturbations and three-dimensional disks with finite thick-
ness, the critical Toomre parameter for the development of spiral instability
can be somewhat greater, Qcrit ≈ 1.5 [56, 57].
The initial setup consists of a self-gravitating galactic gaseous disk sub-
merged in a fixed dark matter (DM) halo of the following form:
ρDM =
ρ0
1 + (r/r0)
2 (62)
where ρ0 = 1.97M pc−3 is the central DM density, r0 = 1.6 kpc the charac-
teristic scale length of the DM halo and rh = 78.55 kpc the halo radius. The
DM mass is set to 5× 1010 M. The details of the procedure for generating
an equilibrium profile of a galactic gaseous disk in the gravitational potential
of the DM halo can be found in [58].
We have considered four models, the parameters of which are listed in
Table (3). The initial distributions of the gas column density Σ and Toomre
Q−parameter are shown in Figure (15). The gas temperature in models 1-3 is
set to T = 104 K, while in model 4 it equals to T = 2×103 K. At the beginning
of simulations, we introduce a small density perturbation characterized by a
normal distribution with a zero mean and 10−4 root-mean-square deviation.
For all numerical simulations a CFL number equal 0.2 and a computational
mesh of 5123 grid zones are used.
To quantify the strength of spirals modes in numerical simulations of
gravitationally unstable disks, we calculate the global Fourier amplitudes on
the local sub-domain r ≤ Rf = 8 kpc, where r is the distance from the
coordinate center. The total computational box has the size of [−16; 16]3
kpc3:
Am(t) =
∣∣∣∣∣∣
Rf∫
−Rf
√
R2f−x2∫
−
√
R2f−x2
Σ(x, y, t)eimφdxdy
∣∣∣∣∣∣
Rf∫
−Rf
√
R2f−x2∫
−
√
R2f−x2
Σ(x, y, t)dxdy
(63)
where m = 1, 2, . . . is the spiral mode, Σ(x, y, y) the gas column density,
and φ = tan−1(y/x) the polar angle. When the disk is axisymmetric, the
amplitudes of all modes are equal to zero. When, say, Am(t) = 0.1, the
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amplitude of spiral modes is 10% that of the underlying axisymmetric density
distribution.
Figure (16) shows the time evolution of the gas column density in model 1
during 400 Myr. The Q-parameter in this model is everywhere greater than
a critical value of Qcrit ≈ 1.5. As expected, the initial perturbations die out
with time and this model does not show any significant deviations from the
initial near-axisymmetric state. The time behaviour of the global Fourier
amplitudes shown in Figure (17) confirms our findings. The amplitudes of
the first eight modes stay in the (−6.0 : −5.0) range (in the log scale),
which corresponds to a 0.001% density perturbation relative to the underlying
axisymmetric disk. The higher-order amplitudes show a similar behaviour.
This test therefore confirms the expected stability of model 1 against small
perturbations.
The time evolution of the gas column density in model 2 is presented in
Figure (18). This model is characterized by the maximum disk mass and
the highest ratio of the disk to DM halo mass, ξ = 0.1708. The Toomre Q-
parameter is the lowest among all four models and stays below a critical value
of 1.5 in the inner 7 kpc. As a consequence, model 2 is very unstable and
shows the development of a two-armed spiral pattern. The time evolution
of the Fourier amplitudes in the upper panel of Figure (19) confirms our
conclusions, demonstrating that the m = 2, 4 and 8 modes are the fastest
growing ones. By the end of simulations, the m = 2 mode dominates and
exceeds -1.5 in log units.
Why does our model disk develop a two-armed global spiral pattern rather
than a three-armed or any other multi-armed pattern? The reason for the
development of the m = 2 mode can be understood when applying the swing
amplification theory [59, 60, 61] The initial density perturbation applied to
our model galactic disk creates a spectrum of disturbances. Amplification in
a gravitationally unstable disk occurs when any leading spiral disturbance
unwinds into a trailing one due to differential rotation. However, feedback
loops that turn trailing disturbances into leading ones must be present in
galactic discs in order for swing amplification to operate continuously [62].
Reflection of trailing spiral disturbances from a steep, high-Q barrier [59]
or propagation of trailing spiral disturbances through the galactic center
naturally lead to the emergence of leading spiral disturbances and present
positive feedback loops.
Regions with steeply increasingQ-parameters are absent in our model disc
(see Fig. 15). Therefore, the propagation of disturbances through the disk
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centre presents the only possible feedback loop. This mechanism operates if
there is no inner Lindblad resonance (ILR) for a specific spiral mode. The
position of Lindblad resonances can be defined as
m(Ωp − Ω) = ±κ, (64)
where Ωp is the speed of the spiral pattern.
In the bottom panel of Figure (19) we plot the radial profiles of Ωp,
Ω ± κ/m, and Ω for the m = 2 and m = 3 modes. The intersection of Ωp
with Ω−κ/2 and Ω−κ/3 gives the radial position of the ILRs for the m = 2
and m = 3 modes, respectively. Evidently, the ILR for the m = 2 mode
is absent, while it s present for the m = 3 mode. Therefore, the m = 2
trailing disturbances can propagate through the centre and emerge on the
other side as leading ones, thus providing a feedback for the swing amplifier.
As a result, the m = 2 mode grows while the m = 3 (and higher-m modes)
die out with time.
Figure (20) demonstrates the development of a four-armed spiral pattern
in model 3. This model is characterized by more than a factor of 2 smaller
ratio of the disk to the DM halo mass, ξ = 0.0668, than in model 2. The
global Fourier amplitudes shown in the upper panel of Figure (21) confirm
that the m = 4 mode is the dominant one. The bottom panel in Figure (21)
shows that the ILR is absent for the m = 4 mode but is present for the m = 5
mode (and higher-m modes), explaining the growth and dominance of the
m = 4 mode in this model. We note, however, that the m = 8 mode is only a
factor of 2 smaller in strength than the dominant m = 4 notwithstanding the
fact that there is the ILR for the m = 8 mode. The reason for the growth of
the m = 8 mode is not clear. It may be caused by the non-linear interaction
of the m = 4 and m = 8 modes, leading to a partial redistribution of energy
between the modes.
Finally, in Figure (22) we show the development a seven-armed spiral
pattern in model 4. This model has the smallest ratio of the disk mass to the
DM mass among all models, ξ = 0.0236. The time evolution of the global
Fourier amplitudes shown in the upper panel of Figure (23) confirms that
the m = 7 mode is the fastest growing one. The bottom panel in Figure (23)
demonstrates that the ILR for the m = 7 is absent, while the ILR for the
m = 8 mode is present in model 4.
To conclude, our numerical code behaves in accordance with the theoreti-
cal expectations on this difficult test problem. We find that the systems with
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a smaller disk to DM mass ratio develop patterns with a higher number of
spiral arms, which may have interesting implications for the studies of global
non-axisymmetric structures in disk galaxies.
CONCLUSIONS
In this paper, we present a new approach for constructing a low-dissipation
numerical scheme to simulate hydrodynamic flows in astrophysics. The
method is based on a combination of the operator-splitting method, Go-
dunov method, and piecewise-parabolic method on the local stencil. Our
numerical method was tested on an extensive suite of hydrodynamic test
problems. The performance of the method is demonstrated on a global as-
trophysical problem showing the development of a multi-arm spiral structure
in a gravitationally unstable gaseous galactic disk in accordance with the
swing amplification theory.
Our numerical method has the following advantages: 1) High-order nu-
merical solution on continuous functions and low-dissipation numerical so-
lution on discontinuous functions, 2) absence of artificial viscosity and flux
limiters, 3) Gallilean-invariance of numerical solutions, 4) guaranteed non-
decrease of entropy, 5) extensibility on other numerical hyperbolic systems, 6)
simplicity of parallel implementation on hybrid and classic supercomputers,
7) high scalability.
Main disadvantages of the numerical method is a rather simple finite-
difference scheme for the time derivative. In future works, we will focus
on extending our numerical method to include the moments of collisionless
Boltzmann equations to describe the dynamics of stars and dark matter in
galaxies [7, 48, 51, 63, 64]. We also plan to include the magnetohydrody-
namics effects. This model will be used for numerical modelling of galactic
dynamics and evolution of protostellar disks [65]. We also plan to implement
our numerical scheme on GPU supercomputer (SSCC SB RAS) [48] and on
Intel Xeon Phi supercomputers (JSCC RAS) [49]. In addition, the numerical
method can be used for non astrophysical problem, for example to model
explosion welding problems [50].
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Appendix. The construction of piecewise-parabolic
functions
In this section, we construct a piecewise-parabolic function q(x) on a regular
mesh with step h. For simplicity, we choose a spacial domain [xi−1/2, xi+1/2].
A parabola on this local domain has the following form [22]:
q(x) = qLi + ξ
(
4qi + q(6)i (1− ξ)
)
, (65)
where qi, q
L
i , and q
R
i are defined at the cell center, at the left-hand side and
right-hand side interface, respectively, ξ = (x − xi−1/2)h−1, 4qi = qLi − qRi
and q
(6)
i = 6(qi − 1/2(qLi + qRi )). We note that equation (65) satisfies the
conservation law
qi = h
−1
∫ xi+1/2
xi−1/2
q(x)dx.
For calculating the values of qRi = q
L
i+1 = qi+1/2, we used a 4-th order inter-
polation function of the following form:
qi+1/2 = 1/2(qi + qi+1)− 1/6(δqi+1 − δqi),
where δqi = 1/2(qi+1 − qi−1).
Below we present an algorithm for constructing the local parabola q(x).
The input for this algorithm are the values of qi at the cell centers. The out-
put of the algorithm are the local parabolas on each domain [xi−1/2, xi+1/2].
Step 1. At the first step, we construct δqi = 1/2(qi+1 − qi−1). To do this,
we use the values of qi+1, qi−1 at the neighbouring cells. To eliminate possible
extrema on the local parabola, we must modify the formula for δqi as follows:
δmqi =
{
min(|δqi|, 2|qi+1 − qi|, 2|qi − qi−1|)sgn(δqi), (qi+1 − qi)(qi − qi−1) > 0
0, (qi+1 − qi)(qi − qi−1) ≤ 0 .
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After computing δmqi, we find the values on the boundary as:
qRi = q
L
i+1 = qi+1/2 = 1/2(qi + qi+1)− 1/6(δmqi+1 − δmqi).
Step 2. At the second step, we can construct parabolas q(x) on the local
domain as follows:
4qi = qLi − qRi ,
q
(6)
i = 6(qi − 1/2(qLi + qRi )).
In the case of non-monotonic local parabolas, we must reconstruct the values
on the boundary qLi , q
R
i as:
qLi = qi, q
R
i = qi, (q
L
i − qi)(qi − qRi ) ≤ 0,
and
qLi = 3qi − 2qRi ,4qiq(6)i > (4qi)2,
qRi = 3qi − 2qLi ,4qiq(6)i < −(4qi)2.
Step 3. At the third step, we recalculate every parabola on the local
domain using the following equations:
4qi = qLi − qRi ,
q
(6)
i = 6(qi − 1/2(qLi + qRi )).
This step completes the construction of local parabolas on each domain
[xi−1/2, xi+1/2]. These parabolas may be discontinuous on the cell boundaries.
In this case, we must solve the Riemann problem. In the classic piecewise-
parabolic method parabolas are continuous, but in the PPML methods local
parabolas may be discontinuous, which is an important feature of the latter
method.
To construct the Riemann solver, we must integrate q(x) along the char-
acteristics ±λt to the left and to the right from the cell interface. The result
can be written in the following form:
qL(−λt) = (λt)−1
∫ xi+1/2
xi+1/2−λt
q(x)dx = qRi −
λt
2h
(
4qi − q(6)i
(
1− 2λt
3h
))
,
qR(λt) = (λt)
−1
∫ xi+1/2+λt
xi+1/2
q(x)dx = qLi +
λt
2h
(
4qi + q(6)i
(
1− 2λt
3h
))
.
These values can be used in Equations (33), (34) and (41) for vL(±λt),
vR(±λt), pL(±λt), pR(±λt), fL(−|λ|t) and fR(|λ|t).
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(c)
Figure 1: Scheme for calculating space-averaged velocities. Project of the
normal velocities from the cell centers to the corner of cells (a), from the
cells to the center (b) by means weight template (c).
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Figure 2: Rotation of a gaseous disk. Left: velocity is defined using Equa-
tion (42). Right: velocity is defined using Equation (44).
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Figure 3: Results of the first shock tube problem.
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Figure 4: Results of the second shock tube problem.
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Figure 5: Results of the third shock tube problem.
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Figure 6: Comparison of the first-order (left) and higher-order (right) meth-
ods using the first Sod shock tube problem.
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Figure 7: Development of the Kelvin-Helmholtz instability. The evolution
times are 0.0 (top-left), 0.2 (top-right), 0.5 (bottom-left) and 0.8 (bottom-
right).
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Figure 8: Development of the Rayleigh-Taylor instability. The evolution
times are 0.0 (top-left), 7.0 (top-right), 10.0 (bottom-left), and 13.0 (bottom-
right).
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Figure 9: Density (left) and momentum (right) in the Sedov blast wave
problem. The solid lines represent the exact solution.
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respect to their initial values in the test problem with expansion of gas into
vacuum.
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Figure 11: Results of the two interacting blast waves problem.
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Figure 12: The a Mach 3 wind tunnel with a step problem. The isolines of
density for computational mesh of 720× 240 (bottom) grid zones
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Figure 13: The problem double Mach reflection of a strong shock. The
isolines of density for computational mesh of 840× 240 grid zones
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Figure 14: Results of the Aksenov test.
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Figure 16: Evolution of the column density (in Mpc−2) in model 1. The
evolution times are 0 Myr (top-left), 200 Myr (top-right), 300 Myr (bottom-
left) and 400 Myr (bottom-right). The model is gravitationally stable.
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Figure 17: Time evolution of the global Fourier amplitudes (in log scale) in
model 1.
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Figure 18: Evolution of the column density (in Mpc−2) in model 2. The
evolution times are 0 Myr (top-left), 100 Myr (top-right), 200 Myr (bottom-
left) and 280 Myr (bottom-right). The model is gravitationally unstable and
develops a two-armed spiral pattern.
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Figure 19: Top: Time evolution of the global Fourier amplitudes in model 2.
Bottom: radial profiles of Ω, Ωp, Ω ± κ/2, and Ω ± κ/3. The intersection
of Ωp with other profiles gives the position of resonances. In particular, the
intersection of Ωp with Ω − κ/3 marks the position of the inner Lindblad
resonance for the m = 3 mode.
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Figure 20: Evolution of the column density (in Mpc−2) in model 3. The
evolution times are 0 Myr (top-left), 100 Myr (top-right), 250 Myr (bottom-
left) and 360 Myr (bottom-right).
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Figure 21: Top: Time evolution of the global Fourier amplitudes in model 3.
Bottom: radial profiles of Ω, Ωp, Ω± κ/4, and Ω± κ/5. The intersection of
Ωp with Ω− κ/5 marks the position of the inner Lindblad resonance for the
m = 5 mode.
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Figure 22: Evolution of the column density (in Mpc−2) in model 4. The
evolution times are 0 Myr (top-left), 100 Myr (top-right), 150 Myr (bottom-
left) and 200 Myr (bottom-right).
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Figure 23: Top: Time evolution of the global Fourier amplitudes in model 4.
Bottom: radial profiles of Ω, Ωp, Ω± κ/7, and Ω± κ/8. The intersection of
Ωp with Ω− κ/8 marks the position of the inner Lindblad resonance for the
m = 8 mode.
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Table 1: Behavior of Poisson solver on meshes with different resolution
The mesh size The relative error
163 4.799777e-005
323 2.978253e-006
643 1.862059e-007
1283 1.164110e-008
2563 7.278760e-010
5123 4.548964e-011
10243 2.843139e-012
60
Table 2: Initial state of the shock tube problem
N ρL vL pL ρR vR pR x0 t
1 1 0 1 0.125 0 0.1 0.5 0.2
2 1 -2 0.4 1 2 0.4 0.5 0.15
3 1 0 1000 1 0 0.01 0.5 0.012
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Table 3: Model parameters
Model Mdisk ξ = Mdisk/MDM Qmin T dominant mode
(1010M) K
1 0.217 0.0434 3.912 104 —
2 0.854 0.1708 1.109 104 2
3 0.334 0.0668 1.122 104 4
4 0.118 0.0236 1.243 2× 103 7
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