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Translation Initiation Sites Prediction
with Mixture Gaussian Models
in Human cDNA Sequences
Guoliang Li, Tze-Yun Leong, and Louxin Zhang
Abstract—Translation initiation sites (TISs) are important signals in cDNA sequences. Many research efforts have tried to predict TISs
in cDNA sequences. In this paper, we propose to use mixture Gaussian models for TIS prediction. Using both local features and some
features generated from global measures, the proposed method predicts TISs with a sensitivity of 98 percent and a specificity of
93.6 percent. Our method outperforms many other existing methods in sensitivity while keeping specificity high. We attribute the
improvement in sensitivity to the nature of the global features and the mixture Gaussian models.
Index Terms—Bioinformatics, classification, feature extraction, mixture Gaussian model, translation initiation sites.

1 INTRODUCTION
TRANSLATION Initiation Sites (TISs) are the positions incDNA sequences to start constructing proteins. The
translation from cDNA to proteins starts at a TIS in a
cDNA sequence and ends at the first in-frame stop codon
downstream. If we know the TIS in a cDNA sequence, we
will know the corresponding protein. Therefore, correct
recognition of a TIS can help us understand the gene
structure and its product.
Recognition of TISs in cDNA sequences is an important
research topic that has been extensively examined [4], [10],
[12], [13], [14], [15], [16], [17], [18], [19], [21], [22], [23], [24],
[27], [28], [29], [32]. In most cases, a TIS is a tri-nucleotide
ATG1 (in DNA or cDNA) or AUG (in mRNA). However,
there are numerous ATGs in cDNA sequences and only a
small portion of them act as TISs—such an ATG is a
“functional” ATG.
A TIS is dependent on the position of ATG to the 5’-end
of the cDNA sequences. As indicated in biological experi-
ments, the first occurrence of codon ATG in a full-length,
error-free cDNA sequence is a TIS in most of the known
messenger RNA (mRNA) sequences. This inspired the
scanning model hypothesis [4], [13], [16], which postulates
that the small (40S) subunit of eukaryotic ribosomes initially
binds at the 5‘-end of mRNA, migrates linearly downstream
of the sequence, stops at the first AUG codon [16], and then
starts the translation process. Moreover, a TIS is dependent
on the context of the ATGs. Kozak first derived the
consensus motif GCCRCCatgG around the TIS with
statistical methods in [12]. Within this motif, the purine in
position -3 (usually, A) and G in position +4 are the most
highly conserved.2
Although the scanning model hypothesis and consensus
motif apply to most of the known mRNA sequences well,
there are some notable exceptions [8], [14], [15]—in these
cases, the first ATGs are not TISs due to:
1. Leaky Scanning: The ribosome bypasses the first
ATG codon—the putative start site—due to the very
weak context, and translation starts from a down-
stream ATG with more optimal context.
2. Reinitiation: Translation starts from an ATG near the
5’-end of the mRNA and a small open reading frame
(ORF) will be translated, but the ribosome continues
scanning until the authentic ATG is reached to
construct the protein.
3. Internal Initiation: The ribosome binds near the real
ATG codon directly without scanning, which is
reported for several viral mRNAs.
With technology advancement, more and more TISs
have been verified experimentally. However, these experi-
mental processes are very costly and time-consuming.
Therefore, efficient computational methods are needed for
TIS prediction.
The consensus motif GCCRCCatgG around the TISs [12]
was possibly the first attempt to identify TISs with
statistical meaning. Although it is often used in biological
experiments as a preliminary screening to identify TISs in
cDNA sequences, the motif is only a rough guide and
cannot predict TISs well since it occurs in a cDNA sequence
frequently. Therefore, different data mining methods, such
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1. There are rare cases that other codons, such as ACG and CTG, are
served as translation initiation sites. These will not be considered in this
paper.
2. Numbering begins with the A of ATG as position +1 and increase
downstream. The position just before ATG is numbered as -1 and decreases
upstream.
1041-4347/05/$20.00  2005 IEEE Published by the IEEE Computer Society
Published in IEEE Transactions on Knowledge and Data Engineering, 2005 August, Volume 17, Issue 8, Pages 1152-1160
https://doi.org/10.1109/TKDE.2005.133
as neural network [6], [10], [23], [29], linear discriminant
analysis [27], and support vector machine [32], have been
examined for TIS prediction. The common approach to
solving the TIS prediction problem is to generate the
numerical data from the cDNA sequences first and then
apply some computational methods to predict the TISs. To
date, however, most of the relevant features used in the
existing prediction algorithms are local information. Little
attempt has been made to generate numerical global
features to predict TISs.
In this paper, we propose to apply mixture Gaussian
models on global features for predicting functional ATGs
(which act as TISs) from all the occurrences of ATGs in the
cDNA sequences. With the proposed global features and
some local features, the proposed method can predict TISs
with 98 percent sensitivity and 93.6 percent specificity,
which represents a significant improvement in performance
with respect to sensitivity.
2 RELATED WORK
Different data mining methods have been used for
TIS prediction. Stormo et al. used neural network to
identify TISs in E. coli [29], which is probably the earliest
application of neural network technique in TIS prediction.
The other applications of neural network with comparable
prediction performance can be found in [6], [10], [23]. The
numerical features used in these works are direct coding
which is a general way to generate numerical features from
cDNA sequences: Each nucleotide is encoded by four bits,
0001 for A, 0010 for C, 0100 for G, 1000 for T, and 0000 for
others. A coding difference between the region before and
after a TIS was used in [10].
Salamov et al. [27] developed the system ATGpr to
identify TISs with linear discriminative analysis. Six
different characteristics around ATG, including the posi-
tional triplet weight matrix and the ORF hexanucleotide
characteristics, were used to generate numerical data. Zien
et al. [32] engineered support vector machine to recognize
TISs. The measures they used to generate numerical
features are direct coding, local matching features, coding
difference, and Salzberg kernel. In a latest work [17], Li and
Jiang proposed an edit kernel (a kind of measure of
sequence similarity) and support vector machine for this
problem and achieved very good results. The first-order
Markovian dependencies, a dynamic program and the
generalized second-order profiles, were applied to the TIS
prediction in [1], [24], [28], respectively. In addition to
statistical information, Nishikawa et al. [22] took the
similarity of the cDNA sequences with protein sequences
into account. The recent work by Nadershahi et al. [21]
compared several available computational methods for
identifying TISs in EST data, and concluded that ATGpr is
the best among the examined methods. For more descrip-
tions about the problem and the related techniques, refer to
a good summary [18].
3 METHODS
In all of the efforts mentioned above, the features used
mainly contain local information. As observed in [27], [32],
the data encoding measures affect the performance to
recognize TISs in cDNA sequences. The experiments
conducted by Pedersen and Nielsen [23] suggested that
relevant global information could improve prediction
performance significantly. In this work, we first propose
some global measures to generate numerical data from
cDNA sequences. Then, we apply the mixture Gaussian
models to predict TISs from all occurrences of ATGs with
both global and local features.
3.1 Proposed Measures to Generate Numerical Data
Different data encoding measures can be used to generate
numerical data from genomic sequences [9], including
special data encoding measures for recognition of TISs,
such as the consensus motif GCCRCCatgG [12], the
positional triplet weight matrix around an ATG, and the
ORF hexanucleotide characteristics [27]. All of these
features are local features, which only contain local
information around an ATG.
In the literature, some simple global features are also
used, such as whether the ATG is the first ATG in the cDNA
sequence. The scanning model hypothesis suggests that the
first ATG is a strong signal for a TIS.
After examining numerous cDNA sequences, we ob-
served that the length of an ORF in a cDNA sequence follows
different distributions conditioned on the starting ATG, i.e.,
whether it is a TIS or not as indicated in the histograms of the
proposed features in the next section. In another work
(under preparation), we have compared several local
features and drawn some preliminary conclusions as
follows: 1) the direct coding measure generates too many
featureswhichmakes each feature lessmeaningful and 2) the
higher-order position weight matrix and ORF hexanucleo-
tide characteristics can easily overfit the training data.
After careful consideration and comparison, the follow-
ing measures are chosen in our method for TIS prediction:
1. the length of the upstream sequence to an ATG;
2. the length of the downstream sequence to an ATG;
3. the log ratio of (2) to (1);
4. the number of upstream ATGs to an ATG;
5. the number of downstream ATGs to an ATG;
6. the log ratio of (5) to (4);
7. the number of in-frame upstream ATGs to an ATG;
8. the number of in-framedownstreamATGs to anATG;
9. the log ratio of (8) to (7);
10. the number of upstream stop codons from an ATG;
11. the number of downstreamstop codons fromanATG;
12. the log ratio of (11) to (10);
13. the number of in-frame upstream stop codons from
an ATG;
14. the number of in-frame downstream stop codons
from an ATG;
15. the log ratio of (14) to (13); and
16. the length of the open reading frame starting at
an ATG.
The numbers of ATGs and stop codons have been used
in previous efforts [26], [31], but the log ratio and the length
of the open reading frame have not been used before to the
best of our knowledge. When we calculate the log ratio, we
add a pseudocount 2 to each value involved since the
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original values or the values involved in the denominators
can be 0.
Note that features 3, 6, 9, 12, and 15 in the list are
nonlinear functions of other features. We have done
experiments to check whether or not we can drop some of
these dependent features from the full feature sets, including
the augmented discrete features below. Under most of the
cases, the performance of the system would decrease. A
reasonable explanation is that the algorithm cannot learn the
derived functions among the features properly. The details
of the evaluation are shown in Section 4.5.
Aside from the continuous global features proposed
above, we also augment the model with some discrete
features. These features are from the consensus motif and
scanning model hypothesis. The first discrete feature is a
global feature and the others are local features:
1. Whether an ATG is the first ATG in a cDNA
sequence or not. The value of this feature is 1 if the
current ATG is the first ATG in a cDNA sequences;
otherwise, 0.
2. Whether there is a purine at position -3 relative to an
ATG or not. The value of this feature is 1 if there is
such a purine; otherwise, 0.
3. Whether there is a guanine at position +4 relative to
an ATG or not. The value of this feature is 1 if there
is such a guanine; otherwise, 0.
4. The number of nucleotides consistent with the
consensus motif GCCRCCatgG. The value of this
feature is from 0 to 7.
The results to be shown in the later section will show that
this augmentation will improve the system’s performance
slightly. In the following sections, the feature vector
consisting of those 16 global feature vectors will be denoted
as ~x and the augmented feature vector will written as
~y ¼< ~x; d1; d2; d3; d4 > .
3.2 Histograms of the Numerical Features
A histogram is simply a pictorial representation of a
collection of observed data. It is particular useful to visualize
the true character of the data from a representative sample of
the population. Usually, the range of an attribute is divided
into 7  15 bins and the frequencies of observations in each
bin are counted. Then, a graph will be drawn with these
frequencies to show how the observations distribute among
the range. If the data follows a Gaussian distribution, the
graph tends to cluster around an average in the center and
then taper away from this average on each side.
The histograms of the positive and negative training data
are shown in Fig. 1 and Fig. 2 separately. Comparing these
two figures, we can see that the distributions of positive and
negative data of each feature are quite different. In
particular, the distributions of all the log ratio features are
near Gaussian. The means for the log ratio features of the
positive data are near 1 and the means for the log ratio
features of the negative data are near 0. It implies that the
distributions of the features highly depend on the class
labels.
3.3 Mixture Gaussian Models
The task of predicting TISs from all occurrences of ATGs in
cDNA sequences is carried out as follows: Considering that
the values of each feature are not randomly distributed, we
make use of the histogram of each feature to distinguish
TISs from all occurrences of ATGs. As indicated in Figs. 1
and 2, the peaks in the histograms of the positive data and
negative data of each feature are quite different. For each
feature, the distributions of the positive data and the
negative data can be approximated by mixture Gaussian
models since mixture models can approximate any con-
tinuous density to arbitrary accuracy provided the model
has sufficiently large number of components and the
parameters of the model are chosen properly [2].
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Fig. 1. Histograms of the positive training data—one for each feature. In each histogram, the X axis represents the range of the corresponding
feature’s value and the Y axis represents the count of values in one bin.
Mixture Gaussian model is a type of density model,
which comprises a number of component Gaussian func-
tions. Suppose the number of the components in the mixture
Gaussian model isM. The class conditional density function
of a feature vector ~x belonging to class C is given by
pð~x j CÞ ¼
XM
m¼1
pð~x j m;CÞpðm j CÞ; ð1Þ
where pðm j CÞ is the prior probability of a random feature
vector to be generated from component m of the mixture of
class C and pð~x j m;CÞ is the probability of a feature vector
~x to be generated from component m of the mixture of class
C—which is a Gaussian as
pð~x j m;CÞ ¼ ð2Þd2

det
X
C
m
12
exp  1
2
ð~x CmÞ
X
C
m
 1
ð~x CmÞ
 
;
ð2Þ
where d is the dimension of the feature vector ~x, Cm is the
mean vector of component m of class C, and
PC
m is the
covariance matrix of component m of class C. Here, we
assume that the covariance matrix of each Gaussian is
some scalar multiple of the identity matrix,
PC
m ¼ ðCmÞ2I.
Here, the model is a two-class, two-component mixture
model ðM ¼ 2Þ. We will demonstrate that M ¼ 2 is enough
to model the data later. Class 1 represents “functional”
ATGs, which act as TISs. It is modeled by two
16-dimensional Gaussians (means and covariances) with
associated mixing parameters. Class 2 represents nonfunc-
tional ATGs. It is modeled in the same way as Class 1, but
with different parameter values.
The structure of the model is illustrated in Fig. 3. The
square nodes represent discrete values and the circle nodes
represent continuous values. Node class1/2means that there
are two classes, node component1/2 with an arrow from
node class1/2 means that there are two components for each
class, and node Gaussian means that the parameters Cm andPC
m depend on both the class and the component. Given
the model, the parameters Cm and
PC
m of the Gaussian
mixture can be determined by the Expectation-Maximiza-
tion (EM) algorithm [5] with the training data belonging to
that class.
In the E-step, the probability of each feature vector under
different Gaussian components is calculated based on the
existing parameters of the model. The recurrent equation is
as follows:
pnewðm j ~x;CÞ ¼ p
oldðm j CÞpoldð~x j m;CÞPM
m¼1 poldðm j CÞpoldð~x j m;CÞ
: ð3Þ
In the M-step, the parameters of the model are recalcu-
lated as the sufficient statistics with the probabilities from
the E-step:
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Fig. 2. Histograms of the negative training data—one for each feature. In each histogram, the X axis represents the range of the corresponding
feature’s value and the Y axis represents the count of values in one bin.
Fig. 3. The graphical representation of the mixture Gaussian model.
pnewðm j CÞ ¼ 1
NC
XNC
n¼1
pnewðm j ~xn; CÞ; ð4Þ
ðCmÞnew ¼
PNC
n¼1 p
newðm j ~xn; CÞ~xnPNC
n¼1 pnewðm j ~xn; CÞ
; ð5Þ
ððCMÞnewÞ2 ¼
1
d
PNC
n¼1 p
newðm j ~xn; CÞ k ~xn  ðCmÞnew k2PNC
n¼1 pnewðm j ~xn; CÞ
;
ð6Þ
where NC is the number of feature vectors belonging to
class C.
With two Gaussian distributions for the representation of
feature values of TISs and nonfunctional ATGs, we
calculate the probability of each feature vector generated
by different classes using (1). Hence, the probability of each
feature vector belonging to class C is
P ðC j ~xÞ ¼ pð~x j CÞpðCÞP
C pð~x j CÞpðCÞ
; ð7Þ
where pðCÞ is the prior probability that a random feature
vector belongs to class C and simply estimated from the
training data.
In our study, there are only two classes. We can calculate
the probability of a feature vector belonging to each class
with the trained model. The intuitive method to classify an
ATG is to compare the probabilities of the corresponding
feature vector belonging to two different classes and classify
the ATG to a class which has the higher probability to
generate its corresponding feature vector. However, there
are much more negative data than the positive data in the
data set. With the model trained by this data set, almost all
of the feature vectors will have a higher probability of
belonging to the negative class. The intuitive method will
classify almost all the feature vectors to the negative class
and predict a wrong class label for most of the positive
feature vectors. To make the system predict more feature
vectors as positive, an optimal threshold is determined to
balance the prediction on the positive and negative data.
The threshold is the probability to generate the feature
vectors under Class 1 model which balances the sensitivity
and specificity on the training data.
3.3.1 Augmented Model
After we build the mixture Gaussian model described
above, we augment the model with some discrete variables.
The graphical model is shown in Fig. 4. In this augmented
model, we assume that the discrete features are indepen-
dent from each others and the mixture Gaussian models
given the class. The mixture Gaussian model is estimated as
what described above. The probability of each augmented
feature vector ~y belonging to class C is
P ðC j ~yÞ ¼ pð~y j CÞpðCÞP
C pð~y j CÞpðCÞ
; ð8Þ
where
pð~y j CÞ ¼ pð~xjCÞpðd1jCÞpðd2 j CÞpðd3 j CÞpðd4 j CÞ:
pð~x j CÞ is estimated as (1) and pðdi j CÞ is estimated from
the data for each i from 1 to 4.
4 VALIDATION EXPERIMENTS
To validate our method, we applied it to a real sequence set
and compared the result with three other data mining
methods. We also compared our performance to others
given in the literature for reference.
4.1 Data Set
Here, we choose the validated sequence set which has
already been used successfully in [10] (personal commu-
nication with A.G. Hatzigeorgiou), which was originally
extracted from Swissprot. The steps are as follows:
1. collect human protein sequences whose N-terminal
sites are sequenced at the amino acid level (se-
quences manually checked by Amos Bairoch),
2. retrieve the full-length mRNAs for these proteins
whose TISs had been indirectly experimentally
verified, 480 completely-sequenced and annotated
human cDNAs were found, and
3. divide the sequences set into a training set of
325 samples and a testing set of 155 samples.
Then, we generated numerical data with the proposed
features. The feature vectors at TISs are positive data and
those at the nonfunctional ATGs are negative data. There
are 480 positives and 13,628 negatives in total—the
negatives are much more than the positives. This bias
makes classification methods difficult to identify positive
samples. Hence, improving the sensitivity in TIS prediction
is more critical. This will be shown in the later section.
4.2 Evaluation Measures
Prediction accuracy is measured by sensitivity and speci-
ficity. Let RP be the number of the total real positive ATGs
in the data set, TP be the number of the real positive ATGs
predicted as positive, RN be the number of the total real
negative ATGs in the data set, and TN be the number of the
real negative ATGs predicted as negative. Sensitivity (Se) is
defined as TP/RP and specificity (Sp) is defined as TN/RN.
4.3 Experiment Design
Generating the numerical data is the first important step of
the experiment. The total sequences are split into two sets:
325 for training and 155 for testing. There are 325 positive
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Fig. 4. The mixture Gaussian model augmented with discrete features.
ATGs and 9,489 negative ATGs in the training set, and there
are 155 positive ATGs and 4,139 negative ATGs in the
testing set.
The mixture Gaussian model is built with the Bayes Net
Toolbox (BNT) in Matlab. The BNT [20] is a special software
package for manipulating graphical models and Bayesian
networks. It supports most of the important methods
(inference, parameter learning, and structure learning) for
graphical models. This makes training mixture Gaussian
models easier. And, a tutorial for building mixture
Gaussian model in BNT is available online [7].
Our model contains three nodes: one for different classes,
one for different components, and one for all the Gaussian
vectors. The parameters are learned by the EM algorithm.
The EM algorithm works by starting with randomly
initialized parameters and then iteratively refines the model
parameters to produce a locally optimal maximum-like-
lihood fit or stops after the maximum number of iterations.
Such a maximum number of iterations is 10 in our experi-
ments, which is determined by experiments.
The trained model is then used to calculate the
probability of a feature vector belonging to each class. As
mentioned in Section 3.3, many positive feature vectors will
be classified as negative if we intuitively compare the
probabilities of a feature vector belonging to two different
classes and assign the feature vector the class label with a
higher probability. In order to solve this problem, we adopt
such a strategy to determine an optimal threshold to make
more positive feature vectors predicted correctly (also with
a balanced specificity): When such a threshold is chosen, the
sensitivity and specificity on the training set should be bal-
anced—the sensitivity is equal to or approximately equal to
the specificity. Note that the value of the threshold is
model-dependent. When the models are trained with
different random initial parameters, the value of the
threshold will be probably different. However, the random
initial parameters do not affect the system’s performance
significantly and the prediction performance of the system
on the testing data is similar.
Another factor that affects the performance of the system
is the number of components in the model. We have tested
with 1, 2, 3, 4, 5, 6, 8, and 10 components separately. The
classification result on the testing data is shown in Fig. 5.
From Fig. 5, we know that the sensitivity increases
sharply when the number of components increases from
one to two and then remains around a stable value.
Therefore, we adopt a two component model for TIS
prediction.
4.4 Comparison with Other Methods
We compared performance with other data mining meth-
ods—decision tree, support vector machine, and logistic
regression on the same data. Decision tree method [25] is a
de facto classification method to evaluate other classifica-
tion method. Support vector machine [3] is possibly the
classification method with the best prediction result up to
date, although it sometimes suffers from noisy data.
Logistic regression [11] is a nonlinear transformation of
the linear regression, which applies to the case when the
dependent variables are discrete. A well-known machine
learning package, Weka [30], has these three methods
implemented. We ran these three methods with the default
parameters on the same training and test data. The
performance is summarized in Table 1.
From Table 1, we can see that the mixture Gaussian
model has the highest sensitivity and a balanced specificity.
The other three methods have better specificity, but
significant lower sensitivities. One of the objectives in
TIS prediction is to identify the functional ATGs from the all
occurrences of ATGs in cDNA sequences. If we are
concerned about the specificity of the prediction model,
we can easily achieve 100 percent specificity and high total
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Fig. 5. The relationship of the number of components and the sensitivity
of the system on the testing data.
TABLE 1
The Performance of Four Different Methods—Mixture Gaussian Models,
Decision Tree, Support Vector Machine, and Logistic Regression
accuracy (about 96.6 percent) by assigning every ATG to
negative class. However, it cannot help to identify the
functional ATGs. When the sensitivity is low, many true
TISs are wrongly classified as negative class—this makes
the prediction less meaningful. This is why we choose a
threshold to balance the sensitivity and specificity as a trade
off between correctly predicted positive and negative
feature vectors.
Recall that we augmented our model with the discrete
features. The other methods were also built with the same
augmented data for fair comparison. When the model is
augmented with the discrete features, the sensitivity of our
method remains the same. However, its specificity im-
proves over 1 percent. The sensitivity and specificity of the
other methods also improve slightly. It means that the
features from the consensus and scanning model hypothesis
are quite useful for TIS prediction.
The performance in TIS prediction given in the literature
is summarized in Table 2. In these efforts, the sequences
used to generate these results are ESTs, not full-length
cDNA sequences. The global features defined in this paper
are not considered in these projects [23], [28], [32]. Hence,
we cannot run our method on their sequences. Conse-
quently, we also cannot at this point conclude that our
method is better than all or most of the existing methods,
although in terms of sensitivity and specificity our numbers
are “better.” These results are listed here for reference only.
4.5 Effects of Different Global Features
With the global features we proposed, the mixture Gaussian
model achieves high sensitivity in TIS prediction. We also
conducted experiments to compare the contributions of
different features to the prediction results with and without
the augmented discrete features. Since some features are
functionally related to others, for instance, feature 3 in the
feature list is the log ratio of features 2 and 1, dropping such
a feature will not decrease the prediction performance very
much. In the experiments, we dropped one feature each
time to examine the effects of different features from the
feature sets with or without the augmented features. For
comparison purposes, we fixed the sensitivity around
98 percent in each test and observed the changes in
specificity when different features were dropped. The
results are shown in Fig. 6.
The first major change of specificity in Fig. 6a occurs
when feature 16—the length of the ORF—is dropped from
the 16 global features. After examining the data, we found
that, as compared with the distribution of the length of
ORFs after the functional ATGs, most of ORFs after the
nonfunctional ATGs are quite short. Since proteins need
adequate length to perform a function, these ORFs are too
short to make a protein.
The second major change of specificity in Fig. 6a occurs
when feature 6 is dropped. Feature 6 is the log ratio of the
numbers of ATGs in a cDNA sequence and captures
whether the current ATG is the first ATG in the cDNA
sequence or not. This coincides with the scanning model
hypothesis—the first ATG in a cDNA sequence is a good
candidate of TIS.
The major change of specificity in Fig. 6b occurs when
the augmented feature 1 is dropped. This feature is inspired
by the first-ATG rule and captures the information whether
the current ATG is the first ATG in the cDNA sequence. The
major change of specificity when dropping this feature
means that the first ATG is a strong feature for TIS
prediction. The second major change of specificity in
Fig. 6b occurs when feature 12 is dropped. This feature is
about the number of stop codons. However, the specificity
in Fig. 6a does not change much when dropping this
feature. It seems that this feature interacts with the
augmented features.
The above discussion indicates that the global features
including the first ATG measure the most important
information for TIS prediction in cDNA sequences and
different features contribute differently to the prediction
performance.
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TABLE 2
The Results from Literature
Note: The data used are from [32]. 1) The original work for neural
network is in [23]. 2) The original work for Salzberg method is in [28].
3) The original work for SVM is in [32].
Fig. 6. Changes in the specificity when individual features are dropped. The number in the X axis represents the features dropped from a feature set
(a) 16 global features and (b) 20 features, including augmented features.
5 CONCLUSION
In this work, we have proposed new measures to generate
global features and applied mixture Gaussian models for
predicting TISs in cDNA sequences. The numbers of ATGs
and stop codons around ATG have been used in the
literature before. Other features, such as the log ratio of the
lengths of downstream sequences and upstream sequences
from ATGs, the log ratio of the numbers of downstream
ATGs and stop codons, the length of the open reading
frame downstream the ATGs, are first used to distinguish
functional ATGs from nonfunctional ATGs. From the
histograms of these features, we can observe that these
features follow the Gaussian distribution or approximate
Gaussian distribution. Hence, the mixture Gaussian models
are natural and efficient to model these phenomena.
Our mixture Gaussian model is trained with the
EM algorithm. When the trained model is applied to the
TIS prediction problem, it performs much better than other
methods in terms of sensitivity. This means that the
proposed global features and mixture Gaussian models are
good for TIS prediction. Two specific features and their
related features should be mentioned: 1) the length of the
ORF after an ATG. From the data, we know that the length of
ORF after the functional ATGs follows certain distribution.
The lengths of ORF after many nonfunctional ATGs are
short, which are the extreme values to the distribution of the
length of ORF after the functional ATGs and 2) the number
of upstream ATGs, which captures the information of
whether one ATG is the first ATG in the cDNA sequence
and coincides with the scanning model hypothesis.
A possible problem in the proposed method is that it
requires full-length cDNA sequences to generate the global
features. Since it is getting easier to get full-length cDNA
sequences and more full-length cDNA sequences are
available now, the problem will be alleviated in the future.
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