Abstract. We revisit the structure formula for the intertwining wave operators W˘associated with H "´∆`V in R 3 under suitable decay conditions on V . We establish quantitative bounds on the structure function. Throughout we assume that 0 energy is regular for H "´∆`V .
Introduction
In this paper we revisit the study of wave operators for H "´∆`V in three dimensions. Define B β , β ě 0, as the subspace of L 2 consisting of functions with the property that }f } B β :" }1 r|x|ď1s f } 2`8 ÿ j"0
Then for V P B β pR 3 q, β ě 1 2 , V real-valued, the wave operators W˘" lim tÑ˘8 e itH e´i tH0 exist in the usual strong L 2 sense, with H 0 "´∆. They are isometries from L 2 onto the absolutely continuous spectral subspace of H in L 2 , and there is no singular continuous spectrum (asymptotic completeness), see Sections 3, 4. In a series of papers, Yajima [Yaj1, Yaj2, Yaj4, Yaj6] , established the L p boundedness of the wave operators assuming that zero energy is neither an eigenvalue nor a resonance (and later also obtained more restrictive results of this nature if this condition fails). These results are very useful for nonlinear dispersive wave equations, since by the intertwining property W˘f pHqP c " f pH 0 qW˘, H 0 :"´∆, we may transfer Strichartz estimates from the free case H 0 to the perturbed evolution of H.
The first author combined some of Yajima's formalism with his Wiener algebra technique [Bec, BeGo] to obtain a structure formula for the wave operators [Bec1] . In fact, he showed that the wave operators act on functions by the superposition of elementary operations. The paper [Bec1] is not entirely accurate. The first result of this paper is to present a corrected version of the structure formula. By B 1`w e mean B β for some β ą 1. In Section 3 we will define what a zero energy resonance or eigenfunction means in this context. M denotes signed Borel measures. We also go beyond [Bec1] by obtaining quantitative control of the structure function as well as stability estimates for it.
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The second author was partially supported by NSF grant DMS-1500696 during the preparation of this work. Theorem 1.1. Assume that V P B 1`i s real-valued and that H "´∆`V admits no eigenfunction or resonance at zero energy. There exists gpx, y, ωq P L such that for f P L 2 one has the representation formula pW`f qpxq " f pxq`ż
gpx, dy, ωqf pS ω x´yq dω.
(1.2)
where S ω x " x´2px¨ωqω is a reflection. A similar result holds for W´. Let X be any Banach space of measurable functions on R 3 which is invariant under translations and reflections, and in which Schwartz functions are dense. Assume further that }1 H f } X ď A}f } X for all half spaces H Ă R 3 and f P X with some uniform constant A. Then
where CpV q is a constant depending on V alone.
The structure function gpx, y, ωq only depends on x through the 1-dimensional coordinate x ω :" x¨ω, that is gpx, y, ωq "gpx ω , y, ωq, and it has the additional regularity }B xωg px ω , y, ωq} L 1 ω MyMx ω ă 8.
(1.4)
In particular, W˘and W˚are bounded on X " L p , 1 ď p ď 8:
(1.5) This improves on Yajima's results since (i) less is required of V , and (ii), the class of Banach spaces X in (1.3) is considerably more general than Lebesgue or Sobolev spaces.
It is of course desirable to have a quantitative estimates on g in place of mere finiteness in (1.1). This is a somewhat delicate matter, since the so-called limiting absorption principle for the perturbed resolvent are typically noneffective (see however [RodTao] ). Clearly, any bound on g will require a quantitative version of the zero energy condition. In the following theorem we obtain a bound in terms of a global (in energy) bound on the Birman-Schwinger operator, see (1.7). The somewhat unusual L 8 Ñ L 8 limiting-absorption principle is natural in this context. Theorem 1.2. Let V P B 1`2γ , 0 ă γ. Under the hypotheses of the previous theorem we have the following quantitative bound on the structure function g, ż and C 0 is some absolute constant. The right-hand side of (1.6) also controls CpV q in (1.3) as well as (1.4). LetṼ P B 1`2γ satisfy }V´Ṽ } B 1`2γ ă c 0 minpM´1 0 , }V } B 1`2γ q, (1.8)
where c 0 ! 1 is some absolute constant. ThenṼ obeys the 0-energy condition, and there is the following stability bound on the structure functions g,g:
}gpx, dy, ωq´gpx, dy, ωq} MyL 8 x dω (1.9)
ď C 1 pγ, }V } B 1`2γ , M 0 q " }V´Ṽ } B 1`2γ`}pV´Ṽ q{p|V |`|Ṽ |q1 r|V |`|Ṽ |‰0s } 8 ‰
where C 1 is as on the right-hand side of (1.6), albeit with different numbers in the exponents.
The appearance of the L 8 -norm on the right-hand side of (1.9) is an unfortunate technical issue. The finiteness of M 0 will be shown in Section 3. It requires the 0-energy assumption we impose on H "´∆`V . It would be interesting to have an effective bound on M 0 in terms of the quantity
which is precisely what our 0-energy assumption amounts to, and quantifiable properties of V , cf. [RodTao] . But we do not pursue these matters here, and therefore bound g in terms of M 0 , rather than M 00 . Theorem 1.2 is only interesting for large potentials. We remark that for V small in B 1`t he 0-energy condition automatically holds, M 0 » 1, and This will be a byproduct of our results.
Function spaces and interpolation
For more background on the material in this section cf. [Bec, Appendices] and the comprehensive treatment in [BeLö] . We recall the family of Lorentz spaces where 0 ă θ ă 1, 1 ď q ď 8, and
The Marcinkiewicz interpolation theorem in this setting states the following, see [BeLö, Theorem 5.3 
.2]:
Theorem 2.1. T : L p0,r0 Ñ L q0,s0 and T : L p1,r1 Ñ L q1,s1 with p 0 ‰ p 1 and q 0 ‰ q 1 implies that T : L p,r Ñ L q,s if 8 ě s ě r ą 0 and One has Hölder's inequalities, see [ONeil] , }f g} L r,s ď r 1 }f } L p 1 ,q 1 }g} L p 2 ,q 2 provided 1 p 1`1 p 2 " 1 r ă 1, 1 q 1`1 q 2 ě 1 s (2.3) and the endpoint
as well as Young's inequalities:
and the endpoint
For any Banach space X one defines the vector-valued space 9 s q pXq and s q pXq as
where s P R and 1 ď q ă 8. The usual modification needs to made for q " 8.
Then, see [BeLö, Theorem 5.6 
q0`θ q1 , and the same holds for the dotted spaces.
where the sums on the right-hand side are the respective norms.
In the notation of (2.7) one has
This allows us to use interpolation as in (2.8).
Lemma 2.2. The spaces in Definition 2.1 satisfy the following properties:
‚ 9 B 2α " pL 2 , |x|´2L 2 q α,1 and B 2α " pL 2 , xxy´2L 2 q α,1 for 0 ă α ă 1.
‚ 9 B α " p 9 B α0 , 9 B α1 q θ,1 where α " θα 1`p 1´θqα 0 where 0 ă θ ă 1 and α 0 ‰ α 1 . The same holds for the undotted spaces. ‚ The embeddings 9 B
Here we used that
We write the resolvent identity as
for Im z ą 0. Here R V pzq " pH´zq´1. The following lemma addresses the limits Im z Ñ 0`. In particular, we obtain a limiting absorption principle on L 8 , see [IoSc, Bec] for more background. By (3.3),
For η " 0 it is invertible if and only if zero energy is regular in the sense of Definition 3.1. In that case, I`R 0 p|η| 2˘i εqV is also invertible on L 8 and its inverse is bounded in BpL 8 , L 8 q, uniformly for ε ě 0 and η.
Proof. Let C 0 be the space of continuous functions that vanish at infinity. It follows from (2.6) that R 0 p|η|
gives the continuity of R 0 p|η|
as |x| Ñ 8. By (2.6), we obtain the same for V in place ofṼ . By Arzelà-Ascoli, a set A Ă C 0 is precompact in C 0 if and only if one has ‚ equicontinuity:
‚ uniform decay at infinity:
We wish to verify these conditions for A " R 0 p|η|
0qV pBq where B Ă L 8 is bounded; in fact, we may take it to be the unit ball. It suffices to assume that V is continuous and compactly supported. Indeed, approximating V in L 3{2,1 by such potentials and using (2.6) as above implies the general case. For the uniform vanishing at 8, suppose that V pxq " 0 if |x| ě M . Then (3.6) and the vanishing follows. For the equicontinuity we introduce for any λ P R the kernels k 1,λ pxq " 1 Bp0,1q pxq e iλ|x| |x| , k 2,λ pxq " 1 Bp0,1q c pxq e iλ|x| |x| Then for any |y| ď 1 2 with absolute constants C,
It then follows that (with λ " |η| and using }f } 8 ď 1)
Since the right-hand side does not depend on f , equicontinuity holds. Thus,
(as the former is the adjoint of the latter). By Fredholm's alternative in Banach spaces, I`R 0 p|η|
0qV is invertible in L 8 if and only if the equation
has no other than the trivial solution in L 1 . Let f solve (3.9). Then
and satisfies the equation
By the same argument as in (3.2) it follows that g P L 8 pR 3 q. Assume at first that η ‰ 0. Since V is real-valued, xg, V gy P R whence
for some ε ą 0. Since g is a distributional solution of the equation p´∆`V´|η| 2 qg " 0 and g P L 8 , it follows that [IoJe, Theorem 2.1] , for η ‰ 0 we conclude from the preceding that g " 0. It then follows that f " p´∆´|η| 2 qg " 0 (distributionally), and so (3.9) only has the trivial solution.
If η " 0, we refer to Definition 3.1 and to Lemma 3.1. To be specific, here too, I`R 0 p0qV is invertible in L 8 if and only if the equation
has no other than the trivial solution in L 1 . But by the same argument as before g " R 0 p0qf P L 8 solves g "´R 0 p0qV g. Definition 3.1 then requires that g " 0 and therefore also f " 0. In summary, the inverse pI`R 0 p|η| 2`i 0qV q´1 exists for every η P R 3 . The map λ Þ Ñ R 0 pλ 2`i 0qV P BpL 8 , L 8 q is continuous, and the inverses have uniformly bounded norms when λ is in a compact set. By Lemma 3.3
is uniformly bounded as operators on L 8 for all |λ| " 1. This extends to any set in the complex plane at a positive distance away from the eigenvalues -in particular to the whole right half-plane.
It is easy to see that }R 0 pλ 2`i 0qV } 8Ñ8 does not depend on λ. In fact,
and therefore }R 0 pλ
which does not decay in λ. To circumvent this issue, one can square the operator as in (3.11).
Proof. In view of (2.6) we may reduce ourselves to the case of a smooth, compactly supported V . Then
where
We claim that sup x,yPR 6 |K λ px, yq| Ñ 0 as λ Ñ 8 (3.14)
If so, then }f } 8 ď 1 implies that
Given δ ą 0 we let χ be a smooth radial bump function in R 3 with χ " 0 on the unit ball and χpuq " 1 if |u| ě 2. Then
The second line contributes at most Opδq to }K λ px, yq} L 8
x,y in (3.14). Fix some small δ ą 0. We integrate by parts in u in the first line of (3.15) using that piλq´1 vpx, y, uq¨∇ u e iλp|x´u|`|u´y|q " | vpx, y, uq| 2 e iλp|x´u|`|u´y|q with vpx, y, uq " u´x |u´x|`u´y |u´y| The degenerate case where vpx, y, uq " 0 occurs if u lies on the line segment joining the points x and y. This however contributes nothing to the integral in u. Similarly, of v is small, then that will contribute very little to the integral. Thus, introduce a cut-off function χp vpx, y, uq{εq into the first integral in (3.15), which we denote bỹ K λ px, yq : as ε Ñ 0, whereas in the first line we integrate by parts (with ε ą 0 small but fixed) using the operator y, uq|´2piλq´1 vpx, y, uq¨∇ u Sending λ Ñ 8 then shows that this contributes op1q to }K λ px, yq} L 8
. Note that the separation δ ą 0 avoids the degeneracies arising here from x, y coming too close to u.
To summarize, we have shown that if V P L 3{2,1 is real-valued, and 0 energy is regular as specified in Definition 3.1, then
Existence and properties of wave operators
Let V be as in Definition 3.1, and real-valued. The orthogonal projection P p : L 2 Ñ L 2 onto the point spectrum is a finite-rank operator of the form
where f are an orthonormal family of eigenfunctions of H "´∆`V with eigenvalues Hf " λ f . Since V P L 3 2 obeys the Rollnick condition, cf. [Bec, (2.63) ], the Birman-Schwinger operator is Hilbert-Schmidt and N ă 8. We are also assuming that there are no zero energy eigenfunctions (or a resonance). The projection P c " I´P p is the orthogonal projection on the subspace corresponding to the continuous spectrum. Lemma 3.2 implies that the continuous spectrum r0, 8q of H is purely absolutely continuous, see [ReSi3, Theorem XIII.19] . Thus the entire L 2 spectrum of H consists of finitely many negative eigenvalues (counted with multiplicity) and the absolutely continuous spectrum r0, 8q. For "nice" potentials, Agmon's estimate shows that the eigenfunctions f decay exponentially in the point-wise sense. We have no need for this strong property, and the following lemma will suffice.
Lemma 4.1. Let V P L 3 2 ,1 pR 3 q and suppose f P L 2 solves Hf "´E 2 f with E ą 0 in the sense of tempered distributions. Then f P pL 1 X L 8 qpR 3 q.
Proof. Since R :" p´∆`E 2 q´1 takes the Schwartz space to itself, it follows that f "´RV f in the sense of distributions. Splitting V " V 1`V2 as before with
,1 ! 1 and V 2 continuous with bounded support we also have pI`
and f P L 8 , by inverting the operator on the left-hand side of (4.2).
The convolution RV f P L 1 by Young's inequality, and finally f P L 1 as desired.
Next, we discuss the existence of the wave operators by the standard Cook's method. However, the class of potentials we consider requires more sophisticated estimates to make Cook's method work, namely the Keel-Tao endpoint [KeTa] . Lemma 4.2 was shown in [Bec] to also hold when V is in L Lemma 4.2. Let H "´∆`V be self-adjoint as in Definition 3.1. Let P c be the projection on the continuous spectrum of H. Then
exists and is an isometry on L 2 . One has P c " P a.c. " W`W˚. Moreover, for any f P L 2 pR 3 q the integrals
converge in the strong sense. There exist similar formulae for W´and W˚; in particular, 6) are the standard Keel-Tao endpoint [KeTa] for the Schrödinger evolution of H 0 " ∆. They also hold for e itH P c , see [Bec] . Taking the time derivative of the left-hand side and integrating we obtain
Note that by Hölder's inequality (2.3) one has V : L 6,2 Ñ L 6{5,2 as a multiplication operator; in fact, this only requires V P L 3,8 pR 3 q. Hence, by (4.6) the integral in (4.7) converges in norm and we can send t Ñ 8 and obtain the statement in (4.4) involving P c . Thus, endpoint Strichartz estimates imply the existence of the strong limit s-lim tÑ8 e´i tH P c e itH0 in L 2 . We claim that lim To obtain the integral representation without the projection P c we note that = s-lim
The final limit here is obtained from the time-
and the fact that f P L 1 . The relation P c " P a.c. " W`W˚follows from the general principle that W`W˚" P RanpW`q for isometries.
Expanding the right-hand side of (4.4) iteratively by means of the Duhamel formula we obtain the formal expansion
(4.9)
The first term is the identity, hence always bounded. Yajima [Yaj1] proved that each remaining term W n`, n ě 1, is bounded as an L p operator. And the operator norm grows exponentially with n:
Thus, for small potentials, i.e., when }V } xxy´1´εL 2 ! 1, Weierstraß's criterion shows that (4.9) is summable, whence the full wave operators W˘are L p -bounded. In general, however, the asymptotic expansion (4.9) may diverge.
In order to overcome this difficulty, for large V Yajima [Yaj1] estimated a finite number of terms directly by this method. He used a separate argument to show the boundedness of the remainder, for which he had to assume that V decays faster than xxy´5´ε. In this paper, we avoid summing (4.9) altogether and rely instead on the first author's Wiener algebra approach [Bec, BeGo] .
Definition 4.1. For ε ą 0 we introduce the regularized operators
together with
These regularizations behave as expected under the limit ε Ñ 0.
Proof. It obviously follows from the Strichartz estimates (4.6) that (with t ě 0)
14)
Hence the tails of the integrals in (4.13) (under the projection P c ) are uniformly small in ε ą 0. On any compact interval r0, T s we can pass to the limit ε Ñ 0 under the integral by dominated convergence. It remains to verify that for any
Since each side is a bounded operator on L 2 uniformly in ε ą 0, it suffices to verify this for f P L 2 X L 8 . Specializing to a single eigenfunction f ,
whence the tails in these integrals are again uniformly small in ε. On compact time intervals we may pass to the limit ε Ñ 0. In summary, W ὲ f Ñ W`f strongly as ε Ñ 0. The argument for W ε n`f Ñ W n`f is similar and we leave it to the reader.
The operators W n`w ill be expressed in terms of the following kernels. Definition 4.2 is somewhat formal, but the subsequent lemmas will justify the formulas rigorously in the context of the wave operators.
Definition 4.2. Let V be a Schwartz function in R 3 . For ε ą 0, let T ε 1˘p x 0 , x 1 , yq be defined in the sense of distributions as
and, more generally, for any n ě 1
Also let T ε be given by the distributional Fourier transform
where we assume that 0 energy is regular for H "´∆`V ; see Lemma 4.6 for a justification.
The right-hand sides of (4.15) and (4.16) are tempered distributions, whence the kernels T ε n˘p ξ 0 , ξ n , ηq are tempered distributions on R 9 . In the following section we will find this kernel for n " 1. Two variables are sufficient for representing W ε n`, but a meaningful algebra structure requires one more variable. This is the reason for the presence of a third variable x 0 in (4.15) and (4.16). For three-variable kernels T px 0 , x 1 , yq the expressions above suggests the following composition law , which we define formally. Definition 4.3. We formally compose three variable kernels T px 0 , x 1 , yq on R 9 as follows:
T 1 px 0 , x 1 , y 1 qT 2 px 1 , x 2 , y´y 1 q dx 1 dy 1 .
(4.18) Dually (i.e., on the Fourier side), takes the from
Thus, consists of convolution in the y variable -i.e., multiplication in the dual variable η -and composition of operators relative to the other two. In the dual variables ξ 0 , ξ 1 , and ξ 2 composition of operators is preserved. Note the order of the variables: x 0 is the "input", x 2 the "output" variable, whereas y is the dual energy variable.
We will study more systematically in Section 7. For now, Lemma 4.4 serves as an example of how we use to recursively generate all W ε n`, n ě 1, starting from W ε 1`. We use the dual formulation (4.19) to define rather than the convolution (4.18).
Lemma 4.4. Let V be a Schwartz potential. For any ε ą 0 we have for any
n the sense of (4.19).
Proof. This follows from (4.15). For example,
both in the pointwise sense, as well as in the space of distributions.
The following lemma exhibits the relation with the resolvent operators.
Lemma 4.5. Let V be a Schwartz function, and ε ą 0. Then
and, for any n ě 1,
Furthermore,
Proof. One has
Plugging α " ξ 0`η and β " ξ 1`η into the right-hand side yields (4.15), which gives (4.21). From this, (4.23) follows easily. The representation of T ε n`f ollows using the composition from above. The other properties are left to the reader. Lemma 3.2 immediately yields the following boundedness. As usual, BpX 1 , X 2 q are the bounded operators X 1 Ñ X 2 for any Banach spaces X 1 and X 2 .
x0 q uniformly in ε ą 0 and η P R 3 . Let 0 energy be regular as in Definition 3.1. Then uniformly in ε ą 0 and η P R 3 , one has
,1 with some absolute constant C.
Proof. The statements about T ε 1`a re easily obtained from (2.3). The second statement concerning L 1 boundedness follows from the first by duality (note the reversal of the order of the variables). As far as T ὲ is concerned, the first statement is Lemma 3.2, whereas the second follows by duality.
In the sequel, we shall employ the following form of the operators W ε n`a nd W ὲ , introduced by Yajima in [Yaj1] .
Lemma 4.7. Let V be Schwartz. Then for any Schwartz functions f, g and for ε ą 0, n ě 1,
and xW ὲ f, gy " xf, gy´ż
These integrals are to be understood as distributional duality pairings. All our conclusions concerning T ὲ apply equally to T έ .
Proof. By Plancherel's identity
(4.27)
More generally, when n ě 1,
(4.28) with ξ 0 " 0. Then
(4.29)
As far as the wave operators are concerned, we have
as desired.
The first order term in the Born series
We now set out to analyze the operator
introduced in the previous section. From (4.25), for Schwartz functions V and f ,
The Gaussian was introduced to ensure convergence of the η integral. In this section, we will show the existence of the limit in (5.1) and find the kernel.
For future reference, we remark that by (4.27) the kernel associated to W 1`i ś T 1`, i.e.,
where the final equality is formal. Integrating in x 0 , as in (4.25) and (4.26), corresponds to setting ξ 0 " 0 in (4.15) and (4.16).
Lemma 5.1. For any ε ą 0 and all a, x P R one has P.V.
The left-hand side agrees with the inverse distributional Fourier transform of pξà`i εq´1.
Proof. This is a standard residue calculation.
The denominator in (5.1) is |ξ`η|
ξ¨η`iε. Up to a rotation this leads to an integral of the type (5.3).
Lemma 5.2. For any ε ą 0, R ą 0, and ξ P R 3 , ξ ‰ 0, one has
Proof. We first treat the case ξ " p|ξ|, 0, 0q. Then the left-hand side of (5.4) equals
where we used (5.3) in the final equality. Substituting v " as desired. The general case now follows by rotating the coordinate frame.
In the limit R Ñ 8 the right-hand side of (5.4) converges in the sense of distributions to const¨|ξ|´1δ 0 pP
We can now compute the kernel in (5.1).
Lemma 5.3. Assume V is a Schwartz potential. For any ε ě 0 and x, z P R 3 , z ‰ 0, one has
whereẑ " z{|z|.
Proof. By (5.1),
We set Jpξ; ε, R, zq "
as R Ñ 8
whence, writing ξ "´sω, |ω| " 1,
which is (5.6).
Following Yajima, we express the kernel in Lemma 5.3 in terms of the function L which we now define.
Definition 5.1. Let V be a Schwartz potential. Then for any ω P S 2 , r P R Lpr, ωq :"
In particular, from (5.6),
The kernels K In the previous line ω need not be a unit vector.
Corollary 5.4. Assume V is Schwartz. Let S ω :" x´2pω¨xqω be the reflection about the plane ω K . Then for all Schwartz functions f one has
g 1 px, dy, ωqf pS ω x´yq σpdωq (5.14)
where for fixed x P R 3 , ω P S 2 the expression g 1 px,¨, ωq is a measure satisfying
where }¨} M refers to the total variation norm of Borel measures.
Proof. Eq. (5.1) and (5.6) imply that
where ω " trω | r P Ru and H 1 ω is the 1-dimensional Hausdorff measure on the line ω . Then (5.14) holds and
which implies (5.15).
6. Estimating the function Lpr, ωq and the kernel K 1Ǹ
ext, we estimate various norms of Lpr, ωq such as the one in (5.15), in terms of norms of V in the B-spaces from Definition 2.1. Proposition 6.1. Let L be as in Definition 5.1, and V be a Schwartz function. Then, with r P R and ω P S 2 ,
Proof. By Plancherel's identity,
Integrating by parts one obtains ir 2 Lpr, ωq "´ż
When V P 9 B 1 2 we now prove (6.2) by applying the real interpolation method, see Section 2. Begin by partitioning L into dyadic pieces
where χ is a cutoff function such that χpsq " 1 when s ď 1 and χpsq " 0 when s ě 2. When V P L 2 , we can then rewrite (6.4) in the form (using the vector spaces from (2.7)) Lpr, ωq P 9 0 2 pL 2 r,ω q, }Lpr, ωq} 9 0 2 pL 2 r,ω q }V } 2 .
Likewise, (6.5) becomes
Lpr, ωq P 9 1 2 pL 2 r,ω q, }Lpr, ωq} 9 1 2 pL 2 r,ω q }V } |x|´1L 2
By real interpolation, see Lemma 2.2 and (2.8),
}Lpr, ωq} 9 α 1 pL 2 r,ω q }V } 9 B α , for any 0 ă α ă 1. In particular,
}Lpr, ωq} 9 0 1 pL 1 r,ω q }Lpr, ωq} . This establishes (6.2), (6.3) in the range 0 ă α ă 1.
As an immediate corollary we obtain via (5.17), (5.18) that ż
(6.6) from which we deduce via Corollary 5.4 that
In order to bound other terms W n`a s well as the full wave operator we will rely on a certain function algebra framework that is presented in Section 7. This function algebra formalism will need to respect the composition law of Definition 4.3. To motivate the definitions of the function spaces in the following section, we now establish some estimates on the kernel
Lemma 6.2. Let V be a Schwartz function. Then for any 0 ď σ, and uniformly in ε ą 0,
(6.9)
for any v P B 1 2`σ . With f a Schwartz function, define a kernel
with the integral being understood as distributional duality pairing. Then uniformly in ε ą 0,
(6.12)
for any v P B 1 2`σ .
Proof. It suffices to give the proof for the limit ε " 0 since for ε ą 0 an additional exponential decay factor arises, cf. (5.10) and (5.13). So all estimates below cover the case ε ą 0 as well. From (5.11) one has
(6.13)
as we already noted above, cf. (6.6). For the second estimate (6.9) we proceed as follows:
The term involving 1 r|x| 1s is estimated as follows:
by Proposition 6.1. Next,
In the first sum on the right-hand side r dominates, but for the second it does not. Hence, we continue to bound these terms as follows:
as claimed. Finally, we have the relation
In view of (4.15), this corresponds to the kernel K ε 1`a ssociated with the potential f V . So the previous estimates yield (6.11), (6.12).
Note that the proof of (6.12) suffers a loss of a half power in the sense that }v} B 1 appears on the right-hand side instead of }v} . However, since an estimate of the form }K
is false, removing such a loss in the context of the L 2 -based theory seems delicate.
In Section 8 we will make use of the following technical variant of (6.9). While we only need the case γ 1 " γ 2 , we choose this more general formulation to illustrate the distribution of the different weights. Proof. The proof is a variant of the one for the previous lemma. First,
The important feature of (6.17) is that the weights only accumulate on v, but not on V , which is the internal function in K 1`. This is important since the same B-norm then appears in the integral on the left-hand side as on the right-hand side of (6.17), by setting γ 1 " γ 2 . Without this feature the algebra formalism developed in the next two sections would be impossible. We also remark that γ 1 " γ 2 ą 0 is needed in the Wiener theorem, to ensure that conditions (8.27), (8.28) hold. To be specific, γ 1 ą 0 gives the decay in y needed to guarantee the asymptotic vanishing in (8.28).
Function algebras and W ε nǸ
ext, we establish a framework in which as in Definition 4.3 is a bounded operation. This is needed in order to express the relation between T ε 1`a nd T ὲ . The following space is very natural in view of the operators T ε n`f rom the previous sections.
Definition 7.1. We define the Banach space Z of tempered distributions as
with norm
where the sup is the essential supremum. We adjoin the identity I to Z, which corresponds to the kernel T " δ 0 pyqδ 0 px 1´x0 q. The operation on T 1 , T 2 P Z is defined by
Lemma 7.1. Let Z is a Banach algebra under
Moreover,
If, in addition, 0 energy is regular for H "´∆`V in the sense of Definition 3.1, then T ὲ also belongs to Z and
Proof. Z is clearly a Banach space. The expressions in brackets in (7.3) satisfies
whence it is a tempered distribution in R 9 . Therefore, the composition (7.3) is well-defined in Z and
Formula (7.4) is the same as (4.23). That T ε 1`P Z and T ὲ P Z under the 0 energy condition is a restatement of Lemma 4.6. The resolvent identity (3.3) implies that
whence, with e ixη f pxq ": pM η f qpxq,
where˝signifies integration. In view of (7.4) this means
or pI`T ε 1`q pI´T ὲ q " I. The second identity in (7.6) holds because the resolvent identity also implies (7.8) with R 0 and R V reversed:
and so that same argument as before concludes the proof.
The space Z by itself is not sufficient to control the wave operators via Wiener's theorem. This requires other spaces, mainly the algebra Y , to which we now turn. Definition 7.2. Fix some number 1 2 ď σ ă 1, and a function v P B σ which does not vanish a.e. (B σ is the space from Definition 2.1). We introduce the following structures depending on v:
‚ the seminormed space v´1B is defined as v´1B " tf measurable | vpxqf pxq P B σ u with the seminorm }f } v´1B :" }vf } B σ . ‚ Set X x,y :" L 1 y v´1B x . Let Y be the space of three-variable kernels
( 7.12) with norm
We adjoin an identity element to Y , in the form of
While we keep this definition more general with regard to the function v, in our applications below we will set v " V , the potential in H "´∆`V . Since v P B σ , we have
Moreover, L 8 is dense in v´1B. The spaces v´1B and Y depend on σ, but so as not to overload the notation we suppress this dependence. Note that the x 0 -integral in (7.12) is well-defined for any f P L 8 due to T P Z, and that this integration produces a tempered distribution in the variables px 1 , yq. The condition is then that the Schwartz kernel of this distribution satisfies a bound of the form, for all f P L 8 ,
for some finite constant A. We first record some formal properties of these spaces. In what follows, the parameter 1 2 ď σ ă 1 will be kept fixed. In principle we would like to set σ " 1 2 which is optimal. But in order to obtain decay in y for the Y algebra, which is needed in Wiener's theorem in the next section, we require σ ą 1 2 , cf. Lemma 6.3. Lemma 7.2. For any
provided the right-hand side is finite.
Proof. Apply the embedding L 8 ãÑ v´1B and Minkowski's inequality (to pull out the L 1 y norm).
The algebras used in [Bec, BeGo] have the structure of L 1 y convolution algebras, taking values in the bounded operators on some Banach space X, cf. the right-hand side of (7.17). In [Bec, BeGo] it suffices to consider the one-dimensional Fourier transform of R 0 pλ 2`i 0qpx 0 , x 1 q relative to λ, which is a measure supported on the sphere of radius |x 0´x1 | in R 3 . However, because of the phases e˘i x¨η in (7.9), the dependence on η is truly three-dimensional and the Fourier transform of (7.4) relative to η is not a measure.
Lemma 7.3. The spaces in the previous definition possess the following properties: i) Let f P v´1B. Then }f } v´1B " 0, if and only if f " 0 a.e. on the set tv ‰ 0u.
Restricting all functions in v´1B to the set tv ‰ 0u turns v´1B into a Banach space. L 1 XL 8 is dense in v´1B, and so bounded compactly supported functions are dense in v´1B. X where˚denotes convolution relative to y in the distributional sense. iii) For X P X 0 , define the contraction of T P Y by X via pXT qpx, yq :"
Xpx 0 , y 0 qT px 0 , x, y´y 0 q dx 0 dy 0 . (7.18)
Then XT P X x,y and }XT } X ď }T } Y }X} X . The right-hand side of (7.18) is to be interpreted on the Fourier side as
The integral is absolutely convergent, and the inverse Fourier transform relative to η is a tempered distribution. By density of X 0 in X, the contraction XT is well-defined for any X P X. iv) Any T P Y possesses a distributional Fourier transform in the y variablè F y T pηq˘px 0 , x 1 q, and
where BpEq denotes the bounded linear operators on the (semi)normed space E. Moreover,
v) A kernel of the form Spx 0 , x 1 qχpyq where χ P L 1 and S P FY belongs to Y and
More generally, L 1 y FY Ă Y . vi) Let U P FY . Then for any T " T px 0 , x 1 , yq P Y one has pU˝T qpx 0 , x 2 , yq :"
Analogous results hold for T˝U .
Proof. The properties of v´1B follow from simple measure theory, and we skip the details. By (7.15),
and so X 0 embeds continuously into X, and is dense in X. The Z component in (7.13) guarantees that }¨} Y is truly a norm. We further note that Bpv´1B x0 , L 1 y v´1B x1 q is a Banach space provided we restrict both x 0 and x 1 to tv ‰ 0u. Thus, Y is complete relative to both components of the Y -norm.
For iii), one has }pXT qpx, yq} Xx,y "
}Xp¨, y 0 q} v´1B dy 0
( 7.22) as claimed. For iv), first note that T P Y Ă Z has the property that The space Y is by definition the space of kernels T P Z so that the contraction f T for any f P v´1B lies in X, where we define the contraction by (7.12) . This is what Lemma 6.2 expresses for T ε 1`w ith v " V . Corollary 7.4. Let V be Schwartz and apply Definition 7.2 with v " V , the potential. Then for every ε ą 0 we have T ε 1`P Y (where σ P r 1 2 , 1q is arbitrary but fixed) and
Proof. By (7.5) we have sup
which concludes the proof that T ε 1`P Y with given σ P r 1 2 , 1q. By the same proof, Lemma 6.2 evidently allows allows for a stronger conclusion, namely sup
where Y e is the extended (with respect to the norm) space Y . It is defined as above, but using
construction of X and Y above as this would invalidate the condition (9.2), which is crucial for the Wiener theorem. However, once we have applied the Wiener theorem in the larger algebra Y , we are then able to control the L 8 x L 1 y -norm. We now state the algebra property of Y (which also holds for Y e ).
Lemma 7.5. Y defined by (7.12) is a Banach algebra with the operation defined in the ambient algebra Z.
Proof. The fact that is associative (and non-commutative) is clear in Z, and the unit element is given by (7.14). Since Y Ă Z, the same is true in Y . The definitions of X and Y imply that each contraction XT (see (7.18)) is in X and }XT } X }X} X }T } Y . We have
f px 0 qT 1 px 0 , x 1 , y 1 qT 2 px 1 , x 2 , y´y 1 q dx 1 dy 1 dx 0 .
( 7.27) As in the case of (7.18), the y-integral is to be understood in the distributional Fourier sense. Integrating in x 0 , we obtain an expression of the form XT 2 for X P X with }X} X }f } V´1B }T 1 } Y . Then XT 2 belongs to X as stated above and has a norm at most }f
with some absolute constant C. Multiplying the norm by C removes this constant from the previous inequality, and so Y is an algebra under this new norm.
Thus, provided I`T ε 1`i s invertible in Y , hence in Z, its inverse will be I´T ὲ both in Z and in Y , hence we obtain that T ὲ P Y .
Proposition 7.6. Let V be a Schwartz potential. Then T ε n`P Y (where σ P r 1 2 , 1q is arbitrary but fixed) for any n ě 1 and ε ą 0 and
with some absolute constant C. Moreover, for all Schwartz functions f one has
where for fixed x P R 3 , ω P S 2 the expression g ε n px,¨, ωq is a measure satisfying
where }¨} M refers to the total variation norm of Borel measures. Relations (7.29) and (7.30) remain valid if V P B T ε pn´1q`. Corollary 7.4 and Lemma 7.5 imply (7.28) by induction.
From Lemma 4.7, using the contraction formalism from above, and identifying the operator W ε n`w ith its kernel one has W ε n`" p´1q
The notation in the second line contraction of a kernel in Y by an element of X; this follows again by induction starting from W ε 0`" 1 R 3 via (7.18). Strictly speaking, we have so far considered contractions only against Schwartz functions. But 1 R 3 is the limit in the space V´1B of smooth bump functions χp¨{Rq as R Ñ 8 (where χ is smooth compactly supported and χ " 1 on the unit ball). By the boundedness of T ε n`i n Y it follows that the right-hand side of (7.31) is well-defined in Y . Thus, by the first equality sign in (7.31),
We denote the kernel of W ε 1`b y X ε V , where V is the potential. Thus,
By the final equality sign in (7.31),
Here we wrote f ε y 1 px 1 q " W ε pn´1q`p x 1 , y 1 q and we used (6.16). We also assumed that f ε y 1 px 1 q is Schwartz in x 1 to make this calculation rigorous. Later we shall remove this assumption by approximation.
We now invoke the representation from Corollary 5.4. Specifically, by (5.14) there exists g ε 1,f ε y 1 px, dy, ωq so that for every φ P S one has
px, dy, ωqφpS ω x´yq σpdωq (7.35)
where for fixed x P R 3 , ω P S 2 the expression g
px,¨, ωq is a measure satisfying
The expressions in brackets is the kernel we seek, i.e., g n px, dy, ωq :"
This object is a measure in the y-coordinate and we have the representation
g n px, dy, ωqφpS ω x´yq σpdωq (7.39)
as well as the size control uniformly in ε ą 0 ż
by (7.32) as desired. Recall that we assumed that f ε y 1 px 1 q is a Schwartz function.
To remove this assumption, we can make }W can be made as small as we wish whereg ε n px, dy, ωq is the function generated bỹ f ε y 1 px 1 q. Passing to the limit concludes the proof. To remove the assumption that V be a Schwartz function, we approximate V P B . We achieve convergence of of the functions g n by means of (7.30) and of the kernels W ε n`t hemselves by means of (7.32). To be specific, denoting by Ă W ε n`a ndg n the quantities corresponding to the potentialṼ , taking differences yields
If the potential is small, then we can sum the geometric series which arises in the previous proposition and therefore obtain the structure theorem with explicit bounds in that case. For large potentials we now introduce the Wiener formalism.
8. Wiener's theorem and the proof of the structure formula To set the stage for the technique of this section, we first recall the following classical result by Norbert Wiener. It concerns the invertibility problem of δ 0`f in the algebra L 1 pR d q with unit (we formally adjoin δ 0 to L 1 pRq). Here the dimension d ě 1 is arbitrary. Throughout this section, we let χ be a Schwartz function with χpξq " 1 on |ξ| ď 1 andχpξq " 0 on |ξ| ě 2. Then ş χ "χp0q " 1. Further, χ R pxq " R d χpRxq, so that x χ R " p χpR´1ξq. We can further assume that χ is radial.
if and only of 1`f ‰ 0 everywhere. Equivalently, there exists g P L 1 pR d q so that
if and only of 1`f ‰ 0 everywhere on R d . The function g is unique.
Proof. The idea is to find local solutions of (8.1) and then patch them together using a partition of unity to obtain a single function g P L 1 . First, we will find g 0 P L 1 so that (8.1) holds for all |ξ| ě R, R large. We select R ě 1 so large that
In particular, }p1´x χ R qf } 8 ă 1 2 . Set f 0 :" pδ 0´χR q˚f and note that pδ 0`f0 q´1 " δ 0´f0`f0˚f0´f0˚f0˚f0`. . .
By construction, g 0 P L 1 is therefore a solution of (8.1) on |ξ| ě 2R. As a second step, we need to find g 1 P L 1 so that
This will then easily finish the proof. Indeed, let ψ 0 , ψ 1 be Schwartz functions with the property that ψ 1 pξq " 1 if |ξ| ď 2R and ψ 1 pξq " 0 if |ξ| ą 3R. Then set ψ 0 " 1´ψ 1 , and let
solves the full equation (8.1). Indeed, (8.4) and (8.5) imply that
To find g 1 which satisfies (8.5), we solve (8.1) near any ξ 0 P R d with |ξ 0 | ď 3R. As before, we then patch up these local solutions by means of a partition of unity. Define, for any 1 ą ε ą 0,
We first claim that
In fact, one has f˚ω ε,ξ0 pxq´f pξ 0 qω ε,ξ0 pxq "
The right-hand side here tends to 0 as ε Ñ 0 by the Lebesgue dominated convergence theorem, and so (8.7) holds. Therefore, we may take ε small enough such that p1`f pξ 0 qqδ 0`f˚ωε,ξ0´f pξ 0 qω ε,ξ0
is invertible for all ξ 0 P R d (in fact, we only need |ξ 0 | ď 3R). This follows from
|1`f pξ 0 q| ą 0 and so the second term in the bracket of (8.10) satisfies
for ε ą 0 small enough. Fix such an ε ą 0. Then for all ξ 0 P R d ,
where H ξ0 P L 1 , }H ξ0 } 1 ď 1. Let Ω ε,ξ0 be defined as
By construction, Ω ε,ξ0˚ωε,ξ0 " Ω ε,ξ0 . Define
1`f pξ 0 q`pf´f pξ 0 qqz ω ε,ξ0
"´f
1`f pξ 0 qz ω ε,ξ0`pf´f pξ 0 qqz ω ε,ξ0
(8.14)
The fraction in the last line is well-defined since on the support of the numerator the cut-off function in the denominator satisfies z ω ε,ξ0 " 1. In particular, if z Ω ε,ξ0 pξq " 1, then p1`f pξqqp1`x g ξ0 pξqq " 1 (8.15)
In other words, we have solved (8.1) locally near ξ 0 . Covering the ball |ξ| ď 3R by finitely many balls of radius ε{2 and summing up these local solutions by means of a subordinate partition of unity as in (8.6) concludes the proof. To be specific, let tφ j u N j"1 be Schwartz functions so that
x φ j pξq " 1 for all |ξ| ď 3R. Moreover, if x φ j pξq ‰ 0, then z Ω ε,ξj pξq " 1 for some ξ j with |ξ j | ď 3R. Now set
wq if |ξ| ď 3R, and so g 1 P L 1 is a solution of (8.5).
The main goal in this section is to formulate and apply a version of Proposition 8.1 to the algebra Y from Definition 7.2. We noted just below Lemma 7.2 that Y does not have the structure of and L 1 y convolution algebra taking values in the bounded operators on some Banach space. This prevents us from simply citing the abstract Wiener theorems from [Bec, BeGo] . Assuming that 0 energy is regular, we have equation (7.6), viz.
1`q " I This holds in the algebra Z, uniformly in ε ě 0, see Lemma 7.1. This guarantees that pI`T ε 1`q´1 " I´T ὲ in Z. We now wish to show that this relation also holds in Y and this requires a Wiener theorem. For this it is natural that we begin by taking the Fourier transform relative to the variable y of (7.6). T ε 1`w ith ε " 0 refers to the limit ε Ñ 0`. Lemma 8.2. Let V P B 1 2 and assume that 0 energy is regular of H "´∆`V . Then for any η P R 3 , the operator I`y T ε 1`p ηq is invertible in BpL 8 q (the bounded operators on L 8 ) and
Moreover, in BpL 8 q one has the identity
The second term on the right-hand side satisfies
where V´1B is defined with any σ ě 1 2 . In fact, with M 0 as in (3.17),
2 ă σ ă 1, then uniformly in ε ą 0, the map η Þ Ñ y T ε 1`p ηq is uniformly Hölder continuous as a map R 3 Ñ BpV´1B, L 8 q, and therefore also as a map R 3 Ñ FY " BpL 8 q X BpV´1Bq. Quantitatively speaking, one has
where 0 ă ρ " σ´1 2 .
Proof. By equation (3.3)
Let pM η f qpxq " e´i η¨x f pxq. Then by Lemma 4.5,
Passing to the Fourier transform of (7.6) therefore yields 
The first term is passed onto V , whereas the second is absorbed as in (8.24).
To summarize,
which establishes uniform continuity.
We now state the Wiener theorem in the algebra Y . The conditions (8.27), (8.28) in the following proposition are precisely the two properties of L 1 functions that made the proof of the scalar Wiener's theorem above work (here S N denotes N -fold composition of S with itself using , and χ is the function from above). Indeed, (8.3) corresponds to (8.27) with ε " R´1, and (8.28) will allow us to obtain an analogue of (8.7). This is natural, as (8.28) localizes in y and therefore regularizes in η which makes the essential discretization property in η possible, cf. (8.16). Throughout, the standard convolution symbol˚means convolution relative to the y-variable. Finally, the pointwise invertibility condition of the Fourier transform is modeled after Lemma 8.2. Proposition 8.3. Let V P B σ where 1 2 ď σ ă 1, and define the algebra Y with this value of σ. Suppose that S P Y satisfies, for some N ě 1
Assume that I`Ŝpηq has an inverse in BpL 8 q of the form pI`Ŝpηqq´1 " I`U pηq, with U pηq P FY for all η P R 3 , and uniformly so, i.e.,
Finally, assume that η Þ ÑŜpηq is uniformly continuous as a map R 3 Ñ BpL 8 q. Then it follows that I`S is invertible in Y under .
Proof. We need to construct L P Y with the property that
For |η| ě 2R this is the same as pI`p Lpηqq˝pI`Ŝpηq´χpεηqŜpηqq " I with ε " R´1. Taking R so large that
by (8.27), we can write with µ ε :"´δ 0`ε´3 χp¨{εq, 8.32) and the infinite series converges in Y since }µ ε } Y ď 2 and
has the property that (8.30) holds for |η| ě 2R. Note that the scalar convolution does act commutatively relative to , which itself is not commutative (due to the non-commutativity of operator composition). Using the same patching method as in the scalar Wiener theorem above, it suffices to construct a local solution of (8.30) on |η| ď 3R. As in the proof of the scalar Wiener theorem, for any 1 ą ε ą 0, η 0 P R 3 , ω ε,η0 pxq " e iy¨η0 ε 3 χpεyq, z ω ε,η0 pηq " p χpε´1pη´η 0 qq
We claim that
By Lemma 7.3, property ii),
By properties iv) and v) of the same lemma,
To prove the claim, we may therefore assume that Spyq " 0 if |y| ě L for some L, using (8.28). With this in mind, we compute
We begin estimating the }D} Z term in the Y -norm. Thus, 
Then z ω ε,η0 pηq " 1 implies that y L η0 pηq " U pη 0 q`y H η0 pηq`y H η0 pηq˝U pη 0 q " pI`y H η0 pηqq˝pI`U pη 0 qq´I " pI`y H η0 pηqq˝pI`Ŝpη 0 qq´1´I
which further gives pI`y L η0 pηqq˝pI`Ŝpη 0" I`y H η0 pηq for all η near η 0 . Using (8.40) we infer that pI`y L η0 q˝pI`Ŝq " I which solves (8.30) near η 0 . Note that the size of the neighborhood is uniform in η 0 . Using a partition of unity as we did towards the end of the proof of the scalar Wiener theorem, we can patch up these local solutions to a solution on the ball |η| ď 3R. Thus, we have constructed a left inverse, i.e., L P Y with pI`Lq pI`Sq " I
In the same fashion we can construct a right inverse, r L P Y with pI`Sq pI`r Lq " I But then I`L " pI`Lq pI`Sq pI`r Lq " I`r L whence L " r L. So I`S is invertible in Y , as claimed.
The proof of this Wiener theorem implies the following quantitative version, by means of which we can control the norm of the inverse. Proof. Condition (8.31) is precisely (8.46) with ε " ε 0 . Then on |η| ě R " ε´1 0 we obtain a solution L of norm }L} Y 1, see (8.33). In view of (8.36) we have }D} Z ! M´1 1 by (8.48). Setting ε " ε 2 :" cpM 1 L 0 }S} Y q´1 in (8.37) with L " L 0 we obtain }D} BpV´1Bx 0 ,Xx 1 ,y q ε 2 L 0 }S} Y ! M´1 1 if we choose c small. Hence, ε " minpε 1 , ε 2 q ": ε 3 guarantees that }D} Y ! M 1 , uniformly in η 0 P R 3 . This further insures that (8.39) holds, which defines H η0 via (8.38) with }H η0 } Y ď 1. The local inverse L η0 given by (8.44) satisfies }L η0 } Y M 1 .
Patching together these local solutions requires R 3 ε´3 3 choices of η 0 over which we sum up this M 1 bound on L. Together with the solution exterior to the R-ball, the cumulative bound on the global inverse amounts to }L} 1`R 3 ε´3 3 M 1 ε´3 0 pε´3 1`ε´3 2 qM 1 50) as claimed.
9. The proof of Theorem 1.1 and 1.2
We first verify the conditions (8.27), (8.28) for T ε 1`. It is precisely at this point that we need to define the algebra Y using V´1B with σ ą By Lemma 8.2, y T ε 1`p¨q is uniformly continuous as a map R Ñ BpL 8 q, which precisely means that (9.3) vanishes in the limit L Ñ 8. Next, (6.17) and with σ " L´γ}V } B 2σ (9.5) with an absolute implicit constant. In conjunction with (9.3) this proves (9.2).
To prove (9.1) we may therefore assume that T pyq " 0 for |y| ě L, with some large L. Using Lemma 7.2 we estimate › › 1 r|y|ďLs pδ´3χp¨{δq˚S We claim that if N is large enough, then uniformly in ε ą 0,
q ď C|η|´4 (9.7) B 2σ
and the global structure functions is an average of such operators. To be specific, let Hpω, yq :" tx P R 3 : py`2xq¨ω ą 0u. Then by ( }f } X ď ACpV q}f } X .
(9.21)
Passing to the limit ε Ñ 0 in h ε we have hpx, dy, ωq " The claim concerning the variable x ω , and the associated bound (1.4), follow in the same way.
In order to obtain quantitative estimates on the structure function gpx, y, ωq, we verify the conditions of Corollary 8.4. 
which in conjunction with (9.33) implies that 9.34) This shows that after the fact, this norm is also controlled. But it cannot be included in Y to begin with, since this would render the Wiener theorem above inapplicable (as the asymptotic vanishing in y were then to fail in the Y norm). Also note that this does not improve (9.32), since factoring out }V´Ṽ } B σ would require finiteness of the L 1 y L 8
x -norm, which is not attainable.
