We propose a generalization of Verbitsky's global Torelli theorem in the framework of compact Kähler irreducible holomorphically symplectic orbifolds by adapting Huybrechts' proof [12] . As intermediate step needed, we also provide a generalization of the twistor space and the projectivity criterion based on works of Campana [6] and Huybrechts [17] respectively.
can construct the moduli space M Λ of marked (IHS) orbifolds of the Beauville-Bogomolov lattice Λ (see Section 3.4). As in the smooth case, the global period map is defined by:
Moreover, the moduli space M Λ is not Hausdorff, however, we can construct its Hausdorff reduction M Λ (see Corollary 3.19) such that the period map factorizes through:
Then the global Torelli theorem (Corollary 5.9) can be expressed as follows:
Theorem 1.1. Let Λ be a lattice of signature (3, b − 3), with b ≥ 3. Assume that M Λ = ∅ and let M
• Λ be a connected component of M Λ . Then the period map:
is an isomorphism.
To prove this theorem, several basic tools were also generalized such as the projectivity criterion (Theorem 4.1):
• Let X be a primitively symplectic orbifold. There exists a divisor D on X such that q X (D) > 0 if and only if X is projective.
The projectivity criterion is in particular needed to understand the Käher cone of a general (IHS) orbifolds (cf. [15, Proposition 5 .1] and Corollary 5.6). Another important ingredient is the generalization of the twistor space (cf. Section 5.1). Using the fact that orbifolds are locally quotients of smooth open sets by finite automorphism groups, we can generalize the definition of several objects of Riemannian geometry such as metrics or complex structures, etc. Using results of Campana [6] , we can show that for an (IHS)-orbifold X and a Kähler class α on X, we can find a Ricci flat metric g and three complex structures in quaternionic relations I, J and K on X with α = [g(·, I·)]. Then as in the smooth case, the twistor space is the deformation parameterizing the complex structures aI + bJ + cK with (a, b, c) ∈ S 2 . The paper is organized as follows. In Section 2, we provide some reminders and complements as de Rham's theorems and Hodge decomposition for orbifolds. In particular we generalize the HodgeRiemann relation and the Lefschetz (1,1) theorem. Section 3 is dedicated to the construction of the moduli space M Λ of Kähler (IHS) orbifolds. We propose a complete proof which is as simple as possible and as detailed as necessary of the Fujiki relation and local Torelli theorem (Theorem 3.10). The objective is to provide a survey of several ideas in the topic to start the theory on a solid and clear grounds. Also, adapting Huybrechts' proof [15, Theorem 4.3] , we describe the non-separated points of the moduli space in Proposition 3.16. This proposition is applied to provide a Hausdorff reduction of M Λ in Corollary 3.19. Section 4 is dedicated to the proof of the projectivity criterion (Theorem 4.1) which is an adaptation of another proof of Huybrechts ([17] ). Finally, Section 5 adapts Huybrechts' proof of the global Torelli theorem ( [12] ). In particular we propose a genearalization of the twistor space in Section 5. 1 .
an open set of C n , G is a finite automorphism group of V and π : V → U the composition of the quotient map V → V /G with an isomorphism V /G ≃ U . Such a triple (V, G, π) is called a local uniformizing system of x or of U . Notation 2.2. Let X be an orbifold and (V, G, π) a local uniformizing system of an open set U . We denote X * = X Sing X, U * = U Sing U and V * = V π −1 (Sing U ). We will also refer about π as the quotient map. Remark 2.3. Let x ∈ X. Remark from [35, Proposition 6] , that we can always find a neighborhood U of x with a local uniformizing system (V, G, f ) such that for all g ∈ G, Codim Fix g ≥ 2 and so π : V * → U * is an étale cover. From now, local uniformizing systems will always have these properties.
We recall that the quotient singularities are mild (see for instance [4 Proposition 2.4. Let X be an orbifold. Then X is normal, Q-factorial, Cohen-Macaulay, with only rational singularities.
Differential forms on orbifolds
Satake in [36] , defines the differential forms on an orbifold X of dimension n as follows. Let (U i ) be an open cover of X such that each U i admits a local uniformizing system (V i , G i , π i ). We define the sheaf of differential forms of degree d on U i by:
Gi are the differential forms of degree d on V i invariant under the action of G i . Satake in [36] shows that the A d X|Ui can be glue in a sheaf on X that we denote by A d X . The same construction is possible for the holomorphic p-forms and we denote the associated sheaf by Ω p X . Satake in [36] generalizes the de Rham theorems (see [4, Theorem 1.9] for the proof of (iii)).
Theorem 2.5. Let X be a compact orbifold of dimension n and k ∈ {0, ..., 2n}.
induced from (i) is a ring isomorphism where H * (X, R) is endowed with the cup-product and H * dR (X) with the wedge product. Remark 2.6. Let r : X → X be a resolution of an orbifold X. Blache in [4, Section 1.15] proves that the map r * : H * dR (X) → H * dR ( X) can be defined directly using currents on X and moreover that it is an injective map.
We can deduce from Theorem 2.5 the Poincaré duality with rational coefficients.
Corollary 2.7. Let X be a compact orbifold of dimension n and k ∈ {0, ..., 2n}. The cup product provides a perfect pairing:
Proof. First of all, we remark that (ii) and (iii) of Theorem 2.5 provide a perfect pairing given by the cup product with real coefficients:
Moreover from the universal coefficient theorem, we have:
for all l ∈ {0, ..., 2n}. Now consider the natural map provided by the cup product:
From (1) and (2), D X is injective. Then, for a reason of dimension, D X is also surjective.
Remark 2.8. It allows us to generalize the definition of the push-forward map. Let f : Y → X be a continuous map between orbifolds. We can define f * :
. Moreover, the projection formula generalizes as well.
Hodge decomposition of Kähler orbifolds
Definition 2.9. Let X be an orbifold. A form ω ∈ A 2 X (X) is said Kähler if for all local uniformizing system (V, G, π) of an open set U , the form 
(ii) The natural pairing
(iii) Moreover, if r : X → X is a Kähler resolution of singularities of X, r * :
is a morphism of Hodge structures.
We denote as usual H p,q (X) := H q (X, Ω p X ). Let Z be an analytic subset of X of codimension p. We have seen in Section 2.2 that from de Rham's theorems (Theorem 2.5 (i) and (ii)), the class
Proof. We have [Z] ∈ H 2p (X, Q) by Corollary 2.7.
• First case: Z ⊂ Sing X.
Let r : X → X be a resolution of X. We can consider Z ′ the strict transform of Z in X. 
From (iii) of Theorem 2.12, r * (ϕ) is also of type (a, b) = (n − p, n − p). It follows from an argument of dimension that: Z ′ Sing Z ′ r * (ϕ) = 0.
• Second case: Z ⊂ Sing X.
Let j : Y ֒→ X be the inclusion. By definition of the holomorphic forms in Section 2.2, the morphism j
is a morphism of Hodge structures. Let ϕ ∈ H 2n−2p dR (X, C) such that ϕ is of type (a, b) = (n − p, n − p). Using Theorem 2.5, we have:
Since j * is a morphism of Hodge structure, we are back to the first case.
In the case of the Néron-Severi group, we can be more precise and generalize the Lefschetz (1,1) theorem. It will be necessary to deduce the Picard lattice of an irreducible symplectic orbifold from its period (cf. Section 3.3 and 3.4 for the definition of the period map).
Proposition 2.14. Let NS(X) be the Néron-Severi group of X. Then:
To prove this proposition, we will need to consider a resolution of singularities. To obtain a smooth Kähler manifold X, we consider r : X → X a projective resolution of X, it exists by [3, Theorem 13.2]. Hence we have the following diagram: 
From Remark 2.8, we can use the projection formula and look at:
Moreover from the Künneth formula, we can write:
Considering the different push-forwards
we can see that Y k is the class of an analytic subset of X. Moreover:
Since ω is a Kähler class each factors π *
is positive and, since not all of the Y k = 0, at least one is strictly positive. It finishes the proof. Now, we are ready to prove the Lefschetz (1,1) theorem.
Proof of Proposition 2.14. The exact sequence of sheaves:
induces an exact sequence of cohomology groups:
The image of h is the Néron-Severi group. Hence to finish the proof, we have to prove that the following diagram commutes:
where p is the projection and f ⊗C the map induced by f . To prove this commutativity, we consider a projective resolution r : X → X. By Lemma 2.15, X is a Kähler manifold. In particular, it is well known that the diagram (3) replacing X by X commutes:
where α is induced by the map C → O X . Moreover as explained in the proof of [21, Proposition B.2.10], the following diagram commutes:
Thus, the commutativity of Diagram (3) follows from Theorem 2.12 (iii) and the commutativity of Diagrams (5) and (4).
We finish this section by generalizing the Hodge-Riemann relation used in Section 3.3 for calculating the signature of the Beauville-Bogomolov form.
Proposition 2.16. Let ω be a Kähler form on X. We define the Lefschetz operator L :
Moreover we have an equality if and only if α = 0.
Proof. Let ω be a Kähler class on X and ω := r * (ω) + π 2 • j * (H) the Kähler class on X provided by Lemma 2.15. We denote by H p,q (X) p (resp. H p,q ( X) p ) the set of primitive classes associated to ω (resp. ω). Let α ∈ H p,q (X) p , we can see that r * (α) ∈ H p,q ( X) p . Indeed, from Theorem 2.12 (iii), we know that r * is a morphism of Hodge structure. Moreover from the projection formula (see Remark 2.8):
, the projection formula also provides:
where the positivity comes from the Hodge-Riemann relation in the smooth case (see for instance [16, Proposition 3.3.15] ). We conclude by using the injectivity of the map r * (see Remark 2.6).
Remark 2.17. As explained in [37] , with the same method, we can prove the Hard Lefschetz theorem.
3 Moduli space of marked holomorphically symplectic orbifolds 
Stability under deformation
In this section, we want to show that being irreducible or primitively symplectic orbifold is stable under deformation. In particular, it will be an object with promising properties for the construction of a moduli space (cf. Section 3.3). First, we provide some reminders from [10, Section 3].
Definition 3.4. Let X be a compact orbifold. A deformation f : X → S of X is said to be of fixed local analytic type if any point x ∈ X admits a neighborhood U which is isomorphic over
Proposition 3.5 ([10], Lemma 3.3). Let X be a compact orbifold. Let f : X → S be a deformation of X. Assume that Codim Sing X ≥ 3, then f is of fixed local analytic type.
Remark 3.6. This result has been generalized by Namikawa for Q-factorial projective varieties with terminal singularities in [32] .
Corollary 3.7 ([10], Lemma 3.1). Let X be a compact orbifold. Let f : X → S be a deformation of X. Assume that Codim Sing X ≥ 3, then there exists a homeomophism: h : X → X × S. In particular, R i f * K is a constant sheaf on S for any i where K = R or C.
Remark 3.8 ( [10] , Remark 3.4). Let X be a primitively symplectic orbifold. We can construct f : X → Def(X) the Kuranishi deformation of X and we have:
Now, we can provide the following proposition.
Proposition 3.9. Let X be an irreducible (resp. primitively) symplectic orbifold. Let f : X → Def(X) be the Kuranishi deformation of X. We denote by o ∈ Def(X) the point such that X ≃ f −1 (o). There exists a smooth neighborhood U of o in Def(X) such that for all t ∈ U , X t is an irreducible (resp. primitively) symplectic orbifold.
Proof. From Proposition 3.5, f : X → Def(X) is of fixed local analytic type. Hence for all t ∈ Def(X), X t is an orbifold with Codim Sing X t ≥ 4. Moreover, it follows from [10, Lemma 4.2] that X t is irreducible (resp. primitively) symplectic for all t ∈ Def(X). Then we conclude with Theorem 3.3.17 and 3.3.18 of [21] (see also [30, Theorem 2.5] for the smoothness of U ).
Local Torelli theorem and Fujiki formula
We give a proof of the local Torelli theorem and the Fujiki relation in the framework of primitively symplectic orbifolds. I tried to provide, the simplest possible proof with a full statement of the properties of the Beauville-Bogomolov form. In particular, we can remark that proving the local Torelli theorem and the Fujiki formula together brings some simplifications. This proof can be seen more as a survey of several techniques since none of its ideas are really new; they can be found in Fujiki [ Let X be a primitively symplectic orbifold of dimension 2n. Let σ ∈ H 0 (X, Ω 2 X ) with X (σσ) n = 1. Using de Rham theorem, we can define a quadratic form on H 2 (X, C):
Let f : X → U be the deformation of X from Proposition 3.9, where U is an open subset of Def(X) containing o and such that all fibers are primitively symplectic orbifolds. By Corollary 3.7, we have a canonical isomorphism which commutes with the cup-product: u s : H * (X s , C) → H * (X, C) for any s ∈ U . Then we can define the period map:
where σ s is the symplectic holomorphic 2-form on X s .
Theorem 3.10. Let X be a primitively symplectic orbifold of dimension 2n.
•Fujiki Formula: There exists a unique indivisible bilinear integral symmetric form B X ∈ S 2 (H 2 (X, Z)/ tors) ∨ and a unique positive constant c X ∈ Q * + , such that:
(ii) and for
Moreover the signature of B X is (3, b 2 (X) − 3).
•Local Torelli theorem: This section is dedicated to the proof of this theorem. We denote by Q the quadric on P(H 2 (X, C)) defined by q X . The form B X will be the bilinear form associated to q X modulo multiplication by a scalar.
Step 1: p : U → Q is a local isomorphism
The foundation stone was provided by Fujiki in [10] where he shows that p : U → P(H 2 (X, C)) is a local embedding studying its differential [10, Lemma 4.3] . Now, we follow the argument of Beauville in the beginning of the proof of [2, Theorem 5]. Let α ∈ H 2 (X, C); we write α = aσ + ω + bσ, with ω ∈ H 1,1 (X) and a, b ∈ C. We have
On the other hand, we calcule the component of type (2n, 2) of α n+1 . We find
Let σ s be the holomorphic 2-form on X s with Xs (σ s σ s ) n = 1, we also denote
because σ s is of type (2, 0) on X s . For s near enough to 0, we have X α s σ n−1 σ n = 0, so q(α s ) = 0. Then this equality remains true on all U . So p(U ) ⊂ Q. So with a dimension argument (cf. Remark 3.8), we conclude that p : U → Q is a local isomorphism.
Step 2: there exists C ∈ Q * + such that α 2n = Cq(α) n for all α ∈ H 2 (X, C)
Let ω ∈ H 1,1 (X) be a Kähler class. The class σ n−1 is of type (2n−2, 0) so in particular is primitive. It follows from (6) and Proposition 2.16 that:
It follows that Q has rank at least 3 and so is irreducible. Let denote W := α ∈ H 2 (X, C)|α 2n = 0 . From (7), we have p : U → W , as before it is a local embedding and because of a dimension argument, it is a local isomorphism. Since Q is irreducible, it follows that Q ⊂ W . Actually, we can prove that Q = W using the following argument from Bogomolov [5, Lemma 1.9].
Lemma 3.12. Let α ∈ H 2 (X, C) with X α 2n = 0. Then α ∈ Q.
Proof. Assume that X α 2n = 0; let l ∈ H 2 (X, C), X l 2n = 0 and l generic. The latter means that the plane V generated by l, and α intersects the quadric cone Q in H 2 (X, C) in two lines generated by x, z ∈ H 2 (X, C) respectively. The vectors x, z also generate V . We have x n+1 = z n+1 = 0 and therefore (ax + bz) 2n = 2n n a n b n (x n z n ), a, b ∈ C. Since l 2n = 0 we conclude that x n z n = 0 and (ax + bz) 2n = 0 only if either a = 0 or b = 0. Hence α ∈ Q.
Since q n X and X α 2n have the same degree, there exists a constant C such that:
for all α ∈ H 2 (X, C). Moreover, applying (9) to σ + σ, we find that C is a positive rational number. The Fujiki formula (9) can be written in its polarized form:
for all α i ∈ H 2 (X, C).
Step 3: Proof of the local Torelli theorem
For all α ∈ p(U ), we have X α n α n > 0. From (10), we obtain that q X (α + α) = 0 for all α ∈ p(U ). Since q X (σ + σ) > 0, we get that p(U ) ⊂ D. So p : U → D is a local isomorphism.
Step 4: Proof of the properties of B X Now, we prove that the signature of q X is (3, b 2 (X)−3). It remains to show that for all α ∈ H 1,1
with equality if and only if α = 0. From (10), we have:
Hence α ∈ H 1,1 (X) p and by Proposition 2.16, we know that X α 2 ω 2n−2 X ≤ 0 with equality if and only if α = 0. So (11) follows form (8) and (12) .
It remains to prove that there exists a constant t > 0 such that tq X is integral and primitive on H 2 (X, Z). It is enough to show that there exists a constant t > 0 such that tq X is rational on
Since X λ 2(n−1) α 2 ∈ Q and C 2n ∈ Q, taking t = q X (λ) (n−1) solves the problem. To show the uniqueness, we take another form and another constant B Remark 3.14. Remark that we have also seen in this proof that for ω X a Kähler class, we have q X (ω X ) > 0 and for α ∈ H 1,1 (X) such that B X (α, ω X ) = 0, we have q X (α) ≤ 0.
Construction of the moduli space
We are now ready to construct the moduli space of marked primitively symplectic orbifolds; let X be such an orbifold. Let Λ be a nondegenerate lattice of signature (3, b − 3) with b ≥ 3. The group H 2 (X, Z), endowed with the bilinear Beauville-Bogomolov form B X , constitutes a lattice. Assume that H 2 (X, Z) is isometric to Λ. An isometry ϕ : H 2 (X, Z) → Λ is called a marking of X and (X, ϕ) is called a marked primitively symplectic orbifold. We define the moduli space M Λ = {(X, ϕ)} / ∼, where (X, ϕ) ∼ (X ′ , ϕ ′ ) if and only if there exists an isomorphism g :
. As in the smooth case, the local Torelli theorem endows M Λ with a structure of complex manifold.
Corollary 3.15. The local Torelli Theorem allows to endow M Λ with a structure of non-separated complex manifold (the period maps are the coordinate charts). Moreover, the period maps can be glued in a global holomorphic map on all M Λ :
which is a local isomorphism.
It is a natural question to ask what are the non-separated points in M Λ ? Generalizing Huybrechts's ideas [15, Theorem 4.3] , it is not too hard to show that non-separated points correspond to bimeromorphic orbifolds. Proposition 3.16. Let (X, ϕ) and (X ′ , ϕ ′ ) be two non-separated distinct points in M Λ . Then X and X ′ are bimeromorphic and
Lemma 3.17. Let f : X → S be a deformation of X. Then there exists a projective resolution r : X → X such that for all s ∈ S, r | f −1 (s) : X s → X s is a resolution of X s , where f := f • r, X s is the fiber of f over s and X s the fiber of f over s.
Proof. Let x ∈ X , by lemma 3.5, there exists a neighborhood x ∈ U which is isomorphic over
For simplicity in the notation, we denote U x := U ∩ f −1 (x). By [3, Theorem 13.2], we can find a universal resolution r : X → X given by a sequence of blow-ups. The universal properties means that for all x ∈ X , we can find a resolution r x : X x → X x with a commutative diagram:
It follows the desired property. 
Hence X 0 ≃ X and X ′ 0 ≃ X ′ are "non-separated manifolds". We are going to prove that X and X ′ are Kähler manifolds endowed with a unique holomorphic 2-form nondegenerate on a dense open subset. From Lemma 3.17, the resolutions r and r ′ are projective resolutions. So from Lemma 2.15, X and X ′ are Kähler manifolds. Moreover, X and X ′ can be endowed with a holomorphic 2-form by pulling back the holomorphic 2-forms on X and X ′ . By [10, Section 1.7 d)], these holomorphic 2-forms are unique on X and X ′ respectively .
Knowing that X and X ′ are Kähler manifolds endowed with a unique holomorphic 2-form nondegenerate on a dense open subset, we can apply the technique of the proof of [15, Theorem 4.3 ] to X and X ′ . Let t i be a sequence in V converging to 0. As in [15, Theorem 4.3] , the graphs Γ i of the isomorphism g i : X ti → X ′ ti will converge to a cycle
where the component Z defines a bimeromorphic correspondence g : X X ′ and the components Y k do not dominate neither of the two factors. Now, we consider
For simplicity, we denote Z := r 0 × r ′ 0 ( Z) and Y k := r 0 × r ′ 0 ( Y k ) and we obtain:
By Diagram (14), Γ is also the degeneration of the graphs of the isomorphisms g i : X ti → X ′ ti . Moreover, we still have that the components Y k dominate neither X nor X ′ and Z defines the graph a bimeromorphic map g : X X ′ such that the following diagram commutes:
We have proved that X and X ′ are bimeromorphic; now we are going to prove that D ∩ α ⊥ for some 0 = α ∈ Λ. This is equivalent, by definition of the period map, to prove that H 1,1 (X) ∩ H 2 (X, Z) = 0 and also equivalent of having NS X not trivial by Proposition 2.14. We adapt the proof of [12, Proposition 4.7] . We denote by p : Γ → X and p ′ : Γ → X ′ the projections. For the first case, assume that Z is not the graph of an isomorphism. In this case, p ′ : Z → X ′ contracts some spaces. We can find x ∈ X ′ such that V x = p ′−1 (x) is not a point. By Proposition 2.4, an orbifold is always normal, hence dim V x ≥ 1. We are going to prove that there exists x such that V x contains a curve. The projection p ′ defines a bimeromorphic map, we can also consider:
Moreover by Hironaka's theorems, we can find a sequence of blow-ups r :
projective variety. Since p ′−1 provides a holomorphic map:
contains a curve and so does V x . That means that X contains a curve. Thus by Proposition 2.13,
It follows by Theorem 2.12 (ii) and Corollary 2.7 that H 1,1 (X) ∩ H 2 (X, Q) = 0 and so H 1,1 (X) ∩ H 2 (X, Z) = 0. Second case, assume that Z is the graph of an isomorphism. We consider the action of
Moreover by Diagrams (14), Γ is the degeneration of the graphs of the isomorphisms g i :
Since g i is compatible with the markings, the action of [Γ gi ] * is the identity. It follows that Z is the graph of an isomorphism X ≃ X ′ which is compatible with the markings ϕ and ϕ ′ . That means (X, ϕ) = (X ′ , ϕ ′ ). Since (X, ϕ) and (X ′ , ϕ ′ ) were assumed to be distinct, this case can be excluded. Hence one of the Y k maps onto a divisor in X or in
This finishes the proof.
Remark 3.18. Let (X, ϕ) and (X ′ , ϕ ′ ) be two non-separated distinct points in M Λ . We have proved that X and X ′ are bimeromorphic. Actually, we have proved a bit more. From (15), we have seen that we can find a cycle in X × X ′ :
where Z defines a bimeromorphic correspondence between X and X ′ , the components Y k dominate neither X nor X ′ and p 
such that x = (X, ϕ), y = (X ′ , ϕ ′ ) ∈ M Λ map to the same point in M Λ if and only if they are inseparable points of M Λ .
An example of non-separated irreducible symplectic orbifolds
The converse question if two bimeromorphic irreducible symplectic orbifolds will provide nonseparated points in M Λ will not be studied in this paper (see [18, Theorem 2.5] in the smooth case). However, we can provide an example of a pair of non-separated marked irreducible symplectic orbifolds. There exists a theorem in the smooth case about symplectic manifolds related by a Mukai flop ( [13, Theorem 3.4] ), the proof of this theorem is local around the center of the Mukai flop. Hence, when we allow singularities, it generalizes when the center of the Mukai flop and the singular locus do not intersect. Proposition 3.20. Let X and X ′ be two primitively symplectic orbifolds of Beauville-Bogomolov lattice Λ. Assume that X and X ′ are related by a Mukai flop with center P and P ′ respectively such that the singularities of X and X ′ are contained in X P and X ′ P ′ respectively. Then there exist two markings ϕ and ϕ ′ of X and X ′ respectively such that (X, ϕ) and (X ′ , ϕ ′ ) are non-separated points in M Λ .
In [24] , Markushevich and Tikhomirov provide a pair of primitively symplectic orbifolds related by a Mukai flop. The construction starts with a K3 surface S endowed with an anti-symplectic involution i such that the quotient X/i is a del Pezzo surface of degree 2. We endow S with a polarization H which is a pull-back of the anti-canonical bundle of X/i. Then we consider M = M that H * dRc (X) ≃ H * dR (X). Then we call a current T integral, if its de Rham cohomology class is in H * (X, Z). Let us say one word about the weak compactness of sets of currents in the following remark.
Remark 4.2. We can endow the space A n−1,n−1 (X) with a Hermitien product:
with α, β in A n−1,n−1 (X). Hence from the theorem of Banach-Alaoglu the unit ball of the space of continuous linear forms L (A n−1,n−1 (X)) on A n−1,n−1 (X) is weakly compact.
Moreover, there is a simple way to check that a set of positive (1, 1)-currents is bounded. It uses the notion of mass. Let ω be a Kähler form and T be a positive (1, 1)-current. As explained in [7, Section 1] (in particular Proposition 1.14), there exists a positive constant C > 0 such that for all positive (1, 1) currents T :
where T (ω n−1 ) is called the mass of T . The key result for proving Theorem 4.1 is the following. (1) X is Moishezon.
(2) There is an integral Kähler current on X.
Proof of Theorem 4.1
This section is dedicated to the proof of Theorem 4.1. Throughout the section X is a primitively symplectic orbifold.
Let f : X → Def (X) be the Kuranishi deformation of X. By Proposition 3.9 and Theorem 3.10, we can reduce Def (X) to a small neighborhood U of o := f (X) such that X s is Kähler for all s ∈ U and such that the period map p : U → p(U ) is an isomorphism by the local Torelli theorem (Theorem 3.10). Let β ∈ H 4p (X, R), we consider S β the set of s ∈ U such that β is a cohomology class of type (2p, 2p). Then S β is a closed analytic subset of U . Let A ⊂ H * (X, Z) be the set of all integral classes β ∈ H 4p (X, Z) for p ∈ {1, ...n} such that S β is a proper subset of U . Let U ⊂ U be the subset of U given by the points in the complement of ∪ β∈A S β and such that if s ∈ U , X s does not admit any analytic subsets of odd dimension.
Lemma 4.4. The set U is dense in U .
Proof. First U ∪ β∈A S β is dense in U because ∪ β∈A S β is a countable union of proper closed analytic subsets. Now let δ ∈ H 2q (X, Z) with q odd and such that there exists s ∈ U with δ which is the class of an analytic subset of X s . We fix this s ∈ U for the following of the proof.
We consider the following polynomial Q δ (t, σ) = (σ + tσ) 2n−q · δ with σ running on p(U ) and t ∈ R. If δ is the cohomology class of an analytic subset in X z , for some z ∈ U , then, by Proposition 2.13, it is of type (q, q) in H 2q (X z , C); so Q δ (t, p(z)) = 0 for all t ∈ R. To finish our proof, we only need to show that Q δ ≡ 0 on R ×p(U ).
Let ω s be a Kähler class on X s and σ s the holomorphic 2-form. We can choose B X (σ s , σ s ) = 1 and q X (ω s ) = 1. We have ω 2n−q s · δ > 0. Now we consider the class
For ǫ small enough, we have σ ǫ,s ∈ p(U ). Now we consider the polynomial in the variables (t, ǫ):
We have:
Hence R δ (ǫ 2 , ǫ) = 0 for ǫ = 0. So R δ ≡ 0 and then Q δ ≡ 0 on R ×p(U ).
Remark 4.5. The previous lemma could also have been proved using the twistor space (cf. Section 5.1).
In the following a very general point will refer to a point in U as in Lemma 4.4.
Lemma 4.6. If β ∈ H 4p (X, C) is of type (2p, 2p) on all small deformations of X, then there exists a constant c β depending on β such that for all α ∈ H 2 (X, C), one has β · α 2(n−p) = c β q X (α) n−p .
Proof. In the smooth case, this is a corollary of the Local Torelli theorem. In our case, the proof of [14, Theorem 5.12] applies word by word using Theorem 3.10.
We denote by C X the positive cone of X, it is the connected component of
that contains the Kähler cone. The resolution of Lemma 3.17 provides the following commutative diagram:
where π 1 and π 2 are the projections, j is an embedding and N ∈ N. We also denote by r s := r | f −1 (s) and by H the class of a hypersurface in P N .
Lemma 4.7. Let s ∈ U , α ∈ C Xs and t ∈ R * + , then r *
Proof. The proof is very similar to the proof of Lemma 2.15. Let Y be the class of an analytic subset of X s of dimension d. As in Lemma 2.15, we obtain:
where j s := j |Xs and Y k are classes of analytic subsets of X s . Moreover since Y = 0, at least one
Since s is very general, we know that Y k is necessarily of even dimension and the class of an analytic sub-set in X t for all t ∈ U . Since U is an open in Def(X), where X → Def(X) is the Kuranishi deformation (which is complete), Y k is of type (2p, 2p) for all small deformation of X s . Hence from Lemma 4.6, there exists a constant c k such that for all γ ∈ H 2 (X s , C):
Taking γ a Kähler class, it follows from Remark 3.14 that c k > 0. Then taking γ = α, we conclude the proof. Proof. We adapt the proof of [17, Proposition 1] . By Lemma 4.4, U is dense in U . Hence there exists (s i ) i∈N a sequence in U which converges to s. Moreover, α can be approximated by a sequence (α i ) ∈ H 2 (X s , Z) such that α i ∈ C Xs i . By Lemma 4.7, α i := r * si (α i ) + (π 2 • j) * (H) | Xs i is a Kähler class and therefore corresponds to a closed positive (1, 1) current on X si . Remark that all the currents α i can be seen as currents (not necessarily (1,1) ) on X, since by Ehresmann's theorem, there exists a diffeomorphism between X and X si .
From [22] , we can consider ω t a Kähler class on X t depending continously of t ∈ U . Then So X is Moishezon. Since all the singularities of X are rational (cf. Proposition 2.4), we can apply the Namikawa criterion [33, Theorem 6] to prove that X is projective.
Global Torelli theorem

Hyperkähler orbifolds and Twistor space
An object Θ such as a metric, a complex structure, a connection or a curvature is defined on an orbifold X as usual object on the smooth part X * satisfying the following conditions. For all local uniformizing systems (V, G, π) of an open set U ⊂ X, there exists an object Θ on V invariant by the action of G (or commuting with the action of G in the case of Θ being a complex structure) such that Θ |U * is the image of Θ |V * . Campana has shown the following theorem.
Theorem 5.1 ([6], Theorem 4.1). Let X be a compact kähler orbifold with c 1 (X) = 0, and let ω be a Kähler class on X. Then ω is represented by a unique Kähler Ricci-flat metric on X.
Using this result, Campana in [6, Definition 6.5] defined a hyperkähler orbifold as follows. Definition 5.2. A compact orbifold X of dimension 2n is said to be hyperkähler if X * is simply connected and if X admits a Ricci flat Kähler metric g such that its restriction to the smooth part g |X * has holonomy Sp(n). (ii) X is an irreducible symplectic orbifold.
As a consequence, we can generalize the twistor space for irreducible symplectic orbifolds. A positive three-space is a subspace W ⊂ Λ ⊗ R such that q |W is positive definite. For any positive three-space, we define the associated twistor line T W by:
