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ABSTRACT
Application of Artificial Intelligence in Three Phase Unbalanced Smart Power Distribution
Grid
Deepak Tiwari
Electrification of the transportation sector can play an essential role in curbing fossil fuel
scarcity and oil shortages in the world. Electric vehicles (EVs) can significantly reduce CO2 emissions, improve urban pollution. Apart from these advantages of EVs, they may also pose challenges
to the distribution grid. Increasing penetration of EVs puts an extra burden and leads to affect the
grid severely. Load congestions, voltage drops/regulation, overloading are some of the issues that
might incur in the grid because of improper charging of EVs. The uncertain nature of EV owners
makes it very difficult to predict the charging pattern. So the grid operator may face a daunting
task to avoid overloading if huge EVs are charged without following any smart charging management strategies. We propose a framework that allows the EV users to follow a well-coordinated
charging schedule and fulfill various objectives like load variance minimization and social welfare
maximization for both electric utility and EV owners. A proof of concept of distributed resource
allocation for EV charging is implemented using output consensus approach. Microgrids are components of a smart power distribution grid that can operate as a decentralized/localized grid when
disconnected from the main grid. A microgrid can enhance the grid resiliency and provide adequate power to a community or a region in case of grid failure caused by natural disasters or
any other disruptions. We also propose the optimal scheduling model for Distributed Energy Resources (DERs) including an EV charging station and battery energy storage system (BESS) in a
community microgrid. This model also minimizes the cost incurred in operating the DERs, charging station, BESS, and the grid load. Due to the two-way power flow in the smart grid because
of the EVs and distributed energy resources (DERs) involvement, the distribution system operator
(DSO) must provide control protection to equipment and manage the reverse power flow without
violating system constraints. Artificial Intelligence (AI) leads the path for a promising smart grid
future and helps the DSO tackle such challenges. Given the large size of data flow in the smart
grid due to phasor measurement units (PMUs) and smart sensors, AI-based techniques help the
grid operator to manage and analyze such data effectively and improve grid resiliency. Machine

learning can help the grid operator forecast the uncertainty in supply-demand because of the integration of renewable energy sources. For system planning and operation, the utility needs to
perform the load flow analysis in regular intervals to check the different network quantities like
bus voltages, line currents, real and reactive powers to plan for the future in case of hypothetical
critical conditions like system failure or fault analysis. Such load flow analysis can be performed
using different methods, including iterative power flow analysis like the backward forward sweep
method. This dissertation develops an AI-based model for a three-phase unbalanced smart grid
with a range of EV penetration, renewable energy sources like photovoltaic systems (PVs), and
wind energy. We present a trained deep neural network that predicts the branch currents, node
voltages, angles, power losses with very high accuracy. Our trained deep neural networks will replace the need for an iterative-based power flow. The proposed models are validated on American
Electric Power utility feeder models and various IEEE benchmark distribution test feeders.
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CHAPTER 1

Introduction

The current electric grid worldwide is aging and working at more than its capacity in most of the
places. With the increasing participation of distributed energy resources (DERs) like and demand
response, the traditional grid is shaping into the smart grid. DERs such as renewable energy sources
like photovoltaic cell, wind farms, combined heat and power generation (CHP), battery energy
storage system, and electric vehicles, contribute to a more reliable, greener, and a smarter grid.
The smart grid is equipped with two way-communication and more reliable than the traditional
one. The smart grid is decentralized in a sense that it can distribute power to help in balancing
the load, decrease peak loads, and the power outages. The modern power grid needs to be able to
fulfill peak load demand for more time slots which increases the cost and global warming due to the
dependence on non renewable sources. Smart grid uses the smart sensors like phasor measurement
units, smart meters at the consumer end which allows the consumer to interact with the grid and
felicitate better exchange of information. Some of the advantages of a smart grid include [1]:
• Self Healing: Smart grid’s ability to continuously self assess using the smart sensors can
help the grid in self healing and minimize the impacts of blackouts.
• Smart grid allows better integration of small and large scale renewable energy generation.
• The transmission and distribution losses are reduced and thus improving the efficiency of the
smart grid.
• Peak load reduction.
• Advanced control and security measures.
Apart from these, smart grid has a lot of other advantages like reduced pricing for customer and
a low operation costs for utilities. A microgrid is gaining attention to overcome such problem. A
microgrid is a building block of smart grids. The US Department of Energy defined Microgrid as
”a group of interconnected loads and distributed energy resources within clearly defined electrical
boundaries that acts as a single controllable entity concerning the grid. A microgrid can connect
1

and disconnect from the grid to enable it to operate in both grid-connected or island mode” [2].
DERs consist of distributed generation, battery energy storage system, demand response technologies, plays an important role in curtailing peak load, providing ancillary services to the microgrid.
The advancement of smart grid, integration of renewable energy sources to the grid, electric vehicles and charging station, all help the grid to perform demand-side management (DSM) which
eventually reduce the operating cost, power losses, peak shaving, control the global warming and
many more advantages. Renewable energy sources (RES) bring the uncertainty to the microgrid
because of intermittent electricity generation.
The threat of global warming forcing the world to adapt green technologies. The power and
transportation industries are responsible for more than 60 percent of greenhouse gas emissions [3].
The availability, rising prices of fuel, Co2 emissions are amongst the various factors that lead to a
growing number of electric vehicles (EVs). The electric vehicles can be classified into two main
categories: Battery EVs (BEV), Hybrid electric vehicles (HEVs), Plug-in electric vehicles (PEVs).
Plug-in hybrid electric vehicles (PHEVs) are a subset of HEVs which has larger battery storage and
their batteries can be charged at any charging station through the power grid. PHEVs are the other
types of electric vehicles which are catching the attention of researchers. However, it has been
shown in [4] that the significant increment of EVs contribute to grid stress and may create several
problems like overloading, system losses, congestion, voltage regulation. Properly coordinated
charging is necessary to mitigate these issues in the grid [5]. The optimized coordinated charging of
PHEVs would enhance the power system efficiency by playing a major role in reducing uncertainty
due to the use of renewable energy resources, demand-side management, and spinning reserve
services.
Figure 1.1 represents the smart grid with various components. PHEVs can work as a moveable
power source. The batteries of PHEVs can be charged from the grid during the off-peak hours and
can provide the energy deposited in the batteries to the grid during the peak hours. This function
is known as Vehicle to Grid technology (V2G) [6]. In V2G operation, the stored energy is sent
back to the grid. EV can be used as either load or storage or both which makes it an important
agent in grid operations. Choosing a V2G option can enhance the security, reliability of the grid
and can significantly reduce load variance, or maximize load factor which in turn would reduce the
overall cost and hence improve efficiency. V2G implementation is possible only if it’s operated
under some planned strategies and consider the incentives given to the EV owners. The main aim
of V2G operation is to provide optimal charging schedule of EV, also making sure the vehicle
has enough energy before it reaches another charging station. In V2G mode, The control center
receives the signals from the power grid and gives the optimal charging profile for the vehicle. The
charging station also sends the vehicle information like battery type, vehicle model, State of charge
information of the PHEVs, back to the control center. Also, control center must know some key
2

Fig. 1.1 Smart Grid and Components
information like 1) what is the charging starting time 2) what is the charging end time 3) what is
the state of charge (SoC) when vehicle enters the charging station 4) what is the SoC when vehicle
departs from charging post 5) the earliest time when vehicle can start charging. Based on these
points, the control center decides the charging profile for each vehicle at each charging post. Also
vehicle has the option to choose V2G at the charging post.
The charging of EV is done by household outlets or public charging system. Mode 1 slow AC
charging is the most common charging option using the standard household outlets, suitable for
small vehicles. Mode 2 also includes household charging but added with an extra protection circuit.
Whereas mode 3 is the fast charging method for PHEVs, found in big residential apartments and
commercial buildings. Renewable energy sources can be used for charging PHEVs.
As the integration of EV in the grid is increasing, the challenges to optimally charge the EV
becomes more prominent. According to the International Energy Agency, number of EVs on road
may reach upto 19 million by 2030 in USA alone [7]. Charging in a random way or Uncoordinated/uncontrolled charging can affect the load factor and create load variance, higher voltage
drops, and power losses. However, an optimal charging strategy [8]-[9] can minimize the power
losses, reduce the load factor and voltage deviation.
Optimal dispatch of DER can also be very challenging. With the deeper penetration of DERs,
the uncertainties and imbalance in the grid arise because of inconsistent availability of renewable
energy sources, random nature of electric vehicles, and lack of awareness for DR programs. This
can lead to uncertainty in load fulfillment in the distribution system. The optimized scheduling
3

of DERs can help prevent these conditions. Minimizing the cost of charging while finding the
charging and discharging schedule for EVs is another issue. EV owner might not always want to
follow the optimized charging profile for their vehicle so the aggregator has to provide some kind
of incentive to avoid peak load due to uncoordinated charging.
Load flow analysis is the most important study performed by the utility, required in all stages
of the power system. It is performed to compute the steady-state operating values of node voltages,
line currents, angles, and power losses at a given load. A power utility needs to analyze these variables at a regular interval to plan for the future in case of some hypothetical critical conditions like
system failure or fault analysis. With the DERs and EVs involvement into the grid, there is constant need to perform load flow analysis because of the two-dimensional power flow. For example,
the optimal charging strategy for EVs considering Time of Use pricing or Real-Time pricing may
not be viable with the network, which can be checked by performing load flow with constraints.
This applies to optimized dispatching of DER to help the grid in peak hours. Distribution network
constraints need to under limit always. For such reasons, power flow studies are very important.
There are different methods for performing load flow for transmission systems in the grid. However, these methods can not be used for distribution system power flow. The utility may not always
share the exact network due to security and privacy issues.
To provide the solutions of above problems, we have made the following contributions:
• Chapter 2 presents the coordinated charging for EVs to minimize the load variance and hence
reduce the power loss. For EV owners and utility both, we have also formulated our problem
as a social welfare problem and maximized their interests using primal-dual approach. In the
end, we obtain the optimal dispatch for DERs and EV charging station aggregated profile in
a community microgrid to minimize cost of charging.
• Chapter 3 discuss the distributed Resource Allocation (DRA) approach for successful incorporation of a large number of Plug-in Electric Vehicles (PEVs) with the power grid and it is
implemented using the concept of achieving output consensus.
• Chapter 4 proposes different deep learning techniques to predict the power flow in a three
phase unbalanced distribution network. These neural networks can predict the power flow
with very low error in the presence of EVs and rooftop solars in the grid. This proposed
method is tested on IEEE 4 node, IEEE123 node test cases, and American Electric Power
(AEP) feeder model. The results for Radial Basis Function Network (RBFnet), Multi Layer
Perceptron (MLP), and Convolutionary NeuralNetwork (CNN) models are discussed in this
chapter.
• Chapter 5 concludes the dissertation and discusses the future work.
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CHAPTER 2

Optimal Scheduling of Electric Vehicles and Load Flow Analysis

2.1

Introduction

In past few years, due to the increased penetration of Renewable Energy Sources (RES) in the
grid, Distributed Energy Resources (DERs) have attracted a lot of attention. The economic and
environmental benefits are the driving factors behind this surge in DERs which includes renewable
and thermal energy sources. Daily scheduling of DERs which plays an important role in energy
cost reduction is discussed in this chapter. One of the important player in the DER is electric
vehicles (EV). EVs can be of three type mainly, battery electric vehicle (BEV), hybrid electric
vehicle (HEV), and plug in hybrid electric vehicle (PHEV). The simultaneous charging of Electric
Vehicles (EVs) put extra burden on the distribution grid. Load congestion, voltage unbalance, voltage stability and overloading of the transformers are some of the issues that need to be managed
during charging and discharging of the PHEVs. In this chapter, we discuss the optimal charging
scheduling for DERs which consist an electric vehicle charging station (EV-CS) and a battery energy storage system (BESS) in a community microgrid, considering the depth of discharge and
other operational constraints. Smart charging optimization is performed for BESS and EVs in
the charging station aiming to participate in peak shaving. Also, Coordinated charging for load
variance reduction is proposed to mitigate some of the issues mentioned earlier which provides
the optimal charging schedule as well for PHEVs. Amidst the talk of such optimal scheduling of
EVs, the grid operator or utility also need to ensure the EV owner participation. This brings the
EV owner and utility to act together to maximize their profits without affecting the grid from load
congestion, voltage instability, and transformer overloading. We formulate the benefits of utility
and EV owner as a social welfare problem where we maximize the problem taking into account the
generation costs and the battery charging costs. The optimization problem is formulated as a dynamics problem using primal-dual approach. The simulation results are presented to demonstrate
the feasibility of the proposed solution and the optimal energy management during the peak load
for Time of Use (ToU) pricing.
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2.2

Literature Survey

The global carbon emission is contributed mainly by electricity and transportation sector, approximately 65 % of the total carbon dioxide (CO2) in the world [10]. The rising concerns of global
warming, scarcity of fuel, and gas price hike, popularity of electric vehicles is growing day by
day. With the continuous economic growth, the surge in power demand remain one of the crucial
problems in the power grid now a days. The modern power grid need to be able to fulfill peak load
demand for more time slots which increases the cost and global warming due to the dependence
on non renewable sources.
Microgrid is gaining the attention to overcome such problem. A microgrid is a cluster of distributed energy resources (DERs) and interconnected loads which act together as a single entity.
Microgrid can operate with connecting to power grid or as stand alone isolated entity. DER consist
of distributed generation, battery energy storage system, demand response technologies, plays an
important role in curtailing peak load, providing ancialliary services to the microgrid. The advancement of smart grid, integration of renewable energy sources to the grid, electric vehicles and
charging station, all help the grid to perform demand side management (DSM) which eventually
reduce the operating cost, power losses, peak shaving, control the global warming and many more
advantages. With the deeper penetration of DERs, the uncertainties and imbalance in the grid arise
because of inconsistent availability of renewable energy sources, random nature of electric vehicles, and lack of awareness for DR programs. This can lead to uncertainty in load fulfillment in the
distribution system. The optimized scheduling of DERs can help prevent these conditions. In [11],
the author used the particle swarm optimization to optimally schedule the operation duration for
the DERs which maximizes the overall benefits of the customers. [12] formulates the DER coordinated scheduling problem in a smart building using the mixed integer linear programming (MILP)
technique and compare the cost benefit of the end user with and without DER optimization.
Uncoordinated charging of EVs can put distribution grid into risk. Smart/optimal charging
and discharging of EVs to help the grid avoiding peak load, voltage regulation, load congestion,
transformer overloading, have been discussed by many researchers in the past [13, 14]. [15–17]
discussed the optimal charging optimization in a smart parking lot tied with PV, wind, and diesel
RES using Genetic algorithm. The EVs coming to parking lot can supply their energy back to the
station for some incentive by enrolling in DR programs. This phenomenon of EVs working to help
the grid during the peak load duration is known as Vehicle to grid (V2G). [18] points out that DR
can be used as a tool for load shaping during peak load scenario with the EVs. The PHEVs can
be charged through household or public charging system. Mode 1 slow AC charging is the most
common charging option using standard household outlets, suitable for small vehicles. Mode 2
also includes household charging but added with a extra protection circuit. whereas mode 3 is the
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fast charging method for PHEVs, usually available in big residential and commercial buildings.
Studies shows that Dynamic programming [19, 20], mixed integer linear programming [8, 21],
stochastic programming [9],[22],[23], model predictive control [24] have been used for PHEV coordinated charging. Previous research shows that there have been extensive work done towards
optimized parking lot allocation in the network [25]. Considering uncertainty of wind power resources, unit commitment is discussed in [18] to schedule the load and PHEVs to reduce charging
cost [26]. [27] discusses the peak load reduction using the time of use price for controlled charging of PHEVs. Demand response (DR) also plays very vital role in smart/coordinated charging
[28]. Apart from being used as a load, PHEVs can be very useful as a storage during the peak
load scenario. This feature when PHEV helps the grid by giving back the energy to the grid while
maintaining the minimum required charging for the vehicle, is known as Vehicle to grid (V2G)
technology. To enable V2G feature, parking lots will need advanced infrastructure for communication and real time data sharing with the grid [29]. There have been immense research done for
optimal planning and allocation of parking lots in a distribution system, optimizing the capacity
and location [30], [16]. In [15] the optimal sizing and installation of parking lot are done without
considering V2G framework minimizing power loss and voltage regulation. With the V2G mode,
it is safe to consider PHEV as load or energy provider.
Most of the previous researchers have used the centralized mode for smart charging of PHEVs
which involves the aggregator or control center. This aggregator performs the necessary optimization and send the optimized schedule to charging station considering their profit. However,
centralized approach is not well suited for large scale problem considering the communication
congestion caused due to high number of vehicles. To solve this problem, researchers have moved
towards the distributed/decentralized smart charging and demand control. Decentralized optimization techniques have been used for cost minimization, optimal scheduling of PHEVs, and energy
management in power grid. [31],[13] discussed decentralized control for optimal power allocation. They used Karush-Kuhn-Tucker (KKT) conditions of optimality for distributed charging
algorithm but the energy management algorithm considered only generation side and leaving out
demand side. [32] discussed the social welfare maximization problem for household load management considering flexible loads and PHEV. [33] performed such online welfare maximization by
solving the evaluation function of PHEV fleet and minimizing the cost incurred during charging.
They defer the online charging requests if the vehicle owners are high in number at a particular
time slot. [34] talked about the use of distributed primal-dual algorithm for utility maximization
considering real time pricing. However, they do not consider the PHEV.
BESS is another important factor in maintaining the load-generation balance and voltage stability of the system. With the advancement of BESS technologies, the energy storage option is
becoming more popular solution for the microgrid. [35] used the simulated annealing method to
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formulate the optimized scheduling problem for BESS for maximum energy arbitrage revenue.
Same problem is solved using the dynamic programming to optimizes battery sizing and cost minimization in [36]. These studies have not considered the charging station nor different types of
DERs.
In this chapter, we minimize the load variance by optimally charging the EVs. Considering
the utility and EV owners benefits, we maximize the social welfare problem using primal dual
approach. After getting the coordinated charging schedule of EVs, we find the optimal scheduling
for DERs like BESS, distributed generators (DGs), and EV charging station.

2.3

Charging Coordination of Aggregated Electrical Vehicles for Load Variance
Minimization in Distribution System

Minimizing the load variance ultimately maximizes the load factor of the distribution grid and minimize the power losses. This can also be called as peak load shaving or load levelling techniques.
2.3.1

Problem Formulation

In this section, we have considered PHEVs instead of EV as we have considered the everyday
distance for travel limitation as 40 miles. With EVs such distance would not need every day
charging. However, for the remaining parts of this dissertation, we have considered the status of
state of charge (SoC) of the battery for charging. Hence PHEV is replaced by EVs for the sake of
uniformity.
PHEVs ability to store the energy and provide to the grid when it needs most, has become
very important feature. This is known as vehicle to grid (V2G), which is possible with the advance
communication between the grid and PHEV, some necessary hardware installations at the charging
station. V2G helps the smart grid in peak shaving and maintaining the stability for example.
The objective of the optimization problem is to reduce the load variance. The load variance is
minimized for 24 hours.
Whole 24 hours is divided into T number of slots. The objective function to reduce load
variance is formulated as: [37]
"
T
X
1
min
T
t=1

Ht +

N
X

N
X

!2 #
Cht,n + Ht − Mth

(2.1)

n=1

Cht,n ≤ Ht,max , (t = [1∼T ])

n=1
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(2.2)

subjected to
− Chn,min ≤ Cht,n ≤ Chn,max , (t = [Ss ∼Se ]; n = [1∼N ])
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=
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(2.3)

(2.4)

(2.5)

(2.6)

(2.7)

t = Ss + 1, ..Se

The above optimization problem can be formulated to standard quadratic form
1
min( X T HX + f T X)
2

(2.8)

where H=block diagonal matrix of size nT × nT and f = T2 (Ht − Mth [I]1×nT ). Also other
equality and inequality constraints were obtained from constraints.
Quadratic Programming has been used to solve this optimization problem where equation 2.22.8 are the constraints.
2.3.2

Load Flow Analysis

Load flow analysis is important to compute the voltage regulation, power losses, voltages, and
currents in an electrical system. With the increasing penetration of EVs in the grid, urgency to
determine line capacity, reliability, unbalance have risen up. Load flow analysis gives the steady
state operating conditions. An efficient load flow should be able to give solution to the distribution
system of thousands of nodes. In this work, we used backward forward sweep methodology to
perform the load flow analysis, which is one of the deterministic load flow methods. This method
starts with the end voltages which are assumed to calculate node voltages and branch currents in
the network. Difference of this calculated voltages and the rated source voltage should be in limits.
Else forward sweep comes into play where node voltages are computed using the rated voltage and
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previously obtained branch currents [38].

2.4

Optimal Scheduling of EV Charging Station and DERs including BESS in the
Community Microgrid

The goal is to perform the optimal scheduling problem for different types of DERs, scheduling
for BESS with the presence of charging station. We not only aim to find the dispatch/discharging
schedules of DERs, BESS, and EVs but also the charging schedules of BESS and charging station
are optimized. We consider a community microgrid where we assume to have two natural gas fired
generators and two diesel fired generators as DERs, a BESS, and a charging station which help to
reduce the minimizing the operational cost. The optimization problem is formulated as a simple
linear programming (LP) problem and trying to solve it with the MATLAB LP solver. To check
the viability of the proposed framework, we also perform a load flow analysis to find the voltage
profile.
2.4.1

System Model

We consider a community microgrid which has various components like distributed generators
(DGs), BESS, and EV charging station. Figure 2.1 [39] shows the the schematic diagram of community microgrid considered in this work. In this section, we will present the mathematical model
of each entity.
2.4.1.1

Battery Energy Storage System Model

Battery energy storage system (BESS) has emerged as an important technique to improve the energy management in the power grid due to the evolution of batteries of high storage capacity [40,
41]. In order to model optimization problem for charging discharging scheduling, we need to
understand the functioning of BESS operation. BESS can store the energy and discharge it as
whenever grid needs it. BESS play an important role in demand fulfillment and increases the
system efficiency by matching the demand-generation. BESS can make system more reliable by
helping the grid to tackle the unavailability and uncertainty of renewable energy sources. Functioning of BESS depends on state of charge, temperature, and depth of discharge. we have ignored
the effect of temperature on BESS in this work. The energy output of BESS is computed by the
energy stored in two continuous instances [42] and is given by
BESS
BESS
Et+1
= EtBESS + Pjt,ch
ηch ∆t
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(2.9)

Fig. 2.1 Community Microgrid

BESS
Et+1
= EtBESS −

BESS
Pjt,dis
∆t
ηdis

(2.10)

where ηch and ηdis are efficiency of charging and discharging of BESS respectively and j ∈
BESS
[1,B] where B is the number of BESS in the microgrid. When the battery is charging, Pbt,ch
will
BESS
be negative, acting as a load while in case of discharging, Pbt,dis
will be positive and act as a
generator. The Another important constraint in BESS is the limit on state of charge (SoC) of the
battery [28], which is given by
BESS
SoCjmin
≤

BESS
ηch Pjt,ch
T
BESS
≤ SoCjmax
CB

(2.11)

BESS
Pjt,dis
T
BESS
≤ SoCjmax
ηdis CB

(2.12)

BESS
SoCjmin
≤

T is the sample time and CB is the rated energy capacity of battery. Equation 2.11 and 2.12
represents the SoC range for both charging and discharging. In [43], author has considered two
cases for the operational constraints on SoC. The normal case keep the SoC between 30-65 % while
for emergency case SoC is assumed to be 20-80 %. However in this work, we are considering only
emergency case scenario.
24
X

BESS
Pjt,dis
≤ DoDj

(2.13)

t=1

The Depth of Discharge (DoD) is defined as the percentage of battery is drained with respect
to it’s capacity. Equation 2.13 represent the constraint on DoD limit.
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The constraint on energy store in BESS is given by
BESS
BESS
BESS
≤ Emax
≤ Ejt
Emin

2.4.1.2

(2.14)

Electric Vehicle Charging Station

A large scale BESS need a high installation and operational cost. In compare to that EVs can be an
economical way to support grid during peak pricing. When charging EV, it appear as a load.EVs
can be very helpful in providing support to the grid during the peak load scenario by giving their
stored energy back to the grid. This process is called as Vehicle to Grid (V2G) operation. We
considered a charging station for electric vehicles in the community microgrid which was not
included in author’s previous work [28]. [42] considered only grid to vehicle mode of operation
for optimal scheduling of DERs. In this work, we have considered V2G scenario. It is ensured that
all EVs leave with their needs being met when they leave the charging station. so the constraints
for EVs at charging station would be mainly due to the factor of EV battery SoC and charging
power.
SoCrmin ≤ SoCr ≤ SoCrmax

(2.15)

where r ∈ [1, V ], V represents the number of vehicles. Some other constraints based on EV
battery energy capacity, battery energy balance are described as [44]
EV
EV
EV EV
Er,t+1
= Er,t
+ ηch
Pr,t ∆t
EV
EV
Er,t+1
= Er,t
−

EV
∆t
Pr,t
EV
ηdis

(2.16)
(2.17)

∆t here represent the optimization time interval and assumed to be 1 hour.
2.4.1.3

Distributed Energy Resources

The role of distributed energy resources is vital in helping the grid to fulfill load needs in the
system. It makes the grid more reliable and provide ancillary services to grid even during the
peak load scenarios. DERs allow the customers to reduce cost of energy and eventually increases
the profit as with DERs, customers can sell their electricity back to grid and be a part of various
demand response strategies. DERs include mainly distributed generators, EVs, energy storage
system, rooftop PV, wind turbines, demand side management, smart meters with two way flow of
information making the grid smarter. While dealing with DERs in the system, it is important to
know the hosting capacity; what is the correct amount of DER to which system can function within
it’s operating/technical limits.
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Pimin ≤ Pit ≤ Pimax

(2.18)

equation 2.18 formulates the operational constraint on output power from ith DER at t hour.
2.4.2

Optimization problem

The main objective is to find optimal schedule for DERs including BESS and EV charging and discharging schedule. We try to find the optimum dispatch information about the DERs. The objective
function is formulated as Linear programming problem in which we minimize the cost incurred in
operating the DERs, charging station, BESS, and the load supplied by the grid. The optimization
ensures that the DERs dispatched to meet the given system load is the most economical option
available and reduces the cost for each time interval of one hour during the 24 hours time horizon
of optimization duration. The cost function for the system is given by

min(Jt ) =

24
X

N
X

t=1

i=1

+

X
r∈d



ci Pit +

B
X


BESS

cj Pjt,dis

j=1

EV
cr Pr,t



−

X



+ Ct PGt −

B
X
j=1

EV
cr Pr,t

!

BESS

Ct Pjt,ch

(2.19)



r∈s

The charging station operation is divided into two sets of time duration, d shows the time when
EVs are discharging and acting as a load and s contains the charging hours for EVs. During s
hours, charging station act as a load for grid and do not help the grid to match demand generation
gap. so the active power balance in the system is given by
1. when t ∈ d
PGt +
2. when t ∈ s
PGt +

N
X
i=1

j=1

N
X

B
X

i=1

2.5

Pit +

B
X

Pit +

BESS
Pjt,dis
+ PrtEV = Pdt

(2.20)

BESS
Pjt,dis
= Pdt + PrtEV

(2.21)

j=1

Social Welfare problem for Electric Vehicle Charging

We formulated social welfare problem of EV charging as primal dual, convex optimization problem. We also illustrated the effect of ToU pricing on the charging demand with and without energy
management. The load flow analysis is performed to check the viability of the mentioned approach
on the IEEE 34 node test case.
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2.5.1

EV Charging Model

The state of charge (SoC) of battery is defined as ”the percentage of the maximum possible charge
that is present inside a rechargeable battery”. There are several models of SoC being discussed by
the researchers considering the different objective functions for optimal charge scheduling of EVs.
We have considered the simplified charging model [45] for battery of ith EV as
yi (k + 1) = yi (k) +

αi
xi
Bi

(2.22)

where yi (k) is the State of Charge (SoC) of the ith vehicle at k th time step and xi is the charging
demand or charging power (kW) of ith vehicle. αi denotes the charger efficiency and Bi is the
battery size of ith vehicle. The charger efficiency is assumed to be constant. It is evident from
the equation 2.22 that for the higher charging efficiency and/or higher charging demand, the time
taken to charge the battery is less. For k ∈ [0, T ], if yi (T ) = 1, this implies that each battery is
fully charged.
2.5.2

Primal Dual Gradient

The primal dual gradient is used to find the primal and dual solution of an inequality constrained
convex or concave optimization problem. In this part, we are solving the convex optimization
problem through primal dual gradient method. Consider the constrained optimization problem
[46]
minimize
f (x)
n
xi ∈R

subject to Ax = b

(2.23)

hi (x) ≤ 0, i = 1, ....m
for A ∈ Rp×n , x ∈ Rp . here f (x) is a strictly convex and hi (x) is a convex function. The
optimal solution to problem 2.23 is x∗ (the primal dual optimizer) if and only if there exists λ∗ ∈
Rp , µ∗ ∈ Rm such that the following Karush-Kuhn-Tucker (KKT) conditions are satisfied
∗

∇x f (x ) +

m
X

µi ∇x hi (x∗ ) + AT λ∗i = 0

i=1

(2.24)

hi (x∗ ) ≤ 0, µ∗i h∗i (x) = 0
Apply primal dual gradient method to KKT conditions to get the dynamics. Solution to KKT
conditions are the solution of 2.23. So we get the following dynamics
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− τx ẋ = ∇x f (x) +

m
X

µi ∇x hi (x) + AT λi

i=1

(2.25)

τµi µ̇i = hi (x)
τλi λ̇i = Ax − b

where τx , τλ , τµ are positive definite matrices. The above dynamical system 2.25 converges to
the optimal solution x∗ [47]. A version of the proof is reported in [48].
2.5.3

Problem Formulation

The objective is to maximize the social welfare problem considering the operational constraints.
The social welfare problem is formulated as a concave (Ui (xi )) - convex (U (x)) function to maximize the profits of vehicle owner and utility. The social welfare problem [49] is formulated as
maximize
xi ,x

!

N
X

Ui (xi ) − U (x)

i=1

subject to x =

N
X

(2.26)

xi

i=1

xi min ≤ xi ≤ xi max .
Where,
Ui (yi ) = bi − γi [yi (k + 1) − yi (k)]2
is modeled as a charging cost function of the EVs. γi > 0 is the trade-off parameter between cost
and SoC. and
U (q) = ρ1 q 2 + ρ2 q + ρ3
represents the quadratic power allocation formulation for utility. Also, the charging equation is
modeled as [45]
αi
yi (k + 1) = yi (k) + xi
(2.27)
Bi
by replacing these values in equation 2.26, we get
max
|{z}
yi ,q

N

X





bi − γi [yi (k + 1) − yi (k)]2 − ρ1 q 2 + ρ2 q + ρ3



!
(2.28)

i=1

In order to maximize first component of equation 2.24, we need to minimize the cost of battery
charging from vehicle owner’s perspective which is this term γi [yi (k + 1) − yi (k)]2 . Also we try to
minimize the allocated power to avoid peak load from utility’s perspective which is ρ1 q 2 +ρ2 q +ρ3 .
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For the sake of clarity, we have omitted the index k. By further simplification from equation
2.23 and 2.24, we get the objective function as
max
|{z}
xi ,q

N

X

bi − γi

i=1

α

i

Bi

xi

2 



− ρ1 q 2 + ρ2 q + ρ3



!
(2.29)

the term γi represents the trade-off parameter between the cost of charging and comfort of EV
owners. Equation 2.25 can be written as
N
X

minimize
xi ,x



−

bi − γi

i=1

subject to q =

N
X

α

i

Bi

xi

2 



− ρ1 q 2 + ρ2 q + ρ3



!

(2.30)

xi

i=1

xi min ≤ xi ≤ xi max .
Our optimization problem 2.30 is in the structure of constrained optimization problem 2.23. so
the Lagrangian of 2.30 is given by


 α 2  
i
xi
+ ρ1 q 2 + ρ2 q + ρ3 +
L = − bi − γi
Bi
N
X
λ[
xi − q]+ + µi [xi min − xi ]+ + νi [xi − xi max ]+

(2.31)

i=1

The primal dual gradient laws given in 2.25 for the convex optimization problem 2.30 are shown
below
ẋi =



− 2γi

 α 2
i

Bi

xi (k) − λ + µi − νi



(2.32)

q̇ = λ − 2ρ1 q − ρ2

(2.33)

N
X
λ̇ = [
xi − q]+

(2.34)

i=1

µ̇ = [xi min − xi ]+

(2.35)

ν̇ = [xi − xi max ]+

(2.36)

here λ is the cost parameter and µi , νi are the positive definite matrices. Equation 2.30 represents the optimization problem while 2.32-2.36 are the dual functions.
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Fig. 2.2 IEEE 13 Node Test System
The primal dual dynamics converge asymptotically to the solution of optimization problem
2.22.

2.6
2.6.1

Results
Load Variance Minimization

The optimization problem is applied to test on IEEE 13 node distribution system, as shown in figure
2.2. Table 2.1 shows the system data while load data for the test system is given in table 2.2. In table
2.2, last column represents the connection type Y/∆ and nature of load which could be constant
current,voltage or constant load type. The test system is divided into two areas: residential and
commercial. The residential area consist of households while commercial area has small schools,
small size hotels, stand alone retail shop, and medium offices.The load is applied at node 646 and
node 611 in the residential area, while node 634 and 675 is assumed to be in the commercial side.
Load profiles for both the areas are found from [50] for Morgantown, West Virginia as shown in
figure 2.3. We have assumed the number of PHEVs in the node 646 as 150 and at node 611, there
are 115 PHEVs. The commercial area contains 100 PHEVs at 634 and 50 at 675 node. Also the
vehicles in the residential area leave their home at 9:00 AM and come back at 5:00 PM while
vehicles in industrial or commercial area is supposed to be present 24 hours.

17

Table 2.1 System Configuration
Node A

Node B

Length (ft)

Configuration

632

645

500

603

632

633

500

602

633

634

0

XFM-1

645

646

300

603

650

632

2000

601

684

652

800

607

632

671

2000

601

671

684

300

604

671

680

1000

601

671

692

0

Switch

684

611

300

605

692

675

500

606

Table 2.2 Load Data
Node

Ph-1

Ph-1

Ph-2

Ph-2

Ph-3

Ph-3

Load

634

160

110

120

90

120

0

Y-PQ

645

0

0

170

125

0

0

Y-PQ

646

0

0

230

132

0

0

D-Z

652

128

86

0

0

0

0

Y-Z

671

385

220

385

220

385

220

D-PQ

675

485

190

68

60

290

212

Y-PQ

692

0

0

0

0

170

151

D-I

611

0

0

0

0

170

80

Y-I

Lower and upper bound of state of charge for each vehicle is set as 0.2 and 0.8 respectively.
The charging efficiency of each PHEV is set as 0.92. For the sake of simplicity, it is assumed that
all PHEVs are of the same ratings. Weibull distribution is used to predict the distance travelled by
each vehicle.
2.6.1.1

Vehicle to Grid (V2G) Mode

Under V2G mode, PHEV assists the grid to peak load shaving. Figure 2.3 gives the optimized
charging profile for each load in residential and commercial area.
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Fig. 2.3 Load Profile

Fig. 2.4 Charging Profile in Vehicle to Grid Mode
As we can see from figure 2.4, almost all PHEVs can be charged until 9 AM from a nearby
parking station without creating instability to grid. Also some of the PHEVs are able to give the
energy back to the grid for an hour in the day time while for more hours during the evening time
when grid needs it mostly because of the peak loads.
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Fig. 2.5 SOC in Vehicle to Grid Mode
Similarly in the commercial side, the charging profile have been shown. Figure 2.5 presents
the state of charge curves for all the loads. The load variance minimization for each load is shown
in figure 2.8. It is quite evident from the figure 2.8 that load variance is reduced with coordinated
charging. Each figure has plots for residential and commercial areas. Table 2.3 represents the
voltage unbalance at each node during Vehicle to grid optimization.
2.6.1.2

Grid to Vehicle Mode

This mode does not allow the energy to be flown back to grid. The charging profile and state of
charge curve is shown in figure 2.6 and 2.7 respectively. As we can see, during no time PHEVs
able to help grid. Figure 2.9 shows the load variance curve for each node. As we can see, load
variance is not reduced much even with coordinated charging as compared to V2G mode.
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Fig. 2.6 Charging Profile in Grid to Vehicle Mode

Fig. 2.7 SOC in Grid to Vehicle Mode
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(a)

(b)

(c)

(d)

Fig. 2.8 Load Variance Minimization in Vehicle to Grid Mode at (a) Node 646 (b) Node 611 (c)
Node 634 (d) Node 675
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(a)

(b)

(c)

(d)

Fig. 2.9 Load Variance Minimization in Grid to Vehicle Mode at (a) Node 646 (b) Node 611 (c)
Node 634 (d) Node 675
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Table 2.3 Voltage Unbalance at All Nodes
Node
646
611
634
675

Unbalance in Voltage %
0.1744
0.1946
0.0195
0.6113

(a)

(b)

Fig. 2.10 Voltage during Vehicle to Grid Mode at (a) Node 646 - Node 611 (b) Node 634 - Node
675
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Fig. 2.11 24-hour Feeder Load Profile

Fig. 2.12 Market Forecast for 24 hours

2.6.2

Optimal Scheduling of EV-CS and DERs

We have considered a fictitious microgrid based taxonomy distribution feeder developed by PNNL
[51]. The fictitious microgrid is assumed to have two natural gas fired generators, two diesel fired
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Table 2.4 DER Data
DER
Name
DG1

DG2

DG3

DG4

DG5
RL
ST
MG

Type
Natural
Gas Fired
Generators
Diesel
Fired
Generators
Natural
Gas Fired
Generators
Natural
Gas Fired
Generators
Diesel
Fired
Generators
Responsive
Load
BESS
Main Grid

Offers (cents/kWh)

Min kW

Max kW

8.4

100

100

7.9

100

100

9.4

200

200

9.1

150

150

8.3

200

200

15

0

200

12
Market Data

0
0

200
150

generators, an energy storage unit, a responsive load (RL). In addition to this, an EV charging
station is considered as an important entity to construct a community microgrid. The DER cost
data and constraints are shown in table 2.4. The load profile is achieved from the dataset developed
by NREL [52]. Figure 2.11 shows the aggregated 24 hour load profile of a microgrid, used in our
simulations as an input. The other important parameter is electricity prices. We have used a day
ahead forecast market price from ComEd utility. The hourly prices for an average summer day are
shown in figure 2.12. The objective function is modeled as linear programming model and solved
by MATLAB LP solver. Optimum DER dispatch schedule is presented in figure 2.13. As shown
in the figure, we have the optimized schedule of when and how much power these 5 DGs and one
responsive load are going to supply to grid to help it match the demand considering the operational
cost. Each subplot corresponds to the dispatch schedule of each type of DER. When the market
forecast price is low, grid does not seek help from any other resources, instead it matches the load
by itself. During the peak hours 15-19, DERs come to help the grid following their optimized
dispatch schedule. It is quite evident from the figure that DERs and grid together match the system
load.
The BESS charging/discharging is shown in figure 2.14. Until 9th hour, BESS battery has
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Fig. 2.13 Optimal DER Dispatch Schedule
maintained it’s energy constant at 800 kW. During 10-15 hours, BESS continue to discharge amidst
the surge in market prices.
In figure 2.15, we have the forecast load profile of EV charging station and the optimized
charging schedule. The solid line depicts the forecast load profile for EV. When the charging
station has unmet load at a particular hour, we shift the aggregated load demand to next hour
which is shown by dotted line in the figure 2.15. This shifting of load is permissible for maximum
two hours. As we can see from the plot, EV-CS has load of 220 kW at 18:00 hours, while the
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Fig. 2.14 Optimum BESS Charge/Discharge Schedule

Fig. 2.15 Aggregated Optimal Charge/Discharge Schedule for EV Charging Station
grid and DERs are only able to supply 50 kW, the demand is shifted to next hour. At 19:00 hours,
EV-CS has been provided the rest of the power for it’s load.
Figure 2.16 demonstrates the optimized grid schedule to minimize the cost. We can see during
high price periods, grid is providing minimum load while depending on all the DERs.
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Fig. 2.16 Optimum Grid Dispatch Schedule
2.6.3

Social Welfare Maximization for EV Charging

This section presents the simulation results for the proposed primal dual algorithm. In our simulation model, we have considered two cases for two level of penetration of EVs. Each consumer is
assumed to have an EV which needs to be charged. The objective is to minimize the cost incurred
during charging of vehicles and the power allocation during the peak load for profit of energy
provider.
2.6.4

Convergence of Primal Dual Dynamics

Figure 2.17 shows the convergence of the primal dual dynamics which justifies the feasibility of
the solution to the welfare maximization problem. Primal dual gradient solution is only valid if the
optimal values of the solution converges asymptotically. We have considered 100 vehicles for the
study. Figure 2.17 shows the convergence for 10 vehicles. We changed the parameters and showed
the results for 100 vehicles in figure 2.18. It is evident from both the figures that the optimal values
of charging demand converge to its optimal value. This convergence proves that the solution of our
objective function is the optimal solution and satisfying the KKT conditions of optimality.
2.6.4.1

Energy Management

In this section, we discuss the energy management using optimal EV charging. We have considered a Time of Use (ToU) pricing for an average summer day to show the impacts of optimal
charging. Figure 2.19 presents the charging demand in case of energy management and without
energy management (EM) for two vehicles.

29

Fig. 2.17 Control Trajectories for 10 EVs

Fig. 2.18 Control Trajectories for 100 EVs
Although we have considered 100 vehicles, for the sake of clarity, we have shown results for
three vehicles. As shown in figure 2.19, during the peak pricing hours from 11 am to 7 pm,
with the energy management, the vehicle owner reduce their charging power to due to the high
electricity prices. During the non peak hours specifically early morning and late night, the vehicles
charging power found to be increasing in EM scenario as seen in the optimized charging schedules
of vehicles.
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Fig. 2.19 Comparison of Charging Demand with and without Energy Management

Fig. 2.20 IEEE 34 Node Test Case [53]
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Table 2.5 Load Data
Node

Ph-1

Ph-1

Ph-2

Ph-2

Ph-3

Ph-3

Load

844

135

105

135

105

135

105

Y-Z

860

20

16

20

16

20

16

Y-PQ

890

150

75

150

75

150

75

D-I

In the case of without EM, we have omitted the λ dynamics, which indicates the non optimized
charging demand. The trade-off parameter between cost and comfort (γ) would also be very high.
We have assumed the charging efficiency of each EV as 0.92 and battery capacity between 12-15
kWh for all the EVs.
2.6.4.2

Load Flow Analysis

Load flow analysis plays an important role to calculate the node voltages, branch currents, power
losses, and voltage regulation in a power system. Load flow provides the steady state operating
conditions. Figure 2.20 shows the schematic diagram of IEEE 34 node test case, used in this
analysis. Node 844, 860, and 890 represents the 3 charging stations, charging total 100 EVs.
In this section, we have applied load flow to investigate the effects of energy management of
EVs on the node voltages and eventually on the overall system. The load flow is performed after
the optimization is run. The power flow constraints were not included in the our optimization
problem. The optimal charging profile act as a load (as we are considering only grid to vehicle
operation) and was added to the load at the test nodes. The load data at the test nodes is given
in table 2.5. Load flow is carried out using OpenDSS MATLAB COM interface. Figure 2.21
illustrates the voltage profiles at the test nodes. The voltages were compared for the two cases 1)
with energy management and 2) without energy management. It is observed from the figure that
these test node voltages are in the permissible range with the optimized charging load of EVs. This
proves that the optimized solution is feasible with the system.

2.7

Conclusion

The outcome of the load variance optimization produces proper charging profile of PHEV that has
potential to reduce burden on the grid because of the PHEVs integration. This chapter presents
an optimized strategy for optimal charging profile of PHEVs for V2G and Grid to vehicle modes.
This optimized charging profile for each node helps the grid to control the peak load at times.
Considering profits of both utility and EV owners, maximization of social welfare problem was
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Fig. 2.21 Voltage Profile at the Node 860, 844, and 890
solved using primal dual approach. We have formulated a concave-convex optimization problem
with equality constraints.
The optimal scheduling of DERs including the EV charging station, and BESS connected to
a community microgrid considering all the operational limits like active power balance equation,
depth of discharge and state of charge of BESS were computed as well. The optimal dispatch
problem was solved using MATLAB LP solver and considered the operational cost minimization.
The feasibility of our results have been verified by performing the load flow analysis on IEEE 13
node and IEEE 34 node test cases.

33

CHAPTER 3

Vehicle-to-Grid Integration for enhancement of Grid: A Distributed
Resource Allocation Approach

3.1

Introduction

In the future grids, to reduce greenhouse gas emissions Electric Vehicles (EVs) seems to be an important means of transportation. One of the major disadvantages of the future grid is the demandsupply mismatch which can be mitigated by incorporating the EVs into the grid. This chapter
introduces the concept of the Distributed Resource Allocation (DRA) approach for incorporating a
large number of Plug-in EV (PEVs) with the power grid utilizing the concept of achieving output
consensus. The charging/discharging time of all the participating PEVs are separated with respect
to time slots and are considered as strategies. The major aim of this chapter is to obtain a favorable
charging strategy for each grid-connected PEVs in such a way that it satisfies both grid objectives
in terms of load profile smoothening and minimizing of load shifting as well as economic and social interests of vehicle owners i.e. a fair share of the rate of charging for all connected PEVs. The
three-fold contribution of this chapter in smoothening of load profile, load shifting minimization,
and fair charging rate is validated using a representative case study. The results confirm improvement in load profile and also highlight a fair deal in the charging rate for each PEV.

3.2

Literature Survey

In the future smart grids, electric vehicles (EVs) offer more attractive transportation options in
concern with increasing gasoline prices and environmental issues [54][55]. In the case of plug-in
hybrid EVs (PHEVs) for powering the electric motor, batteries are used whereas, in the case of an
internal combustion engine the power is supplied using different fuel such as diesel or gasoline.
The plug-in EVs (PEVs) can be operated in two possible operating modes, one in grid-to-vehicle
(G2V) mode wherein the vehicle uses power from the grid to charge batteries and other in vehicleto-grid (V2G) mode in which the grid receive power by discharging the vehicle’s batteries [56].
The introduction of the V2G concept has captivated curiosity from grid operators as well as PEVs
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owners. However, for realizing the benefits of the V2G concept convenient recharging options and
availability of electricity supplies are mandatory. In the V2G concept, the residual energy of the
EV batteries is generally utilized for facilitating the requirement of grids.
The total charging demand of EVs when integrated into the grid constitutes a significant load.
The total load on grid increases by an average of 18% due to EVs charging and this unpredictable
load lead to the unreliability of the grid [57]-[58]. In [59], the recharging time of EV and its effects
on utilities was studied. The effects of batteries long charging cycle were highlighted by [60]. To
avoid peak load time intervals of load cycles a time-shifted fast charge at night time is proposed
by [61]. Designing appropriate controllers for stabilization of frequency and modeling of PHEVs
with a micro-grid system was studied in [62].
The enhancement of power grid operating conditions such as increasing load factor and reducing power losses by determining the optimal charging profile is claimed by [63]. In [64], an
optimization technique based on a genetic algorithm for maximizing the benefits of EVs batteries
utilization as an energy storage system in the grid was presented. In a V2G market, the authors of
[65] highlighted the modeling of interactions among aggregators and EVs. For charging pattern,
an optimization mechanism to concurrently minimize the total degradation of battery health and
also the total cost of fuel and electricity over a naturalistic drive cycle of 24 hours was derived by
[66].
With the introduction of V2G technology various services with respect to grid like valleyfilling [67], peak shaving [67, 68], compensating reactive power [69, 70], regulation of voltage and
frequency[71, 72], and spinning reserve [73] can be achieved. In view of grid peak shaving, the
power loss of the distribution network reduces, power quality improves, with a probable increase
in the life of transformers. With these improvements, utilities can handle more number of loads
without any further extension in the existing network.
In a centralized approach of energy trading [74],[75] a control center or aggregator is responsible for coordinating the discharging of each EVs to meet the demand of network. This approach
results in a bidirectional flow of power between the PEVs and the aggregator. However, in contrast
to the centralized approach, EVs can decide its own discharging pattern in case of the decentralized
approach[14, 76, 77]. The authors in literature[67, 68, 78–80] highlighted the strategies available
for peak shaving, wherein [68] and [78] a decentralized approach was adopted for PEVs discharging strategies. However, these approaches fail to guarantee the desired peak shaving, and hence
there is a strong need for well-coordinated charging/discharging strategies. The V2G schemes described in [67, 79, 80] supplies the load demand by discharging PEVs into the grid with proper
tracking of the reference line (load demand). The peak shaving achieved in [79] is limited whereas,
in the case of [67, 80] the satisfactory performance of the algorithm is only possible if there is a
high penetration of PEVs. In [81] an algorithm for peak shaving is proposed which provides de35

sired characteristics even at low penetration rates of PEVs. Similarly, [82] designed an algorithm
for the implementation of the V2G concept with the consideration of reactive power management.
Moreover, the authors of [67] and [80] fail to incorporate PEV stochastic nature in terms of mobility leading to inaccurate tracking of the reference line. Furthermore, literature [67, 68, 78,
80] overlooks the requirement of minimum charge required for PEVs to drive back in case of an
emergency.
As described in [14] and [83] for a decentralized approach, the complete system is divided into
small sub-parts, where each small sub-parts based on the information available from the rest of subparts of the complete system solves an optimization problem. One of the methods which utilize
such an approach is the Distributed Resource Allocation (DRA) which uses output consensus. In
DRA, for achieving a desirable global state the sub-parts coordinate with each other and make
decisions based on the information available locally. The authors in [84] and [85] has explored the
DRA approach for PEV integration with the grid, however, the number of PEVs considered is only
six.
In this chapter, the problem of finding the optimal charging strategy of the large number of
PEVs integrated with a microgrid is considered. PEVs are connected to the microgrid for charging
their batteries to the desired capacity. The microgrid supplies power to residential and industrial
regions in addition to the charging of PEVs. The concept of DRA is used to calculate the optimal
charging strategy of each PEV taking into consideration the load profile smoothening of the grid.
A payoff function is formulated for each PEV using smoothening and commitment factors such
that reaching of consensus of payoff function of every PEVs gives us the optimal charging strategy
in terms of objectives of the grid such as load profile smoothening and prevention of load shifting.
The commitment factor is decided by each PEV individually and the smoothening factor is decided
by the utility grid.
The major contributions are as follows:
i) DRA approach is applied to obtain a charging strategy that guarantees smoothening of load
profile considering all PEVs plugged into the microgrid.
ii) By implementing the error variable in the defined payoff function for the DRA approach
gives a fair deal to each PEV with respect to charging rates based on their commitment
factors.
The rest of this chapter is organized as follows: Section 3.3 focuses on the problem statement and
the associated analogies for the DRA approach. Section 3.4 introduces the prerequisite for understanding the load management problem. Section 3.5 presents the features of the DRA approach
considering the output consensus. Section 3.6 highlights the proposed approach application for
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PEV load management. Section 3.7 provides the representative case studies and results to confirm
the claim and Section 3.8 concludes with the possible future extension of the work

3.3

Problem Statement and Analogies

For supplying power to two different types of customers i.e. fixed and transient as shown in figure
3.1 a distribution type of transformer has been considered. The industrial regions and occupational
areas are considered fixed customers and have a load profile which is constant for a long-period of
time. In contrast, PEVs are designated as transient customers and have load profile varying with
respect to time.
In view of electricity demand variation, for different time instants, different payoff functions
are proposed thus there are k time slots for equivalent k different payoff functions and also a PEV
charger can be a single-phase or three-phase. Consider an array A where each element represents
the active power supplied to the customer by the grid at time slot k. The elements of arrays A is
given as follows:
N
X
Ak = ak +
xik /tik
(3.1)
i=1

where ak represents active power supplied by the distribution transformer at k th time slot when no
PEVs are present. Similarly xik represents active power of ith PEV at time slot k.
For the energy population, the proposed analogies can be illustrated in terms of strategies [86].
In short, there are k strategies that depend on the values of k, where each strategy provides a defined
payoff so that individuals can settle on it. As described earlier, fixed customers have strategies
constant over a period of time. However, transient customers have the goal of minimizing their
cost by changing their strategies from time to time and hence described as transient. In order to
satisfy its objectives PEVs if required can discharge their batteries for a certain time period. The
discharged energy of the PEV with help of grid can be supplied to the fixed population and in
return, the part of the payoff for that particular time slots will be provided to defined PEV. This
results in the transient population forcing a fixed population for mitigating to other strategies. Even
though the time changes, the whole population covering all strategies remains the same.
As the grid has imposed different payoff functions for different time slots, it is desired to
compute the energy consumption of each PEV for different time slots in such a way that all the
PEVs act together for providing the grid with several beneficiary services. The beneficiary services
range from grid load profile smoothening and load shifting minimization as well as obtaining the
fair share of charging scheme where each PEV is able to get their rate of charging close to their
expected rate of charging in the defined time frame.
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Fig. 3.1 The connection of Power Grid with the transient and fixed population.

3.4
3.4.1

Preliminaries for DRA approach and barrier function formulation
Graph Theory

The multi-agent system considered here allows the agents to exchange their information using a
communication graph which is modelled with the help of a graph. The triplet C = (S, L, A) is
used for the mathematical representation of the graph. In the graph, the set of nodes is represented
by S = {1, ..., K}, the set of edges connecting the nodes is represented by L ⊆ S × S and A
represents a K × K non-negative matrix. The values of the elements of A are such that akj = 1
for all (k, j) ∈ L, and akj = 0 for all (k, j) ∈
/ L. The agents and communication channels of
the multi-agent system are represented by the nodes and edges of the graph respectively. Hence,
agents k and j are connected and can communicate with each other if and only if (k, j) ∈ L. The
neighbours of node k i.e. all the nodes that can communicate and share information with node k
are represented by Nk = {j ∈ S : (k, j) ∈ L}.
The following assumptions are considered for the graphical modeling of the multi-agent system:
i) akk = 0 ∀k ∈ S i.e. no self-loops are present.
ii) akj = ajk i.e. communication channels are bidierctional.
The matrix L(C) = [lkj ] is the K × K graph Laplacian matrix of C and can be defined as follows:
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lkj =

3.4.2


P

j∈S

akj ,

−a ,
kj

if

k=j

(3.2)

k 6= j

if

System Passivity Structure

The convergence of the DRA algorithm using consensus protocol can be done utilizing the concept
of the passivity framework. The concept of passivity theorem as described in [87] is given as
follows.
A dynamical system can be represented by the state model as follows:
ẋ = f (x, u)

(3.3)

y = h(x, u)
where f : Rn × Rp → Rn is locally Lipschitz, h : Rn × Rp → Rp is continuous, f (0, 0) = 0, and
h(0, 0) = 0. The total number of inputs of the system is equal to the total number of outputs. The
system represented by (3.3) would be passive if there exists a continuously differentiable positive
semidefinite function V (x) (called storage function) such that
uT y ≥ V̇ =

∂V
f (x, u),
∂x

∀(x, u) ∈ Rn × Rp

(3.4)

Moreover, it is said to be
• lossless if uT y = V̇

∀(x, u) ∈ Rn × Rp .

• strictly passive if uT y ≥ V̇ + ψ(x) for some positive definite function ψ, and for ∀(x, u) ∈
Rn × Rp .
3.4.3

Barrier Function Framework

In many practical applications, limited resource availability, system design limitations, etc. impose various restrictions on the state of system. Hence, for the proper operation, it is crucial that
the dynamics evolution (3.3) should be bounded to predefined feasible region of the state space.
Consider constraints in the form of upper and lower bound on the state value x given as (l, m). To
incorporate this constraint, this chapter utilizes barrier formulation β(x) provided in [88].
β(x) =

1
1
+
l−x m−x

The barrier function β(x) has the following properties:
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(3.5)

• β(x) is monotonically increasing continuous function defined in (l, m).
• β(x) → −∞, when x → l.
• β(x) → ∞, when x → m.
Barrier function is considered as the derivative of a convex function which obstructs the control
signal from violating its feasible domain.

3.5

Features of DRA

A multi-agent system of n agents is considered which is connected by a communication network.
The weighted graph C = (S, L, A) is used to characterize this system. The dynamical model of
the system is represented by the following differential equations:

ẋ = f (x)
k
ΓSk :
y = g(x)

(3.6)

k

where the system as a whole is represented as ΓSk , the output of subsystem k is represented by
yk ∈ R and the state of subsystem k is represented by xk . Driving the system to a desired global
state where grid objectives are met is the main objective of all agents as mentioned in Section 3.3
and Section 3.4. However, each agent has only partial information of the system. A situation is
considered where the agent only knows the information of its output and the output of its neighbours i.e., the value of yk and that of yj for all j ∈ Nk is known by the k th agent. The control law
of each agent is formulated by utilizing all the available information which drives their ẋ. This is
shown in the following equation:
ΓC
k : ẋk = uk (yk , yj ), ∀j ∈ Nk
3.5.1

(3.7)

Control Objective

In many applications, the desired global state in a multi-agent system can be achieved by reaching consensus, i.e., all subsystems reaching the same output. Such problems are called output
consensus problems. The definition of output consensus as defined in [88] is:
Definition 3.5.1. Consider the set of subsystems given in (3.6) and (3.7). It can be said that output
consensus is reached if limt→∞ | yk (t) − yj (t) |= 0, for all i, j = 1, ..., n where yk (t) is the output
of the subsystem i at time t.
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In this chapter, output consensus is achieved utilizing the constraint applied to the state variables:
n
X
xik = X
(3.8)
k=1

where the sum of all the state values in the given time frame is represented by X ∈ R. The
electrical energy transferred between the PEVs and the grid is represented by xik and the total
amount of electrical energy required to completely charge the battery of each PEV is represented
by X. The control objective of the multi-agent system can be summarized as follows:
i) Satisfying the constraint (3.8).
ii) Driving (3.6) to output consensus.
3.5.2

Dynamics of Resource Allocation

The desired global state is achieved by designing local control laws u1 , u2 , ..., un to be applied to
the multi-agent system. The proposed DRA dynamic equation is:
uk (yk , yj ) =

X

akj (yj − yk ), ∀k = 1, ..., K and ∀j ∈ Nk

(3.9)

j∈Nk

The constraint (3.8) easily satisfies (3.9) if following conditions are met:
i)

PK

xik (0) = X

ii)

PK

ẋik = 0

3.5.3

k=1

k=1

Convergence to Output Consensus

The multi-agent system represented by (3.6) utilizing the control law (3.7) can be thought of as a
feedback interconnection outlook as displayed in figure 3.2. The proposed DRA dynamical equation (3.9) and its equilibrium point (x∗ ) of the feedback interconnection must satisfy the Statement
1 which is adapted from [88]:
Statement 1: Consider the feedback interconnection shown in figure 3.2 having its equilibrium
point at x∗ and let the steady state output of ΓS be y ∗ = g(x∗ ). If u(yk , yj ) ∀j ∈ Nk is given by
(3.9) and the communication graph C is connected, then yk∗ = yj∗ ∀k, j = 1, ..., K where yk∗ is the
k th element of the vector y ∗ . Using the definition of output consensus problem, Statement 1 states
that if the equilibrium point x∗ is asymptotically stable then the output consensus will be obtained.
To check the stability of x∗ the dynamics of ΓS and ΓC are expressed in error coordinates.
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Fig. 3.2 Representation of (3.6) and (3.7) via feedback interconnection outlook.
The system ΓS is written in error coordinates as,

ė = f e (e )
x
x
S
Γe :
e = g e (e )
y

(3.10)

x

where ex = x − x∗ and ey = y − y ∗ . Also f e (ex ) = f (x) and g e (ex ) = g(x) − g(x∗ ) for all
x ∈ Rn . Since x∗ is an equilibrium point of (3.6), it can be seen that f e (0) = 0, and g e (0) = 0.
Assumption 1 is made on (3.10):
Assumption 1: Consider the dynamical system (3.10). If f e (0) = 0, then ex = 0.
The Assumption 1 guarantees the existence of unique rest points for (3.6). Similarly, the dynamics
of (3.7) that implements (3.9) is also expressed in error coordinates using Laplacian of C as:
ėx = −L(C)ey

(3.11)

Now consider the Statement 2 given in [88] reformulated as:
Statement 2: The multi-agent system expressed in error coordinates given by (3.9) is passive
and lossless from the input ey to the output −ex , if x(0) and x∗ satisfies the resource constraint
P
∗
(3.8), i.e., K
k=1 xk = X and C is connected. The concept of passivity can be explored along with
Statement 2 to validate the stability of equilibrium points of (3.6) as described in [88]. Feedback
interconnection of two passive systems generally results in stable rest points. This property of
passivity is utilized to ensure output consensus is achieved under the configuration as shown in
figure 3.2. The Theorem 2 adapted from [88] is used to summarize the requirements to reach
output consensus.
Theorem 2: Consider the feedback interconnection of system (3.6) and (3.7) having its equilibrium point at x∗ where (8) defines the u(y). Following conditions are assumed:
i) The connectivity of the communication graph C of the system given by (3.7) is assured.
42

ii) The resource constraint (3.8) is satisfied by x∗ and x(0).
iii) Assumption 1 is satisfied by the system (3.6) expressed in error coordinates with respect to
x∗ . Moreover it is strictly passive from the input ex to the output ey with radially unbounded
storage function.
Then (3.6) reaches output consensus.

3.6

Application of DRA for load management of PEV

Based on the proposed DRA dynamical equation (3.6)- (3.7) and properties of output consensus
problem, the application of PEVs inclusion with a microgrid is presented.
3.6.1

Constraints on PEV variables

Following energy constraints are considered in the application of PEV incorporation similar to the
constraints given in [86]
Ki
X
xik = sociK − soci0
(3.12)
k=1

xik

i

≤ soc −

(soci0

+

Ω
X

xiω − xik ),

ω=1

∀Ω = {1, 2, ..., K i }, ∀k = {1, 2, ..., Ω},

xik ≥ soci − (soci0 +

Ω
X

xiω − xik ),

ω=1

(3.13)

(3.14)

∀Ω = {1, 2, ..., K i }, ∀k = {1, 2, ..., Ω},
− tik pi ≤ xik ≤ tik pi ,

∀k = {1, 2, ..., K i }

(3.15)

where soci0 represents initial state of charge (in Watt-hour),sociK is represented as desired state
of charge (in Watt-hour) at the end of time window, tik is the length of k th time step (in hours),
and pi is the nominal power of the charger. Constraint (3.12) is equivalent to the state variable
constraint define by (3.8). Constraints (3.13) and (3.14) defines the accumulated state of charge
at a particular time instant which is restricted to cross upper limit soci as well as lower limit soci .
Constraint (3.15) defines limits of rate of energy consumption and injection by PEV which in turn
depends upon the limits of charger as well as length of time steps.
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The following reactive power constraints are used similar to active power constraints defined
precedingly:
Ki
X
(3.16)
yki + si = 0
k=1

− q ik ≤ yki ≤ q ik ,

∀k = {1, 2, ..., K i },

− Qi ≤ si ≤ Qi

(3.17)
(3.18)

where yki defines total reactive power of charger at each time step, si defines the auxillary slack
variables and available reactive power q ik is defined as
q ik

q
= ± (pi )2 − (xik /tik )2

(3.19)

The total reactive power Qi available in the time window is defined as
i

i

Q =

K q
X

(pi )2 − (xik /tik )2

(3.20)

k=1

Equations (3.16) and (3.18) are defined in such a way that sum of all the absolute values of contributions of reactive power of charger in the time window has to be less or equal to Qi .
i

i

−Q ≤

K
X

yki ≤ Qi

(3.21)

k=1

and the portion of Qi that is redundant in the time window are assigned to the slack variables.
3.6.2

Output Functions Formulation

The payoff function of each time step would be the output function of this particular resource
allocation problem. Payoff functions are defined in such a way that the objectives of both PEVs
owner and grid are met simultaneously. In view of this, a commitment factor µi and a smoothing
factor η are introduced. The commitment factor µi is controllable by the owners of PEV and gives
a level of choice to them i.e. time duration in which PEV battery should be fully charged. The
sudden variation in the profile of active power while transitioning from one time step to next is
monitored by η, the parameter which is controlled by a power grid manager. These factors are
defined as
µ ≤ µi < 1, 0 ≤ η ≤ 1
(3.22)
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Fig. 3.3 Partial information connectivity diagram for a system of three PEVs connected to the grid
with grid providing payoff functions for four time slots.
where 0 < µ < 1 is defined as the minimum allowable limit of commitment. For strategies
corresponding to active power the payoff functions are defined as:
i
fki (xik ) = −(1 − µ)(xik − xi∗
k )/tk − µηAk − µ(1 − η)(2Ak − Ak−1 − Ak+1 ) (3.23)
th
where xi∗
time step and the µ is the
k is the desired charging rate of the PEV owner’s at the k
mean value of all µi .
The total output profiles, as well as the profile of active power, are affected by variation in
the value of µ and η. When µ = 0, then smoothening/flattening objectives are neglected, while
payoff functions give importance to local references of load distribution. When η = 0 and µ > 0,
then importance is given to smoothening objective while flattening objectives are ignored. Lastly,
when η = 1 and µ > 0 then importance is given to flattening objectives while the smoothening
objective is neglected. Thus it can be seen from the above cases that there is direct or indirect
control of these parameters by a utility grid manager. These parameters are used as an agreement
between grid objectives and also social and economic benefits to owners of PEV. For active power
strategies the constraints (3.12)-(3.15) are incorporated in the output function by adding the barrier
function developed in Section 3.4.3 to the payoff function described in (3.23) Thus, for active
power strategies the modified output function is given as:

lki (xik ) = fki (xik ) + β(xik )

(3.24)

xik ∈ (a, b)

(3.25)

For active power strategy:

where
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i

a ∈ max[soc −

(soci0

+

Ω
X

xiω − xik ), −tik pi ]

ω=1
Ω
X

b ∈ min[soci − (soci0 +

xiω − xik ), tik pi ]

(3.26)
(3.27)

ω=1

The working of the barrier function to satisfy the constraints given in (3.12)-(3.15) for active
power strategies can be understood from the example:
Assume the active power strategy xik to be very close to the upper bound. As a result, the
corresponding payoff function value will be higher than that of other function values. This is
because β(xik ) is present in the payoff function, given by (3.5), and is a monotonically increasing
function that tends to +∞ when xik gets closer to the upper bound. ẋik becomes negative (according
to (3.7) and (3.9) when the above condition occurs and therefore the value of xik will decrease and
upper bound is not violated. As a result, it can be ensured that the proposed consensus algorithm
does not generate a charging rate which is not feasible by the PEV batteries which would make the
DRA approach using Consensus protocol not applicable to the present scenario.
3.6.3

Information Connectivity Graph of Proposed Problem

There are K strategies in the PEV power grid incorporation problem. For achieving output consensus as described in Section 3.4.1, the connectivity of the strategies is necessary. The equations
(3.1), and (3.23), governs the connectivity graph of the proposed strategies. An example of the
connectivity graph is shown in figure 3.3 for three PEVs connected to the grid, i.e., i = {1, 2, 3}
and grid providing payoff functions for four time slots i.e., k = {1, 2, 3, 4} where (k, i) represents
the strategy with k th time slot for ith PEV.
The figure 3.4 represents the implementation steps. The procedure initiates by determining
the total number of PEVs involved in load sharing. Parking lot equipped with such charging
functionalities can be one such scenario. Each participating PEV declares its SOC need along with
its tendency do aid load sharing in terms of parameter values µ and η. The owner can decide these
parameters based on various factors such as urgency, total parking period, required SOC, etc. Once
all the parameters are finalized, the output function is calculated for each PEV over every time slot.
Using this output function value each PEV then evaluates its charging and discharging strategies
using the DRA algorithm. This process is repeated until the output consensus is reached.
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Fig. 3.4 Flowchart for implementation of DRA approach in grid profile enhancement using PEVs

3.7

Representative Case study and Results for grid enhancement using PEVs

The representative case study comprises of virtual simulation for a fleet of 40 PEVs over the span
of 24 hours. Every PEV is considered to arrive and depart from the charging station according to
its own preference. Figure 3.5 represents the cumulative load profile and the respective feature is
represented using the black horizontal segments in the start and at the end of every trajectory in
figure 3.6 which denotes the absence of the respective PEV due to late arrival and early departure,
respectively. Moreover, each PEV is assumed to have different charging requirements.
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Fig. 3.5 Cumulative load profiles

Fig. 3.6 PEV charging and discharging profiles
The minimum allowable state of charge SOCdownlimit for every vehicle is bounded within the
band 14kW h to 16kW h while the maximum limit of the batteries SOCuplimit is restricted between
18kW h and 20kW h. The values of the initial SOC SOC0 and desired SOC SOCK for each PEV
is bounded by its respective SOCdownlimit and SOCuplimit . Wherein, the value of SOCK is greater
than the respective PEV’s SOC0 . Moreover, the charger power limit at any given instance is
considered to be 3kW . In figure 3.5, a comparison is provided between the DRA approach and
constant rate approach wherein the PEVs are continuously charged at a constant rate. The load
profile in yellow specifies the outcome of the DRA implementation whereas the load profile in red
represents the outcome of the application of a constant rate approach.
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Fig. 3.7 Charging strategies for different PEVs
The overall sedentary population in the absence of PEVs over the duration of 24 hours is
represented by the blue color graph represents. In the approach with the constant charging rate,
the discharging capability of batteries is not utilized. Compared to the respective implementation
result yellow the graph depicting the result of the DRA approach is smooth and flat. This approach
not only charges but also discharges the PEV batteries to provide ancillary support to the grid.
In figure 3.6, it can be seen that not every trajectory is monotonous, the random troughs in the
individual trajectory represent the process of battery discharging to share the high demand of the
sedentary population, similarly, crest region represents the charging process of PEVs when the
cumulative load on the grid is below average. The convergence of this approach is represented
in figure 3.7. In this, each line corresponds to the particular time slot, i.e. the total number of
trajectories in figure 3.7 is equal to 24.
3.7.1

Importance of design parameters µ and η

The traditional way of charging with approximately constant charging rate results into the additive
load at each time step as shown in figure 3.5 red graph. This approach is referred to as customercentric implementation because in this no adjustments in the charging process are introduced to
have smooth load variations over time. On the other hand, with the DRA methodology, it is possible
to adjust charging behavior to have trade-off among the customer-centric implementation and grid
assisting implementation. The careful selection of design parameter µ and η within the constraints
(3.22) can provide different grid assessing implementation approaches while satisfying end-user
requirements. Figure 3.8 shows one such implementation scenario.
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Fig. 3.8 Variation in design parameters

Fig. 3.9 Effect of number of PEVs
Here, the yellow line represents the load profile after implementation of the DRA approach in
which the flattening objective is maximized. On the other hand, the violet line represents DRA
implementation in which the smoothening objective is preferred.
3.7.2

Effect of number of interacting PEVs

The DRA exploits the availability of the total time period along with the lower and upper constraints of individual PEVs which allows PEV to not only be a power sink but also a power source.
However, in comparison to the overall power grid load profile, the individual PEV contribution is
minuscule due to the comparatively low operational band of SOCdownlimit and SOCuplimit . However, the number of participating PEVs increased their combined contribution can be quantified. In
figure 3.9 each plot corresponds to a different number of interacting PEVs aiding the power grid
by constructing a smooth and flat load profile. In this case the value of design parameters µ and
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η is assumed to be 0.5 each. It is evident from (3.1) that as the number of PEVs increases, one
obtained a comparatively more smooth and flat grid load profile.

3.8

Conclusions

In this chapter, the incorporation of PEVs into the grid for overcoming the problem of demandsupply mismatch is addressed. We proposed an output consensus which is an application of DRA
for managing distributed integral load of PEVs connected to the power grid. The concept of DRA
and passivity approach is feasible for providing active power load and load shifting minimization
through a fair scheme of PEV charging. The representative case study results highlight the effectiveness of the proposed approach in grid supply smoothening as well as confirms the desired
performance in load management of PEV. The future aim is to conduct a case study considering
variation in performance parameters of PEVs participating in grid enhancement activities.
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CHAPTER 4

Power Flow Analysis using Deep Learning Techniques in a Three Phase
Unbalanced Distribution Network

4.1

Introduction

Load flow (LF) analysis is the most important study performed by utility, required in all stages
of power system, especially in operation and planning. Some of the load flow techniques used in
Transmission systems like Newton Raphson, Gauss-Seidel can not be applied to Distribution systems. Such load flow analysis can be performed using different methods, including iterative power
flow analysis. Some of the main iterative power flow methods are backward forward sweep, ladder
network, ratio flow methods and few others. To identify the problematic area in the distribution
grid and predicting flows based on limited network measurements several traditional algorithms are
developed and well documented in the literature. These traditional methods are model based and
requires network detailed information. Backbone of these methods are the traditional power flow
algorithms. Also, most distribution network states are not available through measurements which
gives limited observability of the network and because of that network issues are not identifiable.
But advancement in database and deep learning methods made possible predicting unmeasured
state utilizing time series data even with limited measurements. In this chapter, we are utilizing
deep neural network and its several architecture as a first step to perform three phase unbalanced
power flow utilizing offline planning data. For problems containing huge data, deep learning is
best suited than traditional neural networks. We have formulated this problem as multi output regression model where two or more output values are predicted based on input. The training and
testing data is generated through OpenDSS MATLAB COM interface. The training data is given
to neural network (NN) model to train the model. After generating the training dataset, neural
network model predict the result for test input data. This proposed method is tested on IEEE 4
node, IEEE 123 node test feeders, and American Electric Power (AEP) feeder model. The results
for Radial Basis Function Network (RBFnet), Multi Layer Perceptron (MLP), and Convolutionary Neural Network (CNN) models are discussed in this chapter. The results demonstrate that all
the three neural networks predict the load flow quantities with higher accuracy. We also extend
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Fig. 4.1 Relation Between Machine Learning and Data Science
this work to predict the power flow for some ”unseen” events by the grid operator such as Topology change which is a phenomenon caused by extreme weather events, faults. Also, we integrate
renewable energy resources into the grid and predict the power flow values using CNN model.

4.2

Literature Survey

Load flow analysis is performed to compute the steady-state operating values of node voltages,
line currents, angles, and power losses at a given load. A power utility needs to analyze these variables at a regular interval in order to plan for future in case of some hypothetical critical conditions
like system failure or fault analysis. Other important application of load flow analysis is to plan
and help in expanding the existing power system. The distribution system is facing extraordinary
changes due to addition of distributed energy resources (DERs) like electric vehicles (EVs), wind,
solar, distributed generators (DGs), and storage. DERs add to the system challenges like variability, uncertainty in control, infrastructure, and operation of the grid. For such new power system,
performing power flow is very important to know the effects of induction of different entities into
the grid.
Figure 4.1 depict the interconnection between the different approaches of artificial intelligence
(AI) and data science. Machine learning (ML) is one of the subsets of AI where machine learns the
objective by accessing the historical data. In ML, programmers do not need to explicitly write the
instructions on what action to perform using the data, instead machine acts on the new data using
learned pattern from historical data. Deep learning (DL) on the other hand is a subset of machine
learning with higher accuracy than other ML methods, uses a larger dataset, and a more complex
neural network.
Machine learning (ML) has numerous application in power system data analytics, load forecasting, renewable like wind, solar forecasting, state estimation, fault detection, grid security analysis,
and power flow study. Some recent developments in machine learning (especially deep learning)
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plays major role in tackling the increasing burden on the smart power grid due to the uncertainty of
distributed energy resources (DERs). One of the most important application is the power flow analysis as utilities need to perform this to analyze the steady-state condition of the network. Different
methodologies of machine learning have been used to perform the load flow. [89] investigates the
inverse power flow using machine learning models. They compare the results of support vector
regression (SVR) and neural network (NN) models. Artificial neural network (ANN) has been
used to perform load flow in the Western Systems Coordinating Council (WECC) 9 bus system in
[90]. ANN is a machine learning technique which is a standard neural network with one input and
output layer and just one hidden layer. In this paper, the author uses a small number of input and
output neurons. ANN has also been used to short term load forecasting in [91–93], where previous
load history has not been used in the NN model to predict the load. [94] proposed a support vector
machine (SVM) is another approach of ML for load forecasting, where the computation time becomes the problem when solving a large scale problem. Also, using SVM for such applications,
selection of kernel function is difficult.
[95, 96] discuss the short term load forecasting using deep neural network where the author
showed that the load forecasting accuracy is enhanced by using DNN. Deep neural network (DNN)
or deep learning (DL) is another approach of machine learning. DL is applied in several industrial
applications especially image recognition, prediction, audio recognition and many more. DL is
an ANN with many hidden layers where consecutive layers are connected with each other but the
neurons in the same layer are not connected. With the advancement of smart grid, smart buildings
are also emerging to be one of the important factors in green ecosystem. The interconnection of
smart grid and green building can cause the power to flow in both directions. In such case, it is
very important to know the energy consumption prediction for a large time period. Based on this
building level prediction, DERs can be used optimally. [97] proposed supervised and unsupervised
energy consumption prediction of industrial and commercial buildings. This is helpful for building
owners to plan out the energy consumption over the time.
With the advancement in deep learning, it is proven to be important in solving data-driven
problems in power system. In data-driven power system, the main challenge is to protect the
network from the data attacks. In ML approaches, a hacker can attack the input data and add some
malicious measurements which can compromise the performance of the model, even if it does not
have access to the ML model. [98] presents a review on the vulnerability and security of the power
system because of machine learning approaches, where they showcased the attack on classifiers
and getting false voltage signals. Power system restoration is another important area where deep
learning has been used quite extensively. Fault diagnosis using deep learning for power fault
diagnosis has been discussed in [99, 100]. The input data is collected from SCADA measurements.
Results were compared for back propagation and deep learning neural network. [101] proposed
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a convolutional neural network classifier for real-time fault localization in electric grid. They
use the 4 kernels of 5 by 1 with stride 1 and vector data received from phasor measurement unit
(PMU). However, they do not identify the exact location of the fault point. Results were improved
compared to [99]. Fault localization is performed for different types of fault and different level
of unobservable data. For such unobservable distribution system, [102] proposed state estimation
using deep learning. Unobservability arises when sensor data is missing or sensor is at fault or
not placed correctly. Bad data were detected and removed before the state estimation. Because
of unobservability, some of the prominent network problems are not identifiable. In this work, we
are using deep neural network architecture like CNN to predict the power flow by utilizing the
available data.
The load flow for distribution system is very complex and traditional iteration based methods
may not provide accurate results. In this chapter, we aim to present a trained neural network which
predicts the branch currents, node voltages, and voltage and current angles, with high accuracy.
Many traditional iterative based power flow methods for distribution system take a lot of time to
perform load flow for a large grid and do not converge well for unbalanced system. Also, with
two way power flow due to renewable energy sources, demand response, AMIs in smart grid, these
traditional method will need a lot of modifications. We propose to replace these traditional iterative
based load flow techniques with our trained neural networks. In this work, we present a trained
neural network which predicts the branch currents, node voltages, angles, power losses with high
accuracy. Sharing the actual model may put the network in danger from malicious attackers. Due
to security issues, utilities do not share exact model of distribution system. Our trained deep neural
networks can also be used to replace the conventional test cases provided by utilities for research
purposes.
We used Radial basis function (RBF) model, multi layer perceptron (MLP), and CNN. RBF
network consists of only three layers: the input, hidden, and output layers, popular network in
artificial neural network. RBF uses the feedforward propagation. The hidden layer received the
input data using a non linear function. The output from RBF takes less time in computation as there
is only one hidden layer and activation function in hidden layer calculates the Euclidean distance
between the centroid and the input value. MLP network uses the back propagation. MLP is
modeled as an interconnected sets of input, hidden, and output layers. MLP model is developed in
TensorFlow for our problem. TensorFlow is an open source software library developed by Google.
Deep learning, with more number of hidden layers than an ordinary neural network, learns the
patterns in available data, used to predict the output.
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4.3

Distribution Power Flow

Power flow for distribution system is different than transmission system power flow due to the
factors such as:
• High R/X ratio of feeders
• Radial network
• Unbalanced load
Load flow techniques for transmission system like Gauss-Siedel, Newton-Raphson are not efficient
and do not converge to the solution for radial distribution system [103]. The forward-backward
sweep (FBS) method is one of the most commonly used distribution system power flow (DSLF)
methods [104].
Vi+1 = Ak Vinew − Bk Ii+1
)
Vi = ak Vi+1 + bk Ii+1

Backward Sweep

(4.1)

Forward Sweep

(4.2)

Ii = dk Ii+1
Equations 4.1 and 4.2 show the backward and forward sweep for a component in the distribution systems, where ak , bk , and dk represent the a, b,and d matrix for k th component of the
system (line, transformer, voltage regulators). The detailed model for Forward backward sweep is
mentioned in Table 4.1 for various components. Fast decoupled power flow method is also used
for radial distribution power flow [105]. [106] uses bus-injection to branch-current (BIBC) matrix
and branch-current to bus-voltage (BCBV) matrix to solve bus voltages iteratively. In this work,
we have used an electric power distribution system simulator known as OpenDSS to perform load
flow and generate training and testing data (explained in later section). OpenDSS uses the solution
of nonlinear admittance equation to analyze the load flow as mentioned [107]: I(V ) = Ysystem V
where I is the injection currents from power conversion elements such as load, PV, storage, and
Generators in the circuit and Ysystem is the admittance matrix of the system. The solution of this
equation found to work well for the distribution network if the initial voltage is close to the final
solution.

4.4

Data Analysis

In this section, we discuss the characterization of data. The comparison between big data and large
data is also analyzed here.
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Table 4.1 FBS summary [108]
Component
Overhead Lines/
Underground cables
Three Phase
Transformer
Switch
Capacitor

Vinew

Backward Sweep
= Vspec − ZIi for first calculation

Vi+1 = At Vinew − Bt Ii+1
Vinew = KVspec
Vi+1 = KVinew
Ziph−n =
Ziph−ph =

|Viph−n |2

,ICiph−n =

Siph−n∗
|Viph−ph |2
Siph−ph∗

Distributed Load

4.4.1

Delta Connected

Wye



Const PQ

ILph
i =

Const Z

Ziph−n =

Const I

Wye Connected

Ziph−n
V ph−ph
,ICiph−ph = Ziph−ph
i

Load Type
Load

Viph−n

Forward Sweep
Vi = Vi+1 + ZIi+1
Ii = dt Ii+1
Vi = at Vi+1 + bt Ii+1
Ii = dt Ii+1
Vi = KVi+1
Ii = KIi+1

∗
Siph−n
Viph−n
|Viph−n |2
Siph−n∗
Viph−n
Ziph−n



ILph
i =

Delta
 ph−ph ∗

Ziph−ph =

Si

Viph−ph
|Viph−ph |2

ILph−n
=
i

ILiph−ph =

ILph−n
= |ILph−n
|∗
i
i

Ziph−ph =

∠δiph−n − θiph−n

ICiph−ph =

Siph−ph∗
Viph−ph

Ziph−ph
|Viph−ph |2
Siph−ph∗
Viph−ph
Ziph−ph

1. Two-thirds load is lumped at one-fourth length of line
from sending end
2. One-third load is lumped at receiving node.

Big Data in Power System

Figure 4.2 depicts the different types of big data in the context of the power system. Big data
can not be referred just as a collection of huge data, also it must possess four V’s [109]; Velocity,
Variety, Volume, and Value.
• Volume:- refers to the large scale data, may start from gigabytes and more. Weather data,
Advanced metering infrastructure (AMI) data can be of such size. Utility measurements like
phasor measurement units (PMU), customer response for pricing signals, demand response
using smart meters are sources of data flowing in gigabytes. PMU is used to measure the
magnitude and angle of voltage and currents. System restoration after faults, severe events
can be faster with such data analysis.
• Velocity:- Data coming in continuous form from Phase measurement unit (PMUs), Supervisory control and data acquisition (SCADA). Velocity also refers to the frequency or time
intervals of data collected. Market data can also be an example of possessing velocity in
data.
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Fig. 4.2 Big Data in Power System
• Variety:- Structured and unstructured data are different varieties of big data. In a power
system, data coming from sensors and meters are termed as structured data, while customer
data, weather forecast data, meter IDs are examples of unstructured data. As shown in figure
4.2, distributed energy resources along with energy management system and distribution
management system use a variety of customer data, weather data, market pricing data for the
complete monitoring and control of power grid.
• Value:- The value of collected data which is helpful for creating knowledge like stochastic,
events. Using big data analytics and machine learning techniques, power system data can be
processed to gain the valuable information and use that to form the knowledge.

4.4.2

Data Preprocessing

Before we feed the raw data to our model, to achieve better results, data has to be formatted and
convert it as structured data. Some of the steps for data preprocessing in machine learning includes
[110]
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• Data Cleaning: Due to some human or machine error, model may miss some of the learning
data. Before we proceed with such faulty, incomplete data, it is important to take care of
missing data to avoid the inaccurate learning of model. Cleaning of the data is also important
if there is a large amount of duplicate or unwanted data.
• Quality Assessment: Data type might be different in some cases. Some dataset may have
inconsistent values if two or more datasets are concatenated.
• Data Transformation: Aggregation of data is useful when data is scattered as machine learning produce better results with a unified data. Normalization plays an important role in machine learning. The aim of the normalization is to rescale data and bring it in the a common
range for all the variables.
• Data Reduction: Some datasets that are used in speech recognition, computer vision applications may have a large number of features. Some of these features can be removed without
loosing the general information about the datasets, could result in speeding the process.
To understand the normalization, consider the example of power flow data. The voltages,
currents magnitude and angle are not in same range so our neural network may not be accurate if
fed such unprocessed data. For this purpose, we use min-max normalization. The formula for this
type of normalization is given belowXnor =

(X − Xmin )
(B − A) + A
(Xmax − Xmin )

(4.3)

where Xnor is the normalized value. Xmin and Xmax represent the minimum and maximum of
the particular variable. [A,B] is the range for which dataset is to be normalized. In our problem,
we are normalizing in the range of [0,1].

4.5

Proposed Methodology

Methodology to use deep learning for load flow prediction is proposed in this section. The schematic
diagram of our proposed technique is shown in figure 4.3. Any machine learning prediction approach includes two steps 1) Training 2) Prediction. The distribution grid is modeled in OpenDSS
software. OpenDSS is an an open source distribution system simulation tool developed by the
Electric Power Research Institute (EPRI) [111]. OpenDSS just need a text file with the distribution
network topology to simulate the system. Using COM interface, OpenDSS can interchange data
with other tools like MATLAB and provides better flexibility to users to modify the source code
and perform the objective. OpenDSS is equipped to simulate the DER grid integration thus helpful
in grid modernization.
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Fig. 4.3 Outline of Proposed Methodology
In this work, training data is generated by load flow analysis using OpenDSS - MATLAB COM
interface for our test cases. The input variables which are used to model the grid are source voltage
amplitude and angle, line parameters, load active and reactive powers, and loadshapes to perform
quasi static time-series simulations. The problem architecture on a broader level is shown is figure
4.4. The generated data set from OpenDSS MATLAB COM interface is the power flow quantities
like node voltages, branch currents, voltage and current angles. These values along with the source
voltage, line parameters, and the loadshape are fed to neural network model for training the model
using learning algorithm. The training data is normalized before it is sent to train the model as all
the bus voltages and currents differ in range as described in section 4.4.2. After training, some part
of the training data set is used as a test data and again passed on to NN model to get the prediction
results. Prediction accuracy is calculated then, which is ultimately minimized.
There are many metrics to evaluate accuracy of the DL algorigthm like classification metrics
(accuracy, precision), statistical metrics, ranking metrics, logarithmic loss, R2 score, regression
metrics. In this work, we have evaluated the accuracy using two regression metrics mentioned
below:
• Mean Absolute Error (MAE)- measures the average of absolute errors in the predicted variables.
n
1X
|yi − ŷi |
(4.4)
M AE =
n i=1
From equation 4.4, it is clear that MAE is the mean error between predicted and actual values
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in the dataset considering n predictions were generated.
• Mean Squared Error (MSE)- As the name suggest of this accuracy metric, it is a mean of the
square of the errors.
n
1X
M AE =
(yi − ŷi )2
(4.5)
n i=1

4.6

Neural Network Model

We have utilized 3 different neural network model for our proposed method: (1) multi-layer perceptron (MLP); (2) convolutional neural network (CNN); (3) radial-basis function (RBF) network.
In this section, we discuss the general details for all three neural network models and the specific
implementation details for our proposed method have been provided in result section.
4.6.1

Multi-layer Perceptron

A perceptron or a neuron is a linear classifier i.e., it is an algorithm that classifies input by separating two categories with a straight line. Input is typically a feature vector x, which is multiplied
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by weights w and added to a bias b: y = wx + b. A perceptron produces a single output based on
several real-valued inputs by forming a linear combination using its input weights (and sometimes
passing the output through a nonlinear activation function). It is given as:
n
X
y = φ(
wi xi + b) = φ(wT x + b),

(4.6)

i=1

where w denotes the vector of weights, x is the vector of inputs, b is the bias and φ is the non-linear
activation function.
A multi-layer perceptron (MLP) is a deep, artificial neural network, which is composed of
more than one neuron. It is composed of an input layer that receives the input, an output layer that
makes a decision or prediction about the input, and in between those two, an arbitrary number of
hidden layers that are the true computational engine of the MLP. Each hidden layer consists of a
set of neurons and each neuron is fully connected to all neurons in the previous layer, and where
neurons in a single layer function completely independently and do not share any connections.
A general architecture for MLP is shown in figure 4.5. MLPs are often applied to supervised
learning problems: they train on a set of input-output pairs and learn to model the correlation
(or dependencies) between those inputs and outputs. Training involves adjusting the weights and
biases, of the model in order to minimize error. Backpropagation is used to make those weight
and bias adjustments relative to the error, and the error itself can be measured in a variety of ways,
including by root mean squared error (RMSE).
MLP is a feed-forward network that consists of two motions: forward pass and a backward
pass. In the forward pass, the input moves from the input layer through the hidden layer to the
output layer, where a decision is made by the output layer. An error is calculated by comparing the
decision at the output layer against the ground truth labels.
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In the backward pass, partial derivatives of the error function concerning weights and the biases
are calculated and back-propagated through the MLP. Differentiation gives us the gradient or the
landscape of error, to adjust the parameters of the MLP so as to move it one step closer to the
minimum error. This can be done using any kind of gradient-based optimization such as stochastic
gradient descent (SGD). This forward and backward pass are repeated till the error can gono lower,
which is known as convergence.
4.6.2

Convolutional Neural Network

Convolutional neural networks (CNN) [112] are biologically inspired models that are analogous
to the connectivity pattern of neurons in the human brain. Convolutional Neural Networks are
very similar to MLPs: they are made up of perceptrons (neurons) that have learnable weights and
biases. Each neuron receives an input, performs a dot product and optionally follows it with a
non-linearity. The whole network still expresses a single differentiable score function: from the
raw image pixels on one end to class scores at the other. And they still have a loss function (e.g.
SVM/Softmax) on the last (fully-connected) layer. However, the major difference between the
CNN and MLP is that the CNNs are majorly used for inputs of image type, due to which the
forward function is much easier to implement with less number of parameters in the network. The
role of the CNN is to reduce the images into a form which is easier to process, without losing
features which are critical for getting a good prediction.
CNN consists of three basic components: convolution, pooling and fully connected layers. In
the convolution layer one tries to learn a filter bank given input feature maps. The input of a
convolution layer is in the form of a n1 × n2 × d, where d denotes the number of two-dimensional
feature maps of size n1 × n2 in the input. Let xi (j, k) denote the component at row j and column
k in the ith feature map, and we use xli to denote the complete ith feature map at layer l. If one
want to learn f set of filters of size k1 × k2 , the output x(l+1) for the next layer will still be a
three-dimensional array with f number of two-dimensional feature maps of size (n1 − k1 + 1) ×
(n2 − k2 + 1). More formally, the convolution layer computes the following:
(l+1)

xj

= s(

X

(l)

Kij ∗ xi + bj ),

(4.7)

i

where Kij denotes the filter that connects feature map xli to output map xj , bj is the bias for the
jth output feature map, s(.) is some elementwise non-linearity function and ∗ denotes the discrete
two-dimensional convolution. We denote jth convolutional layer with f filters of size k1 × k2 by
(j)
C(f,k1 ×k2 ) .
It is very common to insert a pooling layer in between the convolutional layers in a CNN. The
pooling layer is responsible for reducing the spatial size of the output of the convolutional layer
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to reduce the amount of parameters and computation in the network, and hence to also control
over-fitting. Furthermore, pooling layer is useful for extracting dominant features that are position
and rotation invariant, thus maintaining the process of effectively training of the model.
Pooling layer operates independently on every feature map (output of convolutional layer) and
resizes it spatially, using the max or average operation. For example, with a pooling filter size of
m1 × m2 an input with f number of two-dimensional feature maps of size n1 × n2 will result an
output of f number of feature maps of size n1 /m1 × n2 /m2 . For average (mean) pooling, the
output will be the average of all the values from the portion of the image covered by the filter, and
for max pooling the output will be the maximum value from the portion of the image covered by
(j)
the filter. We denote the jth pooling layer with pooling filter size of m1 × m2 as Pm1 ×m2 .
The convolutional layer and the pooling layer, together are considered to be the i-th layer of
a CNN. Depending on the application requirements and complexities in the images, the number
of such layers can be adjusted for acquiring the required low-levels details. The output of the
last pooling layer is flattened and fed to the fully connected layer for further processing. A fullyconnected layer is usually added to a CNN to learn non-linear combinations of the high-level
features generated at the output of the convolutional or pooling layer.
Neurons in a fully connected layer have full connections to all activations in the previous layer
as seen in MLPs. Their activations can hence be computed with a matrix multiplication followed
by a bias offset as given in (4.6). We denote the jth fully connected with h neurons or hidden units
(j)
as Fh
Generally, a CNN consists several stacks of convolution and pooling layers followed by a few
fully-connected layers. The last fully-connected layer is usually associated with some loss function
to provide training signals and the backpropagation applied to every iteration of training by using
gradient descent. For example, in classification the last layer is normally a softmax layer, and
over a series of epochs, the model is able to distinguish between dominating and certain low-level
features in images and classify them using the softmax classification technique with cross-entropy
loss.
4.6.2.1

Activation Function

In the above sections on CNN and MLP, we have discussed the basic architecture of a CNN and
MLP. However, in order to understand how the neural networks (CNN and MLP) are able to solve
the non-linear complex problems, it is very important to understand the activation functions and
their importance. Activation functions are mathematical functions that determine the output of a
neural network. The activation function is attached to each neuron in the network, and determines
whether the neuron should be activated or not, based on the neuron’s input.
Basically, in a neural network, input data points (numeric) are fed into the neurons in the input
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Fig. 4.6 Basic process of a neuron

Fig. 4.7 Mathematical model of a biological neuron
layer. Each neuron has a weight, and multiplying the input data point with the weight gives the
output of the neuron, which is transferred to the next layer shown in figure 4.6. The activation
function can be considered to be a mathematical “gate” in between the output of the neuron and
the input being fed to the next layer as shown in figure 4.7. Imagine a neural network without the
activation functions. In that case, every neuron will only be performing a linear transformation on
the inputs using the weights and biases. Although linear transformations make the neural network
simpler, but this network would be less powerful and will not be able to learn the complex patterns
from the data [113]. Activation functions also help normalize the output of each neuron to a range
between 1 and 0 or between -1 and 1. Another important aspect of activation functions is that they
must be computationally efficient as they are calculated across a large number of neurons for each
data sample
An activation function can be as simple as a step function that turns the neuron output on
and off, depending on a rule or threshold. An activation function can also be a linear function,
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which takes the inputs, multiplied by the weights for each neuron, and creates an output signal
proportional to the input. However, we would like discuss more about the non-linear activations:
1. Sigmoid: It is one of the most widely used non-linear activation function. Sigmoid transforms the values between the range 0 and 1. The mathematical expression for sigmoid is
:
1
(4.8)
f (x) =
(1 + e−x )
2. Tanh: The tanh function is very similar to the sigmoid function with the only difference
being that Tanh is symmetric around the origin. The range of values in this case is from -1 to
1. Thus the inputs to the next layers will not always be of the same sign. The tanh function
is defined as:
2
f (x) =
(4.9)
−2x
(1 + e ) − 1
3. ReLU: ReLU stands for Rectified Linear Unit. The ReLU activation function is a widely
used activation function, especially with CNNs and has gained a lot of popularity in the deep
learning domain. The ReLu activation is defined as:
f (x) = max(0, x)

(4.10)

As seen from the definition of ReLU, it does not activate all the neurons at the same time.
For the negative input values, the result is zero, that means the neuron does not get activated.
This implies that ReLU activation is easy to compute and does not saturate and does not
cause the vanishing gradient problem. Since only a certain number of neurons are activated,
the ReLU function is far more computationally efficient when compared to the sigmoid and
tanh function. However, ReLu suffers from “dying ReLU” problem. As seen from the ReLu
definition, the output is zero for all negative inputs, which means that some nodes may
completely die and not learn anything.
4. Leaky ReLu and Parametric ReLU: To overcome this “dying ReLU” problem, Leaky
ReLU and Parametric ReLU have been defined in the literature. Instead of defining the Relu
function as 0 for negative values of x, we define it as an extremely small linear component
of x. The Leaky ReLU is mathematically defined as
f (x) = max(0, αx)

(4.11)

Here α is a hyperparameter generally set to 0.01. As is clear from the defintion, Leaky ReLU
solves the “dying ReLU” problem to some extent. However, if we set α = 1, then Leaky
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ReLU will become a linear function f (x) = x and therefore, will be of no use. Hence, the
value of α should never be set close to 1. If we set α as a hyperparameter for each neuron
separately, we get parametric ReLU or PReLU.
5. Swish: Swish is a new, self-gated activation function discovered by researchers at Google.
According to their paper [114], it performs better than ReLU with a similar level of computational efficiency. the mathematical definition of Swish is given as :
f (x) = x × sigmoid(x)
f (x) =

x
(1 + e−x )

(4.12)
(4.13)

For our experiments, we have used ReLU activation as the network converges faster and is
computationally efficient when compared to other activation functions.
Epochs vs Iteration: In neural network, it is difficult to pass entire training datasets through
the model at once, so we need to divide the dataset into some batches. Once all these batches
are passed forward and backward through the network for one cycle, it is called epoch. Neural
network needs to adjust the weights and recalculate again and again to effectively learn the pattern
of input training data. Which is why we need to use many epochs. For example, if we have 1000
training data points that we need to pass for model to learn. It is too big to feed so we divide into
200 number of batches. Since batch size is 200, to complete an epoch, we will need 5 iterations.
4.6.3

Radial Basis Function Network

Radial basis function networks (RBFN) are used for exactly this scenario: regression or function
approximation. RBFN can be used to model an underlying trend or a function that is represented
by given data. RBFN can learn to approximate the underlying trend using many Gaussians (bell)
curves.
An RBFN resembles a 3-layer MLP network and consists of an input layer, hidden layer made
of radial basis function (RBF) neurons and an output layer with one node per category or class
of data. General RBFN architecture is shown in figure 4.8. The input vector, which is an ndimensional vector to be classified forms the input layer . The entire input vector is passed through
each RBF neuron. A “prototype” vector, which is one of the vectors from the training set is stored
in each RBF neuron. The input vector is compared against the prototype in each RBF neuron
resulting in an output value between 0 and 1 which is a measure of similarity. If the input is equal
to the prototype, then the output of that RBF neuron will be 1. As the distance between the input
and prototype grows, the response falls off exponentially towards 0. There are different function
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Fig. 4.8 Radial Basis Function Network
that could be used to measure the similarity. However, for RBF neuron activation, we use the RBF
function given as:
f (x) = e

−(x−µ)2
2σ 2

.

(4.14)

In an RBFN, the most commonly used similarity or activation function is RBF, which is based on
Gaussian distribution. The Gaussian distribution is given by:
−(x−µ)2
1
f (x) = √ e 2σ2 ,
σ 2π

(4.15)

where x is the input, µ is the mean and σ is the standard deviation. The output layer consists of
a set of nodes, one per category that we are trying to classify. Each output node computes a sort
of score for the associated category. A weighted sum of the activation values from every RBF
neuron is taken to compute the category score. By weighted sum, we mean that each RBF neuron
is associated with a weight value by the output node and this weight value is multiplied with the
neuron’s activation before adding it to the total response. Every output node has its own set of
weights and the output node will typically give a positive weight to the RBF neurons that belong
to its category, and a negative weight to the others.
To summarize, given an input x, an RBF network produces a weighted sum output:
F (x) =

k
X

wj ϕj (x, cj ) + b,

j=1
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Fig. 4.9 IEEE 4 Node Test Model
where wj are the weights, b is the bias, k is the number of bases/clusters/centers, and ϕj (·) is
the Gaussian RBF:


−||x − cj ||2
.
ϕj (x, cj ) = exp
2σj2
The centers of the RBF neurons can be obtained in different ways as long as the entire data
space is well represented. The different ways are:
• They can be chosen randomly from the training dataset.
• The centers could be selected using unsupervised learning technique such as K-means clustering [115].
• The centers could also be obtained through supervised learning.

4.7

Simulation Results

In this section, we discuss the experimental results of 3 phase unbalanced distribution power flow
prediction using our proposed methodology.
4.7.1

Case 1: IEEE 4 Node Test Case

Figure 4.9 depicts the IEEE 4 node distribution network, used for implementing the proposed deep
learning methodology. Figure 4.10 refers to the loadshape of the load at node 4. For the IEEE 4
node distribution network, we have generated the data for 3 years using the OpenDSS platform.
Therefore the total data points was equal 26280. We have randomly selected 21000 points for
training of the neural network (NN) and 5280 points for testing and analysis.
Considering the single load IEEE 4 node distribution network, the input vector dimension for
the NN is equal to 43 and the number of classes or the outputs is equal to 55. The input data consist
of voltage source amplitude and angles, line parameters like resistance and reactance, load data,
and loadshapes, while the voltage amplitudes, angles, and current amplitudes and angles form the
output classes.
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Fig. 4.10 Loadshape

We have used three different neural network models. The implementation and the network
parameters for each network model are given below:
1. Convolutional neural network: To use data as input for the CNN model, the input vector size
is reduce to 42 by discarding sparse values from the input data. The reduced input vector of
size 42 is reshaped into 7 × 6 to make it possible to be used as input for CNN. We just use
a single layer of input vector 7 × 6 Instead of the traditional three-layer input for CNN. The
training is carried out by optimizing the mean square error (MSE) objective using mini-batch
gradient descent with momentum.
The architecture that we used for CNN is as follows: two convolutional layers of 32 filters
of size 2 × 2 and 64 filters of size 2 × 2. We have used max pooling layer of size 2 × 2 only
for the first convolutional layer. The convolutional and pooling layers are followed by four
fully connected layers of size 512, 256, 128, and 64 in that order and finally the output layer
of size 54. We use rectified linear unit (ReLU) activation function for all layers except the
last layer. We have not used any activation for the last layer. We have minimized the mean
square error (MSE) loss which is typically used for regression analysis. The batch size was
set to 256 with the learning rate equal to 0.0001. We have trained the CNN for 1000 epochs.
2. Multi-layer perceptron : For MLP, the size of the input vector is equal to 43 with no value
being discarded. For the MLP model, we have used four hidden fully connected layers of
size 512, 256, 128, and 64 in that order. The output layer is of size 54. The rest of the training
details are consistent with the CNN model except the number of training epochs. The MLP
model has been trained for 100 epochs.
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3. Radial-basis function network: Similar to MLP, even for the RBFN model, the size of the
input vector is equal to 43. We have used only one hidden RBF layer. The number of RBF
neurons in the hidden layer is equal to 50. We have used K-means clustering for calculating
the centers of the RBF neurons. We have minimized the mean square error loss for the output
layer. The batch size was set to 1 with the learning rate equal to 0.0001. We have trained the
RBFN for 150 epochs.
4.7.2

Case 2: AEP Distribution System

The AEP feeder 1 shown in figure 4.11, represents a large distribution system provided by american
electric power utility for study purposes. Such big feeder is very important in generating a huge
data set for deep learning approaches. For the AEP distribution network, we have generated the
data for 1 year using the OpenDSS platform. We have total 8760 data points refer to total hours
in a year. We have randomly selected 7200 points for training of the neural network (NN) and
1560 points for testing and analysis. Considering the AEP distribution network, the input vector
dimension for the NN is equal to 2809 and the number of classes or the outputs is equal to 5880.
The implementation and the network parameters for each NN model are given below:
1. Convolutional neural network: For the CNN model training and testing, the input vector
of size 2809 is reshaped into 53 × 53 to make it possible to be used as input for CNN. The
training is carried out by optimizing the mean square error (MSE) objective using mini-batch
gradient descent with momentum.
We used two convolutional layers of 64 filters of size 2 × 2, and 128 filters of size 2 × 2,
followed by two more convolutional layers with 256 filters of size 2 × 2. We have used max
pooling layer of size 2 × 2 for all the convolutional layers. The convolutional and pooling
layers are followed by four fully connected layers of size 4096, 2048, 2048, and 1024 in that
order and finally the output layer of size 5880. Like previous case, we used rectified linear
unit (ReLU) activation function for all layers except the output layer. We minimized the
MSE error, while Adam optimizer [116] with momentum as 0.5 is selected. The batch size
was set to 48 with the learning rate equal to 0.0008. We have trained the CNN for 1200
epochs. The CNN sequence for the AEP distribution is shown in figure 4.12. For clarity
reasons, all the connections of the fully connected layers have not been shown. The black
dashed line indicates that there are more convolutional layers, but are not shown due to space
issues.
2. Multi-layer perceptron : For MLP, the size of the input vector is equal to 2809 with no value
being discarded. For the MLP model, we have used five hidden fully connected layers of size
4096, 2048, 2048, 1024, and 1024 in that order. The output layer is of size 5880. We have
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Fig. 4.11 AEP Feeder 1
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Fig. 4.12 CNN sequence for AEP feeder
used Adam optimizer [116] with momentum as 0.5. The batch size was set to 96 with the
learning rate equal to 0.0008. We have trained the MLP for 1200 epochs. TensorFlow is used
72

Fig. 4.13 Normalized Output Voltage

Fig. 4.14 Normalized Output Current
to create MLP model. TensorFlow is a user friendly opens source sequential application programming interface (API). It is a library which is used to create and perform many machine
learning models and tasks. TensorFlow offers excellent functionality and high performance
when working with large datasets [117].
3. Radial-basis function network: Similar to MLP, even for the RBFN model, size of the input
vector is equal to 2809. We have used only one hidden RBF layer. The number of RBF
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Fig. 4.15 Normalized Output Voltage Angle

Fig. 4.16 Normalized Output Current Angle

neurons in the hidden layer is equal to 3500. We have used K-means clustering for calculating the centers of the RBF neurons. We have minimized the mean square error loss for the
output layer. The batch size was set to 1 with the learning rate equal to 0.0001. We have
trained the RBFN for 150 epochs.
Figures 4.13-4.16 represent the normalized output voltages, output currents, voltage angles,
and current angles for a day for all three phases, respectively.
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Fig. 4.17 Performance Evaluation- MAE

Fig. 4.18 Performance Evaluation- MSE
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Fig. 4.19 IEEE 123 Bus Test Case Feeder
As discussed in section 4.4.2 , we have used the min-max normalization to process this data
and feed it to the neural networks. The accuracy of our proposed methodology is shown in figures
4.17 and 4.18 using the popular regression metrics like MAE and MSE. As discussed earlier, MAE
and MSE show how well the NN has been able to predict the output or how closely it can predict
for testing data. It is observed in figures 4.17 and 4.18 that both the metrics are going down to
nearly zero after approximately 200 epochs. This implies that the AI model is able to predict the
load flow quantities with very low errors.
4.7.3

Case 3: IEEE 123 Bus Test Case

To further test the feasibility of our proposed methodology, we have used IEEE 123 bus feeder
[118] , shown in figure 4.19. In this standard IEEE test feeder, we have 92 load buses, consist of
single and three phase balanced and unbalanced loads.The load-shapes are generated from actual
load data of New York state [119]. We have generated the power flow inputs for 1 year using the
OpenDSS MATLAB COM platform.
So for the total 8760 data points generated, we have selected 6000 points randomly as the
training dataset while remaining 2760 data points used for testing the AI model. Considering the
AEP distribution network, the input vector dimension for the NN is equal to 2809 and the number
of classes or the outputs is equal to 5880.
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Fig. 4.20 Performance Evaluation- MAE

Similar to the AEP feeder test case, we have used three NN models in this case as well:
1. Convolutional neural network: The input vector has For the CNN model training and testing,
the input vector has 1521 columns constructed from the input information of the feeder like
voltage, voltage angles, loads, and line parameters, while there are 8760 rows where each
row represents an hour from the quasi-static time series simulation of one year. This 1521 is
reshaped into 39 × 39 to make it a square which is the acceptable format for input to CNN.
2. Multi-layer perceptron : for this network, the input vector size remains 1521 while the output
vector has 2172 data points for 8760 hours. For the MLP model, we have used five hidden
fully connected layers of size 2048, 1536, 1024, and 512 in that order. Adam optimizer with
momentum as 0.2. To check the system on different learning rate, it is fixed at 0.009.
3. Radial-basis function network: The size of input and output vectors remain same in three
cases. Unlike AEP system, the number of RBF neurons in the hidden layer is reduced to
2500. The batch size was set to 1 with the learning rate equal to 0.0001.
Figures 4.20 and 4.21 are the plots for MAE and MSE vs number of Epochs for this test case.
As it is evident from the figures that for the initial epochs, MAE and MSE start off with a huge
error but after a few epochs, error is close to zero. This validates our claim that AI models are
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Fig. 4.21 Performance Evaluation- MSE
Table 4.2 Performance Comparison Results
Test Cases

IEEE 4 Bus
AEP Feeder
IEEE 123 Bus

Scenarios
Constant PQ Load
Constant Impedance Load
ZIP Load
Constant PQ Load
Constant PQ Load

RBFnet
MSE
MAE
0.12 % 0.33 %
0.11 % 0.33 %
0.12 % 0.32 %
0.11 % 0.34 %
0.70 % 0.50 %

MLP
MSE
MAE
0.08 % 0.36%
0.08 % 0.36 %
0.19 % 0.95 %
0.042 % 0.43 %
0.85 % 0.47 %

CNN
MSE
MAE
0.07 % 0.35 %
0.06 % 0.35 %
0.06 % 0.36 %
0.04 % 0.42 %
0.60 % 0.10 %

predicting the load flow quantities with nearly zero error. Table 4.2 is the comparison of results for
all the test cases. For IEEE 4 node, loads were modeled for three scenarios like constant PQ load,
constant impedance and ZIP load. The prediction accuracy metric MAE and MSE are found to be
very low for all the networks. In almost all the test cases, CNN has shown to be very accurate for
predicting the output variables. This table represents the performance result for three feeders for
base cases with excluding any severe events or stochastic behaviour in the grid. However, in the
next section 4.8, we present some scenarios which result in bringing uncertainty to the line flows.
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Fig. 4.22 Circuit plot when topology changes

4.8

Case Studies

In this section, we are modifying the IEEE 123 bus feeder to accommodate different scenarios and
predict power flow efficiently.
4.8.1

Topology Change

Power system is a complex network of various components like generators, substations, transmission lines, distribution transformers, and loads. Topology of a power system is defined by
connectivity of these components. To better estimate the power flow during events like hurricanes,
tornadoes, which affects the power lines and substations, and can result in blackouts, we perform
the N-1 contingency analysis. Contingency analysis is one of the most important tasks encountered
by the planning and operation engineers of bulk power system. Its purpose is to analyze the power
system in order to identify the overloads and problems that can occur due to a ”contingency”. If a
system is N-1 contingent it means that the system can continue to operate within nominal limits if
1 element fails. We modified the topology of the feeder by removing 3 lines and generated the data
for our AI model which is used to predict the power flow in the three phase unbalanced distribution
power system. To train and test the data, AI model needs some modification as well.
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6000 Hours of Input
Training Data Base-case
6000 Hours of Input Training
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Testing Data Base-case
2760 Hours of Input Testing
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2760 Hours of Output Testing
Data from Changed Topology

Fig. 4.23 Mixing Training and Testing Data
Example:
To show the impacts of topology change, we have modeled the feeder in OpenDSS software. In
figures 4.19 and 4.22, we have shown the comparison of circuit plots when the topology of the
feeder changes. The circled line is removed as part of N-3 topology change which results in two
other line segments (pink line) removed from the network. The input data has voltages, line parameters, and currents as zero for the removed lines, that brings the variability in the test data. Our
objective is to change the topology of the system and predict the power flow using the deep neural
networks. To demonstrate the feasibility of our proposed method, we have used IEEE 123 bus test
feeder. To train the AI network, we used the dataset generated from section 4.7.3, while testing
is performed using the newly generated data from the feeder after creating the topology change.
For topology change scenario, Load flow prediction is performed using CNN which is found to be
more robust and efficient.
Results for Topology Change:
We used two methodologies to show the results for topology change and measure the effectiveness
of our proposed models.
• Mixing the data: In this method, we trained and tested generated before and after topology
change.
As shown in figure 4.23, to train the model we used the 6000 hours of input and data from
base case and changed topology scenarios, while testing is performed using 2760 hours of
data. With this method, the model gets to see the topology change data before testing. Figure
4.24 shows the performance plot for this method. For initial epochs, the MAE error is very
high but as the epochs increases, MAE continues to go close to zero as shown in the subplot.
• Generalization using Dropout: Deep neural networks are at risk to overfit a training dataset.
Overfitting refers to the phenomenon where models learn the data too well or sort of memo80

Fig. 4.24 MAE- Mixing the Training Data

Fig. 4.25 MAE- Dropout
rizes the training data which results in poor performance when model is evaluated on testing
data.
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Fig. 4.26 Voltage for OpenDSS(GT)

Fig. 4.27 Voltage for OpenDSS (GT) vs AI
To overcome overfitting, generalization is used. Here, we have used the dropouts for generalization where some layer outputs are randomly disconnected or dropped from the training
process.
Figure 4.25 shows the accuracy result when dropout is considered. Figures 4.26 and 4.27 show
the comparison between the AI prediction values and ground truth (OpenDSS output). As we have
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Fig. 4.28 Block Diagram of the PV System Model
removed 3 lines to show the topology change, the voltage values are zeroes for those lines in each
phase. From figure 4.27, it is evident that our AI model is able to predict seven such zero points
while two points are not predicted accurately. However, the model did not face such non linearity
in data while training. For unseen data which is generated from topology change, our AI model is
still very accurate and robust as the overall error is very low.
4.8.2

PVs Integration Impact on Power Flow

It is estimated that by 2050, the renewable energy generation could contribute to around 80-90 %
of annual electricity, including 49–55% from wind and solar photovoltaic generation [120]. Such
increased penetration of Distributed generation (DG) may affect the distribution feeder voltage
regulation. As more renewables are integrated into the grid, their intermittent nature can pose
problems for grid operators in terms of forecasting and meeting load. We proposed to predict the
power flow in a feeder which has multiple rooftop PVs (5-500 kW residential solar panels) using
the deep neural network.
Example:
Figure 4.33 shows the IEEE 123 bus feeder which has many EV charging stations and rooftop
solar in the grid. In our work, we have considered many locations throughout the feeder with these
distributed energy resources.
PV Modeling: Figure 4.28 provides the detailed PV model information. The parameters needed
to model the PV in OpenDSS are: Temperature and temperature factor, efficiency of inverter,
Power, Irradiation curve (Loadshape), Temperature curve, Temperature coefficient (Pmpp).
Get/set the rated max power of the PV array for 1.0 kW/sq-m irradiance and a user-selected
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Fig. 4.29 MAE- PV Integration

Fig. 4.30 MSE- PV Integration
array temperature for the calculation of PMPP. The P-T Curve should be defined relative to the
selected array temperature. The irradiance and air temperature data are used from [121].
We have used the convolutionary neural network to predict the power flow in case of penetration
84

Fig. 4.31 OpenDSS(GT) Currents

Fig. 4.32 Currents for OpenDSS(GT) vs AI
of PVs into the grid. Figures 4.29 and 4.30 show the performance accuracy when PVs are added to
the grid. The testing and training data are generated considering multiple rooftop PVs throughout
the feeder. Figure 4.31 plots the currents in p.u. which is mainly the ground truth values taken
from OpenDSS output. As it is evident from figure 4.32, the non linearity due to PV integration is
predicted. However, the in some instances, our model is not able to predict very accurately.

85

Residential & Commercial
Charging Stations

Rooftop Solar
Panels

250

29
33

28

31

27

21

22

11

2

149

1

9

10

7

4

5

6

58

53

95

34

12

97

72
610

60

54
94
93

74

73

76 77

61

78

100

450
451
71

70
75
79
85

80

56

55

69

68

67
160

57

99

98

66

96

13

150
3

52

152

8

197

63

114

104

103

102

101

37
59

113

107

39

14

112

106

105

38

36

20

109

62

18

19

65

35

135

64

110

111

108

46

41

40

151
300

43

42

23

24

45

251 44

25

26

47

48

30

32

350

51

50

49

90

88

84

81

92
91

89

87

86

82

83

17

15
16

195

Fig. 4.33 IEEE 123 Bus Feeder with Renewable Energy Sources
4.8.3

EVs Integration Impact on Power Flow

As shown in figure 4.33, we have considered residential EVs charging station at many different
locations throughout the feeder. Due to the random driving and simultaneous charging behaviour
of EV owners can overload the grid during the peak hours. So it is vital to analyze the adverse
impacts of such EV penetration into the grid. Electric vehicles can be modeled in OpenDSS as a
load for grid to vehicle mode while for vehicle to grid mode in which vehicle can supply energy
back to grid, EV can be modeled as battery or negative loads. The optimized charging profiles from
[122] is used to model the EVs. These profiles are used for quasi static time series simulation. We
used OpenDSS- MATLAB COM interface to generate the load flow data for one year in a AEP
utility feeder in the presence of EVs.
Table 4.3 shows the error in percentage for all the three scenarios for the CNN model for
modified IEEE 123 bus feeder. For each case, the model is trained using the basecase IEEE 123
bus feeder while testing data is generated by each scenario so the model is fed through a variation
in data.
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Table 4.3 Prediction Error

4.9

Test Cases

Scenarios

IEEE 123 Bus

Topology Change
PV Integration
EV Integration

CNN
MAE
MSE
2.40% 1.30%
1.60% 1.40%
1.50% 0.90 %

Conclusion

In this work, we are performing the load flow prediction using deep learning approaches for three
phase unbalanced distribution network. As utilities do not share the exact network due to security
reason, we aim to replace their feeder model using our trained neural networks which predicts
the power flow with very low error for different feeders. With our proposed method, we are also
aiming to get rid of conventional iterative based power flow methods which are time consuming.
Our trained neural network models are able to predict the load flow quantities with very low errors.
The training data was collected from OpenDSS MATLAB COM interface for all test cases. We
proposed our methodology using RBF network, MLP, and CNN. We also considered different
scenarios like topology changes in the feeder, renewable energy sources penetration into the grid
and found the prediction error to be very low in all scenarios.
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CHAPTER 5

Conclusion and Proposed Future Work

In this research work, we have presented artificial intelligence application to predict power flow
in the three phase distribution network. Main contributions of the dissertation is mentioned as
follows:

5.1

Conclusion
• In chapter 2, we discuss some of the problems related to the uncontrolled charging and its
adverse effects on the grid. First, we minimize the load variance in distribution system
by leveraging the charging coordination of aggregated EVs. Minimizing the load variance
ultimately maximizes the load factor of the distribution grid and minimize the power losses.
This can also be called as peak load shaving or load levelling techniques. In the next part,
a social welfare problem is formulated as a primal dual convex optimization problem for
optimized EV charging which maximizes the profits of vehicle owners as well as the grid.
To check the feasibility of the proposed methods, we performed the load flow on the IEEE 13
bus and 34 bus test feeders to observe any constraints violations. In the last problem in this
chapter, we find the optimal scheduling for Distributed energy resources including battery
energy storage system and for EV charging and discharging schedule. A linear programming
is used to solve this cost minimization problem.
• Chapter 3 introduces the concept of the Distributed Resource Allocation(DRA) approach for
incorporating a large number of Plug-in EV (PEVs) with the power grid utilizing the concept
of achieving output consensus. The charging/discharging time of all the participating PEVs
are separated with respect to time slots and are considered as strategies. In this chapter, we
aim to obtain a favorable charging strategy for each grid-connected PEVs in such a way that
it satisfies both grid objectives in terms of load profile smoothening and minimizing of load
shifting as well as economic and social interests of vehicle owners i.e. a fair share of the rate
of charging for all connected PEVs.
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• Chapter 4 develops an AI based power flow prediction methodology for the distribution grid.
In this chapter, we used the optimized EV charging and discharging profiles which helped
smoothening of load profiles and peak shaving. For this, MLP, RBF network, and CNN were
used. For all three neural network, we showed that power flow is predicted with very low
error for IEEE 4 bus, IEEE 123 bus, and AEP feeder models. Also, We used some scenarios
like topology changes, renewable energy sources integration to predict the power flow for
IEEE 123 bus feeder. The results clearly show that we are able to efficiently predict the
power flow for such unseen and very new cases using our robust trained CNN model.

5.2

Proposed Future Work
• AI for Real-Time Prediction and Smart Grid Automation: To manage and control the new
era dynamic grid which is attracting a large number of renewable energy sources, researchers
and utilities are looking to implement AI in the power system. Due to the ever increasing
penetration of DERs, it is difficult for the utilities to provide a reliable, green, and cost
effective energy. This dissertation can be leveraged to further the application of AI to predict
the demand, pricing, and automate the smart grid using the weather data, loads, and DERs
generation capacities in real time. The AI can also be applied to stabilizing the grid and
provide ancillary services.
• AI for Electrification of Transportation: EVs are another key player in the smart grid. EV
load forecasting is used to predict the demand. With the random driving pattern of many EV
owners and the lack of awareness about the demand response programs may put the grid in
danger with the uncoordinated charging. Each of these EVs have their own personal needs
and incentives in mind. AI techniques can be developed to solve such EV challenges.
• Feature Extraction: Feature extraction is one of the important concepts of machine learning.
According to [123], feature extraction is a type of dimensionality reduction technique which
reduces the features from a dataset without loosing the valuable information. Due to the two
way communication in a smart grid, a huge amount of data flows and need to be analyzed by
grid operators. Feature extraction and AI can be further used to visualize such data coming
from Advanced metering infrastructure like smart sensors, phasor measurement units for the
smooth operation of the grid.
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Appendix A

Abbreviation

EtBESS = Energy stored in BESS at time t
BESS
Pjt,ch
= BESS charging power
BESS
Pjt,dis = BESS discharging power
BESS
SoCjmin
= Lower limit of BESS SoC
BESS
SoCjmax = Upper limit of BESS SoC
B= Number of BESS in the microgrid
D= Number of DERs in the microgrid
BESS
Emin
= Minimum energy allowed to be stored in BESS
BESS
Emax =Maximum energy allowed to be stored in BESS
EV
= Energy stored in rth EV at time t
Er,t
EV
= Charging power of rth EV at time t
Pr,t
EV
ηch
= Charging efficiency of EV
Pit = Output power from ith DER
Pimin =Lower limit of output power from ith DER
Pimax =Upper limit of output power from ith DER
ci = Operating cost for ith DER
cj = Operating cost for j th BESS
cr = Charging cost for rth BESS
Ct = Electricity price at tth hour
PGt = Power from grid
Pdt = System power demand
N =Number of PHEVs
Ss =time instant at which charging of n-th PHEV starts
Se =time instant at which chraging of n-th PHEV ends
Ht =household load power at the t-th time instant
Cht,n =charging profile of n-th PHEV at the t-th time
Ht,max =maximum power of the grid at t-th time
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Chn,max =maximum power of n-th charger at the t-th time slot
Mth =household average power for whole day
SOCn,min =lower bound of state of charge of the nth PHEV battery
SOCn,max =upper bound of charge of the n-th PHEV battery
Bcs =initial charge available in PHEV when connected to charger
Bce = charge available in PHEV when disconnected from charger
Kn = PHEV battery capacity
yi (k)= State of charge (SoC) of the ith vehicle at k th time step
αi = Charger efficiency of ith vehicle
Bi = Battery size of ith vehicle
xt = Charging strategy
q= Maximum allocated power
γ= Trade-off parameter
bi = Constant parameter
λ= Charging price
ρ1 , ρ2 , ρ3 = Known coefficients of cost function
S Set of nodes of a multi-agent system
L Set of edges connecting the nodes of a multi-agent system
A A nonnegative matrix whose elements satisfy the following: akj = 1 if (k, j) ∈ L; akj = 0 if
(k, j) ∈
/L
Nk Set of neighbours of node k
Ak Total active power supply of grid at k th time slot
Rk Total reactive power supply of grid at k th time slot
β Barrier function
xik Active power charging strategy at k th time step of ith PEV
yki Reactive power charging strategy at k th time step of ith PEV
K i Number of time steps allotted to ith PEV
sociK Desired state of charge of ith PEV
socio Initial state of charge of ith PEV
socio Upper limit of ith PEV charger
socio Lower limit of ith PEV charger
tik Time width of k th time step of ith PEV
pi Nominal power of ith PEV charger
µ Commitment factor controlled by the PEV owner
η Smoothing factor controlled by the power grid manager
si Auxillary slack variable of ith PEV
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Qi Total reactive power available of ith PEV
q ik Available reactive power of of ith PEV at k th time step
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