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Summary
Under special conditions on data set and underlying distribution, the limit of finite sample
breakdown point of Tukey’s halfspace median (13 ) has been obtained in literature. In this paper,
we establish the result under weaker assumption imposed on underlying distribution (halfspace
symmetry) and on data set (not necessary in general position). The representation of Tukey’s
sample depth regions for data set not necessary in general position is also obtained, as a by-
product of our derivation.
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1 Introduction
To order multidimensional data, Tukey (1975) introduced the notion of halfspace depth. The
halfspace depth of a point x in Rd (d ≥ 1) is defined as
D(x , Fn) = inf
u∈Sd−1
Pn(u
⊤X ≤ u⊤x ),
where Sd−1 = {v ∈ Rd : ‖v‖ = 1} with ‖ · ‖ being the Euclidean distance, Fn denotes the
empirical distribution related to the random sample X n = {X1,X2, · · · ,Xn} from X ∈ R
d, and
Pn is the corresponding empirical probability measure.
With this notion, a natural definition of multidimensional median is the point with maximum
halfspace depth, which is called Tukey’s halfspace median (HM ). To avoid the nonuniqueness,
HM (θˆn) is defined to be the average of all points lying in the median region M(X
n), i.e.,
θˆn := T
∗(X n) = Ave {x : x ∈ M(X n)} ,
where M(X n) = {x ∈ Rn : D(x , Fn) = supz∈Rd D(z , Fn)}, which is the inner-most region
among all τ -trimmed depth regions:
Dτ (X
n) =
{
x ∈ Rd : D(x , Fn) ≥ τ
}
, for ∀τ ∈ (0, λ∗] with λ∗ = D(θˆn, Fn).
When d = 1, HM reduces to the ordinary univariate median, the latter has the most out-
standing property, its best breakdown robustness. A nature question then is: will HM inherit
the best robustness of the univariate median?
Answers to this question have been given in the literature, e.g. Donoho and Gasko (1992),
Chen (1995) and Chen and Tyler (2002) and Adrover and Yohai (2002). The latter two obtained
the asymptotic breakdown point (13 ) under the maximum bias framework, whereas the former
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two obtained the limit of finite sample breakdown point (as n → ∞) under the assumption of
absolute continuity and central or angular symmetry of underlying distribution.
Among many gauges of robustness of location estimators, finite sample breakdown point is
the most prevailing quantitative assessment. Formally, for a given sample X n of size n in Rd,
the finite sample addition breakdown point of an location estimator T at X n is defined as:
ε(T,X n) = min
1≤m≤n
{
m
n+m
: sup
Ym
‖T (X n ∪ Ym)− T (X n)‖ =∞
}
,
where Ym denotes a data set of size m with arbitrary values, and X n ∪ Ym the contaminated
sample by adjoining Ym to Xm.
Absolutely continuity guarantees the data set is in general position (no more than d sample
points lie on a (d− 1)-dimensional hyperplane (Mosler et al., 2009)) almost surely. In practice,
the data set X n is most likely not in general position. This is especially true when we are
considering the contaminated data set.
Unfortunately, most discussions in literature on finite sample breakdown point is under the
assumption of data set in general position. Dropping this unrealistic assumption is very much
desirable in the discussion. In this paper we achieve this. Furthermore, we also relax the
angular symmetry (Liu, 1988, 1990) assumption in Chen (1995) to a weaker version of symmetry:
halfspace symmetry (Zuo and Serfling, 2000). X ∈ Rd is halfspace symmetrical about θ0 if
P (X ∈ Hθ0) ≥ 1/2 for any halfspace Hθ0 containing θ0. Minimum symmetry is required to
guarantee the uniqueness of underlying center θ in Rd.
Without the ‘in general position’ assumption, deriving the limit of finite sample breakdown
point of HM is quite challenging. We will consider this issue under the combination of halfspace
symmetry and a weak smooth condition (see Section 2 for details). Recently, Liu et al. (2015b)
have derived the exact finite sample breakdown point for fixed n. Their result nevertheless
depends on the assumption that X n is in general position and could not be directly utilized under
the current setting, because when the underlying F only satisfies the weak smooth condition,
the random sample X n generated from F may not be in general position in some scenarios.
Hence, we have to extend Liu et al. (2015b)’s results.
Our proofs in this paper heavily depend on the representation of halfspace median region
while the existing one in the literature is for the data set in general position. Hence, we have
to establish the representation of Tukey’s depth region (as the intersection of a finite set of
halfspaces) without in general position assumption, which is a byproduct of our proofs. We
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only need X n to be of affine dimension d which is much weaker than the existing ones in
(Paindaveine and Sˇiman, 2011).
The rest paper is organized as follows. Section 2 presents a weak smooth condition and shows
it is weaker than the absolute continuity and the interconnection with other notions. Section
3 establishes the representation of Tukey’s sample depth regions without in-general-position
assumption. Section 4 derives the limiting breakdown point of HM. Concluding remarks end
the paper.
2 A weak smooth condition
In this section, we first present the definition of smooth condition (SC ), and then investigate
its relationship with some other conditions, i.e., absolute continuity and continuous support,
commonly assumed in the literature dealing with HM. The connection between SC and the
continuity of the population version of Tukey’s depth function D(x , F ) is also investigated.
Let P be the probability measure related to F . We say a probability distribution F in Rd of
a random vector X is smooth at x 0 ∈ R
d if P (X ∈ ∂H) = 0 for any halfspace H with x 0 on its
boundary ∂H. F is globally smooth over Rd if F is smooth at ∀x ∈ Rd.
Recall that a distribution F is absolutely continuous over Rd if for ∀ε > 0 there is a positive
number δ such that P (X ∈ A) < ε for all Borel sets A of Lebesgue measure less than δ. One
can easily show that absolute continuity implies global smoothness. Nevertheless, the vice versa
is false. The counterexample can be found in the following.
Counterexample. Let S1 = {x ∈ R
d : ‖x‖ ≤ 1}, S2 = {x ∈ R
d : ‖x‖ = 2}, and
Y = ηZ1+(1− η)Z2, where η ∼ Bernoulli(0.5), and η, Z1, Z2 are mutually independent. If Z1,
Z2 ∈ R
d are uniformly distributed over S1 and S2, respectively, then it is easy to show that the
distribution of Y is not absolutely continuous, but smooth at ∀x ∈ Rd.
Furthermore, observe that a distribution F is said to have contiguous support if there is no
intersection of any two halfspaces with parallel boundaries that has nonempty interior but zero
probability and divides the support of F into two parts (see Kong and Zuo (2010)). We can
derive that if F has contiguous support it should be globally smooth, but once again the vice
versa is false. Counterexamples can easily be constructed by following a similar fashion to the
above one.
Global smoothness is a quite desirable sufficient condition on F if one desires the global
continuity of D(x , F ) as shown in the following lemma.
3
Lemma 1. If F is globally smooth, then D(x , F ) is globally continuous in x over Rd.
Proof. When F is globally smooth, we now show that if there ∃x 0 ∈ R
d such that
lim
x→x0
D(x , F ) 6= D(x 0, F ), then it will lead to a contradiction.
By noting lim
x→x0
D(x , F ) 6= D(x 0, F ), we claim that there must exist a sequence {x k}
∞
k=1
such that lim
k→∞
x k = x 0 but lim
k→∞
D(x k, F ) = d∗ 6= D(x 0, F ). (If lim
k→∞
D(x k, F ) is divergent,
by observing {D(x k, F )}
∞
k=1 ⊂ [0, 1], we utilize one of its convergent subsequence instead.) For
simplicity, hereafter denote dk = D(x k, F ) for k = 0, 1, · · · , and assume d∗ < d0 if no confusion
arises.
Observe that Sd−1 is compact. Hence, for each x k, there ∃uk ∈ S
d−1 satisfying P (u⊤k X ≤
u⊤k x k) = dk. Since {uk}
∞
k=1 ⊂ S
d−1 is bounded, it should contain a convergent subsequence
{ukl}
∞
l=1 with liml→∞
ukl = u0. For this u0 and ∀ε0 ∈
(
0, d0−d∗2
)
, there ∃δ0 > 0 such that
P (X ∈ B(u0, δ0)) < ε0 (1)
following from the global smoothness. Here B(u , c) = {z ∈ Rd : u⊤x 0 − c < u
⊤z ≤ u⊤x 0} for
∀u ∈ Sd−1 and ∀c ∈ R1.
On the other hand, lim
l→∞
P (u⊤klX ≤ u
⊤
kl
x kl) = d∗ < d0 ≤ P (u
⊤
kl
X ≤ u⊤klx 0). Using this and
the convergence of both {x kl}
∞
l=1 and {ukl}
∞
l=1, an element derivation leads to that: For δ0 given
above, there ∃M > 0 such that
P (X ∈ B(ukl , δ0)) ≥ P (u
⊤
kl
X ∈ (u⊤klx kl ,u
⊤
kl
x 0]) >
d0 − d∗
2
> 0, for ∀kl > M.
This clearly will contradict with (1), because B(u0, δ0) ∩ B(ukl , δ0) → B(u0, δ0) as ukl → u0
when kl →∞. 
Lemma 1 indicates that, when F is globally smooth, D(x , F ) should be globally continuous
over Rd, but the vice versa is not clear. Fortunately, an equivalent relationship between the
smoothness of F and the continuity of D(x , F ) can be achieved at a special point as stated in
the following lemma.
Lemma 2. When F is halfspace symmetrical about θ0, then the following statements are
equivalent:
(i) F is smooth at θ0;
(ii) D(x , F ) is continuous at θ0 with respect to x .
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Proof. Similar to Lemma 1, one can show: (i) is true ⇒ (ii) is true. In the following, we
will show: (i) is false ⇒ (ii) is also false.
If (i) is false, we claim that there exists a halfspace H such that m0 := P (X ∈ ∂H) > 0.
Denote m+ = P (X ∈ H \ ∂H) and m− = P (X ∈ Hc). Without confusion, assume that
m− ≤ m+ and the normal vector u0 of ∂H points into the interior of H. Observe that D(x , F ) ≤
P (u⊤0 X ≤ u
⊤
0 x ) ≤
1−m0
2 < 1/2 for ∀x ∈ H
c, i.e., the complementary of H. Hence, for any
sequence {x k}
∞
k=1 ⊂ H
c such that lim
k→∞
x k = θ0, we have lim sup
k→∞
D(x k, F ) ≤
1−m0
2 . This in
turn implies that D(x , F ) is discontinuous at θ0 because D(θ0, F ) ≥ 1/2 when F is halfspace
symmetrical about θ0. 
Summarily, relying on the discussions above, we obtain the following relationship schema
when F is halfspace symmetrical about θ0.∣∣∣∣∣∣∣∣∣∣∣∣
Absolute continuity
Continuous support
=⇒ F is globally smooth ⇒ F is smooth at θ0
=⇒ ⇐ ⇔
D(x , F ) is globally continuous ⇒ D(x , F ) is continuous at θ0
∣∣∣∣∣∣∣∣∣∣∣∣
Since the assumption that F is smooth at θ0 is quite general, we call it weak smooth condition
throughout this paper.
3 Representation of Tukey’s depth regions
To prove the main result, we need to know the representation of M(X n). When X n is in
general position, this issue has been considered by Paindaveine and Sˇiman (2011). Nevertheless,
their result can not be directly applied to prove our main theorem, because when the underlying
distribution F only satisfies the weak smooth condition, the sample X n may not be in general
position. Hence, we have to solve this problem before proceeding further.
For convenience, we introduce the following notations. For ∀u ∈ Sd−1 (d ≥ 2) and ∀τ ∈ (0, 1),
denote the (τ,u)-halfspace as
Hτ (u) =
{
x ∈ Rd : u⊤x ≥ qτ (u)
}
with complementary Hcτ (u) = {x ∈ R
d : u⊤x < qτ (u)} and boundary ∂Hτ (u) = {x ∈ R
d :
u⊤x = qτ (u)}, where qτ (u) = inf{t ∈ R
1 : Fun(t) ≥ τ}, and Fun denotes the empirical
distribution of {u⊤X1, u
⊤X2, · · · ,u
⊤Xn}. Obviously, u points into the interior of Hτ (u), and
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(see e.g. Kong and Mizera (2012))
Dτ (X
n) =
⋂
u∈Sd−1
Hτ (u). (2)
In the following, a halfspace Hτ (u) is said to be τ-irrotatable if:
(a) nPn(X ∈ H
c
τ (u)) ≤ ⌈nτ⌉ − 1, i.e., Hτ (u) cuts away at most ⌈nτ⌉ − 1 sample points.
(b) ∂Hτ (u) contains at least d sample points, and among them there exist d− 1 points, which
can determine a (d − 2)-dimensional hyperplane Vd−2 such that: it is possible to make
Hτ (u) cutting away more than ⌈nτ⌉ − 1 sample points only through deviating it around
Vd−2 by an arbitrary small scale.
Here ⌈·⌉ denotes the ceiling function, and Vd−2 is a singleton if d = 2. To gain more insight, we
provide a 2-dimensional example in Figure 1. In this example, X1, X2, X3 and X4 are clearly
not in general position, and H(u) is 1/2-irrotatable.
x1
x 2
X4
X1
X2
X3
u
H(u)
Figure 1: Shown is an example of the τ -irrotatable halfspace. Observe that: (a) H(u) cuts
away no more than 1 sample point, i.e., X1, and (b) ∂H(u) passes through at least 2 (= d)
sample points, i.e., X2, X3, X4, and it is possible to make H(u) cutting away more than
⌈4 × 1/2⌉ − 1 = 1 sample points, i.e., X1 and X2, through deviating it by an arbitrary small
scale around X3. Hence, H(u) is 1/2-irrotatable.
Remarkably, if a τ1-irrotatable halfspace cuts away strictly less than ⌈nτ1⌉− 1 sample points,
it also should must be τ2-irrotatable for some τ2 < τ1.
This τ -irrotatable property is quite important for the following lemma, which further plays
a key role in the proof of Lemma 4.
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Lemma 3. Suppose X n = {X1,X2, · · · ,Xn} ⊂ R
d (d ≥ 2) is of affine dimension d. Then
for ∀τ ∈ (0, λ∗], we have
Dτ (X
n) =
mτ⋂
i=1
Hτ (µi),
where mτ denotes the number of all τ -irrotatable halfspaces Hτ (µi).
Proof. By (2), Dτ (X
n) ⊂
⋂mτ
i=1Hτ (µi) holds trivially. Hence, in the sequel we only prove:
Dτ (X
n) ⊃
⋂mτ
i=1Hτ (µi).
If there ∃x 0 ∈
⋂mτ
i=1Hτ (µi) such that x 0 /∈ Dτ (X
n), i.e., D(x 0, Fn) < τ , we now show that
this will lead to a contradiction. For simplicity, hereafter denote Vn(τ) =
⋂mτ
i=1Hτ (µi).
Since Pn(·) takes values only on {0, 1/n, 2/n, · · · , n/n}, there ∃u0 ∈ S
d−1 such that
Pn(u
⊤
0 X ≤ u
⊤
0 x 0) = D(x 0, Fn). (3)
Trivially, when X n is of affine dimension d, we have: Vn(τ) ⊂ cov(X
n) for ∀τ ∈ (0, λ∗], where
cov(X n) denotes the convex hull of X n. Hence, for x 0 ∈ Vn(τ) and u0 given in (3), there must
exist an integer k0 ∈ {1, 2, · · · , nλ
∗} and a permutation π0 := (i1, i2, · · · , in) of (1, 2, · · · , n) such
that
u⊤0 Xi1 ≤ u
⊤
0 Xi2 ≤ · · · ≤ u
⊤
0 Xik0 ≤ u
⊤
0 x 0 < u
⊤
0 Xik0+1 ≤ · · · ≤ u
⊤
0 Xin . (4)
Obviously, k0/n < τ due to D(x 0, Fn) < τ , and hence k0 ≤ ⌈nτ⌉ − 1.
Note that replacing u ∈ Sd−1 with u ∈ Rd \ {0} does no harm to the definition of both
D(x , Fn) and Dτ (X
n) (Liu and Zuo, 2014). Hence, in the sequel we pretend that the constraint
on u is u ∈ Rd \ {0} instead.
Denote C(π0) = {v ∈ R
d \ {0} : v⊤Xit ≤ v
⊤Xik0+1 for any 1 ≤ t ≤ k0, and v
⊤Xik0+1 ≤
v⊤Xis for any k0 + 2 ≤ s ≤ n}. Obviously, u0 ∈ C(π0), and C(π0) is a convex cone.
Let U := {νj}
mv
j=1 = {z ∈ R
d \ {0} : ‖z‖ = 1, z lies in a vertex of C(π0)} with mv being U ’s
cardinal number. Clearly, mv < ∞ and ν1, ν2, · · · , νmτ are non-coplanar when X
n is of affine
dimension d. By the construction of C(π0), each ν ∈ U determines a halfspace H(ν) such that:
(p1) ν is normal to ∂H(ν) and points into the interior of H(ν), (p2) H(ν) cuts away at most
⌈nτ⌉ − 1 sample points, because Xik0+1 ,Xik0+2 , · · · ,Xin ∈ Hν , (p3) ∂H(ν) contains at least d
sample points, which are of affine dimension d− 1 due to ν is a vertex of C(π0).
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For U , we claim that: there ∃v0 ∈ U satisfying v
⊤
0 x 0 < v
⊤
0 Xik0+1 . If not, ν
⊤
j x 0 ≥ ν
⊤
j Xik0+1
for all j = 1, 2, · · · ,mv. Hence,
mv∑
j=1
ωjνj


⊤
x 0 ≥

mv∑
j=1
ωjνj


⊤
Xik0+1 ,
where
∑mv
j=1 ωj = 1 with ωj ≥ 0 for all j = 1, 2, · · · ,mv. This contradicts with (4) by noting
that C(π0) is convex and u0 ∈ C(π0).
However, v⊤0 x 0 < v
⊤
0 Xik0+1 implies x 0 /∈ H(v 0). We have:
S1. H(v 0) satisfies (b) given in Page 6: By (p1)-(p3), H(v 0) is τ -irrotatable, contradicting
with the definition of Vn(τ).
S2. H(v 0) does not satisfy (b): Among all sample points contained by ∂H(v 0), there must
exist d− 1 points that determine a (d− 2)-dimensional hyperplane, around which we can
obtain a τ -irrotatable halfspace through rotating H(v 0).
(If not, there will be a contradiction: By (p2), there ∃Xj1 , Xj2 , · · · ,Xjd ∈ ∂H(v0),
which are of affine dimension d − 1. Denote W1,W2, · · · ,Wd respectively as
( d
d−1
)
hy-
perplanes that passing through all (d − 2)-dimensional facets of the simplex formed by
Xj1 ,Xj2 , · · · ,Xjd . Then similar to Part (II) of the proof of Theorem 1 in Liu et al. (2015a),
it is easy to check that:
for ∀y ∈ Rd, y can not simultaneously lie in all W1,W2, · · · ,Wd.
Without confusion, assume y /∈W1 and Xj1 ∈W1. Observe that no τ -irrotatable halfs-
pace is available through rotating H(v0) around W1. Hence, for ∀δ > 0,
max{nPn(X ∈ H
c
δ+), nPn(X ∈ H
c
δ−)} < ⌈nτ⌉ − 1, (5)
where Hδ+ = {z ∈ R
d : u⊤+z ≥ u
⊤
+Xj1}, and Hδ− = {z ∈ R
d : u⊤−z ≥ u
⊤
−Xj1} with
u+ = v 0 + δu∗ and u− = v 0 − δu∗, where u∗ ∈ S
d−1 is orthogonal to both v0 and W1.
Since either y ∈ Hcδ+ or y ∈ H
c
δ− for ∀δ > 0, we obtain D(y , Fn) < (⌈nτ⌉ − 1)/n ≤ τ .
This is impossible because Dn(τ) is nonempty for ∀τ ∈ (0, λ
∗].)
Furthermore, it is easy to show that: if there is a τ -irrotatable halfspace, say H1, obtained
through rotating H(v 0) around one (d − 2)-dimensional hyperplane clockwise (without
confision), then there would be an another τ -irrotatable halfspace, say H2, by rotating
H(v 0) anti-clockwise. By noting H
c(v 0) ⊂ H
c
1 ∪ H
c
2, we can obtain either x 0 ∈ H
c
1 or
x 0 ∈ H
c
2, which contradicts with the definition of Vn(τ).
Hence, there is no such x 0 that x 0 ∈ Vn(τ), but x 0 /∈ Dτ (X
n).
This completes the proof of this lemma. 
Remark 1. It may have long been known in the statistical community that Tukey’s sample
depth regions may be polyhedral and have a finite number of facets. The detailed charac-
ter of each facet of these regions is unknown, nevertheless. When X n is in general position,
Paindaveine and Sˇiman (2011) have shown that each hyperplane passing through a facet of
Dτ (X
n), for ∀τ ∈ (0, λ∗], contains exactly d and cuts away exactly ⌈nτ⌉ − 1 sample points; see
Lemma 4.1 in Page 201 of Paindaveine and Sˇiman (2011) for details. Lemma 3 generalizes their
result by removing the ‘in general position’ assumption, and indicates that such hyperplanes
contain at least d and cuts away no more than ⌈nτ⌉ − 1 sample points.
To facilitate the understanding, we provide an illustrative example in Figure 2. In this ex-
ample, there are n = 4 observations, i.e., X1,X2,X3,X4, where X3 and X4 take the same value.
Clearly, they are not in general position and of affine dimension 2. Figures 2(a)-2(b) indicate
that {X1,X3,X4} determines two 1/2-irrotatable halfspaces, i.e., H1/2(u1) and H1/2(u2), sat-
isfying H1/2(u1) ∩ H1/2(u2) = L1. Similarly, the intersection of the halfspaces determined by
{X2,X3,X4} is L2. Hence, the median region is {x : x = X3}. From Figure 2(b) we can see
that ∂H1/2(u2) contains 3 (6= 2) and H1/2(u2) cuts away 0 (6= 1) sample points, which obviously
is not in agreement with the results of Paindaveine and Sˇiman (2011).
4 The limiting breakdown point of HM
In this section, we will derive the limit of the finite sample breakdown point of HM when
the underlying distribution satisfies only the weak smooth condition (such a limit is also called
asymptotic breakdown point in the literature, the latter notion is based on the maximum bias
notion though, see Hampel(1968)). Since HM reduces to the ordinary univariate median for
d = 1, whose breakdown point robustness has been well studied, we focus only on the scenario
of d ≥ 2 in the sequel.
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xy
H
τ
c(u1), the complementary of Hτ(u1)
X2
X3
X4
H
τ
*(u1) Hτ(u1)
X1
(a) Halfspace H1/2(u1), which is 1/2-irrotatable because 4Pn(X ∈ H
c
τ (u1)) ≤
⌈4τ⌉ − 1 but 4Pn(X /∈ H
∗
τ (u1)) = 2 > ⌈4τ⌉ − 1 for τ = 1/2.
x1
x 2
X4
H
τ
c(u2), the complementary of Hτ(u2), with τ=1/2
X1
H
τ
*(u2)
X2
X3
H
τ
(u2) 
(b) Halfspace H1/2(u2), which is similarly 1/2-irrotatable because 4Pn(X ∈
Hcτ (u2)) ≤ ⌈4τ⌉ − 1 but 4Pn(X /∈ H
∗
τ (u2)) = 2 > ⌈4τ⌉ − 1 for τ = 1/2
x1
x 2
X3
X4
L1
X1
X2
L2 
(c) The intersection of lines L1 and L2.
Figure 2: Shown are examples of the τ -irrotatable halfspaces and related HM.
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The key idea is to obtain simultaneously a lower and an upper bound of ε(T ∗,X n) for fixed
n, and then prove that they tend to the same value as n→∞. When X n is of affine dimension
d, it is easy to obtain a lower bound, i.e., λ
∗
1+λ∗ , for ε(T
∗,X n) by using a similar strategy to
Donoho and Gasko (1992) though. Finding a proper upper bound is not trivial, nevertheless.
To this end, we establish the following lemma, which provides a sharp upper bound with its
limit coinciding with that of λ
∗
1+λ∗ asymptotically. For simplicity, denoting by Au an arbitrary d×
(d−1) matrix of unit vectors such that (u
...Au) constitutes an orthonormal basis of R
d, we define
the Au -projections of X
n as Xnu = {A
⊤
uX1,A
⊤
uX2, · · · ,A
⊤
uXn} for ∀u ∈ S
d−1. Correspondingly,
let θˆun = T
∗(Xnu ), λ
∗
u = D(θˆ
u
n , Fun), and Fun to be the empirical distribution related to X
n
u .
Lemma 4. For a given data set X n of affine dimension d, the finite sample breakdown point
of Tukey’s halfspace median satisfies
ε(T ∗,X n) ≤
infu∈Sd−1 λ
∗
u
1 + infu∈Sd−1 λ
∗
u
.
v
u
x0x
V
K
x
l
H
y
Figure 3: Shown is a 3-dimensional illustration. Once y ’s are putted on ℓ, all of their projections
onto V are x0. Hence, for any x /∈ ℓ, its depth with respect to X
n ∪ Ym would be no more
than that of x with respect to the projections of X n ∪Ym, because all projections of the sample
points contained by K would lie in H. Here H denotes the optimal (d− 1)-dimensional optimal
halfspace of x, and K the d-dimensional halfspace whose projection is H.
Since the whole proof of this lemma is very long, we present it in two parts. For ∀u ∈ Sd−1,
in Part (I), we first project X n onto a (d − 1)-dimensional space Vud−1 that is orthogonal to
u , and then show that there ∃x0 ∈ V
u
d−1, which can lie in the inner of the complementary of
a (d − 1)-dimensional optimal halfspace of ∀x ∈ Vud−1 \ {x0}. Here by optimal halfspace of x
11
we mean the halfspace realizing the depth at x with respect to Xnu . Denote the line passing
through x0 and parallel to u as ℓu . In Part (II), we will show that by putting nλ
∗
u repetitions
of y0 at any position on ℓu but outside the convex hull of X
n, i.e., ℓu \cov(X
n), it is possible to
obtain that supx∈cov(X )D(x ,X
n ∪ Ym) ≤ nλ∗u . Hence, infu∈Sd−1 nλ
∗
u repetitions of y0 suffice
for breaking down T ∗(X n ∪ Ym). See Figure 3 for a 3-dimensional illustration.
Proof of Lemma 4. Trivially, it is easy to check that, for ∀u ∈ Sd−1, Xnu is of affine
dimension d− 1 if X n is of affine dimension d.
(I). In this part, we only prove that: When the affine dimension of M(Xnu ) is nonzero
for d > 2, there ∃x0 ∈ M(X
n
u) such that Ux ∩ Hx,x0 6= ∅ for ∀x ∈ M(X
n
u ) \ {x0}, where
Ux = {v ∈ S
d−2 : Pn(v
⊤(A⊤uX) ≤ v
⊤x) = D(x, Fun)}, and Hx,x0 = {v ∈ S
d−2 : v⊤x < v⊤x0}.
That is, x0 lies in the inner of the complementary of a (d − 1)-dimensional optimal halfspace
of ∀x ∈ M(Xnu ) \ {x0}. The rest proof follows a similar fashion to Lemmas 2-3 of Liu et al.
(2015b).
By Lemma 3, M(Xnu ) is polyhedral. Similar to Theorem 2 of Liu et al. (2015a), we can
obtain that, if there is a sample point Xi such that A
⊤
uXi ∈ M(X
n
u ), then A
⊤
uXi should be
a vertex of M(Xnu ) based on the representation of M(X
n
u ) obtained in Lemma 3. Let Vu be
the set of vertexes of M(Xnu ) such that, for ∀y ∈ Vu , there is an optimal halfspace Hy of y
satisfying Hy ∩M(X
n
u ) = {y}. Trivially, A
⊤
uXi ∈ Vu if A
⊤
uXi ∈M(X
n
u ).
If there is point in Vu that can sever as x0, then this statement holds already. Otherwise,
find a candidate point z0 by using the following iterative procedure and then show that z0 can be
used as x0. For simplicity, hereafter denote Az = {x ∈ R
d−1 : Ux ∩ Hx,z 6= ∅} and Bz = {x ∈
Rd−1 : Ux ∩Hx,z = ∅} for ∀z ∈ M(X
n
u). Obviously, Az ∪ Bz = R
d−1, Az ∩ Bz = ∅, z ∈ Bz, and
Bz ⊂M(X
n
u ).
Let z1 = T
∗(Xnu ). Clearly, Vu ∩ Bz1 = ∅. (In fact, Vu ∩ Bz = ∅ for any z ∈ M(X
n
u ) \Vu .)
If Bz1 = {z1}, let x0 = z0 and this statement is already true. Otherwise, similar to Lemma
2 of Liu et al. (2015b), for ∀x ∈ Bz1 \ {z1}, we obtain: (o1) u
⊤x ≥ u⊤z1 for ∀u ∈ Uz1 , (o2)
Ux ⊂ Uz1 , and (o3) Bx ⊂ Bz1 \ {z1}.
Denote
g(z1) = sup
v∈Uz1 ,x∈Bz1\{z1}
v⊤(x− z1).
Clearly, g(z1) > 0 by (o1)-(o3). Along the same line of Liu et al. (2015b), we can find a
series {zi}
∞
i=1 ⊂ M(X
n
u), if there is no m > 1 such that Bzm = {zm}, satisfying that: {zi}
∞
i=1
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contains a convergent subsequence {zik}
∞
k=1 with limk→∞
zik = z0 and lim
k→∞
g(zik−1) = 0. Trivially,
z0 ∈ M(X
n
u ) \Vu . (If not, it is easy to obtain a contradiction.)
Now we proceed to prove Bz0 = {z0}. First, we show
(F1): z0 ∈ Bzj−1 \ {zj−1} for ∀j ∈ {ik}
∞
k=1.
If not, there must ∃u˜ ∈ Uz0 satisfying u˜
⊤z0 < u˜
⊤zj−1. For this u˜ ∈ Uz0 , let (i
′
1, i
′
2, · · · , i
′
n)
be the permutation of (1, 2, · · · , n) such that: (a) u˜⊤(A⊤uXi′s) ≤ u˜
⊤z0 for 1 ≤ s ≤ k
∗, and (b)
u˜⊤(A⊤uXi′t) > u˜
⊤z0 for k
∗ + 1 ≤ t ≤ n, where k∗ = nλ∗u . Denote
ε0 =
1
2
min
{
min
k∗+1≤t≤n
u˜⊤((A⊤uXi′t)− z0), u˜
⊤(zj−1 − z0)
}
.
Since {zik}
∞
k=1 is convergent, there must ∃j
∗ ∈ {ik}
∞
k=1 with j
∗ > j such that ‖zj∗ − z0‖ < ε0.
This, together with |u˜⊤(zj∗ −z0)| ≤ ‖zj∗ −z0‖, leads to u˜
⊤zj∗ < u˜
⊤(A⊤uXi′t) for k
∗+1 ≤ t ≤ n,
which further implies Pn(u˜
⊤(A⊤uX) ≤ u˜
⊤zj∗) ≤ λ
∗
u . Next, by noting λ
∗
u = D(zj∗ , F
u
n ) ≤
Pn(u˜
⊤(A⊤uX) ≤ u˜
⊤zj∗), we obtain u˜ ∈ Uzj∗ ⊂ Uzj−1 . On the other hand, for ε0, a similar
derivation leads to u˜⊤zj∗ < u˜
⊤zj−1. This contradicts with zj∗ ∈ Bzj−1 when j
∗ > j by (o1)-
(o2). Then, based on lim
k→∞
g(zik−1) = 0 and (F1), we can obtain Bz0 \ {z0} = ∅ similar to
Lemma 3 of Liu et al. (2015b). Hence, we may let x0 = z0.
(II). By denoting ℓu = {z ∈ R
d : z = Aux0 + γu , ∀γ ∈ R
1} and using a similar method
to the first proof part of Theorem 1 in Liu et al. (2015b), we can obtain that, for an any given
y0 ∈ cov(X
n)\ℓu , it holds supx∈cov(Xn)D(x , Fn+m) ≤
nλ∗u
n+m , where Fn+m denotes the empirical
distribution related to X n ∪ Ym, and Ym contains m repetitions of y0.
Note that u is any given, and D(y0, Fn+m) =
m
n+m ≥
nλ∗u
n+m when m ≤ nλ
∗
u . Hence
ε(T ∗,X n) ≤
infu∈Sd−1 nλ
∗
u
n+ infu∈Sd−1 nλ
∗
u
=
infu∈Sd−1 λ
∗
u
1 + infu∈Sd−1 λ
∗
u
.
This completes the proof. 
Observe that the upper bound given in Lemma 4 involves the Au -projections. A nature
problem arises: whether the Au -projection of X is still halfspace symmetrically distributed?
The following lemma provides a positive answer to this question.
Lemma 5. SupposeX is halfspace symmetrical about θ0 ∈ R
d (d ≥ 2). Then for ∀u ∈ Sd−1,
A
⊤
uX is halfspace symmetrical about A
⊤
u θ0 ∈ R
d−1.
Proof. For ∀v ∈ Sd−2, the fact (Auv)
⊤(Auv) = v
⊤(A⊤uAu )v = 1 implies Auv ∈ S
d−1. Note
that
P
(
v⊤(A⊤uX) ≥ v
⊤(A⊤u θ0)
)
= P
(
(Auv)
⊤X ≥ (Auv)
⊤θ0
)
≥
1
2
.
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This completes the proof of this lemma.
Lemma 5 in fact obtains the population version, i.e., D(A⊤u θ0, Fu ), of D(θˆ
u
n , Fun) for ∀u ∈
Sd−1, where Fu denotes the distribution of A
⊤
uX.
we now are in the position to prove the following theorem.
Theorem 1. Suppose that (C1) {X1,X2, · · · ,Xn}
i.i.d.
∼ F is of affine dimension d, (C2)
F is halfspace symmetric about point θ0, and (C3) F is smooth at point θ0. Then we have
ε(T ∗,X n)
a.s.
−→ 13 , as n→ +∞, where
a.s.
−→ denotes the “almost sure convergence”.
Proof. Observe that
|D(θˆn, Fn)−D(θ0, F )| ≤ sup
x∈Rd
|D(x , Fn)−D(x , F )|︸ ︷︷ ︸
E1
+ |D(θˆn, F )−D(θ0, F )|︸ ︷︷ ︸
E2
.
Under Condition (C1), a direct use of Remark 2.5 in Page 1465 of Zuo (2003) leads to that
sup
x∈Rd
|D(x , Fn)−D(x , F )|
a.s.
−→ 0, as n→ +∞, (6)
holds with no restriction on F . Hence, E1
a.s.
−→ 0.
For E2, from Lemma 2, we have that D(x , F ) is continuous at θ0 under Condition (C3). On
the other hand, since D(θ0, F ) ≥ 1/2 > 0 under Condition (C2), an application of Lemma A.3
of Zuo (2003) leads to θˆn
a.s.
−→ θ0. These two facts together imply E2
a.s.
−→ 0.
Based on E1
a.s.
−→ 0 and E2
a.s.
−→ 0, we in fact obtain
D(θˆn, Fn)
a.s.
−→ D(θ0, F ), ∀u ∈ S
d−1. (7)
Relying on this and the lower bound λ
∗
1+λ∗ , it is easy to show that
ε(T ∗,X n) ≥
D(θ0, F )
1 +D(θ0, F )
, almost surely.
By Lemma 5, Fu is also halfspace symmetrical and smooth at A
⊤
u θ0 for ∀u ∈ S
d−1. Hence,
a similar proof to (7) leads to
D(θˆun , Fun)
a.s.
−→ D(A⊤u θ0, Fu ), as n→∞.
This, together with Lemma 4, and the theory of empirical processes (Pollard, 1984), leads to
ε(T ∗,X n) ≤
infu∈Sd−1 D(A
⊤
u θ0, Fu )
1 + infu∈Sd−1 D(A
⊤
u θ0, Fu )
, almost surely.
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Next, by
D(A⊤u θ0, Fu ) = inf
v∈Sd−2
P
(
v⊤(A⊤uX) ≤ v
⊤(A⊤u θ0)
)
= inf
u¯∈Sd−1, u¯⊥u
P (u¯⊤X ≤ u¯⊤θ0),
where u¯ = Auv, we obtain
inf
u∈Sd−1
D(A⊤u θ0, Fu ) = inf
u∈Sd−1
{
inf
u¯∈Sd−1,u¯⊥u
P (u¯⊤X ≤ u¯⊤θ0)
}
= inf
u∈Sd−1
P (u⊤X ≤ u⊤θ0)
= D(θ0, F ).
This proves ε(T ∗,X n)
a.s.
−→ D(θ0,F )1+D(θ0,F ) = 1/3, because D(θ0, F ) =
1
2 under Conditions (C2)-(C3).
This completes the proof of this theorem. 
Remark 2 It is worth noting that, both halfspace symmetry and weak smooth condition
assumptions in this paper can not be further relaxed if one wants to obtain exactly the limiting
breakdown point of HM. The former is the weakest assumotion to guarantee to have a unique
center. The latter is equivalent to the continuity of D(x , F ) at θ0, which is necessary for deriving
the limit for both the lower and upper bound, while the upper bound given in Lemma 4 could
not be further improved for fixed n.
5 Concluding remarks
In this paper, we consider the limit of the finite sample breakdown point of HM under weaker
assumption on underlying distribution and data set. Under such assumptions, the random
observations may not be ‘in general position’. This causes additional inconvenience to the
derivation of the limiting result compared to the scenario of X n being in general position. During
our investigation, relationships between various smooth conditions have been established and the
representation of the Tukey depth and median regions has also been obtained without imposing
the ‘in general position’ assumption.
Tukey halfspace depth idea has been extended beyond the location setting to many other
settings (e.g., regression, functional data, etc.). We anticipate that our results here could also
be extended to those settings.
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