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A Davide,
ovunque sia o non sia,
perche´ vivere non e´ esistere.

A poet once said: the whole universe is in a glass of wine. We will probably
never know in what sense he meant it, for poets do not write to be understood.
But it is true that if we look at a glass of wine closely enough we see the entire
universe. There are the things of physics: the twisting liquid which evaporates
depending on the wind and weather, the reflection in the glass; and our imag-
ination adds atoms. The glass is a distillation of the earth’s rocks, and in its
composition we see the secrets of the universe’s age, and the evolution of stars.
There are the ferments, the enzymes, the substrates, and the products. There
in wine is found the great generalization; all life is fermentation. How vivid is
the claret, pressing its existence into the consciousness that watches it! If our
small minds, for some convenience, divide this glass of wine, this universe, into
parts (physics, biology, geology, astronomy, psychology, and so on), remember
that nature does not know it! So let us put it all back together, not forgetting
ultimately what it is for. Let it give us one more final pleasure: drink it and
forget it all!
Una volta un poeta disse: L’universo intero e´ in un bicchiere di vino. Proba-
bilmente non sapremo mai in che senso lo disse, perche´ i poeti non scrivono per
essere compresi. Ma e´ vero che se osserviamo un bicchiere di vino abbastanza
attentamente vediamo l’intero universo. Ci sono le cose della fisica: il liquido
turbolento e in evaporazione in funzione del vento e del tempo, il riflesso sul
vetro del bicchiere, e la nostra immaginazione aggiunge gli atomi. Il vetro e´
un distillato delle rocce della Terra, e nella sua composizione vediamo i segreti
dell’eta´ dell’universo e l’evoluzione delle stelle. Ci sono i fermenti, gli enzimi,
i reagenti e i prodotti. Nel vino si trova la grande generalizzazione: tutta la vita
e´ fermentazione. Com’e´ vivido il novello, che imprime la sua esistenza nella
consapevolezza di chi lo osserva! Se le nostre fragili menti, per convenienza,
dividono il bicchiere di vino, l’universo, in parti (fisica, biologia, geologia, as-
tronomia, psicologia e cos´ı via) ricordiamoci che la natura non lo sa! Quindi
rimettiamo tutto insieme ma non dimenticandoci a cosa serve. Lasciamo che ci
regali ancora un ultimo piacere: beviamolo e dimentichiamoci di tutto!
Richard P. Feynman (1918-1988)
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Introduction and outline
Current photovoltaic (PV) market is strongly dominated by an intense use
of silicon. Although it is the second most abundant element on the Earth crust,
after oxygen, Si is never present in its pure form but always bounded with
other elements, and relatively complex and expensive purification procedures
are needed in order to have clean, crystalline and optimally doped pure silicon.
This issue, joined with the ever-increasing demand of clean Si by almost all
the technological modern applications, led scientists all over the world to look
for suitable alternatives.
One of the most promising options, is to try to substitute silicon with carbon,
essentially for two reasons: (i) pure C not only exists in nature but can also
be obtained and purified through easy and low-cost processes, (ii) carbon can
behave as a metal or a semiconductor without being doped, depending only on
the particular allotrope.
Moreover, carbon allotropes capability of arranging in various geometry al-
lows C-based materials to assume different dimensionality, starting from the
quasi zero-dimensional fullerene to three-dimensional diamonds. This makes
carbon nanomaterials excellent candidate for a wide range of electrical and
technological devices, offering the possibility to chose the suitable allotropes
depending on the particular task that is needed to be fulfilled.
For photovoltaic application, a semiconducting material which can provide
dissociation sites for excitons is necessary. To accomplish this role, the mono-
dimensional form of C, carbon nanotubes (CNTs), revealed to be a perfect sub-
stitute of p-type silicon, on one side of the junction because CNTs are naturally
p-doped in air. Moreover, thanks to their peculiar geometry and extraordinary
electrical conductivity, they are able to provide excellent transport path for
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the dissociated carriers with a very good transparency (which allows a relevant
amount of incident light to reach the depletion region).
In the first chapter of this thesis, carbon nanotubes will be introduced, em-
phasizing the properties which make this nanostructured materials optimal for
PV applications. Then, the different types of carbon/silicon heterojunctions
will be analyzed, starting from the classical semiconductor theory, to a more
complex and realistic model. At the end of the chapter CNTs solar cells state
of the art will be presented, highlighting the open questions at which this thesis
is aimed to answer.
The experimental techniques, such as angle-resolved X-rays photoelectron
spectroscopy (AR-XPS) and transient reflectivity (TR) measurements, used to
reach this goal will be presented in Chapter 2, together with the description of
the manufacturing processes that yielded to the creation of three different series
of PV devices, with an improvement of the efficiency from 0.1% to 12.2% in
three years.
In the third chapter, we will show how the complex buried interface between
CNTs and Si can be investigated and modelled by means of photoelectron spec-
troscopy techniques. A complex oxide interface, composed by silicon dioxide
(SiO2) and non-stoichiometric silicon oxide (SiOx), has been unveiled and pos-
sible effects on the power conversion efficiency of PV devices are outlined.
A systematic study on the chemical and physical properties of the buried in-
terface will be presented in Chapter 4. Oxides have been alternatively removed
and regrown using suitable acids and the effects on the PV performances will
be discussed in detail in this chapter. The doping effects of acids on the carbon
nanotubes will also be investigated through Raman spectroscopy. Acid effects
on the heterojunctions will be unambiguously shown by the XPS measurements,
and the matching of these data with the electrical PV measurements allows us
to discuss the nature of the heterojunction in more detail.
In order to properly address the operation mechanism of these devices, which
can be either a conventional p-n or a metal-insulator-semiconductor (MIS) junc-
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tion, the dynamics of charge transfer processes at the interface will be inves-
tigated in Chapter 5 with time-resolved pump-probe reflectivity measurement.
The aim is to find a correlation between the thickness of the buried SiOx layer
and the carriers photogeneration and transport, comparing the device electrical
parameter with the ultrafast behavior, analyzed by time-resolved reflectivity.
These last findings, along with several improvements in the CNTs dispersion
and deposition, have led to the creation of optimized third-series solar cells with
a record efficiency of 12.2%, which will be fully characterized at the end of
this last chapter through a combination of suitable experimental techniques, in
order to highlight the factors which contributed to this huge jump in the power
conversion efficiency. The stability in time of this optimized PV devices will
finally be discussed.
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Chapter 1
Carbon Nanotubes and
Carbon-based Hybrid
Heterojunctions
Abstract
Carbon nanotubes play a central role in the field of nanotechnology, because
of their peculiar electrical, mechanical and optical properties, arising from their
monodimensional geometry. Here, the properties of carbon nanotubes are dis-
cussed, starting from their crystalline structure, in order to understand their
optical, electrical and vibrational behaviour. In the second section, the most
popular CNT synthesis mechanism are presented, while the last section is de-
voted to analyse the heterojunction between CNTs and Silicon, in order to
understand why it is at the basis of a wide variety of applications, focusing in
particular on photovoltaic devices.
1.1 Carbon nanotubes
Even though carbon filaments with a diameter of less than 10 nm were
produced in 70’s and 80’s [1–5], it was only after the first observation with
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high resolution transmission electron microscopy (HRTEM) of carbon nanotubes
(CNTs) by Iijima in 1991 [6] that CNT field boosted up significantly, attracting
more and more scientist all over the world. The simplest and fundamental type
Figure 1.1: (a) Schematic representation of the graphene Bravais lattice in which the
vectors a1, a2, Ch and T are highlighted for a (5,2) SWCNT. (b) A SWCNT obtained
by rolling a single graphene sheet.
of CNTs is represented by single walled carbon nanotubes (SWCNT) which
can be schematized as a single graphene sheet, rolled up to form a cylinder.
Because the tube properties [7] are dramatically influenced by the way in which
the graphene sheet is rolled, it worth to clearly understand the geometry of
nanotubes and their relationship with graphene crystalline structure. Starting
from the basis vectors of the graphene hexagonal honeycomb Bravais lattice, a1
and a2 represented in Fig.1.1, it is possible to express the circumference of any
carbon nanotube in term of the chiral vector Ch, which is defined as the linear
combination of the basis vectors: Ch = na1 + ma2. The pair of integer (n,m)
uniquely defines the chiral vector and is called nanotube chirality. Nanotubes
with m = 0 are called zigzag, if m = n, the tube is denoted as armchair, while
all the other CNTs are simply called chiral. The other unit lattice vector T,
perpendicular to the chiral vector can be also expressed in terms of n, m, a1
and a2 as:
T =
(2m+ n)
bR
a1 − m+ 2n
bR
a2 (1.1)
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where bR is equal to 3b, if m − n is a multiple of 3b, or bR=b, when m − n is
not a multiple of 3b, with b being the greatest common divisor between m and
n. The tube diameter d is given by:
d =
Ch
pi
=
√
3aC−C
pi
√
m2 +mn+ n2 (1.2)
where aC−C is the lenght of the carbon-carbon bond length (1.42 A˚), i.e. the
hexagon side in Fig.1.1. The chiral angle ϑ, defined as the angle between Ch
and a1, is:
ϑ = tan−1
√
3n
2m+ n
(1.3)
and varies from ϑ = 0◦ for zigzag nanotubes to ϑ = 30◦ for the armchair ones.
The number of hexagons in each unit cell is given by:
N =
2
bR
(m2 +mn+ n2), (1.4)
from this equation, it follows that the CNT unit cell is N time larger than
that of graphene. Theoretical studies predicted CNT electronic properties to
Figure 1.2: (a) Tight-binding band structure of graphene. The wave vector k for a
1D CNT is shown in the 2D Brillouin zone of graphite, in red, for (b) metallic and (c)
semiconducting tubes.
be very sensitive to their geometrical structure. In fact, although graphene is a
18 Carbon Nanotubes and Carbon-based Hybrid Heterojunctions
zero-gap semiconductor, single walled carbon nanotubes can be either metallic
or semiconducting, depending only on their chiral index (n,m). The electronic
structure around the Fermi level of an isolated graphene sheet is given by an
occupied pi-band and an unoccupied pi∗-band, characterized by having both
linear dispersion and by crossing the Fermi level at the K point of the Brillouin
zone (Figure 1.2a). When a graphene sheet is rolled to form a tube, only some
k states are allowed, due to the periodic boundary conditions imposed in the
circumferential direction. Whenever the set of allowed k states includes the K
point (Figure 1.2b), the system has a non-zero density of states (DOS) at the
Fermi level and is then a metal with two linear dispersing bands; otherwise,
when the K point is located at one-third of the distance between two adjacent
allowed k (Figure 1.2c), the CNT is a semiconductor with a variable energy
band gap. All nanotubes with n −m = 3b, where b is an integer, are metallic,
all the other are semiconductors. Each parallel k-line describes one pair of
conduction and valence sub-bands in the nanotube. Transitions at the bandgaps
of such sub-band pairs lead to strong optical resonances, and these transitions
are traditionally labelled Sii for semiconducting and Mii for metallic nanotubes,
where i is the sub-band index. Multi-walled nanotubes (MWCNTs) consist of
multiple rolled layers (concentric tubes) of graphene, as in a Russian doll model.
Individual shells in MWCNTs can be described as SWCNTs, which can be
metallic or semiconducting. Because of statistical probability and restrictions
on the relative diameters of the individual tubes, a MWCNT is usually a zero-
gap metal. The 1D density of states of CNT, derived straightforward from the
graphite one [8], increases when the energy band E(k) becomes flat as a function
of k, giving rise to one-dimensional van Hove singularities (vHs) in the DOS,
as shown in Figure 1.3; vHs are important for determining many solid state
properties of carbon nanotubes, such as the Raman spectroscopy.
On the basis of tight binding calculations a simple relation between nanotube
diameter d and the transition energies Esc,m , the energy separation between
the van Hove singularities, valid both for semiconducting (sc) and metallic (m)
SWCNT can be determined:
Esc,m = 2i
γ0 aC−C
d
(1.5)
with i = 1 for S11, i = 2 for S22 and i = 3 for M11; γ0 = 2.9 eV is the near-
est neighbour carbon-carbon interaction energy and aC−C = 0.144 nm is the
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Figure 1.3: The density of state of graphene (a) is compared to the CNTs one (b).
As a result of the 1D confinement in CNTs gives rise to the characteristic van Hove
singularities.
nearest neighbour carbon-carbon distance. In UV/Vis/NIR absorption spec-
troscopy [9], the optical transitions, arising from vHs, are probed. After the
light absorption, electrons in the van Hove singularities of the valence band
jumps to the corresponding energy levels in the conduction band (the S11 and
S22 in semiconducting tubes), while crossed transitions such as S12 and S21
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Figure 1.4: The density of state of semiconducting (a) and metallic (b) are sketched,
highlighting the S11, S22 an M11 transitions. These transitions give rise to the three
peaks in the optical absorption spectrum (c).
are forbidden by selection rules. In principle, the same process happens in the
case of metallic SWCNTs. However, the spacing between the van Hove sin-
gularities is larger so that only M11 transitions can be probed in the UV/Vis
region (Figure 1.4). Besides the van Hove singularities in the phonon DOS, car-
bon nanotubes also exhibit some other unusual aspects regarding their phonon
dispersion relations [10], such as four acoustic branches. In addition to the lon-
gitudinal acoustic and transverse acoustic modes, there are two acoustic twist
modes for rigid rotation around the tube axis, which are important for heat
transport and charge carrier scattering. In SWCNTs, the G band, present also
in graphene, which is split into many features around 1580 cm−1, and the lower
frequency radial breathing mode (RBM) are usually the strongest features in
Raman spectra, and are both first-order Raman modes (Figure 1.5). The RBM
is a unique phonon mode, appearing only in carbon nanotubes and its obser-
vation in the Raman spectrum provides direct evidence that a sample contains
SWCNTs. The RBM is a bond stretching out-of-plane phonon mode for which
1.1 Carbon nanotubes 21
Figure 1.5: Raman spectrum of a SWCNT. The vibrational modes associated to
RBMs and the G-band are represented.
all the carbon atoms move coherently in the radial direction, and whose fre-
quency is about 100-500 cm−1. The RBM frequency is inversely proportional
to the tube diameter.
Carbon materials presents also two relatively weak Raman signals whose
phonon frequencies change with different laser excitation energy, which is called
dispersive behavior. Both in graphite and in SWCNTs, the D-band at 1350
cm−1 and the G′-band at 2700 cm−1 (for a laser photon energy of 2.41 eV)
are, respectively, due to one- and two-phonon, second-order Raman scattering
processes. In particular, because the D-band was firstly observed in the pres-
ence of defects in an otherwise perfect infinite graphite structure, it has to be
associated to structural defects in the sample.
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1.2 Carbon/silicon heterojunctions
Carbon materials are highly versatile due to the different combinations of
sp2 and sp3 carbon bonds (Figure 1.6a). In contrast, silicon, the close neighbor
of carbon in the periodic table, and one of the best understood elements in
research, is incapable of forming multiple bonds because of low ppi − ppi orbital
overlap in multiple bonds (Figure 1.6b) [11]. Wang et al. [12] investigated the
pi−bond energies of various materials and obtained the bond energy of C = C
is 2.84 eV and the Si = Si bond energy is 1.0 eV. If high-quality carbon layers
Figure 1.6: Selected structures of carbon and silicon building and the model of
carbon/Si heterojunction solar cells. a) Based on the common graphite, four classes
of carbon allotropes are shown here: a-C, fullerene, CNTs, and graphene. b) Silicon.
c) The typical structure of C/Si heterojunction solar cells.
with different bandgaps can be prepared, efficient devices based on the C/Si
heterojunction could be constructed, such as for example sensors, transistors
and solar cells.
It should be noticed that there are obvious differences in the contact type
between carbon and silicon, depending in particular on the carbon material
geometries. Compared to the limited contact area between CNTs or fullerens
(C60) and Si, a carbon film, such as graphene or amorphous carbon (a-C) film,
could exhibit surface-to-surface contact with planar silicon. However, the con-
tact between carbon and silicon is not always perfect due to the roughness and
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wrinkles of the thin film. The structure of the C/Si heterojunction will be dis-
cussed here firstly in an ideal and simplified situation in which a perfect junction
between C and Si is created. In C/Si solar cells, the carbon layer serves mul-
tiple functions, including window electrode, hole collector, and antireflection
layer. The working mechanism of C/Si solar cells can be characterized, in first
approximation, by the classic theory of semiconductor physics.
Figure 1.7: Energy-band diagrams of the C/Si heterojunction: a) p-n junction and b)
Schottky (metal/semiconductor) junction. When an insulating layer lies between car-
bon and silicon, the energy-band diagrams of the heterojunction needs to be modified
as shown in (c) and (d), respectively.
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1.2.1 C/Si junction in thermal equilibrium
In figure 1.7, the energy band diagram of the possible C-Si heterojunction,
in thermal equilibrium is shown. EgC and EgSi represent the bandgaps of
carbon and silicon, EcC and EcSi are the conduction band energies, EvC and
EvSi are the valence band energies, EF is the energy of the Fermi level. The
work functions carbon and silicon are respectively ϕC and ϕSi, and in the ideal
thermal equilibrium diagram, ϕb is the ideal barrier height and Vbi is the built-in
potential barrier.
Carbon materials can form two types of heterojunctions when placed in
contact with silicon substrates: p-n (semiconductor/semiconductor) junction
(Figure 1.7a) and Schottky (metal/semiconductor) junctions (Figure 1.7b).
The semiconducting properties enable carbon nanomaterials, such as a-C,
C60 , CNTs and graphene, to form p-n junctions with Si. Generally, a diffusion
process of charge carriers at the interface level occurs when p-type carbon (p-C)
materials are placed in contact with n-type silicon (n-Si), due to the concentra-
tion difference of electrons and holes. From the basic semiconductor physics,
the total current density J is given by two terms: (i) the drift current, due to
the electric field inside the junction and (ii) the diffusion current depending on
the variation of carrier concentration.
J = qnµE + qD
dn
dx
(1.6)
where D is the diffusion coefficient for the electron in the considered medium, n
is the number of electrons per unit of volume, q is the charge of one electron, µ
is electron mobility in the medium, and E the electric field. Once the junction
is made, holes are injected into the n-Si, and electrons move towards the p-C.
As a result of the charge diffusion, the charge neutrality is broken and a built-in
field is formed, which hinders further carrier drift. The injection process would
bend the energy band of C and Si. The energy band of the p-C bends down
to approach the Fermi level, while n-Si would be away from the Fermi level.
While the drift current is always in the same of the electric field, the diffusion
current direction can switch with a variation of charge carrier concentration.
In particular, it can be demonstrate that, when no external voltage is applied,
the drift current totally balances the diffusion current, hence, the net current is
always zero.
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A similar picture holds in the conditions of a Schottky junction between
metallic carbon materials and n-Si, with differences in the magnitude of the re-
verse saturation current and the switching characteristics. Another interesting
condition that we will discuss in more detail during this thesis, occurs when
an interfacial insulating layer (usually represented by silicon oxides) exists be-
tween the carbon layer and the silicon substrate in the heterojunction (Figure
1.7 c,d). With the existence of the insulating layer, the barrier height of the
heterojunction is enlarged. The carrier transport mechanism through the in-
sulating layer would either be tunnelling or recombination. Especially in case
d, but also in c, the device operation mechanism is better described by the
Metal-Insulator-Semiconductor (MIS) picture.
1.2.2 C/Si heterojunction at non-equilibrium conditions
In order to understand C/Si solar cells operation, the thermal equilibrium
picture is not indicative of the real physical situation and the introduction of
an applied bias voltage is used to simulate the effects of illumination in order
to understand the complex mechanism of generation, transport, and separation
of charge carriers occurring at the interface of the C/Si heterojunction.
When a bias voltage is applied to the junction, positive charges will accumu-
late near the surface of the silicon side and negative charges appear on the other
side, near the p-C layer, due to the electrons departing from the n-Si. In this
way, the direction of the built-in field is from the silicon to the carbon. When a
positive bias is applied from the p-C to the n-Si in the C/Si heterojunction, the
potential barrier of the C/Si junction becomes lower and the diffusion current
increases, whereas the drift current decreases. The total current, in this case, is
fairly high due to the dominant contribution of majority carriers. In contrast,
the total current caused by minority carriers is quite low when a negative bias
is applied to the C/Si heterojunction.
For this reason, when the C/Si heterojunction is illuminated, the thermal
equilibrium is shifted out of balance as shown in Figure 1.8. As photons are
absorbed by the heterojunction, photons with energy larger than the bandgap
can excite electrons in the valence band to the conduction band, leaving a hole
at the place an electron previously occupied. At this point, the photogenerated
carriers can be separated due to the built-in field. The work function of carbon
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Figure 1.8: Energy-band diagrams of the C/Si heterojunction upon illumination.
The energy-band diagrams of the heterojunction for an open circuit are shown as: a)
p-n junction and b) Schottky junction, respectively.
layer can be adjusted in order to get a higher built-in field, hence improving the
junction’s capability to collect photogenerated carriers.
1.2.3 C/Si solar cells
So far, the C/Si junctions had been treated considering simply a general
carbon layer without specifying anything about the properties of the top layer.
This vision, however, risks to be too simplistic, because carbon has the capability
of forming a large number of allotropes, the most common being summarized
in Figure 1.9. Since every carbon allotropic form displays peculiar optical,
mechanical and electrical properties, it worth to treat these heterojunctions
with more details, separately.
Over the years, the use of inorganic semiconducting materials has dominated
the solar energy conversion market. However, the production of organic or mixed
organic/inorganic solar cells has visibly increased the potential of solar energy
conversion and made an impact with a broad range of innovative technologies.
The photovoltaic effect involves the generation of electron and hole pairs and
their subsequent collection at the opposite electrodes.
Both in organic and inorganic materials, the photon absorption causes a de-
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localization of the excited states, which leads to a generation of bound electron-
hole pairs called excitons. These excitons have to dissociate into free charges
in order to be transported to the electrodes. Exciton dissociation is known to
occur in strong electric fields normally found at polymer-metal interfaces and at
dissociation centres, such as oxygen impurities acting as electron traps. This fea-
ture has led to the idea of blending polymers with electron acceptor molecules,
having a larger electron affinity than the polymer. Under these conditions, inter-
nal junctions between the electron donating polymer and the electron acceptor
molecule are created. This allows the preferential transfer of the electrons into
the electron acceptor molecule while leaving the holes to be preferentially trans-
ported through the polymer, a process known as photoinduced charge transfer.
Since the discovery of photoinduced charge transfer between conjugated
polymers as donor and C60 and carbon nanotube, as acceptors, several efficient
photovoltaic systems using a combination of polymer and carbon allotropes have
been fabricated.
Single-wall carbon nanotubes are attractive platforms for photovoltaic ap-
plications because possess extended pi-electron systems, in combination with
photoexcitable electron donors, which could be useful for novel, highly efficient
photo-electrochemical. In fact, SWCNT are good electron acceptors and, at
the same time, one-dimensional nanowires. Therefore, they are ready to ac-
cept electrons, which are then transported with high efficiency. In light of this
feature, the combination of SWCNT with donor groups represent a novel con-
cept to harvest solar energy and convert it into useful electricity. PV devices
are fabricated from thin films of organic semiconductors, such as polymers and
small-molecule compounds, and are typically on the order of 100 nm thick or
less. Because polymer based PVs can be made using a coating process such
as spin coating or inkjet printing, they are an attractive option for inexpen-
sively covering large areas as well as flexible plastic surfaces, a promising low
cost alternative to silicon solar cells. There is a large amount of research be-
ing dedicated throughout industry and academia towards developing PVs and
increasing their power conversion efficiency. For a summary about solar cells
properties and characterizing parameters, see appendix A.
a-C/Si PV heterojunctions: The first C/Si heterojunction was fabricated
and reported by Bhagavat and Nayak in 1979 [13] where amorphous carbon
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Figure 1.9: Some carbon allotropes: a) diamond, b) graphite, c) lonsdaleite, d)
(Buckminster)fullerene (C60), e) fullerite (C540), f) C70 fullerene, g) amorphous car-
bon, and h) single-walled carbon nanotube.
films, thicker than 50 nm were deposited on monocrystalline n-Si prepared by
arc-evaporation technique using pure graphite. For the first time, a photovolt-
age of about 280 mV and a photocurrent of 10 mA (under an illumination
corresponding to Air Mass 1) was recorded using carbon instead of silicon. Af-
ter this first work, the research of C/Si heterojunctions has risen steadily with
the development of materials processing technology. In 1990, Fang et. al. [14]
observed that the a-C film formed a natural anti-reflection coating and the het-
erojunction exhibited a Schottky-type structure. In the same year, Amaratunga
et. al. carried out an independent study on C/Si heterojunctions, depositing ca.
50-100 nm-thick carbon films containing polycrystalline diamond grains onto
the n-Si substrates by radio-frequency plasma-enhanced chemical vapor deposi-
tion (RF-PECVD) using a CH4/Ar gas mixture. With an average bandgap of
2.0 eV, this carbon film was considered to possess semiconductor properties and
a rectifying diode behaviour of the C/Si heterojunction was observed. Inspite
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of these convincing reports on the PV effect of a-C/Si heterojunction, the first
demonstration of a-C/Si solar cells was reported by Yu et al. in 1996 [16] using
a 40 nm-thick carbonaceous thin film with a bandgap of 0.25 eV, deposited on
the n-Si by chemical vapor deposition (CVD). The solar cells displayed a per-
fect rectifying current-voltage characteristic in the dark and generated a PCE
of 3.8% with a JSC of 2.73 mA cm
−2 and a VOC of 325 mV. This study also
proved that this a-C/Si diode current came from the diffusion current, and it im-
plied that this thin homogeneous a-C film by a low-temperature process could
provide a nearly flawless interface with few defects for the C/Si heterojunc-
tion with a low recombination current caused by carrier scattering and carrier
trapping. Although much effort has been devoted to improving the fabrication
techniques of C/Si heterojunction PV cells and adjusting the bandgap of a-C,
the development of a-C/Si heterojunction PV cells have been slowed by the high
density of defects, difficulties of controlling the sp2 /sp3 ratio of the a-C, and
inhomogeneity of dopants [17–19].
C60/Si PV heterojunctions Fullerene face-centered-cubic structure was found
to exhibit n-type semiconductor behaviour with a direct bandgap of 1.4-2.3 eV,
which is an optimal value for PV applications [20–22]. In 1994, the first attempt
to fabricate a C60/Si heterojunction have been done by Chen et al. [23] by evap-
orating C60 powders onto the Si substrate, demonstrating that the C60/p-Si
heterojunctions exhibited rectifying properties in the dark.
In the same year, Wen et al. [24] demonstrated that a photovoltage of 0.2
V in a C60/p-Si heterojunction could be generated. Due to the high resistance
of the intrinsic C60, controlling the thin film conductivity was necessary for
PV applications. Fu et al. [25] demonstrated that the sheet resistance could
be decreased by suitable ions implantation which would induce amorphization:
n-type C60 could be obtained by phosphorus implantation while doping the film
with aluminium during the deposition would lead to p-type C60. The doped
C60/Si heterojunction exhibited rectification characteristics and an improved
PV effect. Although many techniques were adopted, the PCEs of C60/Si het-
erojunction solar cells were still low because of the big limiting factor of the low
intrinsic conductivity. For further applications in solar cells, C60 and its deriva-
tives would be used as additives with other organic/inorganic active materials
for better solar spectrum conversion and charge transfer [26,27].
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Graphene/Silicon solar cells Graphene (Gr) has been attracting a growing
interest in nanotechnology thanks to its relevant electrical and optical proper-
ties, such as an extraordinary electron mobility of 2.5 · 105 cm2 V 1S1, which
means that, at room temperature, electrons can move for several micrometers
without scattering. On the other hand, graphene has a quasi-zero bandgap
and its absorbance spectrum is dominated by intra-band transitions [29]. The
possibility of depositing large area, clean, graphene monolayer, along with its
outstanding strength and flexibility, make graphene particularly suitable for
optoelectronic devices. Thanks to the previous research on the carbon/Si het-
Figure 1.10: Evolution and selected representative results of the PCEs of laboratory
graphene/Si solar cells. The pristine solar cells PCE values are represented in black
while the electrical and optical improved ones are displayed in red. With the blue
circle, the record PCE, obtained with interface oxide optimization, is highlighted.
Adapted from Ref. [28].
erojunction, the development of graphene/Si solar cells was very fast. Graphene
film could be transferred on Si, to form Schottky junctions, with a relatively
large built-in field for charge-carrier separation. In these devices, graphene
served not only as a transparent electrode but also as an active layer for electron-
hole separation and hole transport.
To enhance the performance of the solar cell, the work function and the num-
ber of graphene layer need to be adjusted are in such a way that the built-in field
can equal the work-function difference between graphene and silicon. By enlarg-
ing the work function of graphene, a stronger electric field is formed, improving
the junction capability to collect photogenerated carriers. On the other hand,
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the number of graphene monolayers would determine the film transmittance
and sheet resistance of graphene, thus affecting the performance of the solar
cell. Hence, taking direct inspiration from what already proved for CNTs/Si so-
lar cells (see section 1.3 ), many attempt have been made to improve electrical
and optical features of the Gr/Si heterojunctions, resulting in a PCE increase
from 1.65% [30] to 15.6% [31] in 5 years (Figure 1.10).
The first strategy adopted was to p-dope graphene, by using oxidizing acids
[32], by spin casting a polymer layer on graphene [33], or by gold nanoparticle
functionalizzation [34], in order to reduce the sheet resistance, to modify the
work function and to increase the carrier density and the built-in potential (red
dots in Fig. 1.10).
However, the best result in term of PCE had been reached recently by Song et
al. [31] who systematically investigated the role of the native silicon oxide layer
in the Schottky barrier between graphene and Si. Each silicon substrate was
first etched using hydrofluoric acid (HF) to remove native oxides and then left in
air for varying amounts of time to allow the oxide to regrow. Finally a graphene
sheet was transferred on top. The thickness of interfacial layer increased from 0.5
nm immediately after HF treatment to 1.5 nm after 2 weeks in air, as measured
by ellipsometry. The junction behaviour changes with the oxide, in particular,
under illumination the holes in excess inside the heterojunction should either
tunnel through the barrier or recombine with electrons. In absence of the oxide
layer, or with a very thin one, the low number of photoexcited carriers lead to a
small recombination, but also the tunnelling across the junction is negligible. As
the thickness of the native layer increases, further excess holes would accumulate
near the interface of graphene/ Si and therefore recombination of carriers took
place. The total photocurrent was determined by a balance between tunneling
and recombination. Thus, the recombination would dominate over tunnelling
under the thicker native silicon oxide layer in graphene/Si, resulting in reduced
fill factor of solar cell. However, the Voc increases from 0.45 V to 0.59 V with the
1.5 nm thickness of the oxide layer. Further chemical doping by Au nanoparticles
and an anti-reflective coating results in the record PCE of 15.6%, with Jsc of
36.7 mA·cm−2 , Voc of 0.595 V, and FF of 72%.
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1.3 Carbon nanotubes in PV devices
In the recent years, CNTs have been widely used in organic photovoltaic
devices (OPV). The following subsections will be dedicated to discuss how CNTs
are able to play differen roles in the photovoltaic, i. e. part of the photoactive
layer, transparent electrode or in dye-sensitized solar cells.
1.3.1 CNTs in photoactive layer
In 2001, E. Kymakisa and G. A. J. Amaratunga [35] used poly(3-octylthiophene)
(P3OT) as the photoexcited electron donors, blended with single walled carbon
nanotubes, which acted as the electron acceptors. The single wall nanotubes
SWCNTs also allow the transferred electrons to be transported by providing
percolation paths. Diodes were fabricated in the sandwich configuration shown
Figure 1.11: Chemical structures of P3OT and SWCNT and the architecture of the
photovoltaic setup.
in Fig. 1.11. Organic films were deposited by drop and spin coating from a
chloroform solution onto a glass substrate coated with indium-tin oxide (ITO)
and aluminum electrodes were thermally evaporated. Enhancements of more
than two orders of magnitude have been observed in the photocurrent from
adding SWCNTs to the P3OT matrix (Fig.1.12). Improvements were specu-
lated to be due to charge separation at polymer-SWCNT connections and to a
more efficient electron transport through the SWCNTs. However, a rather low
power conversion efficiency of 0.04% under 100 mW/cm2 white illumination was
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Figure 1.12: (a) IV characteristics of an ITO/P3OT/Al device (in dark filled cir-
cles) and under illumination (open circles). (b) The same data for an ITO/P3OT-
SWCNTs/Al device.
observed for the device, suggesting incomplete exciton dissociation at low CNT
concentrations. Because the lengths of the SWCNTs were similar to the thick-
ness of photovoltaic films, introducing a higher percentage of SWCNTs into the
polymer matrix was believed to cause short circuits.
To supply additional dissociation sites, other researchers [36] have physically
blended functionalized MWCNTs into poly(3-hexylthiophene) (P3HT) polymer
to create a P3HT-MWCNT with C60 double-layered device. However, the power
efficiency was still relatively low at 0.01% under 100 mW/cm2 white illumina-
tion. Weak exciton diffusion toward the donor-acceptor interface in the bilayer
structure may have been the cause, along with the fullerene C60 layer possibly
experiencing poor electron transport. More recently, a polymer photovoltaic de-
vice from C60-modified SWCNTs (Fig.1.13) and P3HT has been fabricated. Mi-
crowave irradiating a mixture of aqueous SWCNT solution and C60 solution in
toluene was the first step in making these polymer-SWCNT composites. Conju-
gated polymer P3HT was then added resulting in a power conversion efficiency
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Figure 1.13: C60-modified SWCNTs.
of 0.57% under simulated solar irradiation (95 mW/cm2). It was concluded
that improved short circuit current density was a direct result of the addition
of SWCNTs into the composite, causing faster electron transport via the net-
work of SWCNTs. It was also concluded that the morphology change led to a
greater fill factor. Overall, the main improvement after the SWCNTs addition
was on the power conversion efficiency (PCE); however, further optimization
was thought to be possible. Additionally, it has been found that heating to
the point beyond the glass transition temperature of either P3OT or P3HT af-
ter construction can be beneficial for manipulating the phase separation of the
blend. This heating also affects the ordering of the polymeric chains, improving
the transfer, the transport, and the collection of charges throughout the OPV
device. The hole mobility and power efficiency of the polymer-CNT device also
increased significantly as a result of this ordering [37]. Emerging as another valu-
able approach for deposition, the use of tetraoctylammonium bromide (TOABr)
in tetrahydrofuran (THF) has also been the subject of investigation, exposing
SWCNTs to an electrophoretic field. Photoconversion efficiencies of 1.5% and
1.3% were achieved when SWCNTs were deposited in combination with light
harvesting cadmium sulfide (CdS) quantum dots (Fig.1.14) and porphyrins, re-
spectively [38]. However, even though CNTs have shown potential in the pho-
toactive layer, they have not resulted in a solar cell with a power conversion
efficiency greater than the best tandem organic cells (6.5% efficiency [39]). But,
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Figure 1.14: Charge-transfer interaction between photoexcited CdS nanoparticles
and SWCNTs.
it has been shown in most of the previous investigations that the control over a
uniform blending of the electron donating conjugated polymer and the electron
accepting CNT is one of the most difficult as well as crucial aspects in creating
efficient photocurrent collection in CNT-based OPV devices. Therefore, using
CNTs in the photoactive layer of OPV devices is still in the initial research
stages and there is still room for novel methods to better take advantage of the
beneficial properties of CNTs.
1.3.2 Carbon nanotubes as transparent electrode
ITO is currently the most popular material used for the transparent elec-
trodes in OPV devices, even if, howevere, it present a number of drawbacks.
Firstly, ITO is not very compatible with polymeric substrates due to its high
deposition temperature of around 600 ◦C. Traditional ITO also has unfavourable
mechanical properties such as being relatively fragile. In addition, the combina-
tion of costly layer deposition in vacuum and a limited supply of indium results
in expensive high quality ITO transparent electrodes. Therefore, developing
and commercializing a replacement for ITO is a major focus of OPV research
and development.
Conductive CNT coatings have recently become a prospective substitute
based on wide range of methods including spraying, spin coating, casting, layer-
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by-layer, and Langmuir-Blodgett deposition. The transfer from a filter mem-
brane to the transparent support using a solvent or in the form of an adhesive
film is another method for attaining flexible and optically transparent CNT
films. Furthermore, the work function of SWCNT networks is in the 4.8 to 4.9
eV range (compared to ITO which has a lower work function of 4.7 eV) leading
to the expectation that the SWCNT work function should be high enough to
assure efficient hole collection.
Another benefit is that SWCNT films exhibit a high optical transparency
in a broad spectral range from the UV-visible to the near-infrared range. Only
a few materials retain reasonable transparency in the infrared spectrum while
maintaining transparency in the visible part of the spectrum as well as accept-
able overall electrical conductivity.
SWCNT films are highly flexible, do not creep, do not crack after bending,
theoretically have high thermal conductivities to tolerate heat dissipation, and
display a high radiation resistance. However, the electrical sheet resistance
of ITO is an order of magnitude less than the sheet resistance measured for
SWCNT films.
Nonetheless, initial research studies demonstrate SWCNT thin films can be
used as conducting, transparent electrodes for hole collection in OPV devices
with efficiencies between 1% and 2.5% confirming that they are comparable to
devices fabricated using ITO [40]. Thus, possibilities exist for advancing this
Figure 1.15: (a) Device A in which ITO is replaced by the SWCNT layer but
PEDOT:PSS remains.(b) Device B in which both PEDOT:PSS and ITO are replaced
by the SWCNT layer. (c) Top view of the device structure. Six devices are created
on glass slide.
research to develop CNT-based transparent electrodes that exceed the perfor-
mance of traditional ITO materials.
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1.3.3 CNTs in dye-sensitized solar cells
Due to the simple fabrication process, low production cost, and high effi-
ciency, large expectations have so far been shown in dye-sensitized solar cells
(DSSCs). Thus, improving DSSC efficiency has been the subject of a variety of
research investigations because it has the potential to be manufactured econom-
ically enough to compete with other solar cell technologies. Titanium dioxide
nanoparticles have been widely used as a working electrode for DSSCs because
they provide a high efficiency, more than any other metal oxide semiconductor
investigated.
Yet the highest conversion efficiency under AM 1.5 irradiation, reported for
this device, is about 11%. Despite this initial success, the effort to further
enhance efficiency has not produced any major result.
The transport of electrons across the particle network has been a key prob-
lem in achieving higher photoconversion efficiency in nanostructured electrodes.
Because electrons encounter many grain boundaries during the transit and ex-
perience a random path, the probability of their recombination with oxidized
sensitizer is increased. Therefore, it is not adequate to enlarge the oxide elec-
trode surface area to increase efficiency because photo-generated charge recom-
bination should be prevented.
Promoting electron transfer through film electrodes and blocking interface
states lying below the edge of the conduction band are some of the non-CNT
based strategies to enhance efficiency that have been employed. With recent
progress in CNT development and fabrication, there is promise to use various
CNT based nanocomposites and nanostructures to direct the flow of photogen-
erated electrons and assist in charge injection and extraction. To assist the elec-
tron transport to the collecting electrode surface in a DSSC, a popular concept
is to utilize CNT networks as support to anchor light harvesting semiconductor
particles.
Research efforts along these lines include decorating SWCNTs with CdS
quantum dots on SWCNTs [38]. Charge injection from excited CdS into SWC-
NTs was documented upon excitation of CdS nanoparticles. Other varieties of
semiconductor particles including CdSe and CdTe can induce charge-transfer
processes under visible light irradiation when attached to CNTs. Including
porphyrin and fullerene, assembling of photoactive donor polymer and acceptor
fullerene on electrode surfaces has also been shown to offer considerable improve-
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ment in the photoconversion efficiency of solar cells [41]. Therefore, there is an
Figure 1.16: In earlier designs (left), CNTs degraded through chemical processes.
Using a thin protective layer of titanium oxide stabilizes the nanotubes (right), in-
creasing the performance of these cells [42].
opportunity to facilitate electron transport and increase the photoconversion
efficiency of DSSCs utilizing the electron-accepting ability of semiconducting
SWCNTs.
Because pristine MWCNTs have a hydrophobic surface and poor disper-
sion stability, pretreatment was necessary for this application. A relatively
non-destruction method for removing impurities, H2O2 treatment was used to
generate carboxylic acid groups by oxidation of MWCNTs.
Another positive aspect was the fact that the reaction gases including CO2
and H2O were non-toxic and could be released safely during the oxidation pro-
cess. As a result of treatment, H2O2 exposed MWCNTs have a hydrophilic sur-
face and the carboxylic acid groups on the surface have polar covalent bonding.
Also, the negatively charged surface of the MWCNTs improved the stability
of dispersion. By coating the MWCNTs with titanium dioxide nanoparticles
using the sol-gel method, an increase in the conversion efficiency of about 50%
compared to a conventional titanium dioxide cell was achieved. The enhanced
interconnectivity between the titanium dioxide particles and the MWCNTs in
the porous titanium dioxide film was concluded to be the cause of the improve-
ment in short circuit current density. Here again, the addition of MWCNTs was
thought to provide more efficient electron transfer through film in the DSSC.
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1.4 CNTs/Silicon solar cells
As seen so far, the role of carbon nanotubes in organic solar cell applications
was mainly confined as nanoscale fillers (providing transport path) in polymer
matrix or as transparent electrodes for collecting charge carriers. It was believed
that the high aspect ratios and large surface area of nanotubes could be bene-
ficial to exciton dissociation and charge carrier transport, improving the power
conversion efficiency. However, all these cells have shown negligible efficiency
('0.1%), even with the addition of dye.
The nanotubes dispersion in polymers, the separation of semiconducting
tubes from metallic species plus the very low hole mobilities of polymers, all
represent limiting factors to the device fabrication and performance. In addition,
nanotube films (by spin-cast or direct growth) used as transparent electrodes
have shown negligible efficiency improvement, if compared with ITO glass.
In the studies so far presented, nanotubes do not participate in photogener-
ation process. Actually, the conjugated polymers (e.g., P3HT or P3OT) are the
component that produce excitons under optical excitation. Nanotubes, when
embedded into the polymer matrix, only to provide more interfacial area for
exciton dissociation and charge transport path.
Nonetheless, the response of individual nanotube, as well as of CNTs films, to
the impinging light has been studied and experiments have shown that SWCNT
networks are able to generate a photocurrent with peaks in correspondence of
the S11 and S22 transitions [43] and that photoexcitation across pairs of van
Hove peaks enhances the conductivity of individual semiconductor nanotubes.
Later, Mohite et al. [44] reported the observation of the M11 transition in the
photocurrent energy spectrum, evidencing that also metallic nanotubes con-
tribute to photocurrent, thus allowing the extension of the spectral response of
these nanostructures toward the visible region.
In addition, it has been recently suggested that the standard limit of photo-
voltaic efficiency, first established by Shockley and Queisser in 1961 [45], setting
the conversion of a single photon into electron-hole (e-h) pair, can be overcome
for carbon nanotubes. In fact, efficient multiple exciton generation (MEG) in
carbon nanotubes upon single photon absorption has been shown to occur in
(6,5) SWCNTs under 335 nm and 400 nm excitation through pure optical pump
and probe experiments [46] and in individual SWCNT based photodiodes. On
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the other hand, solar cells need to be efficient not only in e-h pair generation
but also in the subsequent carrier separation and transport. Intrinsically carbon
nanotubes have very high electrical conductivity of approximately 106 S/cm at
room temperature [47], a value well above that of metals, such as copper, at
room temperature.
In SWCNT films, conductivity origins from the carrier transport along the
cylindrical sidewall and the carrier hopping from one tube to another and can be
interpreted in the percolation theory framework. So, in principle, conductivity
should increase with nanotube density. However, this is not the only parameter
to take into account when the electrical performances of a carbon nanotube
film are considered. As a matter of facts, the presence in the 2D or 3D ran-
dom network of both semiconducting and metallic nanotubes (forming several
metal-metal, semiconductor-semiconductor and metal-semiconductor junctions)
as well as the tube sensitivity to chemical doping play fundamental roles and
make the transport mechanism very complex to understand. In particular, the
tunnelling barrier at the junction of two semiconducting and, at a lower extent,
of two metallic tubes has been reported to favour the charge carrier percolation,
thus suggesting that to increase the electrical conductivity it is necessary to
fabricate SWCNT films with a high percentage of semiconducting (or metallic)
nanotubes. Therefore, getting a highly conductive SWCNT network necessarily
requires a chirality sorting process since, naturally, SWCNTs are characterized
by many chiralities. Moreover, structural defects and SWCNT tendency to self-
assemble in bundles are other limiting factors of the nanotube and CNT network
conductivity. As far as e-h pair separation regards, ideal structurally perfect
SWCNTs possess no junction where excitons can be splitted. On the other
side, it is well known that real nanotubes can present structural defects, kinks,
twisting and bending or are organized in networks where two or more CNTs
intersect so giving rise to local unconventional p-n or Schottky junctions [48]
which may act as exciton splitters. Nonetheless, it has been demonstrated that,
for carbon nanotube networks, either self-standing or deposited on an insulat-
ing substrate (e.g., glass, ), the driving force of the e-h pair separation are the
Schottky barriers.
Among the variety of CNT combinations reported in literature, the carbon
nanotube/Si heterojunction represents a good tool to further investigate nan-
otube network behaviour upon light illumination, due to the wide knowledge of
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the silicon properties. Besides, carbon nanotube/Si heterojunction solar cells
are the most promising in terms of the power conversion efficiency currently
obtained on small research cells which, when addressed the scaling-up problem,
could lead to reduced fabrication costs with respect to the conventional silicon
technology.
Starting from 2007, J. Wei et al. [49] have demonstrated that macrosize
bundles consisting of double-walled nanotubes (DWNTs) could generate pho-
tocurrent at an energy conversion efficiency of up to 0.5% under illumination
of light in the visible region. For the first time, they directly use DWNTs as
the energy conversion material to construct thin-film solar cells, without using
polymers. The DWNTs [50] serve as photogeneration sites as well as a transport
path for charge carriers (holes), while a n-type silicon wafer was used to extract
electrons (Fig.1.17(a)).
Here, the DWNT film was involved in three key processes for energy con-
version. First, the DWNTs form a junction interface with Si that is responsible
for charge separation. The band gap of semiconducting DWNTs (2-3 nm in
diameter) is estimated to be less than 0.5 eV, according to the energy gap equa-
tion (see eqn. 1.5) for CNTs. The band diagram in Fig. 1.17(b) shows a large
built-in voltage of 0.64 V. Charge separation could occur at this built-in field,
where electrons are directed to the n-type Si region and holes are transported
through the DWNTs (Fig. 1.17(c)).
The DWNTs then form a percolated network that is favourable for fast
charge (hole) transport (Fig. 1.17(d)). The DWNT film also serves as a trans-
parent electrode for light illumination and charge collection. While most of work
has primarily focused on single-walled or multiwalled nanotubes, DWNTs have
been seldom introduced to solar cells even though they have advantages such as
possessing similar diameter with single-walled tubes but with higher stability.
Initial tests have shown a power conversion efficiency of >1%, ascribable to the
photoconductivity and high mobility of nanotubes.
Figure 1.18 shows an I-V characteristics of a typical DWNT/n-Si solar cell, in
which the DWNT film is about 50 nm in thickness, in dark and under standard
white light illumination. The device shows an evident p-n junction behaviour in
the dark, where the reversed current density is very low (over 500 times lower
than the forward current density) when the bias voltage sweeps from -2.0 to 0
V compared to forward current (∼16 mA/cm2 at 1.0 V). Under illumination,
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Figure 1.17: (a) Illustration of coating a patterned Si/SiO2 substrate with a DWNT
film in cell fabrication. The DWNT film serves as a transparent electrode for light
illumination (AM 1.5) and charge collection. (b) Band scheme diagram of the DWNT-
Si heterojunction. (c) Illustration of the charge separation occurred at the interface
between a DWNT and the Si substrate. (d) Illustration of charge transport through
a percolated DWNT network.
the I-V curve shifts downward, with an open-circuit voltage Voc of 0.5V and
short-circuit current density Jsc of about 13.8 mA/cm
2.
The fill factor (FF) and power efficiency (η) of the DWNT/n-Si solar cell
are about 19% and 1.38%, respectively. Compared with previous solar cell con-
figurations based on conjugated polymers mixed with SWCNTs or DWCNTs,
with a FF of 15-30% and η 1%, these devices show a comparable fill factor
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Figure 1.18: Current-voltage plot of a DWNT/n-Si device in dark and under illumi-
nation, showing typical solar cell performance with efficiency of 1.3%.
but much higher efficiency.
Furthermore, it was found that the photoinduced current is very weak (<1 µ
A/cm2) when solar light irradiates only DWNT films without the presence of n-
Si substrate, indicating that a significant value of Voc and Jsc of the DWNT solar
cells originates from the creation of heterojunctions at the interface between the
DWNT film and the n-Si. Although having similar diameter to SWCNTs, which
usually behave as p-type semiconductors, the DWCNTs have shown ambipolar
(both p- and n-type) conducting behaviour, due to smaller band gaps.
Oxide-free Si surfaces were found to assist in the formation of more effi-
cient heterojunctions with DWNTs. The Si substrate was therefore dipped into
diluted hydrofluoride acid to remove the native oxide layer prior to DWNT
transfer.
The current density versus voltage (JV) 1.19 curve of one of the devices shows
an open-circuit voltage Voc of 0.54 V, a shortcircuit current density Jsc of 26
mA/cm2, a fill factor FF of 53%, and a power-conversion efficiency η of 7.4%,
showing the fundamental role played by silicon oxidation in the cell behaviour.
Starting from these first works, a large number of papers appeared reporting
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Figure 1.19: Dark and light JV curves of a heterojunction cell.
improvements to the CNT/Si solar cell, enhancing PCEs, up to the current
maximum value of 15% [52]. Nevertheless, the characteristics and the behaviour
of such devices, have been not fully understood and deserve more studies. Up to
now, several factors, strictly connected to the physical properties of the materials
involved, have been evidenced to contribute to the cell performances.
As in conventional silicon solar cells, in order to achieve the maximum ef-
ficiency, it is necessary to minimize the series resistance (Rs) and to maximize
the shunt resistance (Rsh). The CNT network thickness and density are mainly
affecting its Rsh. However, since a nanotube network is a porous structure made
of randomly distributed small bundles or single CNTs, it is hard to define its
thickness. In order to circumvent this difficulty, optical transmission has been
widely used in order to estimate the thickness, averaging on the morphological
inhomogeneities.
This permits to correlate optical transmittance (T) of the CNT network and
its Rsh value [53, 54], showing that Rsh decreases with T, i.e., the denser and
thicker is the nanotube network, the lower is its sheet resistance. Thus, one
should expect that the lowest T network presents the highest power conversion
efficiency. On the contrary, Wei et al. [50] reported that JSC and PCE have their
maximum values in correspondence of an intermediate optical transparency.
This finding was subsequently confirmed in other papers even for SWCNTs and
MWCNTs [53–56] and can be interpreted as following. A reduction of the film
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transparency can be associated to an increase of i) the density of CNTs on
the silicon surface and ii) of the average thickness of the overall network. The
increase of the total area covered by CNTs on the Si surface could enhance
the charge carrier transport towards the surface electrodes (giving rise to Rsh
reduction) and implies that a higher number of CNT/Si junctions are available
for the separation of the photogenerated e-h pairs. However, for thicker films,
the topmost CNT bundles are not in direct contact with the Si substrate to form
junctions. Therefore, they do not contribute to photocurrent generation and,
at the same time, they absorb light thus preventing radiation from reaching the
silicon substrate (where most of the e-h pairs are generated).
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Chapter 2
Experimental Techniques
and Samples Preparation
2.1 X-rays photoelectron spectroscopy (XPS)
X-ray photoelectron spectroscopy (XPS) is an experimental technique based
on the photoelectric effect. This effect was firstly observed by H. R. Hertz in
1891, but only Einstein in 1905 [57] was able to give a theoretical explanation
of the phenomenon. Two years after Einstein’s publication, in 1907, P.D. Innes
experimented with a Roentgen tube, Helmholtz coils, a magnetic electron ki-
netic energy analyzer and photographic plates, to record broad bands of emitted
electrons as a function of velocity, in effect recording the first XPS spectrum.
Other researchers, including Henry Moseley, Rawlinson and Robinson, indepen-
dently performed various experiments to sort out the details in the broad bands.
World Wars I and II halted research on XPS. After WWII, Kai Siegbahn and
his research group in Uppsala (Sweden) developed several significant improve-
ments in the equipment, and in 1954 recorded the first high-energy-resolution
XPS spectrum of cleaved sodium chloride (NaCl), revealing the potential of
XPS. A few years later in 1967, Siegbahn published a comprehensive study of
XPS, bringing instant recognition of the utility of XPS, which he referred to
as ESCA (Electron Spectroscopy for Chemical Analysis). In cooperation with
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Siegbahn, a small group of engineers (Mike Kelly, Charles Bryson, Lavier Faye,
Robert Chaney) at Hewlett-Packard in the USA, produced the first commercial
monochromatic XPS instrument in 1969. Siegbahn received the Nobel Prize
for Physics in 1981, to acknowledge his extensive efforts to develop XPS into a
useful analytical tool.
In parallel with Siegbahn’s work, David Turner at Imperial College (and
later at Oxford University) in the UK developed ultraviolet photoelectron spec-
troscopy (UPS) on molecular species using helium lamps
In the photoelectric effect, electrons are emitted from matter (metals and
non-metallic solids, liquids or gases) as a consequence of their absorption of
energy from electromagnetic radiation of short wavelength and high frequency,
such as visible or ultraviolet radiation (Fig. 2.1). Electrons emitted in this
manner may be referred to as photoelectrons. This process must preserve the
Figure 2.1: Schematic representation of the photoelectric effect: when sufficient
energy is absorbed from an incident photon electrons can be ejected from a solid.
total energy so, the absorption of a photon with an energy ~ω by an electron in
an energy level EB , provides a kinetic energy Ek to the electron, subtracted by
the work function of the material Φ.
Ek = ~ω − Φ− EB (2.1)
The basic mechanism behind an XPS instrument is illustrated in Fig. 2.2.
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Photons of a specific energy are used to excite the electronic states of atoms.
Electrons ejected from the surface are energy filtered via a hemispherical ana-
lyzer (HSA) before the intensity, for a defined energy is recorded by a detector.
Since electronic core levels in atoms are quantized, the resulting energy spectra
exhibit resonance peaks, characteristic of the electronic structure for atoms at
the sample surface.
While the x-rays may penetrate deep into the sample, the escape depth of
the ejected electrons is limited. That is, for energies around 1400 eV , ejected
electrons from depths greater than 10 nm have a low probability of leaving
the surface without undergoing an energy loss event, and therefore contribute
to the background signal rather than well defined primary photoelectric peaks.
In order to mantain a well defined potential during all the acquisition process,
Figure 2.2: A typical XPS setup.
sample and spectrometer are put in electric contact. A schematic representation
of the energy levels and kinetic energies in an XPS process in shown in Fig. 2.3.
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Figure 2.3: Energy level diagram for sample and spectrometer in a XPS experiment.
The thermodynamic equilibrium is reached only if sample and spectrometer
have the same chemical potential. In this case their Fermi levels are aligned,
leading to a misalignment of the vacuum levels which produces an accelerating
or retarding potential Φ = Φsample − Φspec with the effect of modifying the
kinetic energy.
E′k = Ek + Φsample − Φspec (2.2)
Knowing the work function, one can easily determinate the binding energy of
the outcoming electron. The result of a photoemission experiment is an XPS
spectrum which reports the emission intensity as a function of the kinetic en-
ergy of electrons reaching the analyzer (Fig. 2.4). In principle, the energies of
the photoelectric lines are well defined in terms of the binding energy of the
electronic states of atoms. Furthermore, the chemical environment of the atoms
at the surface may yield characteristic energy shifts of the peak energies. The
detected electron energies can be referred to the Fermi energy of the spectrom-
eter, an absolute energy scale can be established, thus aiding the identification
of species.
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Figure 2.4: A comparison between the level scheme of a solid and its XPS spectrum.
In case of conducting samples it is easy to find the Fermi level, that at
room temperature can be well approximated by the chemical potential and is
the last occupied level. However, for non-conducting samples, insulators and
semiconductors, finding the Fermi level is not an easy task because it lies in the
energy gap between valence and conduction bands.
Here, the problem of energy calibration is significant. Electrons leaving
the sample surface cause a potential difference between the sample and the
spectrometer resulting in a retarding field acting on the electrons escaping the
surface. Charge compensation, designed to replace the electrons emitted from
the sample, is used to reduce the influence of sample charging on insulating ma-
terials, but nevertheless identification of chemical state based on peak positions
requires careful analysis. In this case the Fermi energy can be found putting a
metal in electric contact with the sample, for example, in our set up, the sample
was fixed to the sample holder. Charge induced shifting is normally due to a
modest excess of low voltage (-1 to -20 eV) electrons attached to the surface, or
a modest shortage of electrons (+1 to +15 eV) within the top 1-12 nm of the
sample caused by the loss of photo-emitted electrons. The degree of charging
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depends on various factors. If, by chance, the charging of the surface is exces-
sively positive, then the spectrum might appear as a series of rolling hills, not
sharp peaks.
2.1.1 The three-step model for XPS
Photoemission can be described as a sequence of three events, independent
of each other:
1. optical excitation of one electron in the bulk.
2. electron migration to the surface.
3. overcome of the potential barrier and emission of the electron in the vac-
uum state.
Figure 2.5: The three step model scheme for XPS.
The total photoemission intensity is then given by the product of three inde-
pendent terms: the total probability of optical excitation in the bulk, which
contains all the informations about the electronic structure of the material, the
scattering probability of the excited electron by the atoms that constitute the
solid, during its path to the surface, defined by the mean free path, and the
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probability of transmission through the potential barrier of the surface, depen-
dening on the energy of the electron and on the work function of the sample
Φs [60].
2.1.2 Structure of an XPS spectrum
XPS is a quantitative technique in the sense that the number of electrons
recorded for a given transition is proportional to the number of atoms at the
surface. In practice, however, to achieve an accurate evaluation of atomic con-
centrations from XPS spectra is not straightforward. The precision of the in-
tensities measured using XPS is not in doubt: intensities measured from similar
samples are repeatable to good precision. What may be doubtful are results re-
porting to be atomic concentrations for the elements at the surface. An accuracy
of 10% is typically quoted for routinely performed XPS atomic concentrations.
For specific carefully performed and characterised measurements better accu-
racy is possible, but for quantification based on standard relative sensitivity
factors, precision is achieved but not accuracy.
Figure 2.6: The three of the most important photoemission processes which can be
detected in XPS.
A photoemission spectrum is composed of a multitude of peaks and struc-
tures of different origin and we shall now proceed to analyze them in de-
tail [58, 59].
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• Core levels
We define core levels all the photoemission peaks with energy greater than 20
eV, originated from photoelectrons that have not been inelastically scattered.
These peaks are thus characteristic of the emitter element, being detected at
the binding energy of the core level from which electrons are photoemitted. The
signals originating from levels characterized by orbital quantum number l > 0
and a closed shell are doublets, two separate states for spin-orbit coupling effect,
characterized by two different values of the total angular momentum quantum
number j = l± s, where s is the spin quantum number. The energy separation
∆Ej of the doublet can range from less than one eV up to tens of eV (for Cu 2p,
e.g., the energy separation is about 20 eV), depending on the spin-orbit coupling
constant. ∆Ej increases with the atomic number Z, with constant n and l, and
with the decrease of n, with a fixed l. Moreover, the relative intensity of the two
components of the doublet is given by the ratio of the respective degeneracy:
R =
2j+ + 1
2j− + 1
(2.3)
The line width of an XPS peak is generally the width at half height (FWHM,
Full Width at Half Maximum), which is given by the overlap of three separate
contributions:
∆E =
√
∆E2c + ∆E
2
a + ∆E
2
ph (2.4)
where ∆Ec is the intrinsic width of the peak referred to the core level (related to
the average lifetime of the excited state, due to the process of photoionization),
∆Ea is the resolution of the analyzer, which depends on the working conditions
(fixed pass energy 1 or ∆E/E0) and ∆Eph represents the relative width of the
line of the exciting source of X-rays.
The chemical status of a given element slightly affects the spectrum, leading
to shifts in energy of a few eV, giving origin to chemical shifts. For this reason,
the XPS analysis allows to distinguish between different types of atoms, accord-
ing to their oxidation state or their different role in a molecular bond. Atoms of
1Electrostatic fields within the hemispherical analyzer (HSA) are established to only allow
electrons of a given energy (the so called Pass Energy PE) to arrive at the detector slits and
onto the detectors themselves, the pass energy influences the energy resolution achieved within
a spectrum.
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Figure 2.7: An example of XPS survey spectrum. Core levels appear at high BE
(low KE), shallow core levels and valence band at low BE (high KE), while in the
mid-range Auger lines are detectable.
the same chemical element but located in different chemical environments (e.g.
different chemical bond), present photoemission peaks with binding energies
that may differ from 1 to 10 eV from each other. This phenomenon is known
as chemical shift. Two atoms can be not equivalent in many circumstances; the
factor that weights more is the oxidation state, that is, the charge distribution
in the neighborhood of a given atom. By measuring the chemical shift, it is thus
possible to determine the type of the chemical bonding of the elements and the
chemical group to which they belong.
• Valence levels
The valence levels are those occupied by electrons with binding energy less than
∼ 20eV . In this range of energies, the spectrum consists of several peaks, very
close to each other and difficult to resolve, the latter of which defines the Fermi
level in the case of conductive materials. This set of peaks constitute the band
structure of valence levels, whose relative intensities of photoemission peaks are
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very small compared to the core levels, as at the photon energies typically used
in the XPS probe (Al Kα or Mg Kα), the VB peaks cross section is usually
lower than those of deep levels. To investigate in more detail the valence band,
exciting sources with a lower energy are used, in order to work with the highest
photoemission cross sections for valence levels; the most common technique for
this case is the UPS analysis (Ultraviolet Photoelectron Spectroscopy).
• Auger series
When the photoionization process involves a deep level, the system acquires
an extra energy, due to the presence of a core vacancy, and is left in a highly
unstable state. The decay to the ground state can be achieved through two dif-
ferent channels, one radiative (X-ray fluorescence) and one non-radiative (Auger
emission).
Figure 2.8: The Auger process.
The basic Auger process starts with the removal of an inner shell atomic
electron to yield a vacancy. The electron can be removed from an atom A by
an X-photon with energy ~ω.
A+ ~ω → A+ + e− (2.5)
When a vacancy is created, an electron from a higher energy level (e.g. L1) may
fall into the core level (e.g.K) to fill the vacancy, releasing energy during this
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process. This energy can be transferred to another electron (e.g. L2,3), which
is ejected from the atom. This second ejected electron is called Auger electron.
A+ → A2+ + e− (2.6)
The excess energy in this process is dissipated as kinetic energy EAug of this
electron.
EAug = EK − EL1 − EL2,3 (2.7)
and does not depend on the energy of the exciting photon. Therefore, in an
XPS spectrum, the characteristic Auger series always appear, because the Auger
electrons are collected and analyzed just as the photoelectrons. However, these
two contributions are easily distinguished by the fact that the energies of the
Auger peaks depend only upon the electronic levels of the atom and are emitted
at constant kinetic energy, irrespective of the photon energy [61].
• Satellite and Ghost peaks
Satellite lines are the result of the fact that conventional double-anode X-ray
sources (Al and Mg) are not monocromatized, therefore, in addition to the clas-
sical Bremsstrahlung radiation and the characteristic line Kα, it is possible to
have the generation of photoemission peaks which derive from anode electronic
transitions that are less probable and less intense than the main line.
Otherwise, ghost peaks have a strictly instrumental origin, arising from any
impurity present on the anode of the source, which in turn emits X-rays to an
own energy. In Al/Mg dual sources mutual contamination can occur, resulting
in the appearance of the characteristic line of the anode not in use. Finally, it
is not uncommon that the aluminum window, used as a shield to protect the
sample from electron bombardment, is itself a source of undesired Al Kα lines.
• Energy loss peaks
During its path in the solid, from the emitter atom to the surface, an electron
with sufficient energy may lose part of its kinetic energy to excite collective
modes of oscillation of the valence charge density, giving origin to plasmons.
These appear as bands of reduced intensity and large width near the core peak,
at higher binding energy. There are two different types of plasmons:
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Figure 2.9: Energy loss (plasmon) lines associated with the 2s line of aluminum.
• Bulk plasmons are common in metallic materials where the conduction
electrons constitute a Fermi gas. According to the Drude-Lorentz model,
metals have a Plasma frequency given by
ω2Pb '
Nve
2
ε0m
(2.8)
where Nv is the density of valence electrons, m is the free electron mass
and ε0 is the dielectric constant.
• Surface plasmons constitute a plasma oscillation parallel to the surface of
the sample, which decays exponentially in the normal direction. It can be
shown in addition that the fundamental frequency of a surface plasmon
ωPs is linked to the bulk plasmon one ωPb by the expression:
ωPs '
ωPs√
2
(2.9)
In both cases, the loss of energy during the electron-plasmon interaction is
quantized by ~ωPb,s , which yields a series of inelastic peaks at binding energies
2.1 X-rays photoelectron spectroscopy (XPS) 59
Eb + n~ωPb,s , next to the main peak of binding energy Eb, where n = 1 is the
fundamental frequency, while the following n are the higher harmonics, with
decreasing intensity.
• Background
The first issue involved with quantifying XPS spectra is identifying those elec-
trons belonging to a given transition. The standard approach is to define an
approximation to the background signal. The background in XPS is non-trivial
in nature and results from all those photoelectrons which may be involved in
inelastic scattering process (i.e. energy losses). The zero-loss electrons constitut-
ing the photoelectric peak are considered to be the signal above the background.
A variety of background algorithms are used to measure the peak area (Figure
2.10); none of the practical algorithms is perfect and therefore background sub-
traction represents a source for uncertainty when computing the peak area.
Peak areas computed from the background subtracted data form the basis for
most elemental quantification results from XPS.
2.1.3 Intensity of the XPS peaks
The quantitative interpretation of the X-ray photoemission peak intensity
requires the development of a model, able to account for the characteristics of
the X-ray source, the sample under consideration, the electron analyzer and the
measuring system. In general, the intensity of a photoelectronic peak Nk, i.e.
the number of counts registered by the detector per unit of time for a given
energy range, which originated from a subshell of the k-th atom, can be calcu-
lated by integrating the differential intensity dNk due to the various elements
of volume of the sample under analysis. Referring to figure 2.11, we denote
by x, y and z the positions within the sample, assuming that the phenomena
of reflection and refraction, at the surface are negligible, i.e. φx = φ
′
x and
ϑ = ϑ′. Assuming further that specimen is homogeneous, ideally flat and poly-
crystalline, it is possible to express the differential intensity dNk as the product
of the following contributions:
• the X-ray flux at x, y, z;
• the number of atoms or molecules;
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Figure 2.10: Most common background approximations for an XPS peak, starting
from the simpler and inaccurate on top, to the most complex one at the bottom.
• the solid angle of acceptance of the electronic analyzer;
• the differential section for the subshell k;
• the fraction of electrons that reach the surface without energy loss;
• the efficiency of instrumental detection.
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Figure 2.11: Geometry of an XPS setup.
A uniform beam of X-rays I0, with an angular divergence ∆φx, illuminates a
solid sample of thickness t, much greater than the inelastic attenuation lenght
Λe, forming an angle φx with the surface. The exciting radiation penetrates to
a depth z, where it is absorbed to yield the photoemission of electrons. Once
leaked from the sample, the photoelectrons move in the direction defined by their
wavevector, thus forming an angle ϑ with respect to the surface of the sample.
Finally, the angle α between the incidence and the detection directions is deter-
mined by the geometry of the experimental setup. Using a non-monocromatized
X-ray source, it is plausible to fix the incident flux of X radiation to a given
constant value I0 over the entire sample volume defined by dx· dy· dz, sensitive
to the photoemission of electrons. In fact, the X-rays penetrate into the sample
according to an exponential law, presenting an attenuation as a function of the
path in the middle much weaker than that exhibited by the photoelectron dur-
ing their way to the surface. Therefore, the active region of the production of
photoelectrons without loss of energy is essentially exposed to a constant flow
of X-rays I0. The number of atoms or molecules in x, y, z is equivalent to the
atomic density ρ(z) of the element analyzed to a precise depth z within the
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sample, multiplied by the volume element sampled in dx, dy, dz, that is
ρ(z)dxdydz. (2.10)
The photoemission probability for an electron with a kinetic energy Ek, emitted
within the solid angle of acceptance of the analyzer Ω0, is proportional to the
differential cross section of photoemission for the subshell k averaged over all
the solid angle dσk/dΩ and multiplied by the acceptance angle Ω0, whose value
depends on the coordinates x and y, on the take-off angle ϑ and on the electron
energy Ek, i.e.
dσk
dΩ
Ω(Ek, ϑ, x, y) (2.11)
The fraction of electrons that reach the surface without loss of energy is given
by
I(z) = I0e
− zΛe sinϑ (2.12)
where Λe represents the inelastic mean free path, as we will discuss later. The
efficiency of the detector is generally a function of the photoelectron kinetic en-
ergy, referred to as D0(Ek), that can be less than 1 if not all the electrons are
collected in the solid angle Ω0, or greater than 1 in the case where the spectrom-
eter possesses a system for signal amplification. In conclusion, the differential
intensity of the photoemission peak per unit of volume can be expressed as:
dNk(z) = I0· ρ(z)dxdydz· dσk
dΩ
Ω(Ek, ϑ, x, y)· e− zΛe sinϑ ·D0(Ek) (2.13)
which, summed up over the whole sample thickness , gives the peak intensity
as a function of the kinetic energy of the electron.
2.2 Angle-resolved X-rays photoelectron spec-
troscopy
Angle-resolved X-ray Photoelectron Spectroscopy (ARXPS) [62] is an ex-
perimental technique widely used for studying the thickness and the chemical
composition of thin overlayers of solid materials. The depth range of this spec-
troscopic method is however limited by the escape depth of photoelectrons in
the upper layers of the material.
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After the photoemission process, the electrons drift through the solid and
move toward the surface. During this phase, photoelectrons undergo elastic and
inelastic collisions, due to interactions with electrons and ions in the crystal
lattice.
Electron-phonon scattering is defined as a quasi-elastic collision, as it changes
the direction of the electron leaving the solid but alter the kinetic energy of
only a few meV . The inelastic scattering leads to losses of energy of several eV ,
related to the creation of electron-hole pairs or to the generation of electronic
collective oscillations, called plasmons.
The XPS and ARXPS techniques are used for compositional analysis of the
solids surfaces, due to the high surface sensitivity, that is a direct consequence
of the small values of the inelastic attenuation length Λe of the photoelectrons.
Λe is also called escape depth or inelastic mean free path (IMFP) between two
inelastic consecutive collisions. Because the penetration depth of X-rays is of
the order of µm, only the electrons emitted in the first atomic layers can reach
the detector without undergoing inelastic scattering events.
In the simplest case, in which electrons are detected along the direction
normal to the surface, the inelastic mean free path corresponds exactly to the
escape depth. In this case, the probability that the electron, generated at a
depth x, comes out perpendicular to the surface without undergoing inelastic
collisions is equal to:
P (Ek) = e
− x
Λe(Ek) (2.14)
In case of off-normal incidence (i.e. at an angle ϑ different from 90◦, Fig. 2.12)
the photoelectric intensity is:
I(z) = I0e
− zΛe sinϑ (2.15)
where ϑ is the detection angle of photoelectrons and z/ sinϑ is the distance
traveled by the electron.
The inelastic attenuation length Λe can range between a few units and a few
tens of angstroms.
This parameter turns out to be independent of the emission angle, slightly
sensitive to the atomic nature of the species that limits the electronic pathway
and dependent in large part on the kinetic energy of the photoelectron. From
the previous equation, it can be noted that the 95% of the photoelectric signal
consists of electrons that have traveled for distances shorter than 3Λe. In fact,
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Figure 2.12: Two different geometries for an XPS experiment.
referring to Fig 2.12, when the direction of detection is along the normal to the
surface, the average depth of the sample being analyzed will be then ∼ 3Λe,
but if one records a signal at an angle ϑ < 90 with respect to the surface, the
thickness sampled is reduced to ∼ 3Λe sinϑ. In conclusion, we can therefore
affirm that the surface sensitivity increases for small detection angles. In the
region of soft X-rays (100 - 1000 eV ), it is possible to obtain a rough estimate
of Λe(Ek) using the empirical law:
Λe(Ek) =
A
E2k
+B
√
Ek (2.16)
where A = 2170 and B = 0.365 are constants that can be applied at all types
of inorganic compound.
A more accurate calculation for the inelastic attenuation length Λe was de-
veloped by Tanuma, Powell and Penn [63] for electrons with energies between 50
eV and 20 keV. The formula TPP-2M IMFP, which expresses Λe as a function
of the kinetic energy Ekin, is:
Λe = Ekin
[
E2p
(
β log(γEkin)− C
Ekin
+
D
E2kin
)]−1
(2.17)
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with:
Ep = 28.8
√
Nvρ
M
β = −0.10 + 0.944√
E2p + E
2
g
+ 0.069ρ0.1
γ =
0.191√
ρ
C = 1.97− 0.91Nvρ
M
D = 53.4− 20.8Nvρ
M
where:
Nv = number of valence electrons per atom or molecule
ρ = density of the material expressed in g/cm3
M = atomic or molecular mass in g/mol
Ep = plasmon energy for a free electrons gas in eV
Eg = band gap energy in eV
In figure 2.13, the behavior of the IMFP with respect to the kinetic energy is
shown. An element can have different chemical states in different compounds
(or even between surface and bulk), but this has no consequences in the de-
termination of the values Nv because it is not identifiable with the chemical
valence of an element.
There is in effect a certain ambiguity in the choice of this semi-empirical
parameter, especially for those elements of the Periodic Table that exhibit a
completely filled subshell; even if for alkaline metals, the value Nv = 1 coincides
exactly with the valence, is not so for the halogens, in which Nv = 7. If we
consider instead a compound, as Al2O3, there will be 6 electrons from Al (Nv =
3) and 18 electrons from O (Nv = 6) for a total of Nv = 24. Although the
equation TPP-2M depends in a complex way on Nv through the terms Ep, β,
C and D, the returned values of IMFP for solid elements and compounds does
not depend significantly by the choice of Nv. In fact it has been found, also for
elements very different from each other, that a variation of 50% of the value of
Nv involves a change of the IMFP of less than 15%.
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Figure 2.13: Inelastic mean free path versus kinetic energy for different atomic
species.
The thickness of a layer can be estimated by considering the ratio I(ϑ)/I(0)
However, this approach gives rise to large errors due to the strong correlation
between the layer thickness d, the atomic density ρk and the inelastic attenuation
length Λe of photoelectrons.
An angle-resolved XPS experiment can be carried out by moving the sample
in two ways (Fig.2.14). In the azimuthal scan the polar angle ϑ is fixed and
φ varies, whereas in the polar scan is the azimuthal angle φ to be fixed an ϑ
is changed during the scan. If the photoelectronic signal modulation, recorded
either by varying the angle ϑ or φ is due to diffraction effects, the analysis is
called XPD (X-ray Photoelectron Diffraction). If, however, the photoelectron
diffraction effects are negligible, by analyzing the signal modulation, varying the
angle ϑ, it is possible to determine a distribution profile of the various elements
present in the sample.
In addition, the dependence of the intensity of core level peaks as a func-
tion of the take-off angle ϑ arises not only because the length of the electrons
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Figure 2.14: Angle resolved XPS. We define the azimuthal angle φ, the polar angle
ϑ (also known as take-off angle), the incidence angle of the photon ϑhν and the angle
between the photon incidence direction and the photoemission direction α
trajectory, subject to inelastic scattering, varies within of the solid, but also by
the geometry of the XPS setup. In most of the experimental setups, the change
in polar angle ϑ is obtained by rotating the sample directly. In this way, both
the spot of the X-ray source on the sample surface and the focus point of the
analyzer are modified in size and shape (Fig.2.15). Generally, in ARXPS studies
this problem is solved by processing the experimental data by considering the
relationship between the peak areas of atomic species in the film surface with
the peaks area corresponding to the substrate. This procedure is performed in
the hope that most of problems of geometric nature would cancel each other.
2.2.1 ARXPS of a semi-infinite substrate
According to the escape depth theory of the photoemission process, the pho-
toelectronic signal, coming from the k-subshell of an atomic species i placed at
a depth z, is reduced by the presence of upper layers through a Lambert-Beer
factor:
exp
(
−
∫ z
0
1
Λe(z′) sinϑ
dz′
)
(2.18)
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Figure 2.15: Diagrammatic representation of the x-ray intensity and analyzer effi-
ciency in an XPS experiment. The red line is the region where the x-ray beam and
the focal spot of the analyzer overlap with the sample surface.
where z is the depth, Λe represents the inelastic mean free path IMFP, while
ϑ is the polar (or take-off) angle. Referring to the TPP-2M expression (2.17),
we note that Λe varies as a function of z, because the film layers are made
up of different materials. The IMFP is also dependent on the kinetic energy
the photoelectron [64]. Starting from the differential intensity dNk,i of an XPS
peak, given in equation (2.13), we consider a sample of infinite thickness (t 
Λe) assuming that it has constant composition and uniform electron density,
ρi(z) = ρi. Integrating dNk,i over the thickness t we obtain:
Ik,i(t) =
∫ t
0
dz
∫
S
dxdyI0ρiD0(Ek)
(
dσk
dΩ
Ω0
)
e−
z
Λe sinϑ
= ρiD0(Ek)
dσk
dΩ
Λe sinϑ
(
1− e− tΛe sinϑ
)∫
S
dxdyΩ0· I0 (2.19)
where I0 is the intensity of the incident beam of X-rays, D0(Ek) is the efficiency
of the analyzer, Ω0 represents the solid angle of acceptance of the detector and
dσk/dΩ is the differential cross section of photoemission for the subshell k, aver-
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aged over the solid angle. We define the response function of the instrumentation
for a peak k, as:
Rk(Ek, ϑ) = D0(Ek)
∫
S
dxdyΩ0· I0. (2.20)
If we consider an infinite thickness (t→∞), we have that e−t → 0, giving:
Ik,i(+∞) = Rk(Ek, ϑ)ρi dσk
dΩ
Λe sinϑ (2.21)
As shown in Fig. 2.11, the analysis system is described in terms of a solid
angle of acceptance Ω0, projected on an effective area A0, perpendicular to the
electrons trajectory, so the electrons, detected by the analyzer, are emitted from
the surface A = A0/ sinϑ in the solid angle Ω0. The expression for the response
function can then be rewritten as follows:
Rk(Ek, ϑ) = D0(Ek)Ω0I0
A0
sinϑ
(2.22)
giving an XPS peak intensity which does not depend on the measurement angle.
Ik,i(+∞) = Ω0I0ρi dσk
dΩ
D0(Ek)A0Λe (2.23)
This result is fundamental for obtaining an XPS measure of the quantitative
results about the sample composition. In fact, despite the quantities I0, A0
and D0 are generally unknown, the relationship between the areas of two peaks
from the same sample eliminates these terms, making it possible to neglect
their dependence on the kinetic energy. It is thus possible to obtain the atomic
density ratio of two chemical species k and k′ by the formula:
ρk
ρ′k
=
Ik,i(+∞)
Ik′,l(+∞)
Λe(Ek)
Λe(Ek′)
dσk
dΩ
(
dσk′
dΩ
)−1
(2.24)
where Ik,i(+∞) is the integrated area of the photoelectronic peak, subtracted
of the inelastic background.
2.2.2 ARXPS on a substrate of finite thickness t
If the thickness t of the substrate is comparable with the IMFP, t ∼ Λe, then
the sampled depth will be greater than t, leading to a reduction of the signal as
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the angle of take-off increases, according to the expression:
Ik,i(ϑ) = Ω0I0ρi
dσk
dΩ
D0(Ek)A0Λe
(
1− e− tΛe sinϑ
)
= Ik,i(+∞)
(
1− e− tΛe sinϑ
)
. (2.25)
2.2.3 ARXPS on a semi-infinite substrate with a uniform
film of thickness t
Unifying what has been showm in the two preceding paragraphs, we can
consider the case where, passing from a shallow angle to one normal to the
surface, the photoemission intensity from the substrate tends to increase, while
the film one decreases. For the k, i peak of the bulk with energy Ek, it results
that:
Ik,i(ϑ) = Ω0I0ρi
dσk
dΩ
D0(Ek)A0Λe(Ek)
(
e
− t
Λ′e(Ek) sinϑ
)
= Ik,i(+∞)
(
e
− t
Λ′e(Ek) sinϑ
)
(2.26)
while for the k, j peak one has:
Ik′,j(ϑ) = Ω0I0ρj
dσk′
dΩ
D0(Ek′)A0Λ
′
e(Ek′)
(
1− e−
t
Λ′e(Ek′ ) sinϑ
)
= Ik′,j(+∞)
(
1− e−
t
Λ′e(Ek′ ) sinϑ
)
. (2.27)
Here, the use of the apex for the escape depth Λ′e in the expression 2.26 has to be
noted, because the thin film is responsible of the attenuation, while the energy
at which Λ′e is calculated, is that of the photoelectrons from the substrate. The
relationship between the areas of photoemission peak is given by:
Ik′,j(ϑ)
Ik,i(ϑ)
=
Ik′,j(+∞)
Ik,i(+∞)
1− e−
t
Λ′e(Ek′ ) sinϑ
e
− t
Λ′e(Ek) sinϑ
(2.28)
with
Ik′,j(+∞)
Ik,i(+∞) =
ρj
dσk′
dΩ Λ
′
e(Ek′)
ρi
dσk
dΩ Λe(Ek)
(2.29)
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Finally, if are known the values of the lengths of inelastic attenuation Λ′e(Ek′),
Λ′e(Ek) and Λe(Ek), the atomic density of the two materials ρj and ρi and
differential cross sections, then it is possible to derive an estimation for the
thickness t by reversing the previous formula.
2.3 Ultrafast spectroscopy of carbon nanotubes
Ultrafast optical spectroscopy techniques are widely used to study the dy-
namics and the kinetics of scattering and relaxation processes of excited carri-
ers in solid state systems. These processes typically take place in a few fem-
tosecond to some picosecond time interval, so they are outside the time scale
accessible to conventional electronic instruments. In order to overcome this
limitation pump-probe techniques are employed. In time resolved pump-probe
optical experiments an intense light pulse pumps the sample in an excited state
whilst a weaker pulse probes the transient variation of its optical properties,
such as transmittivity or reflectivity, at a selectable delays from the excitation.
The capability of generating a few femtoseconds light pluses, with mode-locked
lasers, and to precisely control their relative delays allows to follow the tran-
sient relaxation overcoming the detector speed limit. It can be shown that in a
time resolved transient transmittivity experiment, performed on centrosimmet-
ric materials, the detected signal Ipp is dominated by the third order nonlinear
polarization of the medium P (3).
IPP (ωpr, τ) = 2ωprIm
∫ +∞
−∞
Epr (t
′)P 3 (τ, t′) dt′ (2.30)
where ωpr is the frequency of the probe pulse, Epr is its electric field envelope
function and τ is the relative time delay between the pump and the probe pulses.
If the processes involving the carrier relaxation dynamics are slower than the
dephasing times of the polarization, the optical transients are due to a variation
of the frequency dependent absorption coefficient α (ω) and thus to a variation
of the complex part of the dielectric function 2.
2 Using the density matrix
2The absorption coefficient depends explicitly on the refractive index n which contains also
the real part of the dielectric function. Anyway the real and the complex part of the dielectric
function are linked together by the Kramers-Kroenig transformations which prescribes the
causality of the optical process. Even if these transformations written in the usual form [65]
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formalism and considering only transitions between two particular states |1〉
and |2〉 the variation reads
∆2 (ω) =
2pie
meω
|M21|2 [(1− ρ22) ∆ρ11 − ρ11∆ρ22] (2.31)
where M21 is the transition dipole matrix element and ρii are the population
of the two states. In case of small population of the excited state (ρ11 << ρ22)
the variation of the absorption coefficient is
∆α (ω) =
2pie
men (ω) c
|M21|2 [∆ρ11 −∆ρ22] (2.32)
where the variation of the refractive index is also neglected. This incoher-
ent limit of the absorption variation is frequently used as starting point for the
interpretation of transient absorption spectra [67]. This formula describes a sat-
uration of the optical transition and give an overall reduction of the absorption
coefficient commonly referred to as photobleaching. If more than two states are
involved an additional optical transition may arise from the first excited state
to another state at an higher energy. This process gives a transient increase
of the absorption coefficient at the probe frequency, commonly referred to as
photoabsorption. (Fig.2.16)
Figure 2.16: Schematic representation of a photobleaching and a photoabsorption
process in a 4 level system.
holds only for linear systems a modified version can be obtained for nonlinear systems as well
(see for example [66]).
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In carbon nanotubes the presence of strong exciton effects justify the use a
multilevel approximation. Resonant excitation of higher lying excitonic states,
such as E22 is followed by a rapid (< 100 fs) intersubband relaxation towards
the lowest exciton state, due to the strong interaction with phonons [68, 69].
It has also been proposed that the exciton levels in SWCNT belongs to an
exciton manifold which will give an additional intersubband relaxation channel
[70]. The intersubband relaxation dynamics was directly measured in isolated
carbon nanotubes by Manzoni et al. [71] using a tunable 10 fs pulsed laser
systems. The ground state relaxation dynamics was found in the order of 1
ps. This results conflicts with the relaxation times measured with time resolved
photoluminescence experiments which are in the order of tens of nanoseconds.
The huge difference can be due to nonradiative relaxation processes detectable
only by the former technique.
If the excitation intensity is sufficiently high, exciton-exciton interaction can
take place. The interaction of two excitons can lead to an exciton-exciton anni-
hilation process (EEA) in which one of the exciton rapidly relax transferring it
energy to the other and promoting it to an higher excited state. The signature of
this process was detected by several researchers using photoluminescence spec-
troscopy, and time resolved transient transmittivity [72,73] In case of EEA the
excite state population nex, being a two body process, follow a simple nonlinear
rate equation which reads
dnex
dt
= −γn2ex (t)
where γ is a time independent rate constant from which an annihilation rate
in the order of 0.8 ps−1 can be calculated [72]. Other researchers fund an explicit
time dependence for the rate constant γ in the form γ = γ0t
−1/2. This time
dependance is expected from a diffusion limited EEA process in one dimensional
systems [74] but the discrepancies between the two relaxation dynamics are still
matter of debate [67].
On the other side metallic carbon nanotubes (MSWCNT) present both
strong exciton and interband transitions and their transient optical properties
are somewhat less studied. The excited carriers dynamics in this systems where
investigated primary via time resolved photoemission spectroscopy [75] which
can directly track the electron distribution and its relaxation kinetic in the
vicinity of the Fermi level. Since the semiconducting tubes do not contribute
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to the electronic population at the Fermi level this technique can, in principle,
single out the dynamics of the metallic tubes even in a sample with the usual
mix of semiconducting and metallic species. From the differential photoemission
spectra Hertel and Moos [75] found that electron-electron scattering processes
in MSWCNT rapidly thermalize the photoexcited electron population on a 200
fs time scale. for longer delays the slower electron-phonon scattering processes
cool the electron population until the thermal equilibrium with the lattice is
reached. The coupling of a thermalized electron population with the lattice was
described using the two-temperature model [76]
Ce
dTe
dt
= ∇ (k∇Te)−H (Te, Tl) + S (t)
Cl
dTl
dt
= H (Te, Tl)
. (2.33)
Where S (t) is the laser pulse energy, Te and Tl are the electron and the
lattice temperature, k is the electronic thermal conductivity, Ce and Cl are the
electronic and lattice heat capacities. The coupling term H (Te, Tl) describes the
interaction between the electronic and the phononic degrees of freedom which,
for electronic and phononic temperature similar or smaller than the Debye tem-
perature Θd reads [77]
H (Te, Tl) =
144ζ (5) kbγ
h
λ
Θ2d
(
T 5e − T 5l
)
(2.34)
where ζ is the Reimann zeta function, kb the Boltzmann constant, γ the
electronic heat capacity coefficient, h the Planck constant and λ the electron-
phonon mass enhancement factor. λ is related to the electron-phonon scattering
time τe−ph [78] which for MSWCNT turns out to be in the order of 15 ps.
This long scattering time is consistent with the extraordinary current-carrying
capacity of MSWCNT and their long ballistic electron mean free path [79].
2.3.1 Experimental Setup
Two-color high fluence setup The light source of this setup is an α-line
amplified Ti:Sapphire laser system. The pulse wavelength is centered around
795 nm with a temporal width about 150 fs FWHM and an energy of ≈600 µJ
per pulse. The repetition rate is 1 KHz, therefore the average output power is 0.6
2.4 Device manufacturing and samples list 75
W, and the peak power is 4×109 W. The 70 % of the output beam is directed in
a traveling wave optical parametric amplifier (TOPAS), manufactured by Light
Conversion, whist the remaining 30 % is further attenuated and used as a probe
beam. The TOPAS output frequency can be tuned from 1150 to 1600 nm with
an average output power of nearly 40 mW. In order to further extend the tunable
range a pair of BBO nonlinear crystal are employed. With this configuration
the pump photon energy can be tuned in the 575-800 nm and in the 290-400 nm
intervals. Unwanted components at the fundamental TOPAS output frequencies
are eliminated using a dispersive element and a set of filters. The pump fluence
range depends on the used configuration but values between 2.5 and 20 mJ/cm2
are commonly achievable. In fig.2.17 a schematic representation of the optical
line is reported.
The spot sizes at the sample position are 100 µm and 50 µm for the pump
and the probe respectively. Due to the low repetition rate of laser source the
pump beam is chopped at 500 Hz and a boxcar integration technique is used to
retrieve both the static value of the transmittivity (or reflectivity) signal and
its variation. The instrument resolution is in the order of ∆I/I ≈ 1× 10−4.
2.4 Device manufacturing and samples list
The samples analyzed in this thesis can be classified in three series which
differ from each other for the type of nanotubes used, the contacting pads,
the geometry of the PV devices and especially the way in which CNTs are
treated before being deposited on silicon. All the samples had been realized
at the Carbon Lab, in the Physics Department of the University of Roma Tor
Vergata.
First series devices. The first devices were created starting from a rectangu-
lar slab of n-type silicon, provided by FBK (Fondazione Bruno Kessler, Trento,
Italy), consisted of 5x10 mm2 slices of a SiO2 passivated (thickness 300 nm),
with a resistivity of 3-12 Ω· cm with an aluminum ohmic back contact. The ox-
ide layer was patterned by a lithographic process with a positive resist followed
by a chemical etching in order to obtain a bare silicon window delimited aside
by two SiO2 steps, yielding a device active area 5x5 mm
2. Networked SWCNT
films were obtained from metallic and semiconducting SWCNT powders. Metal-
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Figure 2.17: Schematic representation of the high fluence time resolved setup
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Figure 2.18: Representation of a first series device.
lic SWCNT are characterized by having diameters ranging from 0.7 and 1.4 nm,
carbon >90%, purity 77%, and a bulk density of 0.09 g/cm3. Semiconducting
SWCNT, mostly with a (6,5) chirality, had diameters varying from 0.7 and 0.9
nm, carbon > 90%, purity 77%, and a bulk density of 0.14 g/cm3. For the
deposition of the SWCNT film onto the Si patterned substrates, a SWCNT dis-
persion was prepared by ultrasound treatment of 100 µg of SWCNT powder in
a 3 wt% aqueous solution of Sodium dodecyl sulfate (SDS). After 1 hour of ul-
trasound bath, the dispersion was left to settle down, and the clear supernatant
containing unbundled nanotubes was divided from the precipitate (mostly bun-
dled nanotubes) and used to fabricate the film. The filtration process of the
SWCNT dispersion in water was carried out by a vacuum filtration assembly
to speed up the process using a cellulose acetate membrane filter (PALL corp.
0.45 µm diameter pores).
Once the SWCNT film was cast on the membrane filter, the residual SDS
was removed by washing with deionized water and subsequently by an ethanol-
methanol-water mixture (15:15:70 in volume). Films with different thickness
were obtained by filtering different aliquots in volume of the same solution. The
SWCNT film was transferred on the patterned Si substrate flipping it over and
pressing the SWCNT coatedmembrane onto the Si/SiO2 surface. To improve
the adhesion and to promote the SWCNT film detachment from the membrane,
this latter is soaked with ethanol and subsequently dried under a vacuum. The
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residual cellulose acetate membrane lying on top of SWCNT film is removed
by dipping the entire sample in warm acetone (30 ◦C) three times and finally
rinsing in isopropanol. Finally, two silver painted metallic contacts are created
on the SWCNT film just on top of the SiO2 steps. The presence of SiO2 steps
between the metal electrodes and the Si underneath is fundamental to avoid
short-circuits causing electron leakage. A scheme of the device is reported in
Figure 2.18.
The samples used in chapter 3 and chapter 5 belongs to this first type of
devices.
Second series devices. The devices of the second series are characterized
by a change in the geometrical shape from rectangular to squared and to an
overall improvement of the substrate architecture, carried out at the Bruno
Kessler foundation (Figure 2.20). The substrates are based on a 1 x 1 cm2
slice of n-type Si(100) (resistivity 312 Ω cm), passivated with 300 nm of SiO2,
covered by Cr/Au front electrode in which a window of 3 x 3 mm2 has been
obtained by lithographic processes. A Cr/Au ohmic contact was finally realized
on the backside of the sample. The CNTs used here has a (7,6) chirality but
were dispersed and deposited following the same procedures described in the
previous paragraph, a SEM image of these films are reported in Figure 2.19.
Devices analyzed in chapter 4 belong to this second series.
Third series devices. More recently, a change in the CNT dispersion and de-
position method has led to huge improvement of the photovoltaic performances,
allowing a third series solar cell to reach the record efficiency of 12.2% (Fig-
ure 2.21). This cell, obtained by vacuum-filtrating 2ml of (7,6) semiconducting
nanotubes, will be characterized in Chapter 5.
To better disperse the suspension, CNTs were tip-ultrasonicated (Branson
S250A, 200 W, 2% power, 20 KHz) in an ice-bath for one hour and the unbundled
supernatant was collected. The result was a well-dispersed suspension which is
stable for several months. Carbon nanotube films were fabricated by a vacuum-
filtration process with a mixed cellulose ester filters (Pall GN6, 1 in diameter,
0.45 mm pore diameter). Subsequently, a rinsing in water and in a mixture of
ethanol, methanol, and water (in ratio 15:15:70, respectively) was performed,
in order to remove as much surfactant as possible. Samples were prepared by
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Figure 2.19: Scanning electron micrographs of SWCNT (a,c) and MWCNT (b,d)
films at different magnifications 10,000X(c,d) and 200,000X (a,b). Carbon nanotube
films appear as dense and porous (dark holes) random networks (a,b). In the image
taken at grazing incidence (c,d) (∼90◦ respect with the plane normal), it is possible to
observe micro-structures consisting in self-assembly ripples made of SWCNTs. Con-
versely, MWCNTs just aligned in the vertical direction. Dark areas correspond to the
glass substrate underneath. Adapted from Ref. [80]
the newly developed dry-transfer printing method, which consists in soaking the
SWCNT film with ethanol, in order to improve its adhesion, and then pressing
it onto a substrate (which can be silicon, glass or also plastic) with a glass slide.
After few minutes, the dried cellulose filter is removed by peeling it, leaving
the SWCNT film adhered on the substrate. The same CNT film has been also
transferred on glass for optical measurements.
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Figure 2.20: A scheme of a device belonging to the second series. The pattern used
to sketch the CNT film is a real AFM image of the device surface.
Figure 2.21: J-V curves with a solar simulator in standard conditions (100 mW/cm2,
AM 1.5) for a new-made (in black) and optimally oxidized (in red) solar cell of the
third series. The power conversion efficiency was 12.2%.
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Figure 2.22: A SWCNT film realized on cellulose filter (a) may be deposited on glass
(b), silicon (c), and plastic foils (d). Adapted from Ref. [81]
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Chapter 3
AR-XPS analysis of the
buried interface in CNT/Si
PV devices
As previously seen in section 1.4, in CNT/Si heterojunctions, the SWCNT
film works as a transport path for charge carriers (holes), while the n-type
silicon wafer, used to extract electrons, is the main photogeneration site from
which electrons are collected through an ohmic junction with the metal contact
underneath [82]. In this kind of device, the SWCNT film thickness plays a double
role: it should allow the largest number of photons to reach the Si layer, and, at
the same time, it must be conductive enough to allow charge transport without
significant losses. It was also claimed [83], that oxide-free Si surfaces favour the
formation of more efficient heterojunctions with CNTs. As devices are prepared
in air, it appears appropriate to investigate if the presence of any oxide influences
the formation and the behaviour of the junction. Speculations about the role of
a silicon oxide layer on the cell efficiency have been proposed [83,84] but direct
evidence of this layer and its physical and chemical characteristics (thickness,
homogeneity, chemical composition) had not been so far reported in literature.
The aim of our first study [85] was to investigate by AR-XPS the electronic
properties of the buried interfaces in the hybrid CNT/Si heterojunction and
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their effect on the overall efficiency of the devices. This is accomplished by an
extensive modeling of the complex CNT/SiOx/SiO2/Si heterostructure which
also provided important details on the thickness of each layer, along with an
indication of partial coverage of the surface. Incidentally, we show that AR-
XPS is an excellent tool for non-destructive depth profiling of nanostructured
devices. For the first time, we have been able to show that the thickness and
the chemical composition of the buried interface can determine the efficiency of
the photovoltaic cell. In particular, in this chapter we will start showing how
XPS can provide straightforward information about changes in the Si-O layer
resulting from etching effects aimed to control the thickness of the buried silicon
oxide interface.
3.1 Experimental and computational details
Samples. In this study, three samples belonging to the first series (see sec-
tion 2.4) had been analysed:
• Samples A and B: both substrates were prepared in a single batch and
exposed to air for several days prior to the SWCNT film transfer;
• Sample C: nanotubes were transferred on the substrate as soon as the Si
substrate was prepared.
The sheet resistance and the optical transmittance (OT) measured at 550
nm for the three samples are reported in Table 3.1.
Sample η (%) Rs (kΩ) OT at 550 nm (%)
A 0.26% 2.4 64.0
B 0.20% 1.8 66.0
C 2.72% 0.4 65.0
Table 3.1: Efficiencies (η), sheet resistances (Rs) and optical transmittance (OT) at
λ= 550 nm for the three PV devices under consideration.
Efficiency Measurements: the PV efficiency measurements were carried out
using a solar simulator Oriel LSO106 equipped with a 150 W Xe lamp, an AM1.5
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global filter, and a Keithley source-meter 6202A. The devices were connected to
the source-meter according to this scheme: Al contact on Si- ground, SWCNT
film - signal. The results in term of efficiency derived from I/V curves are
reported in Table 3.1. IV curves measured after etching of the whole junction
were collected with an halogen lamp and a custom-made IV tracker, driven by
a National Instrument PCIe-6251 data acquisition board through the LABview
software package.
XPS Measurements. The XPS data have been collected at the Surface Sci-
ence and Spectroscopy Lab of the Universita Cattolica del Sacro Cuore (Brescia,
Italy) with a SCIENTA R3000 electron spectrometer, operating in the trans-
mission mode and working with a 30 acceptance angle. The Al Kα line (hν
= 1486.6 eV, resolution 0.85 eV) of a non-monochromatized dual-anode PsP
X-ray source was used, running at a power of about 110 W. The base pressure
in the sample analysis chamber was 2 1010 mbar. With the sample holder
clips being coated with gold, the binding energy (BE) of the Au 4f7/2 peak (BE
= 83.96 eV) [86] was taken as a reference. In the present study, the analyzer
transmission (or large acceptance) mode has been employed to maximize the
count ratio and, thus, to speed up the acquisition time while keeping the energy
resolution required for a reliable peak fitting. Because of the large thickness of
CNT overlayer and the weak XPS signal from silicon, any improvement of the
signal-to-noise ratio has been fundamental. The effect of the analyzer angular
acceptance on XPS measurement is usually weak, especially when (as in the
present case) the angle between the source and the analyzer axis is close to the
magic angle (54.5◦) and when the tilt angle is lower than 70◦. Waligorski and
Cooke [87] have shown that a large acceptance can improve the signal-to-noise
ratio without reducing the effectiveness with which the detector can measure
the angular distribution. ARXPS calculations of the C 1s and Si 2p peak areas
carried out with the DDF approach for a CNT/silicon interface (see Figure 3.1)
indicate that discrepancies between the C 1s and Si 2p relative intensities are
kept below about 5% in the whole -range considered (0 - 60◦). Since in Ref. [88],
it has been shown that deviation from the predicted behavior can be found for
takeoff angles above 70◦, in the present study the maximum takeoff angle of all
experiments is limited to 50◦.
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Figure 3.1: Calculated XPS intensities for C 1s and Si 2p peaks in an ARXPS
experiment carried out on a 4 nm thick CNT layer deposited over clean silicon. The
calculations have been carried for 0◦ (red lines and symbols)), and 30◦ (black lines
and symbols) analyzer angular acceptance cone. In the calculations the experimental
geometry was properly accounted for. Photon source: Al Kα X-ray emission at 1486.6
eV.
Modeling of AR-XPS. Modeling and simulation of the multilayer structure,
aimed to fit the XPS peak angular dependence, was carried out with code de-
veloped at the Surface Science and Spectroscopy Lab, based on the IGOR 6.3
programming language. A variety of physical processes are known to play an
important role in the XPS signal generation, such as elastic and inelastic scat-
tering in the interior of the solid, surface excitations, and intrinsic excitations
following the ionization that precedes the electron emission in XPS. Generally,
such processes can occur repeatedly (multiple scattering) before the electron is
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ejected from the surface, giving rise to a complex combination of effects respon-
sible for some important features observed in experimental spectra. In XPS,
the core-level peak intensities I(Ek, ϑ) of a selected layer at a depth d with a
thickness t can be evaluated exactly using the theory presented in section 2.2.3,
or, in a more simplified way, using the formula:
I(Ek, ϑ) = N ·Xs
∫ d+t
d
DDF (Ek, ϑ, z)dz (3.1)
where N is the atomic density of the involved species, and Xs represents
the photoionization cross section [89], depending also on the analyzer geometry;
DDF(Ek, ϑ, z) is the escape probability, known as depth distribution function,
of an electron generated at a depth z with a kinetic energy Ek at an angle ϑ,
with respect to the surface normal (Figure 3.2).
Figure 3.2: Schematic drawing of the CNT-Si hybrid heterojunction and represen-
tation of the XPS experimental geometry. The angle between the direction of the
outgoing electron and the z axis is the photoelectron takeoff angle, which is referred
to in the angle-resolved measurements.
According to the Lambert-Beer law, the DDF function is usually approx-
imated with a Poisson distribution Φ = exp(z/λ cosϑ) [90], where λ is the
IMFP [91]. When the direction of detection is along the normal to the surface
(ϑ = 0), the average depth of the sample being analyzed will then be <3λ, but
if one records a signal at an angle ϑ > 0 with respect to the surface, the sampled
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thickness is reduced to ∼3 λ cosϑ. In this work, following Ref. [92], we used
Monte Carlo DDF calculations, including inelastic and elastic electronic scatter-
ing, in the transport approximation. The photoemission asymmetry parameters
have been taken into account for each core-level. Monte Carlo calculations of
electron trajectories have been carried out in order to predict the XPS peak
intensities from each layer in our heterostructures.
Raman Measurements. Raman spectra have been collected with a Ren-
ishaw spectrometer equipped with a He- Ne laser (λ = 632.8 nm) and a Leika
confocal microscope. A 50x microscope objective (N.A. = 0.75) has been used
to collect the inelastically scattered light in a backscattering geometry. The
laser power on the sample was 1.4 mW.
3.2 Results and discussions
Carbon 1s Core Levels. In Figure 3.3, the C 1s XPS core levels of the three
samples are shown. An asymmetric peak with maximum at a binding energy
(BE) of 284.5 eV is detectable, with a tail on the high BE side, ranging up to
292 eV. Panels a, b, and c refer to the data of samples A, B, and C, respectively.
For a more detailed analysis of the C 1s lineshapes, we resorted to a data fitting
aimed to identify the different carbon bonds contributing to each spectrum,
along with their relative weight. The fitting results for the C 1s photoemission
peaks are also shown in Figure 3.3. For the main peak at 284.5 eV, due to the
contribution of the C-C bond, the peak fitting is carried out on the basis of the
Doniach-Sunjic [93] line shape, as is usually done for CNTs [94]. In all these
fits, we use a fixed value for the asymmetry parameter of the carbon peak (α
= 0.075), as reported in the literature for graphene sheets [95]. In the peak
fitting, we considered the possible contributions of four peaks ascribed to the
C-C, C-O, C=O band O-C=O bonds [96]. In the fitting procedure, the binding
energy of each peak has been kept fixed, according to the values available in the
literature [96], while the full width at half-maximum (fwhm) and the intensity
were used as parameters in the fitting. The fwhm difference among similar
peaks in the three samples was allowed to vary within 10%, assuming that these
differences could be ascribed to the different environment where the specific
carbon-oxygen bonds (C-O, C=O and O-C=O) could be found, i.e., in the
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Figure 3.3: C 1s XPS core level data, and fitting with 4 components related to the
C-C, C-O, C=O and O-C=O bonds. Panels a, b, and c refer to samples A, B and C,
respectively. All spectra have been normalized to the maximum of the C 1s peak at
284.5 eV.
CNT bundles, at the surface, or at the CNT-SiOx interface. For each sample,
the relative weights of the four peaks are reported in Table 3.2.
As can be seen in Table 3.2, most of the C 1s spectral weight comes from
the C-C bond (about 60%), while the remaining weight is ascribed to single and
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Sample C-C (%) C-O (%) C=O (%) O-C=O (%)
A 65.2 20.7 6.3 7.8
B 65.8 21.1 9.9 3.2
C 53.7 21.7 19.0 5.6
Table 3.2: Results of the Analysis of the C 1s XPS Peak
double bonds between carbon and oxygen. Within the accuracy of the fitting
procedure, we can assume that the three samples do not present significant
differences among the main components. This justifies our choice to normalize
all the ARXPS spectra to the C 1s core level intensity, collected at a take-off
angle ϑ = 0◦ between the analyzer and the normal to the sample surface.
Silicon 2p Core Levels. Figure 3.4 shows the Si 2p core levels of the three
samples collected at different take-off angles in the 0-50◦ range. Results from
sample A, B, and C are shown in the left, central, and right panels, respectively.
As can be observed, two main peaks corresponding to bulk silicon (BE = 99.5
eV) and to the SiO2 native oxidation layer (BE = 103.2 eV) contribute to the
spectral weight. On the basis of the binding energies alone, the central peak
could be ascribed both to the silicon carbide SiC (with a BEs reported in the
range from 99.85 eV [97] to 100.8 eV [98]) and to the non stoichiometric silicon
oxide SiOx (BE from 100.4 to 103.23 eV) [88]. We exclude silicon carbide as
the origin of the middle peak, as we did not observe its counterpart in the C 1s
spectral region. Indeed, in silicon carbide a C 1s peak at 282.5 eV is expected,
as reported in Ref. [99], but this peak is absent in all samples here considered.
Therefore, we are able to conclude that the central peak is due to SiOx. The
three peaks so far identified show a distinct angular dependence as the analyzer
take-off angle ϑ is swept from the normal emission geometry (0◦) to a more
grazing emission angle (50◦). In particular, we observe a steep decrease of the
Si bulk signal as the probe is getting more surface sensitive, a roughly constant
behavior of SiOx, and a weak decrease of the SiO2 contribution. As expected,
this behavior agrees with the sequence of layers of the heterostructure. Silicon
is the deepest layer, while SiO2 and SiOx lay in-between silicon and the CNT
topmost layer. In Figure 3.4, the fitting results for the angle resolved Si 2p
photoemission peak are also shown. All peaks are fitted by using Voigt functions.
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Figure 3.4: AR-XPS results for the silicon 2p peaks, normalized to C 1s intensity (left
panel: sample A, central panel: sample B, right panel: sample C). The take-off angles
ϑ (see Figure 3.2) between the normal to the surface and the detector vary between
0◦ and 50◦ and are reported on the left panel. The red component at high binding
energy is ascribed to SiO2, the midenergy, filled gray peak is ascribed to SiOx, while
the black component at low binding energy is ascribed to the bulk n-doped silicon.
It is important to observe that the SiOx peak was not detected in the CNT-free
substrate prior to the transfer of the CNT film (spectra not shown here), so its
presence should be related to CNTs. The SiOx layer may be in fact originated
by the action of chemicals used to treat and transfer the CNT film or by a direct
interaction between nanotubes and the native SiO2 oxide layer. It is known [100]
that, by pouring sulfur-based solutions (such as Piranha solution and SDS) on
a silicon crystal, it is possible to obtain a layer of SiOx. Piranha solution is
a very strong oxidizer which first removes organic particles and contaminants
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and then removes covalently adhered oxygen molecules, replacing them with
hydrophilic OH molecules. On the other hand, because of strong van der Waals
forces, upon CNT deposition, the oxygen atoms of SiO2 can be pulled toward
the nanotubes, yielding a thin layer of amorphous SiOx. This passivation layer
has a dangling bond defect density that is about 2 orders of magnitude higher
than that of thermal oxides [101].
Figure 3.5: Raman spectra for sample C (thick blue line) and its counterpart on
glass (thin red line). Inset: enlarged view of the spectral region where the D and G
bands are detectable.
In order to test these assumptions, the CNTs used in the preparation of
sample C have been also transferred on glass, and Raman spectroscopy mea-
surements on these two samples have been carried out. The resulting spectra
are shown in Figure 3.5. It is possible to discriminate the sample transferred
on glass because of the absence of the characteristic first-order Raman line for
a silicon crystal at 520 cm−1. Since the CNTs transferred both on glass and
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silicon are of the same type, the radial breathing modes are identical, but the D
bands of these samples present a remarkable difference. In particular, sample C
shows a more intense D-mode at 1310 cm−1, when the spectra are normalized
to the maximum of the G+ band. This can be assumed as a proof of a higher
density of defects when the CNTs are deposited on the (oxidized) silicon wafer.
However, at this stage it is not possible to assess the origin of SiOx, and we
cannot exclude that the following causes can occur at the same time: (i) SDS
is present in the CNT dispersion. Rinsing of the sample before the membrane
filtration is expected to eliminate the SDS, but the XPS survey spectra showed
that traces of S and Na are still detectable in the device. The formation of SiOx
could then be related (Ref. [100]) to the presence of residual SDS. (ii) On the
other hand, the anchoring of CNTs on the SiO2 layer can determine the forma-
tion of SiOx (Ref [101]) and of the defects, detected by Raman spectroscopy, in
the CNTs contacting the SiO2 native oxide layer.
Global Fits of the AR-XPS Data. The interface modeling was carried out
by considering a stack of layers with a non-uniform coverage on the topmost
layers. For each takeoff angle ϑ, the area of all peaks (Si, SiOx and SiO2) con-
tributing to the Si 2p spectral weight was considered, normalized to the C 1s
peak area, and then processed using a dedicated software, based on algorithms
written in the programming language of the IGOR Pro 6.3 software. After the
chemical composition and the density of each layer are specified, the software
calculates the DDF, and it is possible to create a layered model, initially guess-
ing the layer thickness and the covering percentage (or island ratio). The fitting
algorithm is therefore aimed to reproduce the experimental data (i.e., the peak
intensity dependence on the takeoff angle ϑ), by using as fitting parameters all
the thicknesses and the island ratio of the two topmost layers. The experimen-
tal data are compared in all steps of the fitting procedure with the expected
intensities, calculated on the basis of the DDF function, the analyzer transmis-
sion, and the photoemission cross section. The fitting program then yields the
estimated thickness of each layer as well as the island density in the CNT and
SiOx layers.
In order to model the sequence of layers at the interface, various attempts
have been made, starting from models without island (Figure 3.6a) to models
where the island also affects deeper layers (such as SiOx, Figure 3.6c). For
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Figure 3.6: Dependence of the Si, SiO2, and SiOx XPS integrated peak areas on
the takeoff angle ϑ. The lines are drawn according to the Global fit results, based on
different models for the stacking of layers. Left panel: effects of the island distribution
on the model output. The AR-XPS data are those extracted from the angle-resolved
spectra of sample B. (a) No island; (b) islands only in the CNT film; (c) islands
extended to the SiOx layer. For all samples, the model that best matches the AR-
XPS data is the second (b). Right panel: (d-f) AR-XPS data and global fit results for
samples A, B, and C, with an island only in the CNT layer.
all samples, the best result (in terms of Chi-square) was obtained by assuming
island only in the CNT topmost layer, as shown in Figure 3.6b. In particular,
by comparing panels a and b, it is clear that the possibility to have an island
in the topmost (i.e., CNT) layer yields an increase of the calculated intensities
of the SiOx and SiO2 peaks at high takeoff angles. In turn, the addition of
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an island in the SiOx layer quenches too much the calculated intensity at high
takeoff angles with respect to the measured angular dependence.
Sample CNT (A˚) SiOx (A˚) SiO2 (A˚) island ratio (%) SiOx/SiO2 (%)
A 254 ± 12 3.1 ± 0.4 13.9 ± 0.4 99.83 ± 0.02 23
B 346 ± 44 6.6 ± 0.4 19.1 ± 0.4 99.75 ± 0.02 35
C 360 ± 17 2.5 ± 0.7 15.1 ± 0.7 99.98 ± 0.01 17
Table 3.3: Results of the ARXPS Data Analysis Obtained by Modeling with a CNT-
SiOx-SiO2-Si Multilayered Structure.
Finally, the best fitting results obtained for the three samples are shown in
Figure 3.6d-f, while the thickness calculated for each layer is reported in Table
3.3. The first achievement of the ARXPS modeling is to show the possibility to
estimate the overall thickness of the buried Si-O interface. In the present case,
the thickness ranges from about 1.7 nm (sample A) to 2.6 nm (sample B). These
values are those expected for the native oxide layer covering a silicon substrate,
but they are different for the three samples, the thicker layer being that of
sample B, while for the A and C samples the overall thickness is comparable.
For each sample, the SiOx/SiO2 ratio is also different, and it is worth noting
that the lowest SiOx/SiO2 ratio (17%) is shown by the device with highest
efficiency (sample C), while for sample B, the least efficient of all, the ratio
is the highest (35%). Finally, the thickness of the CNT layer is similar for
the B and C samples, while it is lower in sample A, roughly scaling with the
amount of CNT dispersion used to prepare the CNT layer. As stated in Chapter
1, the CNT film thickness appears to be one of the factors that affects the cell
efficiency, but the present results show that the silicon oxide role is not negligible
at all. In sample A, the SWCNTs are mostly metallic, but sample A shows a
thinner oxide layer with respect to B, that in turn has been prepared with
semiconducting SWCNTs. These factors might cooperate to provide the higher
efficiency of A with respect to B. On the other hand, sample C displays the
largest efficiency and an oxide layer comparable to sample A, though with a
different SiOx/SiO2 ratio. Apparently, the 10-fold higher η of sample C can
be related to a combination of advantageous parameters. First of all, sample
C is characterized by being close to the CNT film thickness that is known to
maximize the efficiency, as shown in a previous work [102]; moreover, in this
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sample the CNT coverage results to be the most uniform, as the density of island
is the lowest among the samples. Finally, in this sample the heterojunction
formation could be favored by the amount of oxides. However, such a large
difference in efficiency between samples B and C cannot be explained by focusing
only on the CNT film characteristics and must be necessarily related to effects
at the interface. In order to clarify the role played by the oxide in the device
operation, we resorted to etch the oxide layer to track the oxidation of the
interface by XPS and to monitor the cell efficiency by IV measurements.
Therefore, following Ref. [84], sample B was as first etched for 20 s in HF
vapors in order to remove the oxide layers, and then left in air for about 300
h, to restore the native oxide layer. Any change of the electrical properties of
the device was monitored through the acquisition of IV characteristics, and, in
parallel, the Si 2p peak and C 1s were analyzed via XPS, in order to ensure that
changes are due to the modulation of the thickness of the oxide layer and not to
other effects, such as the acid doping of CNTs [103]. The effects of acid doping
on CNTs are excluded at the present stage, as the line shape of the C 1s core
level ascribed to the CNT contribution did not change upon etching and during
the oxidation in air (not shown here). In turn, major changes were observed in
the buried interface. In Figure 3.7a, the Si 2p peaks before (pink filled circles),
immediately after (black filled diamonds), and 300 h after (blue filled triangle)
the etching process are shown. It is easy to notice how the etching process
acts on the oxide layer, removing the SiOx and reducing the amount of SiO2,
inducing a change in the overall Si 2p lineshape. When the sample is left in air
for 300 h, the SiOx contribution did not show any detectable increase, while an
oxidation of Si to SiO2 is clearly observed. The combined effect of the etching
and oxidation processes on the device operation is evident in Figure 3.7b, where
the IV curves for all the three steps are shown. Before the etching, sample B was
the one with the lowest efficiency and its IV characteristic is shown in Figure 3.7b
(pink circles). After the oxide layer is removed through the etching process, the
values of the electric parameters (VOC and ISC) decrease significantly and the
cell performance deteriorates considerably (black diamonds). However, from the
very first hours after the etching, an improvement of the IV curve is observed,
till the cell reaches a stable behavior after a few tens of hours, staying constant
up to 300 h (blue triangle). These results also demonstrate that the oxide
layers, as well as the CNT film, should have an optimal thickness, necessary
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to achieve high efficiencies. It is important to note that the change induced in
the cell is effective, stable, and durable, disclosing the possibility to regenerate
cells subjected for over one year to oxidation in air. It is important to remark
that while the SiO2 contribution increases, the SiOx contribution does not show
appreciable change up to 300 h after the etching, suggesting that SiOx can be
ascribed to one of the processing steps in the cell assembling. In this frame, SiOx
appears to influence the cell efficiency, and a first correlation, had been observed
in Table 3 between the SiOx/SiO2 thickness ratio and the cell efficiency. With
regard to the overall cell efficiency, we do not exclude that the optimal situation
could be found in a suitable ratio between the thickness of the CNT film and of
the SiO2 layer, as the proper thickness of the SiO2 layer may itself depend on
the CNT thickness.
3.3 Conclusions
AR-XPS allowed us to carry-out a nondestructive profiling of a complex
interface at the basis of a hybrid CNT/Si PV heterojunction. We have been
able to directly probe that a chemically heterogeneous Si-O layer exists between
the bulk Si n-type side of the junction and the p-type CNT layer. This layer is
composed of SiO2 and SiOx, with a thickness in the 2-3 nm range. This proves
and properly addresses early claims about the existence and the role of the silicon
oxide in the PV cell [84]. The effects of the SiO layer on the junction efficiency
are tracked by etching the junction in HF and collecting XPS and IV curves
as the native oxide layer builds up. We show that etching removes the SiOx
layer and that the efficiency improves when a SiO2 layer has regrown, due to
spontaneous oxidation in air. Therefore, unlike what previously believed [103],
SiO2 acts as a buffer layer that improves the PV cell performances. Within the
resolution of our XPS probe, HF etching does not appear to affect the CNT local
electronic properties, excluding chemical doping of CNTs as the leading effect
in the efficiency recovery after etching. In the present study, the silicon oxide
buffer layer could be accessed by XPS provided that the CNT film thickness was
not too high. This limited our choice to samples with a thickness of the CNT
layers below about 40 nm. For several reasons, the efficiency of these cells is not
high as compared to other samples reported in the literature. As first, the best
performing cells we prepared with the present technique are those fabricated
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with 4-5 mL of CNT dispersion. Second, comparison must be performed with
devices like the present ones without any particular treatment (further p-type
doping of CNTs and/or acid treatments), which have been reported to have
efficiencies between 5% and 7%. With respect to these devices, all our samples
are characterized by a lower short circuit current density and fill factor, thus
yielding lower efficiencies. Both the low JSC and FF values can be ascribed to
too high series resistance, probably originating (1) from the presence of residual
SDS surfactant (visible in the XPS spectrum through Na and S peaks), which,
being an insulator, can increase the CNT film resistance, and, at a lower extent,
(2) from the choice of a relatively high series resistance for the wafer. Finally,
the contacts electrodes, based on silver paste, can be at the origin of additional
resistances. Despite these limitations, the etching treatment yields a remarkable
improvement of the fill factor (from 22% before etching to 36%, measured 300 h
after the etching) and ultimately on the efficiency (from 0.2% to 0.35%) even in
the low-efficiency cell (i.e., sample B), disclosing similar improvements for the
best performing devices.
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Figure 3.7: Etching effects on electronic and PV properties of sample B; the sample
before the etching is represented with pink circles, after the etching with black dia-
monds, and after the oxidation with blue triangles. (a) Comparison between the XPS
peaks of Si 2p, before and after the etching process and after 300 h of oxidation in air.
It is possible to note how the chemical etching reduces the amount of oxides, inducing
changes in the peak shape. (b) Effects of the variation of the oxide layer thickness on
the IV characteristics.
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Chapter 4
Effects of Acids Treatments
on the Power Conversion
Efficiency
A considerable effort has been recently made to increase the efficiency of
CNT-Si heterojunctions, until reaching the record PCE of about 15% [52]. How-
ever, much has still to be done in order to identify the mechanisms behind the
device operation and determine the parameters that mostly affect the cell be-
havior. In addition to a number of technical issues related to the cell geometry,
to contacting pads, and to the choice of the CNT layer, several studies have
pointed out [52, 84, 104, 105] that a silicon oxide layer grows at the interface
between monocrystalline silicon and CNTs not only during the manufactur-
ing process but also once the junction is built and that the properties of this
layer may affect the overall cell performances. The role played by the oxide
layer is of fundamental importance for understanding the working mechanism
behind these devices that could behave either as p-n junctions [106] or as a
metal-insulator-semiconductor (MIS) devices [107]. In particular, in a p-n junc-
tion model, the best efficiency should be reached once all the insulating silicon
oxides are removed and perfect junctions between CNTs and Si can be built.
On the other hand, in MIS junctions a relatively low potential barrier between
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CNTs and silicon yields a high number of majority carriers recombinations, re-
sulting in a saturation current larger than that of a p-n junction diode and, as a
consequence, in a low open circuit voltage. In these devices a thin layer of insu-
lating oxide is beneficial because it helps to confine electrons in silicon, avoiding
them to fast recombine in CNTs [108]. Moreover, a thin insulating layer may
also have the advantage to passivate interface states, hindering charge trap-
ping, lowering recombinations and increasing the device open circuit voltage.
The choice between the two junction schemes (i.e., p-n vs MIS) is still an open
question that requires a specific investigation on the oxide role through direct
evidence of the Si oxidation states during all the etching and ageing processes
aimed to tailor the oxide layer properties. Oxide removal from silicon upon HF
exposure is expected, as it is a standard treatment to etch silicon wafers and,
on this basis, similar results have been claimed when CNT/Si heteojunctions
were HF etched [105,109]. However, the results of the treatment are not usually
documented by a probe sensitive to the Si oxidation state.
The possibility to access the buried interface layer by angle resolved X-
ray photoemission spectroscopy (AR-XPS) has recently been demonstrated on
devices similar to those analyzed in the present work [85]. Though the existence
of an oxide layer with optimal thickness was inferred by several groups [84, 85,
105] to rationalize the behavior of the cells in the presence or absence of oxides,
a complete analysis of this layer was so far overlooked and a direct evidence of
the optimal layer thickness and composition is still virtually missing. Therefore,
in spite of a seemingly straightforward preparation route, the CNT/SiOx/Si
interface represents a quite complex system from the point of view of materials,
as it matches a relatively low density CNT bundle layer with a nanostructured
and chemically inhomogeneous SiOx layer grown on a n-doped silicon wafer.
In particular, in devices based on bundles of randomly aligned SWCNTs the
presence of a thin layer of oxides has always lead to better cell performances
[84,85,105].
As shown by Jia et al. [84], the electrical parameters of a CNT/Si solar cell
can be modulated by changing the thickness of the SiOx layer, either by remov-
ing oxides with HF or by letting these oxides regrow, through either oxidation
in ambient air or exposure to HNO3. Since now, several groups [84, 105] have
used exposure to HNO3 to grow silicon oxides as a rapid alternative to ambi-
ent air oxidation, treating the two methods as if they would lead to equivalent
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results. On the other hand, it is also well established that HNO3 can be used
to further p-dope the CNTs, [110–113] disclosing the possibility that HNO3
does not merely act as an oxidant agent, but also as a chemical dopant. The
2-fold role of HNO3 must be clarified and silicon oxidation and CNT doping
processes need to be analyzed and discussed separately, with the help of suit-
able experimental techniques. Moreover, it is worth noting that efficient control
of Si passivation through the introduction of a uniform and dense SiOx layer
is crucial to reduce leakage currents and to suppress charge recombination, in
metal-oxide-semiconductor (MOS) devices, as shown by Kobayashi et al. [114]
by considering nitric acid oxidation of silicon in conventional all-Si solar cells,
as well as in Si/organic hybrid solar cells [115]. It is clear that a deeper under-
standing of the role played by acids in modifying the properties of CNTs, Si and
SiOx is mandatory. This can be accomplished by directly probing the changes
of the physical and chemical properties of the surface and the buried interface
through suitable spectroscopic tools.
The purpose of the present investigation [116] is then (i) to directly show on
the device to which extent and how the hydrofluoric and nitric acid treatments
affect the physical properties of both CNTs and the buried SiOx interface and
(ii) to probe how the CNT doping induced by HNO3 exposure affects the overall
cell behavior, discriminating effects on the CNT bundle layer from those due to
changes in the physico-chemical properties of the oxide layer. To achieve these
goals, a combination of spectroscopic tools has been considered: AR-XPS for a
direct probe of the buried oxide interface, Raman spectroscopy to obtain infor-
mation on CNT properties, and the acquisition of current density-voltage char-
acteristics for monitoring the behavior of the photovoltaic device after exposure
to acid. These techniques have been applied to the different steps of oxidation
or acid exposure in order to obtain a real-time monitoring of the chemical and
physical properties of the interface. Within this experimental frame, the HF
etching resulted to be crucial to restore a common starting point between the
samples in terms of interface oxide removal, directly and non-destructively doc-
umented by XPS analysis. It is worth mentioning that our HF treatments were
milder than those carried out by Li et al. [109] that were able to n-dope their
SWCNTs after a 5 min exposure to HF vapors. In this way it was possible to
explore a junction between n-type CNT layer and a p-type silicon substrate,
which is a reversed scheme with respect to the one discussed in the present
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study (p-type CNT layer onto n-type Si wafer).
While in the previous chapter, the study of HF etching by ARXPS analysis
was reported basically at a feasibility stage, here we fully exploit this approach
to address several problems, spanning from the effects of HF etching to those
of HNO3 treatments and the tracking of spontaneous oxidation in air. This
breadth of phenomena will be addressed by a combined spectroscopy study that
goes beyond the usual characterization tools (transmission spectroscopy and
sheet resistance measurements) aimed to monitor the effects of acid treatments.
On the basis of this experimental approach, a clear correlation between the
measured buried oxide layer thickness and the cell efficiency is demonstrated.
Furthermore, the silicon oxide stoichiometry is also found to significantly affect
the cell behavior. Finally, we have been able to show that, in the Si-CNT
junction, HNO3 behaves both as silicon oxidizing agent and a source of CNT
chemical doping.
SWCNT/Si PV Devices. In this study, two PV cells belonging to the sec-
ond series presented in section 2.4, hereafter in this chapter labelled A and B,
were considered. The devices were realized by vacuum filtrating, respectively, 2
and 4 mL of semiconducting (7,6) CNTs, in solution with SDS. The layout of
the device is shown in Figure 4.1a, while a cross section and the model stack of
layers across the Si- CNT junction are shown in Figure 4.1b and c, respectively.
4.1 Results and Discussion
Effects of Exposure to HF: As devices were prepared in air, before starting
any exposure to HF or HNO3 it was necessary to record the initial cell efficiency
through the acquisition of J-V curves on the pristine samples and to probe the
silicon oxidation state with XPS at the pristine CNT-Si heterojunction (pink
circles in Figure 4.2).
Incidentally, it is worth mentioning that the starting efficiency of our solar
cells (0.035% and 0.147%, for samples A and B, respectively) are low if compared
to those recently reported in literature [52, 84, 107, 111]. The cells were not
optimized to yield the highest efficiencies, as the main focus was the detection
of relative changes upon acid exposure. To access the SiOx buried interface by
AR-XPS, the CNT layer thickness is chosen to be relatively low. A similar choice
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Figure 4.1: Three-dimensional sketch (a) and cross section (b) views of the CNTSi
hybrid photovoltaic device. (c) Model of the complex buried interface as a stack of
(bottom to top layer) Si/SiOx(I)/SiO2/SiOx(II)/CNT layers.
was also made by, for example, Tune et al. [105], that selected the devices not on
the basis of their performances but, in that case, to guarantee the reproducibility
of results. Moreover, these relatively low efficiencies are also determined by our
experimental setup (halogen lamp, irradiance 64 mW/cm2) which differs from
the standard ones (solar simulator, 100 mW/cm2) both in terms of power and
spectral composition. However, this point would not affect the validity of our
analysis, since we were looking for changes in the efficiency and in the electrical
cell behavior by comparing different oxidation and doping states of the same
sample.
XPS survey spectra collected on the pristine samples showed the presence
of C, Si, and O, along with Na that was ascribed to traces of the CNT solution
surfactant. High-resolution XPS studies on the Si oxidation [117–120], have
shown that many oxide species can be detected during the oxidation process,
each characterized by a specific binding energy (BE). In addition to bulk silicon
(Si0) the core lines of three suboxides (Si1+, Si2+, Si3+) can be found in the
binding energy range between Si and SiO2. Even though our experimental
resolution was lower than the one reached by using synchrotron radiation [117],
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Figure 4.2: Three-dimensional sketch (a) and cross section (b) views of the CNTSi
hybrid photovoltaic device. (c) Model of the complex buried interface as a stack of
(bottom to top layer) Si/SiOx(I)/SiO2/SiOx(II)/CNT layers.
in order to properly fit our spectra, we needed at least four peaks ranged from BE
= 99.1 eV for bulk silicon to BE = 102.9 eV for SiO2 with two additional peaks
ascribed to non-stoichiometric silicon oxides. This choice was made necessary
in particular for correctly fitting the Si 2p peak after the HF etching, where
almost all the oxides were removed except for the Si+ component, hereafter
labelled as SiOx(I), which determined an asymmetric line shape of the Si
0 peak.
Since our experimental resolution does not allow to resolve the Si2+ and Si3+
contributions, they have been fit to a single peak and labelled as SiOx(II).
Then, performing AR-XPS by varying the photoelectron takeoff angle ϑ
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η FF CNT SiOx(II) SiO2 SiOx(I) Total)
pristine 0.035 18.93 26.20 0.47 0.73 0.28 1.48
after HF 0.107 28.96 26.20 - - 0.35 0.35
optimal 1.012 35.45 26.20 0.20 0.60 0.65 1.45
Table 4.1: Electrical Characteristics η and FF in (%) and Estimated Layer Thick-
nesses in (nm) of Sample A. Thickness values in silicon oxide layers are given with a
±0.05 nm error.
η FF CNT SiOx(II) SiO2 SiOx(I) Total)
pristine 0.147 17.91 31.41 0.24 1.72 0.55 2.51
after HF 0.295 31.88 31.41 - - 0.64 0.64
optimal 2.297 48.28 31.41 0.72 1.23 0.36 2.31
Table 4.2: Electrical Characteristics η and FF in (%) and Estimated Layer Thick-
nesses in (nm) of Sample B. Thickness values in silicon oxide layers are given with a
±0.05 nm error.
(Figure 4.1a), it was possible to evaluate the thickness of each layer composing
our devices (Tables 4.1 and 4.2), following the method described in Ref. [85] and
in Chapter 2. Based on this analysis, the four peaks have been ascribed to (i)
bulk silicon (BE = 99.1 eV), (ii) non-stoichiometric silicon oxide (SiOx(I)) (BE
= 99.7 eV), which grows as a very thin layer on Si that eventually turns into SiO2
during silicon oxidation process [117–120], (iii) stoichiometric SiO2 (BE = 102.9
eV), and (iv) nonstoichiometric silicon oxide (SiOx(II)) (BE = 101.3 eV), which
lies between SiO2 and the CNT layer, where oxygen atoms are likely shared
between SiO2 and the CNT bundles. The energetic preference for the CNT to
bind on particular sites of an O-terminated SiO2 surface has been predicted by
M. Zubaer Hossain [121], indicating a significant interaction between oxygen
from the SiOx layer with CNT. The model stack of layer considered in the
present study is depicted in Figure 4.1c.
After these characterizations, both samples were etched with HF vapors for
20 s to remove all silicon oxides, as confirmed by XPS analysis (Figure 4.2, black
diamonds). Incidentally, we point out that our HF treatments have a different
purpose as compared to those previously carried out by Li et al. [109]. In that
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case, the etching was mainly addressed to remove oxygen from the tube walls
and therefore to n-dope the CNTs, which in general are naturally p-doped in
air due to O2 adsorption. Therefore, a 5 min exposure in a vapor phase etcher
was required to achieve n-doping. Then, samples had to be stored and analyzed
into a nitrogen-filled glovebox to prevent nanotubes from coming into contact
with oxygen, which would have p-doped the tubes again. On the other hand,
our devices are based on p-doped CNTs so acid exposure and all measurements
can be performed in air and a milder HF etching of 20 s is sufficient to remove
silicon oxides without affecting the CNT doping. Even if samples were stored in
the UHV analysis chamber just after the HF etching and the collection of the
J-V curve, the time elapsed before reaching high vacuum conditions was enough
to have the samples exposed to air and trigger the silicon oxidation. Indeed
this process is known to be quite fast [118], and even just few minutes after
etching the effects of oxidation are detectable, in the present case, as a small
shoulder on the high BE side of the Si 2p core level. As a result, even after
the oxides removal, a small quantity of SiOx(I) is detected (Figure 4.2a and
c). After the XPS analysis of the HF etched samples, the devices were exposed
to air and the effects of oxidation were tracked through the J-V curves. The
J-V curves in Figure 4.2b and d clearly highlight poor cell performances also
in device without oxides (data collected immediately after the HF etching), but
just after 2 h of oxidation in ambient air the efficiency starts to grow, following
a rate very similar to the silicon oxidation rate at room temperature detected
for silicon wafers, which is known to be quite fast in the first hours and then
displaying a logarithmic-like growth rate) [118]. Selected J-V curves during
the oxidation are shown in Figure 4.2b and d (thin lines), while the complete
tracking of VOC , JSC , and η as a function of the oxidation time is shown in
figures 4.3 and 4.4. About 1 week after HF etching (170 h), sample A and
B reached their highest efficiency (1.01% and 2.30%, respectively), which is
also assumed as the moment when the device has reached an optimal oxidation
state (blue triangle in Figure 4.2). Through the AR-XPS analysis, we are now
able for the first time to provide an estimation of the thickness of the silicon
oxide layer yielding the best cell performances, as reported in Tables 4.1 and
4.2. At this stage two conclusions can be drawn. If we focus on the paths that
lead sample A and B to their optimal oxidation states starting from the HF
etching, which is assumed as the reference starting point, in both samples, an
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Figure 4.3: Left panel: Changes in the J-V characteristics during oxidation in air.
Data were collected immediately after the HF etching (black curve, no silicon oxides)
up to 175 hours (purple curve). Right panel: Short circuit current (ISC) open circuit
voltage (VSC) and power conversion efficiency (η) dependence on oxidation time.
approximately 4- fold enhancement of the overall oxide layer thickness [SiOx(II)
+ SiO2 + SiOx(I)/SiOx(I)] is observed. Furthermore, even if the buried oxide
layer thickness is comparable in the pristine and optimally oxidized samples, the
chemical state of Si shows a clear change, as after optimal oxidation an increase
of SiOx and a reduction of SiO2 is registered. On the other hand the lack of
oxide (Figure 4.2, black diamonds) is detrimental to the performances of both
cells, testifying an overall similar behavior.
These results induce to consider the oxide buried interface acting as a pas-
sivating/inversion layer in a MIS device. Oxides improve the cell performances
by, on one side, avoiding trapping at silicon interface state and, on the other
side, by reducing e-h pair recombination (see, e.g., ref [115]). This happens
provided that silicon oxide thickness is kept below an optimal value, to pre-
vent the detrimental effect of a large barrier to charge separation after the eh
pair is created and to the hole photocurrent flow toward the CNT film. Refer-
ring to the Si-CNT hybrid cells, in principle, it should be easy to distinguish
the two different junction models (i.e., p-n junction vs MIS). If the efficiency
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Figure 4.4: Sample B. Left panel: Changes in the J-V characteristics during oxidation
in air. Right panel: ISC , VSC and η dependence on oxidation time.
grows when silicon oxides are completely removed by HF, the device can be
modeled by a p-n junction, while if the device works better with a thin layer
of Si oxides, the most suitable model is the MIS stack of layers. In literature,
however, the role of the oxide layer in CNT/Si PV devices is an open matter
of dispute [32, 52, 84, 85, 105–107, 111, 122], where the morphology of the CNT
layer can play a relevant role. Evidence of devices working better with a thin
layer of oxides (like MIS heterojunctions) are provided in the case of randomly
aligned CNTs [84, 85, 105]. In fact, a perfect junction with silicon is hindered
by the morphology of the CNT bundles, where only a relatively law number of
CNTs is effectively in contact with the crystalline silicon underneath. When the
amorphous silicon oxide grows, a higher number of heterojunctions is built up
and the device efficiency improves. Finally, we noticed that J-V curves yielded
the same results when measured after up to five HF etchings (20 s each), at
least. Additional etches in some cases led to the degradation of the electrical
contacts removing the SiO2 insulating layer under the electrical contacts and
yielding shorts between the electrodes and the n-type Si wafer. In addition,
the XPS data were comparable both in terms of successful SiOx removal and
in terms of the Na content, that was not affected by HF etching (while being
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affected by HNO3 exposure, as shown in the next subsection).
Effects of Exposure to HNO3. As mentioned in the introductory remarks,
HNO3 exposure is also often regarded as a tool to induce silicon oxidation
but it may also lead to further p-doping of the CNT layer. To understand
what ultimately affects cell performances, it is mandatory to discriminate these
two effects separately, using AR-XPS measurements, performed in UHV, to
monitor silicon oxidation, and Raman spectroscopy, and J-V characteristics, all
performed in air, to highlight the eventual CNT doping. Since our two samples
display a similar qualitative behavior, we resorted to analyze them separately,
putting sample B in the UHV analysis chamber immediately after every acid
treatment, to preserve it as much as possible from unwanted silicon oxidation
occurring immediately after Si HF etching, and using sample A for the J-V
measurements performed in air. Starting from the optimally oxidized samples,
we restored a common initial condition by removing all oxides with HF (curves
almost identical to those shown in Figure 4.2, black diamonds).
Figure 4.5: Sample B. Left panel: Changes in the J-V characteristics during oxidation
in air. Right panel: ISC , VSC and η dependence on oxidation time.
Then, both samples were exposed to HNO3 vapors at room temperature
for 90 s, following the indications of Ref. [84]. The effects of nitric acid expo-
sure were monitored through AR-XPS analysis on sample B (Figure 4.5a) and
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through the J-V characteristics on sample A (Figure 4.5b).
η (%) FF (%)
HNO3 vapors 0.197 20.52
optimal oxidation 1.163 34.29
HNO3 liquid 2.866 41.69
after acid drying 0.651 22.99
Table 4.3: Efficiency and FF of HNO3 Treatments of sample A
CNT SiOx(II) SiO2 SiOx(I) Total)
HNO3 vapors 31.41 0.29 0.83 0.52 1.64
HNO3 liquid 31.41 0.79 1.54 1.18 3.51
Table 4.4: Thicknesses of Sample B Layers after HNO3 Treatments
Efficiencies and FFs for sample A are reported in Table 4.3, while the silicon
oxides thicknesses for sample B are listed in Table 4.4.
Immediately after the exposure to HNO3, the device displays a slight increase
of the efficiency (Table 4.3 and Figure 4.5b, curve 4 vs 2) but the oxidation state
corresponding to the maximum η is reached only after leaving the device in air
for 3 days (Table 4.3 and Figure 4.5, orange squares, curve 4b). As clearly
shown by the Si 2p spectrum (curve 4, Figure 4.5) and in the results of the AR-
XPS analysis (Table 4.4), this indicates that the silicon oxidation immediately
after HNO3 exposure (curve 4, Figure 4.5a) is not sufficient to yield the optimal
oxidation state. After oxidation in air (curve 4b, Figure 4.5b), the maximum
η is now slightly higher than the one reached without HNO3 exposure (curve
3, triangles, in Figure 4.5b), giving a first suggestion of possible CNT doping.
Since, at the present experimental conditions (T = 20 ◦C, exposure time 90
s, acid dilution 65%) only a low number of HNO3 molecules effectively come
into contact with CNT and Si, the nitric acid effects should be enhanced either
by longer exposures or by directly wetting the devices with liquid HNO3. We
resorted to follow the second strategy: both samples were etched again with HF
and immediately after etching a single drop of diluted HNO3 (65% RPE-ISO,
Carlo Erba Reagents) was placed on the top of the CNT film. The result of
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this last treatment (HNO3 soaking) is a remarkable increase of the efficiency to
2.87%, two and a half times greater than the best value of 1.16% recorded with
HNO3 vapors (green empty squares in Figure 4.5 , curve 5). However, as the
HNO3 solution drop dries, 2 h after the treatment, the cell performances are
found to worsen considerably (purple empty diamonds in Figure 4.5b, curve 5b),
indicating that the initial jump of the efficiency is not only attributable to CNT
p-doping alone but it can also be due (i) to a lensing effect by the acid droplet
that focuses light on CNT surface [32], and (ii) to a formation of a temporary
electrochemical cell between CNT and Si in the HNO3 solution [111]. The rapid
efficiency decrease from 2.87% to 0.65% recorded after the acid drying can be
interpreted as an effect of the huge amount of silicon oxides, detrimental for the
device operation, originated by the strong oxidizing effects of the HNO3 drop
as shown in Figure 4.5a (green empty squares, curve 5), which was previously
counter-balanced by a favorable lensing-effect.
The conclusion we draw on this set of data is summarized in Figure 4.6 where
a correlation between efficiency and oxide thickness is shown. The efficiency is
measured on sample A, and not on sample B but in the two stages where the
efficiency of both layers (ηA and ηB) was available the values measured for
sample B were about 3 times the corresponding values for sample A (ηB/ηA =
0.295/0.107 after the first HF etching, ηB/ηA = 1.55/0.49 three months after
the latest HNO3 treatment). The effects of HNO3 on the photovoltaic device
are also evident in the XPS survey spectra, normalized to the C 1s intensity
(Figure 4.7a).
In particular, before acid treatments, the percentage of oxygen present in the
sample was 3.65%, which is almost doubled to 6.84% after exposure to HNO3
vapors, and became five times higher after the soaking with HNO3 drop, that is,
16.34% of the total probed area, indicating a clear oxidation induced by nitric
acid. Furthermore, in all survey spectra, the Na 1s peak (as well as the Na
Auger emission) ascribed to sodium dodecyl sulfate (SDS), the surfactant used
to disperse the CNTs, resulted to be quenched by HNO3, indicating a possible
effect of surfactant removal. Another interesting consequence of HNO3 vapor
exposure is the shift of the C 1s peak to lower BE (inset of Figure 4.7b). This
shift, not observed after HF etching, is a clear indicator of a Fermi level shift
due to a hole doping of nanotubes. In the case of the HNO3 drop, the C 1s peak
shifts to low BE but also changes its shape in the high BE region, indicating an
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Figure 4.6: (Top panel) Efficiencies measured for sample A during various treatments
of the cell. (Bottom panel) Overall oxide layer thickness for sample B.
increasing amount of oxygen bonded with the CNT carbon atoms [96]. These
effects are more evident for the sample treated with liquid HNO3, both because
of the higher acid concentration and because HNO3 in solution spends more
time in contact with CNTs before evaporation, with respect to the gas phase.
To unambiguously prove the CNTs doping effect, we also collected Raman
spectroscopy and optical absorption data. Raman spectroscopy is suitable to
study fundamental tube properties, such as chirality, purity and defects [10].
In particular, in the presence of hole doping, the G+-band of semiconducting
SWCNT was found to move about 1 cm−1 toward higher wavenumbers [123].
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Figure 4.7: (a) Survey XPS spectra of sample B, normalized to the C 1s peak
intensity. The C 1s, N 1s, and O 1s core levels are labelled, along with the Na Auger
emission (b) C 1s spectra before and after acid treatment. Inset: Detail of the C
1s peak shift. Black line and triangles: Pristine sample. Red line and circles: After
exposure to HNO3 vapors. Green line and squares: After soaking with HNO3 drop.
As shown in Figure 4.8 (left panel, sample A; right panel, sample B), while HF
etching does not change the G+-band position (1590.5 cm−1), both gaseous and
liquid HNO3 exposures yield G
+ shifts of 0.9 and 1.8 cm−1, respectively. This
hole doping process is not completely reversible, because, even after a month in
ambient air, sample B still presents a shift in the top of the G-band at 1591.4
cm−1, which is less than the doped one (1592.3 cm−1) but still far from the
undoped value of 1590.5 cm−1, as shown in Figure 4.8 (right panel). However,
the CNT doping still observed one month after the HNO3 exposure is not able
to balance the detrimental effect on the cell efficiency of the thick oxide layer
growth induced by the HNO3 drop.
Optical spectroscopy data show, as expected [124], a quenching of the S11
and S22 bands upon HNO3 exposure (Figure 4.9). These findings are also con-
sistent with a decrease in the sheet resistance observed after HNO3 exposure.
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Figure 4.8: Raman spectra of D- and G-band of pristine (pink continuous line)
sample A (left panel) and B (right panel), after HF (black dotted line), after HNO3
vapors (red dashed curves), after HNO3 drop (green dash-dotted line) and after one
month from the acid treatments (blue dotted curve). The effect of HNO3 doping is to
shift the G+ band toward higher Raman shifts as shown in the insets.
Indeed, starting from a base resistance of 10674 ± 12 ohm, the sheet resistance
drops to 2470 ± 4 ohm after 10 s exposure and to 1834 ± 7 ohm with an
additional 10 s exposure.
4.2 Conclusions
In conclusion, a spectroscopic investigation of the hybrid CNT-Si heterojunc-
tions has been carried out with the aim to find a correlation between the physical
and chemical properties of a buried oxide interface and the device performances.
To this purpose, J-V tracking curves after each treatment were collected, to be
matched with spectroscopic data from ARXPS and Raman probes. We have
unambiguously demonstrated that, while a relatively mild HF etching does not
change the CNT film properties, acting only as silicon oxides etcher, HNO3
has the effect of both doping nanotubes and oxidizing the silicon underneath.
This finding addresses a long-standing question on the CNT-Si hybrid junctions,
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Figure 4.9: Optical absorbance of the pristine sample A (black curve), sample treated
with HNO3 vapors for 10 seconds (in red) and for 20 seconds (blue curve).
probing the role of the complex silicon oxide interface to tailor the PV cell per-
formances and discriminating the effects of oxidation and p-doping which occur
upon exposure to HNO3. While a further p-doping of CNT is suitable to achieve
higher efficiency, HNO3 (especially in its liquid form) has to be used carefully
because its strong oxidizing effect is detrimental to the cell performances, as it
may yield a thickness of the oxide layer above the value (1.5-2.0 nm) recorded
for the best performances of the PV cell. HF etching was used to remove Si
oxide from the buried interface. This helped us establish a common starting
point before carrying out any of the treatments considered in the present study.
The build-up of an interface Si oxide layer is required to increase the efficiency.
This is assumed as a strong indication that the junction can be described with
a MIS model rather than a p-n junction. HF treatment was not strong enough
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Figure 4.10: Graphical abstract for the effects of acid treatments on the efficiency
of CNT/Si PV devices.
to n-dope the CNTs, as no change in the Raman and XPS spectra was observed
upon HF exposure. HF etching did not affect the Na content of the CNT layer,
unlike HNO3 that was also able to etch Na away from the bundle layer.
The present results indicate that the SiOx buried interface can be regarded
as a passivating and inversion layer, which improves the cell performances by
hindering the e-h pair recombination. Though these effects of the SiOx interface
in hybrid CNT-Si PV cells may have been unintentional in the original cell
design, the thickness correlation with efficiency here demonstrated can provide
a useful perspective in further device engineering.
Chapter 5
Charge Carriers Dynamics
Investigations on High
Efficiencies Solar Cells
In previous chapters has been shown that the efficiency of a CNT/Si solar
cells can be easily modulated by modifying their building blocks through, for
example, CNT doping, in particular with HNO3, or by controlling the silicon
oxidation at the buried interface level, removing oxides with HF etching and
letting oxides regrow with natural oxidation in ambient air. Several experi-
ments [85,116] have pointed out that a complex stack of thin layers of stoichio-
metric and non-stoichiometric silicon oxides (SiO2 and SiOx) can be found at
the interface level, between bulk Si and CNT, in devices prepared and stored in
air but the effect of the oxides layer is not yet been directly linked to devices
electrical behavior. In fact, despite of a relatively simple architecture and man-
ufacturing, understanding the physical operation of these devices is not trivial.
Among the various open issues, the most controversial one concern the junction
nature that could be either p-n like or metal-insulator-semiconductor. Previ-
ous studies have suggested that, in general, device behavior strictly depends on
the geometry of the CNT thin film. In particular, for devices with a randomly
aligned CNT film on top, an oxide interface layer with an optimal thickness is
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needed to reach the best performances, but this behavior is not observed in the
case of horizontally aligned CNT.
In order to understand how the dynamics of charge transfer processes at the
interface, following photogeneration, can affect the cell behavior time-resolved
pump-probe reflectivity measurement have been systematically carried out. This
spectroscopy has revealed to be one of the most suitable techniques to study
the dynamics of photogenerated carries in a wide range of CNT-related systems,
from SWCNT, to MWCNT [125] and recently SWCNT-Si heterojunction [126],
where ultrafast charge transfer occurring at the junction has been explored. Our
aim is to find a correlation between the thickness of the buried SiOx layer and
the carrier photogeneration and transport, comparing I-V curves with the ultra-
fast behavior, analyzed by time-resolved reflectivity, in order to finally answer to
the long standing question regarding the junction operation mechanism. A rel-
atively slow dynamics (with a characteristic time τ2) is identified, which scales
with the cell efficiency η, showing how the growth of an oxide layer directly
affects the charge dynamics.
Optical measurements: Time-resolved reflectivity measurements have been
carried out in a variable-pump and fixed-probe configuration by using a 1 kHz
amplified Ti:sapphire laser system, delivering 0.5 mJ, 150 fs, 1.55 eV light pulses
together with a light conversion traveling wave optical parametric amplifier
(TOPAS), generating laser pulses of 150 fs, with selectable photon energies in
the 0.75-1.07 eV range. While the probe photon energy is fixed at 1.55 eV, two
different pump energies have been used: the first is directly selected with the
TOPAS in the infrared (IR) region at 0.935 eV, while the second was generated
by doubling the TOPAS output with a BBO nonlinear optical crystal for second
harmonic generation, leading to pump pulses in the visible (Vis) region at 1.87
eV. The experimental resolution is ∆R/R = 10−4.
5.1 Results and discussions on a first series solar
cell
Since previous studies on similar devices [126, 128] have shown that decou-
pling the complex transient reflectivity (TR) signal is a tough task, preliminary
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measurements have been carried out on ad hoc samples, before considering the
high efficiency solar cells.
Firstly, in order to discriminate effects related to silicon from those due to
only CNTs, we performed time-resolved reflectivity measurements not only on
a solar cell but also on a reference sample obtained by depositing an identical
CNT film on a glass slide, in which no Si/CNT junctions are present. To further
discriminate signals, two different pump wavelengths (1326 nm and 663 nm,
hereafter denoted as IR and Vis, respectively) had been used. In the IR, the
pump photon energy of ∼0.9 eV (1326 nm) is not sufficient to excite carriers in
silicon so all the signal can be in first approximation ascribed to CNTs. On the
other hand, when the pump is set in the Vis region, with a photon energy of ∼1.8
eV (663 nm) larger than the Si gap, it is possible to photoexcite carriers also in
the Si wafer and/or at the CNT/Si interface, i.e. at the heterojunction enabling
the cell operation mechanism. At this wavelength and fluence, however, the TR
signal coming from the bare silicon is negligible.
Finally, the first set of measurements have been carried out an the 5.5 ml
metallic solar cell, belonging to the first series (see section 2.4 for details), since
the same sample had been already characterized in Ref. [126] and the different
dynamics composing its transient reflectivity signal revealed to be easier to
deconvolve.
In Figure 5.1, the transient reflectivity signal (∆R), normalized to the value
of the static reflectivity R, for different oxidation time, has been collected. Start-
ing from a very oxidized sample (black curve in Fig.5.1), stored in air for several
months, the device was exposed for 20 seconds to HF vapors at room tempera-
ture to etch silicon oxides (red line) and then it was left in ambient air for several
days to oxidize. During this oxidation process, the cell behavior was tracked
both in terms of I-V curves, and time resolved reflectivity measurements. The
first remarkable thing to note is that the IR signal, related only to charge re-
laxation into CNTs, does not change with the Si oxidation, remaining almost
identical to the one displayed by the reference sample (in blue in Fig. 5.1). The
transient signal is negative, due to a photobleaching channel, as expected for
CNT [129–131], with a very fast dynamics (within 1 ps).
Therefore, for evaluating the effect of the interface on both the cell efficiency
and the transient reflectivity, only the data collected through the Vis pump can
be helpful. In CNT-related systems, [129–131] this signal is usually fitted with
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Figure 5.1: Time-resolved IR (a) and Vis (b) reflectivity signal for reference glass
sample (in blue) and PV devices. The evolution of the interface oxides layer has been
followed, starting from a very oxidized sample (in black), after oxides removal (red
line), 3 hours after HF etching (in green) and after 96 hours of oxidation in ambient
air (in orange).
a convolution of two exponential curves, accounting for two different relaxation
dynamics, namely τ1 faster and more intense (in blue in figure 5.2), and τ2
slower and less intense (yellow peak in figure 5.2). While the first dynamics
is the same on both the reference sample and on the cell suggesting that it is
due to the CNT response, the second is present only on the cell response and
strongly depends on the oxidation process.
In Figure 5.3, the ∆R/R signals obtained by exciting the cell in the Vis
regime, for different oxidation times, are directly compared to their correspond-
ing I-V curves. When the sample is highly oxidized, as well as all oxides are
removed with HF vapors, the device performs poorly, displaying an efficiency of
0.41% and 0.23% and a FF of 22.2% and 20.5%, respectively.
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Figure 5.2: An example of the deconvolution of the three peaks used to fit the
complex Vis dynamics.
As the PV device is left in air, oxygen molecules reach the silicon below
CNTs and contribute to create a complex stack of stoichiometric and non-
stoichiometric silicon oxides, already reported in Ref. [85] and studied in de-
tail in Ref. [116]. This thin layer of oxides is necessary to steadily improve
performances, until reaching the best electrical behavior after 120 hours in
air (η=2.64% and FF=49.6%). Excess of oxides, that can be obtained either
through a long ageing (storage) in air or through exposure to HNO3, are detri-
mental to efficiency [116].
Interestingly, when the solar cell is close to its maximum efficiency state, a
third dynamics appear (red peak in figure 5.2). This dynamics, which appears
only in the visible range and is absent in the glass reference, is characterized
by being very fast (i.e. within the laser pulsewidht of 150 fs) and positive. In
carbon nanotubes, a positive signal is related to a photoabsorption (PA) and
can be related to an intra-band transition due to a strong tube-tube interac-
tion [127], but in this case, tube-tube interaction does not change during the
124
Charge Carriers Dynamics Investigations on High Efficiencies Solar
Cells
Figure 5.3: Transient reflectivity (a) and I-V curves (b) of a PV device with different
oxides layer. Starting from a oxidized sample (black), oxides are removed through HF
(blue) and then the sample is left in air for 3 (green), 96 (orange), 120 (red) and 144
(pink) hours, respectively.
oxidation process. Even if the origin of this positive peak is not completely clear,
at this stage it can be tentatively attributed to the growth of the amorphous
silicon oxide which contributes to improve connections between the randomly
aligned SWCNTs. Even the second dynamics in Fig. 5.3a follows the device
performance, being longest when the efficiency reaches its maximum value. As
reported by Ponzoni et al. [126], the second dynamics has to be ascribed to
the interface. When, in fact, the photon energy is able to excite carriers in the
Si wafer a hole transfer process driven by the built-in heterojunction potential
takes place from Si to CNT giving rise to the second dynamics.
This result is confirmed by Figure 5.4 where the cell electrical parameters
(ISC , VOC , η and FF) and τ2 are plotted versus the oxidation time, before
and after the HF etching. From Figure 5.4 it is possible to observe that ISC
and VOC display different trends during the oxidation process. In particular,
ISC is very low before the etching and grows extremely rapidly with oxidation,
becoming three times larger than its initial value in one day, indicating a fast
increasing of the number of carriers. On the other hand, VOC is already high
at the starting point, sharply decrease with the HF etching and then regrows
slower than the ISC . Here, τ2 seems to follow the behavior of the ISC confirming
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that this second dynamics is a fingerprint of the quality of the interface. This
dynamics cannot be related to silicon alone because, as reported by Ponzoni et
al. [126], the Si absorption is almost negligible at this wavelength but cannot
also be attributed to CNTs alone, because it is absent in the IR signal. This
elongation of the second dynamics τ2 must be interpreted as a fingerprint of
changing in charges transferred at the interface level. In general, because the
decay constant τ of an exponential relaxation can be interpreted as an inverse
of a probability, a τ increase can be related with a probability reduction. In
our case, a longer second dynamics is accompanied with an increase of the
power conversion efficiency, indicating that the processes becoming less probable
are the ones usually unfavorable to the solar cell operation mechanism. This
scenario is compatible with a MIS junction, in which an optimal thickness of
the oxide interface layer is necessary to raise the potential barrier, reducing
recombinations and favoring the tunneling of carriers across the junction.
5.2 First partial conclusion
With this preliminary pump-probe investigation we have been able for the
first time to put in direct correlation the cell electrical parameter with the ultra-
fast relaxation charge transfer at the interface level. Moreover, by interpreting
the correlation between τ2 elongation and efficiency enhancement as a reduction
of the charge recombination probability, we have been finally able to show that
the oxide layer plays an important role in changing the interface dynamics.
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5.3 High η solar cells characterization.
The findings presented in previous chapters, together with the improved
CNT dispersion and deposition techniques presented in section 2.4, have led to
the high efficiencies in all the third series devices. The best performing sample
reached the maximum efficiency of 12.2% (J-V curve reported in Fig.2.21), mea-
sured under a standard solar simulator (100 mW/cm2 AM 1.5) and the reasons
of this outstanding performance will be discussed and analyzed in this section.
A preliminary XPS analysis of the third series solar cell is presented in the
blue survey spectrum in Fig.5.5(a). Here, only the O 1s, C 1s and Si 2p peaks
are detectable. Comparing this spectrum with the ones collected from previous
samples (See 4.7, for example), it is possible to note the first effect of the new
CNT preparation routine. In this case, in fact, the Na 1s and its Auger peaks
are not detected, testifying that the surfactant removal is now more effective,
since only SDS can be identified as the source of sodium. This can be seen as the
first fingerprint of a cleaner CNT layer which led to a higher film conductivity.
At this point, on the basis of the results already obtained for the 5.5 ml
sample, we performed transient reflectivity measurements, only in the visible
range, for the new 2 ml solar cell. Its surface had been firstly exposed to
hydrofluoric acid vapors for 20 seconds, than its oxidation in ambient air has
been followed both with TR and I-V measurements. In figure 5.6, a comparison
between the glass reference sample, the solar cell immediately after HF and at
its optimal oxidation state is reported while the electrical measurements are
presented in figure 5.7.
By comparing the TR signal from the reference sample to those of the solar
cell it is possible to confirm the trend observed in the previous section. Here,
it is clear that not only the second but also the third dynamics are related to
an interaction between CNTs and silicon, since they are respectively different
and absent in the reference glass sample. The second dynamics has already
been attributed to a decrease of recombinations at the interface level, now we
can also try to assign the third peak. This dynamics, in fact, is already intense
after HF etching (figure 5.8), if compared to the one displayed by the 5.5 ml
sample. Then it grows with silicon oxides and reaches its maximum at the
optimal oxidation state (figure 5.9). Thus, this third positive dynamics could
tentatively be attributable to a transfer of carriers from silicon and CNTs at the
5.3 High η solar cells characterization. 127
interface level, which, in randomly aligned nanotubes is favored by the oxide
mediation.
Now, the reasons why this cell displays such a high power conversion effi-
ciency will be discussed, by means of the analysis of I-V characteristic collected
with the custom-made J-V tracker, shown in Figure 5.7. This solar cell im-
mediately displays a high ISC from the beginning, which continuously grows
with oxidation, eventually sending in saturation our set-up near the optimal
oxidation state (blue squares in Fig. 5.7). After the HF removal, the sample η
measured with our set-up (irradiance 64 mW/cm2) had an efficiency of 0.28%,
which exceeds the limit of 6% at the saturation point.
Interestingly, in this case, the optimal oxidation state is reached after only 46
hours in ambient air, instead of the '150 hours taken by other samples. This
happens because, in previous cells, surfactant surrounded nanotubes, hinder-
ing carbon oxidation. In the third-series CNT films, the SDS is removed more
efficiently, improving the conductivity but leaving the uncovered nanotube side-
walls free to oxidize. This assumption is confirmed by comparing the C 1s
spectra before and after HF etching, as shown in Figure 5.5 (b). In this case,
the HF treatment causes a change in shape of the C 1s spectrum, not recorded
in previous samples. It is probable that the surfactant removal makes easier for
oxygen molecules to reach the buried interface and to oxidize silicon. In Figure
5.5(c) a comparison between the Si 2p spectra before and after HF etching, con-
firms that, in order to reach the highest efficiency, a change of spectral weight
from SiO2 to SiOx is needed, as already evidenced in Chapter 4.
Finally, the stability in time of the third series cells electrical parameters
have been studied. To overcome the problem of set-up saturation, the irradiance
on the 2 ml solar cell has been lowered from 64 to 46 mW/cm2 and another
solar cell, always belonging to the third series but made of multiwall carbon
nanotubes, has been considered.
In Figure 5.10, the I-V curves, VOC , ISC and η versus the oxidation time
(i.e. the time in which the cell is left in air) for the 2 ml solar cell, with SWCNTs
and a lowered irradiance, are presented. While the VOC remains almost stable
during the considered time slot (96 hours, four days), ISC varies also within the
same day, affected by external factors such as air humidity and temperature.
The J-V curves and electrical parameters of the MWCNTs PV devices versus
the oxidation time are reported in figure 5.11. The evolution of this cell has
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been followed for more than two weeks (up to 362 hours) and this permitted to
evaluate that, on a longer time-scale, even the ISC reaches a stability condition,
which is more or less the same than the starting point.
5.4 Second partial conclusion
In conclusion, by TR measurements on the best performing SWCNT third
series PV device, it has been possible to better analyze the third dynamics
which clearly depends on the efficiency and on the oxidation at the interface.
Two different physical processes can justify this quite fast photoabsorption:
a charge transfer at the interface and/or possible interface states. To clarify
this point, theoretical calculations of the electronic properties of the CNT/Si
interface, along with TR measurements at different visible wavelength (possibly
with a supercontinuum set-up), are needed.
The factors which have led to the huge jump in the efficiency recorded for
the third series solar cells can be identified with the ability to get cleaner and
more conductive CNTs film, thanks to SDS removal. The study of the MWCNT
PV devices on the long time-scale of two weeks allows us to conclude that this
solar cells show their best performances earlier than the ones of the previous
series (46 hours instead of 140 hours). However, this high efficiency state does
not last but both the VOC and the ISC decrease in time (even if with different
rate), until a stability condition is reached.
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Figure 5.4: Electrical solar cell parameter (ISC , VOC , η and FF) compared to the
transient reflectivity second dynamics τ2 of the 5.5 ml metallic cell.
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Figure 5.5: XPS survey (a), C 1s and Si 2p spectra of the high efficiency sample as
received (in blue) and at its optimal oxidation state (in red).
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Figure 5.6: Comparison between the transient reflectivity signal of: the glass refer-
ence sample (in green), solar cell after HF (in black) and at its optimal oxidation state
(in red), in the visible range.
Figure 5.7: I-V curves for the 2ml solar cell after HF etching (pink diamond) and as
a function of oxidation time, until the optimal oxidation state (blue squares).
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Figure 5.8: TR measurement after HF etching in which the first (in blue), the second
(in yellow) and the third dynamics (in red) are deconvolved.
Figure 5.9: TR measurement at the optimal oxidation state in which the first (in
blue), the second (in yellow) and the third dynamics (in red) are deconvolved.
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Figure 5.10: I-V curves, VOC , ISC and η vs oxidation time of the 2ml solar cell.
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Figure 5.11: J-V curves, VOC , ISC and η vs oxidation time of the third series
MWCNT PV devices. The evolution of this cell has been followed for more than two
weeks.
Appendix A
Solar Cells
A solar cell (also called a photovoltaic cell) is an electrical device that con-
verts the energy of light directly into electricity by the photovoltaic effect. It
is a form of photoelectric cell (in that its electrical characteristics, e.g. current,
voltage, or resistance, vary when light is incident upon it) which, when exposed
to light, can generate and support an electric current without being attached to
any external voltage source. The term photovoltaic comes from the Greek pho˜s
meaning ”light”, and from V olt, the unit of electro-motive force, which in turn
comes from the last name of the Italian physicist Alessandro Volta. The term
photovoltaic has been in use since the 19th century. The photovoltaic effect was
first experimentally demonstrated by the French physicist A. E. Becquerel.
In 1839, at age 19, experimenting in his father’s laboratory, he built the
world’s first photovoltaic cell, observing the action of light on a silver coated
platinum electrode immersed in electrolyte that produced an electric current.
Forty years later the first solid state photovoltaic devices were constructed
by workers investigating the recently discovered photoconductivity of selenium.
In 1876, William Adams and Richard Day found that a photocurrent could be
produced in a sample of selenium joined by two heated platinum contacts. The
photovoltaic action of the selenium differed from its photoconductive action be-
cause a current was produced spontaneously by the action of light. No external
power supply was needed. In this early photovoltaic device, a rectifying junction
had been formed between the semiconductor and the metal contact.
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Figure A.1: Apparatus described by E.Becquerel in 1839.
Figure A.2: Sample geometry used by Adams and Day for the investigation of the
photoelectric effects in selenium.
In 1894, Charles Fritts prepared what was probably the first large area solar
cell by pressing a layer of selenium between gold and other metals. Fritts was
able to prepare thin Se films which adhered to one of the two plates, but not to
the other. By pressing a gold leaf to the exposed selenium surface, he thereby
prepared the first thin film photovoltaic devices.
In the following years photovoltaic effects were observed in copper-copper
oxide thin film structures, in lead sulphide and thallium sulphide. These early
137
Figure A.3: Thin-film selenium device.
cells were thin film Schottky barrier devices, where a semitransparent layer of
metal deposited on top of the semiconductor provided both the asymmetric
electronic junction, which is necessary for photovoltaic action, and the access
to the junction for the incident light.
The photovoltaic effect of these types of structures was related to the exis-
tence of a barrier to current flow at one of the semiconductor-metal interfaces
(i.e., rectifying action) by Goldman and Brodsky in 1914.
During the 1930s, the theory of metal-semiconductor barrier layers was de-
veloped by Walter Schottky, Neville Mott and others. However, it was not the
photovoltaic properties of materials like selenium which excited researchers, but
the photoconductivity. The fact that the current produced was proportional to
the intensity of the incident light, and related to the wavelength in a definite way
meant that photoconductive materials were ideal for photographic light meters.
The photovoltaic effect in barrier structures was an added benefit, meaning that
the light meter could operate without a power supply.
It was not until the 1950s, with the development of good quality silicon
wafers for applications in the new solid state electronics, that potentially useful
quantities of power were produced by photovoltaic devices in crystalline silicon.
In the 1950s, the development of silicon electronics followed the discovery of
a way to manufacture p-n junctions in silicon. Naturally n-type silicon wafers
developed a p-type skin when exposed to the boron trichloride gas. Part of the
skin could be etched away to give access to the n-type layer beneath. These
p-n junction structures produced much better rectifying action than Schottky
barriers, and better photovoltaic behavior.
138 Solar Cells
The first silicon solar cell was reported by Chapin, Fuller and Pearson in
1954 and converted sunlight with an efficiency of 6%, six times higher than
the best previous attempt but, at an estimated production cost of 200 $ per
Watt, these cells were not seriously considered for power generation for several
decades. Nevertheless, the early silicon solar cell did introduce the possibility of
power generation in remote locations where fuel could not easily be delivered.
The obvious application was to satellites where the requirement of reliability
and low weight made the cost of the cells unimportant and during the 1950s
and 60s, silicon solar cells were widely developed for applications in space.
In the 1970s the crisis in energy supply experienced by the oil-dependent
western world led to a sudden growth of interest in alternative sources of en-
ergy, and funding for research and development in those areas. Photovoltaics
was a subject of intense interest during this period, and a range of strategies
for producing photovoltaic devices and materials more cheaply and for improv-
ing device efficiency were explored. Routes to lower cost included photoelec-
trochemical junctions, and alternative materials such as polycrystalline silicon,
amorphous silicon, other thin film materials and organic conductors. Strate-
gies for higher efficiency included tandem and other multiple band gap designs.
Although none of these led to widespread commercial development, our under-
standing of the science of photovoltaics is mainly rooted in this period.
During the 1990s, interest in photovoltaics expanded, along with growing
awareness of the need to secure sources of electricity alternative to fossil fuels.
The trend coincides with the widespread deregulation of the electricity markets
and growing recognition of the viability of decentralised power. During this
period, the economics of photovoltaics improved primarily through economies
of scale.
In the late 1990s the photovoltaic production expanded at a rate of 15-25%
per annum, driving a reduction in cost. Photovoltaics first became competitive
in contexts where conventional electricity supply is most expensive, for instance,
for remote low power applications such as navigation, telecommunications, and
rural electrification. As prices fall, new markets are opened up. An important
example is building integrated photovoltaic applications, where the cost of the
photovoltaic system is offset by the savings in building materials.
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A.1 Photogeneration of charge carriers
The operation of a photovoltaic (PV) cell requires 3 basic steps:
1. The absorption of light, generating either electron-hole pairs or excitons
2. The separation of the various types of charge carriers
3. The separate extraction of those carriers to an external circuit
When a photon hits a piece of silicon, one of three things can happen:
• the photon can pass straight through the semiconductor (this generally
happens for lower energy photons),
• the photon can reflect off the surface,
• the photon can be absorbed by the semiconductor, if the photon energy
is higher than the band gap. This generates an electron-hole pair and
sometimes heat, depending on the band structure.
Figure A.4: Band diagram for a silicon solar cell.
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When a photon is absorbed, its energy is given to an electron in the crystal
lattice. Usually this electron is in the valence band, and is tightly bound in
covalent bonds between neighboring atoms, and hence unable to move far.
Due to photon absorption, the electron in excited into the conduction band,
where it is free to move around within the semiconductor. The covalent bond
that the electron was previously a part of now has one fewer electron this is
known as a hole.
The presence of a missing covalent bond allows the electrons of neighboring
atoms to move into the hole, leaving another hole behind, and in this way a
hole can move through the lattice. Thus, it can be said that photons absorbed
in the semiconductor create mobile electron-hole pairs.
A photon needs to have greater energy than that of the band gap in order
to excite an electron from the valence band into the conduction band. However,
the solar frequency spectrum approximates a black body spectrum at about
5800K, and as such, much of the solar radiation reaching the Earth is composed
of photons with energies greater than the band gap of silicon. These higher
energy photons will be absorbed by the solar cell, but the difference in energy
between these photons and the silicon band gap is converted into heat (via lattice
vibrations, the phonons) rather than into usable electrical energy. Charge carrier
separation in a solar cell can occur in two different ways:
• drift of carriers, driven by an electric field established across the device
• diffusion of carriers due to their random thermal motion, until they are
captured by the electrical fields existing at the edges of the active region.
In thick solar cells there isn’t an electric field developing in the active region,
so the dominant mode of charge carrier separation is diffusion. In these cells
the diffusion length of minority carriers (the length that photogenerated carriers
can travel before they recombine) must be large compared to the cell thickness.
In thin film cells (such as amorphous silicon), the diffusion length of minority
carriers is usually very short due to the existence of defects, and the dominant
charge separation is therefore drift, driven by the electrostatic field of the junc-
tion, which extends to the whole thickness of the cell. The most commonly
known solar cell is configured as a large-area p-n junction made from silicon.
As a simplification, one can imagine bringing a layer of n-type silicon into
direct contact with a layer of p-type silicon. In practice, p-n junctions of silicon
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solar cells are not made in this way, but rather by diffusing an n-type dopant
into one side of a p-type wafer (or vice versa). If a piece of p-type silicon is
placed in intimate contact with a piece of n-type silicon, then a diffusion of
electrons occurs from the region of high electron concentration (the n-type side
of the junction) into the region of low electron concentration (p-type side of the
junction). When the electrons diffuse across the p-n junction, they recombine
with holes on the p-type side.
The diffusion of carriers does not continue indefinitely, however, because
charges build up on either side of the junction and create an electric field. The
electric field creates a diode that promotes charge flow, known as drift current,
that opposes and eventually balances out the diffusion of electrons and holes.
This region where electrons and holes have diffused across the junction is called
the depletion region, because it no longer contains any mobile charge carriers,
or the space charge region.
Ohmic metal-semiconductor contacts are made to both the n-type and p-
type sides of the solar cell, and the electrodes connected to an external load.
Electrons that are created on the n-type side, or have been collected by the
junction and swept onto the n-type side, may travel through the wire, power the
load, and continue through the wire until they reach the p-type semiconductor-
metal contact. Here, they recombine with a hole that was either created as an
electron-hole pair on the p-type side of the solar cell, or a hole that was swept
across the junction from the n-type side after being created there.
The voltage measured is equal to the difference in the Fermi levels of the
minority carriers, i.e. electrons in the p-type portion and holes in the n-type
portion.
A.2 Equivalent circuit of a solar cell
To understand the electronic behavior of a solar cell, it is useful to create a
model which is electrically equivalent, and is based on discrete electrical com-
ponents whose behavior is well known. An ideal solar cell may be modelled by
a current source in parallel with a diode; in practice no solar cell is ideal, so a
shunt resistance and a series resistance component are added to the model. The
resulting equivalent circuit of a solar cell is shown in Fig. A.5.
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Figure A.5: The equivalent circuit of a solar cell.
A.2.1 Characteristic equation
From the equivalent circuit it is evident that the current produced by the
solar cell is equal to that produced by the current source, minus the currents
flowing through the diode, and through the shunt resistor:
I = IL − ID − ISH (A.1)
where:
I = output current
IL = photogenerated current
ID = diode current
ISH = shunt current
The current through these elements is governed by the voltage drop across them:
Vj = V + IRS (A.2)
where:
Vj = voltage across both diode and resistor RSH
V = voltage across the output terminals
RS = series resistance.
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By the Shockley diode equation, the current diverted through the diode is:
ID = I0
[
exp
(
qVj
nkT
)
− 1
]
(A.3)
with:
I0 = reverse saturation current
n = diode ideality factor (1 for an ideal diode)
q = elementary charge
k = Boltzmann’s constant
T = absolute temperature
By Ohm’s law, the current diverted through the shunt resistor is:
ISH =
Vj
RSH
(A.4)
where RSH is the shunt resistance. Substituting these into the first equation
produces the characteristic equation of a solar cell, which relates solar cell pa-
rameters to the output current and voltage:
I = IL − I0
[
exp
(
q(V + IRS)
nkT
)
− 1
]
− V + IRS
RSH
. (A.5)
In principle, given a particular operating voltage V the equation may be
solved to determine the operating current I at that voltage. However, because
the equation involves I on both sides in a transcendental function the equa-
tion has no general analytical solution. However, even without a solution it is
physically instructive. Furthermore, it is easily solved using numerical meth-
ods. Since the parameters I0, n, RS , and RSH cannot be measured directly, the
most common application of the characteristic equation is nonlinear regression
to extract the values of these parameters on the basis of their combined effect
on solar cell behavior.
A.2.2 Open-circuit voltage and short-circuit current
When the cell is operated at open circuit, I = 0 and the voltage across
the output terminals is defined as the open-circuit voltage. Assuming the shunt
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resistance is high enough to neglect the final term of the characteristic equation,
the open-circuit voltage VOC is:
VOC ≈ nkT
q
log
(
IL
I0
+ 1
)
. (A.6)
Similarly, when the cell is operated at short circuit, V = 0 and the current I
through the terminals is defined as the short-circuit current. It can be shown
that for a high-quality solar cell (low RS and I0, and high RSH) the short-circuit
current ISC is:
ISC ≈ IL. (A.7)
It should be noted that it is not possible to extract any power from the device
when operating at either open circuit or short circuit conditions.
A.2.3 Effect of physical size
The values of I0, RS , and RSH are dependent upon the physical size of the
solar cell. In comparing otherwise identical cells, a cell with twice the surface
area of another will, in principle, has twice the I0 because it has twice the
junction area across which current can leak. It will also have half the RS and
RSH because it has twice the cross-sectional area through which current can
flow. For this reason, the characteristic equation is frequently written in terms
of current density, or current produced per unit cell area:
J = JL − J0
[
exp
(
q(V + JrS)
nkT
)
− 1
]
− V + JrS
rSH
(A.8)
where
J = current density
JL = photogenerated current density
J0 = reverse saturation current density
rS = specific series resistance
rSH = specific shunt resistance.
This formulation has several advantages. One is that, since cell characteristics
are referenced to a common cross-sectional area, they may be compared be-
tween cells of different physical dimensions. While this is of limited benefit in a
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manufacturing setting, where all cells tend to have the same size, it is useful in
research and in comparing cells between manufacturers.
Another advantage is that the density equation naturally scales the parame-
ter values to similar orders of magnitude, which can make numerical extraction
of them simpler and more accurate even with naive solution methods.
There are practical limitations of this formulation. For instance, certain par-
asitic effects grow in importance as cell sizes shrink and can affect the extracted
parameter values. Recombination and contamination of the junction tend to
be greatest at the perimeter of the cell, so very small cells may exhibit higher
values of J0 or lower values of RSH than larger cells that are otherwise identical.
In such cases, comparisons between cells must be made cautiously.
This approach should only be used for comparing solar cells with compa-
rable layout. For instance, a comparison between primarily quadratical solar
cells, like the typical crystalline silicon ones, and narrow but long solar cells,
like the typical thin film ones, can lead to wrong assumptions caused by the dif-
ferent kinds of current paths and therefore the influence of a distributed series
resistance rS .
A.2.4 Effect of temperature
Temperature affects the characteristic equation in two ways: directly, via T
in the exponential term, and indirectly via its effect on I0 (strictly speaking,
temperature affects all of the terms, but these two far more significantly than
the others). While increasing T reduces the magnitude of the exponent in the
characteristic equation, the value of I0 increases exponentially with T .
The net effect is to reduce VOC (the open-circuit voltage) linearly with in-
creasing temperature. The magnitude of this reduction is inversely proportional
to VOC ; that is, cells with higher values of VOC suffer smaller reductions in volt-
age with increasing temperature. For most crystalline silicon solar cells the
change in VOC with temperature is about −0.50%/◦ C, though the rate for the
highest-efficiency crystalline silicon cells is around −0.35%/◦ C. By way of com-
parison, the rate for amorphous silicon solar cells is −0.20%/◦C to −0.30%/◦
C, depending on how the cell is made.
The amount of photogenerated current IL increases slightly with increasing
temperature because of an increase in the number of thermally generated carriers
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Figure A.6: Effect of temperature on the current-voltage characteristics of a solar
cell.
in the cell. This effect is slight, however: about 0.065%/◦C for crystalline silicon
cells and 0.09 % for amorphous silicon cells.
The overall effect of temperature on cell efficiency can be computed using
these factors in combination with the characteristic equation. However, since
the change in voltage is much stronger than the change in current, the overall
effect on efficiency tends to be similar to that on voltage. Most crystalline silicon
solar cells decline in efficiency by 0.50%/◦ C and most amorphous cells decline
by 0.15-0.25%/◦C. The figure A.6 shows I − V curves that might typically be
seen for a crystalline silicon solar cell at various temperatures.
A.2.5 Series resistance
As series resistance increases, the voltage drop between the junction voltage
and the terminal voltage becomes greater for the same current. The result is
that the current-controlled portion of the I − V curve begins to sag toward the
origin, producing a significant decrease in the terminal voltage V and a slight
reduction in ISC , the short-circuit current.
Very high values of RS will also produce a significant reduction in ISC ; in
these regimes, series resistance dominates and the behavior of the solar cell
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resembles that of a resistor. These effects are shown for crystalline silicon solar
cells in the I − V curves displayed in figure A.7.
Figure A.7: Effect of series resistance on the current-voltage characteristics of a solar
cell.
Losses caused by series resistance are in a first approximation given by
Ploss = VRsI = I
2RS and increase quadratically with photocurrent. Series
resistance losses are therefore most important at high illumination intensities.
A.2.6 Shunt resistance
As shunt resistance decreases, the current diverted through the shunt resistor
increases for a given level of junction voltage. The result is that the voltage-
controlled portion of the I−V curve begins to sag toward the origin, producing
a significant decrease in the terminal current I and a slight reduction in VOC .
Very low values of RSH produce a significant reduction in VOC .
Much as in the case of a high series resistance, a badly shunted solar cell
will take on operating characteristics similar to those of a resistor. These effects
are shown for crystalline silicon solar cells in the I − V curves displayed in the
figure A.8
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Figure A.8: Effect of shunt resistance on the currentvoltage characteristics of a solar
cell.
A.2.7 Reverse saturation current
If one assumes infinite shunt resistance, the characteristic equation can be
solved for VOC :
VOC =
kT
q
log
(
ISC
I0
+ 1
)
. (A.9)
Thus, an increase in I0 produces a reduction in VOC proportional to the inverse
of the logarithm of the increase. This explains mathematically the reason for the
reduction in VOC that accompanies increases in temperature described above.
The effect of reverse saturation current on the I−V curve of a crystalline silicon
solar cell are shown in figure A.9.
Physically, reverse saturation current is a measure of the leakage of carri-
ers across the p-n junction in reverse bias. This leakage is a result of carrier
recombination in the neutral regions on either side of the junction.
A.2.8 Ideality factor
The ideality factor (also called emissivity factor) is a fitting parameter that
describes how closely the diode’s behavior matches that predicted by theory,
A.2 Equivalent circuit of a solar cell 149
Figure A.9: Effect of reverse saturation current on the current-voltage characteristics
of a solar cell.
which assumes the p-n junction of the diode is an infinite plane and no recom-
bination occurs within the space-charge region.
A perfect match to theory is indicated when n = 1. When recombinations
in the space-charge region dominate other recombinations, one has n = 2. The
effect of changing ideality factor independently of all other parameters is shown
for a crystalline silicon solar cell in the I-V curves displayed in figure A.10.
Most solar cells, which are quite large compared to conventional diodes, well
approximate an infinite plane and will usually exhibit near-ideal behavior under
Standard Test Condition (STC) (n ∼ 1). Under certain operating conditions,
however, device behavior may be dominated by recombination in the space-
charge region. This is characterized by a significant increase in I0 as well as
an increase in ideality factor to n ∼ 2. The latter tends to increase solar cell
output voltage while the former acts to erode it.
The net effect, therefore, is a combination of the increase in voltage shown
for increasing n in figure A.10 and the decrease in voltage shown for increasing
I0. Typically, I0 is the more significant factor and the result is a reduction in
voltage.
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Figure A.10: Effect of ideality factor on the current-voltage characteristics of a solar
cell.
A.3 Solar cell efficiency
Solar cell efficiency is the ratio of the electrical output of a solar cell, to the
incident energy, in the form of sunlight. The average energy of sunlight on a
sunny day is about 1 kW/m2. A 1 × 1.5 m2 solar panel made of 20% efficient
solar cells would receive 1.5 kW of energy from the sun, providing an output of
300 watts.
The energy conversion efficiency (η) of a solar cell is the percentage of the
solar energy to which the cell is exposed that is converted into electrical energy.
The efficiency of the solar cells used in a photovoltaic system forms the starting
point for the overall annual output of the system.
Several factors affect a cell conversion efficiency value, including its re-
flectance efficiency, thermodynamic efficiency, charge carrier separation effi-
ciency, and conduction efficiency values. Because these parameters can be dif-
ficult to measure directly, other parameters are measured instead, including
quantum efficiency, VOC ratio, and fill factor.
Reflectance losses are accounted for by the quantum efficiency value, as they
affect external quantum efficiency. Recombination losses affect the quantum
efficiency, VOC ratio, and fill factor values. Resistive losses are predominantly
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accounted for by the fill factor value, but also contribute to the quantum effi-
ciency and VOC ratio values.
Energy conversion efficiency is defined by dividing a cell power output (in
watts) at its maximum power point (Pm) by the input light (E, in W/m
2) and
the surface area of the solar cell (Ac in m
2) under standard test conditions.
η =
Pm
E·Ac (A.10)
STC specifies a temperature of 25◦C and an irradiance of 1000 W/m2 with
an air mass 1.5 (AM 1.5) spectrum. These correspond to the irradiance and
spectrum of sunlight incident on a clear day upon a sun-facing 37◦ tilted sur-
face with the sun at an angle of 41.81◦ above the horizon. This condition
approximately represents solar noon near the spring and autumn equinoxes in
the continental United States with surface of the cell aimed directly at the sun.
For example, under these test conditions a solar cell of 12% efficiency with
a 0.01 m2 surface area would produce 1.2 watts of power. In 2012, the highest
efficiencies have been achieved by using multiple junction cells at high solar
concentrations (43.5% using 418x concentration).
A.3.1 Thermodynamic efficiency limit
The maximum theoretically possible conversion efficiency for sunlight is 93%
due to the Carnot limit, given the temperature of the photons emitted by the
sun’s surface. However, solar cells operate as quantum energy conversion de-
vices, and are therefore subject to the thermodynamic efficiency limit.
Photons with an energy below the band gap of the absorber material cannot
generate a hole-electron pair, and so their energy is not converted to useful
output and only generates heat if absorbed. For photons with an energy above
the band gap, only a fraction of the energy above the band gap can be converted
to useful output.
When a photon of greater energy is absorbed, the excess energy above the
band gap is converted to carrier kinetic energy. The excess kinetic energy is
converted to heat through phonon interactions as the kinetic energy of the car-
riers slows to equilibrium velocity. Solar cells with multiple band gap absorber
materials improve efficiency by dividing the solar spectrum into smaller bins
where the thermodynamic efficiency limit is higher for each bin.
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A.3.2 Quantum efficiency
As described above, when a photon is absorbed by a solar cell it can pro-
duce an electron-hole pair. One of the carriers may reach the p-n junction and
contribute to the current produced by the solar cell; such a carrier is said to be
collected or, the carrier can recombine with no net contribution to cell current.
Quantum Efficiency refers to the percentage of photons that are converted
to electric current (i.e., collected carriers) when the cell is operated under short
circuit conditions. Some of the light striking the cell is reflected, or passes
Figure A.11: The quantum efficiency of a silicon solar cell. Quantum efficiency
is usually not measured much below 350 nm as the power contained in such low
wavelengths is low.
through the cell; External Quantum Efficiency (EQE) is the fraction of
incident photons that are converted to electric current.
Not all the photons captured by the cell contribute to electric current; In-
ternal Quantum Efficiency (IQE) is the fraction of absorbed photons that
are converted to electric current.
A.3 Solar cell efficiency 153
Quantum efficiency is most usefully expressed as a spectral measurement
(that is, as a function of photon wavelength or energy). Since some wavelengths
are absorbed more effectively than others, spectral measurements of quantum
efficiency can yield valuable information about the quality of the semiconductor
bulk and surfaces. Quantum efficiency alone is not the same as overall energy
conversion efficiency, as it does not convey information about the fraction of
power that is converted by the solar cell.
A.3.3 Maximum power point
A solar cell may operate over a wide range of voltages (V) and currents
(I). By increasing the resistive load on an irradiated cell continuously from zero
(a short circuit) to a very high value (an open circuit) one can determine the
maximum power point, the point that maximizes V · I; that is, the load for
which the cell can deliver maximum electrical power at that level of irradiation
(the output power is zero in both the short circuit and open circuit extremes).
A high quality, monocrystalline silicon solar cell, at 25◦C cell temperature,
may produce 0.60 volts open-circuit (VOC). The cell temperature in full sunlight,
even with 25◦ C air temperature, will probably be close to 45◦C, reducing the
open-circuit voltage to 0.55 volts per cell. The voltage drops modestly, with
this type of cell, until the short-circuit current is approached (ISC). Maximum
power (with 45◦C cell temperature) is typically produced with 75% to 80% of
the open-circuit voltage (0.43 volts in this case) and 90% of the short-circuit
current.
This output can be up to 70% of the VOC · ISC product. The short-circuit
current from a cell is nearly proportional to the illumination, while the open-
circuit voltage may drop only 10% with a 80% drop in illumination. Lower-
quality cells have a more rapid drop in voltage with increasing current and
could produce only 1/2 VOC at 1/2 ISC . The usable power output could thus
drop from 70% of the VOC · ISC product to 50% or even as little as 25%.
The maximum power point of a photovoltaic varies with incident illumina-
tion. For example, accumulation of dust on photovoltaic panels reduces the
maximum power point. For systems large enough to justify the extra expense,
a maximum power point tracker tracks the instantaneous power by continually
measuring the voltage and current (and hence, power transfer), and uses this
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information to dynamically adjust the load so the maximum power is always
transferred, regardless of the variation in lighting.
A.3.4 Fill factor
Another defining term in the overall behavior of a solar cell is the fill factor
(FF). This is the available power at the maximum power point (Pm) divided by
the open circuit voltage VOC and the short circuit current ISC :
FF =
Pm
VOC · ISC =
η·Ac·E
VOC · ISC . (A.11)
The fill factor is directly affected by the values of the cell’s series and shunt
resistances. Increasing the shunt resistance (Rsh) and decreasing the series
resistance (Rs) lead to a higher fill factor, thus resulting in greater efficiency,
and bringing the cel output power closer to its theoretical maximum.
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