Let G be a 2-connected {K 1,4 , K 1,4 + e}-free graph of order n. If NC (n − 2)/2, then G has a Hamilton path, where K 1,4 + e is a graph obtained by joining a pair of nonadjacent vertices in a K 1,4 .
Introduction and notation
We consider only finite undirected graphs without loops and multiple edges. For terminologies, notations and concepts not defined here see [1] . If G is a graph, we denote by V (G) and E(G), respectively, the vertex set and the edge set of G. The order of G is the number of vertices in G, which is denoted by |G| or |V (G)|. The same notation is used for any vertex set in G. If S ⊆ V (G), then N(S) denotes the neighbors of S, that is, the set of all vertices in G adjacent to at least one vertex in S. If P = x 1 x 2 · · · x t is a path in G with a given orientation, we set x i − → P x j to be the subpath x i x i+1 · · · x j , i < j. The same vertices, in reverse order, are given by A Hamilton path of a graph is a path containing all the vertices of the graph. A cycle containing all the vertices of a graph is said to be a Hamilton cycle. A graph containing a Hamilton cycle is said to be Hamiltonian.
A graph G is called {H 1 , H 2 , . . . , H k }-free if G contains no induced subgraph isomorphic to any H i , 1 i k. In particular, if k = 1 and H 1 is K 1,3 , G is said to be claw-free. The graph K 1,4 + e is defined as a graph obtained by joining a pair of nonadjacent vertices in a K 1, 4 . Obviously, every claw-free graph is {K 1,4 , K 1,4 + e}-free.
Li et al. in [3, 4] obtained some results on {K 1,4 , K 1,4 + e}-free graphs.
Theorem 1 (Li and Schelp [4] ). Let G be a 3-connected {K 1,4 , K 1,4 +e}-free graph of order n 30. If (G) (n+5)/5, then G is Hamiltonian.
Theorem 2 (Li [3] ). Let G be a 2-connected {K 1,4 , K 1,4 + e}-free graph of order n 13. If (G) n/4, then G is Hamiltonian or G ∈ F, where F is a family of non-hamiltonian graphs of connectivity 2.
These results are generalizations of the related results in claw-free graphs. In this paper we consider the following theorem about claw-free graphs appearing in [2] : Theorem 3 (Faudree et al. [2] ). If G is a 2-connected K 1,3 -free graph of order n such that NC (n − 2)/2, then G is traceable, i.e. G has a Hamilton path.
We extend this result as follows: Theorem 4. If G is a 2-connected {K 1,4 , K 1,4 + e}-free graph of order n such that NC (n − 2)/2, then G has a Hamilton path. Fig. 1 gives an infinite class of graphs G. The family G of graphs is defined as follows: If G ∈ G, then G can be decomposed into four disjoint complete subgraphs
Then each graph G in G is a 2-connected {K 1,4 , K 1,4 +e}-free graph of order 4 +2, NC=2 =(4 +2−2)/2. It is easy to see that G has a Hamilton path and a subgraph K 1,3 .
If
, K 1,4 + e}-free with order n = 4 + 2, NC = 2 and connectivity 1, but G has no Hamilton path. So the connectivity condition of Theorem 4 cannot be lowered.
Proof of Theorem 4
Suppose that G satisfies the conditions of Theorem 4, but G has no Hamilton path. Let P =x 1 x 2 · · · x t be a longest path
Choose a longest path P = y 1 y 2 · · · y l in G[H ], l 1, such that x i y 1 , x j y l ∈ E(G). Then we have the following observation.
Proof. (a) Suppose to the contrary, then we can easily obtain a path longer than P in all cases.
In a similar way, we can show that
From Observation (a), we know i + 2 j . Next we distinguish two cases to complete the proof.
In this case all the components of V (G) − V (P ) have only one vertex, otherwise it is easy to get a path longer than P.
Let H = {x}, xx i , xx j ∈ E(G), then we have the following claims.
Proof. By symmetry, we only consider the case of j k t − 1.
Proof. Obviously, x 1 , x t , x, x i+1 are pairwise nonadjacent, then
Then G is isomorphic to K 1,4 or K 1,4 + e, a contradiction. By symmetry, we only consider the case 2 < k < i. Since x k ∈ (N (x 1 ) ∪ N(x t )) ∩ (N (x) ∪ N(x i+1 )), then we consider the following four possible cases.
Case 1:
x, x 1 ] is isomorphic to K 1,4 or K 1,4 + e, a contradiction.
Case 2:
By Claims 2 and 3, we have 
Because any component of V (G) − V (P ) has only one vertex, so N(x) ⊆ V (P ).
Claim 5. There is only one component
Proof. We consider the following three cases.
Since {x 2 , x t−1 } = (N (x 1 ) ∪ N(x t )) ∩ (N (x) ∪ N(x i+1 )), then we have m 1 + m 2 + n 1 + n 2 + 8 n.
(1)
By Observation (a), N(x 1 ), N (x t ) ⊆ V (P ), and the definition of NC, we have
By Claim 4, N(x i+1 ), N (x) ⊆ V (P ), and the definition of NC, we have
So, n − 8 m 1 + m 2 + n 1 + n 2 n − 8 that is m 1 + m 2 + n 1 + n 2 = n − 8.
This leads to each of (1)-(3) being an equality, so |A ∪ B| = m 1 + m 2 + n 1 + n 2 , then
and V (G) − V (P ) has only one component {x}. As obviously
So Claim 5 holds under this condition. Case 2: Only one of i = 2 and j = t − 1 holds. Without loss of generality we put i = 2. N(x i+1 ) ), Claim 4 and Observation (a), we obtain that
So n − 7 m 1 + m 2 n − 7. Then m 1 + m 2 = n − 7. Then we know that each of (4)-(6) is an equality. So |B|=m 1 + m 2 ,
Then we obtain that V (G) − V (P ) has only one component {x}. As obviously
Claim 5 holds under this condition. Case 3: Both i = 2 and j = t − 1 hold. It is easy to see |N(x 1 )| = |N(x t )| = 1, which is contrary to 2connectivity.
By Claim 5 and xx j +1 , x i+1 x j +1 ,
we have x t x j +1 ∈ E(G). For x j +2 = x t , we have xx j +2 , x i+1 x j +2 , x 1 x j +2 / ∈ E(G). Otherwise, we have a path longer than P. Hence x t x j +2 ∈ E(G). So consequently we can obtain that any vertex of x j +1 − → P x t−1 is adjacent to x t but nonadjacent to x, x i+1 or x 1 . Similarly, we obtain that any vertex of x 2 − → P x i−1 is adjacent to x 1 but nonadjacent to x, x i+1 or x t . Because of 2-connectivity, there must exist
Case B: V (G) − V (P ) has one component in which the pair x i , x j satisfies j − i 3. Let S 1 = {x k−1 : x k ∈ N(x 1 )}, then we have the following claims.
Proof. For x k ∈ N(x 1 ), by Observation (a) and (b), we have k = t, j + 1, j, j − 1, i + 1. If x k−1 ∈ N(x j −1 ), then:
These contradictions imply that S 1 ∩ N(x j −1 ) = ∅. 1 and V (C) = V (P ). Then we can easily obtain a path longer than P. So S 1 ∩ N(x t ) = ∅.
Let S 2 = {y : y ∈ N(y 1 ) − V (P )} ∪ {x k−1 : x k ∈ N(y 1 ) ∩ V (P )}. Obviously, we have the following claims.
Proof. It is easy to obtain the conclusions by the maximality of P and the definition of S 2 .
Proof. It is easy to see that
It is easy to obtain that x i / ∈ N(x t ) by Observation (b). Since j − i 3, and by the choice of j, we can see that x i+1 y 1 / ∈ E(G). So x i ∩ S 2 = ∅. If x i ∈ N(x j −1 ), we have x i+1 = x j −1 because of j − i 3. Considering G[x i , x j −1 , x i+1 , x i−1 , y 1 ], it is easy to see that x i−1 y 1 , x i+1 y 1 , x j −1 y 1 / ∈ E(G). If x j −1 x i−1 ∈ E(G), then the path x t ← − P x j y l ← − P y 1 x i − → P x j −1 x i−1 ← − P x 1 is longer than P. If x i−1 x i+1 ∈ E(G), the path x t ← − P x j y l ← − P y 1 x i x j −1 ← − P x i+1 x i−1 ← − P x 1 is longer than P. So we have x j −1 x i−1 , x i−1 x i+1 / ∈ E(G). Whether x i+1 x j −1 ∈ E(G) or not, we can obtain a contradiction since G[x i , x j −1 , x i+1 , x i−1 , y 1 ] is not isomorphic to K 1,4 or K 1,4 + e, respectively.
Denote a function f : N(y 1 ) ∪ N(x 1 ) → S 1 ∪ S 2 as follows: f (y) = y (y / ∈ V (P )) f (x k ) = x k−1 (2 k t − 1).
Clearly, f is an injective function, therefore we have |N(y 1 ) ∪ N(x 1 )| = |f (N(y 1 ) ∪ N(x 1 ))| |S 1 ∪ S 2 |. By Claims 6 and 7, we have (S 1 ∪ S 2 ) ∩ (N (x j −1 ) ∪ N(x t )) = ∅. From Claim 8, we have
So |S 1 ∪ S 2 |+|N(x j −1 ) ∪ N(x t )| n − 3. This implies that |N(y 1 ) ∪ N(x 1 )|+|N(x j −1 ) ∪ N(x t )| n − 3. Furthermore, from NC (n − 2)/2, we obtain (n − 2)/2 + (n − 2)/2 n − 3, a contradiction. This completes the proof of Theorem 4.
