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Abstract 
The electrical activity of the brain in response to a visual stimulus can be recorded using EEG. These signals are complex 
spatially-distributed time series.  Here we investigate if it is possible to find hidden temporal patterns in these evoked electrical 
signals that could characterize the alcoholic brain. We have developed a technology for evolving spike neural network (SNN) 
sensors for detecting such hidden patterns in time-varying signals. The evolutionary computation involves a novel chromosome 
structure and a hybrid crossover operator for it.  We have also developed a design rule for SNN-based temporal pattern detectors 
(TPD) that can detect a predefined inter-spike interval pattern in an incoming spike train. The design rule eliminates the need to 
tune the network parameters leaving only the design specifications to be learned. The primary goal of the evolutionary process is 
to select a set of EEG leads along with weights and to evolve the design specifications for the TPDs. After converting the 
composite EEG signal to a spike train, the TPDs are evaluated based on their ability to distinguish the alcoholic and the control 
cases. The early results suggest that this approach may be reliably used for characterizing the alcoholic brain. 
 
Keywords: evolution; spike neural network; signal classifiers; evoked response potential; pattern detectors 
 
1. Introduction 
 
Spatio-temporal (ST) pattern classification is one of the most critical tasks that all animals must perform for their 
survival (e.g. voice detection, processing visual information, processing touch). One of the big challenges for 
machine learning is to develop machines that can categorize such spatio-temporal (ST) data. Artificial neural 
networks, which are designed to emulate a biological network of neurons, have been used for developing such ST 
classifiers[1,2,3,4,5]. In a spike neural network (SNN), which is the 3rd generation neural network, the neurons are 
modeled to propagate information based on their precise time of firing (pulse encoding) [6]. Thus, by nature SNN 
are much better approximation of a biological neural network than the neural networks of previous generations. 
_________ 
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Since synapses in a SNN can have variable delays, they are naturally good at synchrony detection. Hence, we 
believe they may be more effective in detecting temporal events than their predecessors. There are several 
mathematical formalisms which model the behavior of a SNN (both synapse and neuron) [6]. In this paper we will 
be using a bilinear model of the post synaptic potential (PSP)  of a neuron upon excitation/inhibition, as opposed to 
the more conventional exponential functions. 
 
Despite the interesting proven computational properties of spike neural networks, evolving a SNN based ST 
pattern classifier has been challenging. This is at least because the number of tunable parameters grows 
significantly with the network size. We have recently developed a design rule for a SNN based temporal pattern 
detector (TPD) that can detect a predefined inter-spike interval pattern in an incoming spike train [7]. The design 
rule eliminates the need to learn the network parameters for a given specification, leaving only the design 
specifications to be learned. This approach helps reduce the parameter space as the design specifications are fewer 
than the network parameters. We have also developed a genetic algorithm (GA) that has a novel chromosome 
structure and a hybrid crossover operator for it. Our GA crossover operator is an extension of Schaffer and 
Eshleman BLX-A and MMX-SSS type crossover operators [8, 9]. 
In order to test the above learning paradigm we chose to distinguish alcoholic and non-alcoholic (control) 
subjects based on their visually evoked response potential (VERP). The primary goals of the evolutionary process 
are to select a set of EEG leads along with the lead weights and to evolve the design specifications for the TPDs. 
After converting the composite EEG signal to a spike train, the TPDs are evaluated based on their ability to 
distinguish the alcoholic and the control cases. The early results suggest that this approach may be reliably used for 
characterizing the alcoholic brain. 
 
2. Modeling Post Synaptic Potentials 
 
The time course of a PSP can be modeled using various mathematical formalisms, such as SRM0, leaky integrate 
and fire, Hodgkin-Huxley, etc. [6].  These formalisms vary based on the level of abstraction used for modeling a 
PSP. Here, we have used a modified version of the original SRM0. Figure 1(a) illustrates SRM0 using a SNN with 1 
neuron and 2 input synapses. One of the input synapses is excitatory and the other is inhibitory. Upon receiving 
neurotransmitters from the incoming synapses, the dendritic membrane potential, also called the post synaptic 
potential, changes over time. The cumulative effect of all the incoming PSPs is then calculated in the cell body. If the 
cumulative sum is greater than a predefined threshold, the neuron fires. Upon firing, the neuron enters a refractory 
state which prevents it from firing again for a finite period of time. 
Unlike SRM0 where a PSP is modeled using exponential functions, a bilinear model consists of simply two line 
segments, one that represents the rising section of the PSP and another that models the falling section. The 
neuron refractory function is also modeled using a line segment. Figure 1(b) illustrates a bilinear PSP function. We 
chose the bilinear model as it is trivial to calculate the instant when the bilinear function crosses the threshold, 
making the simulation run faster. The infinite temporal width of  an exponential PSP creates an opportunity for a 
TPD to misfire, as the remnant potentials of the previous spikes interfere with the current operation of the TPD. In 
the TPD design rules developed by Roy et al. [7], the constraint equations to minimize the possibility of such 
misfirings are discussed. However, such misfirings cannot be completly eliminated. Since the temporal width of a 
bilinear PSP is finite, we eliminate the possibility of such misfirings. Also, in a bilinear PSP model, when a neuron 
fires, any effects from spikes arriving before that are discarded. This is tantamount to assuming that when our 
neurons depolarize, they loose any remnants of previous spikes. Attempting to maintain these influences creates an 
ever-increasing bookkeeping burden on simulation software and causes it to run slower and slower as time 
progresses. 
 
3. Temporal Pattern Detector 
 
Given a single input channel through which a sequence of spikes is arriving, information in this spike train can 
be extracted by detecting specific temporal patterns in the form of characteristic inter-spike intervals (ISIs). Thus, 
the aim of a TPD is to detect a predefined inter spike interval (ISI) pattern of n spikes, whenever it appears within a 
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spike train. These n spikes need not be adjacent. The specification of the pattern will be: a given set of positive 
minimum ISIs,  ti,i+1 , and an allowed positive tolerance, i,i+1 , associated with spike-i and spike-(i+1) of the 
predefined ISI pattern.  A n-spike TPD would fire, if in an incoming spike train there exists n adjacent or non-
adjacent spikes occurring at times s1, s2, s3, ... sn, such that: 
t1,2   <= s2 - s1 <= t1,2 + 1,2 
t2,3   <= s3 - s2   <= t2,3 + 2,3 
… 
tn-1,n   <= sn - sn-1   <= tn-1,n + n-1,n 
 
In Figure 2(a) we have shown the network architecture for a 3-spike TPD. In Figure 2(b) we have shown 
simulation result for a 3-spike temporal pattern detection task. The simulation parameters have been illustrated in 
the figure caption. The design procedure for a TPD are discussed in the paper by Roy et al. [7] . 
 
4. The Application 
 
In order for a TPD to detect a hidden pattern in a time varying signal, we first convert the signal to a sequence of 
spikes using a form of spike position modulation, as illustrated in Figure 3(a). We then evolve the specifications for 
a TPD that will detect a characteristic pattern for a given class of temporal signals. To test this technology, we chose 
a publicly available dataset with visual evoked response potentials (VERPs) from two groups of subjects: alcoholics 
(10 subjects) and normal controls (10 subjects). Each subject was exposed to a pair of visual stimuli (pictures), thus 
providing 1 second of signal (256 samples) from 64 EEG leads starting at the exposure to the second picture. The 
pair of pictures could either be the same ( “matched” protocol), or different (“non-matched” protocol). The matched 
and non-matched presentations were randomly intermixed. We have used the matched samples. Ten such samples 
for each subject were used for training (evolution of TPDs) and a second set of 10 for testing. 
 
5. Hybrid Evolutionary Search 
 
5.1. The chromosome structure 
 
For this task, the chromosome contained two groups of sub-chromosomes: those that code for a composite 
signal (a weighted sum of a chosen set of EEG leads – the spatial part of the task), and those that code for the TPD 
that scans the composite signal (the temporal part). Sub-chromosome SC-A (categorical-numeric) that encodes the 
composite signal comprises a variable-length set of pairs: a lead index (categorical) and its associated weight 
(numeric). 
A TPD is designed to detect a temporal pattern that is determined by first choosing a teacher signal (an 
alcoholic VERP from the training set) and then choosing a set of signal values (need not be adjacent) from the 
composite signal created using this teacher. This has been illustrated in Figure 3(b). The sub-chromosomes coding 
for the TPD thus include: SC-B (categorical) to select a teacher signal, SC-C (numeric) for the position in the 
teacher where the TPD should be instantiated (pointer to the first chosen value), SC-D (numeric) that represents a 
variable-length list of sample-skips (pointers to the successive values to be chosen), and SC-E (numeric) for 
specifying the TPD tolerance (tolerance on the desired temporal pattern). All the sub-chromosomes are illustrated 
in table 1. The use of a teacher signal represents a scheme by which the chromosome does not have to encode the 
precise TPD all by itself; the pattern of signal amplitudes that is to be detected will be partly supplied by one 
example (the teacher) from the alcoholic class. Experiments verify that this approach significantly speeds 
evolution of successful TPDs. 
 
Table 1. Chromosome sub-types 
 
SC-A (Variable length) SC-B (Fixed length) SC-C (Fixed length) SC-D (Variable length) SC-E (Fixed length) 
EEG lead number /Weight Teacher signal Start position List of sample-skips Amplitude tolerance 
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5.2. The crossover operators 
 
The chromosome structure defined above is heterogeneous, as it is composed of sub-chromosomes consisting of 
genes that represent different data types. Also, some of the sub-chromosomes can have variable lengths. Since, there 
are two categories of sub-chromosomes, we have developed two crossover operators, BLX-AB for the sub-
chromosomes consisting of genes that represent an ordered set (numeric) , and MMM-BLX-ABCD for the sub-
chromosomes consisting of categorical genes with or without attributes. These crossover operators are extensions of 
Schaffer and Eshleman original work on crossover operators for real and categorical genes [8, 9]. While mating two 
parent chromosomes, the crossover operator would only allow sub-chromosomes of same type to be recombined, 
e.g., SC-A of both parents will be crossed over using MMM-BLX-ABCD, SC-C of both parents will be crossed 
over using BLX-AB, and so on. 
BLX-A crossover operator is a generalization of Radcliffe's BLX operator [10], and allows crossing over two 
chromosomes of the same length, consisting of real or integer genes. Here, we have modified BLX-A such that two 
sub-chromosomes of varying length, consisting of real/integer genes, can be mated. Similarly, we have also 
modified the original MMX operator to facilitate mating two sub-chromosomes of varying length, consisting of 
categorical genes, with or without attributes. It is out of the scope of this paper to discuss these changes in detail. We 
hope to present these new crossover operators in our future publications. 
 
5.3. The fitness function 
 
Given two classes of signals, A (alcoholic) and B (control), the fitness of a chromosome is based on its ability to 
create a composite signal using a chosen set of  EEG leads-weights and to encode a TPD that can detect a hidden 
temporal pattern that exists more frequently in class-A composite signals, but are rare in class-B. Each generation, 
each chromosome is tested by adding an uniform random DC noise to a randomly chosen sample from each class. 
The scores (numbers of times the SNN fired) for each class are accumulated across generations for each 
chromosome in a histogram maintained as part of the chromosome, so the longer a chromosome lives, the more tests 
are represented in its histogram. To avoid a senior chromosome (with high-confidence fitness) being eliminated by a 
junior with less experience, young chromosomes are tested against 10 samples per generation. Once a chromosome 
passes an age threshold (10 generations), the samples drop to 1 per generation to save computation. The fitness of a 
chromosome is based on the separation interval between the histograms for each class. That is, the larger the 
separation interval, higher is the fitness of the chromosome. 
 
6. Result 
 
Figure 4(a) and Figure 4(b) illustrate the performance of one of the chromosomes with high fitness value, on 
training and testing cases, respectively. The evolved classifier was able to separate the alcoholic and the control 
cases for the training data with 100% accuracy. In order to test the performance of the classifier on the testing set, 
2000 test files (1000 alcoholic and 1000 control cases) were generated by adding uniform normal DC noise to the 
original 20 test cases. The true positive rate of the classifier was 90% and the false positive rate was 0% on the test 
data. The EEG leads-weights that evolved as a part of the classifier are shown in Figure 5.  Shri et al. [11] have 
summarized the classification accuracies of other techniques used for this classification task. The published 
accuracy figures range from 53% to 100%, but details like cross-validation and data handling vary. 
 
7. Discussion 
 
We believe the technology presented represents a novel approach to signal discrimination by evolving a SNN 
sensor that reacts strongly to signals of one class and much less to others. It employs a design method for a SNN 
based TPD, for which the design specifications (pattern to be detected) are fewer than the network parameters 
involved. This greatly simplifies the evolution of these sensors (TPD), allowing evolution to concentrate on the 
design specifications rather than on myriad network parameters a SNN needs. The evolutionary mechanism used 
contains an ensemble of novel components, such as variable length sub-chromosomes composed of categorical 
(with/without numeric attributes) and numeric type genes, a hybrid crossover operator for mating such a 
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heterogeneous chromosome, and a mechanism where a phenotype (TPD) is defined based on the interaction between 
the chromosome and the environment (teacher signal). 
We illustrate the technology by showing how it located hidden spatio-temporal patterns that seem to be able to 
discriminate the alcoholic VERPs from the controls. The conventional techniques [11] require the designer to specify 
ahead of time the features to be used (often energy in certain frequency bands, e.g. gamma (30 Hz - 50 Hz)). Our 
approach is simply data driven; no feature extraction step is required. In principle, it should be applicable to any 
spatio-temporal data; it merely assumes a useful hidden pattern exists. 
 
 
 
 
Fig. 1. (a) Spike response model (b) A bilinear PSP function 
 
Fig. 2. (a) A 3-spike TPD. (b)  Simulation result for a 3-spike TPD. Specifications: t1,2 : 10ms, t2 ,3:12ms, 1,2: 4ms, 2 ,3: 3ms. The 
symbols n1, n2, and c1 represent the two neurons and the input channel. The TPD detects 3 separate instances of sequence of 3 
spikes conforming to the desired specifications. There are cases when neuron-1 fires but neuron-2 doesn't because the ISI 
between spike-1 and spike-2 is within the tolerance window,  but the ISI between spike-2 and spike-3 is not. In the first 4 spikes 
arriving from the input channel, only spike-1, spike-3, and spike-4 qualify to make the TPD fire. Thus the TPD can detect hidden 
temporal ISI patterns between non-adjacent spikes in a spike train. The last 4 spikes arriving from the input channel demonstrates 
that a TPD can detect overlapping patterns. 
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Fig. 3. (a) The above figure illustrates the procedure for mapping a discrete time varying signal to a sequence of spikes. 
represents the interval between two consecutive samples. The variables Vmin and Vmax represent the dynamic range of the 
signal. The signal value at time m  (where m is an integer  ), is converted to a pulse between time interval (m+  to 
 where 0.75. The values for the parameter  by the constrained equations for a TPD [7]. (b)  Whenever 
the hidden pattern is detected, the TPD will produce a spike. 
 
 
Fig. 4. (a)  Performance on training set. (b) Performance on testing set. The dotted line represents the decision boundary. 
 
 
 
Fig. 5. The set of evolved (sensors,weight): (CZ, 1.223),  (CP5, 3.203), (FC4, -3.395),  (P4, 3.196),   (AF1, 2.302). 
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