The cross section for massive fermion production in two-photon collisions was examined at next-to-leading order in QCD/QED for general photon helicity. The delta function (virtual+soft) part of the di erential cross section was analytically integrated over the nal state phase space. Series expansions for the complete di erential and total cross sections were given up to tenth order in the parameter . These were shown to beof practical use and revealed much structure. Accurate parametrizations of the total cross sections were given, valid up to higher energies. The above results were applied to top quark production in the region not too far above threshold. The cross section was shown to bequitesensitive t o s in the appropriate energy region.
Introduction
High energy photons may be produced by backscattering laser light o h i g h energy e ; or e + beams. In addition, high degrees of polarization are possible and the photons may carry a large fraction of the electron energy. Photonphoton collisions also arise naturally as a background in e + e ; collisions. One major motivation for constructing a interaction region at a high energy next linear collider (NLC) is to produce Higgs bosons on resonance via fusion, which also allows direct determination of the H coupling, which is sensitive to possible non Standard Model charged particles of large mass that may enter in the triangle loop. Using polarized photons allows one to control the backgrounds arising from ! b b, for an intermediate mass Higgs 1] . This background has now been studied including QCD 2, 3, 4, 5] and electroweak 6] corrections.
In this talk we will consider in some detail the process ! f f + X in the region not too far above threshold, making use of the complete analytical results presented in 2], which include photon polarization. We will demonstrate the usefulness of ! t t + X in determining s precisely. We extend the analytical results presented in 2] by integrating and obtaining analytical results for the single integral (virtual+soft) part and by series expanding the entire di erential and integrated cross section to order 10 , where is the massive fermion velocity in the soft radiation limit. Such an expansion is shown to beof practical use, not too far above threshold, and it demonstrates many interesting features of the corrected cross sections. We have also provided parametrizations of the total integrated cross sections valid up to higher energies. 2 General form and decomposition of the differential cross section
The process under consideration is (p 1 1 ) + (p 2 2 ) ! f(p 3 ) + f(p 4 ) + V (k)]
(1) where 1 , 2 denote helicities and the p i , k denote momenta. f (= q l) represents a fermion with mass m and V = g . The square brackets represent the fact that there may o r m a y not be a gluon/photon in the nal state. We have the following invariants, (6) where the N c , C F factors are present only for f = quark and V = gluon, respectively and e f is the fermion's fractional charge. Here
The f functions are dimensionless functions of v and w, which allow us to parametrize our cross sections in an exact fashion, without dependence on V .
We use the normalization convention of 7] . Since, in that normalization, the f (i) contain an overall factor of , we consistently present analytical results for f (i) = in order to cancel it. The unpolarized and polarized f (i) are given by
in the notation f (i) ( 1 2 
The LO term is given by (13) The last form shows explicitly the polynomial structure of the leading order di erential cross section in terms of . This is somewhat misleading, however, as we shall see in the next section, since the phase space in v itself depends on .
From 2] we see that df (1) 
The sum of the (integrated over some region) hard and soft contributions so de ned is independent of in the limit ! 0 and this method of separation is referred to as the phase space slicing method. As one might expect, there is a close relation between df (1) V+S =dvdw and (df (1) =dvdw) as well as between df (1) H =dvdw and (df (1) =dvdw) N . Here subscript denotes terms in (14) multiplied by (1 ; w) and N the opposite. We give explicitly the necessary conversion terms in 9]. The variables v ware suitable for performing analytical integration of the cross section (at least for the single integral part). They are not, on the other hand, suitable for performing series expansions of the integrated cross section about = 0. The reason is that, in these variables, the integration limits depend on so that the series expansion of the integrated cross section does not follow straightforwardly from the series expansion of the di erential cross section, and we only have complete analytical results for the di erential cross sections. Otherwise, we could just expand the nal integrated result. The above will become clear in the following.
At this point, we introduce a new set of variables, and !, suitable for performing series expansions in . 
We note
Because of the factor c ( ), df (i) =d d! will never get a part proportional to (1 We see explicitly that the j = 0 1 di erential cross sections, in terms of these variables, vanish by order in the limit ! 0, while the j = 2 di erential cross section is order 3 . 3 Analytic integration of the delta function part
The only complete analytical results for the di erential cross sections were presented in 2]. Analytical results for the virtual+soft part were presented in 8] for the unpolarized case and in 3] for the polarized case (where the virtual and soft parts are given separately, in terms of various functions). Still, not even the virtual+soft part has previously been integrated (over fermion angle) analytically. In this section, we present such an analytical integration. We were not able to integrate the non delta function (or hard) part analytically, in a straightforward fashion, and reserve that for future work.
The integrated cross section (or f (i) ) is obtained via 
We see that for ! 0, cos 3 varies rapidly with v, while it is simply equal to . This is why the phase space in v becomes vanishingly small by order . Similarly, from (26) and (15), or (19), we see that the w phase space is order 2 . Thus, the double integration over v and w is order 3 , in accord with (21).
The integration of (13) or (24) (2) is order 3 . Also, we see that only f (0) (0) is nite in the limit ! 1 and it approaches f (0) (0) ! 8 for ! 1 :
We denote the single and double integral contributions to f (1) by
We performed the single integration using (35), as opposed to (36). It turned out to be quite lengthy and involved. (38) we see that only the terms proportional to a 1 , . . . , a 5 may contribute at threshold, which is the case for j = 0 . Indeed, one nds the correct threshold correction from those terms alone. The relevant series expansions will be given in the next section. As we shall see in Section V, the double integral series expansion starts at order 3 .
Two independent determinations of (37) were made using Mathematica 10] and REDUCE 11] . That software could not evaluate certain integrals which can befound in 12]. It was veri ed that the analytically integrated result agreed numerically with the numerically integrated result. In the next section, we will show how one can use the series expansion as a very solid check as well.
Perhaps the most convincing check of (37) and the analytical result for df (1) =dvdw (or d NLO =dvdw) obtained in 2] is the excellent n umerical agreement with tabulated results for f (1) existing in the literature. The only existing analytical results, aside from those in 2], are the expressions for df (1) V+S =dvdw (i.e. (df (1) =dvdw) ), df (1) S =dvdw given in 8] for the unpolarized case (using dimensional regularization), with which we agree exactly, and similar expressions for the polarized case in 3] (obtained using a gluon energy cut and a small gluon mass as infrared regulator). The latter are not quite in a form suitable for direct analytical comparison. There have been no other analytical results presented for (df (1) 
In Table 1 we give numerically computed values for f (1) unp , f (1) pol , f (1) (+ +), f (1) (+ ;) as well as the speci c contributions from all the f (1) si and f (1) di to the corresponding f (1) , for various values of 1:2 z 20. The result at z = 1 is given exactly by the series expansions presented in the next section.
We also indicate the number of signi cant gures, n.s., following the decimal point, in f (1) di (and f (1) ). The next issue is, of course, how well these values compare with other tabulated values for f (1) . Two other such tables exist at present. The original one of 7] gave f (1) unp for z = 2 3 4 5 10 the value at z = 1 being numerically equal to the known threshold result, as given in the next section. Their numerical values were obtained using the f (1) unp V+S given in 8], added numerically to f (1) H unp , determined there using the same methodology as 8], which is equivalent to our method. We n d n umerical agreement with 7] to within the precision of those values, which is roughly at the order of one part in 10 000 or better. This can only beachieved with correct analytical results. Our calculation of f (1) pol is identical in method (same integrals and structure) to that of f (1) unp (at the di erential and integrated level), the only di erence arising from di erent traces due to the contraction with a polarized photonic tensor rather than an unpolarized one. As two independent determinations of these traces were performed, there is little room for any e r r o r i n f (1) pol . Fortunately, we may directly check this assertion since the values of f (1) Carlo methods were used, leading to accuracy at the level of better than 1% in regions where the f (1) are sizable, but apparently not better than 0:2 o r so in absolute error. This absolute error is noticeable only for f (1) (+ +) and only for z = 2 3, where f (1) (+ +) is small. To within the above accuracy, we are in good agreement with 3]. Since f (1) (+ ;) = f (1) unp ; f (1) pol and since we have precision agreement with 7] for f (1) unp and with 3] for f (1) (+ ;), we conclude that our analytical results for df (1) pol =dvdw of 2] have beenveri ed. In light of the above, Table 1 is seen to be the most complete and precise such table at present.
Series expansion of the delta function part
Besides providing a useful check of the analytical integration of the previous section, there are many reasons why it is useful and instructive to series expand the di erential and integrated cross sections about = 0. In the absence of complete analytically integrated results, only a series expansion about = 0 can be used to make ( v ery) high precision predictions in the ' 0 region. One also sees the structure of the cross section in a way that cannot be inferred from the non-expanded analytical results, which are somewhat complicated. From a practical viewpoint, having \simple" series expansions for the di erential cross sections allow s o n e t o d o c o m p l e t e n umerical studies in the region not too far above threshold rather easily. This is because the resulting expansions only involve simple polynomials and simple logarithms. We will address the issue of the region of validity of the expansions as well.
The other issue is that of resummation. There are large correction terms at threshold which can be resummed. Having a series expansion of high enough order to beof practical use allows one to explicitly perform resummations up to some order in while leaving the higher order terms the same. The net result would be an equally simple series, improved via resummation so as to allow one to go closer to threshold. This is beyond the scope of this paper as are other very near threshold e ects. Su ce it to say that having the threshold series expansion will facilitate these studies for those interested.
Throughout, we will expand up to order 10 (including 11 ln terms). The expansion which exists in the literature (see 7]) is only for f (1) unp and only goes to order . Going to order 10 may seem excessive at rst, but we found it to be a good stopping point for several reasons. Considerable structure arises beyond order which allows us to see the general, all-orders in , structure of the various series. Also, one gains little in terms of precision by going to even higher orders in , without including several more terms.
We nd that df (1) 
With the variables v and w, the integration limits depend on , hence the above arguments do not hold. So, one sees clearly the necessity of the change of variables. We convert from (df (1) =dvdw) to (df (1) =d d!) using (21), which modies the overall factor via (1 ;w) ! 3 c ( ) (1 ;w)=2 = (1 ;!)=2. The compact results for the series expansions of (df (1) =d d!) for j = 0 a n d j = 2 can bef o u n d i n 9 ] , up to order 10 . The expansions have rather simple structure in that the c ij ( ) are simply polynomials in . This amounts to considerable simpli cation and reduction in computational time relative to the exact expressions, especially after the non delta function part is added, where the simpli cation is even greater as we shall see in the next section.
Assuming we are working at where the series are su ciently accurate, one could easily analytically integrate them over a region of (cos 3 ) relevant to some experiment, if desired, and implement angular cuts analytically. After a suitable change of variables, the same could be done for the hard radiation part, either analytically or numerically. Cuts on additional observables may be made by subtracting o the unwanted con gurations using the squared amplitudes given in 2] and Monte Carlo integration, for instance. Here, we simply present the total integrated results.
For the j = 0 c hannel, we nd 1 f (1) The results are indeed quite simple. We may again obtain 1 f (1) V+S by adding the corresponding conversion term 9].
The strongest check comes from the fact that the expansions (43), (44) which come from integrating (40), (41) agree exactly with the expression obtained by expanding the analytically integrated result (37) directly. In this way, w e simultaneously check a l l t h e a b o ve mentioned expressions, including our analytical integration (37). The expansions (43), (44) were also checked numerically by subtracting them from the exact expression (37) and verifying that the di erence was order 11 .
Series expansion of the non delta function part
Perhaps the most remarkable result of the series expansion is the simpli cation of the non delta function part, whose original form is the most lengthy part of the exact result, involving complicated logarithms, e t c . . . A l though the intermediate expressions were very lengthy and considerable computational time was required, a large degree of cancellation resulted in the following simple series. We convert from (df (1) =dvdw) N to (df (1) (46) We notice the absence of any logarithms, including powers of ln . The structure is fairly predictable as well. We see that the series begin at order 3 and 5 for j = 0 and j = 2 respectively, so that their e ect will be negligible very near to threshold. On the other hand, the large coe cients imply that they soon become noticeable for small .
These are remarkably simple results, which suggest that the exact integrated result for f (1) di is not too complicated. We notice the vanishing of the coe cients of the even powers of . This follows from the antisymmetry in of the corresponding terms in the di erential cross section. For discussion about the conversion terms see 9].
6 Total series result and numerical parametrizations
We are now in a position to study the total cross section, by combining the results of the previous sections. Adding (43) and (45) gives the series for the j = 0 total cross section and adding (44), (46) gives the series for the j = 2 total cross section.
In Table 2 we present the fractional error on the series for f (1) (+ +), f (1) (+ ;), f (1) unp relative to the result obtained using numerical integration,
for various values of z in the region 1:05 z 1:4. For z . 1:05, the series expansions are more accurate than the numerical results. At z = 1:05, the errors are at the 10 ;7 ;10 ;6 level. For z = 1 :2 they are at the 10 ;4 ;10 ;3 level and for z = 1:4 they are at the 10 ;3 ; 10 ;2 level. The errors on f (1) (+ +) are at the lower end, while the errors on f (1) (+ ;) are at the higher end and those for f (1) unp lie in between. This is good because, as we shall see in the next section, in determining s via top quark production at a collider, it is the j = 0 and unpolarized channels which are of interest, the j = 0 channel being the most interesting one. With precision of better than one percent for z 1:4, we have su cient accuracy to use the series expansions (di erential in particular) to perform easy numerical studies relevant to top quark production at a collider of p s . 500 GeV. As we shall see, for the s determination, going to much higher energies is not useful since the determination is best done near z = 1 :2 ( p s ' 420 GeV).
It is also useful to be able to parametrize f (1) to good accuracy for larger , relevant for bottom and charm quark production at intermediate energies or top quark production at very high energies. This was done by tting numerically computed values of f (1) . We divide the parametrizations into 3 The various forms for the parametrizations are are given in 9]. In the low energy region, where high accuracy is required, the parametrizations are accurate to . 0:01%, with the errors beingthe largest near the higher end of the region. The leading terms, given analytically, guarantee the correct threshold behaviour as they are just those in the exact series expansion. As mentioned earlier in connection with the series expansions, one can explicitly perform resummations on those terms. Thus one could modify the above parametrizations to include resummation e ects without changing the higher order coe cients.
7 Precision s determination from top-quark production A high energy collider can be used as a \factory" for many interesting particles: Higgs bosons, W bosons, top quarks etc... The beam polarization we be useful in producing Higgs bosons and reducing QQ backgrounds. More speci cally, the j = 0 channel will be of interest. This channel also turns out to bethechannel of interest when trying to determine s via top quark production, making it complementary to the Higgs studies. The reason is that the cross section, and QCD corrections, are enhanced in this channel, thereby improving the statistics and the determination of s , to which the cross section will be quite sensitive. The process ! t t+X is more powerful than e + e ; ! QQ + X in determining s because the QCD corrections are quite small in the latter, thus requiring an unreasonably large number of events for high precision the corrections are suppressed by s = ' 4%, relative to the Born term. In ! t t+X, w e can \pick" our QCD correction by choosing the appropriate beam energy. Of course, as one gets too close to threshold, the perturbation series cannot be trusted. Hence there are limitations.
To best illustrate the above idea, in Fig. 1 we h a ve plotted the ! t t+X cross section at LO and NLO, in the region 1 z 1:4, for the various helicity states. We took N f = 5 , m t = 174 GeV and used = 230 MeV in the two-loop expression for s , evaluated at 2 = s. One could also use N f = 6, but since we are not far above threshold it is simpler to use N f = 5 for evolution from 2 = M 2 Z to 2 = s. We notice that the j = 0 cross section is the largest, as are its QCD corrections, in this region. The region z ' 1:2 is nice in that the j = 0 cross section is near its maximum and the QCD corrections are sizable (' 20% of the total cross section), yet not so large that the perturbative expansion is unreliable. As one gets closer to threshold, other higher order e ects, nonperturbative e ects and top width e ects may also become important. For these, and other reasons to be considered below, we will suggest z = 1 :2 as being the optimal region for extracting s and we will give a rough estimate of how precisely s may bedetermined there. As well, we suggest the j = 0 channel as beingthemost powerful.
Firstly, we note that z = 1:2 corresponds to p s ' 420 GeV, for top quark production. This energy should beaccessible at a p s e + e ; & 500 GeV NLC. A typical luminosity assumed is 20 fb ;1 . Since ' 1:4 pb, this corresponds to roughly 28,000 t t events. Since the QCD correction is 20% of the total cross section, this translates to s = s ' 3%, statistically. With a luminosity increase and, possibly, extended running, one could envision going to the percent level or better.
The above analysis was purely based on statistics and one-loop QCD corrections. Therefore, we will brie y discuss various theoretical systematic uncertainties. Clearly, one needs a two-loop analysis when dealing with oneloop corrections of order 20%, in order to determine s at the level of a few percent. Threshold resummation can also be performed. One should also take into account the one-loop electroweak corrections 6]. The QED ones are identical in form to the QCD ones, with the appropriate change in normalization, given by ( 6 ) . There will be a minor dependence on m t , which will be lessened with future Fermilab runs. The uncertainty o n m t translates to an uncertainty on z. Since the j = 0 cross section is near its peak for z ' 1:2, minor variations in z will not appreciably a ect the results.
Of some concern are resolved photon contributions, where a gluon or quark within the photon can participate directly in the interaction. Suppression of these contributions is a major reason for working close to threshold. Since the parton distributions within the photon drop steeply with increasing momentum fraction, x, and since x must belarge near threshold, such contributions are quite suppressed. Con rmation of this assertion may be inferred from the resolved contributions to b quark production near threshold presented in 13] from which we conclude that only very poor knowledge (if any) of the photon structure will berequired, as such contributions will bea fraction of a percent of the cross section. One can further reduce those contributions by identifying outgoing jets collinear with one of the photon beams, which are a signature of resolved photon events. One can also require that the energy deposited in the detectors be equal to the total beam energy in order to account for missed jets of the type mentioned above.
From the experimental side, we are assuming only that t t events can be clearly identi ed. With experience gained from Fermilab, this seems reasonable, especially considering the cleaner initial and nal states in the case. Another experimental issue is that of normalization. We suggest the measurement of a ratio R Q=P ( ! QQ + X) ( ! PP + X) P = W l : It is worth discussing the many advantages of determining s via ! t t+X relative to some of the options currently being used. The calculation is perturbative a n d a voids nonperturbative c o n tributions arising in s determinations from mass splittings and tau decays. Other determinations, based on evolution of hadronic structure functions, rely on the parton model and assumed knowledge of hadronic structure. No such assumptions are made here. Unlike the 3-to 2-jet ratio from e + e ; annihilation, we a void having to de ne the jet isolation criteria by measuring the total t t cross section. Since we are at a large energy scale, not only does perturbation theory work well, but we automatically determine s at (or above) the t t threshold, without having to perform evolution or cross avor thresholds. From a theoretical viewpoint, the most comparably clean determination comes from the ratio of hadrons to lepton pairs produced in e + e ; annihilation at the Z pole. As mentioned earlier, the small QCD correction proves an insurmountable limiting factor in that case. 
