This paper describes a system that is capable of learning both combinational and sequential tasks. The system learns from sequences of input/output examples in which each pair of input and output represents a step in a task. The system uses finite state machines as its internal models. This paper proposes a method for inferring finite state machines from examples. New algorithms are developed for modifying the finite state machines to allow the system to adapt to changes. In addition, new algorithms are developed to allow the system to handle inconsistent information that may result from noise in the training examples. The system can handle sequential tasks involving long-term dependencies for which recurrent neural networks have been shown to be inadequate. Moreover, the learned finite state machines are easy to be implemented in VLSI. The system has a wide range of applications including but not limited to (a) sequence detection, prediction, and production, (b) intelligent macro systems that can learn rather than simply record sequences of steps performed by a computer user, and (c) design automation systems for designing finite state machines or sequential circuits.
w Introduction
A learning system is developed in this investigation. The system is able to memorize information and able to generalize from examples. It can learn to perform sequential tasks as well as combinational tasks. It is able to adapt to changes and is able to handle inconsistent information that may result from noise in the training examples. It learns by observation and it learns from 24 C.H. Ben Choi examples provided by a teacher or another system.
The system can learn sequential or combinational tasks. The task is a sequence of steps. Each step can consist of an input and an output, a stimulus and a response, or a condition and an action. The task is called a sequential task if the output of a step depends on some previous steps. It is called a combinational task if the output of a step does not depend on any other steps.
The learning system learns by observation. It does not ask questions and does not perform experiments on its environment. It learns how to perform a task by observing a teacher or another system performing the task. It observes the sequence of steps of a task. From those observations or from those examples, it builds an internal model to describe the task. The internal model not only serves as a compact way to record the steps of the task, but also serves as a general rule that is the result of generalizing the finite steps of the task to a task that can have infinite repeating steps.
The learning system can adapt to changes and can handle inconsistent information that may result from noise in the training examples. When additional observations or additional examples are available, the system can modify its internal models to accommodate the new information. It can expand or limit the scope of its internal models to conform to the new information and to preserve its old information as well. It can detect any inconsistency by comparing the new information with its internal models. It will build new internal models to record the inconsistency or any abrupt change. It also evaluates each of its internal models to see which one will be the most likely to succeed in the real world.
Background
Effective learning methods for a machine that can learn sequential and combinational tasks, that can adapt to changes, and that can handle noise has not yet been found. Neural network a~ systems can usually tolerate noise, but there are great difficulties in training recurrent neural networks 12 '5'6) that are the types of networks required for learning sequential tasks. Some artificial intelligence systems ~'2'27) can be trained to recognize sequences of steps, but cannot learn sequential tasks by observation, and cannot handle noise.
Training recurrent neural networks ~2) is difficult and the process is very slow. The gradient descent method, which is usually used for training recurrent neural networks, has been shown to be inadequate for tasks involving long-term dependencies. 5'6) Other training methods are generally very slow. 5'61 Moreover, there is the problem of local minima such that the networks cannot discover optimal solutions. 7) The difficulty of training recurrent neural networks is the result of the structure of the networks. The structure of recurrent neural networks is similar to that of asynchronous sequential circuitsJ 6) Feedback paths in the networks allow them to function like sequential circuits and thus enable the networks to learn sequential tasks. The feedback paths provide additional Automata for Learning Sequential Tasks 25 computational power comparing to that of feed-forward neural networks that have structures similar to combinational circuits. The added feedback paths also make it very difficult to devise effective learning procedures for recurrent neural networks. 7) Some artificial intelligence systems can be trained to recognize sequences of steps, but cannot learn sequential and combinational tasks, and cannot handle noise. For example, several systems use finite state acceptors as the internal models, thus the systems can only map sequences of steps to either accepted or rejected. 1'2'2r) Another system restricts the training data to only output sequences, z9) Yet, another system restricts the training data to only input sequences and their associated classes, s) Some systems can only learn from reward or punishment information. 2s'ag'4) Some other systems pass computational burden to their teachers. 28'1'2'as'2~ They also require asking their teachers questions or performing experiments on their environments. On the contrary, the system developed in this investigation does not pass computational burden to its teacher and does not ask questions. It learns by observation.
Approach
This investigation combines ideas of automata theory with ideas of machine learning ~~ to develop a system that can learn sequential tasks and combinational tasks, that can adapt to changes, and that can handle inconsistent information that may result from noise in the training examples. The system uses finite state machines, in particular Mealy machines, to represent learned information.
Using algorithms developed by the author and existing algorithms, a process is developed to allow the system to learn new tasks (described in Section 4.1). The process is able to infer a minimum finite state machine from any sequence of input/output examples. Although many existing algorithms are used, the application of the process as a tool for inference in a learning system is new.
New algorithms are developed for modifying the finite state machines to allow the system to adapt to changes (described in Section 4.2). A new concept is defined for checking consistency between a sequence of input/output examples and a finite state machine. New algorithms are used to restrict or to expand the scopes of the existing machines in order to accommodate new information.
In addition, new algorithms are developed to allow the system to handle inconsistent information (described in Section 4.3). The system records the inconsistent information by creating new finite state machines and by weighting existing finite state machines.
Advantages and Disadvantages of the System
The learning system developed in this investigation has many advantages over other existing systems. The advantages are:
1. The system offers a complete and general model that can learn both sequential tasks and combinational tasks, that can adapt to changes, and that can handle inconsistent information. 2. The system has a wide range of applications including but not limited to (a) sequence detection, prediction, and production, (b) an intelligent macro system that can learn rather than simply record sequences of steps performed by a computer user, and (c) design automation system for designing finite state machines or sequential circuits. 3. The system can handle sequential tasks involving long-term dependencies for which recurrent neural networks have been shown to be inadequate. 4. The system is often capable of inferring a reasonable finite state machine from just one sequence of examples. On the contrary, recurrent neural networks often require thousands of sequences. 5'6) 5. The system represents learned information by finite state machines that are easy to be implemented in digital hardware.
The system has two disadvantages: (1) During the process of learning new information, one of the steps for generating a minimal finite state machine from a sequence of steps has a search space in the order of exponential. Since the process to obtain a minimal finite state machine consistent with a given sequence of steps has been proved to be an NP problem whether using neural network methods of symbolic methods, 26) the problem is not the drawback of this investigation but is a limit of computation. The solution implemented in this investigation is to use a near-minimal finite state machine whenever a minimal solution is impractical. This solution does not downgrade the learning ability. It only increases the size of memory required to record the sequences. (2) The process to update an internal model for adapting to changes also has a search space in the order of exponential. To solve this problem, this investigation implements various methods to reduce the search space by eliminating branches in the search trees. Details are provided in Section 5.
Organization
This paper is organized into six major sections. The first section, this section, provides an overview of the objective, background, and approach of this investigation. Sections 2 and 3 describe how the learning system represents the internal models and the training data. Section 4 describes the learning algorithms used to manipulate the information. Section 5 provides simulation results and discusses issues about the performance of the system. Finally, Section 6 gives the conclusion.
w Internal Models
The learning system uses internal models to record what it has learned. In this investigation, finite state machines are used as the internal models. Finite Fig. I . In the example, "01, test, z" are inputs. In the first column of the table, "sO, s l, s2" are present states. There is a list associated with each pair of input and present state. The last item in the list is the output, and the remaining items are possible next states. A state is presented internally by an integer (but it is shown in the example preceded by an "s"). To be able to store incompletely specified state tables and undetermined next states, a next state is represented by a list of integers. Possible next states are listed, such as, "sO, s2". An unspecified next state is represented by "s--1". It can be considered to be a list of all the states in a state table. In the example a "s-1" can be considered to be "sO, sl, s2". To be able to store binary numbers, text, and don't cares, an input or an output is represented by a string of characters. A don't care bit within a binary number is represented by "?". It can either be a 0 or 1, such as, "1?1" can be either "101" or "111". In the example, an entry shown as "s--1,*" indicates an unspecified next state and an unspecified output. An unspecified output, "*", can be assigned the value of any other output.
Definition 1
A finite state machine (a Mealy Machine) is defined with 6-tuple:
where, I is a set of input symbols; O is a set of output symbols; and S is a set of states. A state So in S is called initial state that is the starting state of the machine. examples are ordered in time. Each pair is a step in a sequential task or a combinational task. 
Definition 2

w Learning Algorithms
Learning algorithms manipulate training data and organize internal models. They allow the learning system to (1) learn new information by transforming training data into new internal models, (2) adapt to additional information by comparing training data with existing models and by incorporating new information into existing models, and (3) handle inconsistent information by weighting internal models and by constructing additional models. An overview of the learning process developed in this investigation is provided in Fig. 3 . Each of the three major functions of the learning system (highlighted in the figure) is described in detail in the following sections.
Creating New Internal Model
The process of creating a new internal model requires the transformation of a sequence of input/output examples to a minimal finite state machine. The minimal finite state machine serves two essential purposes for the learning system. First, it records in a compact way the given sequence of input/output examples. Thus when the system sees the same input sequence, it will be able to reproduce the same output sequence. Secondly, the minimal finite state machine represents an infinite sequence that is the result of generalizing the given finite sequence of examples. Thus when the system sees an input sequence that is similar to but not exactly equal to the given input sequence, it will be able to produce an output sequence that is based on the result of the generalization. In this investigation a complete process is developed to transform a sequence of input/output examples to a minimum finite state machine. An outline of the process is provided in Fig. 4 . The first step is to transform a sequence of input/output examples to an incompletely specified state table. Then states in the incompletely specified state table are partitioned into compatible classes. Then some of the compatible classes called prime compatible classes are used in a search procedure to find a minimal set of compatible classes that are then transformed into a minimal finite state machine.
~1) Converting sequence of input/output examples
This section describes a process for converting a sequence of input/ output examples to an incompletely specified state table. An example is first used to illustrate the process. Then a more precise description of the process is provided.
As an example, we will construct an incompletely specified state table from the input/output sequence shown in Fig. 5 . In the figure, the input sequence is (1, 1, 1, 0, l, 0, 1} as shown in the input column, and the output sequence is (0, l, 0, 0, l, 0, 0} as shown in the output column. The input sequence has two distinct inputs, 1 and 0, so the set of input symbols, I = { l, 0}, and so there are two input columns in the resulting incompletely specified state table shown in Fig. 6 . 9~ The output sequence has two distinct outputs, I and 0, so the set of output symbols, O ~-( l, 0}. The input/output sequence has seven input/output pairs, so there are seven states for the set of states, S; each state in S associates with one input/output pair, i.e., S --(So, sl ..... s6}. The initial state So associates with the first input/output pair, (l, 0). The state sl associates with the second pair, (1, 1) , and so on. In Fig. 6 , a state is denoted by 0, 1 .... , or 6; a "don't care" next state is denoted by "--1"; and a "don't care" output is denoted by "*", The state transition function 8 and the output function A are defined in the figure. For instance, as shown in present state 0, the function (8 : I x S --* p(S)) maps input 1 and present state 0 to next state 1. It maps input 0 and present state 0 to next state "don't care". The output function (,~ : ] x S ~ O) maps input 1 and present state 0 to output 0; input 0 and present state 0 to output "don't care".
The following describes more precisely the process to construct a finite state machine (I, O, S, so, 3, A), that is represented by an incompletely specified state table, from the information provided by an arbitrary finite input/output sequence {(xo, yo), (Xh yl) ..... (Xn, y~)}.
First, let the set of input symbols, I, equal the distinct inputs in {Xo, x~, .... x,}, that is,
where, the operation U is set union. Similarly, let O equal the distinct outputs: O = {y0} U {yt} U ... U {y.} Next, let one state be associated with one input/output pair; sk associates with (xk, yQ for 0 < k < n. Thus, the initial state, So, associates with the first input/output pair (x0, y0), and
The state transition function c~ maps an input i in I and state Sk to state sk+l ifi = Xk and 0 < k < n -l; otherwise, it is not specified and is considered as "don't care". That is,
3(i, sk) :
xk andO<--k-< n-1 don't care, ifi #:xk andO_< k-< n-1 don't care, Viii
The output function A maps an input i in I, and state Sk to an output O = yk if i = Xk and 0 --< k --< n; otherwise, it is not specified and is considered as "don't care". That is, y~,ifi:xk andO-< k-< n A(i, Sk) ( don't care, otherwise.
The resultant incompletely specified state table defines a machine that is consistent with the given sequence of input/output examples. The following sections will show a process for the generalization that uses a special process for minimizing the incompletely specified state table.
(2) Checking compatible
To generalize and to simplify the incompletely specified state table defined in the last section, we will first compare any two states to determine whether they are compatible) a>
Definition 3
State sj is compatible to state sk if for all input i in I such that each output olj equals Olk, and each next state s~j is compatible to Szk. That is, sj--sk if Viii ~o~j = o~kA S~--Slk where --denotes compatible, o~j = A(i, sj), and s~j ---8(i, sj). An output o~j equals an output o~k if they are identical in symbol, or if one of the outputs is "'don't care". If each output is coded with several characters, then two outputs are equal if each of their corresponding characters are equal.
A next state sjj is compatible to a next state slk if either one of them is a "don't care" or both are "don't cares". If neither of them is a "don't care", further checking is needed to determine whether s~j and s~k are compatible. The outcome in turn determines whether sj and sk are compatible. On the other hand, if sj and sk are compatible, then s~j and S~k must be compatible. That is, sj --Sk imply s~j --Slk For a machine defined by an incompletely specified state table that is generated from an input/output sequence, the next state s~j can only be sj+l or "don't care", and the next state S~k can only be sk+~ or "don't care". Thus, >x 12-->x
States m n imply --> m + 1 n + 1; compatible ~; or not compatible x. sj --Sk can only imply sj+l --Sk+l Based on the above property, a special method for checking compatibility is developed in this investigation. As an example, we will determine whether any two states shown in Fig. 6 are compatible. The results are recorded in Fig. 7 . In the figure, "0 1 --> x", for example, denotes that state 0 and state 1 are not compatible. "0 2--> " denotes that for state 0 and state 2 to be compatible, state l and state 3 must be compatible. That is, So --sz implies Sl ~ sa. And, "0 3 --> --" denotes that state 0 and state 3 are compatible.
The method for checking compatibility consists of two stages. First, the method checks each pair of states, in order {0 l}, {0 2} ..... {0 6}, {1 2}, {1 3}, .... {5 6}, to determine whether it is compatible, or it implies another pair of states. For example, states {0 1 } are not compatible because as shown in row 0 and row 1 of Fig. 6 , state 0 and state 1 given the same input 1, have different outputs. An another example, states {3 5} imply states {4 6}, because for all inputs, state 3 and state 5 have equal outputs; also for states {3 5} to be compatible, states {4 6} must be compatible (see Fig. 6 ).
Next, the method checks each pair of states row by row and from right to left. If states {m n} are not compatible but the states {m--1 n--l} imply the former, then states {m-1 n--1 } are marked with an x. For example, as shown in Fig. 7 , states {4 6} are not compatible. As a result of the first step, states {3 5} implies states {4 6}. Now, as a result of this step, states {3 5} are marked with an x.
(3~ Finding maximum compatibility classes
In the last section we considered whether two states are compatible while in this section we will consider whether a set having three or more states is compatible. We will define a set called maximum compatibility class, and will derive a procedure to find all the maximum compatibility classes.
Definition 4
The relation that state sj is compatible to Sk is called a compatibility relation. A subset of set S having all its states compatible to each other is called compatibility class. Since compatibility relation is not transitive, i.e., Sh --Sj and sj --Sk do not imply Sh --Sk, a compatibility class must have all its states pairwise compatible. A maximum compatibility class is a compatibility class that is not a subset Automata for Learning Sequential Tasks of any other compatibility class, la>
The following example shows a procedure developed in this investigation for deriving maximum compatibility classes from the set S. The example is based on the compatible information provided in Fig. 7 . The procedure produces a binary search tree that is shown in Fig. 8 . The procedure starts with the set S. It checks any two states in S. If two states m and n are not compatible, then it splits S into two sets: one set contains all states except n, and the other contains all states except m. Next, it checks the two sets, one at a time using the same method. In our example, S = {0 1 2 3 4 5 6}, and states 0 and 1 are not compatible (see Fig. 7 ), so S is split into {0 2 3 4 5 6} and {1 2 3 4 5 6}. As shown in Fig. 8 , two states that are not compatible are underlined. Next, the set {0 2 3 4 5 6} is checked and split into two sets. Then, the set {1 2 3 4 5 6} is checked and split. The procedure continues. If a set has already been checked, then it is not checked again; those sets are shown in italic in Fig. 8 . If a set is checked but not split, then it is a compatibility class. Maximum compatibility classes are shown in bold. In this example, the set {2 3 6} is a compatibility class, but it is not a maximum compatibility class because it is a subset of the compatibility class {0 2 3 6}.
[4) Deriving all prime compatibility classes
By definition provided in the last section, any subset of a maximum compatibility classes is a compatibility class. Of all those compatibility classes, we will show in the next section that only some of those classes called "prime compatibility classes" are needed for our purpose to derive a minimum finite state machine. In this section, we will define "prime compatibility class", and will provide a procedure to find all prime compatibility classes. But first, we will define a concept called exclude.
Definition 5
A compatibility class Cp excludes a compatibility class Ce if Cp is a proper superset of Ce, and the class Dp implied by Cp is a subset of the class De implied by Ce. That is, 
Definition 6
A prime compatibility class is a compatibility class that is not excluded by any other compatibility classes. 13)
All maximum compatibility classes are prime. A subset of a maximum compatibility class is a compatibility class. To find all prime compatibility classes, a compatibility class is compared with all existing prime compatibility classes; if it is not excluded, then it is a prime.
The following example shows a procedure to derive all prime compatibility classes. The procedure is identical to that reported in Ref. 13 ) but is provided here for completeness. The procedure starts with maximum compatibility classes. Using the compatible information provided in Fig. 7 , the procedure first produces an implied class for each of the maximum compatibility classes. The results are shown in Fig. 9 . As an example, consider maximum compatibility class {0 2 3 6}. The procedure checks each pair of states in the class: states {0 2} imply states {1 3}; states {0 3}, {0 6}, {2 3}, {2 6}, and {3 6} are compatible pairs (see Fig. 7 ). Thus, for the set {0 2 3 6} to be a compatibility class implies that the set { 1 3} must be a compatibility class.
Next, the procedure includes as a prime class the maximum compatibility class that contains the most states. Let m be the number of states in the class. From the class, the procedure generates subsets that contain m --1 states. It compares each of the subsets with all existing prime classes; if a subset is not excluded by any existing prime classes, then it is included as a prime class. The procedure next includes maximum compatibility classes that contain m-1 states. It then generates and compares subsets that contain m --2 states. The process continues until subsets that contain one state is generated and compared.
In our example, two maximun compatibility classes contain the most states: they are {0, 2, 3, 6} and {0, 2, 5, 6}; and m = 4. They are included as prime compatibility classes as shown in the first two rows in Fig. 10 . Then, subsets that contain 3 states are generated and compared. The class {0 2 3 6}, for example, has the 3-state subsets and their implied classes as: {0 2 3} --> { 1 3}, {0 2 6} --> {I 3}, {2 3 6} --> ~, and {0 3 6} --> qb; where --> ~ means that the class is compatible in itself. Of those four subsets, the classes {0 2 3} and
--> {25} Fig. 9 Maximum compatibility classes and their implied classes.
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-=> qb {l 5} --> + Fig. 10 All prime compatibility classes.
{0 2 6} are excluded by {0 2 3 6}; and the classes {2 3 6} and {0 3 6} are prime. The 3-state subsets of the class {0 2 5 6} are then generated and compared. Next, maximum compatibility classes { 1 3 4} and { l 4 5} are included as shown in bold in Fig. 10 . Then, 2-state subsets of each of the 3-state prime compatibility classes are generated and compared. Finally, 1-state subsets of each of the 2-state prime compatibility classes are generated and compared. The resultant prime compatibility classes are shown in Fig. 10 .
(5) Finding a minimum closed cover
To derive a minimum finite state machine, we will use a concept called "minimum closed cover". We will show in this section that we can find a minimum closed cover in the set of all prime compatibility classes that were derived in the last section.
Definition 7
A set C containing compatibility classes is closed if for each compatibility class Ck in C such that Ck implies Dk, and Dk is a subset of at least one compatibility class in C. That is, C is closed if VCk ~ C, 3x ~ C ~ Ck implies Dk, and Dk _C x Definition 8 A compatibility class Ck covers a state s if s is in Ck. A set of compatibility classes covers a machine if all states of the machine are covered. A set of compatibility classes is called closed cover if it is closed and it covers a machine. A minimum closed cover of a machine is a closed cover that has the minimum number of compatibility classes, lsl
Theorem
The set of all prime compatibility classes contains a minimum closed cover. TM To find a minimum closed cover, a breadth-first search procedure is used. The procedure described here is based on that proposed by Meisel TM modified here to become a breadth-first search procedure. As the search progresses, a tree is generated (see an example shown in Fig. 11 ). The search begins at the root node. The root node generates its child-nodes, and checks for closed and cover conditions. Then, each of its child-nodes generates their child-nodes, and checks for closed and cover conditions. The process continues until both closed and cover conditions are satisfied. For our search tree, the root node is called level 0; its child-nodes are called level 1; its grandchild-nodes are called level 2, and so on. Each node contains three items: a prime compatibility class, a list called "pending list", and a list called "missing list". A search tree is shown in Fig. 11 . In each node, the top list is a prime compatibility class, the middle list is a pending list, and the bottom list is a missing list.
There is a unique path from the root node to any other node. A path from the root node to a node in level 2, for example, connects the root node, a node in level 1, and the node in level 2. There is a prime compatibility class in each of the connected nodes. The collection of all those prime compatibility classes, except the one in the root node, is called a path set. The path set of a node in level 2, for example, contains 2 compatibility classes. In general, the path set of a node in level n contains n compatibility classes. For example, in Fig. 11 the path set for the left-most node in level 2 contains the compatibility classes {0 2 3 6} and {1 3 4}.
For any node, its pending list determines whether its path set is closed. If the pending list is empty, then the path set is closed. If it is not empty, then it contains implied classes that have not yet been closed. Also for any node, its missing list determines whether its path set covers all states. If the missing list is empty, then the path set covers all states. If it is not empty, it contains states that have not yet been covered. If a node has both an empty pending list and an empty missing list, then its path set is a closed cover. In Fig. 11 , the right-most node in level 2 is an example.
How a node generates its child-nodes depends on whether its pending list is empty. If its pending list is not empty, then it takes an implied class out of the pending list, and generates a node for each prime compatibility class that contains the implied class. If its pending list is empty, then it finds from its missing list a state that is covered by a minimum number of prime compatibility classes, and generates a node for each prime compatibility class that covers the state.
A new child-node contains a different prime compatibility class than its parent-node. It inherits the pending list and the missing list, but updates them if needed. If its prime compatibility class has implied classes, then it adds those implied classes to its pending list. But, it removes from its missing list states that are covered by its prime compatibility class.
For our example, we will find a minimum closed cover from the set of all prime compatibility classes shown in Fig. 10 . The resultant search tree is shown in Fig. 11 . First, we let the root node contain an empty prime compatibility class, an empty pending list, and a missing list that contains all states. Since the root node has an empty pending list, it finds from its missing list a state that is covered by a minimum number of prime compatibility classes. States 0, 1, 2, and 4 are each covered by four prime compatibility classes; states 3, 5, and 6 are each covered by six classes. Among the former, state 0 is arbitrarily chosen and it is covered by {0 2 3 6}, {0 2 5 6}, {0 3 6}, and {0 5 6}. Four nodes are generated and their pending list and missing list are updated as shown in Fig. 11 . The class {0 2 3 6}, for example, implies {1 3} which is put in the pending list; the states that have not yet been covered are { 1 4 5}, which are put in the missing list.
Next, the left-most node in level 1 generates its child-nodes. Since its pending list contains { 1 3}, it removes { 1 3} from its pending list, and generates one node for each prime compatibility classes that cover { 1 3}, as shown in Fig.  11 . One node is generated at a time, and closed and cover conditions are checked. Because the conditions are not yet satisfied, the search continues. Now, the next node from the left in level 1 generates its child-node. This time, the generated node has both an empty pending list and an empty missing list. Thus, a minimum closed cover has been found and it is {0 2 5 6} and {1 3 4}.
(6) Deriving a minimum finite state machine
This section describes a process for deriving a minimum finite state machine M' = (I', O', S', So', 8',/Y) from a minimum closed cover/l = {Co, CI, .... Cm}, and the original finite state machine M ---(I, O, S, So, ~, A). The process is developed in this investigation. An example is first used to illustrate the process. Then a more precise description is given.
As an example, we will derive a minimum finite state machine from the minimum closed cover found in the last section and from the original finite state machine. The state tables of the original finite state machine and of the resultant minimum finite state machine are shown in Fig. 12 . In this example, the set of minimum closed cover/1 = {{0 2 5 6}, {1 3 4}}, the set I' = I = {1, 0}, and the set S' = {So', s~'). In Fig. 12(b) , the state A represents So' which is assigned to the compatibility class {0 2 5 6}, and the state B represents Sl' which is assigned to the compatibility class {1 3 4}.
The next state for state A given input I, for example, is specified because there exists a state in {0 2 5 6} of that state the next state is specified. In this case, the next state for state 0 is state 1, and that for state 2 is state 3 (see Fig. 12(a) ). Both state 1 and state 3 are contained in {1 3 4}, so the next state for state A given input 1 is state B. The next state for state A given input 0 is state A because state 5 has next state 6 which is contained in {0 2 5 6}.
The output for state A given input 1, for example, is specified because there exists a state in {0 2 5 6} of that state the output is specified. In this case, the outputs of states 0, 2, and 6 are each equal to 0, so the output for state A given input 1 is 0. To complete our example, the set O' is equal to {0, 1 }. The resultant minimum state table (Fig. 12(b) ) represents the required minimum finite state machine that is a newly created internal model.
The following describes more precisely the process for deriving a minimum finite state machine M'= (I', O', S', So', c~', A') from a minimum closed cover /_t = {Co, C1 ..... Cm}, and the original finite state machine M = (I, O, S, So, 3, A).
First, let the set of inputs I' of the minimum finite state machine equal I of the original finite state machine. Next, let the set of states S' = {So', Sl', .... Sm'}. Each state in S' is assigned to one compatibility class in /z. The initial state So' is assigned to a compatibility class in/~ such that So is in that compatibility class. Without loss of generality, let that compatibility class be Co. That is, So' is assigned to Co and So ~ Co. Assign each of the remaining states sj' to the corresponding compatibility class Cj, for 1 _< j _< m.
For an input ik'E I' and a state sj'~ S', the next state 3'(ik', Sj') is specified if there exists a state sh ~ Cj such that 3(ik, Sh) is specified; otherwise the next state is not specified. If c~'(ik', sj') is specified, it is equal to state Sx' S' such that c~(ik, Sh) is in Cx; otherwise, it is equal to "don't care". That is,
[ don't care, otherwise.
Similarly, the output X(ik', sj') is specified if there exists a state sh ~ Cj such that A(ik, sh) is specified; otherwise the output is not specified. If it is specified, it is equal to A(ik, sh); otherwise, it is equal to "don't care". That is,
, { ~(ik, Sh) if 3 Sh ~ C~ ~ A(ik, Sh) is specified A"i k, sf) = don't care, otherwise.
This definition is used for outputs each of which is encoded by only one character or one bit. If each output is encoded by more than one character or bit, each character or each bit is defined separately in the same way as the one character case.
The definition of the output function ,~' specifies how each output okj' should be, for each input ik' ~ I' and each state s{ ~ S'. The set of outputs O' is equal to set union of all set {okj'}, for all input ik' ~ I' and all state s/~ S'. The resultant minimum finite state machine is the new internal model.
Checking Consistency and Updating the Internal Model
Last section, Section 4.1, describes the process for creating a new internal model. This section describes how to compare a sequence of input/output examples with an existing internal model, and also describes how to create an updated internal model to incorporate new information. The process is outlined in Fig. 13 internal model by adding new input columns, specifying don't cares, and removing possible next states. An example is first used to illustrate some functions of the process. Details are then follows.
As an example an input/output sequence (0/11, n/01, 1/?1) is compared to the state table shown in Fig. 14a . The result of each step of the comparisons is shown in Fig. 14b while the resulting modified state table is shown in Fig. 14c . The steps of the comparison are as follows.
(1) Starting at state sO, the state table receives an input 0. It produces an output 1? which is compared with the required output 11 (shown in Fig.  14b ). To make the outputs compatible, the produced output 1? is now specified to 11. Since the next state is sl, the state Fig. 14c ). All the entries in the new column are initialized to don't cares: don't care next state and don't care output; shown as "s--1, *" in the table. The entry at the current state that is state sl is then set to "s-1, 01" in which the next state is a don't care while the value of the output is that of the input/output pair "n/01" because at current state the state is that these two outputs are not compatible. This completes the sequence (a) as shown in Fig. 14b . This sequence is not compatible to the required output sequence, because the output produced in this step is not compatible to the corresponding required output. Thus, the sequence needs to be removed. To do so, the possible next state sO that is the result of step (2) is removed.
To generate sequence (b) (see Fig. 14b ), the process performs backtracking and finds that in step (2) there is another possible next state needed to be checked. It retrieves from the stack the possible next state that is state sl. The state table now goes to state sl in which it receives input 1 and then produces output 01 which is compared to the required output ?l. These two outputs are compatible and the required output is now specified to 01. This completes sequence (b). In the figure, the ":" sign in the entry indicates that the value of that entry is equal to that on the left. To complete sequence (b) the process does not need to regenerate those values that are equal to that already generated in the sequence (a). Sequence (b) is compatible with the required output sequence. Thus, the possible next state sl is kept. This completes the entire search process and the final result is shown in Fig. 14c .
(
1) Adding new input columns
A new input column is added to a state table whenever a sequence of input/output examples contains a new input symbol that is not already in the state table. Adding new input columns allow the learning system to expand the scope of its internal models. The new information helps the learning system to generalize its internal models or to make its internal models cover more instances. The process for adding a new input column is illustrated in step (2) in the last example.
(2) Checking consistency
For the learning system to decide what to do with the new information, it must have a method to compare the new information with its existing internal models. The new information comes to the learning system in the form of sequences of input/output examples, while the system stores its internal models in the form of state tables. Thus a method for comparing a sequence of input/ output examples with a state table must be developed.
This investigation develops a method for comparing a sequence of input/ output examples with a state table that can be completely specified or incompletely specified. A completely specified state table can produce only one output sequence in responding to one input sequence. An incompletely specified state table, on the other hand, can produce many output sequences in responding to one input sequence. For example, after a new input column is added to the state table shown in Fig. 14a , it can produce two output sequences ((a) and (b) in Fig.   42 C.H. Ben Choi 14b) in responding to the given input sequence.
Definition 9
A completely or incompletely specified state table is consistent with a given input/output sequence if in responding to the given input sequence, the state table produces at least one output sequence that is compatible with the given output sequence, and produces no output sequence that is not compatible with the given output sequence.
Definition I0
An output sequence (p~, p2. p3 ..... pm) is compatible with another output sequence (ql, q2, q3 ..... qn) ifm equals n, and output p~ is compatible with output %for 1 <i<_m.
Definition 11
An output c~c2c3 ... cm is compatible with another output d~d2d3 ... dn if m equals n, and character c~ is identical to character d~, or either ci or di is a don't care character, for 1 _< i ~ m. A don't care character is specified to a non-don't care character, if it is compared to the non-don't care character. A don't care output is a special output that is compatible with any other output. Once don't care output is compared to a non-don't care output, it is specified to the non-don't care output.
(3) Comparing output sequences and specifying don't cares
Comparing two output sequences in which any output may contain don't care characters or may be a don't care output requires a method for comparing two outputs and a method for keeping track of which don't care character or which don't care output has been specified.
An example shown in Fig. 15 will illustrate the method. There are two output sequences say sequence O (ol, o2, o3, o4) and sequence P (pl, p2, p3, p4). To complicate the matter, sequence O makes up of only three distinct output variables namely a, b, and c; those value will change as the result of the comparisons. Sequence O = (a, c, b, c) . The initial value of a --11?, b --?10, 
Automata for Learning Sequential Tasks
43
and c = *, where "*" is a don't care output, and "?" is a don't care character. Sequence P makes up of only two distinct output variables namely x and y. The initial value of x = ?I0 and y = 1?0. Sequence P = (x, y, x, y).
1. Start the comparison with the first pair, ol to pl. Compare ol (a = ll?) to pl (x = ?10) resulting in that tbis pair is compatible and that the values of a and x are both changed. Now (a = 110) and (x = 110) as well. The original don't care character in a is now specified to 0 while that of x is specified to 1. and both the value ofc and y are unchanged. Since all the corresponding pairs of sequence O and P are compatible, the final result is that these two sequences are compatible.
In this investigation, it is required to compare a given output sequence to many output sequences generated by a state table. For the purpose of creating a modified state table that is consistent with the given input/output sequence, a generated output sequence will be removed if it is not compatible with the given output sequence. The specified don't cares, associated with the removed output sequence, will be restored to don't cares. As described in the last example (Fig.  15 ) some of the don't care characters may be specified to a specific value and some don't care outputs may be specified. The results of the specification are kept permanent if the two sequences are compatible, and are undone if the two sequences are not compatible.
(4) Searching and backtracking
Checking whether a state table is consistent with a given sequence of input/output examples requires the comparison of the given output sequence with the output sequences generated by the state table. Since there are many cases that not all the output sequences are required to be generated or compared, a depth-first search method is used. 
Fig. 16 Transform sequences into search tree.
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An example (shown in Fig. 16 ) will illustrate how a set of output sequences can be viewed as a search tree. In the search tree, each path from the root node to a leaf node represents an output sequence. The number of output sequences equals the number of leaf nodes in the search tree. The number of outputs in the sequences equals the number of levels in the search tree. The first output in the output sequence corresponds to the first level in the search tree, the second to the second and so on.
Comparing one whole output sequence is equivalent to traversing the search tree from the root node to a leaf node. Comparing all the output sequences one at a time is equivalent to traversing the search tree from the root node to a leaf node and then to another leaf node one at a time. To traverse the search tree in a depth-first method, a subroutine will generate and compare nodes in the order (1, 2, 3, 4, 5, 6) as shown in the search tree in Fig. 16 . The subroutine generates and compares one node at a time starting from the root node and continuing to the left-most leaf node. Once it reaches a leaf node or as soon as any node is not compatible, it goes back-track to the most recent cross road and starts searching another branch.
(5~ Removing possible next states
Removing the next state corresponding to an output sequence will remove the output sequence. In order to produce a modified state table that can be consistent with a given input/output sequence, the output sequence generated by a state table will be removed if it is not compatible with the given output sequence. Removing next staes allows the learning system to restrict the scope of its internal models. The new information helps the learning system to distinguish possible outcomes, to limit the choices of many outcomes, or to eliminate non-deterministic states.
As an example a given input/output sequence (0/1, 1/0, 1/1) will be compared to the state table shown in Fig. 17a . The result of the comparison is outlined in Fig. 17b . Using state sO as the starting state, the state table goes through two state sequences and produces two output sequences in responding to the given input sequence. The reason for the two sequences is that there are As an example the input/output sequence (x/L, y/L, z/N) is compared to the state table shown in Fig. 18a . In responding to the input sequence (x, y, z), the state table produces three state sequences and output sequences as shown in Fig. 18b . Compare the required output sequence (L, L, N) to the three produced output sequences resulting in that output sequence (a) is compatible while output sequence (b) and (c) are not compatible. Both sequence (b) and (c) must be removed in order to produce a modified state table that is consistent with the given input/output sequence.
There are two possible next states that are responsible for producing sequence (b): the possible next state sl of present state sO and input x, and the possible next state sO of present state sl and input y. Removing any one of the two possible next states will remove the possibility to produce sequence (b). Similarly there are two possible next states that are responsible for producing sequence (c): the sl of present state sO and input x, and the s2 of present state si and input y. Removing any one of the two possible next states will remove sequence (c). (1) (1) is that all the possible next states of a particular present state and input have been removed, then (2) restore all those possible next states and then remove those next states that are responsible for the whole set of output sequences.
The reason for the general rule is that during the process for creating an updated internal model, it is necessary to ensure that (1) the updated model is consistent with the new input/output sequence and (2) 
Handling Inconsistent Information
If a sequence of input/output examples is not consistent (see Definition 9) with an existing finite state machine then there is inconsistent information. Inconsistent information may come from the environment or from the trainer of the learning system. It may be the result of noise or an error made by the trainer. It may also be the result of examples that describe a task that is different from the task specified by an existing finite state machine.
The process for handling inconsistent information uses other processes described earlier.
(I) It detects any inconsistency by using the process for checking consistency (described in Section 4.2). (2) It incorporates new useful information into the existing models by using the processes for updating internal models (described in Section 4.2). (3) It records inconsistent information by using the process of creating new internal model (described in Section 4.1).
A number called "weight" is assigned to each internal model. The weight for a newly created internal model equals I (as outlined in Fig. 19 the learning system receives a new sequence of input/output examples, it will check for consistency of the new sequence against all the existing internal models. (
Step (1) in Fig. 19 ) If an internal model is consistent with the new sequence, then its weight is increased by one; otherwise its weight is unchanged.
(2) If an internal model can be modified so that the modified model is consistent with the new sequence and that remains consistent with the old sequences, then the newly modified internal model is added and its weight is one plus the weight of the original internal model. (3) Otherwise, a completely new internal model is constucted based on the information provided by the new sequence of input/ output examples, and its weight is one. If inconsistent information occurs less frequently than useful information, then the weights of the models that result from inconsistent information will be lower than the weights of the good models. The model having the highest weight is the most favorable model.
w Simulation Results and Performance
The learning system has been implemented and tested by using a simulation program written in C/C++ language. Simulation examples and performance of the system are provided in this section.
Simulation Examples
Five training examples are outlined below to illustrate the training and the abilities of the learning system. The training examples are: a parity checker, an up-down counter, a sequence detector, tasks involving many states, and a simple code breaker.
A Parity Checker: We test whether the system is able to learn the task of a parity checker by using only one sequence of input/output examples. We specify what we mean by a parity checker by using the input/output sequence shown in Fig. 20 . The system produces the resultant state table shown in Fig. 21 . The system is able to learn the task of the parity checker by using only one sequence An Up-Down Counter: We test whether the system is able to learn the task of an up-down counter by using only one sequence of input/output examples (shown in Fig. 22) . This training example also shows that the system is able to handle inputs and outputs that are represented by string of characters (or multiple-bit binary numbers) having various lengths. It also shows that the system is able to take don't care characters each of which is represented by a "?". The system produces the resultant state table shown in Fig. 23 . It is able to learn the task of a four-state up-down counter by using only one sequence of input/ output examples, despite some of the outputs in the sequence contain don't care characters. A Sequence Detector: We train the system to perform the task of a sequence detector that will detect three consecutive l's in the input sequences. Four sequences of input/output examples are used. One of the sequences contains errors or "noise" so that it is not consistent with other sequences. The system is able to learn the task and produces the most favorable model that is shown in 
Tasks Involving Many States:
We test whether the system is able to handle sequential tasks that require many states. Two simple tasks, one requires 30 states and the other requires 100 states, are used as examples. The system is able to learn the tasks. The resultant stste tables are not provided here but the performance results are included in Fig. 25 and Fig. 26 . A Simple Code Breaker: We train the system to perform the task of a simple code breaker. Suppose that we want to decode an encrypted document or message, but we do not have the "key". We are, however, able to intercept and decode three related messages. Using the three sample messages we wish to build a machine that can help us decode certain unknown messages. The system is able to learn the task. The performance results are included in Fig. 25 and Fig. 26 .
The simulation results show that the system is often capable of inferring a reasonable finite state machine from just one sequence of examples. On the contrary, recurrent neural networks often require thousands of sequences. S' 6~
The following two sub-sections provides the results of evaluating the performance of the process for creating a new internal model, and the process for checking consistency and updating internal model. They also describes methods implemented in the learning system for improving the performance.
Performance of the Process for Creating a New Internal Model
The performance of the process for constructing a new internal model (Section 4.1) is limited by the step for finding a minimum closed cover (described in Section 4.1~5~) which has a search space having an upper bound of pm nodes, where p is the number of prime compatibility classes, and m is the Name of application Number of Number of Number of nodes examples steps in the states in the used by the input/output generated minimum closedsequence state number of classes in the minimum closed cover. In fact the process to obtain a minimal finite state machine consistent with a given sequence of steps has been proved to be an NP problem whether using neural network methods or symbolic methods. 26) To reduce the search space, the method implemented in this investigation is to use near-minimum finite state machine whenever a minimal solution is impractical. To find a near-minimum finite state machine instead of a minimum one, the only modification needed is to skip the process of deriving all prime compatibility classes (Section 4.1 (4)). The set of all maximum compatibility classes (found in Section 4.1 (3)) is then used as the prime compatibility classes for finding a minimum closed cover. Since the set of all prime compatibility classes is usually much larger than the set of all maximum compatibility classes, the solution greatly reduces the search space. The solution does not downgrade the learning ability. It only increases the size of memory required to record the sequences. The performance results of the process for each of the simulation examples are provided in Fig. 25 .
Performance of the Process for Checking Consistency and Updating Internal Models
The process for checking consistency and updating internal model (described in Section 4.2) has a search space having an upper bound of n ~ nodes, where n is the number of incompletely specified next states in a state table, and k is the number of steps in a given input/output sequence. A large number of incompletely specified next states in a state table can result in a very large number of output sequences that can be generated by the state table in responding to a given input sequence. To solve this problem, two methods are used to reduce the search space by eliminating branches in the search trees.
The first method is to use the depth-first search process described in Section 4.2 (4). The depth-first search process is stopped as soon as an inconsistency is found. Thus, not all the output sequences are required to be generated The second method is incorporated in the process for removing possible next states (described in Section 4.2(5)). Removing a possible next state corresponding to an output sequence will remove the possibility for generating the output sequence. Since a next state is usually responsible for generating many output sequences, removing one next state will prevent many other corresponding output sequences from being generated.
The performance results of the process for each of the simulation examples are provided in Fig. 26 .
w Conclusion
A learning system is described in detail in this paper. The learning system addresses a general problem that of learning both sequential and combination tasks by observation. The learning system is also a complete system that can adapt to changes and can handle inconsistent information. Although some processes used in the system has search space in the order of exponential, various methods used in this investigation are effective for reducing the search space. The system has a wide range of applications and the resulting learned models are easy to be implemented in digital hardware.
