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SUMMARY 
In this work some properties and applications of different factor 
analysis techniques of qualitative data are discussed. Using an artifl-
cially generated set of data we show that the principal component 
analysis of the total coincidence matrix (rotated Solutions) and the ana-
lysis of correspondences are the most relevant for studies of descriptive 
ecology. 
RESUMEN 
En este trabajo se discuten algunas propiedades y aplicaciones de 
diferentes técnicas de análisis factorial de datos cualitativos (análisis 
de componentes principales de la matriz de contingencias múltiples y de 
coincidencias totales y análisis de correspondencias). Los datos utiliza-
dos se han generado de forma artificial, haciendo variar los compor-
tamientos de las variables en sus presencias y ausencias. 
Se muestra que el análisis de componentes principales de la matriz 
de coincidencias totales (soluciones rotadas) y el análisis de correspon-
dencias presentan las mayores ventajas de utilización en estudios de 
tipificación de comunidades en ecología descriptiva. 
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INTRODUCCIÓN 
Frente a los métodos de clasificación, las ordenaciones producidas 
por las técnicas de análisis factorial (por ejemplo, análisis de compo-
nentes principales) presentan, entre otras, las siguientes diferencias en 
los resultados que se obtienen: 
1. La representación (estructuración) de las observaciones no es por 
medio de grupos discontinuos, sino a través de gradientes. Esta 
propiedad es muy conocida y se recoge con el nombre de orde-
nación. Está expresada en los factores o coeficientes de carga de 
las variables, calculados a partir de los autovectores de la ma-
triz de correlación del análisis de componentes principales. 
2. La propiedad de recoger comportamientos opuestos entre grupos 
de variables, que se traduce en la existencia de una polaridad 
que afecta a los factores y que corresponde, por ejemplo, en los 
estudios de tipificación ecológica de comunidades a una distri-
bución de distinto signo de las especies afectadas (González Ber-
náldez y otros, 1977). 
La primera propiedad aludida es muy conocida; examinaremos, so-
bre todo, la segunda en relación con distintos tipos de tratamiento fac-
torial de datos cualitativos: 
a) Análisis de componentes principales de la matriz de correlación 
basada en tablas de «contingencias múltiples» (Yarranton, 1967; Ivimey-
Cook y Proctor, 1967) que denominaremos ACPCt. 
b) Análisis factorial de correspondencias (Escofier-Cordier, 1965, 
1969; Bénzecri, 1969; González Bemáldez y otros, 1977), ACPCr. 
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c) Análisis de componentes principales de la matriz de correlación 
basada en tablas que llamaremos de «coincidencias totales» y que desig-
namos como ACPCi. 
Las diferencias entre ACPCt y ACPCi se basan, sobre todo, en la ma-
nera de tratar las dobles lusencias de los datos. 
González Bernáldez y cois. (1973) comentan que cuando el método 
ACPCt se empleaba para el análisis de datos obtenidos en la elección 
a la derecha o a la izquierda de un test de preferencias, los resultados 
no establecían relación entre la simultaneidad de elección a la izquier-
da y no elecciones a la derecha, considerando sólo las primeras, que en 
el estudio se codificaban como presencias. Es decir, dos variables Xi y X2, 
con valores de las observaciones del tipo: 
O B S E R V A C I O N E S 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
X, 0 0 0 0 1 1 1 1 0 0 O 1 1 1 
VARIABLES 
X2 1 1 1 1 0 0 0 0 1 1 1 1 1 1 
aparecen independientes en el análisis y relacionadas por tanto con dos 
componentes distintos e independientes (r = 0) cuando su verdadera re-
lación es del tipo r = — 1. 
Ivimey-Cook y Proctor (1967) proponen la utilización de las solucio-
nes rotadas (rotación varimax) de ACPCt, por su claridad al interpre-
tar —en los estudios de tipificación— las direcciones de variación de-
tectadas. 
Hill (1973) pone a punto un método, al que reconoce de igual fun-
cionamiento que el usado por Hatheway (1971) y al análisis factorial 
de correspondencias ACPCr (Escofier-Cordier, 1965), indicando que to-
dos son variantes del análisis de componentes principales y que debían 
resumirse con el nombre de «reciprocal-averaging», que él mismo pro-
pone. 
En el presente trabajo se pretende discutir la comparación de los 
resultados de los análisis de componentes principales de las matrices 
de contingencias (ACPCt), coincidencias (ACPCi) y análisis factorial de 
correspondencias (ACPC) sobre una tabla original de datos cualitativos 
generados artificialmente y en los que se investigan las distintas orde-
naciones desde el punto de vista de las relaciones abstractas entre las 
variables, una vez conocido el comportamiento de las mismas en las 
observaciones. Estos métodos son de enorme utilidad e interés en la 
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tipificación 'de las comunidades vegetales y animales dentro del campo 
de los estudios de ecología cuantitativa, en los que las observaciones 
son muestras o inventarios y variables las especies estudiadas. 
MATERIAL Y MÉTODOS 
Para obtener los datos se ha construido una matriz de 50 observa-
ciones. Estas pueden considerarse dentro de dos grupos: A (observacio-
nes 1 a 25) y B (observaciones 26 a 50). 
En las observaciones se han registrado las presencias y ausencias de 
un total de 35 variables, repartidas en siete grupos (cada cinco varia-
bles forman un grupo con igual distribución en las 50 observaciones). 
Cada grupo de variables puede presentarse en cada uno de los gru-
pos de observaciones (A y B) en tres formas diferentes: 
— Estar presente en el 96 por 100 del total de observaciones (varia-
ble muy frecuente). 
— Estar presente en el 50 por 100 del total de observaciones (varia-
ble de frecuencia media y aleatoria). 
— Estar presente en un 4 por 100 del total de observaciones (va-
riable de frecuencia rara). 
Se utilizan las letras mayúsculas de los dos grupos de observacio-
nes (A y B) para denominar a la frecuencia de ocurrencia del 96 por 100 
en dichos grupos; las letras minúsculas, para las frecuencias del 50 
por 100, y el símbolo O para las frecuencias raras del 4 por 100. 
En la tabla 1 se presenta la matriz original de los datos con la si-
guiente simbología de acuerdo con lo anterior: 
Grupos % de ocurrencias en % de ocurrencias en 
de variables las observaciones tipo A las observaciones tipo B 
Ab 96 50 
aB 50 96 
AO 96 4 
OB 4 96 
aO 50 4 
Ob 4 50 
ab 50 50 
Así pues, los siete grupos de variables, con cinco repeticiones cada 
uno, representan las combinaciones posibles de ocurrencias de las va-
riables en los dos grupos de observaciones, eliminando las ausencias 
y presencias totales. 
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TABLA 1.—Matriz original de datos con la denominación de los grupos de variables 
Ab, aB. AO, OB, aO, Ob. ab. A y B = 96 % de presencias; a y b = 50 % de presen-
cias; o = 4 % de presencias. 
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La elaboración de la matriz se ha realizado utilizando en todos los 
casos extracciones de números aleatorios; por ello, se ha estudiado un 
número relativamente alto de observaciones que permitieron obtener 
las proporciones de frecuencias anteriormente citadas. 
Por tanto, partimos de una matriz de 35 variables (filas) por 50 ob-
servaciones (columnas) (ver tabla 1), cuyos valores XÍJ son 1 ó O, según 
la variable / esté presente o ausente en la observación ;. 
Para el tratamiento de la matriz se han empleado las técnicas de 
análisis de componentes principales y la de análisis de corresponden-
cias en la forma siguiente: 
ANÁLISIS DE COMPONENTES PRINCIPALES 
A partir de la matriz original (tabla 1) se han construido las siguien-
tes matrices: 
Contingencias múltiples 
De dimensiones 35 por 35, donde cada elemento a« representa el nú-
mero de observaciones que coinciden en poseer a la vez las variables 
i y y. Los valores de la diagonal principal de esta matriz son el número 
total de presencias de cada variable en las 50 observaciones analizadas. 
Coincidencias totales 
De dimensiones 35 por 35, donde cada elemento aij representa el nú-
mero de observaciones que coinciden en poseer y no poseer, a la vez, 
a las variables i y /. Los valores de la diagonal principal de esta ma-
triz son todos iguales a 50 (número total de observaciones). 
A partir de ambos tipos de matrices se realizaron los análisis de 
componentes principales correspondientes mediante los siguientes 
cálculos: 
— Matriz de correlación entre filas o columnas (las matrices son 
simétricas). 
— Cálculo de autovalores, autovectores, porcentajes de absorción 
de varianza y matriz de factores (Harman, 1967; Gittins, 1969). 
— Rotación varimax (Harman, 1967) con el cálculo de una nueva 
matriz de factores y un nuevo reparto del porcentaje inicial de 
varianza absorbida. 
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ANÁLISIS DE CORRESPONDENCIAS 
Para realizar este análisis sobre la matriz original de 1 y O se si-
guieron los siguientes pasos: 
— Cálculo de la matriz de correspondencias (Escofier-Cordier, 1965). 
— Obtención de autovalores, autovectores de dicha matriz y porcen-
taje de inercia (variación) de cada uno de ellos. 
— Obtención de los factores de dispersión de las variables y ob-
servaciones (coordenadas de variables y observaciones en el mis-
mo subespacio). 
RESULTADOS 
Los resultados de los distintos análisis se exponen de forma sepa-
rada para cada uno de ellos, considerando en los análisis de compo-
nentes principales la comparación entre soluciones rotadas y sin rotar. 
Los resultados se presentan resumidos para los siete grupos de varia-
bles estudiadas. 
ANÁLISIS DE COMPONENTES PRINCIPALES. MATRIZ DE CONTINGENCIAS MÚL-
TIPLES 
ACPCt coordenadas no rotadas: 
El porcentaje total de varianza absorbida ha sido del 99,5 por 100 
para los primeros cinco componentes, repartiéndose entre ellos de la 
siguiente forma: 
I = 52, II = 35, III = 9, IV = 3 y V = 0,5 
Los factores de carga (contribuciones de cada grupo de variables 
a la ordenación) se presentan en la tabla 2. 
TABLA 2 
COMPONENTES 
T//7 fin hJff: 
V vil tU-L/f-C-O 
I II III 
Ab — 0,48 0,83 0,15 
aB 0,44 0,78 — 0,43 
AO — 0,76 0,63 0,03 
OB 0,90 0,36 — 0,19 
aO — 0,88 0,26 — 0,36 
Ob 0,94 0,15 — 0,08 
ab 0,43 0,70 0,52 
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En la figura 1 se presentan las ordenaciones de los grupos de va-
riables analizados en los planos definidos por los componentes I-II 
y I-III. No se presentan otras combinaciones de ejes por ofrecer resul-
tados similares a los anteriores. 
ACPCt coordenadas rotadas: 
El nuevo reparto de la varianza con la rotación ha sido el siguiente: 
I = 20, II = 34, III = 17, IV = 19 y V = 0,5 
Los factores de carga rotados, promediados para cada grupo de va-




r Líf LLLL/L\<ij 
/ / / III IV 
Ab 0,08 0,96 0,23 0,11 
aB 0,95 0,24 0,18 — 0,03 
AO — 0,08 0,91 0,04 0,38 
OB 0,81 — 0,31 0,31 — 0,38 
aO — 0,08 0,60 — 0,34 0,71 
Ob 0,60 — 0,30 0,15 — 0,71 
ab 0,33 0,20 0,90 — 0,19 
En la figura 2 se presentan las proyecciones de los siete grupos de 
iables en' los planos definidos por los componentes I-II, I-III y I-IV. 
ANÁLISIS DE COMPONENTES PRINCIPALES. MATRIZ DE COINCIDENCIAS TOTALES 
ACPCi coordenadas no rotadas: 
El porcentaje total de varianza absorbida fue del 99,5 por 100 y su 
Imparto en los cinco primeros componentes se realizó de la manera si-
guiente: 
I = 61, II = 17, III = 17, IV = 4 y V = 0,5 
Los factores de carga para los tres primeros componentes se expo-
























FIGURA 1.—Análisis de componentes principales de la matriz de contingencias múlti-
ples. (ACPCj.), Ordenación de los grupos de variables en los planos definidos por los 



























¡análisis de cemponentes principales de la matriz de contingencias múltiples. (ACRCJ. Ordenación 
fie los grupos de variables en los planos definidps por los ejes l-ll, l-lll y l-IV en soluciones rotadas. 
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TABLA 4 
COMPONENTES 
/ / / III 
Ab 0,86 0,17 0,35 
aB — 0,61 — 0,61 0,48 
AO 0,99 0,00 0,06 
OB — 0,99 — 0,04 — 0,06 
aO 0,72 — 0,16 — 0,63 
Ob — 0,74 0,17 — 0,58 
ab — 0 38 0,86 0,26 
En ]a figura 3 se presentan las proyecciones de los grupos de va-
riables en los planos definidos por los componentes I-II y I-III. 
ACPCi coordenadas rotadas: 
El reparto de la varianza total absorbida en los nuevos componen-
tes rotados fue como sigue: 
I = 46, II = 20, III = 28, IV = 3 y V = 2,5 
Los nuevos factores de carga pueden verse en la tabla 5. 
TABLA 5 
COMPONENTES 
/ / / III 
Ab 0,93 — 0,02 — 0,24 
aB — 0,23 — 0,17 0,94 
AO 0,84 — 0,24 — 0,44 
OB — 0,84 0,20 0,47 
aO 0,21 — 0,53 — 0,78 
Ob — 0,91 0,10 — 0,09 
ab — 0,14 0,99 — 0,02 
En la figura 4 se presentan las proyecciones de los grupos de va-
bles en los planos definidos por los componentes I-II y I-III. riabl
ANÁLISIS DE CORRESPONDENCIAS. ACPCr 
El análisis resultó de alta eficacia al absorber los cinco primeros 
ejes el 97 por 100 de la inercia total (varianza) de la matriz de corres-













FIGURA 3—Análisis de componentes principales de la matriz de coincidencias totales. 
(ACPC). Ordenación de los grupos de variables en los planos definidos por los ejes 
' l-ll y l-lll eni soluciones no rotadas. 
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FIGURA 4.—Análisis de componentes principales de la matriz de coincidencias totales. 
(ACPCj). Ordenación de los grupos de variables en los planos definidos por los ejes 
l-ll, l-lll en soluciones rotadas. 
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I = 49, II = 21, I I I = 13, IV = 10 y V = 4 
Los factores de dispersión de las variables en el nuevo subespacio 
y referido a los cuatro primeros ejes son como sigue en la tabla 6. 
TABLA 6 
E J E S 
Variables 
/ / / III IV 
Ab — 0,52 — 0,28 - 0 , 1 0 0,24 
aB 0,29 0,33 0,26 0,14 
AO — 0,90 — 0,08 - 0 , 0 2 0,26 
OB 0,98 0,23 0,24 0,02 
aO — 1,11 0,98 - 0 , 2 0 — 0,72 
Ob 0,88 0,01 - 1 , 1 0 0,03 
ab 0,17 — 0,76 - 0 , 1 7 — 0,47 
En la figura 5 se presentan las proyecciones de los siete grupos de 
variables en los planos definidos por los ejes I-II, I-III y I-IV. 
DISCUSIÓN Y CONCLUSIONES 
La discusión de los análisis se realizará de forma separada para cada 
uno de ellos, finalizando con una síntesis o resumen dé las principales 
características de los tres tipos de resultados. 
ANÁLISIS DE COMPONENTES PRINCIPALES. ACPCt. MATRIZ DE CONTINGENCIAS 
MÚLTIPLES 
El primer componente no rotado del análisis (fig. 1) presenta un 
50 por 100 de absorción de varianza, y discrimina con polaridad a las 
variables con presencia en la zona B de las variables con presencia 
en la zona A. Sin embargo, los valores más altos de los factores los 
poseen los grupos de variables Ob (positivos) y aO (negativos), con 
ocurrencias de tipo aleatorio (50 por 100) en cada grupo de observa-
ciones. 
El componente II (fig. 1) no posee polaridad y resulta simplemente 
de una ordenación de los grupos de variables por sus números de pre-
sencias (frecuencia de aparición). Los valores de los factores de este 
componente muestran una correlación de r = + 0,92 (altamente signifi-
cativo para p ^ 0 , 0 1 ) con el número de presencias de cada grupo de 
variables. 
























FIGURA 5.—Análisis de correspondencias. (ACPC^). Ordenaclóm de los grupos de va-
variables en los planos definidos por los ejes l-ll, l-lll y l-IV. 
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El componente III (fig. 1) no posee una fuerte polaridad y enfren-
ta al grupo ab con los grupos aB y aO. Los componentes IV y V ca-
recen de interés por su escasa información. 
Las soluciones rotadas de este análisis presentan los siguientes pun-
tos de interés: el reparto de la varianza se hace en igual proporción 
para los ejes I-II y III-IV. El componente I (fig. 2) discrimina con va-
lores altos positivos a los grupos de variables con elevado número de 
presencias en B (aB y OB) y el componente II (fig. '2) a los de elevado 
número de presencias en A (Ab y AO). Ninguno de los anteriores com-
ponentes posee polaridad, repitiendo el segundo la información del pri-
mero, puesto que las presencias en B corresponden a las ausencias en A 
y viceversa. 
El componente III (fig. 2), sin polaridad marcada, establece una 
separación entre los grupos ab y aO que no tiene un claro sentido, sal-
vo el poner de manifiesto el grupo ab de ocurrencias aleatorias. 
El componente IV (fig. 2) enfrenta con polaridad a los grupos aO 
y Ob que ya estaban discriminados en los componentes I y III. 
ANÁLISIS DE COMPONENTES PRINCIPALES. ACPCÍ. MATRIZ DE COINCIDENCIAS 
TOTALES 
Las soluciones no rotadas presentan un primer componente (fig. 3) 
que recoge el 60 por 100 de la varianza de los datos, separando con 
fuerte polaridad los grupos de variables AO (valores positivos) y OB 
(valores negativos). 
El componente II (fig. 3) discrimina claramente al grupo de varia-
bles con distribución aleatoria, ab, del grupo aB, que presenta ocurren-
cias muy frecuentes; este componente es parecido al tercero del análi-
sis anterior, pero con mayor polaridad. 
El componente III (fig. 3), de igual varianza que el anterior, parece 
responder a una discriminación entre variables con muchas presencias 
(aB y Ab) y variables con muchas ausencias (Ob y aO). 
Las soluciones rotadas de" este análisis reducen la importancia nu-
mérica del componente I en beneficio del II y III. El componente I (fi-
gura 4) discrimina al igual que el no rotado los grupos con presencias 
en A de los que tienen presencias en B; este componente posee una 
fuerte polaridad y resume los dos primeros componentes del análisis 
de la matriz de contingencias múltiples (ACPCt, soluciones rotadas: fi-
gura 2). 
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El componente II (fig. 4) discrimina claramente al grupo de varia-
bles con presencias aleatorias, ab. 
El tercer componente no es de fácil interpretación; parece reforzar 
la ordenación con gran polaridad de grupos de variables con presencias 
en B (aB y OB) frente a grupos con ausencias en B (aO y AO). 
ANÁLISIS DE CORRESPONDENCIAS. ACPCr 
El eje I, de gran importancia numérica (fig. 5), realiza la separación 
entre grupos de variables con presencia en B (OB) y grupos de varia-
bles con presencias en A (AO), reforzando la polaridad con la oposi-
ción de ausencias en A y B (valores positivos Ob, valores negativos aO). 
El eje II (fig. 5) separa el grupo de variables de ocurrencias alea-
torias, ab, del aO. El eje III, de difícil interpretación (fig. 5), discri-
mina el grupo Ob, y el eje IV al grupo aO; ambos grupos correspon-
den a variables de gran número de ausencias y ya estaban discrimi-
nados en el eje I. 
CONCLUSIONES GENERALES 
Dado que el comportamiento de las variables podía referirse a dos 
tipos de presencias, en A o en B, o a un comportamiento aleatorio de 
las ocurrencias, podemos obtener, a tenor de los resultados anterior-
mente expuestos y la discusión realizada, las siguientes conclusiones: 
1." Los tres tipos de tratamiento realizan la discriminación en un 
solo eje de los dos tipos más importantes de comportamiento de las 
variables (el análisis de componentes de la matriz de contingencias 
ACPCt en las soluciones no rotadas, en contra de lo expuesto' por 
Ivimey-Cook y Proctor en 1967). Destaca por su fuerte polaridad el 
análisis de la matriz de coincidencias ACPCi. 
2." Las soluciones no rotadas de los análisis de las matrices de con-
tingencias y coincidencias ACPCt y ACPCi poseen un componente rela-
cionado únicamente con el número de presencias (contingencias) y nú-
mero de presencias y ausencias (coincidencias). Esto, unido a la im-
portancia numérica del I componente, hace necesaria la utilización de 
las soluciones rotadas con vistas a la posible interpretación de las di-
recciones de variación detectadas (en favor de lo expuesto por Ivimey-
Cook y Proctor). 
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3." El análisis de correspondencias no presenta ejes distintos del I 
que posean interés en la ordenación. 
4.'' Las soluciones rotadas del análisis de la matriz de contingen-
cias carecen de polaridad y, al tener en cuenta sólo las presencias, fun-
cionan a oscuras del fenómeno de presencias y ausencias opuestas, pro-
duciendo dos componentes para una misma discriminación, ignorando 
que las presencias en A y ausencias en B tienen el mismo significado, 
pero de signo opuesto, que las ausencias en A y presencias en B. 
5." El análisis de componentes principales de la matriz de coinci-
dencias totales presenta fuerte polaridad en sus ejes y realiza con me-
nor número de ellos las discriminaciones necesarias para ordenar y 
poner de manifiesto los tipos más sobresalientes de comportamiento 
de las variables. 
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