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ABSTRACT 
The aim of this dissertation is developing a framework to describe damage evolution as a phase 
transformation in solid materials and couple it to the well-known Perzyna type viscoplastic 
model to account for inelastic behavior of ductile materials. To accomplish this task, the 
following steps have been performed. First, a new nonlocal, gradient based damage model is 
proposed for isotropic elastic damage using the phase field method in order to show the 
evolution of damage in brittle materials. The general framework of the phase field model (PFM) 
is discussed and the order parameter is related to the damage variable in continuum damage 
mechanics (CDM). The time dependent Ginzburg-Landau equation which is also termed the 
Allen-Cahn equation is used to describe the damage evolution process. Specific length scale 
which addresses the transition region in which the process of changing the undamaged solid to 
the fully damaged material (microcracks) occurs is defined in order to capture the effect of the 
damaged localization zone. A new implicit damage variable is proposed through the phase field 
theory. Finite Difference Method is used and details of the different aspects and regularization 
capabilities are illustrated by means of numerical examples and the validity and usefulness of the 
phase field modeling approach is demonstrated. Subsequently, the theory is developed to address 
the anisotropic damage evolution and simulation in materials. The anisotropic damage is 
discussed and appropriate nonconserved order parameters in three mutually perpendicular 
directions are defined to find the growth of the components of a second order diagonal damage 
tensor corresponding to the principle directions of a general second order damage tensor. In 
contrast to the previous models, two new tensors are proposed to act as interpolation and 
potential functions along with three coupled Allen - Cahn equations in order to obtain the 
evolution of the order parameters, which is the basis of the definition of the damage rate. The 
tensor formulation of the growth of the components of the damage tensor using the phase field 
theory is proposed for the first time. It is shown that by introducing a set of material parameters, 
there is a robust and simplified way to model the nonlocal behavior of damage and predict the 
corresponding material behavior along the principal axes of the second order damage tensor. 
Finally, the framework of coupled nonlocal damage model through phase field method and 
viscoplasticity in continuum scale is developed. It is shown that the recently proposed non local 
viii 
 
gradient type damage model through the phase field method can be coupled to a viscoplastic 
model to capture the inelastic behavior of the rate dependent material. Free energy functional of 
the system containing two main parts including damage propagation as a phase transformation 
and viscoplastic deformation is proposed. Analogous to conventional viscoplastic models, two 
terms are incorporated in the viscoplastic free energy functional to appropriately address 
dissipation and the von Mises type viscoplastic surface. In this framework it is assumed that the 
damage variable covers summation of evolution of microcracks density in elastic and plastic 
region and the total strain represents the summation of the elastic and viscoplastic counterparts. 
Since all the examples of chapters two and three are solved using the Finite Element Method, 
appropriate algorithms and derivations are also summarized in the last chapter. 
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1. ISOTROPIC NONLOCAL DAMAGE MODEL USING  PHASE FIELD 
METHOD
1
 
 
1.1. Introduction 
The phase field method (PFM) is a powerful theoretical and computational approach that is used 
in many research areas to predict the microstructure evolution that consists of two or more 
different phases and the continuous transformation between the different phases. Microstructure 
evolution, diffusion and solidification in solid materials are important phase transformations in 
which the phase field method has been used to simulate transformation with respect to time. 
Damage mechanics which is based on the evolution of micro cracks and micro voids with their 
effects on the material stiffness reduction is used for developing better constitutive and 
computational models to accurately predict the material behavior. Damage mechanics has been 
widely used in the last three decades. Bridging the phase field modeling technique to 
conventional continuum damage mechanic theory is the motivation of the present work. This 
work includes a simple definition of the order parameter to simulate damage processes using 
phase field modeling in order to implement this type of simulation. Numerous attempts have 
been made to develop computational models to describe damage process by using the finite 
element without considering the phase transformation approach ((Abu Al-Rub and Voyiadjis 
(2003); G.Z. Voyiadjis (1988); G.Z. Voyiadjis and Kattan (1990), 2006))). In parallel, it is 
shown that the phase field method is a powerful technique in tracking the microstructure and 
morphological evolution in phase transformations.  
Phase field models have several applications in various research areas including microstructural 
evolution ((Guo, Shi, and Ma (2005); Hu, Baskes, and Stan (2007))), solidification ((Boettinger, 
Warren, Beckermann, and Karma (2002); Cha, Yeon, and Yoon (2001); Gránásy, Pusztai, and 
Warren (2004); Karma (2001); Ohno and Matsuura (2010))), inhomogeneous elasticity 
                                               
1
 1) Voyiadjis, G. Z., & Mozaffari, N. (2013). Nonlocal damage model using the phase field 
method: Theory and applications. International Journal of Solids and Structures, 50(20), 3136-
3151.  
2) G.Z. Voyiadjis, N. Mozaffari, Modeling of Nonlocal Damage Using the Phase Field Method, 
in:  Handbook of Damage Mechanics, Springer, 2014, pp. 1541-1576.  
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((Boussinot, Le Bouar, and Finel (2010); Hu and Chen (2001); Sankarasubramanian (2011); Y. 
U. Wang, Jin, and Khachaturyan (2002); Zhu, Chen, and Shen (2001))), stress-induced phase 
transformation (Levitas and Ozsoy 2009a, 2009b; Levitas and Preston 2002), crack propagation 
and fracture models ((Aranson, Kalatsky, and Vinokur (2000); Karma, Kessler, and Levine 
(2001); Miehe, Hofacker, and Welschinger (2010); Miehe, Welschinger, and Hofacker (2010); 
Spatschek, Müller-Gugenberger, Brener, and Nestler (2007); Spatschek, Pilipenko, Müller-
Gugenberger, and Brener (2006))), theory of dislocations and dislocation dynamics ((Koslowski, 
Cuitino, and Ortiz (2002); Rodney, Le Bouar, and Finel (2003); Y. Wang, Jin, Cuitino, and 
Khachaturyan (2001))), and grain growth simulation ((Fan and Chen (1997); Uehara, Tsujino, 
and Ohno (2007))). Phase field models maybe used in conjunction with elasticity or a 
combination of elasticity and diffusion (Onuki (1989)) and enhancement of this method with 
nonlinear mechanical behavior is discussed in a number of references ((Gaubert, Le Bouar, and 
Finel (2010); Guo, Shi, Zhang, and Ma (2008); Yamanaka, Takaki, and Tomita (2008); Zhou, 
Shen, Mills, and Wang (2008))). Multiphase phenomena can also be simulated with this 
approach ((Moelans (2011); Ofori-Opoku and Provatas (2010); Steinbach and Apel (2006); 
Steinbach et al. (1996))). The objective of the present work is to set a general thermodynamic 
consistent framework that combines standard phase field approach with conventional damage 
mechanics theory. The advantages of using this theory is the relative simplicity of 
implementation in the standard finite element procedure, governing an estimate of the thickness 
of the damaged part and also predicting damage rate of a material. The main assumption in the 
following formulation is that the local behavior of each phase inside the RVE (Representative 
Volume Element) can be represented by the classical damage theories. The RVE is large enough 
to consider both phases as well as averaging them in the RVE without being a set of atoms or 
molecules. The latter is the case in the volume element of phase field models and in such a case; 
continuum micromechanics average relationships are not valid. Discrete-continuum 
homogenization schemes exist in some phase field models (Rodney et al. (2003)) and it has some 
limitation in terms of physical interpretation. Therefore, no specific arrangement of phases will 
be considered inside the RVE and the formulation is based on the general type of damage 
variable which will be used as order parameter for damage growth.  
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The outline of this chapter is as follows; the phase field theory is initially presented in one 
dimension following the work of Boettinger et al. (2002). This provides a succinct and sound 
physical understanding of the phase field theory basis for this work. The concept of isotropic 
damage is then presented. Following that, the one dimensional case of the free energy is 
considered for the different phases in damaged material including the evolution of damage 
through the phase field theory which is nonlocal in nature. This is the reason why the normality 
relation is not used to obtain the damage evolution as that will alleviate the use of the phase field 
theory for damage and reduce the formulation to local damage. Subsequently, the properties of 
gradient damage models through the variational formulation are demonstrated. The terms in the 
phase field formulation are then compared with the corresponding terms in the variational 
formulation. This part is a prelude to building the concept and rigorousness in developing this 
phase field theory for damage. Next, the scalar phase field based damage variable is introduced 
with a generalized state of stress in Elastic behavior assuming that damage is maintained as 
isotropic in nature. When the damage is isotropic in behavior it evolves simultaneously at the same 
rate in all the three mutually perpendicular directions and it is represented by a scalar variable but it 
can affect any component of the stress or strain tensors. Therefore, the generalization of the phase 
field based isotropic damage theory is then extended to 3D. Finally, this formulation is applied to 
a one dimensional problem of this new phase field based damage model with its numerical 
implementation. For the sake of simplicity, small deformation theory is assumed in the present 
work. Therefore, higher order terms in the displacement field are neglected.  In this chapter, any 
variable with an over bar indicates the effective state (undamaged material) and without the bar 
indicates the real damaged state. 
 
1.2. General framework of phase field models 
1.2.1. Order parameter  
Physical change in materials from one state to another state is termed a phase transition. As an 
example, when the internal temperature of water increases by heating, it changes from solid state 
(ice) to liquid state and continuing this heat increase will lead to gas state (vapor). In a standard 
phase field model, order parameter or “phase field” is used to define different phases which can 
be present in the system. Finding a macroscopic physical interpretation for order parameters is 
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arbitrary. In a system with two different phases, it is usual to define an order parameter equal to 
zero for one phase and equal to one for another phase including a smooth function which shows 
the variation of the order parameter in different phases. In this method, free energy is a function 
of the order parameter and other thermodynamic variables such as temperature or concentration. 
In common formulations of a system containing two separate phases one phase is ordered phase 
and the other one is disordered phase (Elder (2010)). Generally, the phase with lower number of 
geometric symmetries is an ordered phase in which the order parameter is equal to any arbitrary 
value except zero. The other phase with higher number of geometric symmetries is called 
disordered phase. Therefore, in transition between solid and liquid, solid phase can be considered 
as an ordered phase and liquid phase can be described as a disordered phase. There are two types 
of order parameters, “field variables”, including conserved and nonconserved order parameters 
((L. Q. Chen (2002); Moelans, Blanpain, and Wollants (2008))). Satisfying local conservation 
condition is necessary for conserved variables. In recent formulations conserved order 
parameters are shown by 𝜙 or c and nonconserved order parameters are shown by 𝜂. In general, 
second order transition is the transition in which order parameter vanishes continuously from 
ordered to disordered phases at the boundary and first order transition is the transition in which 
order parameter changes discontinuously in transition (Elder (2010)). 
1.2.2. Framework of phase field method 
During the recent 20 years, the phase field model approach is used to model various types of 
microstructure evolution as a powerful method which is based on the diffuse-interface 
description (J. W. Cahn and Hilliard (1958)). In general, there are two types of applications for 
the phase field models (L. Q. Chen (2002)). In the first type, field variables or phase fields are 
introduced in order to avoid tracking of the interfaces during microstructural evolution and the 
thermodynamic and kinetic coefficients in a phase field model are chosen to match 
corresponding parameters in the conventional sharp interface equations. In the second type, 
physical order parameters are defined to incorporate field variables for transformation. In this 
type of modeling which has been used for many solid state transformations, it is assumed that 
microstructure evolution during the process is governed by the phase field equations including 
Allen-Cahn ((Allen and Cahn (1979); J. Cahn and Allen (1977); J. W. Cahn and Hilliard (1958))) 
and Cahn-Hilliard ((J. W. Cahn and Hilliard (1958); Gurtin (1996))) equations. In addition, all 
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thermodynamic and kinetic coefficients can be related to the microstructure parameters. In this 
case, the free energy function is expressed as a polynomial of order parameters using the 
conventional Landau type of expansion (Elder (2010)) which is described later. The first 
approach is used in the present work. Based on the phase field method which is constructed 
based on the Ginzburg-Landau Theory ((Landau and Lifshitz (1988); Nauman and Balsara 
(1989); Sethna (2006))), the general thermodynamic and kinetic principles are used to derive 
evolution equations of the phase field variables. In order to derive the constitutive equations, the 
free energy functional 𝐹 for an isothermal process which must decrease during the 
microstructure evolution can be defined as a functional of phase field variables and their 
gradients as follows (Boettinger et al. (2002)): 
𝐹 = ∫ [𝜓(𝑐, 𝜂, 𝑇) +
𝜖𝑐
2
2
|∇𝑐|2 +
𝜖𝜂
2
2
|∇𝜂|2] 𝑑𝑉
𝑉
 ( 1 ) 
where 𝜓(𝑐, 𝜂, 𝑇) is the free energy density, 𝑐 is the concentration, 𝑇 is the temperature, 𝜂 is the 
order parameter, and 𝜖𝑐 and 𝜖𝜂  are gradient coefficients. Determination of these coefficients can 
give an accurate description of interface properties such as the interface energy and anisotropy of 
interface energy. In equilibrium conditions, the variational derivatives of the free energy 
functional 𝐹 with conservative concentration field 𝑐 and non-conservative field 𝜂 must satisfy the 
following equations if the gradient energy coefficients are constant: 
𝛿𝐹
𝛿𝜂
=
𝜕𝜓
𝜕𝜂
− 𝜖𝜂
2(∇2𝜂) = 0 ( 2 ) 
𝛿𝐹
𝛿𝑐
=
𝜕𝜓
𝜕𝑐
− 𝜖𝑐
2(∇2𝑐)  = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ( 3 ) 
Concentration should be constant during the process (in damage process this is not the case) in 
order to ensure the last equation to be a constant. During the process and for time-dependent 
situations, Ginzburg-Landau equations can guarantee decrease in total free energy and increase 
in entropy with respect to time and are given by: 
𝜕𝜂
𝜕𝑡
= −𝑀𝜂[
𝜕𝜓
𝜕𝜂
− 𝜖𝜂
2(∇2𝜂)] ( 4 ) 
𝜕𝑐
𝜕𝑡
= 𝛻. [𝑀𝑐𝑐(1 − 𝑐)∇(
𝜕𝜓
𝜕𝑐
− 𝜖𝑐
2(∇2𝑐))] ( 5 ) 
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𝑀𝜂 and 𝑀𝑐 are positive mobility constants which are related to the kinetic coefficients and can be 
obtained through experiments and characterized based on the mechanism of transformation or 
comparing results of the new model to the previous proposed models. Equation (4) is termed the 
Allen-Cahn equation which is the time-dependent form of Ginzburg-Landau equation and 
Equation (5) is the Cahn-Hilliard equation. Allen-Cahn equation shows that the order parameter 
evolution with respect to time is proportional to the change of the free energy functional with 
respect to the order parameter. Cahn-Hilliard equation cannot be used in the following 
development because the concentration is not conserved during the damage process. It is obvious 
that if the evolution of the phase field remains in equilibrium condition for static or quasi-static 
loading (Hunter and Koslowski (2008)) then Equation (4) is expressed as follows: 
𝜕𝜓
𝜕𝜂
= 0 ( 6 ) 
In the case of dynamic impact loading, by neglecting of the gradient coefficient, the evolution of 
the phase field will follow the original form of the theory as follows: 
𝜕𝜂
𝜕𝑡
= −𝑀𝜂
𝜕𝜓
𝜕𝜂
 ( 7 ) 
The term 𝜓 shows the variation of the free energy as a function of the order parameter. The type 
of thermodynamic function which can be used in the general equation depends on the definition 
of the problem. In general and in a system with 𝑛 different kind of phases, an order parameter is 
introduced in each phase under the following constraint condition: 
∑𝜂𝑖
𝑛
𝑖=1
= 1  𝑤𝑖𝑡ℎ 𝜂𝑖 ≥ 0 , ∀𝑖 ( 8 ) 
In such a system it is better to describe the free energy in the form of the Landau free energy, in 
which all the terms are a function of the order parameter. This free energy is a Taylor expansion 
of order parameter and the number of terms depends on the description of the phenomena. 
Landau free energy can take the following form for a system with one order parameter and each 
coefficient can be a function of temperature:  
ℒ = ℒ0 + 𝑎𝜂 + 𝑏𝜂
2 + 𝑐𝜂3 + 𝑑𝜂4 + 𝑒𝜂5 + 𝑓𝜂6 +⋯ ( 9 ) 
 The free energy can be formulated in any other applicable form but each term needs to consist of 
the order parameter. In such a problem and in order to describe the phenomenon, different 
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descriptions can be used for the free energy based on the nature of the problem. For isolated 
systems with variation of temperature, entropy is the best choice to use. For systems in which 
pressure and temperature are constant Gibbs free energy may be used while for the problems 
involving solid materials in which temperature and volume are kept constant the Helmholtz free 
energy may be used which is always the case in damage mechanics. The second and third terms 
in the definition of the free energy functional (Equation (1)) depend only on the gradient of the 
order parameter and concentration. Therefore they are equal to zero except in the interface region 
where 0 < 𝜂 < 1, and 𝜖𝑐 and 𝜖𝜂  are the gradient energy coefficients with the following 
definition (J. W. Cahn and Hilliard (1958)): 
𝜖𝜂
2 =
𝜕2𝜓
𝜕(|𝛻𝜂|)2
− 2 
𝜕
𝜕𝜂
( 
𝜕𝜓
𝜕(𝛻2𝜂)
 ) ( 10 ) 
𝜖𝑐
2 =
𝜕2𝜓
𝜕(|∇𝑐|)2
− 2
𝜕
𝜕𝑐
( 
𝜕𝜓
𝜕(∇2𝑐)
 ) ( 11 ) 
The general expression for 𝜓 which is able to cover the whole domain of the order parameter 
0 ≤ 𝜂 ≤ 1 should reduce to the appropriate term when there is just one phase. Another way is 
assuming a double well potential function with the two minima corresponding to the two 
different phase configurations. In this formulation 𝜓1 and 𝜓2 show the energy of each phase as a 
function of temperature and its concentration. Therefore, 𝜓 can be described as: 
𝜓(𝑐, 𝜂, 𝑇) = ℎ(𝜂)𝜓1(𝑐1, 𝑇) + (1 − ℎ(𝜂))𝜓2(𝑐2, 𝑇) + 𝑊𝑔(𝜂) ( 12 ) 
with the following constraint: 
𝑐1 + 𝑐2 = 1 ( 13 ) 
In Equation (12), 𝑔(𝜂) is a well double function and ℎ(𝜂) is the interpolating monotonic 
function between the different phases. These functions are expressed by the following definitions 
(L. Q. Chen (2002)): 
𝑔(𝜂) = 𝜂2(1 − 𝜂)2 ( 14 ) 
ℎ(𝜂) = 𝜂3(6𝜂2 − 15𝜂 + 10) ( 15 ) 
ℎ(𝜂) = 𝜂2(3 − 2𝜂) ( 16 ) 
Function 𝑔(𝜂) shows the effect of dissipation and it should be chosen in the way that guarantee 
increase of the phases energy for which 0 < 𝜂 < 1 and should satisfy (0) = 0 , 𝑔(1) = 0, 
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𝜕𝜂
|
𝜂=1
= 0. Function ℎ(𝜂) satisfy important criteria such as ℎ(0) = 0, ℎ(1) = 1, 
𝜕ℎ
𝜕𝜂
|
𝜂=0
=
𝜕ℎ
𝜕𝜂
|
𝜂=1
= 0, 
𝜕2ℎ
𝜕𝜂2
|
𝜂=0
=
𝜕2ℎ
𝜕𝜂2
|
𝜂=1
= 0 .One way to find the function ℎ(𝜂) from function 
𝑔(𝜂) is using the proposed relation ℎ(𝜂) =  
∫ 𝑔(𝑦)𝑑𝑦
𝜂
0
∫ 𝑔(𝑦)𝑑𝑦
1
0
 (Furukawa & Nakajima, 2001). For other 
possible choices of functions 𝑔(𝜂) and ℎ(𝜂) readers are referred to work by (S.-L. Wang et al., 
1993).  The functions 𝜓1(𝑐1, 𝑇) and 𝜓2(𝑐2, 𝑇) are the Helmholtz free energy densities of the two 
different phases respectively. The coefficient 𝑊 is set to describe the interfacial energy; 
however, it should be positive to be consistent with the double well potential function𝑔(𝜂).  
Concentration within the interface (𝑐𝐼) will vary between the limits of concentration of each 
phase and can be obtained using the previous interpolating function: 
 
𝑐𝐼 = ℎ(𝜂)𝑐1(𝜂) + (1 − ℎ(𝜂))𝑐2(𝜂) ( 17 ) 
 
1.3. Phase field theory for isotropic continuum damage mechanics theory 
1.3.1. Order parameter  
In this work, one considers special transition in a representative volume element (RVE) in which 
microvoids or microcracks exist in a pure solid (undamaged configuration). Evolution of these 
cracks and voids is caused by loading and not by a chemical reaction. Order parameter is a 
nonconserved variable in the damage process. Due to the change of the order parameter during 
the loading process, it will be represented by 𝜂 in the following formulation. Based on previous 
definitions, micro cracks and micro voids (fully damaged material) can be considered as a 
disordered phase with 𝜂 = 0 and undamaged material can be treated as an ordered phase with 
𝜂 = 1. Therefore, the damaged configuration in conventional continuum damage mechanics can 
be interpreted as a combination of both phases. Through CDM, it is obvious that 𝜙 = 0 
represents undamaged configuration, 𝜙 = 1 represents fully damaged material and 0 < 𝜙 < 1 
represents interface between fully damaged and undamaged configurations. Therefore, the 
relation between continuum damage variable and the order parameter can be summarized as 
follows: 
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𝜂 = 0,                    𝜙 = 1                          − − − −−→             cracks, voids, fully damaged 
0 < 𝜂 < 1,       0 < 𝜙 < 1                             − − −−−→              Damaged Configuration 
𝜂 = 1,                𝜙 = 0                              − − − −−→              Undamaged Configuration 
Previous definitions are illustrated in Figure 1. Undamaged material is termed phase (1) and fully 
damaged material (integration of all cracks and voids) is termed phase (2). The following 
development will lead to the new implicit definition of damage which relates cross section areas 
of damaged and undamaged configurations. 
   
 
  
 
 
 
 
 
 
 
 
Figure 1. Damage Characterization (After Voyiadjis and Mozaffari 2013, 2014) 
 
The following relation shows the dependence of the order parameter to the continuum damage 
variable: 
𝜂 = 1 − 𝜙 ( 18 ) 
This definition is in good agreement with the definitions which have been made in previous 
works in order to simulate crack propagation and simulation of fracture(Abu Al-Rub & 
Voyiadjis, 2003; Amor, Marigo, & Maurini, 2009; Aranson et al., 2000; Borden, Verhoosel, 
Scott, Hughes, & Landis, 2012; Kuhn & Müller, 2010; Miehe, Welschinger, et al., 2010; Salac & 
Lu, 2006; Spatschek et al., 2006; G. Z. Voyiadjis, Abu Al-Rub, & Palazotto, 2004). It should be 
mentioned here that all previous models ( Miehe et al. 2010, Amor et al. 2009 and Borden et al. 
Remove both Cracks and Voids 
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2012) are focussed on fracture mechanics and not damage mechanics. These models track single 
macro crack (fracture) in the material and they do not focus on damage which addresses the 
integration of micro cracks/voids area (damage quantification) in the material. The advantage of 
the following formulation is describing the continuous change between the phases such as the 
damage process.  Based on Equation (18), the order parameter is a function of the damage 
variable and in conventional PFM it should be a function of time. In general, both the order 
parameter and the damage variable are nonconserved variables which can be a function of 
position to track regions with different damage levels in the material. In this way, the 
phenomenological phase field variable can be used to indicate which phase (undamaged or 
microcracked) is present at the particular position of the material. In this work it is assumed that 
the order parameter is a function of position and in one dimensional simulation it can be 
represented by  𝜂 =  𝜂(𝑥, 𝑡).  
 
1.4. Nonlocal thermodynamic formulation of isotropic damage mechanics 
In order to describe nonlocal damage in a material, the gradient of damage is incorporated in the 
thermodynamic formulation. Nonlocal damage evolution in an elastic material can be formulated 
using the Helmholtz free energy through the phase field theory. Following the method previously 
mentioned (Boettinger et al. (2002)) the free energy can be constructed in two steps as follows: 
1- Free energy for each phase is defined as follows: 
𝜓𝑢𝑑(𝜀 , 𝜂) =  
1
2
 𝐸  𝜀  2 ( 19) 
𝜓𝑓𝑑(𝜀 , 𝜂) = 0 ( 20 ) 
where 𝜓𝑢𝑑 and 𝜓𝑓𝑑  are the free energy of the undamaged and fully damaged configurations 
respectively. 𝐸  is the modulus of elasticity in the undamaged configuration and 𝜀 is the 
corresponding strain in the undamaged configuration. 
2- Using a double well function 𝑔(𝜂), the interpolation function ℎ(𝜂), and the free energies of 
fully damaged 𝜓𝑓𝑑(𝜀 , 𝜂) and undamaged configuration 𝜓𝑢𝑑(𝜀 , 𝜂) into Equation (12) forms the 
free energy of the damaged configuration including both undamaged and microcracks 
configurations:  
𝜓(𝜀 , 𝜂) = ℎ(𝜂)𝜓𝑢𝑑(𝜀 , 𝜂) + (1 − ℎ(𝜂))𝜓𝑓𝑑(𝜀 , 𝜂) +𝑊𝑔(𝜂) ( 21 ) 
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Substituting Equation (19) and (20) into Equation (21) leads to: 
𝜓(𝜀 , 𝜂) = ℎ(𝜂)
1
2
 𝐸  𝜀  2 +𝑊𝑔(𝜂) ( 22 ) 
Making use of Equation (14) and Equation (16) in Equation (22) leads to the free energy of the 
damaged configuration in which both phases are present without the effect of the gradient of 
damage: 
𝜓(𝜀 , 𝜂) = 𝜂2(3 − 2𝜂)
1
2
 𝐸  𝜀  2 +𝑊 𝜂2 (1 − 𝜂)2 ( 23 ) 
Accordingly, the functional of the phase field variable and its gradient is given as follows: 
𝐹 = ∫ [𝜂2(3 − 2𝜂)
1
2
 𝐸  𝜀  2 + 𝑊 𝜂2 (1 − 𝜂)2 +
𝜖𝜂
2
2
|∇𝜂|2] 𝑑𝑉
𝑉
 ( 24 ) 
Using Equation (23) and substituting back into Equation (4) leads to the evolution of the order 
parameter which is related to the damage variable through Equation (18). Therefore, the 
evolution of damage variable reads: 
𝜕𝜙
𝜕𝑡
= 𝑀𝜙  [3𝐸 𝜀 
2(𝜙)(1 − 𝜙) + 2𝑊𝜙(2𝜙 − 1)(1 − 𝜙) −  𝜖𝜙
2 (∇2𝜙)] ( 25 ) 
where 𝑊 is a positive constant due to dissipation and 𝜖𝜙
2  is a positive constant corresponding to 
the gradient of damage as a length scale to bring appropriate physical meaning to Equation (25). 
These coefficients can be written in the following form: 
𝑊 = 𝐸  𝑤 ( 26 ) 
𝜖𝜙
2 = 𝐸  𝑙2 ( 27 ) 
Substituting Equation (26) and Equation (27) into Equation (25) results in: 
𝜕𝜙
𝜕𝑡
= 𝑀𝜙  𝐸  [3𝜀 
2(𝜙)(1 − 𝜙) + 2𝑤𝜙(2𝜙 − 1)(1 − 𝜙) −  𝑙2(∇2𝜙)] ( 28 ) 
Equation (28) introduces a new nonlocal, gradient based damage model for isotropic elastic 
damage using phase field method in order to show the evolution of damage. In Equation (28) l 
represents a length scale that is related to the microstructure of the material such as the grain 
size, etc.  Substituting Equation (18), Equation (26) and Equation (27) in Equation (24) leads to 
the definition of the total free energy of the damaged material with its corresponding gradient: 
𝜓(𝜀 , 𝜙, ∇𝜙) =
1
2
 𝐸  𝜀  2(1 − 𝜙)2(2𝜙 + 1) + 𝐸 𝑤 𝜙2 (1 − 𝜙)2 +
1
2
𝐸 𝑙2|∇𝜙|2  ( 29 ) 
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Equations (28) and (29) are the central equations that describe damage evolution through the 
phase field theory. In the following sections, these two equations are used to define a new 
implicit damage variable. In addition the validation of some important properties of the proposed 
damage model is investigated by comparing the terms in the proposed formulation with the 
corresponding terms in the variational formulation.  
 
1.5. Comparing with the variational formulation 
In this section, the derived equations for the phase field modeling of damage (Equation (28) and 
Equation (29)) are compared with the constitutive assumptions of the variational formulation 
(Pham, Amor, Marigo, and Maurini (2011)) in order to obtain the restrictions on the calculation 
or measurement of the coefficients in the previous equations and also validating the formulation. 
The following criteria can be viewed as the general restrictions of any gradient damage model. 
1.5.1. Positive Elasticity 
Stiffness function𝐸(𝜙), the function which shows the reduction of the stiffness, should be 
positive with𝐸(𝜙 = 1) = 0. Based on Equation (29) the definition of the stiffness function can 
deduced as follows: 
𝐸(𝜙) =  𝐸 (1 − 𝜙)2(2𝜙 + 1) ( 30 ) 
This satisfies 𝐸(𝜙 = 1) = 0 and 𝐸(𝜙) > 0 for 0 ≤ 𝜙 ≤ 1. The new definition of the stiffness 
function is compared with the conventional definition of the stiffness function in Figure 2. 
 
 
 
 
 
 
 
 
 
Figure 2. Variation of the Elastic Stiffness with Damage (After Voyiadjis and Mozaffari 2013, 
2014) 
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The region between the two curves in Figure 2 indicates the incorporation of the damage 
gradient. The additional term in the stiffness function; namely (2ϕ + 1), can be considered as an 
internal hardening variable which reflects the interaction and arresting of microcracks inside the 
material. An inflection point occurs in the curvature of this new definition in the variation of the 
stiffness function. The location of this inflection point is at  𝜙 =
1
2
, (i.e. 
𝜕2𝐸
𝜕𝜙2
= 0) which shows 
the practical limit of the damage variable (G.Z. Voyiadjis and Kattan (2012)). Obviously the 
damage variable may not have a practical meaning above 0.5. Lemaitre and others pointed out 
that this practical limit is in the neighborhood of 0.3 (Lemaitre and Desmorat (2005)). It was 
given without a mathematical justification, except that the continuum is not valid beyond that 
value. After this point degradation of the material has a much faster trend. Moreover, 
microcracks arrest each other at the beginning of the loading. This effect can cause special 
hardening, but after 50 percent loss of its starting value of stiffness, the material undergoes the 
fast reduction of its elastic stiffness.  
1.5.2. Decreasing Stiffness 
Derivative of stiffness function with respect to damage parameter should be negative: 
𝜕𝐸(𝜙)
𝜕𝜙
< 0 ( 31 ) 
Derivative of Equation (30) with respect to damage parameter (𝜙) results in the following 
relation: 
6𝐸 𝜙(𝜙 − 1)  < 0 ( 32 ) 
 
1.5.3. Dissipation 
Dissipation function 𝑤(𝜙) should be positive with 𝑤(𝜙 = 0) = 0. Based on Equation (29) the 
definition of dissipation function can be deduced as follows: 
𝑤(𝜙) = 𝐸 𝑤 𝜙2 (1 − 𝜙)2 ( 33 ) 
This satisfies  𝑤(𝜙 = 0) = 0  and  𝑤(𝜙) > 0  for  0 ≤ 𝜙 < 1. Also, the derivative of the 
dissipation function (Equation (33)) with respect to damage parameter should be positive 
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𝜕𝑤(𝜙)
𝜕𝜙
> 0 ( 34 ) 
This results in the following criterion: 
2𝐸 𝑤𝜙(2𝜙2 − 3𝜙 + 1) > 0 ( 35 ) 
This criterion is held unconditionally if 0 < 𝜙 < 1 2⁄  . 
1.5.4. Irreversibility 
Damage is an irreversible process. Therefore, evolution of damage should be positive. Based on 
the theory all constants in Equation (28) like 𝑀, 𝑤 and 𝑙 are positive. Assuming that the nonlocal 
term containing 𝑙 (length scale parameter) in Equation (28) is relatively smaller than other two 
terms, the summation of other terms are always positive for  
1
2
< 𝜙 < 1 and it remains positive 
by the specific choice of dissipation constant (𝑤) under the condition: 𝑤 <
3
2
 𝜀  2. The material 
coefficients which are used in the numerical example follow these conditions. 
 
1.6. New implicit damage variable 
In this section, a new definition of damage variable is proposed by using Equation (29).  In 
general, the fictitious undamaged configuration is used to simplify the solution procedure. 
Specific functions can be used to map the stage of damage from the undamaged configuration to 
the damaged configuration at each step and vice versa. Three tensors, namely, the stress, strain 
and elasticity tensors are used to relate the different stages from one configuration to another 
configuration in damage which is illustrated in Figure 3 as follows: 
𝜎 𝑖𝑗 = 𝑀(𝜙) 𝜎𝑖𝑗 ( 36 ) 
𝜀 𝑖𝑗 = 𝜀𝑖𝑗  (𝑞(𝜙))
−1
 ( 37 ) 
𝐸  𝑖𝑗𝑘𝑙 = 𝐸𝑖𝑗𝑘𝑙  (𝑝(𝜙))
−1
 
( 38 ) 
 
It should be noted that 𝑀(𝜙) is the effective stress coefficient which may take the form of a 
second or higher order tensor for anisotropic damage behavior. It worth to mention that all 
functions (𝑀(𝜙), 𝑞(𝜙) and 𝑝(𝜙)) are scalar functions and non-zero over 0 < 𝜙 < 1.  
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Figure 3. Tensors for Different Configurations of Isotropic Damage (After Voyiadjis and 
Mozaffari 2013, 2014)  
1.6.1. Strain Energy Equivalence 
Use is made in this work of the more general hypothesis of strain energy equivalence (Sidoroff 
(1981)) instead of the hypothesis of strain equivalence. This hypothesis can be used to find 
general relations between functions𝑀(𝜙), 𝑞(𝜙) and 𝑝(𝜙) as shown below: 
1
2
𝐸𝑖𝑗𝑘𝑙𝜀𝑖𝑗𝜀𝑘𝑙  =  
1
2
 𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑖𝑗  𝜀  𝑘𝑙 ( 39 ) 
Since the functions are assumed to be scalar then these functions are also valid for the general 
material with isotropic damage. Using Equation (37) and (38) into Equation (39) one obtains: 
1
2
(𝑝(𝜙)) 𝐸 𝑖𝑗𝑘𝑙 (𝜀 𝑖𝑗 𝑞(𝜙)) (𝜀 𝑘𝑙  𝑞(𝜙))  =  
1
2
 𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑖𝑗  𝜀  𝑘𝑙 ( 40 ) 
From Equation (40), one obtains the first specification of the mapping functions as follows: 
𝑝(𝜙)( 𝑞(𝜙))
2
= 1 ( 41 ) 
The effective stress (undamaged configuration) may be expressed as follows: 
𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑘𝑙 ( 42 ) 
Accordingly, the stress in the damaged configuration may be written as follows: 
𝜎𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙  𝜀𝑘𝑙 ( 43 ) 
Substituting Equation (42) and Equation (43) into Equation (39) leads to another form of the 
strain energy equivalence: 
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1
2
𝐸𝑖𝑗𝑘𝑙
−1  𝜎𝑖𝑗𝜎𝑘𝑙 =
1
2
𝐸 𝑖𝑗𝑘𝑙
−1  𝜎 𝑖𝑗𝜎 𝑘𝑙 ( 44 ) 
Substituting Equation (36) and Equation (38) into Equation (44) results in: 
1
2
𝐸𝑖𝑗𝑘𝑙
−1  𝜎𝑖𝑗𝜎𝑘𝑙 =
1
2
(𝑝(𝜙) 𝐸𝑖𝑗𝑘𝑙
−1 ) (𝑀(𝜙) 𝜎𝑖𝑗)(𝑀(𝜙) 𝜎𝑘𝑙) ( 45 ) 
Hence, the second specification of the mapping functions is obtained as follows: 
𝑝(𝜙)( 𝑀(𝜙))
2
= 1 ( 46 ) 
Equation (41) and Equation (46) show that functions 𝑞(𝜙) and 𝑀(𝜙) are the same (𝑞(𝜙) =
𝑀(𝜙)). Therefore, based on the strain energy equivalence hypothesis the general transformation 
can be summarized as shown in Figure 4. 
 
 
 
 
 
 
 
 
 
 
Figure 4. Mapping Functions for Isotropic Damage (After Voyiadjis and Mozaffari 2013, 2014) 
Function 𝑝(𝜙) is defined through the phase field model by Equation (30) as follows: 
𝑝(𝜙) =  (1 − 𝜙)2(2𝜙 + 1)  ( 47 ) 
The effective stress function 𝑀(𝜙) can now be obtained using Equation (46) as follows:  
𝑀(𝜙) =  
1
(1 − 𝜙)√(2𝜙 + 1)
 ( 48 ) 
This is a new definition of the effective stress coefficient which contains an additional term 
(√(2𝜙 + 1)) to show the effect of the damage gradient. The above definition of the function 
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𝑀(𝜙) leads to a new implicit definition of the damage variable (𝜙). Relating the stresses in two 
different configurations (Figure 4.) by using Equation (48) results in: 
𝑇
𝐴 
=  
1
(1 − 𝜙)√(2𝜙 + 1)
𝑇
𝐴
 ( 49 ) 
Therefore, the implicit definition of the damage variable is obtained as follows: 
(
𝐴 
𝐴
)
2
= 2𝜙3 − 3𝜙2 + 1  ( 50 ) 
The undamaged area can now be calculated using the following relation: 
𝐴 = 𝐴 √2𝜙3 − 3𝜙2 + 1    ( 51 ) 
The conventional definition of the damage variable, 
𝐴 
𝐴
= 1− 𝜙 (Kachanov (1958)) and the 
proposed new definition are illustrated in Figure 5. As it is shown in Equation (50) this is a cubic 
function in damage which can be solved explicitly in terms of  
𝐴 
𝐴
 . The solution procedure and the 
explicit solution are given in Appendix A. Comparing of the new implicit definition of the 
damage variable with the conventional damage variable in terms of  
𝐴 
𝐴
 is shown in Figure 5. The 
new definition of damage indicates the initial slow propagation of damage due to the interaction 
of cracks that initially help in arresting and slowing down the damage evolution. However, 
beyond 𝜙 = 0.5 there are many cracks and the arresting mechanism does not stop this 
propagation of damage. The proposed definition of the stiffness function leads to obtaining the 
relations for mapping the strain as well as the stress between the two configurations as follows: 
𝜎 𝑖𝑗 =  
1
(1 − 𝜙)√(2𝜙 + 1)
𝜎𝑖𝑗 ( 52 ) 
𝜀 𝑖𝑗 = 𝜀𝑖𝑗(1 − 𝜙)√(2𝜙 + 1)  ( 53 ) 
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Figure 5. Change in the cross section due to the damage variable (After Voyiadjis and Mozaffari 
2013, 2014)  
1.6.2. Strain relations in the proposed new model 
Micromechanics of the single crystal plasticity(Noll, 2006; George Z Voyiadjis & Mozaffari, 
2013) and the continuum damage mechanics theory(G.Z. Voyiadjis & Park, 1999) confirm the 
strain additive decomposition for small deformation theory of damage mechanics. Based on the 
previous works conducted by (G.Z. Voyiadjis and Kattan (1990), 1992)) and Abu Al-Rub and 
Voyiadjis (2003) the total reversible elastic strain 𝜀𝑖𝑗
𝐸  can be decomposed as follows: 
𝜀𝑖𝑗
𝐸 = 𝜀𝑖𝑗
𝑒 + 𝜀𝑖𝑗
𝑒𝑑 ( 54 ) 
In Equation (54) 𝜀𝑖𝑗
𝑒  is the ordinary elastic strain and 𝜀𝑖𝑗
𝑒𝑑 is the elastic damage strain. The 
physical interpretation of this decomposition is given in (Abu Al-Rub & Voyiadjis, 2003) and 
the same approach for strain decomposition is used widely by other researchers in the area of 
damage mechanics(Duda, Ciarbonetti, Sánchez, & Huespe, 2015; Ginzburg, 1955). On the other 
hand, the additive decomposition of strain into two components including a specific part due to 
transformation is common in phase field models. The reader is referred to the works performed 
by (Levitas & Ozsoy, 2009a, 2009b; Uehara et al., 2007). Decomposition due to various types of 
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order parameter (non conserved order parameter due to damage is assumed) can be found in (L. 
Q. Chen, 2002; Moelans et al., 2008). It is usual to call the strains due to transformation as 
eigenstrains which can be found in (Yamanaka et al., 2008). For example in the models which 
are developed for inhomogeneous elasticity the strains are decomposed to homogeneous and 
nonhomogeneous parts (Logg & Wells, 2010; Salac & Lu, 2006; Y. U. Wang et al., 2002) and it 
has been widely used in numerous textbooks (Jie Shen & Xiaofeng Yang, 2010). This approach 
in phase transformation confirms the additive decomposition which is shown in Equation (54). 
Following the additive strain decomposition, Equation(54), and Hooke’s law leads to the 
definition of the elastic damage strain and the total elastic strain in the case of isotropic damage 
in the real material (damaged configuration).Therefore, the total elastic strain in the damaged 
configuration (𝜀𝑖𝑗) is equal to the total elastic strain in the aforementioned decomposition (𝜀𝑖𝑗
𝐸 ). 
Hooke’s law is expressed as follows: 
𝜎𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙  𝜀𝑘𝑙
𝐸  ( 55 ) 
Substituting Equation (54) into Equation (55) leads to: 
𝜎𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙  (𝜀𝑘𝑙
𝑒 + 𝜀𝑘𝑙
𝑒𝑑) ( 56 ) 
Using the hypothesis of strain energy equivalence one obtains the following relation: 
1
2
 𝜎𝑖𝑗  𝜀𝑖𝑗
𝐸 =
1
2
 𝜎 𝑖𝑗  𝜀  𝑖𝑗
𝑒  ( 57 ) 
Substituting Equation (36) into Equation (56) leads to the relation between the undamaged 
elastic strain and the total elastic strain as follows: 
𝜀 𝑖𝑗
𝑒 =
1
𝑀(𝜙)
 𝜀𝑖𝑗
𝐸   ( 58 ) 
The stress strain relations in the damaged and undamaged states respectively provide the 
following relations: 
𝜎𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙  𝜀𝑘𝑙
𝑒  ( 59 ) 
𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑘𝑙
𝑒  ( 60 ) 
Substituting Equation (36) and Equation (59) into Equation (60) results in the following relation: 
𝜀 𝑖𝑗
𝑒 = 𝑀(𝜙) 𝜀𝑖𝑗
𝑒  ( 61 ) 
Using Equation (58) into Equation (60) one extracts the portion of the pure elastic strain from the 
total strain as follows: 
20 
 
𝜀𝑖𝑗
𝑒 =
1
(𝑀(𝜙))
2  𝜀𝑖𝑗
𝐸  ( 62 ) 
Therefore, the elastic damage strain can be obtained by using Equation (54) as follows: 
𝜀𝑖𝑗
𝑒𝑑 =
1 − (𝑀(𝜙))
2
(𝑀(𝜙))
2 𝜀𝑖𝑗
𝐸  ( 63 ) 
It should be noted here that under the assumption of strain additive decomposition and by using 
the strain energy hypothesis, Equations (62) and (63) are valid regardless of the definition of the 
effective stress function (𝑀(𝜙)) for any scalar damage model and it can be easily extended to 
anisotropic damage models. For the proposed model, using Equation (48) gives the portion of the 
elastic strain and elastic damage strain as follows: 
𝜀𝑖𝑗
𝑒 = (1 − 𝜙)2 (2𝜙 + 1) 𝜀𝑖𝑗
𝐸  ( 64 ) 
𝜀𝑖𝑗
𝑒𝑑 = (1 − (1 − 𝜙)2 (2𝜙 + 1) ) 𝜀𝑖𝑗
𝐸   ( 65 ) 
Equations (64) and (65) confirm the increase of the elastic-damage strain, 𝜀𝑖𝑗
𝑒𝑑 and elastic strain, 
𝜀𝑖𝑗
𝑒 , with the damage growth. These increments are shown in Figure 6 and Figure 7. 
 
Figure 6. Variation of the different types of elastic strains with respect to the damage variable 
(After Voyiadjis and Mozaffari 2013, 2014)  
Damage
0 .0 0 .1 0 .2 0 .3 0 .4 0 .5 0 .6 0 .7 0 .8 0 .9 1 .0
V
ar
io
u
s 
ty
p
es
 o
f 
S
tr
ai
n
 /
 T
o
ta
l 
E
la
st
ic
 S
tr
ai
n
0 .0
0 .1
0 .2
0 .3
0 .4
0 .5
0 .6
0 .7
0 .8
0 .9
1 .0
Sheet: Untitled1
St rai n Type/ Tot al  Elast i c St rai n
El ast i c St rai n
El ast i c-Damage St rai n
Undamaged El ast i c St rai n 
21 
 
 
 Figure 7. Variation of elastic-damage strain to elastic strain ratio with respect to damage 
variable (After Voyiadjis and Mozaffari 2013, 2014)  
It is worth mentioning here that the decomposition of the total elastic strain (Equation (54)) is in 
the damaged configuration and the portion of the total elastic strain (𝜀 𝑖𝑗) which is attributed to 
the undamaged configuration (fictitious configuration) can be computed easily by using Equation 
(48) and Equation (64) into Equation (61). In the undamaged configuration, the elastic damage 
strain is removed artificially, therefore, (𝜀 𝑖𝑗
𝑒𝑑 = 0) and (𝜀 𝑖𝑗 = 𝜀 𝑖𝑗
𝑒 ). 
1.6.3. Thermodynamic conjugate force due to damage 
A thermodynamic consistent framework for any phenomenon consists of the internal state 
variables and the laws of thermodynamics that lead to the definition of the conjugate forces due 
to each internal variable. Considering the damage variable as an internal state variable requires 
the definition of the conjugate force due to damage which can be used in the definition of the 
damage criterion. There are several ways to define the conjugate damage force which describes 
the effect of the microcracks and microvoids on the solid material. In this work, the effective 
stress coefficient (Equation (48)) can be used to obtain the conjugate force due to damage using 
the hypothesis of strain energy equivalence (G.Z. Voyiadjis & Kattan, 1999). The details of this 
formulation is given in Appendix B: 
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𝑌(𝜙) = −(
𝑀𝜎2
𝐸 
)
𝜕𝑀
𝜕𝜙
 ( 66 ) 
Using Equation (48) in Equation (66) leads to: 
𝑌(𝜙) = −𝐸 𝜀 2
3𝜙 
(1 − 𝜙)(2𝜙 + 1)
 ( 67 ) 
1.6.4. Damage Criterion 
A damage criterion is proposed to check the initiation of damage for uniaxial scalar damage 
models without the effect of kinematic hardening. Damage criterion can be defined as follows: 
𝐹𝑑(𝑌, 𝜙) =
1
2
𝑌2 − (𝑙𝑑 + 𝑞𝜙𝑒𝑞) ( 68 ) 
where, 𝜙𝑒𝑞  is the accumulated damage and in the case of scalar damage is as follows: 
𝜙𝑒𝑞 =  √∫ 𝜙2 𝑑𝑡
𝑡
0
 ( 69 ) 
The above expression is defined such that it may be also used when the damage is generalized to 
a second order tensor. In Equation (68), 𝑌 is the thermodynamic conjugate force due to damage, 
𝑞 is the damage hardening modulus, and 𝑙𝑑 is the initial damage threshold. Kuhn-Tucker 
conditions should be satisfied. Therefore, damage evolves if both of the following conditions 
hold simultaneously: 
𝐹𝑑 = 0  𝑎𝑛𝑑  
𝜕𝐹𝑑
𝜕𝑌
 ?̇? > 0 ( 70 ) 
1.6.5. Boundary conditions 
The following boundary condition is common in phase field modeling for order parameter which 
is related to the damage parameter using Equation (18): 
𝜕𝜙
𝜕𝑛
= 0 ( 71 ) 
in which 𝑛 indicates the normal vector to the boundary. 
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1.7. Numerical Aspects, Algorithm and 1D implementation 
In this section, numerical aspects of the proposed model are discussed and examples are 
presented to show the validity of the model. The proposed nonlocal damage evolution law 
(Equation (28)) can be used to capture both elastic and inelastic damage using appropriate 
constants for each part of the loading. This model may be used for both rate dependent and rate 
independent materials. The presented model incorporates the solution of the Allen-Cahn type 
equation which is of interest to mathematicians ((Bates, Brown, and Han (2009); Choi, Lee, 
Jeong, and Kim (2009); Del Pino, Kowalczyk, Pacard, and Wei (2010); X. Feng and Prohl 
(2003); Kassam and Trefethen (2005); J. Shen and X. Yang (2010))) For specific problems, the 
semi-implicit Fourier spectral method can be used ((L. Chen and Shen (1998); W. Feng et al. 
(2006))). Also the finite element method can be used to solve the governing equations (Ammar, 
Appolaire, Cailletaud, Feyel, and Forest (2009)). In this work, the finite difference scheme is 
used with three different approaches. In the next three sections, numerical details are derived and 
numerical algorithms are used to solve the evolution equation. This is presented for the simple 
uniaxial case in order to show the regularization capabilities of the model.  
1.7.1. Numerical Aspects 
In this section various types of finite difference schemes are detailed which are used to solve the 
numerical examples incorporating the damage criteria in order to show the evolution of damage 
and to solve the damage evolution equation (Equation (28)). The proposed model can be viewed 
as a special form of the well known equation (Allen-Cahn equation) with the reaction (nonlinear) 
term. First, the evolution equation needs to be discretized. In the following expressions 
superscripts show the time step and subscripts show the position in the domain. Superscript 𝑛 
shows the previous step and superscript 𝑛 + 1 shows the current step. Discretization over the 
time should be explicit, but spatial discretization can be implicit or explicit.  
1.7.2. Explicit in Space, Explicit in time  
The finite difference method is used to solve Equation (28) numerically. In order to solve the 
equation with an explicit scheme, the time step ∆𝑡 needs to be restricted by the following CFL 
(Courant, Friedrichs, & Lewy, 1928) condition (necessary condition for convergence of any 
explicit method)  for the stable convergence in the 1D case, because of the diffusion term 
24 
 
𝑀𝜙 𝐸  𝑙
2  (
∆𝑡
(∆𝑥)2
)  ≤
1
2
 (72) 
where ∆𝑡 > 0 is the time step and ∆𝑥 is the space step in the 𝑥 direction. The coefficient of the 
diffusion term in general phase field models (𝑀 𝐸  𝑙2 in our case) is set to a very small  value 
over the domain. Therefore, in the case that an explicit scheme is used the time step (i.e. ∆𝑡) can 
be set to a relatively large value. However, even if the CFL condition (Equation (72)) is held, the 
nonlinear term (reaction term) restricts the time step to set it to a small value. This term (i.e. 
nonliner term) causes the divergence of the variable 𝜙 once its value is outside the interval 
0 ≤ 𝜙 ≤ 1. To overcome this problem, the semi-implicit scheme (Warren, Kobayashi, 
Lobkovsky, & Craig Carter, 2003) is used in which the forward time terms are included. 
Therefore, the discretization is as follows for the 1D case: 
𝜙𝑖
𝑛+1 −𝜙𝑖
𝑛
∆𝑡
= −𝑀𝜙 𝐸 𝑙
2 (
𝜙𝑖+1
𝑛 − 2 𝜙𝑖
𝑛 + 𝜙𝑖−1
𝑛
(∆𝑥)2
)
+ {
𝜙𝑖
𝑛+1(1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
𝜙𝑖
𝑛(1 − 𝜙𝑖
𝑛+1)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 
(73) 
 
where 
𝑟(𝜙𝑖
𝑛) = 𝑀𝜙 𝐸  [3(𝜀 𝑖
𝑛)2 + 2𝑤(2𝜙𝑖
𝑛 − 1)] (74) 
The above discretization can guarantee that 𝜙 remains in the desired interval 0 ≤ 𝜙 ≤ 1 even 
when the large time step is used. Although, the next step term 𝜙𝑖
𝑛+1 appears in the right-hand 
side of Equation (73), it can be computed directly without solving the linear system as follows: 
{
 
 
 
 [1 − ∆𝑡(1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛)]𝜙𝑖
𝑛+1 = 𝜙𝑖
𝑛 −𝑀𝜙  𝐸 𝑙
2∆𝑡(
𝜙𝑖+1
𝑛 − 2 𝜙𝑖
𝑛 + 𝜙𝑖−1
𝑛
(∆𝑥)2
)                   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
[1 + ∆𝑡𝜙𝑖
𝑛𝑟(𝜙𝑖
𝑛)]𝜙𝑖
𝑛+1 = 𝜙𝑖
𝑛 + ∆𝑡𝜙𝑖
𝑛𝑟(𝜙𝑖
𝑛) − 𝑀𝜙 𝐸 𝑙
2∆𝑡(
𝜙𝑖+1
𝑛 − 2 𝜙𝑖
𝑛 + 𝜙𝑖−1
𝑛
(∆𝑥)2
)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 (75) 
 
This scheme for descritizing the reaction term is used in the following implicit schemes to 
restrict the reaction term. 
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1.7.3. Implicit in Space, Explicit in time 
The same treatment can be made into a fully implicit method in space in order to handle the 
reaction term in the Allen – Cahn equation (Equation (28)) like the explicit method as follows: 
𝜙𝑖
𝑛+1 −𝜙𝑖
𝑛
∆𝑡
= −𝑀𝜙 𝐸 𝑙
2 (
𝜙𝑖+1
𝑛+1 − 2 𝜙𝑖
𝑛+1 + 𝜙𝑖−1
𝑛+1
(∆𝑥)2
)
+ {
𝜙𝑖
𝑛+1(1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
𝜙𝑖
𝑛(1 − 𝜙𝑖
𝑛+1)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 
(76) 
 
Defining 𝐴 =  
−𝑀𝜙 𝐸  𝑙
2∆𝑡
(∆𝑥)2
  and rearrenging Equation (76) leads to: 
𝜙𝑖
𝑛+1 − 𝜙𝑖
𝑛 = 𝐴(𝜙𝑖+1
𝑛+1 − 2 𝜙𝑖
𝑛+1 + 𝜙𝑖−1
𝑛+1)
+ {
∆𝑡 𝜙𝑖
𝑛+1(1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
∆𝑡 𝜙𝑖
𝑛(1 − 𝜙𝑖
𝑛+1)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 
(77) 
Equation (77) can be simplified by defining two coefficients 𝐵𝑖 = ∆𝑡 (1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛) and              
𝐶𝑖 =  ∆𝑡 𝜙𝑖
𝑛𝑟(𝜙𝑖
𝑛) from the previous step as follows: 
{
𝜙𝑖
𝑛+1 − 𝐴(𝜙𝑖+1
𝑛+1 − 2 𝜙𝑖
𝑛+1 + 𝜙𝑖−1
𝑛+1) − 𝐵𝑖𝜙𝑖
𝑛+1 =  𝜙𝑖
𝑛          𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
𝜙𝑖
𝑛+1 − 𝐴(𝜙𝑖+1
𝑛+1 − 2 𝜙𝑖
𝑛+1 + 𝜙𝑖−1
𝑛+1) + 𝐶𝑖𝜙𝑖
𝑛+1 =  𝜙𝑖
𝑛 + 𝐶𝑖   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 (78) 
The right hand side of Equation (78) is known from the previous step and the whole equation can 
be re-written as follows: 
{
−𝐴𝜙𝑖+1
𝑛+1 + ( 1 + 2𝐴 − 𝐵𝑖)𝜙𝑖
𝑛+1 − 𝐴 𝜙𝑖−1
𝑛+1 =   𝜙𝑖
𝑛                 𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
−𝐴𝜙𝑖+1
𝑛+1 + ( 1 + 2𝐴 + 𝐶𝑖)𝜙𝑖
𝑛+1 − 𝐴 𝜙𝑖−1
𝑛+1 =  𝜙𝑖
𝑛 + 𝐶𝑖           𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 (79) 
 
It can be seen that some terms in Equation (79) are the same for both cases. Therefore, the 
constant finite difference coefficients can be assembled for all nodes and based on the sign of the 
function 𝑟(𝜙) at each node an additional term can be added to the specific row of the FD matrix 
which is related to the node. Therefore, Equation (79) can be written as follows: 
{
−𝐴𝜙𝑖+1
𝑛+1 + ( 1 + 2𝐴)𝜙𝑖
𝑛+1 − 𝐴 𝜙𝑖−1
𝑛+1 − 𝐵𝑖𝜙𝑖
𝑛+1  =   𝜙𝑖
𝑛           𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
−𝐴𝜙𝑖+1
𝑛+1 + ( 1 + 2𝐴)𝜙𝑖
𝑛+1 − 𝐴 𝜙𝑖−1
𝑛+1 + 𝐶𝑖𝜙𝑖
𝑛+1 =  𝜙𝑖
𝑛 + 𝐶𝑖           𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 (80) 
The following form of the matrix representation obtained by applying the boundary conditions 
(𝜙0𝑛+1 = 𝜙1𝑛+1 and 𝜙𝑛−1𝑛+1 = 𝜙𝑛𝑛+1) can be derived for Equation (80) over all the nodes:  
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[
 
 
 
 
1 −1
−𝐴 1 + 2𝐴
⋯ 0
⋮ ⋱ ⋮
0 ⋯
1 + 2𝐴 −𝐴
−1 1 ]
 
 
 
 
[
 
 
 
𝜙0
𝑛+1
.
.
.
𝜙𝑛
𝑛+1]
 
 
 
+ [𝑀𝑎𝑡𝑟𝑖𝑥 𝐵 𝑜𝑟 𝑀𝑎𝑡𝑟𝑖𝑥 𝐶]
[
 
 
 
𝜙0
𝑛+1
.
.
.
𝜙𝑛
𝑛+1]
 
 
 
= [
𝜙0
𝑛
..
.
𝜙𝑛
𝑛
] + [𝑉𝑒𝑐𝑡𝑜𝑟 𝐶] 
(81) 
where diagonal matrices 𝐵 and 𝐶 are given as follows: 
 
[𝐵] =  
[
 
 
 
 
1 −1
0 𝐵1
⋯ .
⋮ ⋱ ⋮
. ⋯
𝐵𝑛−1 0
−1 1]
 
 
 
 
 (82) 
[𝐶] =  
[
 
 
 
 
1 −1
0 𝐶1
⋯ .
⋮ ⋱ ⋮
. ⋯
𝐶𝑛−1 0
−1 1]
 
 
 
 
 (83) 
and vector 𝐶 is written as: 
[𝐶] =  
[
 
 
 
0
𝐶1.
𝐶𝑛−1
0 ]
 
 
 
 (84) 
It should be noted that in this method in order to keep the gradient of damage over the boundary 
equal to zero, at each step the value of damage on the first and the last node should be set equal 
to zero. 
1.7.4. Implicit in Space, Explicit in time (with Crank Nicolson scheme in space) 
Crank Nicolson scheme as a well-known unconditionally stable method can be used to solve the 
evolution equation (Equation (28). This method is adopted just on the terms related to the 
derivatives in space and the treatment to the reaction term is the same as the semi implicit 
method which is used in the previous two schemes. Discretization of the governing equation 
using the Crank Nicolson over the space results in: 
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𝜙𝑖
𝑛+1 −𝜙𝑖
𝑛
∆𝑡
= −𝑀𝜙 𝐸 𝑙
2(
1
2
 (
𝜙𝑖+1
𝑛+1 − 2 𝜙𝑖
𝑛+1 + 𝜙𝑖−1
𝑛+1
(∆𝑥)2
) +
1
2
(
𝜙𝑖+1
𝑛 − 2 𝜙𝑖
𝑛 + 𝜙𝑖−1
𝑛
(∆𝑥)2
))
+ {
𝜙𝑖
𝑛+1(1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
𝜙𝑖
𝑛(1 − 𝜙𝑖
𝑛+1)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 
(85) 
 
By defining 𝐸 =  
−𝑀𝜙 𝐸 𝑙
2 ∆𝑡
2(∆𝑥)2
  and rearrenging Equation (85) the following equation is obtained: 
𝜙𝑖
𝑛+1 − 𝜙𝑖
𝑛 = 𝐸(𝜙𝑖+1
𝑛+1 − 2 𝜙𝑖
𝑛+1 + 𝜙𝑖−1
𝑛+1) + 𝐸(𝜙𝑖+1
𝑛 − 2 𝜙𝑖
𝑛 + 𝜙𝑖−1
𝑛 )  
+  {
∆𝑡 𝜙𝑖
𝑛+1(1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
∆𝑡 𝜙𝑖
𝑛(1 − 𝜙𝑖
𝑛+1)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 
(86) 
Equation (86) can be simplified by defining two coefficients 𝐵𝑖 = ∆𝑡 (1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛) and               
𝐶𝑖 =  ∆𝑡 𝜙𝑖
𝑛𝑟(𝜙𝑖
𝑛) from the previous step like the implicit case as follows: 
{
𝜙𝑖
𝑛+1 − 𝐸(𝜙𝑖+1
𝑛+1 − 2 𝜙𝑖
𝑛+1 + 𝜙𝑖−1
𝑛+1) − 𝐵𝑖𝜙𝑖
𝑛+1 =   𝐸(𝜙𝑖+1
𝑛 − 2 𝜙𝑖
𝑛 + 𝜙𝑖−1
𝑛 ) + 𝜙𝑖
𝑛           𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
𝜙𝑖
𝑛+1 −𝐸(𝜙𝑖+1
𝑛+1 − 2 𝜙𝑖
𝑛+1 + 𝜙𝑖−1
𝑛+1) + 𝐶𝑖𝜙𝑖
𝑛+1 =   𝐸(𝜙𝑖+1
𝑛 − 2 𝜙𝑖
𝑛 + 𝜙𝑖−1
𝑛 ) + 𝜙𝑖
𝑛 + 𝐶𝑖    𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 (87) 
 The right hand side of Equation (87) is known from the previous step and it can be written as 
follows: 
{
−𝐸𝜙𝑖+1
𝑛+1 + ( 1 + 2𝐸 − 𝐵𝑖)𝜙𝑖
𝑛+1 − 𝐸 𝜙𝑖−1
𝑛+1 =  𝐸𝜙𝑖+1
𝑛 + ( 1 − 2𝐸)𝜙𝑖
𝑛 + 𝐸 𝜙𝑖−1
𝑛           𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
−𝐸𝜙𝑖+1
𝑛+1 + ( 1 + 2𝐸 + 𝐶𝑖)𝜙𝑖
𝑛+1 − 𝐸 𝜙𝑖−1
𝑛+1 =  𝐸𝜙𝑖+1
𝑛 + ( 1 − 2𝐸)𝜙𝑖
𝑛 + 𝐸 𝜙𝑖−1
𝑛 + 𝐶𝑖    𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 (88) 
Like the implicit scheme some terms in Equation (88) are the same for both cases. Therefore, the 
constant finite difference coefficients can be assembled for all nodes and based on the sign of the 
function 𝑟(𝜙) at each node an additional term can be added to the specific row which is related 
to the node: 
{
−𝐸𝜙𝑖+1
𝑛+1 + ( 1 + 2𝐸)𝜙𝑖
𝑛+1 −𝐸 𝜙𝑖−1
𝑛+1 −𝐵𝑖𝜙𝑖
𝑛+1  = 𝐸𝜙𝑖+1
𝑛 + ( 1 − 2𝐸)𝜙𝑖
𝑛 +𝐸 𝜙𝑖−1
𝑛         𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
−𝐸𝜙𝑖+1
𝑛+1 + ( 1 + 2𝐸)𝜙𝑖
𝑛+1 −𝐸 𝜙𝑖−1
𝑛+1 + 𝐶𝑖𝜙𝑖
𝑛+1 = 𝐸𝜙𝑖+1
𝑛 + ( 1 − 2𝐸)𝜙𝑖
𝑛 +𝐸 𝜙𝑖−1
𝑛 + 𝐶𝑖  𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 (89) 
Equation (89) can be written in the following form of the matrix representation by applying the 
boundary conditions (𝜙0𝑛+1 = 𝜙1𝑛+1 and 𝜙𝑛−1𝑛+1 = 𝜙𝑛𝑛+1) over all nodes: 
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[
 
 
 
 
1 −1
−𝐸 1 + 2𝐸
⋯ 0
⋮ ⋱ ⋮
0 ⋯
1 + 2𝐸 −𝐸
−1 1 ]
 
 
 
 
[
 
 
 
𝜙0
𝑛+1
.
.
.
𝜙𝑛
𝑛+1]
 
 
 
+ [𝑀𝑎𝑡𝑟𝑖𝑥 𝐵 𝑜𝑟 𝑀𝑎𝑡𝑟𝑖𝑥 𝐶]
[
 
 
 
𝜙0
𝑛+1
.
.
.
𝜙𝑛
𝑛+1]
 
 
 
=
[
 
 
 
 
1 −1
−𝐸 1 + 2𝐸
⋯ 0
⋮ ⋱ ⋮
0 ⋯
1 + 2𝐸 −𝐸
−1 1 ]
 
 
 
 
[
𝜙0
𝑛
..
.
𝜙𝑛
𝑛
] + [𝑉𝑒𝑐𝑡𝑜𝑟 𝐶] 
(90) 
where the diagonal matrices 𝐵 and 𝐶 along with vector 𝐶 are given in Equations (82)-(84) 
respectively.  In the following part the application of the proposed model is considered for rate 
dependent and rate independent materials. Only the first scheme is used here. However, the other 
schemes can be easily deduced. 
1.7.5. Rate independent material 
In this case, the time icrement is set equal to one (∆𝑡 = 1). Therefore, Equation (73) can be 
considered as a damage increment for a specific node: 
∆𝜙𝑖
𝑛 = −𝑀𝜙 𝐸 𝑙
2 (
𝜙𝑖+1
𝑛 − 2 𝜙𝑖
𝑛 + 𝜙𝑖−1
𝑛
(∆𝑥)2
) + {
𝜙𝑖
𝑛+1(1 − 𝜙𝑖
𝑛)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) ≤ 0 
𝜙𝑖
𝑛(1 − 𝜙𝑖
𝑛+1)𝑟(𝜙𝑖
𝑛)   𝑓𝑜𝑟  𝑟(𝜙𝑖
𝑛) > 0
 (91) 
Therefore, the updated damage level can be obtained using the following relation: 
 𝜙𝑖
𝑛+1 = 𝜙𝑖
𝑛 + ∆𝜙𝑖
𝑛 (92) 
1.7.6. Rate dependent material  
In this case, the time increment is not equal to one and Equation (73) can be used to obtain the 
damage level at the current step using Equation (75). It should be noted here that updating the 
damage level at each increment over all nodes will be done simultaneously if the implicit method 
or Crank Nicolson method are used and it will be updated seperately if the explicit method is 
used. It is obvious that the implicit method or Crank Nicolson schemes can give better results 
because they lead to updating the damage level over all nodes of the domain at the same time 
when there is a great change in the stiffness in a specific problem. Therefore, Equations (81) or 
(90) can be used to update the damage level over all nodes. 
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1.8.  Numerical Algorithm 
The following algorithm is constructed in order to solve Equation (28) in 1D domain and 
satisfying the boundary conditions for a stress driven problem using the Finite difference 
schemes which are described in the previous section. It should be noted that in the following 
algorithm and derivation, superscript 𝑛 + 1 indicates the current load step and superscript 𝑛 
indicates the previous load step. Therefore, for the case of time dependent problem the stress at 
the current step can be written as: 
𝜎𝑛+1 = 𝜎𝑛 + ∆𝑡 ?̇?  
and for the case of time independent problem, it can be written as follows: 
𝜎𝑛+1 = 𝜎𝑛 + ∆𝜎  
where ?̇? and ∆𝜎 are the stress loading rate and stress increment respectively: 
1. Initialize values of 𝑀, 𝑙, 𝑤, 𝐸 , 𝜎0, ∆𝜎, 𝜙𝑐𝑟 and 𝜙0 = 0.001 for all nodes 
1. Set  𝐸𝑛 = 𝐸 𝑛 = 𝐸 , 𝜎𝑛 = 𝜎𝑛+1 = 𝜎0 , 𝜎 
𝑛 =  𝜎 𝑛+1 = 𝜎0  𝜙
𝑛 = 𝜙0 at all nodes 
2. Compute 𝜀𝑛 =
𝜎𝑛
𝐸𝑛
 , 𝜀𝑛+1 =
𝜎𝑛+1
𝐸𝑛+1
 , 𝜀 𝑛 =
?̅?𝑛
𝐸 𝑛
 , 𝜀 𝑛+1 =
?̅?𝑛+1
𝐸 𝑛+1
 
3. Iterate the following steps until 𝜙𝑚𝑎𝑥 < 𝜙𝑐𝑟 
4. Update the load level 𝜎𝑛+1 = 𝜎𝑛 + ∆𝜎   
5. Compute 𝑌𝑛 and 𝐹𝑑
𝑛 using Equations (67) and (68) 
6. Check the damage criterion (Equation (70)) at each node 
            If 𝐹𝑑 < 0, then damage does not evolve and 𝜙
𝑛+1 = 𝜙𝑛 
If 𝐹𝑑 > 0, Compute damage level 𝜙
𝑛+1 with the desired scheme (Equation (75), 
Equation (81) or Equation (90)) 
7. Compute 𝜀𝑛+1, 𝐸𝑛+1, 𝜀 𝑛+1 
 
 
 
1.9. Numerical Examples 
It is obvious that the damage parameter is a dimensionless parameter, therefore, in order to make 
each term in Equation (28) dimensionless, the dimension of each coefficient 𝑀, 𝑤 and 𝑙 should 
be defined. In a unified system (SI), the coefficient for mobility of microcracks 𝑀 has the inverse 
dimension of the modulus of elasticity which is 
𝑚2
𝑁
, dissipation coefficients 𝑤 is a dimensionless 
coefficient, and specific length scale due to damage which is capable to capture the effects of 
nonlocal damage has length dimension (𝑚). Various values for these coefficients are examined 
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by means of numerical experiments which is described later and detailed in the following 
examples. Two different sets of experiments should be designed for a specific material to 
determine appropriate coefficients. One set can be the usual experiments to evaluate the damage 
value at a center of a bar in order to obtain the coefficient 𝑤 which leads to cancel the second 
order gradient term in Equation (28) and its corresponding coefficient (𝑙). Another set of 
nonlocal experiments should be designed to evaluate the damage value at several points along 
the length of the bar at the same time in each increment of loading. Using this data set along with 
the determined coefficient (𝑤) from the previous experiments allows one to determe the 
coefficient (𝑙). It should be noted that coefficient 𝑀 (Mobility of microcracks) can be determined 
by using all these two sets of data or can be considered exactly equal to the inverse of the value 
of the modulus of elasticity at the beginning (undamaged material) of the test in order to simplify 
this procedure.  
A uniaxial bar under tension is considered here in order to show the regularization capabilities of 
the proposed model. Reduction in stiffness is considered in the middle of the total length of the 
bar (𝐿) based on the number of nodes which are used in this specific length (𝐿𝐷) to show the 
nonlocal distribution of damage. The geometry of the bar is shown in Figure 8. The material 
properties including the hardening parameters are assumed as those (Abu Al-Rub & Voyiadjis, 
2003) for 30CrNiMo8 high strength steel: 𝐸 = 199 𝐺𝑝𝑎, 𝜈 = 0.3, 𝜎𝑦𝑝 = 870 𝑀𝑝𝑎, 𝑞 =
8.2 𝑀𝑃𝑎, and 𝑙𝑑 = 3.8  𝑀𝑃𝑎. Other specific parameters are 𝐿 = 1 𝑚, 𝐿𝐷 = 0.1 𝐿, 𝜎0 = 10 𝑀𝑃𝑎 
(initial value of stress) and ?̇? =  10
𝑀𝑃𝑎
𝑠
. In order to start the numerical procedure a small value 
 
 
 
 
Figure 8. Geometry of the specimen for the numerical examples (After Voyiadjis and Mozaffari 
2013, 2014)   
of damage should be used over all nodes which is assumed as: 𝜙0 = 0.001 and the critical value 
of damage to end the numerical procedure is assumed as 𝜙𝑐𝑟 = 0.35 unless it is different for a 
specific case. It is assumed that loading is continued up to the yield point therefore, total time of 
𝜎 = ?̇? ∆𝑡 
𝐿 
𝐿𝐷 
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the loading is equal to 86 seconds and in order to hold the CFL condition and also to keep the 
points over the damage surface it is assumed that ∆𝑡 = 0.001 𝑠. 
Example 1 – Different Schemes Comparison 
In this example various numbers of nodes along the length of the sample is examined with three 
different schemes. It is assumed that the modulus of elasticity on the specific central length (𝐿𝐷) 
is equal to 90 percent of the modulus of elasticity of the bar and the remaining coefficients are 
assumed as: 𝑀 = 1 (𝑀𝑃𝑎)−1 = 10−6 𝑚2/𝑁, 𝑤 = 10−5 and  𝑙 = 1 𝜇𝑚 =  10−6 𝑚. 
Case 1 - 21 nodes over L, 3 nodes over LD. 
The numerical results are shown in Figure 9 for three different computational schemes. There is 
complete agreement in the solution using the three different schemes. 
 
Figure 9. Damage distribution over the bar with 21 nodes. Using three Schemes: Explicit, 
Implicit and Crank Nicolson Scheme (After Voyiadjis and Mozaffari 2013, 2014) 
 
Case 2 - 41 nodes over L, 5 nodes over LD. 
The results are shown in Figure 10 for three different computational schemes. There is complete 
agreement in the solution using the three different schemes. 
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Figure 10. Damage distribution over the bar with 41 nodes. Using three Schemes: Explicit, 
Implicit and Crank Nicolson Scheme (After Voyiadjis and Mozaffari 2013, 2014) 
 
Case 3 - 81 nodes over L, 9 nodes over LD.  
 
Figure 11. Damage distribution over the bar with 81 nodes. Using three Schemes:   Explicit, 
Implicit and Crank Nicolson Scheme (After Voyiadjis and Mozaffari 2013, 2014) 
 
The results are shown in Figure 11 for three different computational schemes. There is very good 
agreement in the solution using the three different schemes. 
In order to show the stress change trend with respect to damage, a simulation is performed using 
the explicit method, but the critical damage value is set equal to one (theoretical limit value of 
damage variable). Numerical results are shown in Figures 12 and 13. 
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Figure 12. Variation of stress at the central point with respect to damage (After Voyiadjis and 
Mozaffari 2013, 2014) 
This example implies that all three schemes give the same result regardless of the number of 
nodes, although there is a slight difference between the Crank – Nicolson scheme with the other 
two in the last case. It worth mentioning that both implicit and Crank Nicolson schemes are 
unconditionally stable, therefore, it is possible to use large time steps for these schemes as there 
is no need to check the CFL condition. Also, these two schemes as it is detailed before in section 
8.1 of this chapter update the damage level over all nodes simultaneously which can be 
considered in specific problems in which there is a great change in the stiffness of the domain. 
Variation of stress versus damage follows the trend which is expected and is like other types of 
damage models. 
 
 
Figure 13. Variation of damage at central point with respect to stress (After Voyiadjis and 
Mozaffari 2013, 2014) 
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Example 2 – Influence of Microcrack mobility constant (𝑀) 
In this example, the dissipation coefficient and length scale due to damage are respectively 
assumed constant and equal to 𝑤 = 10−5,  𝑙 = 1 𝜇𝑚 =  10−6 𝑚. Various values are assumed for 
the coefficient M and results are superimposed virtually. The explicit scheme with 41 nodes is 
used along with the other previous specifications (see Figure 14).  
 
 
 
 
Figure 14. Influence of various values for mobility of microcracks coefficient 𝑀 on damage level 
for all nodes (After Voyiadjis and Mozaffari 2013, 2014) 
 
 
Example 3 – Influence of dissipation coefficient constant (𝑤) 
In this example, it is assumed that mobility of microcrakcs coefficient and length scale due to 
damage are constant and equal to 𝑀 = 10−6,  𝑙 = 1 𝜇𝑚 =  10−6 𝑚 respectively. Various values 
are assumed for the coefficient 𝑤 and results are superimposed virtually. Explicit scheme with 
41 nodes is used along with the other previous specifications (see Figure 15). It can be seen that 
greater value for M results in less value of damage on neighbor nodes. 
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Figure15. Influence of various values for dissipation coefficient 𝑤 on damage level for all nodes 
(After Voyiadjis and Mozaffari 2013, 2014) 
 
Example 4 – Influence of characteristic length coefficient (length scale) constant (𝑙) 
In this example, it is assumed that mobility of microcrakcs coefficient and dissipation coefficient 
are constant and equal to 𝑀 = 10−6,  𝑤 = 10−5 respectively. Various values are assumed for the 
coefficient 𝑙 and results are superimposed virtually. Explicit scheme with 41 nodes is used along 
with the other previous specifications. 
 
Figure 16. Influence of various values for length scale 𝑙 on damage level for all nodes (After 
Voyiadjis and Mozaffari 2013, 2014) 
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It can be seen that greater value for 𝑙 affects the damage value at the points with great change in 
stiffness (see blue color in Figure 16 at length = 0.55) which is obvious based on the nature of 
length scale due to damage. This parameter can be used to capture localization effects in 
Nonlocal type models.  
 
1.10. Conclusions 
A nonlocal gradient type damage model for ductile materials is presented using phase field 
modeling approach along with the new implicit definition of the damage variable. A unique 
Allen- Cahn type partial differential equation (Equation (28)) for damage evolution is derived 
and regularization capabilities of this model are shown by means of numerical examples. 
Although only elastic case is considered here, this model can be easily extended to the inelastic 
region by adding a continuum plasticity model to capture the effects of damage in the inelastic 
region including work hardening and strain softening using a specific set of constants 𝑀, 𝑤 and 𝑙 
which will be reported by the authors in future work. The effects of material constants 𝑀 
(mobility of microcrakcs), 𝑤 (dissipation constant) and 𝑙 (length scale due to damage) are shown 
and the specific way to measure these constants in elastic and inelastic regions is presented. This 
model opens a new challenge for experimentalists to design a fixture in order to measure damage 
values at various points along a specimen instead of central nodes. It is shown that this model 
can be used for both rate dependent and rate independent materials. It can be used to model the 
viscodamage model incorporating viscoelastic or viscoplastic material effects. In addition use is 
made of unconditionally stable methods. Crank Nicholson and implicit schemes are more 
powerful to solve Equation (28) because they can update the damage level over all nodes 
simultaneously and they are capable enough to involve other node damage levels to show the 
effects of gradient of damage as it is detailed here.  
The novelty of this chapter can be summarized in the following statements: 
 
1- New damage evolution law is proposed through a physical based theory (phase field) by 
incorporation of the damage variable and order parameter which is general and can be used 
for simulation of isotropic damage in any kind of material including rate dependent or rate 
independent without using regular normality rule (Equation (28)) 
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2- New implicit definition of damage variable (Equation (51)) which is compared to the 
conventional definition (Figure 5). 
3- New damage effect coefficient (Equation (48)) which is capable through the mathematical 
restrictions of phase field theory to transform stress and strains into the fictitious undamaged 
configuration 
4- Various FD schemes to show the capability of the model in various coupled damage 
plasticity models for materials regardless of rate dependency of the material. 
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2. ANISOTROPIC NONLOCAL DAMAGE MODEL USING PHASE FIELD 
METHOD
2
 
 
2.1. Introduction 
The existence of the phase field method goes back to the proposed theory for the 
superconductivity theory by Ginzburg and Landau (Ginzburg, 1955; Landau, 1965). This 
method, which is also referred to as the Allen – Cahn equation (Allen & Cahn, 1979; Chan, 
1977) for non-conserved order parameter and as the Cahn – Hilliard equation (John W Cahn, 
1961; J.W. Cahn & Hilliard, 1958) for conserved order parameter, is capable of taking into 
account gradients of thermodynamic variables. It has become an efficient framework for 
heterogeneous systems by introducing the diffuse interfaces concept into the microstructural 
simulation. In general, multi scale modeling of materials is used to bridge the information of the 
material properties between the nano or micro scale and the continuum mechanics formulation. 
This procedure is vital in order to obtain a better understanding of the microstructure evolution. 
The Phase Field Method (PFM) provides an excellent tool to look at the effects of the 
microstructure evolution without the necessity of tracking the interface. During the last 20 years, 
PFM has evolved considerably along with various computational tools in modeling various types 
of microstructure evolution and has found several applications in material science and 
engineering. The capability of this method to capture continuous and discontinuous 
transformations between various phases has been well documented. This method is becoming 
very popular in simulating microstructure evolution and has been widely used in various areas of 
research including solidification (Mohsen Asle Zaeem, Yin, & Felicelli, 2013; Boettinger, 
Warren, Beckermann, & Karma, 2002), solid state transformation (L. Q. Chen, 2002), grain 
growth simulation (M. Asle Zaeem, El Kadiri, Wang, & Horstemeyer, 2011; L.-Q. Chen & 
Yang, 1994), dislocation dynamics (Hu & Chen, 2001; Valery I Levitas & Javanbakht, 2012; 
Rodney, Le Bouar, & Finel, 2003; Y. Wang, Jin, Cuitino, & Khachaturyan, 2001a, 2001b), 
martensitic phase transformation (Cho, Idesman, Levitas, & Park, 2012; V.I. Levitas & Ozsoy, 
2009a, 2009b; V.I. Levitas & Preston, 2002; Mamivand, Zaeem, & El Kadiri, 2013) and fracture 
                                               
2 This chapter is accepted to publish as: Mozaffari, N. & Voyiadjis, G. Z. (in press). Phase Field Based Nonlocal 
Anisotropic Damage Mechanics Model. Physica D Nonlinear Phenomena. 
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mechanics (Amiri, Millán, Shen, Rabczuk, & Arroyo, 2014; Borden, Verhoosel, Scott, Hughes, 
& Landis, 2012; Clayton & Knap, 2014, 2015; Henry & Levine, 2004; Hesch & Weinberg, 2014; 
Li, Peco, Millán, Arias, & Arroyo, 2014; Miehe, Welschinger, & Hofacker, 2010). 
Continuum damage mechanics, which is based on the early works of Kachanov (Kachanov, 
1958) and Rabotnov (Rabotnov, 1963), is defined as the evolution and growth of microcracks 
and microvoids without tracking a single macro crack, as is the case of fracture mechanics. 
Although these microcracks are discontinues in their nature, the integration of their areas over 
the domain is defined as the damage variable through Kachanov’s work. Damage mechanics has 
been developed during the last five decades to capture the effects of anisotropic damage growth, 
which is experimentally observed even for the case of isotropic materials (CL Chow & J. Wang, 
1987; CL Chow & June Wang, 1987). Several attempts have been made to develop this concept 
and enhance it for predicting various types of material behavior such as concrete (Alliche & 
Dumontet, 2011; Comi & Perego, 2010; Kitzig & Häußler-Combe, 2011; Pituba & Fernandes, 
2011; G.Z.  Voyiadjis, Taqieddin, & Kattan, 2009), composites (Aboudi, 2011; Pavan, Oliveira, 
Maghous, & Creus, 2010; G. Z. Voyiadjis & Park, 1995; G. Z. Voyiadjis & T. Park, 1997), 
polymers (Shojaei, Li, & Voyiadjis, 2013; Voyiadiis, Shojaei, & Li, 2012; Zaïri, Naït-Abdelaziz, 
Gloaguen, & Lefebvre, 2011), viscoelastic cohesive and granular materials (Misra, 
Parthasarathy, Singh, & Spencer, 2013; Misra & Singh, 2013, 2014a, 2014b; Misra & Yang, 
2010). It has also been applied successfully to surface degradation of materials (Aghdam, 
Beheshti, & Khonsari, 2012, 2014; Beheshti & Khonsari, 2010, 2011). Parallel to the 
development of the theoretical and computational frameworks for anisotropic damage models, 
experimental characterization, through different approaches such as full field measurement 
(Azzouna, Périé, Guimard, Hild, & Roux, 2011), acoustic emission (Ali Kahirdeh & Khonsari, 
2014; A Kahirdeh, Naderi, & Khonsari, 2012) and ultrasonic waves (Atashipour, Mirdamadi, 
Hemasian-Etefagh, Amirfattahi, & Ziaei-Rad, 2012; Hosseinabadi, Nazari, Amirfattahi, 
Mirdamadi, & Sadri, 2014; Maghsoodi, Ghadami, & Mirdamadi, 2013) is  in progress. 
Moreover, the effects of the damage-healing mechanism on performance improvement of 
structural elements has been observed using nanomaterials (Peyvandi, Sbia, Soroushian, & 
Sobolev, 2013; Peyvandi & Soroushian, 2015; Peyvandi, Soroushian, Abdol, & Balachandra, 
2013; Peyvandi, Soroushian, Balachandra, & Sobolev, 2013), which necessitates the 
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development of new models to efficiently predict this behavior. The aim of this chapter, which is 
motivated by the isotropic formulation of first chapter(George Z Voyiadjis & Mozaffari, 2013, 
2014), is to provide an appropriate framework for an anisotropic damage model through the 
phase field method. The evolution of microcracks and microvoids inside the virgin material has 
been viewed as a type of phase transformation, and the Allen–Cahn equation is used to derive an 
evolution equation along three mutually perpendicular axes. These equations are contracted into 
a simple matrix form by assuming a number of tensorial symmetries, and the damage rate matrix 
is presented for a two dimensional case (2D). The effects of the nonlocal damage (gradient 
terms) in this formulation are not artificially imposed, but are achieved through the phase field 
method and the Allen Cahn equation. In order to reach  that point, the framework of the phase 
field with three order parameters is described first to provide a solid physical understanding of 
the basis of this work, and then the corresponding anisotropic damage definition is discussed in 
detail. Subsequently, correspondence of the phase field method (PFM) into the CDM for the 
anisotropic case is investigated. New tensors are proposed for interpolating the energy and 
finding the corresponding dissipation terms. Mathematical consistencies of these new tensors 
with the functions which are commonly used in PFM (Furukawa & Nakajima, 2001; S.-L. Wang 
et al., 1993) are discussed in detail. Finally, the application of the proposed phase field based 
theory in 2D is illustrated for the well-known plane stress problem for both isotropic and 
orthotropic materials.  
 
2.2. Generalized Phase field method framework 
The type of phase field model used in this work is similar to the mathematical phase field that is 
widely used without interface tracking. The main usage of this formulation is in the solidification 
problem (Boettinger et al., 2002; S.-L. Wang et al., 1993). Here, the procedure for constructing 
the free energy density given by Boettinger and his coworkers (Boettinger et al., 2002) is 
generalized in order to derive the evolution equations of the three independent order parameters 
by generalizing it from a scalar to a first order tensor. The Helmholtz free energy functional 𝐹 
for an isothermal process (constant temperature), which must decrease during  microstructure 
evolution and be minimum at equilibrium, can be defined by generalizing the functional of the 
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phase field variables and their gradients as follows in terms of a first order tensor for the non-
conserved order parameters in the absence of the conserved phase field (Boettinger et al., 2002): 
 
𝐹 = ∫ [𝜓(𝜂𝑖, 𝑇) +
𝜖𝜂
2
2
|∇𝜂𝑖|
2] 𝑑𝑉
𝑉
 ( 1 ) 
In Equation (1) 𝜓(𝜂𝑖 , 𝑇) is the free energy density, 𝑇 is the temperature, 𝜂𝑖 is the proposed 
generalized order parameters (including three order parameters along the three perpendicular 
directions), and 𝜖𝜂  is the gradient coefficient. Determination of this coefficient can give an 
accurate description of interface properties such as the interface energy and the anisotropy of the 
interface energy. Equation (1) indicates the free energy of the system with non-conserved order 
parameters as the explicit function of the spatial gradient of order parameters, which is the 
restriction of any phase field model. The variational derivatives of the free energy functional 𝐹 
with non-conservative fields 𝜂𝑖  must satisfy the following three equations of equilibrium by 
assuming the constant gradient energy coefficient: 
 
𝛿𝐹
𝛿𝜂𝑖
=
𝜕𝜓
𝜕𝜂𝑖
− 𝜖𝜂
2(∇2𝜂𝑖) = 0 ( 2 ) 
The time dependent Ginzburg-Landau equation (TDGL) which is termed the Allen- Cahn 
equation warrants a decrease in total free energy and an increase  of the entropy with respect to 
time during the process. This is given by: 
 
𝜕𝜂𝑖
𝜕𝑡
= −𝑀𝜂[
𝜕𝜓
𝜕𝜂𝑖
− 𝜖𝜂
2(∇2𝜂𝑖)] ( 3 ) 
𝑀𝜂 is the positive mobility constant  related to the kinetic coefficient. It should be mentioned 
here that the mobility constant (𝑀) and the gradient coefficient (𝜖𝜂
2) can be different in various 
directions in a more general theory or can be defined as a function of other even order 
parameters or material property (Moelans, Blanpain, & Wollants, 2008). Equation (3) is termed 
the modified Allen-Cahn equation which is the time-dependent form of the Ginzburg-Landau 
equation along the three directions and can guarantee that 𝜓(𝜂𝑖, 𝑇) has minima at 𝜂𝑖 = 0 and 
𝜂𝑖 = 1 for 𝑇 > 0. The set of the three Allen-Cahn equations shows the evolution of the three 
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independent order parameters with respect to time that is proportional to the change of the free 
energy functional with respect to the assigned order parameters in the system. When the 
transformation occurs in a short period of time, as in the case of dynamic impact loading, the 
gradient term can be dropped and the evolution of the phase fields will follow the original form 
of the theory and Equation (3) reduces to the following expression: 
 
𝜕𝜂𝑖
𝜕𝑡
= −𝑀𝜂
𝜕𝜓
𝜕𝜂𝑖
 ( 4 ) 
The type of thermodynamic function 𝜓, which shows the variation of the free energy as a 
function of the order parameters (a first order tensor), is induced from the problem definition. 
For some of the common solid mechanics problems in which the temperature and volume are 
constant during the process, the Helmholtz free energy may be used. The free energy function 𝜓 
(first term in Equation (1)) consists of two distinct terms. The first term indicates the potential 
energy of the system and must cover the whole domain of the order parameters 0 ≤ 𝜂𝑖 ≤ 1. It 
should reduce to the one phase energy by assuming the absence of the other phase. The second 
term indicates the dissipation due to the phase transformation. The free energy function 𝜓 can be 
constructed using two auxiliary functions including a monotonically increasing interpolation 
function (ℎ(𝜂𝑖)) and the function (𝑔(𝜂𝑖)) which takes into account the effect of the dissipation 
between the different phases during transformation. In the simple case of scalar valued functions 
ℎ(𝜂𝑖) and 𝑔(𝜂𝑖), and by assuming 𝜓1(𝑐1, 𝑇) and 𝜓2(𝑐2, 𝑇) for the potential energies of phases 1 
and 2 respectively, the corresponding free energy is given by: 
 
𝜓(𝑐, 𝜂𝑖 , 𝑇) = ℎ(𝜂𝑖)𝜓1(𝑐1, 𝑇) + (1 − ℎ(𝜂𝑖))𝜓2(𝑐2, 𝑇) +𝑊𝑔(𝜂𝑖) ( 5 ) 
The function 𝑔(𝜂𝑖) has mathematical specifications such as  g(0) = 0 , 
𝜕𝑔
𝜕𝜂𝑖
|
𝜂𝑖=0
= 0, 
𝜕𝑔
𝜕𝜂𝑖
> 0 
when 0 < 𝜂𝑖 < 1. The interpolation function ℎ(𝜂𝑖) complies with the mathematical 
specifications such as ℎ(0) = 0, ℎ(1) = 1. The coefficient W is set to describe the interfacial 
energy; however, it should be positive to be consistent with the function 𝑔(𝜂𝑖). Instead of using 
the conventional form of the interpolation function and the dissipation function, new tensors are 
introduced in this work in order to obtain compatibility of this theory with the basic assumption 
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of continuum damage mechanics. This approach introduces a new way to generalize the phase 
field method in order to capture the effect of anisotropy and to find an appropriate evolution 
equation along a desired direction that can be used to describe other phenomena using 
appropriate tensors. The second term in the definition of the free energy functional (Equation 
(1)) depends only on the gradient of the order parameters. This term is equal to zero except in the 
interface region where 0 < 𝜂𝑖 < 1.  
 
2.3. Anisotropic damage description 
CDM was first introduced by Kachanov (Kachanov, 1958) and Rabotnov (Rabotnov, 1963) by 
means of the effective stress concept and is currently employed in engineering applications. 
Degradation of the material caused by various types of microscopic defects including nucleation 
and growth of cracks and voids is represented by a continuous damage variable to indicate 
average stiffness reduction in an element at the macroscopic level in conjunction with the 
classical continuum mechanics theory. It has been shown experimentally that anisotropic damage 
growth occurs even in the initially isotropic material which confirms the necessity of the 
development of anisotropic damage theories (CL Chow & J. Wang, 1987; CL Chow & June 
Wang, 1987). Further research showed that the general anisotropic damage in materials can be 
described as a second order tensor (Lubarda & Krajcinovic, 1993; S Murakami, 1983; S. 
Murakami, 1988).  Using the concept of effective stress can lead to the formulation of 
anisotropic damage in a more general form. In conjunction with damage two different 
hypotheses are mostly used. The first hypothesis is the strain equivalence that assumes the strains 
are equal in both damaged and undamaged effective configurations. The second hypothesis is the 
elastic strain energy equivalence that assumes the strain energies are equal in both damaged and 
undamaged effective configurations. The second approach is used in the following derivation 
and is detailed in Appendix-A of this chapter. For a comprehensive review of the principles of 
damage mechanics theory, the reader is referred to the works of (Krajcinovic, 1983; J. Lemaitre, 
1986; Jean Lemaitre & Lippmann, 1996; S Murakami, 1983; Sidoroff, 1981; G.Z. Voyiadjis & 
Kattan, 1992; George Z Voyiadjis & Kattan, 2005; Z. Voyiadjis & Kattan, 2006). In order to 
describe the anisotropic damage in a material, the ratio of the damaged area to the total area i.e. 
microcrack density can be defined as follows: 
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?̂?𝑖 = (
𝐴𝐷
𝐴
)
𝑖
 ( 6 ) 
In Equation (6) ?̂?𝑖  designates the damage occurring in the plane where 𝐴
𝐷 is the damaged area 
and 𝐴 is the area of the plane with unit normal ?̂?𝑖 in the reference coordinate system.  The 
definition of a second order symmetric damage tensor in a general form is assumed as follows: 
 
?̂?𝑖𝑗 = [
?̂?11 ?̂?12 ?̂?13
?̂?12 ?̂?22 ?̂?23
?̂?13 ?̂?23 ?̂?33
] ( 7 ) 
 
One possibility to relate microcrack density given in Equation (6) to the components of the 
second order damage tensor given in Equation (7) is ?̂?𝑖𝑗 = √?̂?𝑖  ?̂?𝑗, which creates a symmetric 
damage tensor. Other possibilities of representing the damage tensor along with their physical 
interpretations can be found in (Z. Voyiadjis & Kattan, 2006). Applying an appropriate 
coordinate transformation (orthogonal tensor 𝑇 with 𝑇𝑖𝑗𝑇𝑘𝑗 = 𝛿𝑖𝑘) on any general second order 
symmetric damage tensor as given in Equation (7) leads to find the principal directions of 
damage. The corresponding diagonal second order damage tensor is represented in matrix form 
regarding the microcrack density along the three principle directions of damage as follows: 
 
𝜙𝑖𝑗 = [
𝜌1 0 0
0 𝜌2 0
0 0 𝜌3
] ( 8 ) 
 
Equation (8), 𝜌𝑖 designates the density of microcracks along the principle directions of the 
damage tensor given in Equation (7) and 𝜙𝑖𝑗 represents the diagonal damage tensor in the 
principle coordinate system.  
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Figure 1. Damage tensor (?̂?𝑖𝑗), and density of microcracks (?̂?𝑖) in the reference coordinate (?̂??̂??̂?); 
and Damage tensor (𝜙𝑖𝑗), and density of microcracks (𝜌𝑖) in the principle coordinate (𝑥𝑦𝑧) along 
with the proper orthogonal transformation (𝑇𝑖𝑗) 
 
The aforementioned transformation is shown on a material element in Figure 1., which is 
conventionally used to define the damage tensor in the principle directions of damage with 
diagonal components and to apply the transformation to find the damage in any desired 
coordinate system (S Murakami, 1983; Shojaei, Dahi Taleghani, & Li, 2014; Shojaei, Li, Fish, & 
Tan, 2014; G. Voyiadjis & T. Park, 1997). The definition of the damage tensor in the principle 
directions is the only way to address unilateral damage even in an isotropic material (Chaboche, 
1993). Therefore, the density of microcracks (𝜌𝑖) and the damage tensor (𝜙𝑖𝑗) in the principle 
damage directions (the same as principle directions of damage tensor) are considered, and 
Equation (8) is used in the rest of this chapter. Obviously, the general second order damage 
tensor in the form of Equation (7) can be recovered by adopting appropriate coordinate 
transformations. Previous anisotropic damage models suggest the specific linear transformation 
as a mapping function to link the effective stress tensor 𝜎 𝑖𝑗 (undamaged configuration by 
Second order damage tensor 
 
?̂? 
?̂? 
?̂? 
?̂?𝑖 
 
?̂?𝑖𝑗 
?̂?𝑖 
𝜙𝑖𝑗 
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𝑇𝑖𝑗 
 𝑇𝑖𝑗
−1 
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removing the damaged area) to the Cauchy stress tensor 𝜎𝑖𝑗 (real material – damaged 
configuration) in the general state of deformation, such that: 
 
𝜎 𝑖𝑗 = 𝑀𝑖𝑗𝑘𝑙  𝜎𝑘𝑙 ( 9 ) 
The thermodynamic consistency of this transformation is proved and shows that other lower rank 
tensors cannot satisfy the principles of thermodynamics (Keller & Hutter, 2011). The effective 
stress tensor is not symmetric; therefore, various methods are proposed to symmetrize this tensor 
through a fourth order tensor termed the damage effect tensor (𝑀𝑖𝑗𝑘𝑙) (Cordebois & Sidoroff, 
1979; Lee, Li, & Lee, 1986; Sidoroff, 1981). A fully detailed description of various types of 
damage effect tensors can be found in published works (Park & Voyiadjis, 1998; G. Voyiadjis & 
T. Park, 1997; G.Z. Voyiadjis & Park, 1999). Assuming full symmetry of the damage effect 
tensor, the following tensor properties are observed: 
 
𝑀𝑖𝑗𝑘𝑙 = 𝑀𝑘𝑙𝑖𝑗 = 𝑀𝑖𝑗𝑘𝑙
𝑇 = 𝑀𝑘𝑙𝑖𝑗
𝑇  ( 10 ) 
This property of any damage effect tensor will provide specific consistency to avoid the stress – 
strain discontinuity for the cyclic loading from tension to compression and vice versa (Chaboche, 
1993). It is worth mentioning that the damage effect tensor (𝑀𝑖𝑗𝑘𝑙) at the beginning of loading 
(i.e. all damage parameters are equal to zero) acts as a full symmetric identity tensor in order to 
preserve the symmetry of the Cauchy stress tensor along with Equation (10). In other words, 
only fourth order damage effect tensors are acceptable that can preserve the following relation: 
 
𝑀𝑖𝑗𝑘𝑙 = 𝐼𝑖𝑗𝑘𝑙 =
1
2
(𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘)       𝑓𝑜𝑟 𝑎𝑙𝑙 𝜌𝑖 = 0 ( 11 ) 
Through the use of the strain energy equivalence hypothesis (see Appendix –A), the relation 
between the modulus of elasticity and the strain tensors in the undamaged configuration (𝐸 𝑚𝑛𝑝𝑞  
and 𝜀 𝑖𝑗 respectively) and the corresponding damaged configuration can be obtained as follows: 
 
𝐸𝑝𝑞𝑚𝑛  = 𝑀𝑖𝑗𝑝𝑞
−1   𝐸 𝑖𝑗𝑘𝑙  𝑀𝑘𝑙𝑚𝑛
−𝑇  ( 12 ) 
𝜀 𝑚𝑛 = 𝑀𝑚𝑛𝑝𝑞
−𝑇 𝜀𝑝𝑞  ( 13 ) 
53 
 
2.4. Phase field theory for anisotropic continuum damage mechanics theory 
2.4.1. Order parameters  
Special transition is considered in a representative volume element (RVE) in which microvoids 
or microcracks exist in a pure solid (undamaged configuration). It is assumed that chemical 
reaction does not play a role in this transformation and all evolution of these cracks and voids is 
caused by loading. The Damage process can be considered as a second order transition with 
nonconserved order parameters as discussed in detail in previous chapter. Order parameters 
(phase fields), which are represented by 𝜂𝑖 in three mutually perpendicular directions (principle 
directions of damage tensor) in the following formulation, are assumed to be an internal state 
variable that characterizes the damage state. Based on the theory (Elder, 2010), a disordered 
phase is defined as microcracks and microvoids (fully damaged material) with 𝜂𝑖 = 0 and 
undamaged material is defined as an ordered phase with 𝜂𝑖 = 1. The combination of both phases 
can be seen in the damaged configuration based on the conventional definition. In CDM, 𝜙𝑖𝑗 = 0 
indicates the undamaged configuration, while fully damaged material is given by 𝜙𝑖𝑗 = 1, and 
0 < 𝜙𝑖𝑗 < 1 represents interface between fully damaged and undamaged configurations. The 
link between anisotropic damage tensor components in principle directions (Equation (8)), the 
density of microcracks and order parameters can be summarized as follows: 
 
𝜂𝑖 = 0, 𝜌𝑖 = 1                   𝜙𝑖𝑗 = 1                         − − −−−→             cracks, voids, fully damaged 
0 < 𝜂𝑖 < 1,       0 < 𝜙𝑖𝑗 < 1                             − − − −−→              Damaged Configuration 
𝜂𝑖 = 1, 𝜌𝑖 = 0               𝜙𝑖𝑗 = 0                              − − −−−→              Undamaged Configuration 
 
The damage variable, as well as the notation for real damaged configuration and fictitious 
undamaged configuration along with previous definitions, are summarized in Figure 2. At the 
beginning of the loading, there are no microcracks in the material (undamaged state). The 
material in this state is represented by phase (1), and it is assumed that propagation of 
microcracks leads to fully damaged material (integration of all cracks and voids), which is 
termed phase (2).  
  
54 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Anisotropic Damage Characterization incorporating Phase Field Method 
Defining a vector with all components equal to one as follows: 
𝑐𝑖 = [
1
1
1
] ( 13 ) 
leads to the following relations, which show the dependence of the order parameters to the 
density of microcracks 𝜌𝑖 and the damage tensor components  𝜙𝑖𝑗 in the principle directions (see 
Figure 1.): 
𝜂𝑖 = 𝑐𝑖 − 𝜌𝑖   ( 14 ) 
𝜙𝑖𝑗 = [
𝑐1 − 𝜂1 0 0
0 𝑐2 − 𝜂2 0
0 0 𝑐3 − 𝜂3
]   ( 15 ) 
Equation (15) represents a second order diagonal damage tensor. It makes use of the vector 
relations given by Equations (13) and (14) that contain order parameters to identify the damage 
along each orthogonal direction. This definition is in good agreement with definitions made in 
previous works in order to simulate crack propagation and fracture (Aranson, Kalatsky, & 
Vinokur, 2000; Kuhn & Müller, 2010; Miehe, Hofacker, & Welschinger, 2010; Miehe, 
Welschinger, et al., 2010; Salac & Lu, 2006; Spatschek, Pilipenko, Müller-Gugenberger, & 
Brener, 2006). Based on Equation (14), the order parameter in each direction is a function of 
microcrack density along the same direction, and in conventional PFM should be a function of 
Remove both Cracks and Voids 
𝑇 
𝑇 
𝐴  
Effective Undamaged Configuration 
- Phase (1)  
𝐸 𝑖𝑗𝑘𝑙,𝜎 𝑖𝑗, 𝜀  𝑖𝑗 
 𝜂𝑖 = 1 
  𝜌𝑖 = 0 
𝑇 
𝑇 
𝐴 
Damaged Configuration - Combination of  
Phase (1) and Phase (2) 
𝐸𝑖𝑗𝑘𝑙,𝜎𝑖𝑗, 𝜀𝑖𝑗 
0 < 𝜂𝑖 < 1  
0 < 𝜌𝑖 < 1 
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time. In order to track regions with different damage levels, the damage variable can be a 
function of position as well as order parameters. In this way, the phenomenological phase field 
variable can be used to indicate which phase (undamaged or microcracked) is present at the 
particular position of the material. In this work, it is assumed that the order parameter is a 
function of position and in a general three dimensional case can be represented by  𝜂𝑖 =
 𝜂𝑖(𝑥𝑘, 𝑡).  
 
2.5. Nonlocal thermodynamic formulation of anisotropic damage mechanics 
The incorporation of the damage gradient in thermodynamic formulation is necessary to indicate 
the nonlocal damage in a material. It is shown that looking at the damage process as a phase 
transformation can introduce the effects of nonlocal damage through the strong form into the 
formulation in contrast to the artificially added gradient term in previously proposed models (G. 
Z. Voyiadjis, Abu Al-Rub, & Palazotto, 2004). The Helmholtz free energy is used to formulate 
the nonlocal damage evolution in an elastic material. For this phenomenological approach, 
construction of free energy can be made through the method proposed by Boettinger et al. 
(Boettinger et al., 2002) in two steps as follows: 
1- Free energy for each phase is defined as follows: 
𝜓𝑢𝑑(𝜀 𝑖𝑗  ) =   
1
2
 𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑖𝑗  𝜀  𝑘𝑙 ( 16 ) 
𝜓𝑓𝑑(𝜀𝑖𝑗) = 𝜓
𝑓𝑑(𝜀 𝑖𝑗) = 0 ( 17 ) 
where 𝜓𝑢𝑑 and 𝜓𝑓𝑑  are the free energy of  undamaged and fully damaged configurations 
respectively. The tensor 𝐸 𝑖𝑗𝑘𝑙  is the modulus of elasticity in the undamaged configuration which 
is equal to the elasticity tensor at the beginning of the loading (assuming no initial damage) and 
 𝜀  𝑖𝑗 is the corresponding strain in the undamaged configuration. 
2- Use is made of the proposed new fourth order damage tensor 𝑀𝑖𝑗𝑘𝑙  together with a  
second rank tensor 𝑁𝑖𝑗 instead of the potential function 𝑔(𝜂𝑖) and the interpolation function 
ℎ(𝜂𝑖). They are incorporated in the free energies of the fully damaged 𝜓
𝑓𝑑(𝜀𝑖𝑗) and undamaged 
configurations 𝜓𝑢𝑑( 𝜀  𝑖𝑗) to form the free energy of the damaged configuration which contains 
both solid uncracked material (undamaged material) and microcracks as follows:  
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𝜓(𝜀 𝑖𝑗 , 𝜂𝑖) =
1
2
 𝑀𝑚𝑛𝑖𝑗
−1   𝐸 𝑚𝑛𝑝𝑞  𝑀𝑝𝑞𝑘𝑙
−𝑇  𝜀  𝑖𝑗  𝜀  𝑘𝑙 + 𝑊𝑁𝑖𝑗
−1 𝑁𝑖𝑗
−𝑇 ( 18 ) 
These two new tensors (𝑀𝑖𝑗𝑘𝑙  and 𝑁𝑖𝑗) are functions of the order parameters (𝜂𝑖), and are, 
subsequently,  functions of the density of microcracks in different directions (𝜌𝑖). The inverse of 
these two new tensors are proposed here as simple diagonal matrices (function of order 
parameters in the principal directions of damage tensor) using Voigt’s notation (see Appendix – 
B for details) and defining 𝑀𝑖𝑗 and 𝑁𝑖 respectively as reduced second and first order tensors: 
𝑀𝑖𝑗
−1 = 
[
 
 
 
 
 
 
𝜂1 0
0 𝜂2
0 0
0 0
0 0
0 0
0 0
0 0
𝜂3 0
0 √𝜂2𝜂3
0 0
0 0
0 0
0 0
0 0
0 0
√𝜂1𝜂3 0
0 √𝜂1𝜂2]
 
 
 
 
 
 
 
 
 (19) 
𝑁𝑖
−𝑇 =
[
 
 
 
 
 
 
(1 − 𝜂1)(1 + 𝜂1)
(1 − 𝜂2)(1 + 𝜂2)
(1 − 𝜂3)(1 + 𝜂3)
√(1 − 𝜂2)(1 + 𝜂2)(1 − 𝜂3)(1 + 𝜂3)
√(1 − 𝜂1)(1 + 𝜂1)(1 − 𝜂3)(1 + 𝜂3)
√(1 − 𝜂1)(1 + 𝜂1)(1 − 𝜂2)(1 + 𝜂2)]
 
 
 
 
 
 
  (20) 
 
The definition of the tensors 𝑀𝑖𝑗𝑘𝑙
−1  and 𝑁𝑖𝑗
−1 is motivated based on the scalar form of the damage 
tensor used within the context of the phase field framework. The scalar formulation was 
presented in the previous chapter. The proposed tensor 𝑀𝑖𝑗 guaranties the full symmetry of the 
damage effect tensor given in Equation (11). Multiplication of the inverse of tensor 𝑀𝑖𝑗 and its 
transpose acts as an interpolation function on each component of the undamaged elasticity tensor 
between two distinct states (phases) i.e. the undamaged state and the fully damaged state based 
on Equation (18). Moreover, the product of the tensor 𝑁𝑖𝑗 and its transpose acts as a dissipation 
function in Equation (18). Accordingly, one now considers each component of tensors 𝑀−1𝑀−𝑇 
and 𝑁−1𝑁−𝑇 in the forms previously proposed for the isotropic formulation of previous chapter. 
It should be mentioned here that other choices are possible for these two tensors if the 
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mathematical and physical conditions of interpolation and potential functions are satisfied. It is 
worth mentioning that using Equation (19) as the interpolation tensor ensures the mathematical 
specification of the interpolation function for any component of this tensor (i.e. 𝑀𝑖𝑗
−1𝑀𝑖𝑗
−𝑇(𝜂𝑟 =
0) = 0  and 𝑀𝑖𝑗
−1𝑀𝑖𝑗
−𝑇(𝜂𝑟 = 1) = 1 ) which is  given in the Voigt notation as follows : 
 
𝑀11
−1 𝑀11
−𝑇 = 𝜂1
2 
𝑀22
−1 𝑀22
−𝑇 = 𝜂2
2 
𝑀33
−1 𝑀33
−𝑇 = 𝜂3
2 
𝑀44
−1 𝑀44
−𝑇 = 𝜂2𝜂3 
𝑀55
−1 𝑀55
−𝑇 = 𝜂1𝜂3 
𝑀66
−1 𝑀66
−𝑇 = 𝜂1𝜂2 
( 21 ) 
Also, the tensor representation for the potential function which shows the dissipation in the form 
of Equation (20) guaranties monotonically increasing dissipation during damage when the order 
parameter changes from 1 to zero and it is worth pointing out  that second order tensor Nij
−1 
needs to be a diagonal tensor in order to create scalar value corresponding to the energy 
dissipation. In other words, if a general tensor is defined for dissipation, it needs to be transferred 
to its principal directions, then to be used into the proposed formulation. Also, multiplication in 
the form 𝑁𝑖
−1𝑁𝑖
−𝑇 as dissipation function ensures a well at the onset of the damage process (i.e. 
𝑁𝑖
−1𝑁𝑖
−𝑇(𝜂𝑟 = 1) = 0  and 
𝜕
𝜕𝜂𝑟
(𝑁𝑖
−1𝑁𝑖
−𝑇)(𝜂𝑟 = 1) = 0). Components of the proposed tensor 
𝑁𝑖𝑗 are as follows: 
 
𝑁1
−1 𝑁1
−𝑇 = (1 − 𝜂1)
2(1 + 𝜂1)
2 
𝑁2
−1 𝑁2
−𝑇 = (1 − 𝜂2)
2(1 + 𝜂2)
2 
𝑁3
−1 𝑁3
−𝑇 = (1 − 𝜂3)
2(1 + 𝜂3)
2 
𝑁4
−1 𝑁4
−𝑇 = (1 − 𝜂2)(1 + 𝜂2)(1 − 𝜂3)(1 + 𝜂3) 
𝑁5
−1 𝑁5
−𝑇 = (1 − 𝜂1)(1 + 𝜂1)(1 − 𝜂3)(1 + 𝜂3) 
𝑁6
−1 𝑁6
−𝑇 = (1 − 𝜂1)(1 + 𝜂1)(1 − 𝜂2)(1 + 𝜂2) 
( 22 ) 
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It is worth mentioning that the domain of dissipation function 𝑁𝑖𝑗
−1 𝑁𝑖𝑗
−𝑇 is extended here from 
minus one to one instead of the common values of zero and one. This adoption removes one well 
at the final value of damage (𝜌𝑖 = 1 or equivalently 𝜂𝑖 = 0) and ensures the increment of 
dissipation during the damage process as an irreversible process in the desired domain i.e. 
𝜌𝑖 , 𝜂𝑖  ∈ [0,1]. In conventional PFM formulation, double well function represents distinct 
differences between two stable phases which is not the case in the damage process since the fully 
damaged configuration is not stable. Moreover, even in the generalized formulation given by 
Gurtin (Gurtin, 1996), no mathematical restriction is considered on the type of this function. 
Accordingly, the functional of the phase field variables and its gradients is given as follows: 
𝐹 = ∫ [
1
2
 𝑀𝑚𝑛𝑖𝑗
−1   𝐸 𝑚𝑛𝑝𝑞  𝑀𝑝𝑞𝑘𝑙
−𝑇  𝜀  𝑖𝑗  𝜀  𝑘𝑙 + 𝑊𝑁𝑖𝑗
−1 𝑁𝑖𝑗
−𝑇 +
1
2
𝜖𝜂
2(∇𝜂𝑖)
𝑇 . (∇𝜂𝑖)   ] 𝑑𝑉
𝑉
 (23) 
Using Equation (23) and considering that both 𝑀𝑖𝑗𝑝𝑞
−1  and 𝑁𝑖𝑗
−1 are functions of 𝜂𝑖  and 
substituting back into Equation (3) leads to the evolution equation of the three order parameters 
and subsequently, substituting Equation (14) into the obtained evolution equation for order 
parameters leads to the evolution equations for microcrack density in each direction which is 
equal to the damage rate: 
𝜕𝜌𝑟
𝜕𝑡
= −𝑀 [
1
2
𝜕
𝜕𝜌𝑟
[𝑀𝑚𝑛𝑖𝑗
−1 𝐸 𝑚𝑛𝑝𝑞  𝑀𝑝𝑞𝑘𝑙
−𝑇 ]𝜀  𝑖𝑗  𝜀  𝑘𝑙 + 𝑊
𝜕
𝜕𝜌𝑟
[𝑁𝑖𝑗
−1𝑁𝑖𝑗
−𝑇] − 𝜖𝜂
2(𝛻2𝜌𝑟)]      ( 24 ) 
Equation (24) is the set of three new evolution equations that describes the evolution of 
microcrack density in three mutually perpendicular directions. The definition of the damage rate 
in the material can be obtained through the use of Equation (24) for the rate dependent form of 
Equation (8). All terms in the free energy functional (Equation (23)) need to have dimensions as 
elastic energy density, i.e., the first term. Therefore, the constant due to dissipation, i.e., 𝑊 has 
the dimension 𝑁/𝑚2 in the SI system and the gradient coefficient 𝜖𝜂
2 can be considered as 
multiplication of a coefficient like 𝑊1 with the energy dimension with a length scale parameter 
due to damage (𝑙) with the dimension of length: 
𝜖𝜂
2 = 𝑊1 𝑙
2 ( 25 ) 
where 𝑊1 is given as the total dissipated energy during the damage process: 
𝑊1 = 𝑊𝑁𝑖𝑗
−1 𝑁𝑖𝑗
−𝑇 = 3𝑊                𝑤ℎ𝑒𝑛 𝑎𝑙𝑙 𝜌𝑖 = 1 ( 26 ) 
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Researchers have previously developed isotropic gradient damage models using a single scalar 
damage variable through the variational approach. The form of the free energy functional in 
Equation (23) can be seen as the corresponding generalization of the free energy proposed by 
(Benallal & Marigo, 2007; K. Pham, Amor, Marigo, & Maurini, 2011; Kim Pham, Marigo, & 
Maurini, 2011; K. Pham & Marigo, 2011; Sicsic, Marigo, & Maurini, 2014) for isotropic 
gradient damage models to the anisotropic case. Previous phenomenological approaches in 
gradient enhanced damage models focused on applying the nonlocal counterpart of different 
types of variables (in integral form or adding a gradient term) in the formulation. Generally, 
three types of variables are used in these approaches:  the equivalent strain measure (DE & DE 
VREE, 1996; Geers, De Borst, Brekelmans, & Peerlings, 1998), the hardening parameter (De 
Borst, Benallal, & Heeres, 1996) and the damage variable (Tvergaard & Needleman, 1997). 
Interestingly, the damage evolution law in this work derived in Equation (24) takes into account 
the gradient of the damage variable without using the normality rule in the formulation of the 
rate of  microcrack propagation. This formulation is obtained without considering any explicit 
damage criterion and it introduces the effects of the damage gradient term into the formulation 
through the direct use of the phase field approach (which has been proved to be a thermodynamic 
consistent framework) instead of adding artificial gradient terms to strain, hardening parameter 
or damage variable. Moreover, Equation (24) is a set of well-known Allen-Cahn equations which 
are proven to have a unique solution. Their solution stability and convergence under certain 
conditions have been discussed extensively (Barrett & Blowey, 2002; Bates, Brown, & Han, 
2009; Feng & Prohl, 2003; Kassam & Trefethen, 2005). On the other hand, several successful 
attempts have been made to include the effect of anisotropy into the phase field formulation. This 
has been achieved in three distinct ways including: 1- applying a generalized 𝜉 vector on the 
gradient term in Equation (23) by Wheeler and coworkers (Wheeler, 2006; Wheeler & 
McFadden, 1996, 1997); 2- using a tensorial or anisotropic form of a mobility, i.e. factor 𝑀 in 
Equation (24) (Gugenberger, Spatschek, & Kassner, 2008; Yu & Du, 2006); 3- obtain the effect 
of anisotropy through the dependence of the coefficients 𝜖𝜂  and 𝑊 in Equation (24) to the other 
parameters of the model (Garcke, Nestler, & Stoth, 1998; McFadden, Wheeler, Braun, Coriell, & 
Sekerka, 1993). However, the proposed tensorial formulation brings the effect of anisotropy into 
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all the terms of the free energy in Equation (23) and creates a set of coupled PDEs to handle 
more complex problems. It can be used effectively in other material science areas to simulate a 
specific phenomenon by adopting appropriate tensors 𝑁𝑖𝑗
−1 and 𝑀𝑖𝑗
−1 relevant to the physics and 
nature of the problem. In the case of a multi-phase phenomenon, such a formulation can be 
combined with the proposed phase field formulation by (Garcke et al., 1998; Kundin & Siquieri, 
2011; Steinbach & Apel, 2006; Steinbach et al., 1996) for multi-phase systems. 
 
2.6. Matrix representation of Damage effect and Damage rate tensors in 2D  
In this section, the matrix representation of the derived equations for the evolution of the 
microcrack density is presented for a 2D case. Using the Voigt notation on the damage tensor in 
the principle directions (𝜙𝑖𝑗) in Equation (8) shows that the components of the diagonal damage 
tensor are equal to the density of the microcracks, i.e. 𝜙𝑖 = 𝜌𝑖 which is given as following in a 
vector form for the 2D case: 
[𝜙𝑖] = [
𝜙1
𝜙2
]  ( 27 ) 
The new tensors,  𝑀𝑖𝑗𝑘𝑙  and 𝑁𝑖𝑗, in the principle directions of damage tensor, represent the 
damage effect using the hypothesis of the elastic strain energy equivalence and dissipation due to 
damage respectively. Their respective components are functions of microcrack density in the 
orthogonal directions. Using Equation (8) and Equation (14) into the proposed tensors (Equation 
(19) and Equation (20)) leads to the definition of the damage effect tensor and dissipation vector 
respectively in the reduced matrix form for a 2D case in 1-2 plane as follows using Voigt 
notation (see Appendix-B): 
[𝑀𝑖𝑗(𝜙)] = [
𝑀11 𝑀12 𝑀16
𝑀21 𝑀22 𝑀26
𝑀61 𝑀62 𝑀66
] =
[
 
 
 
 
 
 
1
(1 − 𝜙1)
0 0
0
1
(1 − 𝜙2)
0
0 0
1
√(1 − 𝜙1)(1 − 𝜙2) ]
 
 
 
 
 
 
  ( 28 ) 
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[𝑁𝑖(𝜙)] =
[
 
 
 
 
 
 
1
𝜙1(2 − 𝜙1)
1
𝜙2(2 − 𝜙2)
1
√𝜙1(2 − 𝜙1)𝜙2(2 − 𝜙2) ]
 
 
 
 
 
 
 ( 29 ) 
It is worth mentioning that these two new tensors can be transferred to any coordinate system 
through the coordinate transformation. The damage variables  𝜙1, 𝜙2 in the previous relations 
refer to the components of the diagonal damage tensor in the principle directions. Equation (9) 
using Voigt’s notation (see Appendix-B) is obtained by using the vector representation of the 
stress tensor:  
𝜎 𝑖 = 𝑀𝑖𝑗  (𝜙) 𝜎𝑗 ( 30 ) 
Two examples are considered here to illustrate the application of the proposed anisotropic 
damage tensor and the corresponding evolution of damage presented in the preceding sections.   
 
2.7. Plane Stress problem 
The capability of the proposed anisotropic theory to handle the effect of nonlocality and 
evolution of damage is shown for a 2D example. Two different cases are examined. In the first 
one, the isotropic solid with isotropic damage is considered, while in the second, anisotropic 
damage is taken into account using an orthotropic solid. It is assumed that the thin plate lies in 
the 1-2 plane under plane stress condition;therefore, Equation (30) is expressed as follows: 
{
𝜎 1
𝜎 2
𝜎 6
} =  [
𝑀11 𝑀12 𝑀16
𝑀21 𝑀22 𝑀26
𝑀61 𝑀62 𝑀66
] {
𝜎1
𝜎2
𝜎6
} ( 31 ) 
The components of the matrix 𝑀 can be obtained from Equation (28). The elasticity matrix in the 
undamaged configuration for the plane stress condition is as follows: 
[𝐸 ] =
𝐸 
(1 − 𝜈 2)
 [
1 𝜈 0
𝜈 1 0
0 0
1 − 𝜈 
2
] ( 32 ) 
Making use of the strain energy equivalence hypothesis (Equation (12)) results in the damaged 
elasticity matrix for the plane stress condition as follows: 
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[𝐸] = [𝑀]−1[𝐸 ][𝑀]−𝑇 =
𝐸 
(1 − 𝜈 2)
 
[
 
 
 
𝑀11
−1𝑀11
−1 𝜈 𝑀11
−1𝑀22
−1 0
𝜈 𝑀11
−1𝑀22
−1 𝑀22
−1𝑀22
−1 0
0 0
1 − 𝜈 
2
𝑀66
−1𝑀66
−1
]
 
 
 
 ( 33 ) 
Strains in the undamaged configuration (which are independent of the damage parameter) are 
given as follows using the Voigt notation: 
[𝜀  ] = [
𝜀 1
𝜀 2
𝜀 6
] =  [
𝜀  11
𝜀 22
2𝜀 12
]  ( 34 ) 
The corresponding inverse of dissipation tensor (𝑁𝑖) using Equation (29) is expressed as follows: 
[𝑁]−1 = [
𝑁1
−1
𝑁2
−1
𝑁6
−1
] = [
𝜙1(2 − 𝜙1)
𝜙2(2 − 𝜙2)
√𝜙1(2 − 𝜙1)𝜙2(2 − 𝜙2)
]  ( 35 ) 
 
Case 1 – Isotropic solid with isotropic damage (𝜙1 = 𝜙2 = 𝜙) 
In this case, Equations (31), (33) and (35) can be simplified through the use of Equation (28) and 
Equation (29): 
{
𝜎 1
𝜎 2
𝜎 6
} =  
[
 
 
 
 
 
 
1
(1 − 𝜙)
0 0
0
1
(1 − 𝜙)
0
0 0
1
(1 − 𝜙)]
 
 
 
 
 
 
{
𝜎1
𝜎2
𝜎6
} ( 36 ) 
 
[𝐸] =
𝐸 
(1 − 𝜈 2)
 
[
 
 
 
(1 − 𝜙)2 𝜈 (1 − 𝜙)2 0
𝜈 (1 − 𝜙)2 (1 − 𝜙)2 0
0 0
1
2
(1 − 𝜈 )(1 − 𝜙)2]
 
 
 
 ( 37 ) 
 
[𝑁]−1 = [
𝑁1
−1
𝑁2
−1
𝑁6
−1
] = [
𝜙(2 − 𝜙)
𝜙(2 − 𝜙)
𝜙(2 − 𝜙)
]  ( 38 ) 
Moreover, the derivative of the stiffness and dissipation tensors with respect to the damage 
variable is expressed as follows: 
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𝑑
𝑑𝜙
[𝐸] =
𝐸 
(1 − 𝜈 2)
 [
−2(1 − 𝜙 ) −2𝜈 𝜙(1 − 𝜙 ) 0
−2𝜈 (1 − 𝜙 ) −2𝜙(1 − 𝜙 ) 0
0 0 −(1 − 𝜈 )(1 − 𝜙 )
] ( 39 ) 
𝑑
𝑑𝜙
[𝑁]−1[𝑁]−𝑇 = 12𝜙(𝜙 − 1)(𝜙 − 2) ( 40 ) 
 
Therefore, the evolution equation for damage can be obtained using Equation (24) as follows: 
?̇? = −𝑀 (
1
2
 [𝜀  ]𝑇 (
𝑑
𝑑𝜙
[𝐸]) [𝜀 ] + 12𝑊𝜙(𝜙 − 1)(𝜙 − 2) − 3𝑊𝑙2∇2𝜙 ) ( 41 ) 
Obviously, the norm of damage vector (Equation (27)) would be equal to ∥ 𝜙 ∥ =  √2 𝜙 . 
In the following analysis, a rescaled version of the evolution equation (Equation (41)) is 
provided to make the equation independent of the dimension following the procedure given in 
(Mesgarnejad, Bourdin, & Khonsari, 2013, 2015). Normalized space variable ?̃? ∶=
𝑥
𝑥0
 and 
normalized displacement 𝑢 ̃ ∶=
𝑢
𝑢0
 are introduced and all terms in the rescaled domain (Ω̃ = Ω/
𝑥0) are shown by over hat notation. Using normalized variables leads to: 
[𝜀  ] =
𝑢0
𝑥0
 [𝜀̃],   ∇2𝜙 =
1
𝑥0
2 ∇
2?̃? , 𝑙𝑑 =
𝑙
𝑥0
   ( 42 ) 
Since quasi-static evolution is considered, time derivative acts as a loading parameter. Therefore, 
the time increment is dimensionless. Substituting normalized variables in the evolution equation 
(Equation(41)) leads to: 
𝑥0
2
𝑢0
2𝑀𝐸 ̅∆𝑡
∆ ?̃? =  −
1
2
 [𝜀̃]𝑇 (
𝑑
𝑑?̃?
[?̃?]) [𝜀̃] −
12𝑊𝑥0
2
𝐸 𝑢0
2 ?̃?(?̃? − 1)(?̃? − 2)
+ 
3𝑊𝑥0
2𝑙𝑑
2
𝐸 𝑢0
2 
 ∇2?̃?  
( 43) 
Dimensionless microcracks mobility constant (?̅?) and dissipation coefficient (?̅?) are defined 
based on the previous equation as: 
?̅? =  
𝑢0
2𝑀𝐸 ∆𝑡
𝑥0
2  ,      ?̅? =  
12𝑊𝑥0
2
𝐸 𝑢0
2   ( 44) 
Therefore, the rescaled version of the evolution equation reads: 
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1
?̅?
∆ ?̃? = − 
1
2
 [𝜀̃]𝑇 (
𝑑
𝑑?̃?
[𝐸]) [𝜀̃] − ?̅?(?̃?(?̃? − 1)(?̃? − 2) − 
𝑙𝑑
2
4
 ∇2?̃? ) ( 45 ) 
The relation between material constants 𝑊 and 𝑙 in the proposed model with energy release rate 
𝐺𝑐 and pick stress 𝜎𝑀 is given in the appendix - C of this chapter. This equation must be solved 
along with the equilibrium equation over the domain. 
Case 2 – Orthotropic solid with anisotropic damage (𝜙1  ≠ 𝜙2) 
The elasticity matrix in the undamaged configuration for the plane stress condition reads: 
[𝐸 ] = [
𝐶 1 𝜈 21𝐶 1 0
𝜈 21𝐶 1 𝑚𝐶 1 0
0 0 𝐺 6
] ( 46 ) 
where two parameters are used to simplify the presentation as: 𝐶 1 =
𝐸 1
(1−?̅?12?̅?21)
 and  𝑚 = 
𝐸 2
𝐸 1
 
In this case, Equations (31), (33) and (35) are written as follows: 
{
𝜎 1
𝜎 2
𝜎 6
} =  
[
 
 
 
 
 
 
1
(1 − 𝜙1)
0 0
0
1
(1 − 𝜙2)
0
0 0
1
√(1 − 𝜙1)(1 − 𝜙2) ]
 
 
 
 
 
 
{
𝜎1
𝜎2
𝜎6
} ( 47 ) 
[𝐸] = [
𝐶 1(1 − 𝜙1)
2 𝜈 21𝐶 1(1 − 𝜙1)(1 − 𝜙2) 0
𝜈 21𝐶 1(1 − 𝜙1)(1 − 𝜙2) 𝑚𝐶 1(1 − 𝜙2)
2 0
0 0 𝐺 6(1 − 𝜙1)(1 − 𝜙2)
] ( 48 ) 
[𝑁]−1 = {
𝑁1
−1
𝑁2
−1
𝑁6
−1
} = {
𝜙1(2 − 𝜙1)
𝜙2(2 − 𝜙2)
√𝜙1(2 − 𝜙1)𝜙2(2 − 𝜙2)
}  ( 49 ) 
Moreover, the derivative of the stiffness and dissipation tensors with respect to damage variables 
is expressed as follows: 
𝜕
𝜕𝜙1
[𝐸] = [
−2𝐶 1(1 − 𝜙1 ) −𝜈 21𝐶 1(1 − 𝜙2) 0
−𝜈 21𝐶 1(1 − 𝜙2) 0 0
0 0 −𝐺 6(1 − 𝜙2)
] ( 50) 
𝜕
𝜕𝜙2
[𝐸] =  [
0 −𝜈 21𝐶 1(1 − 𝜙1) 0
−𝜈 21𝐶 1(1 − 𝜙1) −2𝑚𝐶 1(1 − 𝜙2 ) 0
0 0 −𝐺 6(1 − 𝜙1)
] ( 51 ) 
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𝜕
𝜕𝜙1
[𝑁]−1[𝑁]−𝑇 = 2(1 − 𝜙1)(−2𝜙1
2 + 4𝜙1 −𝜙2
2 + 2𝜙2) ( 52 ) 
𝜕
𝜕𝜙2
[𝑁]−1[𝑁]−𝑇 = 2(1 − 𝜙2)(−2𝜙2
2 + 4𝜙2 − 𝜙1
2 + 2𝜙1) ( 53 ) 
Finally, substituting Equations (50)-(53) into Equation (24) leads to two evolution equations for 
components damage vector along two perpendicular directions as follows: 
𝜙1̇ = −𝑀 (
1
2
 [𝜀  ]𝑇 (
𝜕
𝜕𝜙1
[𝐸]) [𝜀  ] + 2𝑊(1 − 𝜙1)(−2𝜙1
2 + 4𝜙1 −𝜙2
2 + 2𝜙2)
−   3𝑊 𝑙2∇2𝜙1 ) 
( 54 ) 
𝜙2̇ = −𝑀 (
1
2
 [𝜀  ]𝑇 (
𝜕
𝜕𝜙2
[𝐸]) [𝜀  ] + 2𝑊(1 − 𝜙2)(−2𝜙2
2 + 4𝜙2 −𝜙1
2 + 2𝜙1)
− 3𝑊 𝑙2∇2𝜙2)  
( 55 ) 
Based on Equation (27), the norm of damage vector in this case can be obtained from ∥ 𝜙 ∥ =
 √𝜙1
2 +𝜙2
2. 
These two evolution equations can be normalized using the aforementioned procedure for the 
isotropic case, which results in: 
1
?̅?
∆ ?̃?1 = −
1
2
 [𝜀̃]𝑇 (
𝑑
𝑑?̃?
[𝐸]) [𝜀̃] − ?̅?((1 − ?̃?1)(−2?̃?1
2 + 4?̃?1 − ?̃?2
2 + 2?̃?2)
− 
3𝑙𝑑
2
2
 ∇2?̃?1 ) 
( 56 ) 
1
?̅?
∆ ?̃?2 = − 
1
2
 [𝜀̃]𝑇 (
𝑑
𝑑?̃?
[𝐸]) [𝜀̃] − ?̅?((1 − ?̃?2)(−2?̃?2
2 + 4?̃?2 − ?̃?1
2 + 2?̃?1)
− 
3𝑙𝑑
2
2
 ∇2?̃?2 ) 
( 57 ) 
where the coefficients are defined as: 
?̅? =  
𝑢0
2𝑀𝐶 1∆𝑡
𝑥0
2  ,      ?̅? =  
2𝑊𝑥0
2
𝐸 𝑢0
2  ( 58 ) 
It is seen that there is a coupling between the two damages in the two perpendicular directions. It 
is worth noting that the rescaled version of the evolution equations, i.e. Equation (45), Equation 
(56) and Equation (57) removes spurious effects of numerical simulation by setting the same 
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order numbers and enables us to set the largest solution domain length equal to one and consider 
a wide range of problems through setting the value of 𝑢0 .  
 
2.8. Numerical implementation  
The obtained normalized equations for the two aforementioned cases in the previous section are 
solved numerically using the Finite Element Method along with the equilibrium equations to 
show the capability of the proposed model to simulate anisotropic damage in materials. In order 
to compare the results, one material parameter is changed in the second example, and it is 
assumed that the other properties of the material remain constant for both cases.  The code to 
solve the evolution equations has been implemented within the framework of FEniCS (A. Logg, 
Mardal, & Wells, 2012; Anders Logg & Wells, 2010; Anders Logg, Wells, & Hake, 2012). Both 
the damage field and displacement field are projected on a finite element space containing 2e5 
continuous Galerkin elements of degree one. Other specifications and details of the simulation 
are given in the following subsections. 
2.8.1. Geometry and material parameters 
In both examples, and in order to initiate damage localization, a plate with a circular hole 
subjected to a displacement-controlled shear loading in the direction (2) under plane stress 
condition is considered. The geometry, boundary conditions and applied loading are illustrated in 
Figure 3. The young modulus was taken as 𝐸 1 = 29 𝐺𝑃𝑎, Poison’s ratio 𝜈 = 0.2 and 𝐺𝑐 =
70 𝑁/𝑚2. As  detailed in the appendix – C of this chapter, for this material dissipation 
coefficient and length scale parameter are respectively obtained as  𝑊 = 394.6 𝑁/𝑚2 𝑙 =
31.4 𝑚𝑚. Mobility of micro cracks is taken into account as 𝑀 = 1. Other properties, such as 
domain characteristic length, coefficient regarding normalization of displacement and time step 
are considered as 𝑥0 = ℎ = 100 𝑚𝑚 and 𝑢0 = 10
−5 , ∆𝑡 = 1, respectively. 
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Figure 3. Geometry, coordinate system, boundary conditions and applied loading of the sample 
problem 
2.8.2. Computational algorithm 
Numerical analysis and discretization schemes of the Allen – Cahn equation as a nonlinear PDE 
have  been performed showing  that a fully implicit scheme over time gives a stable and 
convergent solution (Shen & Yang, 2010; Zhang & Du, 2009).  Therefore, the following scheme 
has been used to construct the computational algorithm: 
?̃?𝑛+1 − ?̃?𝑛
?̅?
= 𝑓(?̃?𝑛+1) + 𝛻2?̃?𝑛+1 ( 59 ) 
where, 𝑛 + 1 shows the current step and 𝑛 shows the previous time step. Since the obtained 
evolution equations involve nonlinear terms (in the form of 𝑓(?̃?𝑛+1) in Equation (59)) and there 
is a constraint on the solution, i.e. infinity norm of the damage increment at each step must 
remain between 0 and 1, SNES Solver of linear algebra package PETSc (Balay et al., 2013) is 
used for solving the nonlinear system of equations. The following computational scheme is used 
to find the damage distribution over the domain. In this algorithm ∆𝑢 is the increment of the 
external displacement over the boundary at each time step: 
1- Initialize all material parameters and geometry specifications. 
2- Increase applied displacement by ∆𝑢 = 𝑢𝑓 ∆𝑡 
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3- Update stiffness of all elements and solve the equilibrium equation i.e. ∇. 𝜎 = 0 to find the 
strain field.  
4- Use the obtained strain field as initial value to solve evolution equations (either Equation (45) 
or Equation (56) and Equation (57) to find the damage field increment. 
5- Iterate between steps 3 and 4 to converge to the solution of the current time step, i.e., up to the 
point that the difference between infinity norm of the damage vector of two iteration is less than 
10−5 using Newton’s method along with a nonlinear solver to constraint the solution.  
6- Update the damage level and if the infinity norm of the damage level is less than 1 go to step 
2, else exit the program. 
2.8.3. Numerical results and discussion 
Normalization given in Equation (42), gives one the opportunity to consider a domain with unit 
length. As seen in Figure 3, the sample problem involves shear stresses. Therefore, the 
normalized shear stress component is reported in the damaged configuration. This component 
can be computed as : ?̃?12 =
𝜎12𝑥0
𝐸 1𝑢0
 . 
Case 1 – Isotropic damage in an isotropic material 
Norm of the damage vector and normalized stress distribution at different loadings (time steps) 
are depicted in Figure 4. and Figure 5. respectively. It is shown in the figures that damage 
evolution is isotropic and the norm of the damage vector does have symmetry. Therefore, there is 
no priority for the damage localization zone in the two perpendicular directions. 
Case 2 – Anisotropic damage in an orthotropic material  
In this case, Young’s modulus of the material along direction 2 is reduced by ten times. 
Therefore, the material properties of the stiffness matrix (Equation (48)) reads as 𝐸 1 = 29 𝐺𝑃𝑎,  
𝐺 6 = 𝐸 2 = 2.9 𝐺𝑃𝑎, 𝜈 21 = 0.2, 𝜈 12 = 0.02 and 𝑚 = 0.1. The norm of the damage vector and 
normalized stress distribution at different loadings (time steps) are illustrated in Figure 6. and 
Figure 7. respectively. 
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Figure 4. Norm of the damage vector at different loadings 𝑢 = 6.5, 7, 7.5, 8, 8.5, 9 from top left – 
isotropic damage 
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Figure 5. Normalized stress distribution ?̃?12 at different loadings 𝑢 = 6.5, 7, 7.5, 8, 8.5, 9 from 
top left – isotropic damage 
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The change of material parameter along direction 2 and considering damage variable as a vector 
along with solving two different equations for each component results in anisotropic damage 
evolution as can be seen in Figure 6. In this case, the norm of the damage vector localizes along 
a specific direction. As can be seen in the reported numerical results of two different material, 
i.e. isotropic and orthotropic, defining damage as a tensor through the proposed model enables 
one to simulate propagation of micro cracks along different directions and gives a better 
understanding of material behavior. Contribution of the different components of the damage 
vector in stress distribution through the use of Equation (47) is shown in Figure 7.  
 
2.9. Conclusions  
In this chapter, a nonlocal anisotropic damage theory is developed through the use of the phase 
field method. A unique set of partial differential equations is proposed to indicate the evolution 
of damage along the principle directions of the second order damage tensor. In contrast to 
previously proposed models that obtain the effect of nonlocality artificially, the proposed 
equations (Equation (24)) introduce the effects of the damage gradient through the phase field 
approach. The proposed general tensorial form of the equations allows one to predict the damage 
behavior of a wide range of materials through the definition of the new tensors 𝑀𝑖𝑗𝑘𝑙  and 𝑁𝑖𝑗, 
which are given in a simple diagonal forms. It is shown that by expanding the domain in order to 
define appropriate dissipation function regarding the dissipative damage process leads one to 
express the anisotropic damage evolution in materials. The corresponding whole process follows 
the phase field method. This theory can be used to describe the fully anisotropic damage 
behavior of anisotropic solids for both cases of rate dependent and rate independent materials. 
The new approach of interpolating the energy and dissipation terms by the proposed tensors 
enhances the phase field method in order to capture anisotropic effects of the relevant problems 
in other material science research areas.  
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Figure 6. Norm of the damage vector at different loadings 𝑢 = 12.5, 13.5, 14.5, 15.5, 16.5, 17.5 
from top left – anisotropic damage 
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Figure 7. Stress distribution ?̃?12 at different loadings 𝑢 = 12.5, 13.5, 14.5, 15.5, 16.5, 17.5 from 
top left – anisotropic damage 
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3. COUPLED GRADIENT DAMAGE – VISCOPLASTICTY MODEL 
USING PHASE FIELD METHOD 
 
3.1. Introduction 
As it has been emphasized in the previous chapters of this dissertation, phase transformation is a 
major key to help design new materials with some specific properties that are used to describe 
damage propagation in solid materials. The aim of this chapter is to address the coupling of the 
gradient type damage model, which has been proposed in the previous chapters through the 
phase field method to Perzyna type viscoplasticity model in order to extend the theory to include 
inelastic behavior of the material. This extension enhances the model to capture damage 
evolution in both the elastic and inelastic regions of deformation for rate dependent materials. 
As it has been discussed in previous chapters, damaged material is considered as a combination 
of coexisting phases i.e. pure undamaged material and gas phase (air inside microcracks). Phase 
field method as an optimal way has been proved to be able to combine properties of different 
phases. Therefore, viscoplastic deformation as the property of the undamaged phase has a 
specific influence on microcrack evolution and under external loading; there is an obvious 
coupling between inelastic deformation and damage propagation. Coupling of phase 
transformation to plasticity goes back to the early works done by (Ganghoffer, Denis, Gautier, & 
Sjostrom, 1997; Ganghoffer et al., 1994; Su, Aeby-Gautier, & Denis, 2006; Wen, Denis, & 
Gautier, 1996). Introducing plasticity into the Phase Field Model by assuming plastic strain field 
and internal variables such as isotropic and kinematic hardening is still an interest for researchers 
and appeared in the literature recently comparing to the origin of the phase field models. Using 
this approach and by following the continuum mechanics principles a set of ODEs are obtained 
to describe the evolution of the viscoplastic strain field and associated internal state variables i.e. 
hardening variables along with defining some appropriate material constants. For the first time, 
stress fields around holes and cracks has been investigated by Guo, Shi, and Ma (2005) with a 
coupled Phase field model to isotropic plasticity was introduced. General formulation to couple 
isotropic viscoplasticity and phase field models in order to study tin-lead solder joints under 
cyclic thermal loading is reported in the work by Ubachs, Schreurs, and Geers (2005). Similar 
models with the same approach have been developed to study various phenomena such as crystal 
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growth(Uehara, Tsujino, & Ohno, 2007), Martensites (Yamanaka, Takaki, & Tomita, 2008), 
supperalloys (A Gaubert, Finel, Le Bouar, & Boussinot, 2008), rafting of Ni-base supperalloys 
(Cottura et al., 2012; A. Gaubert, Le Bouar, & Finel, 2010; Zhou, Shen, Mills, & Wang, 2010) 
and thin – walled structures (Nguyen, Trinh, Stoffel, & Markert, 2014). On the other hand, phase 
field method has been used widely to model damage evolution and fracture in brittle materials. 
Works by (Borden, Verhoosel, Scott, Hughes, & Landis, 2012; Clayton & Knap, 2014, 2015; 
Karma, Kessler, & Levine, 2001; Li, Peco, Millán, Arias, & Arroyo, 2014; Miehe, Hofacker, & 
Welschinger, 2010; Miehe, Welschinger, & Hofacker, 2010; G. Z. Voyiadjis & Mozaffari, 2013, 
2014) can be considered among lots of references on this topic. Recently, plasticity model is 
coupled to phase field model in order to study brittle fracture (Duda, Ciarbonetti, Sánchez, & 
Huespe, 2015) and ductile fracture (Ambati, Gerasimov, & De Lorenzis, 2015). Simulation of 
softening behavior of material using rate-independent elastoplasticity models yields to ill-
posedness of the problem since governing equations change. This type of modeling leads to 
mathematical and practical issues in simulation such as mesh sensitivity. To circumvent this 
issue, regularization techniques are employed such as rate dependency of constitutive equation 
through viscoelasticity and viscoplasticity. Additional stresses corresponding to inelastic strain 
rate can be modeled during inelastic deformation through introducing viscous effects in 
viscoplastic models. Therefore, material undergoing external loading has enough time to deform 
or recover under unloading process. The main difference between rate independent plasticity 
models and viscoplastic models (rate dependent) use time as a variable instead of pseudo-time as 
a loading parameter. Moreover, despite of classical rate independent plasticity models that 
require stress state remains on yield surface, in viscoplastic models stress state can be outside of 
the elastic domain. The latter case leads to the so called viscoplastic flow rules as overstress law. 
In phase field modeling of damage and fracture, rate dependency of the plasticity is not 
incorporated in the formulation, which is the aim of this chapter. In order to extend the proposed 
model in previous chapters to account for viscoplastic deformation this chapter is organized as 
follows. First, undamaged (effective) configuration is detailed for isotropic damage (scalar 
damage variable) since it is the main key for coupling of damage to viscoplasticity models. Two 
main hyphotheses leading to two different schools of thought in the community of damage 
mechanics is detailed and compared. Subsequently, the framework of the coupled problem is 
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proposed. Free energy functional for both phenomena i.e. damage and viscoplasticity is detailed 
and rate type equations are derived. Finally, 2D example of plane stress problem is presented in 
detail to demonstrate the features of the formulation. For more details about the computational 
task, readers are referred to chapter four of this dissertation. 
 
3.2. Effective undamaged/damage configurations – Isotropic damage 
In this section, the concept of effective undamaged configuration for the case of isotropic 
damage in general solid material is reviewed and general properties of appropriate mapping 
functions are derived. Damage variable as the reduction in the cross section area of the specimen 
under uniaxial tension which was introduced by Kachanov (Kachanov, 1958) is depicted in 
Figureure 1.  
 
 
 
 
 
 
 
 
 
 
 
Figure 1 – Description of damage variable in solid material 
As it can be seen, initial stage of loading corresponds to 𝜙 = 0 and material reaches to fully 
damaged stage when 𝜙 = 1. It is noteworthy that other type of variables can be defined, but 
conventionally all of them change between zero and one. Moreover, all quantities such as 
stiffness, stress and strain in effective configuration are shown by over bar and this notation is 
used throughout this chapter. The effective stress in undamaged configuration is expressed as 
follows: 
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𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑘𝑙 ( 1 ) 
where 𝐸 𝑖𝑗𝑘𝑙  is fourth order stiffness tensor expressed by Lame constants (𝜇, 𝜆) as: 
𝐸 𝑖𝑗𝑘𝑙 = 𝜆 𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇 (𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘) ( 2 ) 
Accordingly, the stress in the damaged configuration is as follows: 
𝜎𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙  𝜀𝑘𝑙 ( 3 ) 
If solid material exhibits anisotropic damage i.e. the case that damage propagation is different 
along different directions then a second order damage tensor can be used to describe the damage 
properly. This leads to define the fourth order damage effect tensor to map the state of stress 
between two configurations as follows: 
𝜎 𝑖𝑗 = 𝑀𝑖𝑗𝑘𝑙𝜎𝑘𝑙 ( 4 ) 
Although other consistent thermodynamic mappings can be find in the literature as 𝜎 𝑖𝑗 =
𝑀𝑖𝑘𝑗𝑙𝜎𝑘𝑙 (GJ Voyiadjis & Kattan, 1996; GZ Voyiadjis & Park, 1997), however, mapping in the 
form of Equation (4) is also thermodynamically consistent (Keller & Hutter, 2011) will be used. 
For the case of isotropic damage, tensor 𝑀𝑖𝑗𝑘𝑙  reduces to a scalar function (effective stress 
function) which acts equivalently on all components of stress tensor as follows: 
𝜎 𝑖𝑗 = 𝑀(𝜙) 𝜎𝑖𝑗 ( 5 ) 
Looking at the uniaxial test shown in Figure 1 shows that effective stresses in undamaged 
configuration are always greater or equal to the nominal stresses in the damaged configuration 
i.e. 𝑀(𝜙) ≥ 1 for 0 ≤ 𝜙 ≤ 1. Analogous to the mapping function given in Equation (5), other 
two scalar mapping functions are assumed to transform the state of strain and stiffness tensor 
between the two configurations as follows: 
𝜀𝑖𝑗 =  𝑞(𝜙)𝜀 𝑖𝑗   ( 6 ) 
𝐸𝑖𝑗𝑘𝑙 =  𝑝(𝜙)𝐸  𝑖𝑗𝑘𝑙   ( 7 ) 
It is worth mentioning that function 𝑝(𝜙) shows the degradation in material stiffness and needs 
to be decreasing function i.e. 𝑑𝑝(𝜙)/𝑑𝜙  < 0. General mapping functions used to transform 
stiffness, stress and strain tensors are shown in Figure 2. 
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Figure 2. Mapping functions for isotropic damage in general solid 
In continuum damage mechanics (CDM), two major hypotheses have been used to find the 
relations between variables in the damage and fictitious undamaged configurations. The first one 
is based on the strain equivalence introduced by Lemaitre and Lippmann (1996) and the second 
one is strain energy equivalence introduced by Sidoroff (1981). Both approaches are considered 
here to find properties of mapping functions 𝑀(𝜙), 𝑞(𝜙) and 𝑝(𝜙).  
3.2.1. Hypothesis of Strain Equivalence 
This hypothesis postulates that the strains in both effective (undamaged) and nominal (damaged) 
configurations are equal. Therefore, substituting 𝜀 𝑖𝑗 = 𝜀𝑖𝑗   into Equation (6) leads to: 
𝑞(𝜙) = 1 ( 8 ) 
Using Equations (1), (2) and (6) into Equation (4) implies the relation between functions 𝑝(𝜙) 
and 𝑀(𝜙):  
𝑀(𝜙) = 𝑝−1(𝜙)    𝑜𝑟    𝑀−1(𝜙) = 𝑝(𝜙) ( 9 ) 
General mapping functions for isotropic damage based on the hypothesis of strain equivalence is 
summarized in Figure 3. This hypothesis implies that the inverse of the function showing the 
reduction in the stiffness tensor acts on stress tensor in the real configuration (𝜎 𝑖𝑗 = 𝑝
−1(𝜙) 𝜎𝑖𝑗). 
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Figure 3. Mapping functions based hypothesis of strain equivalence - isotropic damage  
3.2.2. Hypothesis of Strain Energy Equivalence 
Alternately, which is energy based and more physically based, the hypothesis of Strain Energy 
Equivalence (Sidoroff, 1981)  can be used to find general relations between functions𝑀(𝜙), 
𝑞(𝜙) and 𝑝(𝜙). This hypothesis postulates that strain energy in damaged and fictitious 
undamaged configurations are equal. Therefore, strain energy in two different configurations are 
equated as follows:  
1
2
𝐸𝑖𝑗𝑘𝑙𝜀𝑖𝑗𝜀𝑘𝑙  =  
1
2
 𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑖𝑗  𝜀  𝑘𝑙 ( 10 ) 
Since mapping functions are assumed scalar then they act as a coefficient for each tensor. Using 
Equations (6) and (7) into Equation (10) one obtains: 
1
2
(𝑝(𝜙) 𝐸 𝑖𝑗𝑘𝑙)(𝑞(𝜙)𝜀 𝑖𝑗)(𝑞(𝜙)𝜀 𝑖𝑗)  =  
1
2
𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑖𝑗  𝜀  𝑘𝑙 ( 11 ) 
From Equation (11), the first specification of the mapping functions can be obtained as follows: 
𝑝(𝜙)(𝑞(𝜙))
2
= 1 ( 12 ) 
Another form of strain energy can be obtained by substituting Equation (1) and Equation (3) into 
Equation (10):  
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1
2
𝐸𝑖𝑗𝑘𝑙
−1  𝜎𝑖𝑗𝜎𝑘𝑙 =
1
2
𝐸 𝑖𝑗𝑘𝑙
−1  𝜎 𝑖𝑗𝜎 𝑘𝑙 ( 13 ) 
Substituting Equation (5) and Equation (7) into Equation (13) results in: 
1
2
(𝐸 𝑖𝑗𝑘𝑙
−1 𝑝−1(𝜙)) 𝜎𝑖𝑗𝜎𝑘𝑙 =
1
2
𝐸 𝑖𝑗𝑘𝑙
−1  (𝑀(𝜙) 𝜎𝑖𝑗)(𝑀(𝜙) 𝜎𝑘𝑙) ( 14 ) 
Hence, the second specification of the mapping functions can be obtained as follows: 
𝑝(𝜙)(𝑀(𝜙))
2
= 1 ( 15 ) 
Equation (12) and Equation (15) show the relation between functions 𝑝(𝜙), 𝑞(𝜙) and 𝑀(𝜙) as: 
𝑞(𝜙) = 𝑀(𝜙) ( 16 ) 
𝑀(𝜙) = (𝑝(𝜙))
−
1
2 
( 17 ) 
General mapping functions for isotropic damage based on the hypothesis of strain energy 
equivalence is summarized in Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Mapping functions based on the hypothesis of strain energy equivalence - isotropic 
damage  
It can be concluded that by defining a unique function 𝑝(𝜙) (used to show the reduction in 
stiffness of the material between two configurations) other transformations can be obtained based 
on both hypotheses for the case of isotropic damage in the general solid material. However, 
strain energy equivalence has more realistic and physical meaning and has been used widely in 
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the literature. As an example, the most commonly used type of reduction stiffness function in the 
literature is: 
𝑝(𝜙) = (1 − 𝜙)2 ( 18 ) 
As it can be seen in Figure 3 and Fig 4, function 𝑝(𝜙) plays the role of reduction in stiffness in 
each case respectively. This term needs to be monotonically decreasing function. More precisely, 
its first derivative with respect to the damage variable needs to be negative and the second 
derivative needs to be positive comparing to the variational properties of damage models 
(Benallal & Marigo, 2007; K. Pham, Amor, Marigo, & Maurini, 2011; Kim Pham, Marigo, & 
Maurini, 2011; K. Pham & Marigo, 2011). Function 𝑝(𝜙) given in the form of Equation (18) 
satisfies the aforementioned properties. On the other hand, function 𝑀(𝜙) in Equation (5) is used 
in the form of 
1
1−𝜙
 in the literature. This definition reproduces the reduction in stiffness as 
𝐸𝑖𝑗𝑘𝑙 = (1 − 𝜙)𝐸 𝑖𝑗𝑘𝑙  for the case of strain equivalence and 𝐸𝑖𝑗𝑘𝑙 = (1 − 𝜙)
2𝐸 𝑖𝑗𝑘𝑙  for the case of 
strain energy equivalence. The strain energy equivalence is used in this Chapter. 
3.2.3. Strain decomposition in damaged and undamaged configurations 
Additive decomposition of strain tensor for small deformation is assumed as follows: 
𝜀𝑖𝑗 = 𝜀𝑖𝑗
𝑒 + 𝜀𝑖𝑗
𝑣𝑝
 ( 19 ) 
where 𝜀𝑖𝑗
𝑒  is the elastic strain tensor and 𝜀𝑖𝑗
𝑣𝑝
 represents the viscoplasticity strain tensor. 
Accordingly, the rate of total strain is given by: 
𝜀?̇?𝑗 = 𝜀?̇?𝑗
𝑒 + 𝜀?̇?𝑗
𝑣𝑝
 ( 20 ) 
The same decomposition is assumed in the undamaged configuration, therefore, the rate of total 
strain in the effective configuration is given by: 
𝜀 ?̇?𝑗 = 𝜀 ?̇?𝑗
𝑒 + 𝜀 ?̇?𝑗
𝑣𝑝
 ( 20 ) 
  
3.3. Framework of the coupled model 
As it has been detailed in the previous chapters, damage process is considered as a phase 
transformation and single order parameter is defined to describe this transition for the isotropic 
case. The relation between appropriate order parameter and conventional damage variable is 
depicted in Figure 5. Phase transformation caused by external loading occurs between pure solid 
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material (ordered phase with 𝜂 = 1) and fully damaged material (disordered phase 𝜂 = 0). 
Therefore, considering damage process as second order transformation with the non conserved 
order parameter leads to obtain inter relation between appropriate order parameter and damage 
variable as: 
𝜂 = 1 − 𝜙 ( 21 ) 
Moreover, undamaged configuration plays a crucial role to simulate inelastic deformation of the 
body, as it will be shown in the subsequent sections. Therefore, all variables in this configuration 
are shown by over bar in the formulation as it is illustrated in Fig 5. 
 
 
 
 
 
 
 
 
 
 
Figure 5 – Description of damage and phase transformation 
In this chapter, previous gradient damage model is extended to account for inelastic deformation 
of rate dependent material. In order to define appropriate free energy functional as the main 
ingredient of any phase field model, free energy functional of the system is decomposed into two 
parts containing contribution of damage propagation and viscoplastic deformation as follows: 
𝐹(𝜀 𝑖𝑗
𝑒 , 𝜂, 𝛼 𝑖𝑗 , 𝑝 ) = 𝐹
𝑑(𝜀 𝑖𝑗
𝑒 , 𝜂) + 𝐹𝑣𝑝(𝛼 𝑖𝑗 , 𝑝 ) ( 22 ) 
In Equation (22), 𝐹𝑑(𝜀 𝑖𝑗
𝑒 , 𝜂) represents the free energy functional due to damage process which 
contains elastic part of the strain tensor and an order parameter. Also, 𝐹𝑣𝑝(𝛼 𝑖𝑗 , 𝑝 ) represents the 
contribution of viscoplastic deformation into the model which contains accumulated plastic 
strain ( 𝑝 ) and the kinematic hardening parameter (𝛼 𝑖𝑗) in the undamaged configuration. 
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Contributions of damage and viscoplastic deformation into free energy is detailed in subsequent 
sections separately.  
 
3.4. Damage using phase field method 
Contribution of the damage into free energy functional i.e. 𝐹𝑑(𝜀 𝑖𝑗
𝑒 , 𝜂) follows the phase field 
method. Therefore, it contains both local (homogeneous) part and non local part as follows: 
𝐹𝑑(𝜀 𝑖𝑗
𝑒 , 𝜂) = ∫ [ 𝜓𝑑(𝜀 𝑖𝑗
𝑒 , 𝜂) +
𝜖𝜂
2
2
|∇𝜂|2] 𝑑𝑉
𝑉
 ( 23 ) 
where 𝜓(𝜀 𝑖𝑗
𝑒 , 𝜂) stands for summation of elastic energy and local dissipation energy due to 
damage as: 
𝜓𝑑(𝜀 𝑖𝑗
𝑒 , 𝜂) =
1
2
𝜂2  𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑖𝑗 − 𝜀 𝑖𝑗
𝑣𝑝)(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝) +𝑊𝑝(1 − 𝜂)
2(1 + 𝜂)2  ( 24 ) 
where 𝑊𝑝  is the material constant with energy dimension and it needs to be emphasized that the 
value of this constant contains dissipation during the whole process of damage through elastic 
and viscoplastic deformation. 𝐸 𝑖𝑗𝑘𝑙 , 𝜀 𝑖𝑗 and 𝜀 𝑖𝑗
𝑣𝑝
 are stiffness, total strain and viscoplastic strain 
tensors respectively in the effective configuration.  It is worth noting that, the second term in 
Equation (24) shows the dissipation in local damage models and it needs to be positive and 
increasing function. In contrast to regular phase field models, the second phase in damage 
process i.e. fully damaged material is not stable (once the damage variable is equal to unity, 
material is broken to pieces). Therefore, regular double well function is expanded from [0,1] to [-
1,1] domain to satisfy the aforementioned properties of the model. Functional derivative (noted 
as 𝛿𝐹/𝛿.) with respect to order parameter relates time derivative of the order parameter (damage) 
to corresponding driving forces through the phase field method. Therefore, time evolution of 
damage variable can be obtained for non conserved order parameter in the form of Allen – Cahn 
equation as follows: 
𝜕𝜂
𝜕𝑡
=  −𝑀(
𝛿𝐹𝑑(𝜀 𝑖𝑗
𝑒 , 𝜂)
𝛿𝜂
 )  ( 25 ) 
Substituting Equations (21), (23) and (24) into Equation (25) leads to damage evolution law 
incorporating the viscoplastic deformation as following: 
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𝜕𝜙
𝜕𝑡
=  −𝑀(2(1 − 𝜙)𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑖𝑗 − 𝜀 𝑖𝑗
𝑣𝑝)(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝) − 4𝑊𝑝𝜙(1 − 𝜙)(2 − 𝜙)
− 𝜖𝜂
2 ∇2𝜙 )  
( 26 ) 
Dimension analysis shows that mobility of microcracks constant (𝑀) has the dimension of 
𝑚2. 𝑠/𝑁 in SI system. Also, constant 𝜖𝜂
2 is considered in the following form to non 
dimensionalize  each term in Equation (26): 
 𝜖𝜂
2 = 𝑊𝑝𝑙𝑑
2       ( 27 ) 
where 𝑙𝑑 corresponds to the length scale due to damage.  
 
3.5. Viscoplastic free energy and viscoplasticity potential surface 
Contribution of viscoplasticity into the free energy functional i.e. 𝐹𝑣𝑝(𝛼𝑖𝑗 , 𝑝) is described in this 
section. Analogous to the contribution of the damage into the model, this term is introduced as 
follows: 
𝐹𝑣𝑝(𝑝 , 𝛼 𝑖𝑗) = ∫ [ 𝜓
𝑣𝑝( 𝑝 , 𝛼 𝑖𝑗)]𝑑𝑉
𝑉
 ( 28 ) 
where, 𝜓𝑣𝑝(𝑝 , 𝛼 𝑖𝑗) contains regular quadratic form of isotropic hardening (𝑝 ) and kinematic 
hardening (𝛼 𝑖𝑗) in the undamaged configuration as follows: 
𝜓𝑣𝑝(𝑝 , 𝛼 𝑖𝑗) =
1
2
ℎ𝑝 2 +
1
2
𝐾𝛼 𝑖𝑗  𝛼 𝑖𝑗  ( 29 ) 
where 𝑝 is the isotropic hardening variable, 𝛼 𝑖𝑗 denotes kinematic hardening. ℎ and 𝐾 are 
hardening parameters of material.  It worth noting that other forms also can be introduced into 
Equation (29), to enhance the model to simulate other phenomena. Thermodynamic forces 
associated with internal variables 𝛼 𝑖𝑗 and 𝑝 can be obtained as: 
𝑅 =
𝛿𝐹
𝛿𝑝 
=
𝛿𝐹𝑣𝑝(𝛼 𝑖𝑗 , 𝑝 )
𝛿𝑝 
= ℎ𝑝 ( 30 ) 
𝑋 𝑖𝑗 =
𝛿𝐹
𝛿𝛼 𝑖𝑗
=
𝛿𝐹𝑣𝑝(𝛼 𝑖𝑗 , 𝑝 )
𝛿𝛼 𝑖𝑗
= 𝐾𝛼 𝑖𝑗   ( 31 ) 
It’s worth mentioning that 𝑋 𝑖𝑗 is the back stress (the center of elastic domain) and 𝑅  is the radius 
of the elastic domain in the stress space. As it can be seen in Equation (24) and Equation (26), 
damage and viscoplastic deformation are coupled through the definition of free energy functional 
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and considering total deformation. Viscoplastic deformation  is defined in the undamaged state 
where the viscoplastic surface and flow rule are presented. When viscoplastic deformation and 
damage process occurs simultaneously in the material, undamaged parts of material or the parts 
with less damage absorb more energy. Mapping stresses between two configuration plays an 
important role in this formalism. This is the key idea of any coupled damage and plasticity 
models which leads to define yield surface and other appropriate functions in terms of effective 
stresses and strains. In the framework of associative plasticity, static viscoplastic surface is 
defined as a general type of Von Mises surface as follows: 
𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗 , 𝜎 𝑦) ∶=  √
3
2
(𝜏 𝑖𝑗 − 𝑋 𝑖𝑗): (𝜏 𝑖𝑗 − 𝑋 𝑖𝑗)  − (𝜎 𝑦 + 𝑅 + 𝑋 𝑖𝑗)  ( 32 ) 
where 𝜏 𝑖𝑗 stands for the deviatoric part of the stress tensor in the undamaged configuration, 𝑋 𝑖𝑗 
denotes deviatoric backstress and 𝜎 𝑦 is the yield stress in the undamaged configuration. 
Therefore, the deviatoric part of the stress tensor in the undamaged configuration is defined as: 
𝜏 𝑖𝑗 = 𝜎 𝑖𝑗 −
1
3
𝜎 𝑘𝑘𝛿𝑖𝑗   ( 33 ) 
In order to define dynamic yield surface the positive part of Equation (32) can be employed. 
Therefore, Perzyna type viscoplastic flow rule (de Souza Neto, Peric, & Owen, 2011; Diez, 
Arroyo, & Huerta, 2000; Heeres, Suiker, & de Borst, 2002; Wang, Sluys, & De Borst, 1996, 
1997) is assumed in the undamaged state as following: 
𝜀 ?̇?𝑗
𝑣𝑝
= 𝛾 ̇
𝜕𝑓
𝜕𝜎 𝑖𝑗
= 𝛾 ̇ √
3
2
 
𝜏 𝑖𝑗
‖𝜏 𝑖𝑗‖
  ( 34 ) 
𝛾 ̇ =
1
𝜇𝑣
[
〈𝑓(𝜏 𝑖𝑗, 𝑋 𝑖𝑗 , 𝜎 𝑦)〉
𝜎 𝑦
⁄ ]
1/𝜖
  ( 35 ) 
Obviously, 〈𝑓(𝜏 𝑖𝑗, 𝑋 𝑖𝑗 , 𝜎 𝑦)〉 shows the dynamic yield surface, where 〈𝑥〉 = (𝑥 + |𝑥|)/2 denotes 
MacAuley brackets. Elastic domain is defined as 𝑓 ≤ 0. In Equation (35), 𝜇𝑣 denotes the 
viscosity parameter and 𝜖 stands for rate sensitivity parameter. As it can be seen in Equation 
(35), when 𝜇𝑣 tends to infinity i.e. fast rate of loading elastic behavior is recovered and this 
coefficient for ductile material is really small value. Accumulated plastic strain (𝑝 ) (equivalent 
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inelastic strain) is a measure of plasticity level in the undamaged configuration, which contains 
the history of strain field, and is defined as follows: 
𝑝 = √
2
3
 ∫ ‖ 𝜀  ?̇?𝑗
𝑣𝑝
‖
𝑡
0
𝑑𝑡  ( 36 ) 
Therefore, the rate of the accumulated plastic strain (𝑝 ̇) reads as follows: 
𝑝 ̇ = √
2
3
 ‖ 𝜀  ?̇?𝑗
𝑣𝑝‖ =  √
2
3
 𝜀  ?̇?𝑗
𝑣𝑝
: 𝜀  ?̇?𝑗
𝑣𝑝
  ( 37 ) 
From Equation (32), it can be deduced that 
𝜕𝑓
𝜕?̅?𝑖𝑗
: 
𝜕𝑓
𝜕?̅?𝑖𝑗
=
3
2
 . The evolution of the accumulated 
plastic strain can be obtained as: 
𝑝 ̇ = 𝛾 ̇  ( 38 ) 
Moreover, from Equation (32), it is clear that 
𝜕𝑓
𝜕𝑋 𝑖𝑗
= − 
𝜕𝑓
𝜕?̅?𝑖𝑗
= − 
𝜕𝑓
𝜕𝜏 𝑖𝑗
 . The evolution equation for 
kinematic hardening can be obtained using Equation (34) as follows: 
  𝛼 ̇𝑖𝑗  =  −𝛾 ̇
𝜕𝑓
𝜕𝑋 𝑖𝑗
 =  𝜀  ?̇?𝑗
𝑣𝑝
  ( 39 ) 
  
3.6. Hypothesis of viscoplastic dissipation equivalence 
Up to this point, all appropriate equations to solve the coupled damage – viscoplastic model are 
derived. However, one may consider the damaged state and needs to evaluate the terms 
corresponding to viscoplasticity in the damaged material (real configuration). Appropriate 
mapping functions need to be derived to find the state of viscoplastic terms in the damaged 
configuration. The inelastic deformation is carried out by the undamaged part of the material and 
dissipation due to viscoplastic deformation is independent of the damage process. This is a 
reasonable to postulate that all dissipation inside material regarding inelastic behavior is 
produced by the undamaged part (Lee, Peng, & Wang, 1985; G. Z. Voyiadjis & Deliktas, 2000; 
G. Z. Voyiadjis & Thiagarajan, 1997). Therefore, dissipation in both damaged and undamaged 
configurations needs to be equivalent. This can be formulated as: 
  Π̅𝑣𝑝  = Π𝑣𝑝  ( 40 ) 
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where Π̅𝑣𝑝  and Π𝑣𝑝 denote dissipation in the undamaged and damaged configurations 
respectively and in the context of the given isotropic and kinematic hardenings are given as: 
  Π̅𝑣𝑝 = 𝜎 𝑖𝑗 ∶  𝜀  ?̇?𝑗
𝑣𝑝
− 𝑋 𝑖𝑗 ∶  𝛼 ̇𝑖𝑗 − 𝑅 𝑝 ̇ ( 41 ) 
Π𝑣𝑝 = 𝜎𝑖𝑗 ∶ 𝜀?̇?𝑗
𝑣𝑝
− 𝑋𝑖𝑗 ∶ ?̇?𝑖𝑗 − 𝑅?̇?  ( 42 ) 
Using Equation (41) and (42) into Equation (40) one obtains the appropriate mapping functions 
between the effective viscoplastic strain rate tensor and the nominal viscoplastic strain rate 
tensor and all related hardening variables. Therefore, all stress type variables including 𝜎𝑖𝑗, 𝑋𝑖𝑗 
follow the previous assumed mapping function for stress and all strain type variable such as ?̇?𝑖𝑗 
follow the previous assumed mapping function for the strain. Consequently, the type of assumed 
mapping wether it is based on strain equivalence or strain energy equivalence plays a crucial role 
in this context. Here, strain energy equivalence approach is used. Therefore, using the 
information from Figure 4. and Equation (41) and Equation (42) leads to the following relations:  
 𝜎𝑖𝑗 = √𝑝(𝜙) 𝜎 𝑖𝑗 ( 43 ) 
𝑋𝑖𝑗  = √𝑝(𝜙) 𝑋 𝑖𝑗 ( 44 ) 
 𝑅 = √𝑝(𝜙) 𝑅  ( 45 ) 
𝜀 ?̇?𝑗
𝑣𝑝
 = √𝑝(𝜙) 𝜀?̇?𝑗
𝑣𝑝
 ( 46 ) 
𝛼 ̇𝑖𝑗  = √𝑝(𝜙) ?̇?𝑖𝑗 ( 47 ) 
𝑝 ̇  = √𝑝(𝜙) ?̇? ( 48 ) 
All the equations that need to be solved are summarized in following tables below regarding the 
type of mapping i.e. using either hypothesis of strain energy equivalence (HSEE) or hypothesis 
of strain equivalence (HSE). In both cases, it is assumed that the function to show reduction in 
stiffness takes the form 𝑝(𝜙) = (1 − 𝜙)2. 
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Table 3-1 - Governing Equations of coupled model for dynamic analysis using HSEE 
𝜌?̈?𝑖 +  𝑑𝑖𝑣 𝜎𝑖𝑗 = 0      𝑜𝑛 Ω      𝜎𝑖𝑗 = (1 − 𝜙)
2𝐸 𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
)       
𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝
) = (1 − 𝜙)𝐸 𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
)       𝜀  𝑖𝑗 = (1 − 𝜙)(𝜀𝑖𝑗 − 𝜀𝑖𝑗
𝑣𝑝
)   
 𝐼𝑓    𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗 , 𝜎 𝑦) > 0  →    𝛾 ̇ =
1
𝜇𝑣
[
〈𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗, 𝜎 𝑦)〉
𝜎 𝑦
⁄ ]
1/𝜖
   𝑎𝑛𝑑   𝜀  ?̇?𝑗
𝑣𝑝
= 𝛾 ̇ √
3
2
 
𝜏 𝑖𝑗
‖𝜏 𝑖𝑗‖
 
𝜕𝜙
𝜕𝑡
=  −𝑀(2(1 − 𝜙)𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑖𝑗 − 𝜀 𝑖𝑗
𝑣𝑝)(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝) − 4𝑊𝑝𝜙(1 − 𝜙)(2 − 𝜙) −𝑊𝑝𝑙𝑑
2 ∇2𝜙 ) 
 
 
 
Table 3-2 - Governing Equations of coupled model for dynamic analysis using HSE 
𝜌?̈?𝑖 +  𝑑𝑖𝑣 𝜎𝑖𝑗 = 0      𝑜𝑛 Ω      𝜎𝑖𝑗 = (1 − 𝜙)
2𝐸 𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
) 
𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝
) = 𝐸 𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
)             𝜀  𝑖𝑗 = (𝜀𝑖𝑗 − 𝜀𝑖𝑗
𝑣𝑝
)  
 𝐼𝑓    𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗 , 𝜎 𝑦) > 0  →    𝛾 ̇ =
1
𝜇𝑣
[
〈𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗, 𝜎 𝑦)〉
𝜎 𝑦
⁄ ]
1/𝜖
   𝑎𝑛𝑑   𝜀  ?̇?𝑗
𝑣𝑝
= 𝛾 ̇ √
3
2
 
𝜏 𝑖𝑗
‖𝜏 𝑖𝑗‖
 
𝜕𝜙
𝜕𝑡
=  −𝑀(2(1 − 𝜙)𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑖𝑗 − 𝜀 𝑖𝑗
𝑣𝑝)(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝) − 4𝑊𝑝𝜙(1 − 𝜙)(2 − 𝜙) −𝑊𝑝𝑙𝑑
2 ∇2𝜙 ) 
 
 
 
 
Table 3-3 - Governing Equations of coupled model for quasi-static analysis using HSEE 
𝑑𝑖𝑣 𝜎𝑖𝑗 = 0      𝑜𝑛 Ω      𝜎𝑖𝑗 = (1 − 𝜙)
2𝐸 𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
) 
𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝
) = (1 − 𝜙)𝐸 𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
)       𝜀  𝑖𝑗 = (1 − 𝜙)𝜀𝑖𝑗    
 𝐼𝑓    𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗 , 𝜎 𝑦) > 0  →    𝛾 ̇ =
1
𝜇𝑣
[
〈𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗, 𝜎 𝑦)〉
𝜎 𝑦
⁄ ]
1/𝜖
   𝑎𝑛𝑑   𝜀  ?̇?𝑗
𝑣𝑝
= 𝛾 ̇ √
3
2
 
𝜏 𝑖𝑗
‖𝜏 𝑖𝑗‖
 
 2(1 − 𝜙)𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑖𝑗 − 𝜀 𝑖𝑗
𝑣𝑝)(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝) − 4𝑊𝑝𝜙(1 − 𝜙)(2 − 𝜙) −𝑊𝑝𝑙𝑑
2 ∇2𝜙 = 0 
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Table 3-4 - Governing Equations of coupled model for quasi-static analysis using HSE 
𝑑𝑖𝑣 𝜎𝑖𝑗 = 0      𝑜𝑛 Ω      𝜎𝑖𝑗 = (1 − 𝜙)
2𝐸 𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
)  
𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝
) = 𝐸 𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
)       𝜀  𝑖𝑗 = (𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑣𝑝
)   
 𝐼𝑓    𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗 , 𝜎 𝑦) > 0  →    𝛾 ̇ =
1
𝜇𝑣
[
〈𝑓(𝜏 𝑖𝑗 , 𝑋 𝑖𝑗, 𝜎 𝑦)〉
𝜎 𝑦
⁄ ]
1/𝜖
   𝑎𝑛𝑑   𝜀  ?̇?𝑗
𝑣𝑝
= 𝛾 ̇ √
3
2
 
𝜏 𝑖𝑗
‖𝜏 𝑖𝑗‖
 
2(1 − 𝜙)𝐸 𝑖𝑗𝑘𝑙(𝜀 𝑖𝑗 − 𝜀 𝑖𝑗
𝑣𝑝)(𝜀 𝑘𝑙 − 𝜀 𝑘𝑙
𝑣𝑝) − 4𝑊𝑝𝜙(1 − 𝜙)(2 − 𝜙) −𝑊𝑝𝑙𝑑
2 ∇2𝜙 = 0 
 
 
As it has been emphasized before, using different hypotheses plays an important role in the 
coupled model. 
 
3.7. Length scale of viscoplasticity  
Since length scale parameter in gradient damage models and internal length scale – so called 
intrinsic characteristic length - of viscoplasticity model are always a debating topic in the 
coupled gradient damage/plasticity models, it deserves to devote a specific part to investigate this 
issue. Internal length scale due to viscoplasticity bounds the minimum shear band width of the 
problem and is not given explicitly in the formulation. In dynamic analysis, internal length scale 
is a function of material parameters and can be obtained by dimensional analysis of the 
governing equations (Needleman, 1988). An explicit expression for the internal length scale 
(𝑙𝑣𝑝) as a function of material properties, which relates intrinsic characteristic length to the size 
of localization zone is given in (Wang et al., 1996) through theoretical analysis of wave 
propagation in the softening region and is given as follows: 
  𝑒
−(
3𝐺𝑙𝑣𝑝
2𝑐𝑔𝑚
)
[1 +
4ℎ + 3𝐺
4𝑐𝑔𝑚
 𝑙𝑣𝑝] = 𝛽 ( 49 ) 
In Equation (49), 𝐺 is shear modulus, 𝑐𝑔 =  √𝐺/𝜌 is the elastic shear wave speed, 𝑚 = 𝜎 𝑦𝜇𝑣  
denotes viscosity parameter, ℎ shows hardening modulus (negative value for softening material) 
and 𝛽 denotes the cut-off value of the relative strain rate at the edge of the shear band. This 
expression can explicitly predict the shear band width. It is worth noting that, although the 
analysis in (Wang et al., 1996) is given for dynamic case, investigation by (Diez et al., 2000) 
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shows that the results are valid and leads to mesh independent for the quasi-static case of the 
Perzyna viscoplastic model. 
 
3.8. Imperfection size effects  
Localization phenomena in quasi-static problems are usually triggered by introducing 
imperfections in the geometry (which is the case here) or in material properties. Strain 
localization can be obtained through wave propagation analysis in the case of one or two-
dimensional dynamic analysis (Needleman, 1988; Pijaudier‐Cabot, Bodé, & Huerta, 1995; Wang 
et al., 1996). In contrast, for one dimensional quasi-static analysis, strain localization can be 
obtained through introducing an imperfection. Moreover, imperfection size is equal to the shear 
band width and the internal length scale (Belytschko, Moran, & Kulkarni, 1991; Belytschko & 
Tabbara, 1993). Although imperfections are used extensively in 2D problems, its effects has not 
been investigated. The only reference in which interaction between the internal length scale (𝑙𝑣𝑝) 
and the imperfection size is analyzed is the work by (Wang et al., 1996) through dynamic 
analysis. The relation is given in the following form: 
  𝐿 = min(𝑙𝑣𝑝 , 𝜔)  ( 50 ) 
where, 𝐿 denotes the width of localization zone (shear band width), 𝑙𝑣𝑝 is internal length scale 
due to viscoplasticity and 𝜔 stands for imperfection size. It is worth mentioning that the 
conclusions of Wang et al. (1996) for dynamic analysis is shown to be valid also for quasi-static 
solution by Diez et al. (2000). They concluded that the imperfection size affects just shear band 
width not internal length scale in quasi-static analysis of the Perzyna viscoplastic model in the 
following sense. If the internal length scale is larger than the imperfection size (𝑙𝑣𝑝  > 𝜔) i.e. 
imperfection acts as a defect in localization zone, imperfection size dominates shear band width. 
Moreover, if imperfection size is larger than the internal length scale (𝜔 > 𝑙𝑣𝑝 ), shear band 
width is equal to internal length scale. From the previous discussion, it can be concluded that 
imperfection size needs to be larger than calculated internal length scale. This can guarantee that 
localization due to viscoplasticity is not affected by the imperfection size. 
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3.9.  Numerical Example 
3.9.1. Geometry and material properties 
Geometry and applied loading of the sample problem is illustrated in Figure 6.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Geometry of the sample problem and position of two points for the reporting results 
In both cases that were studied material properties are considered as 𝐸 = 70 𝐺𝑃𝑎, 𝜎 𝑦 =
0.243 𝐺𝑃𝑎, 𝜈 = 0.2 and hardening modulus ℎ = 0.2 𝐺𝑃𝑎. Cut-off value of the relative strain 
rate at the edge of the shear band in Equation (54) is considered as 𝛽 = 0.01 and the elastic shear 
wave speed in this material is considered as 𝑐𝑔 = 3.13𝑒6  𝑚𝑚/𝑠. Viscosity parameter is 
assumed to be 𝑚 = 0.017 𝑀𝑃𝑎. 𝑠. The corresponding coefficient 𝜇𝑣 of Perzyna model is 
obtained as 𝜇𝑣 = 7𝑒 − 5 and the other coefficient is 𝜖 = 1.0. With this setup the internal length 
scale of viscoplasticity (Equation (54)) can be obtained as 𝑙𝑣𝑝 = 7.28 𝑚𝑚. In order to ensure 
that the imperfection is not working as a defect (i.e. 𝜔 > 𝑙𝑣𝑝 in Equation (55)), the diameter of 
the imperfection is set to 8 𝑚𝑚. Therefore, dimension of the material is accordingly 𝐻 =
20 𝑚𝑚 and 𝐿 = 36 𝑚𝑚. Rate of the applied load is  ?̇? = 1 𝑚𝑚/𝑠 with time steps as 𝑑𝑡 =
0.001 𝑠. The material is loaded up to the final value of the applied displacement i.e. 𝑢𝑓 =
0.4 𝑚𝑚 and unloaded with the same rate to investigate and illustrate the effect of unloading as 
well as the reduction in stiffness due to damage. Moreover, to make sure that there are at least 5 
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elements inside the localization zone of damage, the length scale due to damage is set as 
𝑙𝑑 = 2.25 𝑚𝑚. As it can be seen inform the previous derivation and tables of the consititutive 
equations of the model, phase field formulation involves a material constant 𝑊𝑝  with the 
dimension of energy. This coefficient controls the whole dissipation due to damage including 
local and non-local terms inside the system. Since there is not any available experimental data, 
two different cases were studied to show the influence of this coefficient on the evolution of 
damage along with plastic deformation in material under plane stress condition. 
3.9.2. Computational Algorithm  
An iterative process is implemented to solve the coupled model. A total of 5012 linear Galerkin 
elements (CG 1) are considered to solve both linear and nonlinear problems i.e. equilibrium 
equation and damage evolution through phase field method respectively, while on the same mesh 
zero order discontinuous Galerkin elements (DG 0) are considered to solve viscoplasticity 
evolution equations. The latter case has been chosen since single ODE equation needs to be 
solved over all elements to solve for the plastic multiplier. Moreover, both equilibrium and 
damage evolution equations needs to be solved globally (simultaneously over all elements) but 
the viscoplasticity part needs to be solved locally (by looping over each element). The 
computational algorithm is summarized as follows: 
1 - Initialize material parameters 
2 - Apply one step loading and set time step number 𝑛 
3 - Set iteration number 𝑘 and solve Equilibrium equation with converged values of damage and 
plastic strain fields of previous step to find displacement field. 
4 – Compute stress fields components i.e. 𝜎11, 𝜎12 and 𝜎22. 
5- Project each stress components on DG 0 space separately. 
6- Loop over all elements to find viscoplastic strain components if viscoplastic flow occurs by 
checking the yield condition. 
7- Project each viscoplastic strain components i.e. 𝜀 11
𝑣𝑝
, 𝜀 12
𝑣𝑝
 𝑎𝑛𝑑 𝜀  22
𝑣𝑝
 on CG 1 space separately. 
8 – Solve Allen – Cahn equation (nonlinear problem with constraints) to obtain the damage field 
9 – If infinity norm of damage error is greater than tolerance then update all fields and stiffness 
tensor, set 𝑘 ← 𝑘 + 1 go to step 3. 
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10 - If infinity norm of damage error is less than tolerance then current time step converged to 
the solution, update all fields and stiffness tensor, set 𝑘 = 1, 𝑛 ← 𝑛 + 1 and go to step 2. 
3.9.3. Results and discussion 
In order to show the influence of the coefficient 𝑊𝑝  on the coupling of damage and 
viscoplasticity two different cases are studied. 
 
Case 1 -  Wp > σ̅y 
In this case, the constant regarding damage evolution is considered as 𝑊𝑝 =  0.25 𝐺𝑃 , which is 
greater than the yield stress of the material. Damage evolution at different loadings along with 
accumulated plastic strain (𝑝 ) are illustrated in Figure 7 and Figure 8. respectively. 
As it can be seen in Figure 7. the damage level in the material is low, since it is easier for the 
system to dissipate energy through viscoplastic deformation instead of the damage process. This 
effect comes from the fact that in this case of the study the coefficient controlling the dissipation 
due to damage is larger than the yield stress of the material. As it can be seen in Figure 8., shear 
band localization phenomena drives the whole process and attributes the dissipation. Moreover, 
since the damage through the presented formulation affects all components of stiffness and stress 
tensors, while the von Mises type viscoplasticity model affects the deviatoric part of the stress 
tensor, accordingly for both cases the effective and damaged stress along the loading direction 
(𝜎11) is compared for two points. In addition, the overall behavior of the sample is shown by 
means of the edge reaction vs. applied displacement. For this case, results are depicted in Figure 
9, Figure 10 and Figure11 respectively. 
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𝑢 = 0.30 𝑚𝑚 𝑢 = 0.32 𝑚𝑚 
  
𝑢 = 0.34 𝑚𝑚 𝑢 = 0.36 𝑚𝑚 
  
𝑢 = 0.38 𝑚𝑚 𝑢 = 0.4 𝑚𝑚 
Figure 7 – Damage evolution at different loadings for the case 𝑊𝑝 > 𝜎 𝑦 
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𝑢 = 0.30 𝑚𝑚 𝑢 = 0.32 𝑚𝑚 
  
𝑢 = 0.34 𝑚𝑚 𝑢 = 0.36 𝑚𝑚 
  
𝑢 = 0.38 𝑚𝑚 𝑢 = 0.4 𝑚𝑚 
Figure 8 – Accumulated plastic strain (𝑝 ) at different loadings for the case 𝑊𝑝 > 𝜎 𝑦 
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Figure 9 – Comparison of the effective stress (𝜎11) at points A (left) and B (right) for the case 
𝑊𝑝 > 𝜎 𝑦 
As it was expected from the formulation and is shown in Figure9, the damage evolution affects 
the stresses at point A in the damage localization area, while in does have a tiny effect at the 
point B along the 45 degree line. Moreover, the specimen behaves in softening considering 
Figure 10, although an isotropic hardening form is considered for the viscoplastic deformation. 
This implies the effect of damage causes loss of  stiffness during loading.  
 
Figure 10 – Effective edge reaction vs. applied displacement for the case 𝑊𝑝 > 𝜎 𝑦 
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Case 2 -  Wp < σ̅y 
In this case, the constant regarding the damage evolution is considered as 𝑊𝑝 =  0.05 𝐺𝑃 , which 
is smaller than the yield stress of the material. Damage evolution at different loadings along with 
the accumulated plastic strain (𝑝 ) for this case are shown in Figure 11 and Figure 12. 
respectively. In order to compare results with the previous case, all data regarding material 
parameters, geometry and loading are kept constant except for the value of the constant 𝑊𝑝 . 
  
𝑢 = 0.30 𝑚𝑚 𝑢 = 0.32 𝑚𝑚 
  
𝑢 = 0.34 𝑚𝑚 𝑢 = 0.36 𝑚𝑚 
  
𝑢 = 0.38 𝑚𝑚 𝑢 = 0.4 𝑚𝑚 
Figure 11 – Damage evolution at different loadings for the case 𝑊𝑝 < 𝜎 𝑦 
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𝑢 = 0.30 𝑚𝑚 𝑢 = 0.32 𝑚𝑚 
  
𝑢 = 0.34 𝑚𝑚 𝑢 = 0.36 𝑚𝑚 
  
𝑢 = 0.38 𝑚𝑚 𝑢 = 0.4 𝑚𝑚 
Figure 12 – Accumulated plastic strain (𝑝 ) at different loadings for the case 𝑊𝑝 < 𝜎 𝑦 
 
As it can be seen in Figure 11. the damage level in the material is higher than in the previous 
case, since it is easier for the system to dissipate energy through damage instead of viscoplastic 
deformation. This effect comes from the fact that in this case of study the coefficient controlling 
the dissipation due to damage is smaller than the yield stress of the material. As it can be seen in 
Figure 11., localization due to damage drives the whole process and attributes to the dissipation. 
It also affects viscoplastic deformation, by reducing the stiffness of the material along the 
vertical line and creating large plastic strains. Effective and damaged stress along the loading 
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direction (𝜎11) is compared for two points in this case in Figure 13. while, the overall behavior of 
the sample is shown by means of the edge reaction vs. applied displacement in Figure 14.  
 
  
Figure13 - Comparison of effective stress (𝜎11) at points A (left) and B (right) for the case 
𝑊𝑝 > 𝜎 𝑦 
 
 
 
Figure 14 – Effective edge reaction vs. applied displacement for the case 𝑊𝑝 > 𝜎 𝑦 
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As it can be seen in Figure13, the effect of damage evolution on stresses at point A in the 
damage localization area is incredibly higher than the previous case, while in does have a tiny 
effect at the point B along the 45 degree line as in the previous case. Moreover, the specimen 
behaves in softening considering Figure 14, although an isotropic hardening form is considered 
for the viscoplastic deformation. This implies the effect of damage on the loss of its stiffness 
during loading for this case is also valid.  
 
3.10. Conclusion remarks 
In this chapter, the developed damage mechanics model in the previous chapters is extended to 
take into account the inelastic behavior of the material. The Perzyna type viscoplasticity model 
with the von Mises type yield surface is employed into the formulation. The effect of the 
coupling is seen through the decomposition of the total strain tensor into two parts including 
elastic and viscoplastic strain tensors. Therefore, all concepts regarding phase field method that 
were used in the previous chapters to develop the model accounting for elastic behavior remain 
valid. The free energy functional is decomposed into two parts in order to avoid imposing effect 
of plastic deformation with internal variables into the phase field formulation. The latter case is 
avoided due to the fact that changing the material behavior from the elastic to the plastic region 
in the meso or continuum scale cannot be considered as a phase transformation, but the effect of 
any phase transformation can be seen in the strain tensor. The developed theory and numerical 
examples show that treating the damage evolution phenomenon as a phase transformation 
coupled to the classical formulations of plasticity/viscoplasticity can eliminate defining a yield 
surface due to damage and avoid using the conventional normality rules and introduce the effect 
of damage gradient into the formulation through the definition of an Allen – Cahn type PDE. 
From the mathematical point of view, this formulation shows that damage evolution can be 
captured from a global PDE instead of solving a set of ODEs over each element.   
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4. COMPUTATIONAL AND MATHEMATICAL ASPECTS OF THE 
MODEL 
4.1. Introduction 
The aim of this chapter is to address details of the computations, which have been used in 
solving the numerical examples in the previous chapters along with mathematical issues of the 
proposed model. To be consistent with the flow of presentations of the previous chapters, first 
the damage evolution through phase field method is considered. Subsequently, details of the 
viscoplastic model are presented and finally, coupling of two models is discussed. It needs to be 
emphasized that some sections or subsections might not be in directly related to the presented 
model, but needs to be discussed to clarify issues that may arise about it.    
In all derivations, small deformation is assumed, therefore, total strain tensor is considered as 
symmetric gradient of the displacement field as follows: 
𝜀𝑖𝑗 =
1
2
(∇𝒖 + ∇𝒖𝑇) =  
1
2
 (𝑢𝑖,𝑗 + 𝑢𝑗,𝑖) = ∇𝑠𝑢𝑖 ( 1 ) 
Where ∇𝑠 denotes symmetric gradient operator. Matrix form of the problem is given as needed to 
clarify the details. 
 
4.2. Plane Stress-Projected Viscoplasticity Model 
The aim of this part is to combine and simplify the algorithms given in the book by Neto, Peric 
and Owen (2011) in order to implement viscoplasticty model for a plane stress problem. 
 
4.3. Plane stress linear elasticity 
Let us consider the general 3D linear elasticity problem.  Hook’s law is given in the following 
form: 
𝜎𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙𝜀𝑘𝑙 = 𝜆 𝜀𝑘𝑘  𝛿𝑖𝑗 + 2𝜇 𝜀𝑖𝑗 ( 2 ) 
where 𝐶𝑖𝑗𝑘𝑙 = 𝜆𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇(𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘) is the stiffness tensor, 𝛿𝑖𝑗 denotes the Kronecker delta 
and 𝜆 and 𝜇 are Lame’s constants. Since the strain tensor is symmetric, it can be decomposed to 
volumetric strain tensor and deviatoric strain tensor (or shear strain tensor) as follows: 
𝜀𝑖𝑗 = (
1
3
 𝜀𝑘𝑘  𝛿𝑖𝑗) + (𝜀𝑖𝑗 − 
1
3
 𝜀𝑘𝑘  𝛿𝑖𝑗) ( 3 ) 
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𝜀𝑖𝑗
𝑣𝑜𝑙 =
1
3
 𝜀𝑘𝑘  𝛿𝑖𝑗 
𝜀𝑖𝑗
𝑑𝑒𝑣 = 𝜀𝑖𝑗 − 
1
3
 𝜀𝑘𝑘  𝛿𝑖𝑗   
Expressing the stress tensor given in Equation (2) in terms of the strain tensor decomposition 
leads to: 
𝜎𝑖𝑗 = 3𝐾 (
1
3
 𝜀𝑘𝑘  𝛿𝑖𝑗) + 2𝐺 (𝜀𝑖𝑗 − 
1
3
 𝜀𝑘𝑘 𝛿𝑖𝑗) ( 4 ) 
where 𝐾 and 𝐺 are the bulk modulus and shear modulus respectively. Relations between the 
constants are given by: 
𝜇 = 𝐺 =
𝐸
2(1 + 𝜈)
,         𝜆 =  
𝐸 𝜈
(1 + 𝜈)(1 − 2𝜈)
,    𝐾 = 𝜆 +
2
3
𝜇 =  
𝐸 
3(1 − 2𝜈)
 ( 5 ) 
On the other hand, the symmetric stress tensor can be decomposed to its volumetric (𝑝𝑖𝑗) and 
deviatoric (𝜏𝑖𝑗) parts as follows: 
𝜎𝑖𝑗 = 𝜏𝑖𝑗 + 𝑝𝑖𝑗  
𝜏𝑖𝑗 = 𝜎𝑖𝑗 −
1
3
𝜎𝑘𝑘𝛿𝑖𝑗 
𝑝𝑖𝑗 = 
1
3
𝜎𝑘𝑘𝛿𝑖𝑗   
( 6 ) 
Equation (2) can be written in the following matrix form: 
[
 
 
 
 
 
𝜎11
𝜎22
𝜎33
𝜎23
𝜎13
𝜎12]
 
 
 
 
 
=  
[
 
 
 
 
 
2𝜇 + 𝜆 𝜆 𝜆 0 0 0
𝜆 2𝜇 + 𝜆 𝜆 0 0 0
𝜆 𝜆 2𝜇 + 𝜆 0 0 0
0 0 0 𝜇 0 0
0 0 0 0 𝜇 0
0 0 0 0 0 𝜇]
 
 
 
 
 
  
[
 
 
 
 
 
𝜀11
𝜀22
𝜀33
2𝜀23
2𝜀13
2𝜀12]
 
 
 
 
 
    ( 7 ) 
Plane stress problem can be obtained by prescribing in plane strains i.e. 𝜀11, 𝜀22 and 𝜀12 and 
assuming zero out of plane, stress components (𝜎13 = 𝜎23 = 𝜎33 = 0).  Therefore, the 
constitutive relation given in Equation (7) reads as follows: 
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[
 
 
 
 
𝜎11
𝜎22
0
0
0
𝜎12]
 
 
 
 
=  
[
 
 
 
 
 
2𝜇 + 𝜆 𝜆 𝜆 0 0 0
𝜆 2𝜇 + 𝜆 𝜆 0 0 0
𝜆 𝜆 2𝜇 + 𝜆 0 0 0
0 0 0 𝜇 0 0
0 0 0 0 𝜇 0
0 0 0 0 0 𝜇]
 
 
 
 
 
  
[
 
 
 
 
 
𝜀11
𝜀22
𝜀33
2𝜀23
2𝜀13
2𝜀12]
 
 
 
 
 
    ( 8 ) 
Solving the system of equations given in Equation (8) leads to the following relations for the 
strain components: 
𝜀13 = 𝜀23 = 0 ,   𝜀33 = −
𝜆
2𝜇 + 𝜆
 (𝜀11 + 𝜀22)  ( 9 ) 
Since the ratio given in Equation (9) plays an important role in the following derivations, it is 
defined as follows using constants given in Equation (5): 
 𝑟 =  
𝜆
2𝜇 + 𝜆
=
𝜈
1 − 𝜈
 ( 10 ) 
Therefore, constitutive equations of plane stress problem can be obtained by prescribing in plane 
strain components and enforcing the general Hook’s law by constraints of the problem (zero out 
of plane stress components). As a result, well-known reduced form of the plane stress problem is 
given by: 
[
𝜎11
𝜎22
𝜎12
] =  [
2𝜇 + 𝜆∗ 𝜆∗ 0
𝜆∗ 2𝜇 + 𝜆∗ 0
0 0 𝜇
] [
𝜀11
𝜀22
2𝜀12
] ( 11 ) 
where 𝜆∗ contains the effect of plane stress problem and is given as follows: 
𝜆∗ = 
𝐸𝜈
(1 − 𝜈2)
 ( 12 ) 
As it can be seen from Equation (8) and Equation (11), in Plane Stress problem, out of plane 
stresses assumed to be zero, which can represent a thin plate under in plane loading. Therefore, 
all out of plane components of stress tensor for a 2D problem are equal to zero and stress tensor 
reads as follows: 
𝜎𝑖𝑗 = [
𝜎11 𝜎12 0
𝜎12 𝜎22 0
0 0 0
] ( 13 ) 
Decomposition of the stress tensor into deviatoric and volumetric parts (Equation (6)) leads to: 
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𝜎𝑖𝑗 = [
𝜎11 𝜎12 0
𝜎12 𝜎22 0
0 0 0
] =  
[
 
 
 
 
2
3
𝜎11 −
1
3
𝜎22 𝜎12 0
𝜎12
2
3
𝜎22 −
1
3
𝜎11 0
0 0 −
1
3
𝜎11 −
1
3
𝜎22]
 
 
 
 
+
1
3
 [
𝜎11 + 𝜎22 0 0
0 𝜎11 + 𝜎22 0
0 0 𝜎11 + 𝜎22
]  
( 14 ) 
 
Therefore, one obtains: 
𝜏𝑖𝑗 = 
[
 
 
 
 
 
2
3
𝜎11 −
1
3
𝜎22 𝜎12 0
𝜎12
2
3
𝜎22 −
1
3
𝜎11 0
0 0 −
1
3
𝜎11 −
1
3
𝜎22]
 
 
 
 
 
 ( 15 ) 
 
𝑝𝑖𝑗 = 
1
3
 [
𝜎11 + 𝜎22 0 0
0 𝜎11 + 𝜎22 0
0 0 𝜎11 + 𝜎22
] ( 16 ) 
The double inner product of the deviatoric stress tensor is obtained as follows: 
𝜏𝑖𝑗: 𝜏𝑖𝑗 =
2
3
𝜎11
2 +
2
3
𝜎22
2 − 
2
3
𝜎11𝜎22 + 2𝜎12
2   ( 17 ) 
The norm of the deviatoric stress can be obtained as follows: 
∥ 𝜏 ∥ = √𝜏𝑖𝑗 : 𝜏𝑖𝑗 = √
2
3
(𝜎11
2 + 𝜎22
2 − 𝜎11𝜎22 + 3𝜎12
2 ) ( 18 ) 
On the other hand, considering stress tensor as a vector in the following form: 
𝜎 =  [
𝜎11
𝜎22
𝜎12
] ( 19 ) 
Along with using the matrix operator given in (de Souza Neto et al., 2011) one obtains the 
following: 
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𝑃 =  
[
 
 
 
 
2
3
−
1
3
0
−
1
3
2
3
0
0 0 2]
 
 
 
 
 ( 20 ) 
The deviatoric stress is a vector and double inner product of deviatoric stress can be obtained 
respectively as: 
𝑠 = 𝑃𝜎 = 
[
 
 
 
 
2
3
𝜎11 −
1
3
𝜎22
2
3
𝜎22 −
1
3
𝜎11
2𝜎12 ]
 
 
 
 
 ( 21 ) 
𝜎𝑇𝑃𝜎 =
2
3
(𝜎11
2 + 𝜎22
2 − 𝜎11𝜎22 + 3𝜎12
2 )  ( 22 ) 
Comparing Equation (17) and Equation (22) shows the capability of the operator given in 
Equation (21).  
Moreover, the strain tensor using Equations (9) and (10) leads to: 
𝜀𝑖𝑗 = [
𝜀11 𝜀12 0
𝜀12 𝜀22 0
0 0 −𝑟(𝜀11 + 𝜀22)
] ( 23 ) 
and its volumetric and deviatoric parts reads as follows: 
𝜀𝑖𝑗
𝑣𝑜𝑙 =
1
3
 [
(1 − 𝑟)(𝜀11 + 𝜀22) 0 0
0 (1 − 𝑟)(𝜀11 + 𝜀22) 0
0 0 (1 − 𝑟)(𝜀11 + 𝜀22)
] ( 24 ) 
𝜀𝑖𝑗
𝑑𝑒𝑣
=
1
3
[
(2 + 𝑟)𝜀11 − (1 − 𝑟)𝜀22 𝜀12 0
𝜀12 (2 + 𝑟)𝜀22 − (1 − 𝑟)𝜀11 0
0 0 −(1 + 2𝑟)(𝜀11 + 𝜀22)
] 
( 25 ) 
 
Therefore, the total volumetric strain for the case of plane stress can be obtained as: 
𝜀𝑣 = (1 − 𝑟)(𝜀11 + 𝜀22) ( 26 ) 
Using Equations (11) and (16), the hydrostatic pressure for plane stress problem is given as: 
𝑝 =
1
3
(𝜎11 + 𝜎22) =
2𝜇 + 2𝜆∗
3
(𝜀11 + 𝜀22) ( 27 ) 
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The appropriate form of the bulk modulus (𝑝 = 𝐾𝜀𝑣) for the case of plane stress problem can be 
obtained using Equations (26) and (27):  
𝐾 =
2𝜇 + 2𝜆∗
3(1 − 𝑟)
 ( 28 ) 
As it has been expected, the bulk modulus of the material is not a function of the type of problem 
and substitution of Equation (10) and Equation (12) gives the relation in Equation (5). In 
addition, the norm of the deviatoric stress tensor (i.e. √𝜏𝑖𝑗 : 𝜏𝑖𝑗 in Equation (18) or equivalently 
√𝜎𝑇𝑃𝜎 in Equation (22)) for the case of plane stress problem can be obtained in terms of strain 
using Equations (11), (12) and (23) into Equation (18) as follows: 
∥ 𝜏 ∥ = √𝜏𝑖𝑗 : 𝜏𝑖𝑗
= 2𝜇√
2
3
((𝑟2 + 𝑟 + 1)𝜀11
2 + (𝑟2 + 𝑟 + 1)𝜀22
2 − (1 − 2𝑟 − 2𝑟2)𝜀11𝜀22 + 3𝜀12
2 ) 
( 29 ) 
It is worth noting that 𝑟 in Equation (29) is the same as Equation (10) and is given for the case of 
plane stress problem as follows: 
𝑟 =  
𝜆∗
2𝜇
=
𝜈
1 − 𝜈
 ( 30 ) 
In addition, it is noteworthy that for the case of plane strain condition coefficients regarding 
influence of 𝑟 drops in Equation (29) and it changes to 𝜏𝑖𝑗: 𝜏𝑖𝑗  =
2
3
(2𝜇)2(𝜀11
2 + 𝜀22
2 − 𝜀11𝜀22 +
3𝜀12
2 ). 
Therefore, the deviatoric stress vector given in Equation (21) can be obtained in terms of the 
strain as follows: 
𝑠 =
2𝜇
3
 [
(2 + 𝑟)𝜀11 − (𝑟 − 1)𝜀22
(2 + 𝑟)𝜀22 − (𝑟 − 1)𝜀11
6𝜀12
] ( 31 ) 
The total strain energy of the material (Sadd, 2009) in terms of stresses reads: 
𝑈(𝜎𝑖𝑗) =
1 + 𝜈
2𝐸
𝜎𝑖𝑗𝜎𝑖𝑗 −
𝜈
2𝐸
𝜎𝑗𝑗𝜎𝑘𝑘  ( 32 ) 
For the case of plane stress, Equation (32) reduces to: 
𝑈(𝜎𝑖𝑗) =
1
2𝐸
(𝜎11
2 + 𝜎22
2 − 2𝜈𝜎11𝜎22 + 2(1 + 𝜈)𝜎12
2 ) ( 33 ) 
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Using the stress-strain relation, one obtains the following expression: 
𝑈(𝜎𝑖𝑗) =
1
2
(𝜎11𝜀11 + 𝜎22𝜀22 + 2𝜎12𝜀12) ( 34 ) 
  
4.4. Plane Stress viscoplasticity 
In the previous section, the plane stress problem is detailed by enforcing the original three 
dimensional elasticity problem by specific constraints regarding plane stress condition. 
Following the same approach, appropriate equations can be obtained for the case of 
elastoplasticity, viscoplasticity plane stress problem (de Souza Neto et al., 2011). Plane strains 
are prescribed and given constraints (i.e. out of plane stress equal to zero) are enforced to find in-
plane stresses and out of plane strains. As it has been pointed out in (de Souza Neto et al., 2011), 
among three different methods, the plane stress-projected method is chosen as a computationally 
efficient way to implement in the solution of the problem. In this method, plane stress constraints 
are applied at the Gauss point level. This method is defined as a set of evolution equations that 
involves in plane stress and strains components by adding plane stress conditions to the general 
three dimensional formulation (de Souza Neto et al., 2011). Accordingly, in - plane stress and 
strain components are considered as primary variables, which can be determined by solving the 
rate equations. Consequently, out of plane strain as a dependent variable can be calculated from 
the obtained solution of the in – plane components in post processing of the solution. This 
method is computationally efficient, since reduced set of equations using relevant in – plane 
components are used. The only limitation of this method is that the undertaken three-dimensional 
case needs to be simple to derive closed form relation between in – plane and out plane 
components from the constraint of the problem (i.e. 𝜎13 = 𝜎23 = 𝜎33 = 0) as it has been done 
for the elasticity case in the previous section. Plane-stress projected method for the von Mises 
plasticity has been used in (Jetteur, 1986; J. Simo & Taylor, 1986)  and here is developed for the 
case of the Perzyna type viscoplasticity. Three-dimensional Perzyna type viscoplastic model with 
von Mises yield surface following the notation of the previous chapter and neglecting the effect 
of damage and back stress (kinematic hardening) is obtained as follows: 
𝜀𝑖𝑗 = 𝜀𝑖𝑗
𝑒 + 𝜀𝑖𝑗
𝑣𝑝
 ( 35 ) 
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𝜀?̇?𝑗 = 𝜀?̇?𝑗
𝑒 + 𝜀?̇?𝑗
𝑣𝑝
 ( 36 ) 
𝜎𝑖𝑗 = 𝐷𝑖𝑗𝑘𝑙
𝑒 ∶ 𝜀𝑖𝑗
𝑒  ( 37 ) 
𝑓(𝜏𝑖𝑗 , 𝑝, 𝜎𝑦) ∶=  √
3
2
𝜏𝑖𝑗: 𝜏𝑖𝑗  − (𝜎𝑦(𝑝))  ( 38 ) 
𝜀?̇?𝑗
𝑣𝑝
= ?̇?
𝜕𝑓
𝜕𝜎𝑖𝑗
= ?̇? √
3
2
 
𝜏𝑖𝑗
‖𝜏𝑖𝑗‖
  ( 39 ) 
?̇? =
1
𝜇𝑣
[
〈𝑓(𝜏𝑖𝑗 , 𝑝, 𝜎𝑦)〉
𝜎𝑦(𝑝)
⁄ ]
1/𝜖
  ( 40 ) 
 𝑝 = √
2
3
 ∫ ‖𝜀?̇?𝑗
𝑣𝑝
‖
𝑡
0
𝑑𝑡                      ?̇? = √
2
3
 ‖ 𝜀?̇?𝑗
𝑣𝑝‖ =  √
2
3
 𝜀?̇?𝑗
𝑣𝑝
: 𝜀?̇?𝑗
𝑣𝑝
= ?̇?  ( 41 ) 
𝜎𝑦(𝑝) = 𝜎 𝑦 + ℎ𝑝  ( 42 ) 
where 𝐷𝑖𝑗𝑘𝑙
𝑒  denotes stiffness tensor and linear isotropic hardening is considered  in Equation 
(42). It is worth mentioning that for 𝐽2 plasticity or viscoplasticity models with the given yield 
surface in the form of Equation (38), if the rate of the back stress tensor (?̇?𝑖𝑗), which can be 
included in the yield surface in the form of (𝜏𝑖𝑗 − 𝑋𝑖𝑗): (𝜏𝑖𝑗 − 𝑋𝑖𝑗) is proportional to the plastic 
strain rate, then it will be a purely deviatoric tensor. Moreover, back stress tensor has the 
symmetric properties as the stress tensor. Equations (35) to (42) are enforced by plane stress 
condition as follows: 
𝜎13(𝜀𝑖𝑗
𝑒 ) =  𝜎23(𝜀𝑖𝑗
𝑒 ) =  𝜎33(𝜀𝑖𝑗
𝑒 ) = 0 ( 43 ) 
Since the elastic behavior is linear and isotropic, Equation(43) implies the relation between in-
plane and out of plane components of elastic strain tensor using 𝑟 =
𝜈
1−𝜈
 as given in Equation (9): 
𝜀13
𝑒   =  𝜀23
𝑒 = 0 ,   𝜀33
𝑒 =  −𝑟 (𝜀11
𝑒 + 𝜀22
𝑒 ) ( 44 ) 
Plastic incompressibility implies that: 
𝜀33
𝑣𝑝
= − (𝜀11
𝑣𝑝
+ 𝜀22
𝑣𝑝) ( 45 ) 
Since 𝜏13 = 𝜏23 = 0 (Equation (15)), from Equation (35) the following relation can be obtained: 
𝜀13
𝑣𝑝
= 𝜀23
𝑣𝑝
= 0 ( 46 ) 
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Out of plane components are related to the in plane components through Equations (44)-(46). 
Therefore, history of out of plane components can be summarized as follows: 
  𝜀13(𝑡) = 0,        𝜀23(𝑡) = 0 , 𝜀33(𝑡) = −(𝑟 (𝜀11
𝑒 + 𝜀22
𝑒 ) + 𝜀11
𝑣𝑝
+ 𝜀22
𝑣𝑝
) ( 47 ) 
Moreover, in plane viscoplastic strain components can be written in a vector form as follows: 
𝜀𝑣𝑝 = [
𝜀11
𝑣𝑝
𝜀22
𝑣𝑝
2𝜀12
𝑣𝑝
] ( 48 ) 
4.5. Numerical time integration 
As a general requirement, a numerical time integration scheme should be used to update stresses 
and other variables given in the set of viscoplastic constitutive equations (Equations (35)-(42)). 
Fully implicit method (backward Euler time integration scheme) as an unconditionally stable 
method is applied to rate equations of viscoplasticity to derive appropriate algorithm for plane 
stress Perzyna type viscoplasticity model. Interested readers are referred to previous works 
(Alfano, De Angelis, & Rosati, 2001; Chaboche & Cailletaud, 1996; Perić, 1993; Runesson, 
Ristinmaa, & Mähler, 1999; Juan C Simo, 1998; J. C. Simo & Hughes, 1997; G. Z. Voyiadjis & 
Mohammad, 1988, 1991) for more details about the numerical implementation of viscoplastic 
models. Typical time interval is considered as [𝑡𝑛 , 𝑡𝑛+1] , Δ𝑡 denotes time increment and 
subscripts show time step. Therefore, the standard elastic predictor and the viscoplastic return 
mapping for the model can be derived as follows: 
Elastic predictor  
It is assumed that the material behavior is pure elastic within the time interval [𝑡𝑛 , 𝑡𝑛+1] and 
Δ𝜀𝑖𝑗 is given. Therefore, the elastic trial state can be obtained as follows: 
𝜀𝑖𝑗
𝑒  𝑡𝑟𝑖𝑎𝑙 =   𝜀𝑖𝑗
𝑒 |
𝑛
+ Δ𝜀𝑖𝑗 ( 49 ) 
𝜀𝑖𝑗
𝑣𝑝 𝑡𝑟𝑖𝑎𝑙
=  𝜀𝑖𝑗
𝑣𝑝|
𝑛
 ( 50 ) 
𝑝𝑡𝑟𝑖𝑎𝑙 =  𝑝|𝑛 ( 51 ) 
𝜎𝑖𝑗
𝑡𝑟𝑖𝑎𝑙 = 𝐷𝑖𝑗𝑘𝑙
𝑒 ∶  𝜀𝑒  𝑡𝑟𝑖𝑎𝑙 ( 52 ) 
 
If 𝑓(𝜎𝑖𝑗
𝑡𝑟𝑖𝑎𝑙 , 𝜎𝑦(𝑝
𝑡𝑟𝑖𝑎𝑙))  ≤ 0, then the process is elastic and variables are updated by the values 
of the trial state, otherwise, viscoplastic return mapping is applied as follows. 
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Note the approach to find 𝜀𝑖𝑗
𝑒  𝑡𝑟𝑖𝑎𝑙  in the general computations for the coupling of viscoplasticity 
with other models since Equation (49)  depends on given Δ𝜀𝑖𝑗 
To find Δ𝜀𝑖𝑗 in a specific step of computation, assume that the displacement field at the end of 
the previous step (𝑢𝑛) and plastic strain ( 𝜀𝑖𝑗
𝑣𝑝 |
𝑛
) have been computed. Therefore, the elastic 
strain and total strain can be computed as follows: 
  𝜀𝑖𝑗|𝑛 =   ∇𝑠𝑢𝑛  
 𝜀𝑖𝑗
𝑒 |
𝑛
=  ∇𝑠𝑢𝑛 −  𝜀𝑖𝑗
𝑣𝑝 |
𝑛
   
where ∇𝑠 denotes symmetric gradient operator. By solving the equilibrium equations, the 
displacement field corresponding to the end of new step (𝑢𝑛+1) can be computed. Accordingly,  
 𝜀𝑖𝑗|𝑛+1 =  ∇𝑠𝑢𝑛+1  
Δ𝜀𝑖𝑗 =   𝜀𝑖𝑗|𝑛+1 −  𝜀𝑖𝑗
|
𝑛
= ∇𝑠𝑢𝑛+1 − ∇𝑠𝑢𝑛   
Finally, 𝜀𝑖𝑗
𝑒  𝑡𝑟𝑖𝑎𝑙 can be computed as follows: 
𝜀𝑖𝑗
𝑒  𝑡𝑟𝑖𝑎𝑙 =    𝜀𝑖𝑗
𝑒 |
𝑛
+ Δ𝜀𝑖𝑗 = ∇𝑠𝑢𝑛 −  𝜀𝑖𝑗
𝑣𝑝 |
𝑛
+ ∇𝑠𝑢𝑛+1 − ∇𝑠𝑢𝑛 = ∇𝑠𝑢𝑛+1 −  𝜀𝑖𝑗
𝑣𝑝 |
𝑛
   
 
Viscoplastic return mapping 
At this stage, evolution equations regarding viscoplasticity needs to be solved i.e. stresses and 
accumulated plastic strain needs to be updated. Therefore, one obtains: 
 𝜎𝑖𝑗|𝑛+1   = 𝜎𝑖𝑗
𝑡𝑟𝑖𝑎𝑙 − Δ𝛾 𝐷𝑖𝑗𝑘𝑙
𝑒 ∶  
𝜕𝑓
𝜕𝜎𝑖𝑗
|
𝑛
 ( 53 ) 
 𝑝|𝑛+1 =  𝑝|𝑛 + Δ𝛾  ( 54 ) 
where the increment of viscoplastic strain can be obtained using the flow rule as follows: 
Δ𝛾 =
Δ𝑡
𝜇𝑣
  
[
 
 
 √3
2  𝜏𝑖𝑗
|
𝑛+1 
:  𝜏𝑖𝑗|𝑛+1 
𝜎𝑦( 𝑝|𝑛+1)
 − 1
]
 
 
 
1/𝜖
  ( 55 ) 
Subsequently, we can update the viscoplastic strain tensor and elastic strain tensor as: 
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 𝜀𝑖𝑗
𝑣𝑝|
𝑛+1
=  𝜀𝑖𝑗
𝑣𝑝|
𝑛
+ Δ𝛾
𝜕𝑓
𝜕𝜎𝑖𝑗
|
𝑛+1
 ( 56 ) 
 𝜀𝑖𝑗
𝑒 |
𝑛+1
= 𝜀𝑖𝑗
𝑒  𝑡𝑟𝑖𝑎𝑙 − Δ𝛾
𝜕𝑓
𝜕𝜎𝑖𝑗
|
𝑛+1
 ( 57 ) 
Single equation corrector 
Based on the von Mises yield surface, Equations (53) and (54) can be further simplified to obtain 
a single equation for the evolution of the viscoplastic strain. First, as it can be seen in Equation 
(39), that the hydrostatic stress is independent of the viscoplastic flow and one obtains the 
following relation: 
𝜕𝑓
𝜕𝜎𝑖𝑗
=  √
3
2
 
𝜏𝑖𝑗
‖𝜏𝑖𝑗‖
   ( 58 ) 
Moreover, Equation (53) leads to: 
 𝜏𝑖𝑗|𝑛+1   = 𝜏𝑖𝑗
𝑡𝑟𝑖𝑎𝑙 − 2𝜇Δ𝛾 √
3
2
 
𝜏𝑖𝑗
‖𝜏𝑖𝑗‖
 ( 59 ) 
 𝜎𝑖𝑗
𝑝|
𝑛+1 
  = 𝜎𝑖𝑗
𝑝  𝑡𝑟𝑖𝑎𝑙
 ( 60 ) 
where, 𝜎𝑖𝑗
𝑝
 denotes the hydrostatic part of the stress tensor. Equation (59) implies that: 
 
 𝜏𝑖𝑗|𝑛+1 
‖ 𝜏𝑖𝑗|𝑛+1 
‖
=  
𝜏𝑖𝑗
𝑡𝑟𝑖𝑎𝑙
‖𝜏𝑖𝑗
𝑡𝑟𝑖𝑎𝑙‖
  ( 61 ) 
Accordingly, Equation (59) can be written in the following form: 
 𝜏𝑖𝑗|𝑛+1   =
(1 − √
3
2
 
2𝜇Δ𝛾
‖𝜏𝑖𝑗
𝑡𝑟𝑖𝑎𝑙‖
 ) 𝜏𝑖𝑗
𝑡𝑟𝑖𝑎𝑙 = (1 −  
3𝜇Δ𝛾
𝑞𝑡𝑟𝑖𝑎𝑙
 ) 𝜏𝑖𝑗
𝑡𝑟𝑖𝑎𝑙   ( 62 ) 
where 𝑞𝑡𝑟𝑖𝑎𝑙 is the elastic trial von Mises equivalent stress and is given by : 
𝑞𝑡𝑟𝑖𝑎𝑙 = √
3
2
 ‖𝜏𝑖𝑗
𝑡𝑟𝑖𝑎𝑙‖   ( 63 ) 
Using Equation (63) in Equation (62) leads to the following expression as follows: 
  𝑞|𝑛+1  =   𝑞
𝑡𝑟𝑖𝑎𝑙 − 3𝜇Δ𝛾   ( 64 ) 
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Using Equations (64), (54) into Equation (55) leads to obtain a single nonlinear algebraic 
equation for Δ𝛾 as follows: 
Δ𝛾 −
Δ𝑡
𝜇𝑣
  [
𝑞𝑡𝑟𝑖𝑎𝑙 − 3𝜇Δ𝛾
𝜎𝑦( 𝑝|𝑛 + Δ𝛾)
 − 1]
1
𝜖
 = 0 ( 65 ) 
Rearranging Equation (65) leads to: 
𝑞𝑡𝑟𝑖𝑎𝑙 − 3𝜇Δ𝛾 − [ 1 + (
𝜇𝑣Δ𝛾
Δ𝑡
 )
𝜖
]𝜎𝑦( 𝑝|𝑛 + Δ𝛾) = 0 ( 66 ) 
As it can be seen in Equation (66) or the general flow rule of Perzyna model with von Mises 
yield criteria (Equation (38) and Equation (40)), by vanishing viscosity when 𝜇𝑣 tends to ∞ or 
for an infinitely slow process (i.e. Δ𝑡 →  ∞) the equations reduces to that of a rate independent 
elastoplastic von Mises model. Up to this point, appropriate equations are derived to implement 
the viscoplastic model i.e. set of equations (35)-(42). Applying plane stress constraints 
(Equations (43)-(47)) one can further simplify the equations to be used for the solution 
procedure. This leads to the following algorithm, in which each component of the strain and 
stress tensors evolution is obtained. 
1 – Elastic predictor: All state variables are given at 𝑡𝑛. Compute  
𝜀𝑖𝑗
𝑒  𝑡𝑟𝑖𝑎𝑙 = ∇𝑠𝑢𝑛+1 −  𝜀𝑖𝑗
𝑣𝑝 |
𝑛
  
𝑝𝑛+1
𝑡𝑟𝑖𝑎𝑙  = 𝑝𝑛  
      Volumetric strain       𝜀𝑣
𝑒 𝑡𝑟𝑖𝑎𝑙 = 3(1 − 𝑟)(𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙 + 𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙  )  
      Hydrostatic pressure  𝜎𝑝
𝑡𝑟𝑖𝑎𝑙 = 𝐾𝜀𝑣
𝑒 𝑡𝑟𝑖𝑎𝑙 =
2𝜇+2𝜆∗
3
(𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙 + 𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙  )    
       Deviatoric stress components  
𝜏𝑡𝑟𝑖𝑎𝑙 =
2𝜇
3
 [
(2 + 𝑟)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙 − (𝑟 − 1)𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙
(2 + 𝑟)𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙 − (𝑟 − 1)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙
6𝜀12
𝑒  𝑡𝑟𝑖𝑎𝑙
] 
      Von Mises equivalent stress 
𝑞𝑛+1
𝑡𝑟𝑖𝑎𝑙 = 
= 2𝜇√
2
3
((𝑟2 + 𝑟 + 1)((𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙)
2
+ (𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙)
2
) − (1 − 2𝑟 − 2𝑟2)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙 + 3(𝜀12
𝑒  𝑡𝑟𝑖𝑎𝑙)
2
)  
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2 – Check for viscoplastic flow:  
      If  𝑞𝑛+1
𝑡𝑟𝑖𝑎𝑙 − 𝜎𝑦(𝑝𝑛+1
𝑡𝑟𝑖𝑎𝑙)  ≤ 0   
Then set  (. )𝑛+1 = (. )𝑛+1
𝑡𝑟𝑖𝑎𝑙  and EXIT  
3 – Viscoplastic flow: Solve the return mapping equation for Δ𝛾 using the Newton 
Raphson method 
 
𝑞𝑛+1
𝑡𝑟𝑖𝑎𝑙 − 3𝜇Δ𝛾 − [ 1 + (
𝜇𝑣Δ𝛾
Δ𝑡
 )
𝜖
]𝜎𝑦(𝑝𝑛+1
𝑡𝑟𝑖𝑎𝑙 + Δ𝛾) = 0  
Compute a coefficient  𝑚 = (1 −  
3𝜇Δ𝛾
𝑞𝑛+1
𝑡𝑟𝑖𝑎𝑙 )  
Then update 
𝜎𝑝 𝑛+1 = 𝜎𝑝
𝑡𝑟𝑖𝑎𝑙 =
2𝜇 + 2𝜆∗
3
(𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙 + 𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙  )   
 
Deviatoric stress components 
𝜏𝑛+1 =
[
 
 
 
 
2𝜇
3
𝑚 ((2 + 𝑟)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙 − (𝑟 − 1)𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙) 
2𝜇
3
𝑚 ((2 + 𝑟)𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙 − (𝑟 − 1)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙) 
4𝜇𝑚𝜀12
𝑒  𝑡𝑟𝑖𝑎𝑙 ]
 
 
 
 
 
 
Stress tensor components (plane stress) 
𝜎𝑛+1 =
[
 
 
 
 
2𝜇
3
𝑚 ((2 + 𝑟)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙 − (𝑟 − 1)𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙) + 𝜎𝑝 𝑛+1
2𝜇
3
𝑚 ((2 + 𝑟)𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙 − (𝑟 − 1)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙) + 𝜎𝑝 𝑛+1
4𝜇𝑚𝜀12
𝑒  𝑡𝑟𝑖𝑎𝑙 ]
 
 
 
 
 
 
Accumulated plastic strain  
𝑝𝑛+1 = 𝑝𝑛 + Δ𝛾  
Plastic strain increment (in plane components)  
Δ𝜀𝑣𝑝 =
Δ𝛾𝜇
𝑞𝑛+1
𝑡𝑟𝑖𝑎𝑙  [
(2 + 𝑟)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙 − (𝑟 − 1)𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙
(2 + 𝑟)𝜀22
𝑒  𝑡𝑟𝑖𝑎𝑙 − (𝑟 − 1)𝜀11
𝑒  𝑡𝑟𝑖𝑎𝑙
6𝜀12
𝑒  𝑡𝑟𝑖𝑎𝑙
]  
EXIT 
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4.6. Finite Element Formulation 
4.6.1. Equilibrium Equation – Linear problem 
This part presents the weak form of the equilibrium equation as a linear problem that needs to be 
solved along with the Allen – Cahn equation to simulate the phase transformation. Equilibrium 
equation for the general case reads:  
𝜌?̈? − 𝑑𝑖𝑣 𝝈 = 𝑓                   𝑜𝑛 Ω 
( 67 ) 
 
𝜕𝝈
𝜕𝑛
= 𝑇                      𝑜𝑛 𝜕𝑁Ω 
𝑢 = 𝑢0                           𝑜𝑛 𝜕𝐷Ω 
here 𝝈 = 𝑝(𝜙)𝐸 𝜺(𝑢) is the stress tensor with the effect of damage, 𝜺 is the strain tensor 𝑇 
denotes traction over part of the boundary 𝜕𝑁Ω, 𝜕𝐷Ω shows the part of the boundary with 
prescribed Dirichlet boundary condition as 𝑢0 and 𝑓 denotes body forces. Let 𝑉 and ?̂? be trial 
and test vector spaces containing ∁0 continuous vector functions as following: 
𝑉 =  {𝑢 ∈ 𝐻1(Ω)    ∶ 𝑢 = 0   𝑜𝑛   𝜕𝐷𝛺} ( 68 ) 
?̂? =  {𝑣 ∈ 𝐻1(Ω)    ∶ 𝑣 = 0   𝑜𝑛   𝜕𝐷𝛺}  ( 69 ) 
where 𝐻1(Ω) denotes Sobolev space containing functions 𝑣 such that 𝑣2 and |∇𝑣|2 have finite 
integrals and 𝜕𝐷𝛺 is the part of the boundary with Dirichlet boundary conditions. For the case of 
quasi-static problem, multiplying Equation (67) by the test function 𝑣 and integration leads to: 
−∫ ∇. (𝑝(𝜙)𝐸 𝜺(𝑢)). 𝑣 𝑑𝑥
Ω
 = ∫ 𝑓. 𝑣𝑑𝑥
Ω
    ( 70 ) 
Considering the definition of the strain as symmetric gradient operator and integrating by parts of 
Equation (70) results in: 
−∫
𝜕𝝈
𝜕𝑛
𝑣 𝑑𝑠
𝜕𝑁Ω
   + ∫ 𝑝(𝜙)𝐸  𝜺(𝑢). ∇𝑣 𝑑𝑥
Ω
 = ∫ 𝑓𝑣𝑑𝑥
Ω
    ( 71 ) 
Substituting traction on the boundary in Equation (71), and considering 𝜺(𝑣) = ∇𝑣 leads to: 
∫ 𝑝(𝜙)𝐸  𝜺(𝑢) 𝜺(𝑣) 𝑑𝑥
Ω
 = ∫ 𝑓. 𝑣𝑑𝑥
Ω
+ ∫ 𝑇. 𝑣 𝑑𝑠
𝜕𝑁Ω
    ( 72 ) 
Equation (72) remains valid even for the inelastic behavior of the material, since the strain tensor 
contains the total strain and the corresponding plastic strain tensor can be incorporated into it. 
Therefore, the bilinear and linear forms of the problem is given by: 
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𝑎(𝑢, 𝑣) =  ∫ 𝑝(𝜙)𝐸  𝜺(𝑢) 𝜺(𝑣) 𝑑𝑥
Ω
 ( 73 ) 
𝑏(𝑣) = ∫ 𝑓. 𝑣𝑑𝑥
Ω
+ ∫ 𝑇. 𝑣 𝑑𝑠
𝜕𝑁Ω
 ( 74 ) 
The problem is to solve the linear weak form for 𝑢 ∈  𝑉 as follows: 
 𝑎(𝑢, 𝑣) =  𝑏(𝑣)         ∀ 𝑣 ∈  ?̂? ( 75 ) 
It needs to be mentioned that 𝐶0 vector functions i.e. linear continuous Galerkin elements (CG 1) 
suffices to solve the weak form given in Equation (75). 
 
4.6.2. Allen-Cahn Equation – Nonlinear time dependent problem 
Allen – Cahn equation as a time dependent equation involves a nonlinear problem. In this 
section, this equation considered as a general case for a scalar damage case and the procedure to 
solve it is detailed. The same procedure is done for the case of anisotropic damage considering 
damage variable as a vector. The problem is defined by the following equations: 
𝜕𝜙
𝜕𝑡
= 𝑓(𝜙) + 𝑞∇2𝜙      𝑖𝑛 Ω   𝑓𝑜𝑟 𝑡 > 0   ( 67 ) 
∇𝜙 =
𝜕𝜙
𝜕𝑛
= 0     𝑜𝑛 𝜕Ω   𝑓𝑜𝑟 𝑡 > 0 ( 68 ) 
𝜙 = 0     𝑎𝑡   𝑡 = 0   ( 69 ) 
where 𝑛 denotes the outward unit normal to 𝜕𝛺 and 𝑞 is a constant. First, we need to discretize 
the time derivative by the finite difference method, which results in a series of stationary 
problems. The variational formulation (weak form) can then be obtained to solve each problem 
using the finite element method. In the following, superscript 𝑘 indicates a quantity at time 𝑡𝑘  
(i.e. 𝜙𝑘  shows the 𝜙 at time 𝑘). Allen-Cahn PDE (Equation (67) turns into the following form at 
some time level: 
𝜕𝜙𝑘
𝜕𝑡
= 𝑓(𝜙𝑘) + 𝑞∇2𝜙𝑘       𝑖𝑛 Ω   𝑓𝑜𝑟 𝑡 > 0   ( 70 ) 
Applying the backward difference on time (left hand side of Equation (70)) leads to: 
𝜕𝜙𝑘
𝜕𝑡
≈
𝜙𝑘 −𝜙𝑘−1
𝑑𝑡
 ( 71 ) 
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where 𝑑𝑡 is the constant time discretization parameter. Substituting Equation (71) into Equation 
(70) leads to: 
𝜙𝑘 − 𝜙𝑘−1
𝑑𝑡
= 𝑓(𝜙𝑘) + 𝑞∇2𝜙𝑘        ( 72 ) 
Equation (72) shows the time discrete version of Equation (67). Rearranging Equation (72) and 
assuming that 𝜙𝑘−1 is known from the previous time step leads to the set of spatial problems as 
follows: 
𝜙0 = 0  ( 73 ) 
𝜙𝑘 − 𝑑𝑡𝑓(𝜙𝑘) − 𝑞𝑑𝑡∇2𝜙𝑘 = 𝜙𝑘−1      𝑘 = 1, 2, 3,… .. ( 74 ) 
For quasi-static evolution of damage, left hand side of Equation (72) i.e ?̇? drops and Equations 
(73) and (74) change to the following form: 
𝜙0 = 0  ( 75 ) 
𝑓(𝜙𝑘) + 𝑞∇2𝜙𝑘 = 0      𝑘 = 1, 2, 3,… .. ( 76 ) 
Solving Equation (76) involves a nonlinear problem and Newton method will be applied. The 
same treatment can be applied to Equation (74) with the assembly of a term involving 𝜙𝑘 . Let 𝑉 
and ?̂? be trial and test spaces as follows: 
𝑉 = {𝑣 ∈ 𝐻1(Ω)    ∶
𝜕𝑣
𝜕𝑛
= 0   𝑜𝑛   𝜕𝛺} ( 77 ) 
?̂? =  {𝑣 ∈ 𝐻1(Ω)    ∶ 𝑣 = 0   𝑜𝑛   𝜕𝐷𝛺}  ( 78 ) 
where 𝐻1(Ω) denotes Sobolev space containing functions 𝑣 such that 𝑣2 and |∇𝑣|2 have finite 
integrals and 𝜕𝐷𝛺 is the part of the boundary with Dirichlet boundary conditions. Multiplying 
Equation (74) leads to: 
∫ (𝜙𝑘 − 𝑑𝑡𝑓(𝜙𝑘) − 𝑞𝑑𝑡∇2𝜙𝑘)𝑣 𝑑𝑥
Ω
= ∫ (𝜙𝑘−1)𝑣 𝑑𝑥
Ω
 ( 79 ) 
Integration by parts the third term of Equation (79) and considering ∇𝜙𝑘 = 0 𝑜𝑛 𝜕Ω leads to: 
∫ ∇2𝜙𝑘 𝑣 𝑑𝑥
Ω
= ∫
∂𝜙𝑘
𝜕𝑛
 𝑣 𝑑𝑠
𝜕𝛺
− ∫ ∇𝜙𝑘  . ∇𝑣 𝑑𝑥
Ω
= − ∫ ∇𝜙𝑘  . ∇𝑣 𝑑𝑥
Ω
 ( 80 ) 
The weak from of the problem can be written in the following form: 
∫ (𝜙𝑘)𝑣 𝑑𝑥
Ω
− 𝑑𝑡∫ 𝑓(𝜙𝑘)𝑣 𝑑𝑥
Ω
+ 𝑞𝑑𝑡∫ ∇𝜙𝑘 . ∇𝑣  𝑑𝑥
Ω
= ∫ (𝜙𝑘−1)𝑣 𝑑𝑥
Ω
 ( 81 ) 
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Finally, the linear and bilinear form of the problem is expressed as follows: 
 𝑎(𝜙𝑘 , 𝑣) =  ∫ (𝜙𝑘)𝑣 𝑑𝑥
Ω
− 𝑑𝑡∫ 𝑓(𝜙𝑘)𝑣 𝑑𝑥
Ω
+ 𝑞𝑑𝑡∫ ∇𝜙𝑘  . ∇𝑣  𝑑𝑥
Ω
 ( 82 ) 
𝐿(𝑣) = ∫ (𝜙𝑘−1)𝑣 𝑑𝑥
Ω
 ( 83 ) 
The problem is to solve the linear weak form for 𝜙𝑘 ∈  𝑉 as follows: 
 𝑎(𝜙𝑘 , 𝑣) =  𝐿(𝑣)        𝑘 = 1,2,3,….  ∀ 𝑣 ∈  ?̂? ( 84 ) 
4.6.3. Nonlinear Equation 
As it can be seen in Equation (82), solving the Allen – Cahn equation regardless of dynamic or 
quasi-static evolution involves solving a nonlinear term inside the time dependent equation. 
Therefore, treatment regarding this term is detailed here. For the sake of simplicity, let 𝜙𝑘−1 =
𝜙∗ (known as converged solution of 𝜙 at the end of previous step) and 𝜙𝑘 = 𝜙 as the unknown 
distribution of damage in the current step. This changes the Equation (81) to the following form: 
∫ (𝜙)𝑣 𝑑𝑥
Ω
− 𝑑𝑡∫ 𝑓(𝜙)𝑣 𝑑𝑥
Ω
+ 𝑞𝑑𝑡∫ ∇𝜙 . ∇𝑣  𝑑𝑥
Ω
−∫ (𝜙∗)𝑣 𝑑𝑥
Ω
= 0 ( 85 ) 
𝑓(𝜙) is a nonlinear term regarding reduction of the bulk energy and dissipation due to damage 
and is given for the isotropic damage as follows: 
𝑓(𝜙) =
𝑑
𝑑𝜙
 (
1
2
(1 − 𝜙)2𝐸 𝑖𝑗𝑘𝑙𝜀 𝑖𝑗𝜀 𝑘𝑙 +
𝑊
4
𝜙2(2 − 𝜙)2)  ( 86 ) 
where 𝑊 is a constant. Substituting 
𝑈
2
=
1
2
𝐸 𝑖𝑗𝑘𝑙𝜀 𝑖𝑗𝜀 𝑘𝑙   as a constant in Equation (86) (because the 
energy of the undamaged configuration is obtained from equilibrium equation) and simplifying 
the equation leads to: 
𝑓(𝜙) = 𝑊𝜙3 − 3𝑊𝜙2 + (2𝑊 + 𝑈)𝜙 − 𝑈 ( 87 ) 
Inserting Equation (87) into Equation (85) leads to: 
∫ (𝜙)𝑣 𝑑𝑥
Ω
− 𝑑𝑡∫ (𝑊𝜙3 − 3𝑊𝜙2 + (2𝑊 + 𝑈)𝜙 − 𝑈)𝑣 𝑑𝑥
Ω
+ 𝑞𝑑𝑡∫ ∇𝜙 . ∇𝑣  𝑑𝑥
Ω
− ∫ (𝜙∗)𝑣 𝑑𝑥
Ω
= 0 
( 88 ) 
Rearranging all terms in Equation (88) and considering the following coefficients for 𝑎 = 𝑊𝑑𝑡, 
𝑏 = 1 − (2𝑊 + 𝑈)𝑑𝑡 and 𝑐 = 𝑈𝑑𝑡 leads to: 
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∫ (−𝑎𝜙3 + 3𝑎𝜙2 + 𝑏𝜙 + 𝑐)𝑣 𝑑𝑥
Ω
+ 𝑞𝑑𝑡∫ ∇𝜙 . ∇𝑣  𝑑𝑥
Ω
− ∫ (𝜙∗)𝑣 𝑑𝑥
Ω
= 0 ( 89 ) 
Therefore, the nonlinear problem is to find  𝜙 ∈  𝑉 such that: 
𝐹(𝜙 ; 𝑣) = 0          ∀ 𝑣 ∈  ?̂? ( 90 ) 
where 𝐹(𝜙 ; 𝑣) is a nonlinear function of 𝜙 and is given as follows: 
𝐹(𝜙 ; 𝑣) ≔ ∫ (−𝑎𝜙3 + 3𝑎𝜙2 + 𝑏𝜙 + 𝑐)𝑣 𝑑𝑥
Ω
+ 𝑞𝑑𝑡∫ ∇𝜙 . ∇𝑣  𝑑𝑥
Ω
− ∫ (𝜙∗)𝑣 𝑑𝑥
Ω
 ( 91 ) 
The discrete version of Equation (91) can be obtained by inserting 𝜙 =  ∑  𝜙𝑗𝑁𝑗
𝑁
𝑗=1  and 𝑣 = ?̂?𝑖 
as follows: 
𝐹𝑖(𝜙1 ,… , 𝜙𝑁  ) ≔ ∑(∫ (−𝑎(∑ 𝜙𝑙𝑁𝑙
𝑁
𝑙=1
)
3
+ 3𝑎(∑ 𝜙𝑙𝑁𝑙
𝑁
𝑙=1
)
2
+ 𝑏(∑ 𝜙𝑙𝑁𝑙
𝑁
𝑙=1
) + 𝑐)𝑁𝑖  𝑑𝑥
Ω
𝑁
𝑗=1
+ ∑(𝑞𝑑𝑡∫ ∇𝑁𝑗  𝜙𝑗
Ω
)
𝑁
𝑗=1
 . ∇𝑁𝑖   𝑑𝑥 − ∑ (∫ (𝜙𝑗
∗)
Ω
)
𝑁
𝑗=1
𝑁𝑖  𝑑𝑥) = 0   𝑖 = 1,… ,𝑁 
( 92 ) 
Newton’s method for the system 𝐹𝑖(𝜙1, … , 𝜙𝑁  ) = 0   𝑖 = 1,… ,𝑁 can be formulated as: 
∑
𝜕
𝜕𝜙𝑗
𝐹𝑖(𝜙1
𝑘 , … , 𝜙𝑁
𝑘  )𝛿𝜙𝑗 = 
𝑁
𝑗=1
− 𝐹𝑖(𝜙1
𝑘 , … , 𝜙𝑁
𝑘  ),   𝑖 = 1,… , 𝑁  ( 93 ) 
𝜙𝑗
𝑘+1 =  𝜙𝑗
𝑘 + 𝛿𝜙𝑗 ,   𝑗 = 1,… , 𝑁  ( 94 ) 
where 𝑘 is an iteration index. Based on Equation (93), the right hand side i.e. −𝐹𝑖 and the 
Jacobian matrix 
𝜕𝐹𝑖
𝜕𝜙𝑗
 needs to be computed. The derivative 
𝜕𝐹𝑖
𝜕𝜙𝑗
 can be obtained using the 
following: 
𝜕𝜙
𝜕𝜙𝑗
=
𝜕
𝜕𝜙𝑗
  ∑𝜙
𝑗
𝑁𝑗
𝑁
𝑗=1
= 𝑁𝑗 ( 95 ) 
𝜕∇𝜙
𝜕𝜙𝑗
=
𝜕
𝜕𝜙𝑗
  ∑𝜙
𝑗
∇𝑁𝑗
𝑁
𝑗=1
= ∇𝑁𝑗 
( 96 ) 
𝜕𝜙𝑛
𝜕𝜙𝑗
= 𝑛𝜙𝑛−1𝑁𝑗  
( 97 ) 
Accordingly, the Jacobian reads: 
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𝜕𝐹𝑖
𝜕𝜙𝑗
 ≔ ∫ (−3𝑎(∑𝜙𝑙
𝑘𝑁𝑙
𝑁
𝑙=1
)
2
𝑁𝑗?̂?𝑖 + 6𝑎(∑ 𝜙𝑙
𝑘𝑁𝑙
𝑁
𝑙=1
)𝑁𝑗?̂?𝑖 + 𝑏𝑁𝑗?̂?𝑖 + 𝑞𝑑𝑡 (∑𝜙𝑗
𝑘
𝑁
𝑗=1
)∇𝑁𝑗  . ∇?̂?𝑖   
Ω
− (∑𝜙𝑗
∗
𝑁
𝑗=1
)𝑁𝑖)  𝑑𝑥       
( 98 ) 
Jacobian in the form of Equation (98), that can be used to solve the nonlinear set of equation in 
the weak form of Equation (91). It needs to be mentioned that 𝐶0 functions i.e. linear continuous 
Galerkin elements (CG 1) suffices to solve the weak form given in Equation (91) and for the case 
of anisotropic damage the previous derivation remains valid and the only thing that needs to be 
changed is to consider the 𝐶0 vector function space to evaluate damage in different directions.  
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APPENDIX A – CHAPTER ONE – SOLUTION OF CUBIC EQUATION 
In this appendix, the general procedure for solving cubic equations is explained and the obtained 
cubic damage function (Equation (56)) is solved.  
General Cubic Equation is given as follows: 
𝑎𝑥3 + 𝑏𝑥2 + 𝑐𝑥 + 𝑑 = 0 (A1) 
Every cubic equation with real coefficients (which is the case in this chapter) has at least one real 
solution. Discriminant of the cubic equation which gives information about the nature of its roots 
is given by: 
∆ = 18𝑎𝑏𝑐𝑑 − 4𝑏3𝑑 + 𝑏2𝑐2 − 4𝑎𝑐3 − 27𝑎2𝑑2 (A2) 
The following cases are considered: 
If ∆> 0, the equation has three distinct real roots. 
If ∆= 0, the equation has multiple roots and all of them are real. 
If ∆< 0, the equation has one real and two immaginaryl roots. 
In order to transform the general equation to the  new equation without the 𝑥2 term, the 
following substitution is applied: 
𝑥 = 𝑦 −
𝑏
3𝑎
 (A3) 
This application, changes the expression to the new equation as follows: 
𝑎𝑦3 + (𝑐 −
𝑏2
3𝑎
 ) 𝑦 + (𝑑 +
2𝑏3
27𝑎2
−
𝑏𝑐
3𝑎
 ) = 0 (A4) 
Therefore, another equation with the following coefficients can be solved instead of the general 
equation: 
𝑦3 + 𝐴𝑦 = 𝐵 (A5) 
where, 𝐴 and 𝐵 are defined as follows: 
 
𝐴 =
1
𝑎
 (𝑐 −
𝑏2
3𝑎
 ) (A6) 
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𝐵 = −
1
𝑎
 (𝑑 +
2𝑏3
27𝑎2
−
𝑏𝑐
3𝑎
 ) (A7) 
To solve Equation (A5), one may find s and t by satisfying the following two equations 
simultanously: 
3 𝑠𝑡 = 𝐴 (A8) 
 
𝑠3 − 𝑡3 = 𝐵 (A9) 
It is obvious that 𝑦 = 𝑠 − 𝑡. Solving Equation (A8) for 𝑠 and substituting the result into Equation 
(A9) leads to: 
(
𝐴
3𝑡
)
3
− 𝑡3 = 𝐵 (A10) 
Simplifying Equation (A10) turns it to a “tri-quadraitc” equation: 
𝑡6 + 𝐵𝑡3 −
𝐴3
27
= 0 (A11) 
 
Substituting 𝑢 = 𝑡3 into Equation (A11) alters it to a “quadratic” equation as follows: 
𝑢2 + 𝐵𝑢 −
𝐴3
27
= 0 (A12) 
 
Solving Equation (A12) and substituing back the used transformations leads to the solution of the 
general cubic equation. 
Another solution of the cubic equation is cosidered here in order to obtain the real solutions of 
the cubic equation. First, Equation (A1) can be changed to the following form: 
𝑥3 + 𝑎′𝑥2 + 𝑏′𝑥 + 𝑐′ = 0 (A13) 
 
Two parametrs 𝑄 and 𝑅 can be calculated as follows: 
𝑄 = (𝑎′2 − 3𝑏′)/9   𝑅 = (2𝑎′3 − 9𝑎′𝑏′ + 27𝑐′)/54  (A14) 
 
If R2 < Q3 therefore, the equation has 3 real roots as follows: 
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𝜃 = arccos(
𝑅
√𝑄3
) (A15) 
 
𝑥1 = −(2√𝑄 cos
𝜃
3
 ) −
𝑎
3
  
𝑥2 =  −(2√𝑄 cos
𝜃 + 2𝜋
3
 ) −
𝑎
3
  
𝑥3 =  −(2√𝑄 cos
𝜃 − 2𝜋
3
 ) −
𝑎
3
  
 
(A16) 
Using the previous method to solve Equation (56) leads to a new definition of damage variable in 
terms of 
𝐴 
𝐴
 . Equation (56) as follows: 
𝜙3 −
3
2
𝜙2 +
1
2
− (
1
2
) (
𝐴 
𝐴
)
2
= 0 (A17) 
 
 Therefore, the coefficients of the general cubic equation are as follows: 
𝑎′ =  −
3
2
    𝑏′ = 0   𝑐′ =
1
2
− (
1
2
)(
𝐴 
𝐴
)
2
 
The ratio of the cross sections in the undamaged configuration (𝐴 ) and the damaged 
configuration (𝐴) is between zero and one (0 <
𝐴 
𝐴
< 1). The value of 𝑄 and 𝑅 are as follows: 
𝑄 =
1
4
     𝑅 =
1
8
− (
1
4
)(
𝐴 
𝐴
)
2
 
It’s obvious that R2 < Q3 therefore, the equation has 3 real roots and the desired root is as 
follows: 
𝜃 = arccos(
𝑅
√𝑄3
) =  arccos (1 − 2(
𝐴 
𝐴
)
2
) (A18) 
 
𝜙 = −(2√𝑄 cos
𝜃 − 2𝜋
3
 ) −
𝑎
3
=
1
2
− cos
𝜃 − 2𝜋
3
   (A19) 
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APPENDIX B – CHAPTER ONE – THERMODYNAMIC CONJUGATE 
FORCE DUE TO DAMAGE  
In this appendix the details of the formulation to derive an explicit expression between the 
modulus of elasticity in the damaged and undamaged configurations and thermodynamic force 
due to damage are given. It is shown that these expressions can be simplified to the forms which 
are used in Equations (30) and (66). Like the notation used throughout the chapter, it is assumed 
that any tensor or variable in the undamaged configuration will be shown with an over bar. This 
derivation is published separately in previous works with different notations (Ubachs, Schreurs, 
& Geers, 2005; G.Z. Voyiadjis & Kattan, 1992) and it is combined and summarized here with 
the current notation in this appendix. Stress tensor in the undamaged configuration is as follows: 
𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙  𝜀  𝑘𝑙 (B1) 
The relation between stress in the damaged and undamaged configurations in a more general way 
can be written in terms of the Fourth order damage effect tensor as follows (Ubachs et al., 2005): 
𝜎 𝑖𝑗 = 𝑀𝑖𝑗𝑘𝑙  𝜎𝑘𝑙 (B2) 
The elastic strain energy function 𝑈(𝜀𝑖𝑗 , 𝜙𝑖𝑗) in the undamaged configuration (damage is zero) is 
written as follows: 
𝑈(𝜀 𝑖𝑗 , 0) =
1
2
 𝐸 𝑖𝑗𝑘𝑙𝜀 𝑖𝑗𝜀 𝑘𝑙   (B3) 
It worth mentioning that 𝐸 𝑖𝑗𝑘𝑙  is constant during damage process since it represents the stiffness 
in the undamaged configuration. Complementary elastic strain energy function 𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) based 
on Legendre transformation is written as follows: 
𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) = 𝜎𝑖𝑗𝜀𝑖𝑗 −𝑈(𝜀𝑖𝑗 , 𝜙𝑖𝑗) (B4) 
Accordingly, the strain tensor can be defined by taking the partial derivative of the 
complementary elastic strain energy function with respect to stress.  
𝜀𝑖𝑗 =
𝜕𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗)
𝜕𝜎𝑖𝑗
 (B5) 
Substituting Equation (B3) into Equation (B4) results in an expression for 𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) in the 
undamaged configuration as follows: 
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𝑉(𝜎 𝑖𝑗 , 0) =
1
2
 𝐸𝑖𝑗𝑘𝑙
−1 𝜎 𝑖𝑗𝜎 𝑘𝑙 (B6) 
The following hypothesis of elastic energy equivalence (Sidoroff, 1981) is used which assumes 
that the elastic energy 𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) in the damaged configuration is equivalent in form to 𝑉(𝜎 𝑖𝑗 , 0) 
in the undamaged configuration. Therefore, one obtains: 
𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) =  𝑉(𝜎 𝑖𝑗 , 0) (B7) 
where 𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) is the complementary elastic energy in the damaged configuration and is given 
as follows: 
𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) =
1
2
 𝐸𝑖𝑗𝑘𝑙
−1 (𝜙) 𝜎𝑖𝑗  𝜎𝑘𝑙  (B8) 
The superscript -1 shows the inverse of the tensor. It can be seen that from Equation (B8) in the 
damaged configuration, the modulus of elasticity is not constant and is changing when damage 
growth occurs. Using Equations (B2), (B6) and (B8) into Equation (B7) results in the relation 
between the two modulii of elasticity as follows: 
𝐸𝑘𝑙𝑚𝑛 = 𝑀𝑖𝑗𝑘𝑙
−1  𝐸 𝑖𝑗𝑝𝑞  𝑀𝑝𝑞𝑚𝑛
−𝑇  (B9) 
The generalized thermodynamic force 𝑌𝑖𝑗 is assumed to be a function of the elastic strain tensor 
𝜀𝑖𝑗 and the damage tensor 𝜙𝑖𝑗 or it can be a function of the stress tensor 𝜎𝑖𝑗 and damage tensor 
𝜙𝑖𝑗: 
𝑌𝑖𝑗 = 𝑌𝑖𝑗  (𝜀𝑖𝑗 , 𝜙𝑖𝑗)                      𝑌𝑖𝑗 = 𝑌𝑖𝑗(𝜎𝑖𝑗 , 𝜙𝑖𝑗) (B10) 
This force associated with damage can be obtained by using the enthalpy of the damaged 
material (Equation (B4) or Equation (B8)) which is given by: 
𝑌𝑖𝑗 = −
𝜕𝑉
𝜕𝜙𝑖𝑗
 (B11) 
𝑌𝑖𝑗 =  −
𝜕𝑉
𝜕𝑀𝑎𝑏𝑐𝑑
𝜕𝑀𝑎𝑏𝑐𝑑
𝜕𝜙𝑖𝑗
 (B12) 
Using Equation (B9) into Equation (B8) and substituting the result into Equation (B12) results in 
the following relation for the thermodynamic force due to damage: 
𝑌𝑖𝑗 =  −
1
2
 (𝜎𝑐𝑑 𝐸 𝑎𝑏𝑝𝑞
−1 𝑀𝑝𝑞𝑘𝑙𝜎𝑘𝑙 + 𝜎𝑘𝑙𝑀𝑝𝑞𝑘𝑙𝐸 𝑝𝑞𝑎𝑏
−1 𝜎𝑐𝑑)
𝜕𝑀𝑎𝑏𝑐𝑑
𝜕𝜙𝑖𝑗
 
This relation reduces to the relation which is used in Equation (66) for a scalar damage.   
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APPENDIX C – CHAPTER TWO – HYPOTHESIS OF THE ELASTIC 
STRAIN ENERGY EQUIVALENCE 
In this appendix, the main relations of the hypothesis of the strain energy equivalence proposed 
by Sidoroff [77] and generalized by Murakami [71] for the anisotropic case are given. Readers 
are referred to [71, 79] for more details. Conventional transformation in CDM (Continuum 
Damage Mechanics) to create a fictitious undamaged configuration (which is termed the  
effective configuration) by removing all microcracks and microvoids in the case of anisotropic 
damage is shown in Figure 2. of this chapter. This transformation simplifies the computational 
task and, using the inverse transformation, one can obtain the real state of the material. The 
stiffness tensor (𝐸𝑖𝑗𝑘𝑙), the stress tensor (𝜎𝑖𝑗) and the elastic strain tensor (𝜀𝑖𝑗) in the damaged 
configuration are functions of the damage tensor (𝜙𝑖𝑗). In the undamaged configuration, the 
stiffness tensor (𝐸 𝑖𝑗𝑘𝑙) is a constant tensor while the stress (𝜎 𝑖𝑗) and strain (𝜀 𝑖𝑗) tensors in the 
effective configuration vary due to the changes in the applied loading and are functions of the 
damage state. In the following derivation, it is assumed that the body is subjected to small elastic 
deformation, and higher order terms in the elastic strain are neglected. The elastic strain is the 
symmetric part of the gradient of displacement, and the elastic strain energy is a linear relation 
between the Cauchy stress tensor (𝜎𝑖𝑗) and the elastic strain tensor (𝜀𝑖𝑗). Hook’s law is assumed 
in both configurations. A linear transformation (damage effect tensor) between the stresses in the 
two configurations is assumed as follows: 
𝜎𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙𝜀𝑘𝑙 ( A-1 ) 
𝜎 𝑖𝑗 = 𝐸 𝑖𝑗𝑘𝑙𝜀 𝑘𝑙 ( A-2 ) 
𝜎 𝑖𝑗 = 𝑀𝑖𝑗𝑘𝑙𝜎𝑘𝑙 ( A-3 ) 
The elastic strain energy in the damaged state and its counterpart in the undamaged state is 
expressed as follows: 
𝑈(𝜀𝑖𝑗  , 𝜙𝑖𝑗) =
1
2
𝐸𝑖𝑗𝑘𝑙𝜀𝑖𝑗𝜀𝑘𝑙 ( A-4 ) 
𝑈(𝜀 𝑖𝑗  , 0) =
1
2
𝐸 𝑖𝑗𝑘𝑙𝜀 𝑖𝑗𝜀 𝑘𝑙 ( A-5 ) 
The complementary elastic strain energy (𝑉(𝜎𝑖𝑗, 𝜙𝑖𝑗)) can be obtained using the Legendre 
transformation as follows: 
138 
 
𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) = 𝜎𝑖𝑗𝜀𝑖𝑗 −𝑈(𝜀𝑖𝑗  , 𝜙𝑖𝑗) =
1
2
𝐸𝑖𝑗𝑘𝑙
−1 𝜎𝑖𝑗𝜎𝑘𝑙 ( A-6 ) 
Using the complimentary elastic strain energy, one can obtain the elastic strain tensor as follows: 
 
𝜀𝑖𝑗 =
𝜕𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗)
𝜕𝜎𝑖𝑗
 ( A-7 ) 
Substituting the effective counterparts of σij and εij (Equation (A-2)) into Equation (A-6) leads 
to: 
𝑉(𝜎 𝑖𝑗 , 0) =
1
2
𝐸 𝑖𝑗𝑘𝑙
−1 𝜎 𝑖𝑗𝜎 𝑘𝑙 ( A-8 ) 
The elasticity tensor (𝐸𝑖𝑗𝑘𝑙) in the damaged configuration is not constant and is a function of the 
damage tensor. The hypothesis of the elastic strain energy equivalence is expressed as follows: 
 
𝑉(𝜎𝑖𝑗 , 𝜙𝑖𝑗) = 𝑉(𝜎 𝑖𝑗 , 0) ( A-9 ) 
Substituting Equations (A-3), (A-6) and (A-8) into Equation (A-9), one obtains: 
 
𝐸𝑘𝑙𝑚𝑛 = 𝑀𝑖𝑗𝑘𝑙
−1  𝐸 𝑖𝑗𝑝𝑞𝑀𝑝𝑞𝑚𝑛
−𝑇  (A-10) 
Also, using Equation (A-9) into Equation (A-7) results in: 
 
𝜀𝑖𝑗 =
𝜕𝑉(𝜎 𝑖𝑗 , 0)
𝜕𝜎 𝑘𝑙
𝜕𝜎 𝑘𝑙
𝜕𝜎𝑖𝑗
 (A-11) 
Substituting Equation (A-3) and Equation (A-8) into Equation (A-11) leads to the elastic strain 
transformation in terms of the damage effect tensor as follows: 
 
𝜀 𝑚𝑛 = 𝑀𝑚𝑛𝑝𝑞
−𝑇 𝜀𝑝𝑞  (A-12 ) 
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APPENDIX D – CHAPTER TWO – VOIGT’S NOTATION 
Since the Voigt notation is widely used throughout the chapter, it is summarized here to clarify 
its representation. The Voigt notation is used to express the symmetric 4th-rank tensors in a 
6 × 6 matrix instead of the four dimensions needed in space to represent such tensors in the 
formulation. Hook’s law is expressed as follows: 
𝜎𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙𝜀𝑘𝑙 ( B-1 ) 
where 𝜎𝑖𝑗 and 𝜀𝑘𝑙 are second rank stress and strain tensors, respectively, and 𝐸𝑖𝑗𝑘𝑙  is the fourth 
rank stiffness (elasticity) tensor. Both stress and strain tensors are symmetric, i.e., 𝜎𝑖𝑗 = 𝜎𝑗𝑖 and 
𝜀𝑖𝑗 = 𝜀𝑗𝑖. Therefore, they contain six independent components instead of nine. Moreover, the 
symmetry of stress and strain tensors results in the following relations for the stiffness tensor: 
𝐸𝑖𝑗𝑘𝑙 = 𝐸𝑗𝑖𝑘𝑙 = 𝐸𝑖𝑗𝑘𝑙 ( B-2 ) 
The stiffness tensor also has the following symmetry relations: 
𝐸𝑖𝑗𝑘𝑙 = 𝐸𝑘𝑙𝑖𝑗  ( B-3 ) 
Equations (B-2) and (B-3) imply that the stiffness tensor contains 36 independent components 
instead of 81. Therefore, these types of tensors can be written in a 6 × 6 matrix form, and, 
consequently, the stress and strain tensors can be expressed as a 6 × 1 vector. Each pair of 
indices, i.e. 𝑖𝑗, follows the following relation and changes to a single index such as m: 
𝑚 = 𝑖𝛿𝑖𝑗 + (1 − 𝛿𝑖𝑗)(9 − 𝑖 − 𝑗)       𝑛𝑜 𝑠𝑢𝑚 𝑜𝑛 𝑖 𝑜𝑟 𝑗 
𝑛 = 𝑘𝛿𝑘𝑙 + (1 − 𝛿𝑘𝑙)(9 − 𝑘 − 𝑙)       𝑛𝑜 𝑠𝑢𝑚 𝑜𝑛 𝑘 𝑜𝑟 𝑙 
( B-4 ) 
where 𝛿𝑖𝑗 is the Kronecker delta and is equal to 1 when 𝑖 = 𝑗 and equal to 0 when 𝑖 ≠ 𝑗. The 
transformation in Equation (B-4) can be summarized for the equivalence between the indices as 
follows: 
11 22 33 23 13 12 
1 2 3 4 5 6 
Therefore, the stiffness tensor and stress tensor can be written in the following form: 
𝐸𝑚𝑛 = 𝐸𝑖𝑗𝑘𝑙 ,    𝜎𝑚 = 𝜎𝑖𝑗 ( B-5 ) 
The Voigt notation preserves the elastic energy density, i.e., the scalar product 𝜎𝑖𝑗𝜀𝑖𝑗, as well as 
the stiffness. Therefore, strains are mapped using the following relation: 
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𝜀𝑛 = (2 − 𝛿𝑘𝑙)𝜀𝑘𝑙 ( B-6 ) 
Hooke’s law (Equation (B-1)) with real indices using the symmetry of stress, strain and stiffness 
tensors is expressed as follows: 
[
 
 
 
 
 
𝜎11
𝜎22
𝜎33
𝜎23
𝜎13
𝜎12]
 
 
 
 
 
=  
[
 
 
 
 
 
𝐸1111 𝐸1122 𝐸1133
𝐸2211 𝐸2222 𝐸2233
𝐸3311 𝐸3322 𝐸3333
𝐸1123 𝐸1113 𝐸1112
𝐸2223 𝐸2213 𝐸2212
𝐸3323 𝐸3313 𝐸3312
𝐸2311 𝐸2322 𝐸2333
𝐸1311 𝐸1322 𝐸1333
𝐸1211 𝐸1222 𝐸1233
𝐸2323 𝐸2313 𝐸2312
𝐸1323 𝐸1313 𝐸1312
𝐸1223 𝐸1213 𝐸1212]
 
 
 
 
 
[
 
 
 
 
 
𝜀11
𝜀22
𝜀33
2𝜀23
2𝜀13
2𝜀12]
 
 
 
 
 
 ( B-7 ) 
The stress, strain and stiffness matrices in Equation (B-7) through the use of the Voigt notation 
given in Equations (B-5) and (B-6) is expressed as:  
[
 
 
 
 
 
𝜎1
𝜎2
𝜎3
𝜎4
𝜎5
𝜎6]
 
 
 
 
 
=  
[
 
 
 
 
 
𝐸11 𝐸12 𝐸13
𝐸21 𝐸22 𝐸23
𝐸31 𝐸32 𝐸33
𝐸14 𝐸15 𝐸16
𝐸24 𝐸25 𝐸26
𝐸34 𝐸35 𝐸36
𝐸41 𝐸42 𝐸43
𝐸51 𝐸52 𝐸53
𝐸61 𝐸62 𝐸63
𝐸44 𝐸45 𝐸46
𝐸54 𝐸55 𝐸56
𝐸64 𝐸65 𝐸66]
 
 
 
 
 
[
 
 
 
 
 
𝜀1
𝜀2
𝜀3
𝜀4
𝜀5
𝜀6]
 
 
 
 
 
 ( B-8 ) 
It is worth mentioning that any symmetric 4th – rank tensor such as the inverse of the damage 
effect tensor (𝑀𝑖𝑗𝑘𝑙
−1 ) can be written in the 6 × 6 matrix form and any symmetric second rank 
tensor such as the inverse of the tensor due to dissipation (𝑁𝑖𝑗
−1) can be written in the 6 × 1 
vector form using the abovementioned Voigt notation (Equation (B-4)). These two tensors are 
given here as follows: 
𝑀𝑖𝑗𝑘𝑙
−1 = 
[
 
 
 
 
 
 
𝑀11
−1 𝑀12
−1 𝑀13
−1
𝑀21
−1 𝑀22
−1 𝑀23
−1
𝑀31
−1 𝑀32
−1 𝑀33
−1
𝑀14
−1 𝑀15
−1 𝑀16
−1
𝑀24
−1 𝑀25
−1 𝑀26
−1
𝑀34
−1 𝑀35
−1 𝑀36
−1
𝑀41
−1 𝑀42
−1 𝑀43
−1
𝑀51
−1 𝑀52
−1 𝑀53
−1
𝑀61
−1 𝑀62
−1 𝑀63
−1
𝑀44
−1 𝑀45
−1 𝑀46
−1
𝑀54
−1 𝑀55
−1 𝑀56
−1
𝑀64
−1 𝑀65
−1 𝑀66
−1]
 
 
 
 
 
 
 ( B-9 ) 
𝑁𝑖𝑗
−1 = 
[
 
 
 
 
 
 
𝑁1
−1
𝑁2
−1
𝑁3
−1
𝑁4
−1
𝑁5
−1
𝑁6
−1]
 
 
 
 
 
 
 (B-10) 
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APPENDIX E – CHAPTER TWO – MATERIALS CONSTANTS 
CALCULATION 
In this appendix, the relation between material parameters (𝑊, 𝑙), which are used in the free 
energy functional and the proposed damage evolution laws, are related to the other material 
constants such as fracture toughness (𝐺𝑐) and  pick stress (𝜎𝑀) by comparing the phase field 
definition of the free energy with the given free energy in the work by [98]. Interested readers are 
referred to the aforementioned work for more details. Two material parameters (𝑊, 𝑙) in the 
definition of the free energy functional can be calculated directly by assuming isotropic damage 
(𝜌1 = 𝜌2 = 𝜌3 = 𝜌 or equivalently 𝜙1 = 𝜙2 = 𝜙3 = 𝜙) and defining compliance function as the 
inverse of stiffness function (𝑆𝑖𝑗𝑘𝑙 = 𝐸𝑖𝑗𝑘𝑙
−1 ). Compliance function in the proposed model reads: 
𝑆𝑖𝑗𝑘𝑙 = (𝑀𝑚𝑛𝑖𝑗
−1   𝐸 𝑚𝑛𝑝𝑞  𝑀𝑝𝑞𝑘𝑙
−𝑇 )
−1
 ( C-1 ) 
Therefore, the stiffness and compliance functions in 1D for isotropic case reads as follows: 
𝐸(𝜙) = (1 − 𝜙)2𝐸  ( C-2 ) 
𝑆(𝜙) =
1
(1 − 𝜙)2𝐸 
 ( C-3 ) 
Also, the dissipation function in this case reads: 
𝑤(𝜙) =  3𝑊 (𝜙2 − 2𝜙)2 ( C-4 ) 
The proposed method relates two material parameters to the pick stress and energy release rate of 
the material as follows: 
𝜎𝑀 = sup√
2𝑤′(𝜙)
𝑆′(𝜙)
       𝜙 ∈ [0,1] ( C-5) 
𝐺𝑐 = 2𝑙∫ √2𝑤1 𝑤(𝛽) 𝑑𝛽
1
0
  ( C-6 ) 
where 𝑆′(𝜙) and 𝑤′(𝜙) are derivatives of stiffness and dissipation function with respect to the 
damage variable, respectively, and 𝑤1 is defined as 𝑤1 = 𝑤(1) = 3𝑊. In Equation (C-5), 𝜎𝑀 is 
the pick stress of the material. 𝐺𝑐 in Equation (C-6) is the energy release rate of the material. 
Introducing the definition of the proposed dissipation function and compliance function into 
Equations (C-5)- (C-6) leads to: 
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𝜎𝑀 = 1.33√ 𝐸  𝑊  ( C-7 ) 
𝐺𝑐 = 4√2𝑙 𝑊 ( C-8 ) 
These coefficients for a material with properties as: 𝐸 = 29 𝐺𝑃𝑎 , 𝜎𝑀 = 4.5 𝑀𝑃𝑎 and 𝐺𝑐 =
70 𝑁/𝑚2 can be calculated as: 
𝑊 = 394.6  𝑁/𝑚2    𝑙 = 0.0314   𝑚 
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