Abstract: Recently, a generalized passivity concept for linear multivariable systems was obtained which allows circumventing the restrictiveness of the usual passivity concept. The latter is associated with the classical SPR (Strictly Positive Real) condition whereas the new concept of passivity is associated with the so called WSPR condition and its advantage in multivariable systems is that it does not require a restrictive symmetry condition of SPR systems. As a result, it allows the design of multivariable adaptive control that, unlike some existing factorization approaches, does not imply in additional overparameterization of the adaptive controller. In this paper, we complete a previously established WSPR sufficient condition and prove that it is also necessary. We also propose some methods of passification by either premultiplying the system output tracking error vector or the system input vector by an adequate passifying matrix multiplier, so that the resulting input/output transfer function becomes WSPR. The efficiency of our proposals are illustrated by simulation utilizing a well known robotics adaptive visual servoing problem.
INTRODUCTION
The classical concept of passivity (see the Appendix for a definition), when applied to multivariable systems, leads to conditions that are hardly satisfied by real systems. For linear time-invariant systems, passivity is directly related with the positive real (PR) or strictly positive real (SPR) condition of the input/output transfer function of the system (see the Appendix for a formal relationship). Since these conditions are basic in the theory of Adaptive Control, the generalization of the concept of passivity has been proposed as a way to allow the treatment of practical systems. To get an idea of the restrictiveness of the classical concept, we examine the SPR condition of linear systems of the forṁ x = Ax + Bu ,
with x ∈ R n , u ∈ R m , y ∈ R m . The positive real lemma, or Kalman-Popov Yakubovitch lemma, states that the system is SPR if and only if there exist positive definite symmetric matrices P and Q satisfying A T P + P A = −Q ,
From (4), one has that B T P B = B T C T = CB. Thus, as the condition is necessary and sufficient, the system (1)-(2) can only be SPR (i.e., have its transfer function C(sI − A) −1 B from u to y SPR) if the product K p = CB, is symmetric and positive definite (SPD). The matrix K p is the system high-frequency gain, if nonsingular, i.e., if the system has uniform relative degree n * = 1. This is the case that will be considered in this article.
Clearly, we can note that the condition of symmetry is not generic as arbitrarily small parametric perturbations can destroy it. This has been noticed for quite long time [Tao and Ioannou, 1988] . Solutions to overcome the symmetry condition have been proposed: (a) static compensation to symmetrize the high frequency gain by means of a matrix S such that K p S = (SK p )
T , (b) factoring K p to obtain a new parameterization of the law control [Costa et al., 2003 ], (c) introducing a more general concept of passivity and the WSPR condition [Barkana et al., 2006] (see definition below). The solution (a) is not generally applicable to systems with parametric uncertainties in K p since the symmetry condition of K p S is not generic. The solution (b) really overcomes the difficulty but requires an additional overparameterization of the control law. The solution (c), considered here, is (as we shall see below) less general than the previous one but does not require overparameterization beyond that which is inherently connected to the multivariable adaptive control structure.
In this article, we complete the characterization of WSPR systems by establishing the necessary counterpart of the sufficient condition developed in [Barkana et al., 2006] . Moreover, we also revisit the ad hoc method for a multivariable robotics visual servoing problem proposed in that, unlike the method of factorization of high frequency gain [Costa et al., 2003] , allows a controller without additional overparameterization. This suggests that the WSPR condition can be obtained quite generally by multiplying the output error vector by a triangular matrix. Using the SDU factorization (Symmetric-Diagonal-Upper triangular), we show that this method is theoretically justifiable. This opens up the possibility of obtaining a WSPR condition which is robust to uncertainties, as has been done for G-passivity using LMI's in [Peaucelle et al., 2005] . We note that W-passivity is just a different name for G-passivity.
In what follows, some basic definitions are given. 
The concept of WSP was introduced in [Steinberg and Corless, 1985] [Fradkov, 2003] and extended to the case of uncertain systems (robust WSP) in [Peaucelle et al., 2005] . In [Teixeira, 1993] the case of dynamic compensation was considered in place of the static compensator.
With some abuse of notation, hereafter will use both terms, WSP and WSPR, without any distinction.
It is important to note that, unlike the SPR condition, the equations (5)-(6) no longer require the symmetry condition of CB but instead of W (CB). It is also important to emphasize that the matrix W does not actually need to be used in the control law, as was the case of the multiplier matrix S in Tao and Ioannou [1988] . It is enough to ensure its existence to prove stability of the closed loop system. The equations (5)-(6) have an interesting interpretation: the fictitious system {A K , B, W C} in which the output is given by z = W y must be strictly passive (SP) and the associated transfer function T (s) = W C(sI − A K ) −1 B should be SPR, as stated in the Real Positivity lemma.
NECESSARY AND SUFFICIENT CONDITION
In a recent article [Barkana et al., 2006] , it was shown that the prerequisite to find a solution W to the equation
(6), required to make a system WSPR, is expressed by the following lemma. Lemma 1. Equation (6) has a SPD solution W that makes W (CB) also SPD if the high frequency gain K p = CB has diagonal Jordan form and real positive eigenvalues.
The following theorem, referred to as WASPR theorem (ASPR comes from "almost SPR") and proved in [Barkana et al., 2006] , establishes a sufficient condition to make a system WSPR via static output feedback. A minor change in the statement is made to fit the goals of this paper. The justification is presented below. Theorem 2. (WASPR Theorem). Every strictly proper and minimum phase system {A, B, C}, with A ∈ R n×n , B ∈ R n×m , C ∈ R m×n and m × m transfer function C(sI − A)
−1 B with high frequency gain K p = CB can be made WSPR via (sufficiently large) output feedback if and only if there exists a SPD matrix W such that W CB is also SPD.
In the original theorem of Barkana et al. [2006] , the stated sufficient condition was that K p should have only positive real eigenvalues and diagonal Jordan form. The new necessary and sufficient condition, in terms of the existence of a matrix W , results from the fact that the proof is based only on the existence of W and Lemma 1. The necessity of this condition is obvious from the definition of a WSPR system and the invariance of K p with respect to output feedback. It remains to prove that, in turn, the condition of Lemma 1 for the existence of W is necessary and sufficient.
Below, we demonstrate an "if and only if" version of Lemma 1. Lemma 3. Given a matrix CB ∈ R m×m , then there exists
if and only if CB has positive real eigenvalues and its Jordan form is diagonal.
nonsingular such that W = T T T , and hence from (7) we can write
Now we premultiply (8) by T −T and postmultiply by T
This is a congruence transformation, which preserves the signs of the eigenvalues. As a result we have the following relations
Now, from (10), the matrix T (CB)T −1 is similar to CB and thus they both have the same eingenvalues and Jordan Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 canonical form. Now, due to the symmetry of the former all eigenvalues are real positive and moreover the Jordan canonic form is diagonal. Thus, the necessity part of the theorem is demonstrated. The sufficiency part follows from Lemma 1.
In the following, we will show that the sufficient condition on the matrix K p , stated in Theorem 2, is also necessary. This completely characterize the class of plants that can be made WSPR by static output feedback. The following theorem summarizes the result. Theorem 4. (New WASPR Theorem). Every strictly proper and minimum phase system {A, B, C}, with A ∈ R n×n , B ∈ R n×m , C ∈ R m×n and m × m transfer function C(sI − A)
−1 B, can be made WSPR via (sufficiently large) output feedback, if and only if its high frequency gain matrix K p = CB has positive real eigenvalues and its Jordan form is diagonal.
Proof. By Lemma 3, there exists a symmetrizing matrix W if and only if the matrix K p = CB has positive real eigenvalues and diagonal Jordan form. Already, by Theorem 2, the existence of W is necessary and sufficient to assure the WSPR property. Therefore, the same requirements established in Lemma 3, that is the positivity of all eigenvalues and a diagonal Jordan form, are necessary and sufficient for the system under consideration to be WASPR.
MIMO ADAPTIVE CONTROL APPLICATION
The WSPR concept is now applied to solve a modelreference adaptive control (MRAC) problem. The state error equation (e) and parametric error (Φ = Φ − Φ * ) are given by [Costa et al., 2003] 
where, for convenience, we use A K instead of A, e o is the output error vector, A K = A − BKC, K is a static output feedback gain and ω is a vector formed by known regressor signals. When {A K , B, C} satisfies the condition required by the KYP lemma (3) a parametric adaptive law, known as Gradient Law, is given bẏ
where Γ is an arbitrary SPD matrix of adaptation gains. Note that K need not be known, only its existence is required. The unknown parameters of K can be included in the parameterization of u. However, as noted in the section 1, the KYP condition is hardly verified in practice since it implies in a symmetric high frequency gain matrix K p = CB.
As mentioned in section 1, the symmetry condition was circumvented by means of an SDU factorization of K p [Costa et al., 2003 ] at the expense of some overparameterization of the control law. Hsu et al. [2000] proposed a simpler solution for a robotic adaptive visual servoing problem with uncalibrated camera, with the advantage of avoiding overparameterization, that is, without increasing the number of parameters to be adapted. The purpose of this section is to elucidate the relationship between the design used in Hsu et al. [2000] and the concept of WSPR or WASPR presented here and, thereby, motivate a general method for multivariable adaptive control.
Adaptive visual servoing
Considering the visual servoing problem where the camera is not calibrated with respect to the robot coordinate system, the tracking error equations are given by (see also [Hsu and Lizarralde, 2000] )
where e ∈ R 2 is the tracking error vector in the 2-D image space between the image of the end effector and the reference we want to track, λ is a positive scalar related to the rate of convergence of the tracking error, u ∈ R 2 is the control vector, and g(t) ∈ R 2 is a vector of known signals (e.g., reference signals). Comparing with the system (11)-(12), we have that K = 0, A K = −λI, C = I, ω = g, and B = K p is a matrix that reflects the relationship between image space and the robot workspace. For simplicity, let us suppose that this matrix is simply a rotation matrix,
where φ is the misalignment between the coordinate system of the camera relative to the coordinate system of the workspace. The adaptive law proposed in is given by
Originally, in , two different regressor
were used, following the "hierarchy of control" approach. Note that in the above adaptive laws, the driving error vector can be seen as the output tracking error premultiplied by some lower triangular matrix, say, L. In doing so, it was shown possible to perform a simple Lyapunov stability analysis with asymptotic tracking error convergence to zero. This suggests that, premultiplication of the output error vector by an appropriate lower triangular matrix could render the modified error system WSPR or WASPR, i.e.,
with the corresponding high frequency gain being given bȳ In what follows we will simply use the usual parameterization using only a single regressor g, i.e., u = Φg .
Assuming that the multiplier achieves WSPR so that inclusion of an adaptive static output feedback is not required. It is easy to check that the ideal parameter Φ * that makes the error e tending to zero is Φ
Then, following a development similar to the one given in [Barkana et al., 2006] , a stable adaptive law is given bẏ
with Γ = Γ T > 0.
Notice also that, being a rotation matrix, K p has complex eigenvalues if φ = kπ for k integer. Thus, without the multiplier L, the necessary and sufficient condition required by the WASPR Theorem 4 is not satisfied. However, using the passivating lower triangular matrix L as a multiplier it is possible to propose a Lyapunov based adaptive system without using the SDU overparameterization of [Costa et al., 2003 ] as will be seen in the next subsection.
A new adaptation law for multivariable systems
Here, we will see that the concept of WSPR leads to a fairly simple way to build a stable adaptation law for the system (11-(12). We simply modify the output error e o pre-multiplying it by a lower triangular matrix L which results in a modified error e L , i.e.,
so that the modified system {A K , B, LC} satisfies the WASPR condition of Theorem 4. To obtain the WSPR condition, it may be necessary to apply an output feedback −Ke modifying the matrix A to A K = A − BKC. Importantly, it is not necessary to know K but only to ensure its existence. This follows from Theorem 4. This feedback, as noted above, should be incorporated in the parameterization of u, when necessary.
The adaptive law would then bė
Now, as in [Barkana et al., 2006] , using the factorization W = S T S, S ∈ R n×n non singular, it can be shown that the Lyapunov function V = e T P e + tr SΦΓ −1ΦT S T , (27) whose derivative is given bẏ V = −e T Qe + 2e
and, since the last two terms cancel (Note: if x, y ∈ R n then tr(xy T ) = y T x), we havė
showing that adaptation is globally stable and the tracking error e tends to zero asymptotically (see e.g., [Ioannou and Sun, 1996] ).
In the following section, we show that it is usually possible to determine a lower triangular matrix L to obtain a WASPR system via static output compensation.
ROBUST PASSIVATING MATRIX L
In [Peaucelle et al., 2005] , the authors considered the problem of finding an output feedback gain K such that the given system (1)-(2) with a new entry v and control defined by u = Ky + v, renders a WSPR closed loop system for a given W . In other words, the transfer function W C T [sI −A K ]B, with A K = A+BKC, should be SPR. A robust nonconservative way to find such a K was proposed by solving LMI's. The simultaneous determination of W and K seems more interesting in practice, however, the difficulty is that we then have a non-convex problem which is still being investigated as an open problem.
In this paper the existence of W has been fully characterized by Theorem 4. Rather than determining W , which is not relevant for the adaptive control design of interest, we propose a way to make the system WASPR by using a static robust "passivating" compensation. This way, we can make the system WSPR by knowing K p or only its nominal value in the case of a system with uncertainties. Based on the discussion of the preceding section, it is proposed the determination of a lower triangular matrix L by means of the well known LDU factorization of a given matrix, in this case, K p . This factorization is formalized in the following Lemma. Lemma 5. (See [Strang, 1980] ). Every real m × m matrix K p with nonzero leading principal minors ∆ 1 , ∆ 2 , . . . , ∆ m can be uniquely factored as
where L p is unit lower triangular (diagonal elements are unitary), U p is unit upper triangular, and
Then, the necessary and sufficient condition for WASPR can be achieved using a lower triangular multiplier for minimum phase systems (1)- (2). Indeed, if we choose
with D 1 = D 0 D −1 and D 0 diagonal matrices with D 0 having positive and distinct diagonal elements, then Theorem 4 is satisfied because the matrix K p = D 0 U p , is upper triangular with diagonal elements positive real and distinct. Thus, the eigenvalues of the modified high frequency gainK p are all positive real and distinct (and consequently its Jordan form is diagonal), satisfying the WASPR Theorem 4. Robustness of this property with respect to (small enough) parameter variations is guaranteed by the continuity of the eigenvalues with respect to parameter variantions. We therefore have the following lemma. Lemma 6. (Passivating multiplier). For a minimum phase system (1)- (2), suppose that the high frequency gain K p = CB has nonzero leading principal minors and that its unique LDU factorization is given by (30)-(31). Then the lower triangular matrix
being D 0 diagonal with distinct and arbitrary positive real diagonal elements is a passivating multiplier that renders the modified system {A, B, LC} WASPR.
Other possibilities of robust passification
Instead of generating a passivating multiplier from the LDU factorization of K p , other possibilities may result from using the SDU (Symmetric-Diagonal-Upper) or LDS (Lower-Diagonal-Symmetric) factorizations of K p with positive definite symmetric factor S. If the SDU factorization is adopted, then instead of premultiplying the output error by L as above, one seeks for an upper triangular premultiplier of the input u before applying it to the plant. This amounts to combining linearly the control inputs. The multiplier, say U 1 is such that, for a nominal value of K p = K definite and thus has diagonal Jordan form and positive real eigenvalues as required in Theorem 2. Similarly, a lower triangular premultiplier L 1 of the output error is determined so that L 1 K nom p becomes symmetric positive definite. Since in general the condition for WASPR passivity given in Theorem 2 is generic being and thus valid for a neighborhood of the nominal system, the passification is robust with respect to small enough parameter variations of the system about the nominal parameters.
NUMERICAL EXAMPLES
Consider the adaptive visual servoing problem described in Section 3 in which the misalignment angle φ is uncertain [Hsu and Lizarralde, 2000] . We want to find a constant matrix L such that the system error is WASPR or, equivalently, LK p has diagonal Jordan form with positive eigenvalues in an open interval of uncertainty of φ. If we compute L using a nominal value of φ and use this fixed multiplier, the WSPR property shall be valid in a vicinity of the nominal value of φ since for the nominal value, the multiplier generates an apparent high frequency gainK p which is upper triangular with positive and distinct real eigenvalues (α = β in the construction of L) and by the continuity of the solution with respect to the variation of φ, the WSPR property will be preserved in the vicinity of the nominal value. Therefore, the multiplier L results in a robust WASPR condition.
For the specific case considered here, the LDU decomposition, which is easily obtained, is given by
in which c = cos(φ), s = sin(φ). Note that c 2 + s 2 = 1. Then, according to the expression of L given in (32), we have that
Defining
we have that
The table shown below was obtained after some numerical tests with β = 1. Table 1 : Domain of uncertainty of φ to preserve WASPR (β = 1).
The range of variations of φ are those for which the WASPR condition is preserved with L calculated using φ = φ nom .
Note that as α increases the allowable range of uncertainty also increases. The determination of free parameters α, β and φ nom which maximize the allowable range of uncertainty is still an open problem. From Table 1 , one can notice that the dependence of the allowable range of uncertainty in these parameters does not seem trivial.
Diagonal passivating multiplier
It is interesting to note that, in the above visual servoing example, a simple diagonal premultiplier L = [1 0; 0 β] can be passivating. Indeed, LK p = [cos(φ) − sin(φ); β sin(φ) β cos(φ)] which has characteristic polynomial
It is easy to obtain the conditions for having positive, real and distinct roots (eigenvalues) of p(s) = 0:
These inequalities are equivalent to
Then, note that for cos(φ) > 0 and thus, for φ ∈ [−π/2 + ǫ, π/2 − ǫ] and an arbitrarily small positive ǫ, one can always find β satisfying (39). Hence, with a simple diagonal multiplier, one can cover almost all the usual interval of allowable misalignment of the camera, i.e, φ ∈ (−π/2, π/2). A caveat of this solution is that the performance of the adaptive system probably deteriorates as β is chosen too small.
SIMULATION RESULTS
In this section, simulation results for the well known robotics visual servoing problem with uncalibrated camera, described in Section 3, are presented. The tracking error system can be expressed as (1)-(2) with A = −λI, C = I, B = K p , where K p is a rotation matrix with φ representing the unknown misalignment of a fixed camera with respect to the planar robot workspace (see Hsu et al. [2000] , Hsu and Lizarralde [2000] ). The input signal g(t) = [10 sin(3t) 10 sin(0.5t)] T was chosen rich enough to allow parameter convergence to their model matching values and the adaptation gain was chosen as Γ = 2I. In the simulations results presented here, we have considered a nominal value φ nom = π/4 and α = 5. From Table 1 , the true misalignment of φ = 60
• still satisfies the WASPR stability condition, i.e., LK p has diagonal Jordan form and real positive eigenvalues. Stable adaptation was confirmed. It was also verified that instability resulted by either the elimination of the off-diagonal term of L or by increasing the misalignment, e.g., to φ = 70
• . As expected from Theorem 4, both instability cases arise when the matrix LK p does not satisfy the WASPR stability condition. more general plants than using the classical concept of SPR (Strictly Positive Real) in the design of control systems based on passivity, for example, in adaptive control theory. WSPR systems allow the high-frequency gain matrix (HFGM) to be non symmetrical, unlike the case of SPR systems. Here, one contribution was to establish a necessary and sufficient condition that characterizes a system as WASPR (W -Almost SPR), i.e., such that it admits a static output feedback that renders the closed loop system WSPR. A further new contribution is the introduction of a robust method for making a relative degree one and minimum phase multivariable linear system WASPR through a multiplier triangular matrix. Thereby, the usual gradient unnormalized gradient adaptation law can be applied to the modified system. Hence, the additional complexity required by HFGM factorization based methods can be avoided. An interesting problem for future research is to try to maximize the domain of uncertainty the plant can admit, while preserving performance and the WASPR property.
