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Artículos
Indización automática de vídeo
Por Toni Navarrete y Josep Blat
Resumen: Tras comentar los problemas que presenta
la indización de imagen y vídeo con respecto al texto,
se describen algunas de las técnicas básicas para la in-
dización automática de vídeo. Se presenta el paradig-
ma de recuperación basada en el contenido y se expo-
nen los métodos automáticos de segmentación e identi-
ficación de fotogramas clave, además de introducir los
parámetros de bajo nivel que pueden identificar una
imagen. Se muestran también las deficiencias básicas
de los métodos automáticos basados únicamente en la
imagen y algunos ejemplos de proyectos que utilizan
información adjunta, tales como el audio o el texto so-
breimpreso. Por último se apunta que el uso de están-
dares internacionales para la descripción del conteni-
do, como por ejemplo Mpeg-7, puede facilitar la
aparición de aplicaciones más ricas basadas en ví-
deo.
Palabras clave: Vídeo, Imagen en movimiento, Indi-
zación automática de vídeo, Recuperación basada en
contenido, Procesamiento de imagen, Segmentación
de vídeo, Fotograma clave.
Title: Automatic indexing of video
Abstract: After an initial discussion of the problems
presented by image and video indexing as compared
to text indexing, the authors describe some of the ba-
sic techniques for automatic video indexing. The
content-based retrieval paradigm and some automatic methods for segmentation and key-frame identification are further
described. Certain low-level parameters for identifying an image are also introduced. The authors discuss the drawbacks
of such automatic methods based solely on the image and give examples from projects using accompanying information
as well, such as audio and captions. The article concludes by pointing out that the use of standards, like Mpeg-7, can pro-
mote the development of new and richer applications based on video.
Keywords: Video, Motion images, Automatic indexing of video, Content-based retrieval, Image processing, Video seg-
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1. Introducción
Tanto desde un punto de vista semántico como téc-
nico (formatos de representación y métodos de proce-
samiento) la indización automática de imágenes es
mucho más complicada que la de texto. Además, el ví-
deo —o imagen en movimiento— añade más elemen-
tos a esa complejidad. Todo esto hace que los resulta-
dos en el campo de la indización automática de vídeo,
a pesar de los avances, estén aún lejos de los conse-
guidos con texto. Vale la pena mencionar aquí la dis-
tinción existente entre el proceso de indexación (gene-
ración de los índices informáticos de un campo o de un
fichero con sus estructuras apropiadas como diferentes
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tipos de árboles) y la indización automática (asigna-
ción automática de términos para la representación del
contenido). Es a esto segundo a lo que se consagra fun-
damentalmente este artículo. Señalemos que en EPI se
han publicado varios artículos sobre diversos aspectos
del tratamiento documental de imágenes estáticas, en-
tre los que se cuentan las dos revisiones de Mari Car-
men Marcos (1998, v. 7, n. 11 y 1999, v. 8, n. 7-8), así
como la de Jesús Muñoz sobre bancos de imágenes
(2001, v. 10, n. 3).
«Los resultados en el campo
de la indización automática de
vídeo, a pesar de los avances,
están aún lejos de los conse-
guidos con el texto»
Mientras que los métodos de indización automáti-
ca de texto toman la palabra como unidad a partir de la
cual se realiza la indización y búsqueda, tras unas fa-
ses de extracción de palabras vacías de significado
(como preposiciones, artículos y demás) y una norma-
lización o lematización, esta unidad mínima de signi-
ficado no es tan clara al tratar con imágenes.
Intentaremos comparar la indización de una frase
con la de una imagen para comprender las diferencias.
Por un lado, la oración “El profesional de la informa-
ción es una publicación bimestral” es relativamente
sencilla para un método automático. Simplificando el
proceso, se extrae “el”, “de”, “la” y “una”, se normali-
za el resto de palabras de alguna manera y se añaden al
índice las siguientes entradas: "profesional”, “informa-
ción”, “ser” (muchos sistemas también lo eliminarían),
“publicación” y “bimestral”. Al hacer una búsqueda,
por ejemplo por la palabra “publicación”, se compara
ésta con las entradas en el índice, normalmente no en
orden secuencial sino utilizando una estructura en ár-
bol para mejorar la eficiencia. No entramos aquí en te-
mas de compresión del índice ni de búsquedas dentro
de estructuras comprimidas.
Pero al intentar indizar la imagen de la figura 1
(página 432), en primer lugar habría que plantearse
cuáles serían las entradas que deberían aparecer en el
índice. En segundo lugar, cómo podría el usuario es-
pecificar su consulta.
Los métodos manuales (a veces también denomi-
nados intelectuales) de indización de imágenes se ba-
san en asignar una lista de descriptores a la imagen e
introducirlos en el índice. Por ejemplo se podrían em-
plear los siguientes: Ibiza, Baleares, velero, puerto,
catedral, patrimonio Unesco, mar, atardecer, etc. En
su lugar, también es posible utilizar una descripción
textual que se indizaría siguiendo el proceso antes ci-
tado. Por ejemplo: “veleros anclados en el puerto de
Ibiza (Baleares), ciudad patrimonio de la Unesco, en
un atardecer de un día soleado” podría en cierto mo-
do describir esta imagen.
En cualquiera de los dos casos la búsqueda se es-
pecificará mediante una cadena de texto ya que en re-
alidad se trata de una consulta no sobre la imagen en
sí, sino sobre su descripción (meta-información). Co-
mo es lógico, el uso de tesauros conlleva una sustan-
cial mejora en las búsquedas.
Los métodos automáticos no siguen este enfoque,
en parte debido a que se encuentran muy lejos de po-
der extraer una lista de descriptores significativos, y ni
mucho menos tan completa como la que haría un do-
cumentalista. En su lugar se utiliza el paradigma de re-
cuperación de imágenes basado en el contenido y ve-
¿Qué es el histograma de una imagen?
Representa la cantidad de pí-
xeles de la imagen para cada po-
sible valor de color. En la figura
4 se muestra el histograma de
una imagen con 256 niveles de
gris, numerados del 0 (negro) al
255 (blanco). Así, el histograma
tiene 256 valores, uno para cada
valor posible. El 0 representa el
número de píxeles negros en la
imagen, el 255 el número de pí-
xeles blancos, etc. Vemos en la imagen cómo predominan los valores medios, habiendo muy pocos valores
bajos (oscuros) y siendo el valor medio de 137. Cuando se trabaja con imágenes en color se pueden utili-
zar tres histogramas, uno para cada uno de los tres componentes (rojo, azul y verde) o bien uno para la
combinación de los tres, estableciendo grupos de valores (nótese que sería poco útil un histograma con 16
millones de entradas).
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remos cómo la forma habitual de ex-
presar la consulta no es a través de
términos, sino mediante muestras
(otras imágenes o bocetos). Esto se
describirá en el apartado 2. A conti-
nuación, en los puntos 3, 4 y 5 se
presentarán las fases de la indización
de vídeo siguiendo este modelo: seg-
mentación, selección de fotogramas
clave e indización. En el apartado 6
se enumeran algunas aplicaciones
basadas en este paradigma, así como
sus restricciones. El séptimo recoge
una serie de sistemas que introducen
un mayor grado de semántica a par-
tir de elementos externos a la imagen
en sí, como por ejemplo el audio. El
artículo acaba con una recapitula-
ción final en la que se destaca la im-
portancia de los estándares de des-
cripción del contenido audiovisual.
2. Recuperación basada
en el contenido
Como hemos comentado, los
métodos automáticos han venido si-
guiendo fundamentalmente un enfo-
que diferente al basado en descripto-
res. La idea es extraer un conjunto de
parámetros de la imagen que la pue-
dan llegar a identificar de forma uní-
voca. Veremos que esos parámetros,
todos ellos de bajo nivel, están rela-
cionados básicamente con el color,
la forma y la textura. Además, y muy
importante, cambia la manera de es-
pecificar las búsquedas a un paradig-
ma basado en lo que se conoce por
búsqueda por ejemplos. Así, la con-
sulta típica no se hace mediante una
cadena de términos sino introducien-
do una imagen o dibujando un esbo-
zo, a partir de lo cual el sistema bus-
cará otras con características simila-
res de color, forma y/o textura.
El más conocido de los modelos
que siguen este enfoque es probable-
mente Qbic1 (Query by image con-
tent) de IBM (en una versión más
moderna se denomina CueVideo),
que además de imagen estática tam-
bién soporta secuencias de vídeo. Se
está utilizando actualmente como
base para un buscador online de las
Figura 1. Puerto de Ibiza
Figura 2. Definición de una búsqueda por color con Qbic y página de resultados. Imágenes
capturadas de la web del Museo del Hermitage
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cas tienen aún poca aplicabilidad en sistemas reales.
Pocos usuarios están interesados en hacer búsquedas
según patrones de formas o colores. Una excepción
podrían ser los sistemas de ayuda a los publicistas, ya
que en su trabajo sí pueden necesitar peticiones de ese
tipo. Pero, desde luego, aún no son aplicables a mode-
los de búsqueda generales o a bibliotecas digitales.
No obstante, hay ciertos casos en los que sí es po-
sible una aproximación basada únicamente en paráme-
tros de bajo nivel de la imagen extraídos automática-
mente. Se trata de problemas reducidos y en los que to-
das las imágenes tienen ciertas propiedades comunes.
Un ejemplo claro, si bien no podría considerarse pro-
piamente un sistema de indización de vídeo, es el de
las aplicaciones de detección y reconocimiento de ma-
trículas de coche que podemos encontrar en las puer-
tas de numerosos aparcamientos. Todas las matrículas
(al menos las de un mismo país) presentan un mismo
tamaño, colores y formas unificadas que facilitan el
proceso.
«En otros casos se asocia el
texto del guión de una película
o serie de televisión con las
imágenes, típicamente a nivel
de plano o escena»
Más interesante y complejo es el sistema de Wang
(et al.)16. A partir de una base de imágenes con las más
de 2.000 especies de peces de Taiwán, identifica cuá-
les son los que aparecen en secuencias de vídeo, sien-
do tolerante a cambios del ángulo de visión respecto al
del patrón y a oclusiones parciales (por parte de otros
peces u objetos). El sistema tampoco sigue el paradig-
ma de búsqueda por contenido, sino que es más bien
una herramienta de etiquetado de vídeo, pero muestra
las posibilidades en un contexto reducido.
Otro problema, en parte similar al anterior aunque
se resuelva por técnicas muy distintas y al que se han
dedicado muchos esfuerzos de investigación, es el de
detección y reconocimiento de caras humanas. En rea-
lidad se trata de dos cuestiones distintas: detección y
reconocimiento, que se abordan con técnicas diferen-
tes. En lo que se refiere a la detección, se pretende lo-
calizar dónde hay caras en una imagen, y suele abor-
darse analizando parámetros de color y buscando áre-
as con los colores típicos de la piel, cabello, ojos, etc.
En cuanto al reconocimiento se pretende que, dada una
cara, se recuperen los datos de esa persona a partir de
un banco de fotos (preferentemente desde varios ángu-
los). La mayoría de los algoritmos de reconocimiento
está basada en la localización de una serie de puntos
determinados tales como la punta de la nariz, las co-
misuras de los labios, las pupilas, la punta de la barbi-
lla y así hasta entre 15 a 80 puntos singulares según el
sistema, y que llegan a identificar de forma práctica-
mente unívoca a una persona. El hecho de utilizar pa-
rámetros morfológicos permite que los algoritmos se-
an independientes de las razas, de la presencia de bar-
ba o incluso de gafas (siempre que los ojos sean visi-
bles). Algunos sistemas comerciales consiguen una
efectividad muy cercana al 100% en posición frontal,
si bien ésta baja sensiblemente al trabajar con diferen-
tes poses.
7. Sistemas basados
en información adjunta
Así pues, con la excepción de estos casos comen-
tados del soporte al publicista y detección y reconoci-
miento de formas muy concretas como matrículas, pe-
ces o caras, la información que puede extraerse de una
imagen de forma automática no es suficiente para
construir un sistema más genérico, como una bibliote-
ca digital de propósito general o un buscador de imá-
genes o vídeos en internet. Pero de igual forma resulta
imposible plantearse un etiquetado manual de todas las
imágenes y vídeos de la Red. Y más teniendo en cuen-
ta que para indizar manualmente un vídeo de una hora
de duración suele necesitarse mucho más de una hora.
La solución que muchos sistemas han seguido pasa por
utilizar información “adjunta” al vídeo (no la imagen
propiamente dicha) y extraer de ahí la semántica que
permita unas descripciones y búsquedas más ricas. El
problema pasa así a ser a menudo de recuperación de
texto, formulándose la consulta mediante términos.
Veremos a continuación varios sistemas que extraen
esta semántica de fuentes diversas.
1. Código html.
Tanto Webseek, de la Columbia University, como
Google indizan imágenes en la web, aunque el prime-
ro también lo hace con clips de vídeo. En el caso de
Webseek se asume que muchas veces en el propio
nombre del fichero se describe en parte una imagen.
Igualmente puede ser en el nombre del directorio don-
de se halle alguna referencia semántica. Así, cuando
busquemos por la palabra “Barcelona”, lo que hará se-
rá recuperarnos todas las imágenes que contengan esta
palabra en el nombre del fichero o path. Al hacer la in-
dización, esta información se extrae de la etiqueta html
utilizada para insertar la imagen.
Además de que la suposición de que en el path de
un fichero hay información relevante es bastante cues-
tionable, este mecanismo de indización reduce al ví-
deo a una unidad indivisible, sin considerar segmen-
tos, lo cual es excesivamente simplista. Como contra-
partida Webseek combina este método con una herra-
mienta de búsqueda por contenido basada en el histo-
grama.
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Google también utiliza una técnica similar pero
más sofisticada. Parte de la idea de que alrededor de
la imagen aparece un texto que la describe. Así, lo que
se indiza en relación a esa imagen, además del path,
es ese texto próximo a ella. El mecanismo de búsque-
da es similar al llevado a cabo cuando es texto, pero
recuperando las correspondientes imágenes, como en
la figura 6.
Cuanto mayor sea la colección de imágenes, más
fácil será que las diez primeras recuperadas sean rele-
vantes. Aún así, no siempre el texto cercano a una ima-
gen habla de ella, por lo que pueden obtenerse resulta-
dos que nada tienen que ver con la cadena de búsque-
da. En el ejemplo se buscó “Chirac Aznar” en Google
y, a pesar de que la mayoría sí muestran a ambos pre-
sidentes, o al menos a uno de ellos, también aparece
una “curiosa” imagen de Bush en solitario. A veces los
resultados son completamente diferentes a lo que se
buscaba. Nótese cómo casi ninguna de las recuperadas
contiene en su url las palabras de la cadena de búsque-
da. Hay que aclarar que Google únicamente indiza
imágenes estáticas y no vídeos y, aunque el método se-
ría también aplicable para este tipo de documentos,
nos encontraríamos de nuevo con la simplificación de
no considerar segmentos.
2. Notas de producción.
La cadena de televisión japonesa NHK, Japan
Broadcasting Corporation, utiliza para su archivo de
noticias las notas de producción. Así, al vídeo de cada
noticia se le asigna el texto preparado durante la con-
fección de la misma —con unos valores temporales
asociados— siendo ése el que se utiliza para la indiza-
ción, si bien también se emplean técnicas de procesa-
miento de lenguaje natural para de-
terminar sujeto y acción de cada ora-
ción y mejorar así el proceso (pue-
den encontrarse más detalles en la
nota 17).
Un enfoque similar se utiliza en
otros casos al asociar el texto del
guión de una película o serie de tele-
visión con las imágenes, típicamente
a nivel de plano o escena, según se
pretendan implementar posterior-
mente las búsquedas. Evidentemen-
te, en un enfoque como éste son apli-
cables todas las técnicas de recupera-
ción de texto.
3. Audio.
En muchos entornos la semántica es-
tá en el audio, y más en concreto en
la voz. Los noticiarios de televisión
son un claro ejemplo. Así, se aplican técnicas de pro-
cesamiento de habla para obtener el texto asociado a
cada segmento. Un ejemplo de herramienta que sigue
este procedimiento es el CueVideo de IBM, que es una
continuación de Qbic. Para encontrar más información
sobre este proyecto puede visitarse la siguiente url:
http://www.almaden.ibm.com/projects/cuevideo.shtml 
No obstante, los algoritmos de procesamiento del
habla no son del todo fiables y menos aún cuando in-
tervienen varios hablantes en la conversación y el sis-
tema no ha podido ser entrenado. Aun así, ofrecen
una sustancial mejora a los sistemas basados sólo en
imagen.
4. Audio y texto sobreimpreso.
Además de en el audio, y especialmente en las no-
ticias de televisión, es frecuente que pueda encontrar-
se información sobre la imagen en el texto que se so-
breimprime. Un claro ejemplo es la biblioteca digital
Informedia de la Carnegie-Mellon University y su sis-
tema de recuperación de noticias bajo demanda. En un
proyecto concreto de Informedia18,19 se asocian lugares
geográficos a las noticias a partir tanto de la voz como
del texto sobreimpreso. Para la extracción del texto so-
breimpreso se ha desarrollado un sistema de reconoci-
miento óptico de caracteres en vídeo (vocr). El resul-
tado es que puede visionarse un mapa de la zona aso-
ciada a la noticia, además de buscar otras asociadas a
lugares concretos (también se puede usar un mapa co-
mo interfaz). Como curiosidad hay que decir que es la
mayor videoteca digital del mundo, con varios teraby-
tes de vídeo:
http://www.informedia.cs.cmu.edu
Figura 6. Resultado de la consulta “Chirac Aznar”. Imagen capturada de Google
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obras del Museo del Hermitage en San Petersburgo.
En la figura 2 vemos cómo se ha especificado una bús-
queda por color, donde la muestra es una zona hori-
zontal azulada sobre otra zona rojiza.
http://www.hermitagemuseum.org
También puede definirse una búsqueda a partir de
una disposición de los elementos más compleja. En la
figura 3 (página 436) vemos cómo puede especificar-
se el layout que se toma como muestra para la consul-
ta. Otros conocidos sistemas de este tipo, son Swim2,
de la National University of Singapore y los proyec-
tos de la Columbia University VideoQ3 y VisualSeek,
todos ellos con soporte para vídeo.
http://www.ctr.columbia.edu/VideoQ/
http://www.ctr.columbia.edu/
VisualSEEk/
Por otra parte, la indización de vídeo o imagen en
movimiento presenta un problema añadido respecto a
la imagen estática, ya que no es viable indizar todos y
cada uno de los fotogramas. Téngase en cuenta que un
vídeo de 30 minutos de un programa de televisión, a
razón de 25 fotogramas por segundo tiene un total de
45.000. Además, sería computacionalmente costosísi-
mo analizarlos e indizarlos todos y tampoco tendría
sentido, ya que la variación de un fotograma al si-
guiente suele ser mínima. Así pues, el problema que se
plantea es: qué vamos a elegir como unidad para la in-
dización en vez del fotograma. A esa unidad le deno-
minamos segmento y al proceso para obtenerlos seg-
mentación.
3. Segmentación automática
Como se ha explicado, la segmentación es el pro-
ceso mediante el cual se divide el vídeo en unidades
más pequeñas que serán la base para la posterior indi-
zación y a las que se les denomina segmentos. Nor-
malmente, se toma como unidad el plano (o shot en in-
glés) entendiéndose por tal una serie de fotogramas
contiguos filmados sin interrupción, en los que no hay
cambios de cámara y que representan una acción con-
tinua en el tiempo y el espacio.
Actualmente existen numerosas aplicaciones, tan-
to de investigación como comerciales, de segmenta-
ción automática, y la mayoría se basa en el color. Así,
analizando el histograma (ver cuadro) de cada fotogra-
ma, se asume que un cambio brusco de color supone
un cambio de contexto y por tanto un nuevo segmen-
to. Sin embargo, los cambios de plano no siempre son
rígidos, ya que en la edición se utilizan frecuentemen-
te efectos de fundido (u otros) para pasar de un plano
al siguiente. Esto provoca que las técnicas basadas en
el color (y en el histograma en particular) generen en
las zonas de transición multitud de segmentos muy pe-
queños, incluso de un único fotograma. Esta micro-
segmentación también aparece típicamente cuando la
cámara hace un zoom.
Para solventar este inconveniente, algunos siste-
mas simplemente fijan una duración mínima del seg-
mento (por ejemplo Físchlár4 no los acepta cuando son
menores de un segundo); otros simplemente tienen
controles manuales que permiten corregir la microseg-
mentación en zonas conflictivas. Algunos sistemas,
además del color, utilizan otras propiedades de la ima-
gen con el fin de extraer posibles movimientos de cá-
mara como zooms, pans (movimientos en el plano ho-
rizontal) o tilts (cuando se producen en el plano verti-
cal), efectos de fundido, etc., y tenerlos en cuenta a la
hora de decidir si se está ante un cambio de plano o no.
Este proceso suele estar basado en la extracción de re-
giones de la imagen y en el posterior análisis de su mo-
vimiento.
«El problema que se plantea
es: qué vamos a elegir como
unidad para la indización en
vez del fotograma. A esa uni-
dad la denominamos segmento
y al proceso para obtenerla
segmentación»
Por otra parte, algunos sistemas, por ejemplo los
antes citados Swim o VideoQ, realizan la segmentación
directamente sobre el vídeo comprimido en Mpeg o
Jpeg, con la consiguiente mejora en la eficiencia. Exis-
ten otros modelos de segmentación que no toman el
plano como base (ver notas 5, 6, 7, 8, 9 y 10 entre las
más relevantes) pero por razones de espacio no entra-
remos en más detalles.
4. Selección automática de
los fotogramas clave
Una vez que se han identificado los segmentos, si-
guiendo con el enfoque de recuperación por contenido,
la próxima etapa es la de seleccionar uno o varios fo-
togramas (key-frames o fotogramas clave) que identi-
fiquen cada segmento. Serán éstos los que posterior-
mente se indizarán y servirán de base para las búsque-
das. Existen varios métodos para su selección: el más
simple es tomar el primer fotograma del segmento
(otros utilizan en vez del primero el último o el del me-
dio); también existen casos donde se toma un key-fra-
me cada cierta cantidad de fotogramas (a veces ese nú-
mero es configurable por el usuario).
Sin embargo sería más inteligente seleccionar el
fotograma que mejor represente a la serie que forma el
segmento. Para ello, algunos sistemas (como por ejem-
plo el citado Físchlár) toman aquel con el histograma
más cercano al promedio. Qbic genera en ocasiones un
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fotograma clave “virtual”. En un movimiento de pan
(cuando la cámara se mueve a lo largo del plano hori-
zontal) es difícil que un único fotograma identifique al
segmento, así que Qbic genera una imagen mosaico y
la toma como key-frame.
La mayoría de los sistemas utilizan estos fotogra-
mas clave no sólo como base para la indización sino
también como forma de presentar los resultados de las
búsquedas. Algunos también los usan agrupados en
varios niveles para generar una navegación jerárquica
del vídeo, como el caso de Swim o Físchlár11 entre
otros. En este sentido, es también interesante la inter-
faz de visualización rápida de un vídeo basada en fo-
togramas clave de Mbase12, del Fuji Xerox Palo Alto
Laboratory.
5. Indización automática de los
fotogramas clave
Una vez que tenemos un key-frame hay que indi-
zarlo. Para ello, siguiendo el enfoque de recuperación
basada en contenido, se extrae una serie de parámetros
de bajo nivel de la imagen, que serán utilizados en las
búsquedas. Para ser más concreto, la imagen se descri-
be mediante tres componentes: color, forma y textura.
En este apartado vamos a comentar brevemente algu-
nos de los parámetros más utilizados para cada com-
ponente. No obstante, debido a su complejidad mate-
mática, no entraremos en detalles acerca del proceso
de extracción. Lógicamente, no todos los sistemas uti-
lizan todos ellos, sino ciertas combinaciones.
La manera más fácil de indizar una imagen es a
partir del color y, al igual que en el proceso de seg-
mentación, el histograma constituye una útil herra-
mienta. La ventaja de usar el color respecto de otros
componentes como la forma, es que el histograma de
una imagen apenas varía si se efectúan pequeñas ope-
raciones de rotación, traslación o escalado, con lo cual
el mecanismo es en cierta medida tolerante a cambios
del ángulo de visión, todo lo contrario que le ocurre a
la forma. Además, téngase en cuenta que es difícil que
dos imágenes distintas presenten un histograma igual.
«La ventaja de usar el color
respecto de otros componen-
tes como la forma, es que el
histograma de una imagen ape-
nas varía si se efectúan peque-
ñas operaciones de rotación,
traslación o escalado»
Hay que hacer notar que hay otras maneras de re-
presentar el color de un píxel además de usando los va-
lores de rojo, verde y azul (RGB). Estas representacio-
nes, al igual que RGB, son lo que se denominan espa-
cios de color. De hecho, tanto la señal de televisión (ya
sea PAL o Ntsc) como el vídeo digital se codifican uti-
lizando otro espacio de color llamado YUV, donde la
“Y” representa la luminancia (la información de nive-
les de gris), mientras que la “U” y la “V” se utilizan
para identificar la crominancia (la parte del color). Ca-
da sistema de codificación construye U y V siguiendo
unas fórmulas diferentes. Conviene aclarar que a me-
nudo se utiliza el acrónimo YCbCr en vez de YUV.
Otros espacios de color sobre los que aquí no profun-
dizaremos son el conocido cmyk (cyan, magenta, ye-
llow, black) de los colores complementarios de RGB,
utilizado en el contexto de impresión sobre papel, HSV
(cuyo nombre proviene de hue, saturation, value), y
hmmd, (hue, max, min, difference).
Algunos sistemas utilizan otros mecanismos para
representar la información de color, ya sea sustituyen-
do o complementando al histograma. Por ejemplo, es
frecuente utilizar una lista de los colores predominan-
tes en vez del histograma, ya que es más flexible que
éste. Otros incorporan información acerca del layout
de colores de la imagen. Normalmente, las técnicas de
extracción que se utilizan están diseñadas para funcio-
nar con un espacio de color concreto.
Los otros dos componentes que pueden ser utiliza-
dos son la textura y la forma. En cuanto a la primera,
existen varios modelos matemáticos para representar-
la, basados en la frecuencia de repetición, la orienta-
ción o el contraste. Es destacable que Mpeg-7 ha defi-
nido y estandarizado lo que se ha denominado des-Figura 5. Diferencia entre región y contorno
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criptor homogéneo de textura
(HTD).
Aunque la forma es la compo-
nente que parece intuitivamente más
clara para un humano, y probable-
mente la que más utilicemos, su des-
cripción no es fácil. La forma se re-
presenta a partir tanto de su región
como de su contorno. En la imagen
de la figura 5 vemos la diferencia en-
tre ambos conceptos. Observamos
que los elementos de cada fila son si-
milares entre sí siguiendo un criterio
basado en la región que ocupan (la
primera fila un rectángulo, la segun-
da una forma irregular y la tercera
una elipse). Por contra, también los
elementos que están en una misma
columna son similares entre sí en lo
que respecta al contorno (una E la
segunda columna y una S la tercera).
En según qué aplicaciones, se
pone el enfoque en una, otra, o am-
bas. Hay diferentes maneras de ex-
traer y representar regiones y contor-
nos. Un método frecuente de repre-
sentación es hacerlo a partir de los
ángulos que presentan, ya que así se
consigue una mayor independencia
de la traslación, rotación y escalado;
por otra parte, el cálculo no resulta
excesivamente complejo. Además
de almacenar las formas destacables
de la imagen, también pueden ser de
especial relevancia las relaciones es-
paciales entre ellas y cómo éstas van
variando a lo largo del segmento.
Por último, además de estos parámetros del foto-
grama clave, algunos sistemas también registran la in-
formación acerca del movimiento a lo largo del seg-
mento, ya sean de las regiones (objetos) dentro de la
imagen, como movimientos de la cámara. Pan, tilt,
roll, zoom, track o dolly son los posibles movimientos
de una cámara.
Si el lector desea obtener más información acerca
de la indización de imágenes y vídeo, en las notas 13,
14 y 15 encontrará tres buenas revisiones sobre esta
materia.
6. Ejemplos de aplicaciones basadas
en contenido
Ya hemos visto anteriormente la interfaz del Mu-
seo del Hermitage que, aunque dedicado únicamente a
imagen estática, sirve como un claro ejemplo de siste-
ma de búsqueda por contenido. Interfaces similares
para la consulta pueden encontrarse en los sistemas
Swim, VideoQ y VisualSeek, entre otros.
Sin embargo, la efectividad de estos sistemas auto-
máticos es relativa. En primer lugar, la herramienta pa-
ra representar nuestra consulta (por colores o layout)
no permite excesivos detalles. En segundo lugar, los
resultados no siempre son todo lo precisos que cupie-
ra esperar, al menos para la visión de un humano.
Además, y más importante aún si cabe, estos enfo-
ques presentan un gran inconveniente: el contenido se-
mántico con el que se describe la imagen es práctica-
mente nulo y, como hemos visto, se reduce a una serie
de parámetros de bajo nivel. A pesar de la importancia
desde un punto de vista de investigación, estas técni-
Figura 3. Definición de una búsqueda por layout con Qbic y página de resultados. Imágenes
capturadas de la web del Museo del Hermitage
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Un enfoque similar, utilizando la
transcripción del audio y del texto
sobreimpreso es el del proyecto
AT&TV, del laboratorio de AT&T en
Cambridge (Inglaterra), y el de la vi-
deoteca digital Vision20 de la Univer-
sity of Kansas.
5. Coordenadas geográficas.
Terminamos este apartado co-
mentando un caso algo diferente co-
mo es el del proyecto VideoGIS21. Su
objetivo es combinar el vídeo con la
información geográfica que en él
aparece. Así, a partir de una colec-
ción de documentos filmados desde
el aire o desde tierra, se está desa-
rrollando un sistema que soporta dos
operaciones básicas:
—Sobreimpresionar los elemen-
tos geográficos de interés sobre la secuencia de vídeo.
El usuario puede hacer un clic sobre ellos para obtener
más información de los mismos.
—Construir de forma automática itinerarios guia-
dos a partir de una consulta del tipo “genera un vídeo
que muestre los monumentos modernistas del Ensan-
che de Barcelona” o “genera un vídeo que muestre los
monumentos a menos de un kilómetro de cierto punto”
(figura 7).
Para filmar el vídeo se utiliza también un receptor
de GPS adosado a la cámara, además de otros sensores
de inclinación y orientación. A partir de estos valores
puede determinarse la posición de la cámara y hacia
dónde está enfocada. De esta forma la base para la in-
dización automática es un fichero con estos datos de
situación. El sistema realiza sucesivas consultas a un
sistema de información geográfica que devuelve qué
hay en ese espacio visible, es decir, qué elementos ge-
ográficos aparecen, que son los que se utilizarán para
describir e indizar el vídeo. Al realizar la consulta, de
nuevo se utiliza el sistema de información geográfica
para recuperar qué elementos son los que satisfacen la
consulta, para después recuperar las secuencias donde
aparecen.
Nótese que el hecho de trabajar con largas secuen-
cias de vídeo continuo no permite un enfoque basado
en planos (shots). Por ello un segmento en VideoGIS,
es decir la unidad mínima, será la parte de vídeo en la
que aparecen los mismos elementos, o dicho de otra
forma, una serie de fotogramas contiguos con caracte-
rísticas geográficas uniformes.
La generación automática de los itinerarios guia-
dos sigue unas reglas de composición que pretenden
darle una cierta estructura narrativa. Por ejemplo, si de
la consulta de los monumentos del Ensanche resulta un
vídeo de 5 horas, probablemente éste no será útil para
el usuario, por lo que el sistema debe decidir qué frag-
mentos tienen más relevancia y cómo componerlos pa-
ra que se siga una línea argumental y el resultado se
ajuste a un tiempo adecuado.
8. Conclusiones y expectativas
de futuro
Hemos visto cómo las técnicas para la indización
automática de vídeo basada en el contenido han avan-
zado considerablemente en los últimos años. No obs-
tante, excepto en contextos muy concretos y reduci-
dos, los parámetros a bajo nivel de la imagen que se
utilizan no aportan la semántica necesaria para cons-
truir un sistema genérico. Así, varios modelos utilizan
la semántica de cierta información adjunta (audio y/o
Figura 7. Captura de pantalla de la interfaz de VideoGIS
Figura 8. Información acerca de los pendientes de la protagonista.
Imagen tomada de la web de HyperSoap
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texto sobreimpreso en la mayoría de casos) para ofre-
cer soluciones más ricas.
Tener una buena descripción del vídeo hace posi-
ble implementar sistemas dotados de una mayor “inte-
ligencia” que los clásicos mecanismos de búsqueda. El
sistema de itinerarios guiados de VideoGIS es un ejem-
plo, pues no es sólo un sistema de recuperación sino
más bien de generación automática de presentaciones,
algo así como un editor automático de documentales.
En una línea similar ha habido numerosos trabajos
dedicados a la generación automática de noticiarios “a
la carta” o de resúmenes de programas de televisión.
Además, la televisión interactiva (TVi) permite intere-
santes aplicaciones como HyperSoap22 del MIT: una
telenovela para TVi donde prácticamente todo lo que
aparece en la imagen se puede comprar (ropa, mue-
bles, etc.); el usuario hace un clic sobre un elemento y
ve su descripción, incluyendo el precio. Al acabar el
capítulo, puede ver una lista de los productos consul-
tados y comprar los que desee (figura 8).
http://www.media.mit.edu/hypersoap/
Un factor importante en la aparición de nuevas
aplicaciones de este tipo será la adopción de estánda-
res para el desarrollo del contenido audiovisual. Varios
estándares han surgido a partir de distintas organiza-
ciones internacionales y con objetivos diferentes. Al-
gunos de los más relevantes son <indecs> orientado a
la gestión de la propiedad intelectual; Advanced aut-
horing format (AAF), enfocado a la descripción del
proceso de autoría; TV-Anytime, Smef (de la BBC) y
Pmeta (de la Unión Europea de Radiodifusión), que se
centran principalmente en el intercambio de progra-
mas de televisión; Smpte 335M, de propósito general;
y Mpeg-7, estándar ISO, el más amplio y fácilmente
extensible de todos (mediante esquemas xml). Para sa-
ber más acerca de Mpeg-7 las notas 23 y 24 ofrecen
una buena introducción.
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