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Abstract
We estimate spectral gaps for the Hodge norm on quadratic differentials. To
each tangent direction at any point (X, q) in the principal stratum of quadratic
differentials, we associate a Hodge norm, and control the logarithmic derivative
of vectors perpendicular to the principal directions in terms of the q-areas of
the components corresponding to thick-thin decompositions and the lengths of
short curves in the q-metric. In the worst case scenario, one gets a spectral gap
of size Cg,nsys(X, q)
2.
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1 Introduction
In [Fra], we defined a metric dE on the space of unit area quadratic differentials on
Riemann surfaces in terms of flat geometrty, and wrote dss for the restriction of this
metric to strongly stable leaves of the Teichmu¨ller geodesic flow. We showed this
flow exhibits hyperbolic behavior near quantitatively recurrent trajectories. More
precisely,
Theorem 1.1 Let K be a compact subset of the unit tangent space to the moduli
space Mg,n, and let λ denote Lebesgue measure on R. Let θ ∈ (0, 1). There are
positive real constants C(K), r0(K), α(K, θ) such that the following holds: if T > 0,
and X, gT (X) ∈ K and moreover,
λ{t ∈ [0, T ] : gt(X) ∈ K} > θT, and
dss(X1, X), d
ss(X2, X) < r0(K), then
dss(gTX1, gTX2)
dss(X1, X2)
< C(K)e−α(K,θ)T .
A weaker version of this, using a construction called the modified Hodge norm, was
used in [ABEM12], [EM11], and [Ham13] to provide Teichmu¨ller space analogues to
the results in the thesis of Margulis [Mar70] on the geodesic flow of compact nega-
tively curved manifolds.
A substantial difficulty in the implementation of this technique came from the fact
that the Hodge norm arguemnts depended on a compactness argument, and esti-
mates from this argument became degenerate as quadratic differentials approached
the boundary of the principal stratum. The purpose of Theorem 1.1 was to remove
this technical difficulty by giving an alternative compactness argument that did not
degenerate at the multiple zero locus.
The purpose of this paper is to give a more accurate description of the hyperbolic
behavior of the Hodge norm that does not depend solely on compactness arguments.
In addition, the estimates persist as one approaches the boundary of a stratum, and
we estimate the rate at which hyperbolicity is lost as one approaches the boundary
of moduli space; in some instances we even see long stretches in the cusps with no
loss of hyperbolicity. In particular, the Hodge norm exhibits hyperbolic behavior over
stretches when the surface does not make progress in more than one component of
a Minsky product region. (See [Min96] or [Raf14] for precise descriptions of product
regions.)
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In particular, we define a number called the Hourglass Ratio H(X, q) of a half-
translation surface (X, q), which is equal to 1 if X is in the thick part of Mg,n, and
in the cusps is less than or equal to `/
√
A if the surface can be cut into two essential
or cylinder pieces with area at least A by a system of curves of length ` in the q-metric.
Our main theorem is the following:
Theorem 1.2 Let (X, q) be any quadratic differential in the principal stratum of
half translation surfaces of genus g with n marked points. Let (X˜, ω) be the orienting
double cover for (X, q). Let gt denote the Teichmu¨ller flow, with gt(X,ω) = (Xt, ωt).
Let ‖α‖t denote the Hodge norm of α ∈ H1odd(X˜), where α is the cohomology class of a
(-1)-eigenform of the involution of X respecting the double cover, which is orthogonal
to Re(ω) and Im(ω) with respect to the Hodge norm on H1(X˜t,R). Then
d
dt
|log(‖α‖t)| < 1− Cg,nH(X, q)2.
where Cg,n > 0 is a constant depending on only g and n.
Remark: This provides an infinitesimal spectral gap result for a norm on the tangent
space at almost every point. The estimate does not degenerate near the multiple zero
locus, even though the norm does. Thus we can give a qualitative estimate of how
the gap decays in the cusp of the moduli space.
To make the analogy to negatively curved Riemannian manifolds, parallel transport
of geodesic flow contracts perpendicular tangent directions at an exponential rate,
where the exponent is the proportional to the square root of the sectional curva-
ture. Although the Teichmu¨ller metric is not Riemannian, this gives an estimate
akin to “the sectional curvature is at most −Cg,nH(X, q)4 in all 2-planes contain-
ing the direction of q,” at least for the purposes of estimate expansion/contraction
of the unstable/stable manifolds for the flow, with the caveats that must be applied
whenever attempting to use the Hodge norm as a norm on the tangent space toMg,n.
As an immediate corollary, we have
Theorem 1.3 Let all notation be as in theorem 1. Let (X, q) be a unit area quadratic
differential in the principal stratum, whose shortest essential simple closed curve has
length Sys(X, q) in the q-metric. Then
d
dt
|log(‖α‖t)| < 1− Cg,nSys(X, q)2.
Proof: This is immediate since the systole is less than or equal to the hourglass ratio
(up to a constant multiple). 2
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2 Quadratic Differentials and the Hodge Norm
2.1 Quadratic Differentials
Let X be a Riemann surface of genus g with n punctures. Assume X admits a
conformal metric of constant curvature −1 with finite area, i.e. 3g − 3 + n > 0.
A quadratic differential q on X is a holomorphic section of the tensor square of the
cotangent bundle of X that extends meromorphically to the compact Riemann surface
X obtained by adding in a point at each cusp, such that there are no poles of order 2
or higher. The space of quadratic differentials on X has 3g−3+n complex dimensions.
Such (X, q) admits a system of holomorphic charts covering all points of X at which
q, such that if z is the local coordinate then q = dz2 := dz⊗dz. Call these coordinate
charts q-charts. The change of charts preserve a metric as well as foliations by vertical
and horizontal lines. The metric and foliations have singular extensions to all of X
with cone-type singularities angle (2 + k)pi, and (2 + k)-pronged singularities, at each
point where q vanishes to order k, where k ≥ −1. We will mostly concern ourselves
with the generic case, in which q has n simple poles and 4g−4+n simple zeros. Such
(X, q) is said to belong to the principal stratum. We will also deal with quadratic
differentials that are squares of holomorphic 1-forms.
2.2 Teichmu¨ller Deformations
For t ∈ R let gt be the matrix
(
et 0
0 e−t
)
, acting on C = R2 with the usual
identification
(
x
y
)
= x + iy. Then (X, q) is given by a system of charts with
transition maps of derivative ±1, and gt simultaneously acts on these charts. Let
(Xt, qt) denote the 1-parameter family of Riemann surfaces of genus g with n marked
points whose complex structures are given by images of the q-charts under gt in R2.
(This respects the identifications). It is well known that Xt is a geodesic parametrized
by arc length with respect to the Teichmu¨ller metric on the moduli space of Riemann
surfaces.
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2.3 Orienting Double Cover
Let (X, q) be in the principal stratum. The orienting double cover of (X, q) is the
Riemann surface obtained by taking the branched cover of X which is branched of
order 2 over all zeros and poles of q, and such that the preimages of the nonsingular
points of the q-metric are given by vertical unit tangent vectors with respect to the
q-metric.
On X˜, the pullbacks of the vertical and horizontal foliations of q are orientable, and
induced by the square of a holomorphic 1-form ω on X. The induced double cover
therefore admits a collection of charts whose transition maps are translations, i.e.
the structure of a Riemann surface with a holomorphic 1-form. This 1-form is a −1-
eigenvector for the holomorphic involution ι : X˜ → X˜ that permutes the sheets of
the double cover. The 1-form ω has 4g− 4 + n double zeros, which are all fixed by ι.
As is well known, the locus of holomorphic 1-forms realized by these double covers is
locally described by the −1-eigenspace the action ι on the first de Rham cohomology
of X˜, which we will call H1odd(X˜,C).
Since ι is holomorphic it commutes with the Hodge star operator, and the real and
imaginary parts of a holomorphic 1-form α+ iβ, α, β real, are related by Hodge star:
β = ∗α, α = − ∗ β. Thus H1odd(X˜,R) consists of those classes representable as real
parts of holomorphic 1-forms in H1odd(X;C). Let η be an odd holomorphic 1-form.
Then (ι/η)2 is ι-invariant and therefore descends to a meromorphic function f on
X. A dimension count in fact shows that f is of the form q2/q, where q2 is another
quadratic differential on X. (For any q2 one gets such a function.)
2.4 Hodge Norm and its First Variation
The Hodge Norm of c ∈ H1(M,R) on a compact Riemann surface M is given by
‖c‖2X =
∫
M
Re(hc) ∧ Im(hc) where hc is the holomorphic 1-form whose real part is in
the class c. The Hodge norm comes from a Hilbert space inner product:
〈c1, c2〉M = −1
2
Im
(∫
X
hc1 ∧ h¯c2
)
.
As the complex structure of M varies continuously, one can think of this group as a
fixed vector space with a varying norm.
Let (Mt, qt) is a Teichmu¨ller geodesic given by a 1-parameter family from a quadratic
differential q0 = ω
2
0 defined on M = M0, where ω0 us a holomorphic 1-form, and
assume that the q-metric has unit area. There is a unit area holomorphic 1-form ωt
on Mt, whose cohomology class is e
tRe([ω0]) + i · e−tIm([ω0]). The area form |q| is
given by Re(ω)∧ Im(ω). If c ∈ H1(M,R), Forni’s variational formula ([For01] lemma
2.1′, see also [FMZ12], section 2.6) says that
d
dt
(‖c‖2Mt)∣∣∣∣
t=0
= −2Re
(∫
M
(
hc
ω
)2
|q|
)
.
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One sees that in the simplest case, hc = ±ω, the derivative of the Hodge norm squared
is -2, since one may apply the matrices
(
1 0
0 e−2t
)
to obtain the family Mt, and the
translation surface structures on Mt whose holomorphic 1-forms have cohomologous
real parts. It follows that the logarithmic derivative of the Hodge norm of c is −1.
Similarly, if hc = ±iω one gets that the logarithmic derivative of the Hodge norm is 1.
The variational formula tells us that these are the two extreme behaviors. A simple
application of the Cauchy-Schwarz inequality implies that the logarithmic derivative
of the Hodge norm is always in [−1, 1], and the lower and upper extreme cases are
attained by real and imaginary multiples of ω respectively. To attain statements
about uniform hyperbolicity on certain regions of the moduli space, we would like to
attain strict bounds for the growth rate of cohomology classes on the subspace
〈[Re(ωt)], [Im(ωt)]〉⊥ ∩H1odd(X;R),
i.e. to bound the logarithmic growth rate away from ±1. Here, the symbol ⊥ is the
symplectic complement with respect to the cup product. As it happens, it is also the
Hodge orthogonal complement. This subspace is gt-invariant.
The way we will proceed is as follows: Suppose that f˜ is the pullback of f = q2/q
to the orienting double cover of (X, q), where q, q2 are quadratic differentials on X
and ‖f˜‖2 = 1. Let (Mt, ωt) = gt(X˜, ω) be the orienting double covers corresponding
to the family gt(X, q). Write |ω2| for the area form obtained by pulling back |q|. Let
c ∈ H1(X˜;R) be such hc/ω is the pullback of q2/q. Then if ‖Im(f˜)‖2 = δ, we have
d
dt
(‖c‖2Mt)∣∣t=0 = −2Re ∫M(f˜)2|ω2|
= −2 ∫
M
Re(f˜)2 − Im(f˜)2|ω2|
= −2(1− δ2 − δ2).
It follows that
− d
dt
log(‖c‖Mt)
∣∣∣∣
t=0
= 1− 2δ2.
We have a similar analysis when ‖Re(f˜)‖ = δ. In particular, if ‖Re(f˜)‖, ‖Im(f˜)‖ ≥ δ,∣∣∣∣ ddt log(‖c‖Mt)
∣∣∣∣
t=0
≤ 1− 2δ2.
In the interest of proving spectral gap results, it is enough to prove
‖Im(f˜)‖2/‖f˜‖2 = ‖Im(f)‖2/‖f‖2 ≥ δ
whenever (X, q) satisfies some geometric conditions on (X, q) depending on δ. The
equality is automatic. From now on, we will assume ‖f‖2 = 1 and that f is mero-
morphic and orthogonal to the constants in L2(X, |q|). These will be all we need to
assume about f , and in the case when q is in the principal stratum, such f consist of
exactly the functions q2/q with
∫
X
(q2/q)|q| = 0, up to scale.
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3 Preliminary notation and estimates
3.1 Some Fixed Notation
Throughout, C,C ′, C ′′ will be topological constants, whose values may vary from one
line to the next.
Throughout, we will use the symbol u ˙ v to mean that there is some constant
C ∈ (1,∞), depending only on the particular moduli space we are considering, such
that
C−1 < u/v < C,
where u, v are two positive quantities that depend on a point in the moduli space.
1 denote the constant function everywhere equal to 1; let 1V denote the characteristic
function of a set V .
3.2 A Gradient Estimate
Let (X, q) be a point in quadratic differential space. For a measurable function
f : X → C, let ‖f‖p denote the Lp norm of f with respect to the area measure |q| of
the q-metric. Let 〈f, g〉 = ∫
X
fg¯|q|.
We have the following estimate by Trevin˜o for the gradient of f at x with respect
to the q-metric. What we state here is a trivial generalization of equation (26) in
[Tre14], which requires only that f is holomorphic on a round disk centered at x.
Proposition 3.1 Let Σ denote the set of singular points of (X, q). Let BR(x) denote
the R-neighborhood of x ∈ X with respect to the q-metric. Let r(x) be the largest R
such that BR(x) is an embedded disk not meeting Σ. For any fixed t ∈ (0, 1], there is
a constant ct such that
|∇f(x)| ≤ ct‖Im(f) · 1Bt·r(x)(x)‖2.
3.3 Holomorphic functions on expanding annuli
The following will be called the Small Norm on Expanding Annuli Lemma. It applies
to expanding annuli, which we will define below:
Definition 3.2 An expanding annulus A is an open annulus in a surface with a flat
metric, following the following additional conditions:
• The metric completion A¯ of A as a path metric space has two boundary compo-
nents γ1 and γ2, which are rectifiable curves, at most one of which is degenerate
(length 0).
• There is a number W , called the width of A such that every point on p ∈ A¯ \A
is distance W from the boundary component not containing p.
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• A is foliated by level circles which are differentiable, piecewise smooth, and
monotonically curved, and each level circle has nonzero geodesic curvature at
some point.
Here, a level circle is a topological circle in A, all of whose points are some distance d
and W−d from the two boundary components, with 0 < d < W . Monotonically curved
means that for some orientation, the geodesic curvature is always non-negative.
The condition that geodesic curvature is not everywhere zero means that the circum-
ference of a level circle is strictly monotonic in d; the annulus is said to be expanding
in the direction in which the circumferences increase. For the purpose of this lemma
we will also want to assume that our expanding annuli are free of singularities. We
will choose specific expanding annuli later to tackle the general case, but we can al-
ready state the lemma in enough generality here.
Lemma 3.3 Let W be the union of regions Wj, j0 ≤ j ≤ N , and assume there are
additional regions Wj0−1 and WN+1, such that the following geometric conditions hold:
• ≤ C · 2−j ≤ diamq(Wj) ≤ C ′2−j
• ≤ C · 2−2j ≤ Area(Wj) ≤ C ′2−2j
• The 2−j−2-neighborhood of Wj is contained in Wj−1∪Wj∪Wj+1 for j0 ≤ j ≤ N
Suppose, that f is holomorphic on W , ‖f‖2 ≤ 1, and moreover, that (i) ‖1Wj0 ·f‖∞ <
δ02
j0, and (ii) ‖Im(f)‖2 < δ0. Then
(a) ‖1Wjf(x)‖∞ < Cδ02j, (b)‖1W · f‖1 < Cδ02j0 , and (c) ‖1W · f‖2 < Cδ0.
Proof: First, write Ij for ‖χWj · Im(f)‖2. By Proposition 3.1 estimates, and the fact
that the area of Wj is comparable to 2
−2j we have
‖1Wj |∇f(x)|‖∞ ≤ C22j(Ij−1 + Ij + Ij+1).
Also write Mj = ‖1Wj · f‖∞. We have Mj −Mj+1 ≤ C2j(Ij−1 + Ij + Ij+1). Let j0
be the smallest j for whichever annulus we are estimating. Since
∑
j
I2j ≤ δ20, the
Cauchy-Schwarz inequality gives (a) by
|Mj −Mj0| ≤
j∑
k=j0
C2k(Ik−1 + Ij + Ik+1) ≤ C ′2jδ0.
For convenience we will write Ik∗ for (Ik−1 + Ik + Ik+1); we have
∑
k I
2
k∗ < 9δ
2
0.
There might be infinitely many Wj in W , but we may assume there are finitely many
and apply the monotone convergence theorem. That is, we show that ‖1W ∗N · f‖2 <
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Cδ20, where W
∗
N is any finite union W
∗ =
N⋃
j=j0
Wj, such long as the constant C in the
bound does not depend on N .
Part (b) comes from summing part (a) times the area of Wj over all j.
Proof of (c):
‖1W · f‖22 ≤
N∑
j=j0
Area(Wj)M
2
j
≤
N∑
j=j0
C2−2jM2j
≤ C
N∑
j=j0
2−2j
[
Mj0 +
j∑
k=j0
C ′2kIk∗
]2
≤ C
N∑
j=j0
2−2jM2j0 +
[
j∑
k=j0
C ′2−j2kIk∗
]2
≤ C(2−2j0M2j0) + C ′
N∑
j=j0
[
j∑
k=j0
C ′2k−jIk∗
]2
≤ Cδ20 + C
N∑
j=j0
j∑
k=j0
j∑
r=j0
2k−j2r−jIk∗Ir∗
≤ Cδ20 + C
N∑
j=j0
j∑
k=j0
2k−j
j∑
r=j0
2r−j(I2k∗ + I
2
r∗)
= Cδ20 + C
N∑
j=j0
j∑
k=j0
2k−j
j∑
r=j0
2r−j2I2k∗
≤ Cδ20 + C
N∑
j=j0
j∑
k=j0
2k−j2I2k∗
≤ Cδ20 + C
N∑
k=j0
I2k∗
N∑
j=k
2k−j
≤ Cδ20 + C
N∑
k=j0
I2k∗
≤ Cδ20.
Now take square roots. 2
We would like to point out a simple intuitive reason to expect a lemma like this: con-
sider any Laurent series convergent on the region  < z ≤ 1/ extending continuously
to the boundary with small values of z on the outer boundary. The constant term
positive powers of z must have small coefficients, and the negative powers of z all
contribute roughly the same to the real and imaginary parts on any circle |z| = R.
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3.4 Holomorphic functions on cylinders
In this section we examine the case in which our surface has a cylinder of large
modulus. We define cylinder and modulus:
Definition 3.4 Let (X, q) be a Riemann surface with quadratic differential. A cylin-
der in the q-metric is an open annulus A in X which is the disjoint union of all
singularity-free q-geodesic representatives of a non-trivial free isotopy class α of sim-
ple closed curves in X. The curve α is said to be a cylinder curve for (X, q).
Definition 3.5 The modulus of a cylinder with core curve α on a surface X with
quadratic differential q is given by wq(α)
`q(α)
, where `q(α) is the length of a q-geodesic
representative of α, and wq(α) is the length of the shortest arc that passes through
every q-geodesic representative of α.
If a Riemann surface Y is homeomorphic to an annulus, it admits a singularity-free
quadratic differential metric for which the whole of Y is a cylinder, and this quadratic
differential is unique up to scalars, so the metric is unique up to homothety. The
modulus of the annulus of the annulus is modulus of this cylinder. If the modulus
is infinite, then there are two conformal classes: quotient of the upper half-plane by
(Z,+), which we will call semi-infinite and the other by the quotient of C by (Z,+),
which we call bi-infinite. The only connected Riemann surfaces properly containing
bi-infinite annuli are C and Cˆ so we will never encounter these. See e.g. [Hub06] for
detail on the uniformization of annuli.
Fix b < 1. Write B for b−1. Pick a local coordinate system on a cylinder (−L,L) ×
[0, 2pis] with the identification (x, 0) ∼ (x, 2pis) for all x ∈ −[L,L]. We will assume
L > 2b.
The restriction of f to A∗ can be viewed as a function on the annulus | log(|z|)| < L
via the map (x, y) 7→ z = e(x+iy)/s. Since f is holomorphic on this annulus, it is given
by a convergent Laurent series f(z) =
∞∑
n=−∞
fˆ(n)zn. For any  ∈ (0, L/s), the sum
converges absolutely and uniformly on the annulus | log(|z|)| < L/s− .
We would now like to make the following important estimate, which is true in general
for any cylinder with coordinates (−L,L)×[0, 2pis]/(x, 0) ∼ (x, 2pis), and any f which
is holomorphic on the cylinder and whose imaginary part has small L2 norm.
Lemma 3.6 Fix a small number b ∈ (0, 1/2), and set B = b−1. f(x, y) − fˆ(0).
Assume f is meromorphic on a cylinder whose core curve has length 2pis and whose
width is 2L. There is a constant C, depending only on b, such that the following hold
whenever L/s is sufficiently large:
(a) |x| < L−Bs⇒ |fˆ(0)− f(x, y)| ≤ Cbδ/s.
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(b) If Q ⊂ A is measurable and invariant under rotations in the y-coordinate then
the average value of f on Q is fˆ(0).
(c) ‖f‖22 ≤ C
[
‖Lsfˆ(0)2 + Im(f)‖22
]
.
Proof: The functions {zn|n ∈ Z} are orthogonal, but not orthonormal, for the L2
norm coming from any finite rotation-invariant measure; in particular they are or-
thogonal with respect to q-area on the cylinder. Therefore, by uniform convergence
there is a Parseval identity on the region | log(|z|)| < L/s −  for holomorphic func-
tions and the area measure |q|. Passing to the limit as  → 0, one gets the Parseval
identity:
‖1A∗ · f‖22 =
∞∑
n=−∞
L∫
−L
2pis∫
0
|fˆ(n)|2|en(x+iy)/s|2 dy dx
= 2pis
[
2L|fˆ(0)|2 +
∞∑
n=1
(
|fˆ(n)|2 + |fˆ(−n)|2
)
sinh(2nL/s)
n/s
]
.
Unfortunately, the real/imaginary parts of fˆ(n)zn and fˆ(m)zm are only guaranteed
to be orthogonal if |m| 6= |n|; however, if L/s is sufficiently large, they are nearly
orthogonal even if m = −n. More precisely, if L > 0, then for all n ∈ N we have
|〈Im(fˆ(n)zn), Im(fˆ(−n)z−n)〉|
‖Im(fˆ(n)zn)‖2 · ‖Im(fˆ(−n)z−n)‖2
< cL/s < 1,
and cL/s → 0 as L/s→∞, and the cost of pretending that they are in fact orthogonal
is only a multiplicative constant which tends to 1 exponentially quickly as L/s→∞.
(The intuitive explanation of this is that most of the norm of concentrates at opposite
ends of the cylinder A∗, so they essentially behave like functions with disjoint sup-
port; it is easy to estimate the contributions from regions where |x| ≥ 0 and where
|x| ≤ 0.) This proves (c).
(b) follows from Fubini’s theorem, since the series converges uniformly on each circle
and only the term for n = 0 has non-zero average.
In all estimates that follow, the cost of pretending that these components are actually
orthogonal is only a small multiplicative constant. Similarly, for sufficiently large L
we may replace sinh with the exponential function, at the cost of a multiplicative
factor close to 1. In particular, we have
‖1A∗Im(f)‖22 ˙ sL|fˆ(0)|2 + s2
∞∑
n=1
(
|(fˆ(n))|2 + |fˆ(−n)|2
) e2nL/s
n
.
Since the L2 norm of Im(f) is bounded by δ2, this implies that for all n > 0, we get
the following bound on Laurent coefficients: |fˆ(±n)| ≤ C√n(δ/s)e−nL/s.
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|f(x, y)− fˆ(0)| ≤
∞∑
n=1
C
√
n δ
s
e−nL/sen(L/s−B)
≤ C δ
s
∞∑
n=1
√
ne−nB
≤ Cδ/s.
The last inequality, and therefore part (a), are due to convergence of the infinite se-
ries. 2
4 Genus 2 example
In this section we discuss a low-complexity example that contains the main analytic
ideas, with simplified geometric input. The remaining sections will discuss a variant
of Rafi’s thick-thin decomposition that generalizes the decomposition of the surface
into pieces that appear in this example. This decomposition is strongly motivated by
the product regions theorem of Minsky [Min96], and the concept of active interval
for projections to the factors in Minsky’s theorem due to Rafi. The notion of active
interval can be found in [Raf14], Theorem A. We postpone the careful discussion of
these topics until we need them, but for those who already familiar with coarse ge-
ometry of Teichmu¨ller space, we give a brief explanation of our choice of examples.
Let (X, q) be formed as follows: let T ∗ be a rectangular torus of side length S with
a geodesic slit of length 2pis, and let A∗ be an L × s rectangle. Form a translation
surface by identifying the sides of length 2L with each other and the sides of A∗ of
length s with sides of the slit. The two endpoints of the slit are identified, forming a
cone point of angle 6pi. We will assume s/S and s/L are smaller than b/2, but allow
them to be arbitrarily small.
With respect to the cylinder coordinates in the previous section, the average value of
f on the region |x| < L− Bs is fˆ(0). We now break up X into regions on which we
can apply familiar estimates. The regions are as follows:
• T will be the complement of the bS-neighborhood of the slit in the slit torus
T ∗.
• Let U be the (b · s)-neighborhood of the cone point.
• A will be the annulus |x| < L−Bs contained in A∗
• Let E be the Bs-neighborhood of the slit with U deleted.
• Let M be the remaining expanding annulus consisting of points distance be-
tween Bs and bS away from the slit.
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Now, let d = max(s/S,
√
s/L). Let δ = δˆd. We will show that if δˆ << 1, then it is
impossible to have a meromorphic f on X with ‖f‖2 = 1 and ‖Im(f)‖2 < δ.
Pick a base point pT ∈ T. We run the following steps:
STEP 1: If p1, p2 ∈ T then |f(p1)− f(p2)| < CδS .
Proof: This follows from Proposition 3.1 estimates, since the diameter and injectivity
radius are uniformly bounded below by a multiple of S in T , and the diameter of T
is bounded above by a multiple of S, and the value of ‖f‖2 is bounded by 1.
STEP 2: fˆ(0) < C/
√
Ls.
Proof: By the Parseval identity 4piLs|fˆ(0)|2 ≤ ‖f‖22 = 1.
STEP 3: If (x, y) ∈ A then |f(x, y)− fˆ(0)| < Cδ/√Ls.
Proof: This is exactly part (a) from Lemma 3.6.
STEP 4: |1T · f |∞ < C/S.
Proof: If not, then f >> 1/S on all of T , by step 1, and T has area S2, so
∫
T
|f |2 >> 1.
This contradicts ‖f‖2 = 1.
STEP 5: If p1, p2 are in the same expanding annular region (i.e. both in M or both
in U), then |f(p1)− f(p2)| ≤ Cδmin[dq(z0,p1),dq(z0,p2)] .
Proof: Follows from integrating the Proposition 3.1 estimate.
STEP 6: If p1, p2 ∈ E, |f(p1)− f(p2)| < Cδ/s.
Proof: This is essentially the same as step 1, except the geometry of E is controlled
by s instead of S.
STEP 7: If p1, p2 ∈ A ∪ E ∪ T ∪M , then |f(p1)− f(p2)| < Cδ/s.
Proof: Follows easily from steps 1-6 and the triangle inequality.
STEP 8: If δˆ << 1, then we get a contradiction by showing that the sum of f and a
constant function has small L2 norm, when by hypothesis the norm of such a function
must be at least 1.
For this step we have two cases, depending on whether the torus or cylinder has
greater area (up to a factor of 4pi). In each case, we will take the function f and
subtract a constant function (coming from the larger piece) and show that the result
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has small L2 norm. This contradicts the fact that f has norm 1 and is orthogonal to
the constant functions.
CASE 1: s/S ≥ √s/L, or equivalently 1 ˙ Ls ≥ S2. We thus have δ = δˆs/S. Let
g(x) = f(x)− fˆ(0).
In this case we get the following:
UPPER BOUNDS FOR g = f − fˆ(0):
V Area(V ) ˙ ∗ | g ∂V | ≺˙ ∗
∣∣∫
V
g|q|∣∣ ≺˙ ∗ ∫
V
|g|2|q| ≺˙ ∗
A 1 δ/s ˙ δˆ ∫
A
g|q| = 0 δˆ2
E s2 δ/s = δˆ/S sδ ≺˙ Sδˆ δ2 ≺˙ δˆ2
∞
U s2 sδ ≺˙ Sδˆ δˆ2
δ/s ≺˙ δˆ/s
δ/s = δˆ/S
M S2 Sδˆ δˆ2
δ/S
T S2 δ/s = δˆ/S Sδˆ δˆ2
All terms in the second column are O(δˆ) but their sum is at least 1, a contradiction.
CASE 2: s/S ≤ √s/L, or equivalently Ls ≤ S2 ˙ 1. Now, δ = δˆ√s/L. Now,
let g(x) = f(x) − f(pT ). We make a similar upper bound table as before, but we
suggestively switch the positions of A and T .
UPPER BOUNDS FOR g = f − f(pT )
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V Area(V ) ˙ ∗ ∣∣ g ∂V \z0∣∣ ≺˙ ∗ ∣∣∫V g|q|∣∣ ≺˙ ∗ ∫V |g|2|q| ≺˙ ∗
T 1 δ ˙ δˆ δ ˙ δˆ δ2 ≺˙ δˆ2
E s2 δ/s ≺˙ δˆ/s sδ ≺˙ sδˆ δ2 ≺˙ δˆ2
∞
U s2 sδˆ δˆ2
δ/s≺˙δˆ/s
δ/s
M 1 δ δ2 ≺˙ δˆ2
δ
A Ls δ/s = δˆ/
√
Ls δL = δˆ
√
Ls δ2 + δˆ2 ˙ δˆ2
This gives us a similar contradiction. Perhaps the final row of the table deserves
some explanation. The entire goal is to control the value of the last entry using the
Parseval identity from part (c) of Lemma 3.6. We actually already know that the
contribution to the L2 norm of f − fˆ(0) coming from A is controlled by δ, from the
proof of part (c) of Lemma 3.6. Note that the terms gˆ(n) and fˆ(n) agree for n = 0,
so the contribution of this part is controlled by Cδ2. Thus we only need to control
gˆ(0), which is done using the bounds boundary value, upgrading to a uniform bound
via the maximum modulus principle, and multiplying this bound squared by area to
estimate the integral.
5 Thick-Thin Decompositions
5.1 Rafi’s Thick-Thin Decomposition
In this section we recall some results of Minsky and Rafi regarding the geometry of
quadratic differentials. Throughout, a curve will always mean a homotopy class of
un-oriented simple closed curve in X which is not homotopic to a puncture or a point.
Definition 5.1 Let b ∈ R+, Ab = {(x, y) ∈ R2 : 0 < y < b}/(x, y) ∼ (x + 1, y).
If A is an annulus conformal to Ab we say that b is the modulus of A, and write
Mod(A) = b.
Every annulus is conformal to either C \ {0} or to Ab for a unique b.
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Definition 5.2 If α is a curve in a Riemann surface X, and A is an annulus in X,
write A ' α if A has a deformation retract in the homotopy class α. We say α is the
core curve of A. The extremal length of α is defined to be
Extα(X) :=
(
sup
A'α
Mod(A)
)−1
.
Definition 5.3 Let (X, q) be a quadratic differential, and let α be a simple closed
curve in X. We say α is a cylinder curve if there is a q-geodesic representative of α
that does not pass through a singular point of the q-metric.
If α is a cylinder curve, then there is a one-parameter family of geodesic representa-
tives of α that do not pass through singular points, and the union of all such geodesics
is an annulus in X, which we call a cylinder. Moreover, these curves, plus the bound-
ary curves of the cylinder are all the q-geodesic representatives of α.
If α is not a cylinder curve, then in the completion X of X (with respect to the
q-metric), any length-infimizing sequence of constant speed parametrized loops in the
class α converge (as parametrized geodesics, up to the action of the dihedral group)
to a unique loop in X, which we call the q-geodesic representative of α.
Definition 5.4 If α is a curve, we say that an (open) annulus A ⊂ X is an expand-
ing annulus for α if the following hold:
• A has core curve α
• A If α is a cylinder curve, A does not contain any geodesic in the cylinder of α
• One boundary component of A is a q-geodesic representative for A
• In the (completion of the) annular cover of X corresponding to A, the two
boundaries of A are a uniform distance apart
• A is maximal with respect to the previous properties.
As a convention, we will also say that a puncture p admits an expanding annulus,
which is the maximal singularity-free annulus whose boundary is equidistant from p
that deformation retracts to a loop about p. (The double cover of such an annulus
will isometric to a finite cover of {z ∈ C :} in its intrinsic geometry inherited from
the q-metric)
A curve can have at most two expanding annuli and at most one (maximal) cylinder.
Since our surfaces are orientable, it makes sense to talk about which side of a curve
an expanding annulus belongs to. We will use the following approximation to the
modulus that can be computed more easily from flat geometry:
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Notation 5.5 If A is a cylinder, let µ(A) be its modulus; if A is an annulus not
intersecting a cylinder whose boundaries are uniform distance apart, let µ(A) be the
log of the ratio of the lengths of its boundary components (choose the ratio that is
greater than 1 before taking the log). If A only has one boundary curve and the other
boundary is a puncture, set µ(A) =∞.
The following is a consequence of estimates from [Min92], section 4, reformulated in
[CRS08], section 5:
Theorem 5.6 There is a number 0, and positive constants depending only on g and
n, such that if q is a quadratic differential on X ∈Mg,n, then if Extα(X) < 0, then
X contains an expanding annulus or cylinder A with core α with
µ(A) ˙ 1
Extα(X)
.
Moreover, of the expanding annuli and cylinder that exist for α, A is the one max-
imizing µ. If A is an expanding annulus, then there is a singularity-free annulus of
A′ ⊂ A whose boundaries are each constant distance from the boundaries of A, with
µ(A′) ˙ µ(A).
A′ is said to be a primitive regular annulus.
Now, fix a number 0 smaller than the Margulis constant and small enough to meet
the hypotheses of the theorem, and consider the collection of subsurfaces obtained by
designating representatives of curves α of extremal length 0 or smaller by deleting
their geodesic representatives in the hyperbolic metric in the conformal class X.
Now, for each such subsurface Y , take the cover Yˆ of X associated to pi1(Y ), pull
back the q-metric to this cover and call it the qˆ-metric. There is an open annulus of
infinite area corresponding to each component of ∂Y , with geodesic boundary. If α
is not a cylinder curve, there is a unique such annulus Aα. If α is a cylinder curve,
let Aα be the unique such annulus containing the entire cylinder. Delete from Yˆ the
union of the open annuli Aα; we then say that
Yˆ \
⋃
α⊂∂Y
Aα =: Yq
is the q-geodesic representative of the subsurface Y .
Often, Yq is a surface with boundary, but there are degenerate cases in which it is
not. In addition, some points on the boundary components of Yq may be identified
in X. However, for any sufficiently small  > 0, the -neighborhood of Yq in Yˆ
is homeomorphic to the corresponding hyperbolic surface with boundary Y . An
example in section 5 of [Raf07] shows that Yq can be a spine of Y . However, we have
the following definition and theorem from [Raf07] controlling the geometry of Yq:
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Definition 5.7 Let (X, q) ∈ QD(Tg,n) and let Yq be the q-geodesic representative
of a thick component Y of the thick-thin decomposition of (X, q). If Y is a pair of
pants, let sizeq(Y ) be the maximum of the q-lengths of the boundary components of
Y . Otherwise, let sizeq(Y ) be the minimum of the q-lengths of essential simple closed
curves in Y . We say that sizeq(Y ) is the size of the subsurface Y in the q-metric.
Theorem 5.8 Let X, q, Y be as above. Let β be any essential curve in Y , and let
`q(β) denote its length in the q-metric and `σ(β) its length in the hyperbolic metric
on X. Let diamq and Areaq denote diameter and area (respectively) in the q-metric.
Then we have the following coarse estimates of the geometry of Yq, in which all con-
stants depend only on g and n:
• `q(β) ˙ sizeq(Y )`σ(β)
• diamq(Yq) ˙ sizeq(Y )
• Areaq(Y ) :=
∫
Yq
|q| ≤ C · sizeq(Y )2.
We have the following lemma ([EMR19], Lemma 3.5) relating size to expanding an-
nulus:
Lemma 5.9 There exist positive constants C1, C2, depending only on topology (g
and n), such that every thick component Y of (X, q) has the following property: every
puncture or boundary component of Y with q-geodesic length less than C1 · sizeq(Y )
admits an expanding annulus of circumference at least C2 · sizeq(Y ) in the direction
of the subsurface Y .
Corollary 5.10 There is a constant c > 0, depending only on g, n, such that the fol-
lowing holds. If Y is a thick component of (X, q) and Y is not a pair of pants, and ev-
ery boundary curve α ⊂ ∂Y satisfies `q(α) < c · sizeq(Y ), then Areaq(Y ) ˙ sizeq(Y )2.
(If Y is a pair of pants, then the same statement is vacuously true.)
For non-pants, one direction is due to Rafi, and the other follows immediately if we
can show any of the expanding annuli are contained in Y . Now, the q-diameter of
the union of any two boundary curves is bounded below by a constant multiple of
sizeq(Y ), since the union of two such curves and any arc connecting them contains
a curve that is essential in Y . In particular, the q-geodesic representatives of the
boundary components must be disjoint if c is sufficiently small. This implies the
expanding annuli in the direction of Y do not leave Y . 2
5.2 The Primitive Annuli Decomposition
We would like to use a modified thick-thin decomposition of a surface (X, q), which
consists of some annuli of large modulus and the complement of their union. We
will not use maximal cylinders and expanding annuli exactly, however; we remove a
bounded amount of modulus near each boundary component, so that each annulus
satisfies the hypothesis of Lemma 3.3 or Lemma 3.6.
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Lemma 5.11 There exist constants µ0 > B > 2 depending only on the topology of
X, such that the following hold:
Suppose (X, q) is taken from the principal stratum and then punctured at all singu-
larities. For every expanding annulus A of (X, q) associated to a curve of puncture
of resulting surface satisfying µ0 < µ(A) ≤ ∞, we pick two level circle of the ex-
panding annulus: let oA be the (topological) circle γA consisting of points p such that
the distance from p to the the puncture or geodesic boundary component of A is 1/B
times the distance from p to the the other boundary of A in the completion X of X
(with respect to the q-metric). If A is homotopic to a puncture let iA be the puncture,
and otherwise let iA be the simple closed curve contained in A that consists of points
B times the q-length of the q-geodesic boundary component of A. For each cylin-
der A with µ(A) > µ0, let iA and oA be geodesics homotopic to the core curve of A,
each distance B times the q-length of the core curve away from a boundary component.
Then, the curves iA and oA are pairwise disjoint for each annulus A, and iA is shorter
unless they are both core curves of a cylinder. Moreover, the corresponding annuli are
disjoint from each other; that is, for A1, A2 distinct, the annulus bounded by iA1 and
oA1 is disjoint from the annulus bounded by and iA2 and oA2.
The constant B can be taken arbitrarily large.
Proof: To make use of non-positively curved geometry we pass to the completion of
the orienting double cover of (X, q). The universal cover of this completion will be
denoted (Xˆ, qˆ). It is complete, homeomorphic to a disk, and non-positively curved in
the sense of Alexandrov.
If Sq is the set of singularities of q, note that in the orienting double cover, the inverse
images of any expanding annulus A corresponding to an element of Sq or a curve,
must satisfy one of the following three possibilities:
1. It consists of a single annulus which is a double cover of A, and it is the expanding
annulus associated to the inverse image of the corresponding puncture or curve, which
is a single curve.
2. It consists of a pair of disjoint annuli, which are the expanding annuli for a pair of
disjoint curves in the orienting double cover.
3. It consists of a pair of disjoint annuli A1 and A2, each of which consists of a dis-
joint union of level circles for distance to a geodesic lift of the geodesic boundary of
A, but which are proper subsets of disjoint expanding annuli for two curves that are
the preimage of the core curve of A, and the outer boundaries of A1 and A2 intersect
some boundary A2 and A1, respectively. (This is necessary for A to be a maximal
expanding annulus.)
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In case 3, we claim that the width of of Ai is more than a third of the width of the
canonical expanding annulus containing Ai, as long as µ0 is large enough to guarantee
that the width of A exceeds the length of the geodesic boundary of A. (By theorem
4.5 of [Min92] such a µ0 exists.) Indeed, such an annulus about A1 would intersect
both boundary components of A2, and then expand an additional distance of at least
the length of the lifts of the q-geodesic of A, which would imply that it contained a
singularity.
Clearly, it is enough for us to prove that the preimages of these annuli to the orienting
double cover are all disjoint, or more generally, that the connected components of the
preimages in (Xˆ, qˆ) are all disjoint.
The annulus bounded by iA and oA is covered by a disjoint union of connected com-
ponents, which are covers of degree 1, 2, or ∞ (with deck group isomorphic to Z)
in (Xˆ, qˆ). Now, any such connected component consists of a pair iA and oA. Any
connected component γ of the inverse image of a level circle of A in (Xˆ, qˆ), when
deleted, divides (Xˆ, qˆ) into two components, since such a component is either a topo-
logical circle, or fellow travels a bi-infinite geodesic. (For a complete, Alexandrov
non-positively-curved metric on the disk, there is a boundary at ∞ homoemorphic
to a circle, and we can just collapse this boundary and invoke the Jordan separation
theorem.) Denote by Iγ and Oγ the two parts of the induced partition of the singular-
ities of (Xˆ, qˆ), by which we mean the collections of inverse images of singularities in
(X, q) lying in the two connected components, including those which have cone angle
2pi. Distinguish between the two sets in the following way: the singularities on Iγ are
those that are closer the corresponding connected component of the preimage of iˆA of
iA than to the component oˆA that maps to oA, and the singularities in Oγ are closer
to oˆA than to iˆA.
First we deal with the case in which one of the annuli is a cylinder. Clearly, if two
cylinders intersect, then their core curves intersect essentially, which contradicts the
fact that they both admit cylinders of modulus greater than µ0. However, the width
of an primitive expanding annulus that contains a point on the boundary of a cylinder
is at most the length of the core curve of the cylinder, because it does not contain
two distinct preimages of that point. Therefore it does not contain any point in the
cylinder which is distance B times the length of the core curve.
Now, we observe that IA1 = IA2 if and only if they arise from the same lift of an an-
nulus, since their core curves are homotopic if finite, and they lie on the same side(s)
of the same infinite geodesic or cylinder of geodesics if A1 and A2 are infinite.
Now, we break the analysis of pairs of expanding annuli into three cases.
CASE 1: IA1 ∩ IA2 = ∅. If B is large enough, every point in the annulus or strip
bounded by iˆA1 and oˆA1 is closer to IA1 than to IA2 . We have a similar statement if
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we reverse the indices 1 and 2, and combining these gives the desired disjointness.
CASE 2: IA1 and IA2 are neither disjoint nor nested. Let `i be the lengths of the
geodesic corresponding to Ai and let Wi be the widths. Then the curve with length
`1 contains points in IA2 and OA2 , so `1 > W2. Similarly `2 > W1. We thus get
`1 + `2 > W1 +W2. But for all sufficiently large µ we have `i < Wi, so this is impos-
sible.
CASE 3: They are nested; without loss of generality IA1 ( IA2 . Let `i,Wi be as in the
previous case. Then A2 cannot correspond to a single point, and is therefore covered
by components of infinite diameter. Consider the bi-infinite geodesic corresponding
to A2. Now, a component of the inverse image of A1 begins at a singularity in IA2
or a geodesic joining a bi-infinite sequence of singularities inside of IA2 , and it can
expand in the direction containing OA2 for an additional width of at most `2 after it
first meets the geodesic boundary of the lift of A2, just as in our analysis when one
of A1 and A2 was a cylinder. Just as in that case, we conclude that the expanding
annulus for A1 does not reach far enough past the geodesic boundary if B > 1. 2
Lemma 5.12 Let Σ be the set of singularities of (X, q). If µ0 is chosen sufficiently
large in Lemma 5.11, the cylinders and expanding annuli from Lemma 5.11 are deleted
from (X, q), and Σ is also deleted, then for each remaining connected component Yi,
there is a corresponding component Zi of the thick-thin decomposition of (X \ Σ, q)
representing the homotopy class of the subsurface Yi. Let p ∈ Yi, and r(p) denote the
radius of the largest embedded disk in X \ Σ centered at p. Let γ be any boundary
component of Yi, with length `(γ).
We then have the following estimates: `(γ), r(p),
√
Areaq(Yi) ˙ sizeq(Zi).
All implied constants depend only on g, n,B, and µ0.
We note that it does not matter whether we measure these with respect to the in-
trinsic metric on Yi or on the ambient metric on X.
Proof: This follows easily from Rafi’s thick-thin decomposition and Lemma 5.11.2
Definition 5.13 Let S vary over all systems U of curves from Lemma 5.11 that
separate (X, q) into two disjoint components, neither of which is a disjoint union of
expanding annuli. If XU denotes the component with smaller area, and `(U) denotes
the sum of the lengths of the curves in U , define the hourglass ratio of (X, q) by
H(X, q) := min
(
{1} ∪
{
`(U)
Areaq(U)1/2
: U ∈ PAD
})
.
Remark: We call this the hourglass ratio because it measures to what extent there
is a small passage separating two much larger components. We also remark that we
do not require the two components to be connected, but if we did this would only
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change the value of H(X, q) up to a multiplicative constant.
Definition 5.14 We refer to the collection of components bounded by the collection
of simple closed curves in lemma 5.11 as the Primitive Annuli Decomposition of
(X, q) and denote is by (X, q)
6 Meromorphic Functions and Efficient Paths
Proposition 6.1 Let Y be a component of PAD(X, q), i.e. a connected component
of the the complement of the specific collection of simple closed curves on (X, q) from
Lemma 5.11 and Lemma 5.12. Let f be meromorphic and L2 on (X, |q|). If Y is not
an expanding annulus, then for any p1, p2 ∈ Y we have
|f(p1)− f(p2)| ≺˙ ‖Im(f)‖2/‖1Y ‖2.
Moreover, if there is a path from x1 ∈ X to x2 ∈ X in X which is distance at least r
away from every singularity, then
|f(x1)− f(x2)| ≺˙ ‖Im(f)‖2/r.
Proof: The first claim follows from Proposition 3.1 and Lemma 5.12 on all compo-
nents except for cylinders. For cylinder components we can use Lemma 3.6.
The second claim is not much different. We can take our original path and consider
any components it enters. Any two points in the same thick component Yi are joined
by a path in Yi whose length is O(sizeq(Yi)). Any two points on an expanding annulus
can be joined by an arc which consists of an arc constant distance from both boundary
components and an arc that is perpendicular to all such arcs. We can assume that our
path takes this form whenever it enters a non-cylinder component; since the distance
to singularities is constant up to a bounded multiple on each such Yi this does not
cause the closest approach to a singularity to decrease by more than a bounded factor.
Now, our new path enters each thick component and cylinder at most once. We
integrate the estimate from Proposition 3.1 on all excursions into expanding annulus
components, and apply the first claim for segments of paths that belong to compo-
nents that are not expanding annuli. 2
Proposition 6.2 Let ‖ · ‖2 denote the L2 norm with respect to the q-area on a half-
translation surface (X, q). There is a constant Cg,n > 0 depending only on the genus
and number of marked points of X, such that if f is a nonzero L2 meromorphic
function on a unit area half-translation surface (X, q) with
∫
X
f |q| = 0, then
‖Im(f)‖2 > Cg,nH(X, q)‖f‖2.
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Proof: To simplify we may assume (X, q) has unit area and ‖f‖2 = 1 and ‖Im(f)‖2 =
δˆH(X, q). We get a contradiction if δˆ << 1.
As usual, we will use the letter C,C ′, C ′′ to denote various positive constants depend-
ing only on g and n. Their values may change from step to step.
STEP 1: Some component X0 of PAD(X, q) has area at least C, and we may take
X0 to not be an expanding annulus.
Proof: The number of components of PAD(X, q) is bounded depending only on g and
n, and the area of an expanding annulus component is at most C times the area of
its neighboring component(s). So we may assume that the largest cylinder or largest
non-annular component has area at least C > 0; we may take this component to be
X0.
STEP 2: If x0 ∈ X0, and X1 is any component of PAD which is not an expanding
annulus, then x1 ∈ X1 then |f(x1)− f(x0)| < CδˆAreaq(X1).
Proof: Let g(x) = f(x)− f(x0). We will first prove this for some x1 ∈ X1, and then
extend to all x1 ∈ X1. On each piece X1 that is not an expanding annulus component,
f is constant up to an additive error of C Cδˆ
sizeq(Xi)
by proposition 6.1. Moreover, if X1
is a component of PAD(X, q) but not an expanding annulus, then there is a path γ
from X0 to X1 such that
d(γ,Σ)√
Area(X1)
> CH(X, q).
So for some x1 ∈ X1, an application of proposition 6.1 gives us
H(X, q)|g(x1)|≺˙ ‖Im(f)‖2
Areaq(X1)1/2
.
Moreover, by Proposition 6.1, this is actually true for all x1 ∈ X1. The claim then
follows by dividing through by H(X, q)Areaq(X1)
1/2.
STEP 3: Proof of the proposition. We now assume δˆ << 1. As in step 2, set
g(x) = f(x) − f(x0). Then we must have ‖g‖2 ≥ 1. since ‖f‖ is orthogonal to con-
stants and f − g is constant. However, by Step 2 we clearly have ∫
X1
|g|2|q|≺˙(δˆ)2.
Step 2 also implies that
‖g(x)‖≺˙ δˆ
d(x,Σ)
on all components that are not expanding annuli. We may use this as the boundary
condition needed to apply Lemma 3.3. Summing these we conclude ‖g‖2 < Cδˆ, a
contradiction. 2
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Proof of theorem 1.2: Follows immediately as as corollary given the discussion in
section 2.2
7 Contraction along axes of pseudo-Anosov home-
omorphisms
A pseudo-Anosov homeomorphism induces a map on the space of measured foliations,
with north-south dynamics on the space PMF of projective measured foliations. If
the axis of the pseudo-Anosov diffeomorphism is contained in the principal stratum
of quadratic differentials, we may use the Hodge norm as a norm on the tangent
space to the space of quadratic differentials, which is locally H1odd(X˜;C). If a class
is of the form α + iβ with α, β ∈ H1odd(X˜, the flow in period coordinates is given
by gt(α + iβ) = e
tα + ie−tβ. Let φ be pseudo-Anosov with translation length T .
One can apply the flow and then the inverse of the pseudo-Anosov homeomorphism
to get a self-map of H1odd(X;R). As is well known, this map is symplectic, and the
eigenvectors have norms in [e−T , eT ]. The top and bottom eigenvalues are simple and
positive real; they correspond to the classes of the horizontal and vertical foliations.
This map is also symplectic; so the eigenvalues take the form
eT = λ1 > λ2 ≥ ... ≥ λ2 − 1 > λ−11 = e−T .
Theorem 7.1 Let φ be pseudo-Anosov of translation distance T . Let (X, q) be a
half-translation surface on the axis of φ with (Xt, qt) = gt(X, q). If φ belongs to the
principal stratum, then
log(
λ1
λ2
) ≥ Cg,n
∫ T
0
H(Xt, qt)dt.2
We would like to have a similar theorem when φ does not have axis in the principal
stratum. In this case the period coordinates do not make sense, but one may find
a neighborhood of X covered by a finite collection of cones in vector spaces of the
form H1odd(X
′, q′) × H1odd(X ′, q′), where (X ′, q′) is a nearby quadratic differential in
the principal stratum. Then, possibly after passing to a power of φ, we may assume
that our pseudo-Anosov does not non-trivially permute these cones. Then we have
self-maps of these cones, and the eigenvalues of these maps satisfy
eT = λ1 > λ2 ≥ ... ≥ λ2 − 1 > λ−11 = e−T .
We give a brief sketch of the proof here. Relevant definitions can be found in [Fra].
Step 1: We consider the coding of a geodesic in the principal stratum that fellow trav-
els the axis of φ, via a train track splitting sequence T , following [Fra]. Such an axis
will contain a subsequence that is a splitting sequence for a power of φ. Howeotver,
n every edge splits, so we fix some periodic splitting sequence S in which every edge
splits, which can be concatenated with T . We let LT and LS be the associated maps
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on period coordinates. We consider the pseudo-Anosov homeomorphisms φk associ-
ated to the splitting sequences T kS as k →∞.
We make the following claims:
Claim 1: The axes of the φn all belong to a fixed compact subsect of Mg,n that
depends only on T and S.
Claim 2: For each  > 0, there is some k0 such that for all k > k0, all but a fraction
(1− ) of the length of the axis of φk -fellow travels the axis of φk in a parametrized
fashion. (This follows easily from hyperbolic properties of the flow on compact in-
variant sets, see e.g. [Ham10]).
Claim 3: The average value of the hourglass ratio along the axis of φk converges to
the average value of the hourglass ratio along the axis of φ.
Claim 4: If λ2 and λ1 are the top two eigenvalues for LU , for U = T, S, T
NS etc. Then
the spectral gap of of a linear map on the cone X of equivalence classes tangential
measures, is λ2
λ1
= lim
k→∞
diamHilb(U
kSX), where X is the cone of equivalence classes of
tangential measures, and diamHilb is the diameter in the Hilbert metric on X. From
[Fra] we know that some power of LS is a contraction on X in the Hilbert metric,
and if we linearize the Hilbert metric near the attracting fixed point on a hyperplane
representing the cone X up to scaling, then the derivative of the map LS on X with
respect to the Hilbert metric is LS/λ1◦P , where P is a projection onto the hyperplane.
We then get the conclusion by taking square the N th root and the limit as N →∞.
A construction of Bell and Schleimer in [BS15] gives examples of pseudo-Anosov home-
omorphisms with λ2/λ1 arbitrarily close to 1, whenever the complex dimension of the
moduli space 3g − 3 + n is at least 4. We remark that our construction implies that
such homeomorphisms must live deeper and deeper in the cusps of moduli space or
have quasiconformal dilatation tending to 1; however, it is well known that the quasi-
conformal dilatation is bounded below by a constant greater than 1 for each fixed g, n.
8 Invariant Transverse Measures and Unique Er-
godicity
The following theorem is from [Smi], building on a theorem from [Tre14], which proved
the result in the case when the (X, q) has q = ω2 for some holomorphic 1-form ω.
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Theorem 8.1 Let κ(t) denote the systole of (Xt, qt) = gt(X, q) with respect to the
qt-metric. If ∫ ∞
0
κ(t)2dt
diverges, then the vertical foliation on (X, q) is uniquely ergodic.
We would like to replace κ(t)2 with the square of the hourglass ratio, but such a
theorem cannot be true. A counterexample can be given by Strebel differential. That
is, a surface obtained from a rectangle by gluing the top and bottom by a translation,
and the left and right sides by a piecewise-translation. However, in this case, the
invariant ergodic measures are all topologically equivalent.
Following the methods of Smith and Trevin˜o, one may prove
Theorem 8.2 Let (Xt, qt) = gt(X, q). If∫ ∞
0
H(Xt, qt)
2 dt
diverges, then the invariant transverse measures on vertical foliation represent only
one point in MF .
Proof: It is well known that (X, q) decomposes into cylinders of closed leaves of the
vertical foliation and minimal components for the foliation, see for example the survey
of Masur and Tabachnikov [MT02].
If the integral diverges, we observe that the surface is either a Strebel differential (in
which case the result is trivial) or the vertical foliation is minimal. Indeed, if not there
are at least two cylinders or minimal components whose area does not tend to zero
but which are separated by a system of curves whose length decays exponentially, so
H(Xt, qt) = O(e
−t).
In the minimal case, we may further reduce to the case in which (X, q) is in the min-
imal stratum by a small deformation along the strongly stable leaf into the principal
stratum to some (X ′, q′); then H(Xt, qt)−H(X ′t, q′t) decays exponentially.
The argument of Trevin˜o and Smith now carries through with the following modifica-
tion: our estimate for the L2 norm of the imaginary part of a meromorphic function
orthogonal to the constant functions may be substituted into their argument.
9 Further Questions
We expect that there should be similar geometric criteria that give bounds for the
derivative of the Hodge norm on bigger larger subspaces. For example, we expect
26
that mutually orthogonal L2 meromorphic functions must essentially live on disjoint
subsurfaces and cylinders, i.e disjoint Minsky product region factors.
More precisely, for each n, one may define a “level n hourglass constant” and use this
to give upper and lower bounds the derivative of the Hodge norm on the nth exterior
power of H1odd(X˜,R). This can be done by similar methods.
If such an integral diverges, we would hope to be able to conclude that the veritcal
foliation of (X, q) has ergodic measures forming a simplex with at most (n− 1) ver-
tices in PMF . This could be seen as a quantitative generalization of McMullen’s
generalization of Masur’s criterion ([McM], Thm. 1.4).
Similarly, one should also be able to bound more Lyapunov exponents of pseudo-
Anosov maps by similar integrals.
Finally, we leave as a question the qualitative sharpness of our spectral gap estimate:
that is, can it be improved in any way except by estimating the multiplicative con-
stants?
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