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Comparison theorems are studied for a delay differential equation of the form 
x’(t) = - xy=, q,(t) x(t - T,(t)), t > 0. The comparisons involve another equation of 
the same form but with different coefficients and different delays. We also define the 
notion of what we call strong oscillation, which turns out to be more restricted than 
the usual notion of oscillation. We consider one situation where the two definitions 
are equivalent. 0 1987 Academic Press. Inc. 
1. INTRODUCTION 
We are interested in comparison theorems for the delay differential 
equation 
x’(t) = - fl q;(t) x(t- T;(t)), t>o, (1.1) 
i= 1 
where n is a positive integer and (qi(t)}, { T,(t)} are sets of continuous 
functions such that 
4iCt) ’ O9 T,(t)>O, i= 1, . . . . n, t>O. (1.2) 
We further assume that 
lim (t- T,(t)) = co for all i. (1.3) ,-CC 
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Given a set of delay functions {T,(t)}, we define 
zT= mm inf (s - T,(s)), i=l n. , . ..? (1.4) rat 
In most circumstances we will omit the superscript T, except when there 
are two sets of delay functions involved. Since each function Ti(t) is 
positive by (1.2), it follows that 
7, < t for all t > 0, (1.5) 
7, d Tb if a < 6, (1.6) 
and 
t - T;(t) 3 7u if t 3 a. (1.7) 
It is well known [ 1, Theorem 31 that given any continuous initial con- 
dition 
x(t) =f(t), t E c7,, 01. (1.8) 
there exists a unique solution of (1.1) for t >, 0 satisfying (1.8). 
Comparison theorems play a significant role in the study of oscillation 
for differential equations. For delay equations of the form (1.1 ), one 
comparison theorem we found was Theorem 2 of [6], which deals with 
different solutions of the same equation, Here we extend that result to 
include the situation of different coefficients and different delays. 
A solution of (1.1) is said to oscillate if it has arbitrarily large zeros. 
Equation ( 1.1) is called oscillatory if for any given initial function j’(t) on 
[TV, 01, the corresponding solution oscillates. The question of oscillation of 
solutions of equations of the type (1.1) has been studied in several recent 
papers. In [4], where n = 1 and q and T are constants, it was stated that 
for any initial function f(t) all solutions of (1.1) oscillate if and only if 
qT> l/e. For arbitrary n and with qi and Ti constants, it was shown in [S] 
and [7] that all solutions of (1.1) oscillate if and only if 
jJ, qfe”‘>l for all A>O. 
In [2], Hunt and Yorke studied the case where qi and T, are not 
necessarily constants. In particular, they showed that if 
lim inf, _ a C;=, Ti(t) q;(t) > l/e and Ti(t) d some constant T, for all i, then 
all solutions of ( 1.1) oscillate. 
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2. COMPARISON THEOREMS 
Let f(t) be some given continuous function defined on [r,, 01. Let x(t) 
be the unique solution of (1.1) which satisfies (1.8). Suppose there exists 
another function y(t) such that 
y’(l)> - i qj(t)y(t-TT,(t)), fk”. 
i=l 
(2.1) 
We have the following comparison theorem. 
THEOREM 2.1. Suppose the solution x( t ) satisfying ( 1.1) and ( 1.8) is > 0 
for t E [0, L), L > 0. This means we are assuming x(O) =f(O) > 0. Suppose 
y(t) satisfies (2.1) and 
Y(l) <f(t), t E CT,, 01, and Y(O) = f(O). (2.2) 
Then y(t) > x(t), t E [0, L), L > 0, where the interval can be closed if L is 
finite. 
ProoJ: Let a E (0, L). We must show y(a) > x(a). For 1 < i < n, define 
F=min{T,(t), t~[O,a], l<i<n}. (2.3) 
Since each function Tj( t) is continuous and positive by assumption, F> 0. 
Partition the interval [0, a] into [0, F], [F, 2F], . . . . [(m - 1) F, mF] and 
[mF, a], where m = [a/F], if (a/F) is not an integer, and m = [a/F] - 1, if 
(a/F) is an integer. Observe that for any i, 
s - Ti(s) < kF ifsE[kF,(k+l)F],O,<kdm-1. (2.4) 
If (2.4) were not true, there exists an s0 E [kF, (k + 1) F] such that 
s0 - T,(s,,) > kF, so that s,, > Ti(s,) + kF> F+ kF= (k + 1) F, contradicting 
the fact that s0 d (k + 1) F. In a similar fashion, 
(s- T,(s))<mF for s E [mF, a]. (2.5) 
In the interval [0, F], the solution of (1.1) is given by 
x(t)=f(o)- f ~'qi(s)f(s-T,(s))ds, 
;=I 0 
(2.6) 
since (s - Tj(s)) d 0 for s E [0, F], by (2.4) with k = 0. By hypothesis, for t, 
and t2 E [0, F] with t, > t,, we have 
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Y(‘2)-Y(‘l)~ - i [‘“q,(S) y(S- Ti(S)) dS 
i=l 11 
> - f s” qi(S) .f(s - Tits)) ds 
i=l 1, 
or 
Y(l2) -Y(tl) 2 x(t2) - x(t,). (2.7) 
On taking t2 = t and tr =0 in (2.7) and remembering that 
y(O) =f(O) =x(O), we have 
Y(l) 2 4th t E [O, F]. (2.8) 
In particular, 
Y(F) 2 x(F). (2.9) 
Note that x(F) > 0, since by assumption x(t) > 0 for t E [O, L). Letting 
t, = F and t , = t in (2.7), we have 
Y(F) -y(f) 2 x(F) - 44 
or 
y(f) -Y(F) G x(f) - x(F), t E [0, F]. (2.10) 
It follows from (2.2) and (2.9) that (2.10) actually holds for t E [r,,, F]. 
That is, we have 
y(t) - Y(F) G x(f) -x(F), t E CQ, 0 (2.11) 
Next, define y,(t)= (x(F)/y(F)) y(t). From (2.9) and (2.11), we have 
-& (Y(l) - Y(F)) d & (x(t) -x(F)) 
or 
y(t) x(Wy(F) G x(t). 
From the definition of y,(t), the previous inequality means that 
Yl(f) d x(t), t E C~,, Fl, and Y,(F) = x(F). (2.12) 
We also note that from (2.4) with k = 1 or from (2.5), 
s - Ti(s) d F, SG[EF,2F], l<i<n. (2.13) 
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For ti, f2 E [F, 21;], t, < tZ, we have from (2.1) that 
Yl(f*)-Yl(tl)a - f j” 4its) Y,ts- Tj(S)) ds. 
j=, [I 
(2.14) 
Inequalities (2.12) and (2.13) imply that 
Ylts- Tj(s)) Gx(s- Ti(s)L SE [F, 2F]. 
From (2.14), we can now write 
Yl(t2) - y,(t,) 2 - i j” 4i(S) y,(s- Ti(S)) ds 
i=l (1 
2 - f j'2q,(s) x(s - T,(s)) ds 
(=I II 
or 
Yl(tz)-Yyl(rl)~x(t,)-x(t,). (2.15) 
Note that (2.15) is similar to (2.7), except that now t, and t, belong to 
[F, 2F] and we are using y,(t) rather than y(t). After setting t, = F and 
tz= t in (2.15) and using the fact that y,(F)=x(F) from 2.12, we have 
In particular, 
Yl(f) 3 x(t), t E [F, 2F]. (2.16) 
y,(W) 3 xGW. (2.17) 
Since y,(t) = (x(F)/y(F)) y(t), (2.8), (2.9), and (2.16) imply that 
Y(f) 2 X(f), t E [0,2F]. (2.18) 
We could now repeat our argument on [2F, 3F] and establish (2.18) on 
the interval [0, 3F], and so on. Since there are only a finite number of 
intervals involved, the proof is complete. 
COROLLARY 2.2. In Theorem 2.1, suppose (2.2) is replaced by the con- 
dition y( t)/y(O) <f( 1)/f(0), t E [r,, 01. Then the conclusion of Theorem 2.1 is 
replaced by y(t)/y(O) 3 x(t)/x(O), t E CO, L). 
Some immediate consequences of Theorem 2.1 are clear. Consider an 
equation of the form 
y’(t) = - i Pi(t) y(t- Tit)), 
i= 1 
t > 0. (2.19) 
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COROLLARY 2.3. Assume 0 <pi(t) < qi(t) andf(t) > 0. Suppose x(t) is a 
solution of(l.1) and (1.8) such that x(t) > 0, TV [0, L). Suppose y(t) is a 
solution of(2.19) such that 0 <y(t) <f(t), t E [zz, 01, and y(0) =f(O). Then 
y(t) 3 x(t), t E [0, L), where the interval can be closed if L is finite. 
Proof Suppose there exists a point UE (0, L) such that y(a) < x(a). 
Since by hypothesis y(0) = f(0) =x(O) > 0, we may choose a such that 
y(t) > 0, t E [0, a]. Then 
y’(f)= - f Pi(t) Y(t- TAtI) 
i= I 
2 - f qi(t) Y(l-Ti(f)), 
i= 1 
t E [O, a]. 
By Theorem 2.1, we can conclude y(a) > x(a), a contradiction which proves 
the corollary. 
Remark. Theorem 2.1, Corollary 2.3, and Theorem 2.7 are phrased in 
terms of the interval [0, L), L > 0. Each result can also be phrased in terms 
of [a, L), where L > c( > 0. 
Prior to our next theorem, we introduce the concept of what we call 
strong oscillation for ( 1.1). 
DEFINITION. Equation (1.1) is called strongly oscillatory if for any initial 
function f(t) defined on the subinterval [r,, cr], for any a 2 0, all solutions 
oscillate. 
If c( = 0, the above definition reduces to the usual notion of oscillation of 
all solutions. We now state a necessary and suffkient condition for strong 
oscillation. 
THEOREM 2.4. A necessary and sufficient condition for Eq. (1.1) to be 
strongly oscillatory is that there exists a sequence of points { tj}, tj + CC as 
j -+ co, such that for each j there is an initial function fj(t) with 0 <fj(t) < 1 
for TV [z,,, ri], fj(t,)= 1, and such that the solution y(t) of (1.1) defined by 
the initial condition y(t) = fj(t), CE [z,, tj] has a zero to the right of tj. 
Proof The necessity is obvious. Suppose now that the condition holds 
but that (1.1) is not strongly oscillatory. Thus there exists some LY >O and 
an initial function F(t) such that the solution z(t) defined by z(t) = F(t) on 
[t,, LY] is nonoscillatory. We may assume there exists a point to such that 
z(t) > 0, t 2 t,. By (1.3), we can choose rj so large that for all i, 
(c! - Ti(t)) 2 ?O, f E C?,’ tj1. 
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From ( 1. l), this means that z’(t) < 0 and 
z(t) 2 z(tj), t E CT,, tj]. (2.20) 
We now define x(t) = z(t)/z(t,). By (2.20) x(t) B 1, for t E [t,,, t,], x(t,) = 1, 
and 
x(t) > 0, t> t,. (2.21) 
From the hypothesis, let h(t) be the initial function on [r,,, tj] such that 
0 <fj( t) < 1 and f;( tj) = 1. Let y(t) be the solution of (1.1) defined by setting 
y(t)=f;(t), tE CT,,, t,]. Thus y(t)dx(t), tE [tt,, [j], and y(tj)=x(tj). BY 
Theorem 2.1, y(t) B x(t), t 3 ti. From (2.21) we conclude that y(t) does not 
have a zero to the right of tj, a contradiction. 
We remark that the statement of Theorem 2.4 involves a function f;(t) 
defined on [t,,, ti]. One such S,(t) would be the constant function; i.e., 
.f;(t) E l, t E IIt,,, tjl. 
Many known criteria for the oscillation of (1.1) in fact imply the more 
stringent notion of strong oscillation. For example, starting a solution on 
some interval [rl, LX] and then translating it back to [r,, 0] really deals 
with strong oscillation rather than oscillation. Obviously strong oscillation 
implies oscillation. It would be interesting to know under what circumstan- 
ces the converse is true. The question seems to be difficult to answer in 
general. A construction method and Theorem 2.4 can be used to settle one 
of the simpler cases, which we present next, The proof is rather involved 
and will be presented in Section 3. 
THEOREM 2.5. Let i = 1, so that Eq. (1.1) becomes x’(t) = - q(t) x( t - 
T(t)), t > 0. If (t - T(t)) is a strictly monotone increasing function of t and 
(1.2) and (1.3) hold, then oscillation implies strong oscillation. 
Proof: The proof is presented in Section 3. 
Our next theorem involves two sets of delay functions, { Si(t)} and 
{ Ti(t)}, i= 1, . . . . n. From (1.4), we can define rT and rf. The relationship 
between these two expressions is given by 
LEMMA 2.6. Zf 0 < Si( t) d Ti(t), i = 1, . . . . n, then 7: 3 T:. 
Proof: For any s > 0, s - S,(s) > s - T,(s), for each i. This implies that 
for any t 3 0, we have 
inf (s - S,(s)) > inf (S - Ti(s)) 3 2 I s>r 
for each i. 
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From this, we can conclude that 
mm inf (S - S,(s)) > mjn inf (S - Ti(s)) 
s>r sat 
or 
Tf>TF for any t > 0. (2.22) 
THEOREM 2.7. Let { Si(t)} b e a set of delay functions such that 
O < Si( t, < Ti( t), i= 1 , . . . . n, t B 0. (2.23) 
Suppose there exists a function y(t) such that 
Y’(l) 2 - f 4i(f) Y(t - $(t)), t > 0. 
i= 1 
Also, suppose y(t) <f(t), t E [z,“, 01, y(O) = f(0) > 0, andf(t) is nonincreas- 
ing on [z,T, 01. Suppose the solution x(t) satisfying (1.1) and (1.8) is positive 
for t E [0, L), L > 0. Then y(t) 2 x(t), t E [0, L), where the internal can be 
closed if L is finite. 
Proof The proof is similar to that of Theorem 2.1. Let a E (0, L). We 
shall show y(a) Z x(a). Define E as in (2.3); namely, 
E=min{Si(t), te [0, a], 1 bidn}. (2.24) 
Then E is positive and E < F, where F is defined by (2.3). As in the proof of 
Theorem 2.1, partition the interval [0, a] into [0, E], [E, 2E], . . . . 
[(WI - 1) E, mE], [mE, a], where m = [a/E], if a/E is not an integer, and 
m = [u/E] - 1 if u/E is an integer. Arguing as in (2.4), for any i, 
s - S,(s) 6 kE ifsE[kE,(k+l)E],O<k<m-1. (2.25) 
In a similar fashion, (s - S,(s)) Q mE for s E [mE, a]. 
Next, for any t, and t,e [0, E], t,> t,, we have 
> - t s” i= L ,, qds) f (3 - Si(S)) dS 
or 
Y(tz)-Y(tl)> - i J”“qi(S) f(S-Ti(S))dS. 
j-1 II 
(2.26) 
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Inequality (2.26) follows from (2.25), the positivity of qi(s), the fact that 
f(t) is nonincreasing, and Lemma 2.6. From (2.26) we have 
which is the same as (2.7) in Theorem 2.1. Consequently, the analogs of 
(2.8)-(2.11) are valid here in this theorem also. Specifically, we have 
Y(f) b x(t), t E co, El, 
Y(E) 2 x(E), and y(t)-y(E)<x(t)-x(E), tET&S].(2.27) 
As before, we define yl(t) = (x(E)/y(E)) y(t). From (2.27), it follows that 
v,(t) 6 x(t), t E CT& a, and YlW = x(E). (2.28) 
By (2.25) s-S,(s) < E, if SE [E, 2E]. Thus for 1, and t, E [E, 2E], t, < t,, 
we have 
(2.29) 
4d’) XC’ - Ti(S)) ds (2.30) 
or 
Yl(f2)-Yl(t,)~X(t2)-X(tl). (2.31) 
The crucial fact in passing from (2.29) to (2.30) is that x(s- S,(S)) is 
positive and that S,(S) < Ti(s) implies x(s - S,(s)) < x(s - Ti(s)) for 
s E [E, 2E], even if s - Si(s) < 0, since x = f then and f is positive and non- 
increasing. We observe that (2.31) is similar to (2.15), which means that we 
can prove the analogues of (2.16)-(2.18) here in this theorem also. In 
particular, we can conclude that 
Y(l) 2 x(t), t E [0,2E]. 
The rest of the proof of Theorem 2.7 follows that of Theorem 2.1. 
COROLLARY 2.8. One of the hypotheses of Theorem 2.7 asks that 
y(t)df(t), tE [zt, 01, and y(O)= f(O)>O. Suppose instead it is required 
that y(t)/y(O) <f(t)/f(O), with y(O) > 0 and f(0) > 0. Then the conclusion is 
that y(t)/y(O) 2 x(t)/x(O), t E CO, L). 
505/70/2-9 
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Theorems 2.1 and 2.7 can be drawn together for the following com- 
parison theorem. 
THEOREM 2.8. Let pi(t), qi(t), Si(t), and T,(t) be positive functions such 
that p,(t) < qi(t) and Si(t) < Ti(t). Consider the equations, with t > 0, 
Y’(l) = - f p,(t) Y(f - Z(t)) (2.32) 
i= I 
and 
x’(t)= - i qi(t)x(t- T,(t)). 
*=l 
(2.33) 
If(2.32) is strongly oscillatory, so is (2.33). 
Proof: Suppose that (2.33) is not strongly oscillatory. Then we may 
assume the existence of a solution x(t) of (2.33) such that x(t) >O for t 3 t,,, 
for some to > 0. By (1.3), we can choose a and hence rF so that 
(t - T,(t)) 3 to if t 2 rr, 
From (l.l), this means 
x’(t) < 0 for t 2 rf. (2.34) 
From Lemma 2.6, r,T<tf. Let y(t) be the solution of (2.32) such that 
y(t) = x(t), r E [~z, a]. Next, consider the solution z(t) of the equation 
z’(t)= - i qi(t)z(t-Lsi(t)), t B a, 
i= 1 
where z(t) = y(t), t E [r,“, a]. By Corollary 2.3 with L = cc and the remark 
following it, 
Y(t) 2 z(t) for t 3 a. (2.35) 
From (2.34), we see that x(t) is nonincreasing on [rf, a]. We can apply 
Theorem 2.7 and conclude that z(t) > x(t) > 0, t 2 a. Together with (2.35) 
this means that y(t) must be a nonoscillatory solution of (2.32), a con- 
tradiction which proves the theorem. 
Note that Theorem 2.8 could have been phrased in terms of non- 
oscillatory solutions. That is, if (2.33) has a nonoscillatory solution, then so 
does (2.32). In this respect it is interesting to compare Theorem 2.8 with 
Theorem 2 and Corollary 5 of [6]. 
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3. PROOF OF THEOREM 2.5 
In this section, we present the proof of Theorem 2.5. We are considering 
the equation 
x’(t) = -q(t) x(t - T(t)), t30, (3.1) 
where (t - r(t)) is a continuous strictly monotone increasing function of t. 
We want to show in this case that oscillation implies strong oscillation. 
Our proof will be based on Theorem 2.4. 
Define cp( t) = t - r(t), t B 0. Since we are assuming q(t) is continuous 
and strictly monotone, cp ~ ‘(t) exists and is also continuous and strictly 
monotone. Since cp(t) < t and q(t) is monotone, t < cp l(t), so that 
cp I (t)+ cc as t+ cc. 
We are given cp(t) and thus cp- ‘(t). We define 
LY,, = To and a, = q ~- ‘(a, 11, ja 1. (3.2) 
This means a,_ 1 < 01~ and c(,- , = TV, = ~(a,). Clearly aj --* cc as j + CO. 
Otherwise there would be some finite accumulation point L such that 
T(L) = 0, a contradiction to (1.2). This sequence (ai} will be the sequence 
{t,} of Theorem 2.4. For any arbitrary but fixed j > 2, all that needs to be 
done by Theorem 2.4 is to find an initial function f;(t) defined on 
[ol, _ , , ol,], 0 <J;(t) 6 l,&.(oll) = 1, such that the solution, call it y(t), of (3.1) 
for t 2 clj with initial function h(t) has a zero to the right of 0~~. 
In general, f;(t) is merely assumed to be continuous on [oljP r, LX,]. As a 
result, although fi(uj) = y(or,), the connection at LY, between f,(t) and y(t) 
need not be smooth (having a continuous first derivative), even iff;(t) has 
a left derivative at aj. 
In our case, we want to find an initial function fi( t) with certain proper- 
ties. Specifically, we want 
(i) f;(t) = 0, t E some small right nbhd of ajp,, 
(ii) f;(t) = 1, t E some small left nbhd of czj, 
(iii) 0 <f;(t) 6 1, tE [olj-17 0Ij-J. (3.3) 
where nbhd denotes neighborhood. The reason for this is as follows. 
LEMMA 3.1. Consider the initial interval [uj-, , a,], j 2 1. Zf J;(t) = 0 in 
some small right neighborhood of aI- 1 and E 1 in some small left 
neighborhood of aj, then J;(t) smoothly joins with y(t) at 0~~. 
Proof: If fi(t) = 0 for t in some small right neighborhood of rx-, , 
(3.1) implies y’(t) E 0 for t in some small right neighborhood of olj. Since 
f;(a,) = y(rxj) = 1 and since J;(t) z 1 in some small left neighborhood of tl,, 
lim,,, ,-fi( t) = lim, _ .:y’( t) = 0; i.e., y(t) smoothly joins fj(t) at t = aj. 
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We remark that Lemma 3.1 is true for any initial interval [z,, a], a 2 0. 
Our goal now is to find an fi( t) with the desired properties (3.3). We are 
initially focusing on some interval [aj_ , , ai]. However, for any arbitrary 
but fixed j B 2, what we will actually do is construct a solution x(t) of (3.1) 
for 0 < t d aj such that the solution x(t) itself on [M,_ i, aj] will be a 
suitable fi(t) satisfying (3.3). Thus, h(t) will actually be a solution of (3.1) 
that smoothly joins with y(t) at aj, by Lemma 3.1. In other words x(t) will 
be a constructed solution on [O, CX~] such that x(t) satisfies (3.3) on 
[m,-,, a,], and so we let fj(t) E x(t) on [a,-, , aj]. Then y(r) with initial 
function fi(t) will satisfy (3.1) for t > gj. The right derivative of y(t) at aj 
will equal the left derivative offi ( = x(t)) at aj. What we really have is a 
solution z(t) of (3.1) defined as 
z(t) = 
x(t) (to be constructed), O<t<aj 
y(t), t2aj, 
(3.4) 
where x(t) satisfies (3.3) on [ai-,, aj]. The fact that the connection 
between x(t) and y(t) at t = aj is smooth because x(t) satisfies (3.3) means 
that z(t) is a solution for t 3 0. By the hypotheses of Theorem 2.5, z(t) 
oscillates, and so y(t) must have a zero to the right of aj. This implies 
strong oscillation by Theorem 2.4. 
The whole argument, therefore, rests upon being able to construct 
a solution X(t) of (3.1) on [0, aj], j>2, satisfying (3.3) on 
[aj- I Y ajl. (3.6) 
The remainder of the paper will argue that this construction can always 
be accomplished for any arbitrary but fixed j >, 2. 
Remark. Statement (3.6) above indicates that we want to construct a 
solution x(t) for t E [0, a]. Any such solution x(t) that we construct, in 
order for it actually to be a solution, must itself have some initial function 
f(t) on [to, 01. Thisf(r) is different from the&(t) mentioned in (3.3). That 
is, fi(t) is defined on [aj- i, aj], is the initial function for y(t), and on 
[aj- ,, arj] will turn out to be the x(t) we construct. The function f(t) will 
be defined on [z,, 0] and will be the initial function for the x(t) to be 
constructed. 
First, assume j= 2. This means the interval [a,, a*] is really [0, a,], 
since a,=q -‘(ao)= q-‘(t,,)=O. Let x(t) be any continuously differen- 
tiable function on [a,, az] with the properties (3.3). Certainly such an x(t) 
exists. Define an initial functionf(t) on [r,, 0] = [a,, aI] for x(t) as 
f(t- T(t))= --x'(tMth t E [aI, 4. (3.7) 
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Since x(t) by definition satisfies (3.3) in this case when j = 2, lim, _ &( t) = 
lim ,+,:x(t) = 0, so thatf(cc,) = x(c(,). In other words,f(t) really is an initial 
function for x(r), and by (3.7) x(t) is a solution of (3.1) on [cr,, crZ]. Since 
x(t) was defined to have the desired properties (3.3) in this case whenj= 2, 
by (3.6) the argument is finished. 
Next assume j = 3. This means we want to construct a solution x(t) 
of (3.1) for 0 < t < cq such that on [cr,, c+], x(t) has the properties (3.3). 
Consider the interval Cal 7 %I7 and choose &>O such that 
a,+E<a2-&<a*. Let h(t) be any continuously differentiable function on 
[a,, q] such that 
h(t)<O, and let h(t) be ~0 on [cr,, a, +E] and [a,-&, a,]. (3.8) 
It might help if we picture h(t) as a “linger” pointing downward which is 
identically zero on either end (see Fig. 1). Also, we want h’(t) to be first 
~0 and then 30, just as the figure suggests. 
We now construct x(t) on [a,, az] as follows. Let 
x(t)=Ah(t), t E [al, a,], 1 to be determined. (3.9) 
If we define anf(t) on [a,,, a,] = [r,,, 0] for x(t) as we did in (3.7), then it 
follows as it did for the case j = 2 that x(t) is a solution of (3.1) for 
t E [a,, ~1. We need to extend x(t) to [a,, aJ so that the extension is 
smooth at a2 and so that it has properties (3.3) on [a,, a3]. 
For t E [a,, aXI, define 
x(t) = x(a2) - 1’ q(s) ih(s - T(s)) ds, 
a2 
(3.10) 
which is just an integration of (3.1). Note that [s- 7’(s)] E [a,, a2] when 
s E [a,, a3 J. Since x(az) = Ih(a,) = 0 by Fig. 1, we really have 
x(t) = -A I’ q(s) h(s - T(s)) ds, 
12 
(3.11) 
Since h(t) d 0 on [a,, a,], it follows that 
x(t) 2 0, t E [a,, @,I. (3.12) 
FIGURE 1 
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Also, 
and 
x(t) = 0, tE Ca,, (P-Y%+&)1 (3.13) 
x(t) = some constant, tE Lv(~,-4, @,I, (3.14) 
because of (3.11) and the fact that h(t)50 on [a,, c(i +E] and [Q-E, Q]. 
Also, 
0 < x(t) d constant, tE L-a,, 4 (3.15) 
Since ,? is still free to be chosen, we choose A such that 
4 v-‘(a2--E) q(s) h(s - T(s)) ds = 1. (3.16) 
5(2 
In other words, the constant bounding x(t) on [a,, Q] in (3.15) is 1. We 
can make that choice of I in (3.16) because q(s), h(s- T(s)), a2 and 
qp’(a,-e) are all given. However, (3.12b(3.16) together are the proper- 
ties (3.3) that x(t) must satisfy on [a,, a3]. Clearly, from (3.11), x(t) is a 
solution of (3.1) for te [az, a3]. The fact that x(t)=0 in some small two- 
sided neighborhood of a2 means that our extension of x(t) from [aI, a2] to 
[a,, a,] is smooth at a*. Thus, we have constructed a solution x(t) for 
06 t da, satisfying (3.3) on [az, aJ. Again, by (3.6) the argument is 
finished for j = 3. 
Roughly speaking, (3.3) corresponds to 4 of a “linger” as depicted in 
Fig. 1. What we are saying is that we must always end up with this 4 finger. 
For j = 3, we constructed 1 linger h(t) on [a i, a2] to obtain this 4 linger on 
[a,, as]. For j=4, we would construct 2 lingers on [ai, a*]. This would 
lead to 1 linger on [a,, a3] which would lead to the desired 3 linger on 
[a,, ad]. Forj= 5, one would construct 4 fingers on [aI, a*], which would 
lead to 2 lingers on [a,, a31 and then 1 finger on [a3, ad] and finally $ of a 
finger on [a,, as]. In general, 1 linger on one interval would lead to 4 of a 
linger on the next interval. 
Let us do the case forj= 5 in some detail. What we will do is construct a 
solution x(t) on [0, a5] such that it will have properties (3.3) on [a,, as]. 
The final $ finger on [a,, a,] must be positive (nonnegative) and have a 
positive (nonnegative) derivative. From our work with j = 3, i.e., Fig. 1, we 
know that the one linger on [a,, ad] which leads to the f linger on the next 
interval must therefore be negative. The sign of the derivative x’(t) on 
[a,, ad] is determined by the sign of x(t) on [a,, a31 via (3.1). Since x’(t) 
for the first half of the linger on [a 3, a*] is negative, the first finger on 
[a,, a31 must be positive. Similarly, since x’(t) for the second half of the 
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FIGURE 2 
finger on [cc,, K,] is positive, the second finger on [a,, IX~] must be 
negative. Thus far, we want our construction to appear as in Fig. 2. 
The interval [aI, CQ] must have 4 fingers. The first finger on [IX,, a*] 
must be negative, since x’(t) for the first half of the first finger on [a,, a*] 
is positive. The second finger on [IX r, CQ] must be positive, since x’(t) for 
the second half of the first finger on [cc,, aj] is negative. Similarly, the third 
finger on [txr , CQ] must be positive and the fourth finger negative in order 
that x’(t) for the second finger on [a,, CX~] has the correct sign. This means 
that we want the solution we are constructing on [a,, tx5] to be based on 
the graph appearing in Fig. 3. 
Now we actually construct the solution. Choose p>O such that 
aI <a, +D<a, +2p<a, +3/?<a, +4p<cc,. (3.17) 
Choose E>O such that cc,<a,+~<(tl,+B)-E<c(~+D. Let h(t) be any 
continuously differentiable “finger function” of the type found in Fig. 1, 
only now let it be defined on [LX,, tl, + /3]. This starting finger determines 
all the rest. We choose it to be negative because of Fig. 3. Forj= 6, the first 
interval would have 8 fingers and the second 4 fingers (which would look 
exactly like the 4 fingers on [a,, a21 in Fig. 3). Consequently, for j = 6, we 
would choose the starting or first finger on [a,, a*] to be positive. 
Actually, the sign of this starting finger on [a,, a21 alternates with respect 
to j. 
For j= 5, now that we have this starting or first finger, we make the 
following definition for x(t) on [a,, a*]: 
x(t)=A,h(t), tE Cm,, aI +Bl, 
x(t) = -&h( t - j?), teIIal+B,al+2Pl, 
X(f) = -&h(t - 2P), tECa,+2P,al+V1, (3.18) 
x(t)=I,h(t-3/Q, tE Cal + 3P, aI + 4P1, 
FIGURE 3 
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and 
x(t)=O, tEC%+48,‘%1. 
Note that x(t) has 4 fingers on [a,, LX,], as in Fig. 3. The constants ,Ii 
associated with each finger are > 0 and will be determined later. 
For x(t) as defined by (3.18) on [aI, CQ], define an initial function f(t) 
on [cc,, cc,] = [r,,O] as in (3.7). As in the case i=2, x(t) is a solution 
of (3.1) on [a,, tlz] for the initial function f(t) just defined. We will now 
extend x(t) to [CQ, LX~] so that it will be a solution of (3.1) and basically 
have the shape of the two fingers in Fig. 3. The diagram 
-e)=~(d-4 Jr dsb(s- mh tE b,, c~-~~~,+mi. (3.20) 
12 
Since X(Q) = 0 and x(s - T(s)) = h(s- T(s)), if SE [a,, ~-‘(a, + fi)], we 
have 
x(t)= -1, J’ q(s)&-T(s))ds, TV cur,, c~-lh +m (3.21) 
12 
Since h(t) is negative for j= 5, x(t) is positive and monotone increasing for 
tE (%, V’(% + PI). 
For TV [~-‘(a, +/?), cp-l(cr, +28)], we have 
x(t)= -2, y,+n) ( 
a2 
)ds+&j’ q(s) h(s - T(s) - /3) ds. 
W’(Q +B) 
(3.22) 
Clearly, x(t) as defined in (3.21) and (3.22) is a solution of (3.1). Note that 
the coefficient of ,I2 is negative, so that x(t) is positive, at least initially, and 
monotone decreasing for t~(cp-‘(cc,+p), cpP’(cc,+2/3)). If we let 
t=c~-l(or,+2fi), we have 
where I, and I, are the appropriate integrals from (3.22). Observe that II 
and Zz depend only on quantities that are known beforehand and so, in 
theory, I, and Z2 can be determined. Therefore, we define 
A* = 4(Z,lZ*). (3.23) 
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This means x(cpP’(a, + 2j3)) =O. We combine (3.21), (3.22), and (3.23) into 
x(t) = n,(Hl(t))T tE [a,, cp-l(a, + WI, (3.24) 
where H,(t) s 0 in some small right neighborhood of tlZ, increases 
monotonically until t = cp -‘(a, + /?), and decreases monotonically until 
t=qP’(cl,+2p). Also, H,(cp-‘(cr, +2p))=O, and H,(t)-0 in some small 
left neighborhood of cp - ‘(tlr + 28). The fact that H,(t) E 0 “on its ends” 
follows from the definition of h(t) being - 0 “on its ends.” Thus, we have 
constructed a solution of (3.1) on [cc,, ‘p-‘(c~i + 2/?)]. Moreover, it has the 
shape of a positive finger function with a constant 1, to be determined. 
In a similar fashion, the third and fourth lingers on [ccl + 28, CI, + 4fi] 
would lead to x(t) having the form 
where HZ(t) would be similar to the second finger on [a,, ag] as in (3.18). 
Also, the relationship between A3 and & would be similar to that between 
A1 and ;1, as given in (3.23). That is, for some constant c3 which can be 
calculated, we have 
2, = c,A,. (3.25) 
In general, two finger functions with two unspecified constants on 
Can-,, a,] lead to one linger function with one unspecified constant on 
Can, a n+ ,I, with the unspecified constant on [a,, a,+1] being one of the 
two from [a,_ 1, a,]. 
Now we have a solution on [a2, a3] that has the form of two fingers 
with two constants R, and 1,. These would lead to one finger on [a,, ad] 
with one unspecified constant, say ,?r, where now A3 is in terms of R,. In 
turn, this would lead to the 4 linger on [a,, a5], as in the case j = 3. Note 
that the constant ;1, on the next to last interval would be chosen so that the 
maximum of x(t) on the last interval would be 1. Once A1 is specified, then 
2, would be determined and then 1, and 1, via (3.23) and (3.25), respec- 
tively. In other words, once 2, is chosen so that the height of the final 4 
linger is 1, the rest of the constants can be determined. Thus, x(t) is com- 
pletely characterized. This concludes the argument for the case j= 5. 
The general case would proceed similarly. For any j, the last interval 
would have the form [a,-, , aj]. Working backwards and determining the 
type of fingers needed as in Fig. 3, we would arrive at the starting interval 
Ca i, aI]. There would be 2jd3 fingers on [a,, a*]. The first finger would be 
as in Fig. 1 and would be positive ifj is even and negative ifj is odd. 
On [a,, a,], we would define x(t) as in (3.18) with 2jP3 lingers, each 
having a constant to be determined later. With this x(t) on [aI, a,], we 
would define f(t) on [z,, 0] as in (3.7). Thus x(t) would have an initial 
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function and would be a solution on [a,, CQ]. Next we would extend x(t) 
to [tq, cl,]. By our construction method, this extension is smooth at az, so 
now we have a solution on [crl, q]. Each pair of lingers and constants on 
[ai, a,] would lead to one linger and one constant on [az, aJ. Thus x(t) 
on [a,, a31 would have 2je4 fingers and constants. In a similar fashion, 
x(t) on [a,, a4] would have 2j- 5 lingers and constants, etc. Finally, x(t) 
on [ajp *, aj- i ] would have one finger and one constant, which would 
determine the 4 linger on [aj- I, ai]. This 4 linger would satisfy (3, 3) and 
the size of the 4 finger on [a,-, , aj] would determine the one constant on 
[a,-2, aj- 1 1. This one constant would then determine all the rest. This 
means that a solution x(t) with the properties (3.3) on [aj-, , a,] can 
always be constructed. According to statement (3.6), this proves 
Theorem 2.5. 
We remark that the “proof’ of the general case in the preceding two 
paragraphs is heuristic at best. The specific details are extremely tedious 
and are omitted. 
We also remark that Theorem 2.5 is one dimensional; i.e., i = 1. The 
proof of a higher dimensional version of Theorem 2.5, if it is true for higher 
dimensions, would be very interesting. 
Note added in proof The referee has pointed out that results similar to Theorem 2.7 can 
be found in the book by Myskis, “Linear Differential Equations with Retard Arguments”, 
2nd Ed., Moscow, 1972. 
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