Abstract. We investigate a mixed 0 − 1 conic quadratic optimization problem with indicator variables arising in mean-risk optimization. The indicator variables are often used to model non-convexities such as fixed charges or cardinality constraints. Observing that the problem reduces to a submodular function minimization for its binary restriction, we derive three classes of strong convex valid inequalities by lifting the polymatroid inequalities on the binary variables. Computational experiments demonstrate the effectiveness of the inequalities in strengthening the convex relaxations and, thereby, improving the solution times for mean-risk problems with fixed charges and cardinality constraints significantly.
Introduction
Optimization problems with a conic quadratic objective arise often when modeling uncertainty with a mean-risk utility. We motivate such a model for an investment problem with a parametric Value-at-Risk (VaR) minimization objective. Given random variables i , i ∈ N, representing the uncertain loss in asset i, let y i denote the amount invested in asset i ∈ N . Then, for small > 0, minimizing the Value-at-Risk with confidence level 1 − is stated as ζ( ) = min z : Prob y > z ≤ , y ∈ Y , (VaR) where losses greater than ζ( ) occur with probability no more than . Here, Y represents the set of feasible investments. If i 's are independent normally distributed random variables with mean µ i and variance σ 2 i , problem (VaR) is equivalent to the following mean-risk optimization problem:
where Ω = Φ −1 (1 − ) and Φ is the cumulative distribution function (c.d.f.) of the standard normal distribution [15] . If only the mean and variance of the distribution are known, one can write a robust version by letting Ω = (1 − )/ , which provides an upper bound on the worst-case VaR [13, 21] . Alternatively, if i 's are independent and symmetric with support [u i − σ i , u i + σ i ], then letting Ω = ln(1/ ) gives an upper bound on on the worst-case VaR as well [11] . Hence, under different assumptions on the random variable , one arrives at different instances of the meanrisk model (1) with a conic quadratic objective. Ahmed [1] studies the complexity and tractability of various stochastic objectives for mean-risk optimization.
The objective of the mean-risk optimization problem (1) is a conic quadratic function in y, hence convex. If the feasible set Y is a tractable convex set as well, then (1) is an efficiently-solvable convex optimization problem [25] . In practice, though, most problems are accompanied with non-convex side constraints, such as a restriction on the maximum number of non-zero variables or fixed charges [3, 4, 7, 12, 14, 16, 18] that are needed to obtain more realistic and implementable solutions. To model such non-convexities it is convenient to introduce auxiliary binary variables x i , i ∈ N, to indicate whether y i is non-zero or not. The so-called on-off constraints 0 ≤ y i ≤ u i x i , where u i is an upper bound on y i , i ∈ N , model whether asset i is in the solution or not. By appropriately scaling y i , we assume, without loss of generality, that u i = 1 for all i ∈ N . The non-convexity introduced by the on-off constraints is a major challenge in solving practical mean-risk optimization problems. In order to address this difficulty, in this paper, we derive strong convex relaxations for the conic quadratic mixed-integer set with indicator variables:
Problem (1) is a special case of the mean-risk optimization problem min µ y + Ω y Qy : y ∈ Y
with a positive semidefinite covariance matrix Q. By decomposing Q = V + D, where V, D 0 and D is a diagonal matrix, problem (3) is equivalently written as min µy + Ωz
y ∈ Y. Indeed, for high dimensional problems such a decomposition is readily available, as a low-rank factor covariance matrix V is estimated separately from the residual Table 1 . Convex hull representations for x ∈ {0, 1} n , y ∈ R n + , z ∈ R + .
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variance matrix D to avoid ill-conditioning [22] . Observe that the first constraint above is a conic quadratic with a diagonal matrix. Therefore, the valid inequalities derived here for the diagonal case can be applied more generally in the presence of correlations after constructing a suitable diagonal relaxation. We provide computational experiments on the application of the results for the general case with correlations as well.
Literature. Utilizing diagonal matrices is standard for constructing convex relaxations in binary quadratic optimization [5, 26] . In particular, for x ∈ {0, 1} n ,
with a diagonal matrix D satisfying Q − D 0. This transformation is based on the ideal (convex hull) representation of the separable quadratic term x Dx as a linear term diag(D) x for x ∈ {0, 1} n . A similar approach is also available for convex quadratic optimization with indicator variables. For x ∈ {0, 1} n and y ∈ R n s.t. 0 ≤ y ≤ x, we have
with t ∈ R n + [2, 23] . This transformation is based on the ideal representation of each quadratic term D ii y 2 i subject to on-off constraints as a linear term D ii t i along with a rotated cone constraint y 2 i ≤ x i t i . Decomposing Q for diagonalization is also studied for an effective application of linear perspective cuts [20] .
For the conic quadratic constraint √ x Dx ≤ z, however, the terms are not separable even for the diagonal case, and simple transformations as in the quadratic cases above are not sufficient to arrive at an ideal convex reformulation. For the pure binary case, Atamtürk and Narayanan [9] exploit the submodularity of the underlying set function to describe its convex lower envelope via polymatroid inequalities. Atamtürk and Gómez [6] give strong valid inequalities for the mixed 0 − 1 case without the on-off constraints. The ideal (convex hull) representation for the conic quadratic mixed 0 − 1 set with indicator variables F remains an open question. We show, however, that exploiting the submodularity of the underlying set function for the 0 − 1 restrictions is critical in deriving strong convex relaxations for F . Table 1 summarizes the results for the related sets described above. In addition, general conic mixed-integer cuts [8] , lift-and-project cuts [17] , disjunctive cuts [10, 24] are also applicable to the conic mixed-integer set F considered here.
Notation. Throughout, we denote by 0 the vector of zeroes, by 1 the vector of ones, and by e i the ith unit vector. N := {1, 2, . . . , n} and [k] := {1, 2, . . . , k}. For a vector a ∈ R N , let a(S) = i∈S a i , S ⊆ N .
Outline. The remainder of the paper is organized as follows. In Section 2 we review the polymatroid inequalities for the binary restriction of the mean-risk problem and give a polynomial algorithm for an optimization problem over F . In Section 3 we introduce three classes of convex valid inequalities for F that are obtained from binary restrictions of F through lifting the polymatroid inequalities. In Section 4 we present computational experiments performed for testing the effectiveness of the proposed inequalities in solving mean-risk optimization problems with on-off constraints. We conclude with a few final remarks in Section 5.
Preliminaries

Polymatroid inequalities.
In this section, we recall the main results from Atamtürk and Narayanan [9] that will be used in this paper. Given σ ≥ 0 and a i > 0, i ∈ N , consider the set
Observe that K 0 is the binary restriction of F obtained by setting y = x. For a given permutation ( (1), (2), . . . , (n)) of N , let
, and σ (0) = σ,
and define the polymatroid inequality as
Let Π σ be the set of such coefficient vectors π for all permutations of N .
The set function defining K σ is non-decreasing submodular; therefore, Π σ form the extreme points of a polymatroid [19] . As shown by Edmonds, the maximization of a linear function over a polymatroid can be solved by the greedy algorithm; therefore, a pointx ∈ R n + can be separated from conv(K σ ) via the greedy algorithm by sortingx i in non-increasing order in O(n log n).
Atamtürk and Narayanan [9] also consider a mixed-integer extension and give valid inequalities for the mixed-integer set
where c i > 0, i ∈ M . Without loss of generality, the upper bounds of the continuous variables in L σ are set to one by scaling.
are valid for L σ .
2.2.
Optimization. In this section, we consider the optimization problem
which will be useful in proving the validity of the inequalities for F . We characterize the optimal solutions and give a polynomial algorithm for (OPT). We assume that σ ≥ 0, a i > 0, i ∈ N to ensure a real-valued objective. Without loss of generality, we assume that c i > 0, i ∈ N , otherwise, we may set x i to one; d i < 0, i ∈ N , otherwise, we may set y i to zero; and c i + d i < 0, i ∈ N , otherwise, we may set both x i and y i to zero. Without loss of generality, assume that the variables are indexed so that
The following proposition shows that the binary part of an optimal solution to (OPT) is a vector of consecutive ones, followed by consecutive zeroes.
. Proof. Suppose for contradiction that x * k = 1, but x * j = 0 for some j < k. Consider two feasible points (x , y ) and (x , y ) with respective objective values z and z , constructed as:
We will show that z < z * , contradicting the optimality of (x * , y * ). To this end, let ξ := σ + i∈N a i y * i 2 , and
As (x , y ) is a feasible solution, δ 1 ≤ 0. Also note that y * k > 0 as otherwise x * k would be zero in an optimal solution since c k > 0. Now, we establish that
which holds by the indexing assumption and that 0 < y * k ≤ 1, and from the inequality
which follows from the strict concavity of square root function. Therefore, we have
, which contradicts the optimality of (x * , y * ).
Proposition 5.
There is an O(n 2 ) algorithm to solve (OPT).
Proof. Proposition 4 implies that there exist only n + 1 possible candidates for optimal x, i.e., 0 and k i=1 e i for k ∈ N . After a single sort of the indices in O(n log n), for each candidate x the resulting convex optimization problem in y can be solved in O(n) time with Algorithm 1 in the Appendix . Therefore, an optimal solution to (OPT) can be found in O(n 2 ).
Lifted Polymatroid Inequalities
In this section, we derive three classes of valid inequalities for F by lifting the polymatroid inequalities (6) described in Section 2.1 from specific restrictions of the feasible set F . The first class of inequalities are linear, whereas the other two are nonlinear convex inequalities.
3.1. Lifted Linear Polymatroid Inequalities. Consider the restriction of F obtained by setting the continuous variables y to their binary upper bounds x. It follows from Section 2.1 that for any permutation ( (1), (2), . . . , (n)) of N , the polymatroid inequality
with
. . , n, is valid for the restriction with y = x, but not necessarily for F . In this section, we lift inequality (8) to obtain the linear valid inequality
for F with coefficients
Proposition 6. Inequality (9) with α and π defined as above is valid for F .
Proof. Consider the optimization problem over F : (9) is valid for F iff ζ ≤ 0. By plugging in the values for π, α and eliminating z, the problem is equivalently written as
is a special case of (OPT) with coefficients
Then
and we have
By Proposition 4, there exists an optimal solution (x * , y * ) to (V ) such that
. Then, y * is an optimal solution to the following convex problem:
Its KKT conditions are similar to (15a)-(15c) and are satisfied by (y, λ, µ) such that
Therefore, there exists (x * , y * ) = ( i∈[m] e i , i∈[m] e i ) for some m ∈ [n] with a binary y * , implying ζ = 0, i.e., the validity of (9).
Remark 1. Observe that the proof of Proposition 6 implies that inequality (9) is tight for the following n + 1 affinely independent points of F :
Example 1. Consider an instance of F with a = [22, 18, 21, 19, 17] and the following fractional point is contained in its continuous relaxation:
x =ȳ = 1, 0.3817, 0.6543, 0.3616, 0.8083 ,z = 6.8705.
For the permutation (1, 3, 5, 2, 4), π is computed as
The lifting coefficients α are computed accordingly, and we get inequality (9) The fractional point (x,ȳ,z) is cut off by (9) as π x − α (x −ȳ) −z = 0.7844 > 0.
Although inequalities (9) cut off points of the continuous relaxation with fractional x, unlike for the binary case K σ , adding all n! inequalities (9) is not sufficient to describe conv(F) as conv(F) is not a polyhedral set. Therefore, in the next two subsections we present two nonlinear convex generalizations of inequalities (9).
3.2. Lifted Nonlinear Polymatroid Inequalities I. The second class of lifted inequalities is obtained by applying the procedure described in Section 3.1 for a subset of the variables. For S ⊆ N , introducing an auxiliary variable t ∈ R + , let us rewrite the conic constraint i∈N a i y 2 i ≤ z 2 as
Applying Proposition 6 to the relaxation defined by constraints
for each permutation ( (1), (2), . . . , (|S|)) of S, we generate a lifted polymatroid inequality (9) of the form
, and the partial sums are defined as σ S(i) = a (i) + σ S(i−1) for i = 1, 2, . . . , |S| with σ S(0) = 0. Eliminating the auxiliary variable t, we obtain the following class of conic quadratic valid inequalities for F .
Proposition 7.
For S ⊆ N , the conic quadratic inequality
with π S and α S defined above is valid for F .
Note that inequality (10) is convex since it is conic quadratic. It is equivalent to (9) for S = N and to the original constraint for S = ∅. Otherwise, it is distinct from both.
Remark 2. The following n + 1 affinely independent points of F satisfy inequality (10) at equality:
The following example illustrates a point satisfying inequality (9), but cut off by inequality (10). This point satisfies inequality (9) generated in Example 1. Now letting S = {1, 2, 5} and using the permutation (1,5,2), π S is computed as
Consequently, we obtain inequality (10) Observe that the fractional point (x,ȳ,z) is cut off by inequality (10) as
3.3. Lifted Nonlinear Polymatroid Inequalities II. The third class of inequalities are derived from a partial restriction of F by setting a subset of the continuous variables to their upper bound. For S ⊆ N and T ⊆ N \ S, consider the restriction of F with y i = x i , i ∈ S:
Applying the mixed-integer inequality (7) to the second constraint above, we obtain inequality
This inequality is valid for the restriction above, but not necessarily for F . Next, we lift it and eliminate the auxiliary variable t, to obtain the third class of valid inequalities
for F with
Proposition 8. Inequality (11) with α S and π S defined as above is valid for F .
Proof. It suffices to prove the validity of inequality
Consider the optimization problem: (12) is valid for F iff ζ ≤ 0. Observing that x * i = y * i = 0 for i ∈ N \(S ∪T ) for an optimal solution (x * , y * ) and eliminating t, the problem is written as
Observe that by concavity of the square root function we have y * i = 1, i ∈ T . The validity of
with σ = a(T ) and t ≥ σ + i∈S a i y 2 i for this restriction implies that ζ ≤ 0.
Note that when S = ∅ and T = N , (11) is equivalent to the original constraint. When S = N , (11) is equivalent to (9) . When S ⊆ N and T = ∅, (11) is equivalent to (10) . Otherwise, ir the distinct from the three.
Remark 3. The following n + 1 affinely independent points of F satisfy inequality (10) at equality:
The following example illustrates inequality (11) cutting off a fractional point that is not cut by the previous inequalities. Note that this point satisfies inequalities (9) and (10) generated in Example 1 and Example 2. Letting S = {1, 2} and T = {3, 5}, we have a(T ) = a 3 + a 5 = 38. For the permutation (1,2), π S is computed as
and we arrive at the corresponding inequality (11) with coefficients π S = 1.5816, 1.0858, 0, 0, 0 , α S = 2.8402, 2.0381, 0, 0, 0 .
Observe the point (x,ȳ,z) is cut off by (11) as
Computational Experiments
In this section, we report the result of computational experiments performed to test the effectiveness of inequalities (9), (10), and (11) in strengthening the continuous relaxation of mean-risk problems with on-off constraints. Three types of problems are used for testing: mean-risk problem with fixed-charges, mean-risk problem with a cardinality constraint, as well as the more general mean-risk problem with correlations and cardinality constraint.
All experiments are done using CPLEX 12.6.2 solver on a workstation with a 2.93GHz Intel R CoreTM i7 CPU and 8 GB main memory and with a single thread. The time limit is set to two hours and CPLEX default settings are used with two exceptions: dynamic search is disabled to utilize the cut callbacks and the nodes are solved with the linear outer approximation for faster enumeration with node warm starts. The inequalities are added at nodes with depth less than ten.
Gradient cuts. Recall that inequalities (9) are linear; however, inequalities (10) and (11) are (convex) non-linear. Since only linear cuts can be added using CPLEX callbacks, at point (x,ȳ), instead of a nonlinear cut f (x, y) ≤ z, we add the corresponding gradient cut
The gradient cut for inequality (10) at (x,ȳ) has the following form:
where
Similarly, the gradient cut for inequality (11) at (x,ȳ) has the form:
Separation. The separation problem for inequalities (6) and conv(K σ ) is solved exactly and fast due to Edmond's greedy algorithm for optimization over polymatroids. We do not have such an exact separation algorithm for the lifted polymatroid inequalities and, therefore, use an inexact approach. Given a point (x,ȳ,z), the separation for inequalities (9) and conv(F ) entails finding a permutation of N for which the violation is maximized. Ifx =ȳ, as it is the case for optimal solutions of the continuous relaxation of (OPT) (see Appendix 5), inequality (9) coincides with the original polymatroid inequalitiy (6) . Therefore, we check the violation of inequality (9) generated for a permutation ( (1), . . . , (n)) satisfyingx (1) ≥x (2) ≥ . . . ≥x (n) . If inequality (9) is violated, then it is added to the formulation. Otherwise, we attempt to find violated inequalities (10) and (11) for the same permutation.
For inequality (10) , starting from S = N , we check for i = (n), . . . , (1) such that x i −ȳ i > 0, whether moving i from S to N \ S results in a violated inequality. If so, the corresponding gradient cut (13) is added to the formulation. Similarly, for inequality (11) , starting from thus constructed S, we check for i = (1), . . . , (|S|) such thatx i −ȳ i > 0, whether moving i from S to T results in a violated inequality. If so, the corresponding gradient cut (14) is added to the formulation. This heuristic is repeated for two additional permutations of N : one such that
, and the other such that
Throughout the branch-and-bound algorithm, the entire cut generation process is applied up to 5, 000 times for the first permutation, and up to 200 times for the two additional permutations.
4.1.
Fixed-charge objective. The first set of experiments are done on an optimization problem with fixed charges. Each non-zero y i has a fixed-cost c i , i ∈ N , which is modeled with cost vector c on the binary indicator variables x:
Five random instances are generated for each combination of confidence level 1 − ∈ {0.9, 0.95, 0.975} and size n ∈ {100, 300, 500}. Coefficients a i , i ∈ N , are drawn from integer uniform [0.9n, 1.2n], c i , i ∈ N, are drawn from integer uniform [5, 20] . Finally, for i ∈ N , d i is set to −c i − h i , where h i is drawn from integer uniform [1, 4] . The data used for the experiments is publicly available for download at http://ieor.berkeley.edu/∼atamturk/data/ .
We compare the original and the strengthened formulations in Table 2 . Each row of the table presents the averages for five instances. We report the percentage integrality gap at the root node (rgap), solution time (time) in CPU seconds, the percentage gap between the best upper bound and lower bound at termination (egap), and the number of nodes explored (nodes). The number of cuts generated 
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With cuts n 1 − rgap time egap (#) nodes rgap time egap (#) nodes cuts: (9) (10) for each type is also reported. If there are instances not solved to optimality within the time limit, we report their number (#) next to egap. One observes in Table 2 that the cuts have a profound effect in solving problem (OPT f ). With the default setting, only one of 45 instances is solved to optimality within two hours. The integrality gap reduces from 15.6% to 14.6% after exploring 156,685 nodes on average. On the other hand, when the cuts are added using the separation procedure outlined above, all 45 instances are solved at the root node without the need for enumeration. The average solution time is reduced by 98% from almost two hours to merely 136 seconds.
Cardinality constraint.
The second problem type with binary indicator variables has a cardinality constraint on the maximum non-zero y i , i ∈ N .
Instances are tested with two cardinality levels (κ = 0.2, 0.4). Other parameters are generated as before. The result of computations for (OPT c ) is summarized in Table 3 . Although the root gap for this type of problem is smaller compared to the fixed-charge objective problem, only 23 out of 90 instances are solved to optimality using the default setting. When the cuts are utilized, the average root gap is reduced by 94% and all but three instances are solved to optimality within the time limit. The largest end gap for the three unsolved instances is merely 0.05%. Accordingly, the average solution time as well as the number of nodes explored is reduced by orders of magnitude. 4.3. Correlated case with cardinality constraint. Finally, although the cuts are developed for the diagonal uncorrelated case, we test their effectiveness on the more general correlated case with a cardinality constraint. Using the reformulation introduced in Section 1, we state the problem as
(OPT corr )
The covariance matrix V ∈ R n×n is computed using a factor model V = ρEF E , where E ∈ R n×m represents the exposures and F ∈ R m×m the factor covariance with m = n/10. We use a scaling parameter ρ to test the impact of the magnitude of correlations on the difficulty of the problem. Since the cuts are developed for the diagonal case, we expect them to perform well for small ρ. To ensure positive semidefiniteness, F is computed as with probability 0.2 and set to 0 with probability 0.8. All other parameters are generated as before. Table 4 presents the results for confidence levels 1− ∈ {0.9, 0.95, 0.975}, problem sizes n ∈ {100, 300}, and scaling factors ρ ∈ {0.1, 1, 10}. As in the case of (OPT c ), the cuts result in significant improvements. Out of 90 instances, the number of unsolved instances is reduced from 80 to 18, and the average root gap is reduced by 96%. Especially, for instances with ρ ∈ {0.1, 1}, almost all instances are solved to optimality well within the time limit and the number of nodes is reduced by an order of magnitude. Even for ρ = 10, the end gap is reduced from 3.1% to only 0.2%. As expected, the computational results indicate that inequalities (9), (10), and (11) are more effective when the covariance matrix is more diagonal-dominant, i.e., for smaller values of ρ. The lifted polymatroid cuts are, nevertheless, valuable for the general correlated case as well.
Conclusion
In this paper we study a mixed 0-1 optimization with conic quadratic objective arising when modeling utilities with risk averseness. Exploiting the submodularity of the underlying set function for the binary restrictions, we derive three classes of strong convex valid inequalities by lifting of the polymatroid inequalities. Computational experiments demonstrate the effectiveness of the lifted inequalities in a cutting plane framework. The results indicate that the inequalities are very effective in strengthening the convex relaxations, and thereby, reducing the solution times problems with fixed charges and cardinality constraints substantially. Although the inequalities are derived for the diagonal case, they are also effective in improving the convex relaxations for the general correlated case.
By complementary slackness (c.s.), observe that λ i and µ i cannot be both positive. Therefore, there are three possible combinations of values for λ i and µ i , for i ∈ N :. There are two simple special cases where we can generate a closed form solution. In the remainder of this section, we give an algorithm that constructs a KKT point for (COPT). Define the sets N f := {i ∈ N : 0 <ỹ i < 1} and N 1 := {i ∈ N :ỹ i = 1}. Algorithm 1 describes how to construct N f and N 1 . Initially, N f = ∅ and N 1 = N , i.e., y i = 1, for all i ∈ N . At each iteration of Algorithm 1, checks whetherỹ p is fractional or one. Either p is moved from N 1 to N f and the incumbent over-estimatioñ σ is updated accordingly, or it is determined thatỹ p = 1 and the algorithm terminates asỹ i = 1, for all i < p due to Proposition 9. Observe that if the indices satisfy non-decreasing order ofc i /a i , Algorithm 1 runs in O(n) time. 
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