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We study the Fermi surface topological transition of the pocket-opening type in a two dimensional
Fermi liquid with spin-orbit coupling of Rashba type. We find that the interactions, far from
instabilities, drive the transition first order at zero temperature which is more pronounced than in
the case of interacting Fermi liquid without spin-orbit coupling. We first gain insight from second
order perturbation theory in the self-energy. We then extend the results to stronger interaction,
using the self-consistent fluctuation approximation. We discuss possible experimental routes to
realise these results.
INTRODUCTION
The Lifshitz transition [1] (LT) is a Fermi surface topo-
logical transition as a result of the change of the Fermi
energy and/or band structure. The possibilities that
have been usually considered are either a change of the
number of Fermi surfaces in a pocket opening or closing
transition, or the connection of two parts of Fermi sur-
face in a neck-opening or closing transition. Recently
higher order Fermi surface topological or multicritical
transitions have been put forward in order to explain
unusual properties of correlated materials [2, 3]. The
LT can be induced by the variation of an external pa-
rameter such as pressure, doping or magnetic field and
has been experimentally observed in many systems such
as heavy fermions [4–6], iron-based superconductors [7–
9], cuprate-based high-temperature superconductors [10–
12], or other strongly correlated electrons system such
as layered material NaxCoO2 [13, 14]. It has been also
shown to be responsible for the re-entrant superconduc-
tivity [15] in uranium-based ferromagnetic superconduc-
tors such as URhGe [16]. The interaction-driven LT has
also been proposed and observed in ultracold fermionic
systems [17–19].
Of particular interest is the LT in the systems with
strong spin-orbit coupling (SOC), such as ultracold gases
[17], and two-dimensional electronic systems that can be
formed, for example, at the interface between insulating
oxides, such as LaAlO3 and SrT iO3 [20]. While the for-
mer represents an important tool in the search for Ma-
jorana fermions, the latter exhibits a range of interest-
ing phenomena such as ferromagnetism, superconductiv-
ity and unique magnetotransport properties, for which a
universal LT is responsible [20, 21].
Theoretically, it has been shown that interactions, in
the region of paramagnetic fluctuations, can play an im-
portant part in the LT in a two-dimensional Fermi liq-
uid changing the order of the transition from the second
for non-interacting systems to the first for interacting
Fermi liquids in a pocket-opening transition [22]. Here
we investigate how interactions, outside any phase forma-
tion, affect the LT in a two-dimensional Fermi liquid with
SOC. In particular, we consider an LT occurring when
the bottom of s = −1 Rashba subband crosses the level
of chemical potential as a result of variations in doping,
as shown in Fig. 1. We show that, similarly to [22], at
zero temperature the LT changes its order from the sec-
ond to the first due to strong paramagnetic fluctuations
manifesting themselves as the non-analyticity of the self-
energy in the Fermi momenta, pF , calculated from the
bottom of the s = −1 Rashba subband (see Fig. 1). As
we show, using the second order of perturbation theory,
the self-energy correction takes the form Σ2 ∝ pF log pF
in the presence of SOC while in the absence of it the
correction is Σ2 ∝ p2F log pF [22]. This fact results in an
even stronger first order character of the transition in the
two-dimensional FL in the presence of Rashba type SOC
compared to the absence of it.
In the next sections, we introduce the model and then
we gain insight by working in second order perturbation
theory. This is followed by summation of diagrams in
random phase approximation (RPA) and finally we dis-
cuss the wider implications and propose possible experi-
mental directions.
MODEL
We consider a 2D Fermi liquid with strong Rashba-
type SOC described by the Hamiltonian:
H = H0 +Hint. (1)
The noninteracting part H0
H0 = Σpb
†
p[(
p2
2m
− µ)σ0 + λ(σxpy − σypx)]bp, (2)
where bp = (bp↑, bp↓)T is the annihilation operators of a
particle, µ is the chemical potential, σ0 is the 2× 2 unit
matrix, σx and σy are Pauli matrices, and λ is the SOC
constant, can be diagonalized in the helicity basis
|p, s〉 = 1√
2
(1, ise−iφ(p))T , (3)
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2where φ(p) = arctan(py/px) is the angle between the x−
axis and momentum p, and s = ±1 is the helicity. The
dispersion relations for the two helical branches
s(p) =
p2
2m
+ λs|p| (4)
is shown in Fig. 1. In this work, we consider the case
µ < 0, where the Fermi surfaces are in the branch with
s = −1. The most interesting situation will correspond
to µ → µ0 = −mλ2/2, where the density of states is
divergent.
0
0.4
-0.4
0 1 2
FIG. 1. Dispersion relation for two helical branches (s = ±1)
of a non-interacting system with Rashba SOC.
We take into account short-ranged interactions of Hub-
bard type in the system, which read:
Hint = U
∑
σ 6=σ′
∑
p,k,q
b†k+q,σb
†
p−q,σ′bp,σ′bk,σ, (5)
where σ, σ′ = {↑, ↓} are the spin indices. In the helicity
basis Eq. (3), Hint takes the form:
Hint =
∑
s,s′r,r′
∑
p,k,q
Ur
′,s′
r,s (p,k,q)a
†
k+q,s′a
†
p−q,r′ap,rak,s,(6)
Ur
′,s′
r,s (p,k,q) =
U
4
(
rr′ei[φ(p)−φ(p−q)]
+ ss′ei[φ(k)−φ(k+q)]
)
, (7)
where ap,s is the annihilation operator of a particle in the
state |p, s〉.
PERTURBATION THEORY
We start by analysing the lowest orders of perturba-
tion theory valid for small U . Using Matsubara Green’s
functions, the self-energy correction at first order pertur-
bation theory and at zero temperature is given by the
Hartree diagram (the Fock contribution is zero), which
leads to Σ1(pF , iω = 0) = Un/2, where n is the elec-
tron density. This contribution is absorbed into µ. The
second order contribution to the self-energy is
Σ2(pF , iω = 0, s = −1) = U
2
2
∫
q
∑
s′
{χ000(q)
× [1 + ss′ cos[φ(p)− φ(p− q)]]
+ χ0zz(q)[1− ss′ cos[φ(p)− φ(p− q)]]}g0s′(p− q), (8)
where q = {q, iω} is a four-dimensional momentum,∫
q
≡ ∫ d2qdω(2pi)3 , g0s(p) = (iω − s(p) + µ)−1 is the electron
Green’s function in the helicity basis. The charge, χ000
and spin, χ0zz susceptibilities of non-interacting particles
are defined as the Fourier transform of
χ0ij(r, r
′) =
−
∫ ∞
0
dτ〈Tτψ†(r, τ)σiψ(r, τ)ψ†(r′, 0)σjψ(r′, 0)〉, (9)
with ψ(r, τ) =
∑
p bpe
ip·r, which can be calculated as
[23]
χ0ij(q) = −Tr
∫
p
σiG(p)σjG(p+ q) =
−1
2
∫
p
gr(p)gs(p+ q)F
ij
sr(p + q,p), (10)
where G(p) =
∑
s Ωs(p)g
0
s(p) is the Green’s function
in the spin basis, with Ωs(p) =
1
2 [σ0 + s(σx sinφ(p) −
σy cosφ(p))] and F
ij
sr(p,k) = 2〈p, s|σi|k, r〉〈k, r|σj |p, s〉
is the overlap factor.
In the vicinity of the bottom of s = −1 band, where
µ → µ0 = −mλ2/2 and at large transferred momenta
|q|  mλ  |pF1,2 − mλ|, the susceptibilities can be
estimated as
χ000(q) = χ
0
zz(q) =
m
pi
q2(p2F2 − p2F1)
q4 + 4m2ω2
, (11)
which with logarithmic accuracy in the vicinity pF1 →
mλ and pF2 → mλ yields
Σ2(pF1,2, iω = 0, s = −1) ≈ −u
2λ|P1,2|
2pi2
log
∣∣∣∣ ΛP1,2
∣∣∣∣ ,(12)
where u is the Hubbard coupling constant in units of
mλ2, P1 = mλ− pF1 and P2 = pF2 −mλ are the Fermi
momenta calculated from the bottom of the s = −1 band,
and Λ is the short wave-length cutoff. We checked the
validity of Eq. (12) by fitting the result of numerical
calculations (see Fig.2).
Eq. (12) is similar to the self energy obtained for the
system without SOC [22], however, the main important
difference is that Σ in Eq. (12) is proportional to the first
power of the Fermi momenta P1,2, while for the systems
without SOC, it is proportional to the second power of
the Fermi momentum. For the equation of the chemical
potential µ ∼ µ0 < 0 we find:
µ = −1(pF1,2) + Σ2(pF1,2, iω = 0, s = −1) ≈ µ0
+
P 21,2
2m
− u
2λ|P1,2|
2pi2
log
∣∣∣∣ ΛP1,2
∣∣∣∣ ,(13)
3FIG. 2. Fitting of the self-energy calculated numerically
in the second order perturbation theory by Σ2(P1,2 →
0)/(|P1,2|u2λ) = a + b log |Λ/P1,2|, where Λ = 102mλ, a =
2.1 × 10−2 and b = 9.1 × 10−2 in the vicinity of the bottom
of the s = −1 band.
thus, for small |P1,2| the third term becomes large com-
pared to the second one giving rise to a first-order LT.
Note that because the third term is proportional to |P12|
and the second one is quadratic in |P12|, the effect could
be more pronounced than in the case of no SOC, where
both terms are quadratic in the Fermi momentum [22].
RANDOM PHASE APPROXIMATION
We now consider larger interaction strengths, but be-
low any Stoner-like instability. Then the effective inter-
action can be obtained by summing up ring and ladder
diagrams [22], leading to
Σ(pF , iω = 0, s = −1) = Σring + Σlad, (14)
Σring =
u2
2
∫
q
∑
r
[
χ000(q)
1 + uχ000(q)
F 00sr (p− q,p)
+
χ0zz(q)
1− uχ0zz(q)
F zzsr (p− q,p)
]
gr(p− q),(15)
Σlad =
u3
2
∫
q
∑
r
[
[χ00y(q)]
2
1− uχ0yy(q)
F 00sr (p− q,p)
− [χ
0
xz(q)]
2
1− uχ0xx(q)
F zzsr (p− q,p)
]
gr(p− q).(16)
Here we put m = 1 and λ = 1, so all energies and mo-
menta are measured in the unites of mλ2 and mλ. The
spin-charge susceptibility matrix is given by Eq. (10),
with the overlap matrix elements given by
F 00 = 1 + rs cos[φ(p)− φ(p + q)],
F zz = 1− rs cos[φ(p)− φ(p + q)],
F 0y = −(r cos[φ(p)] + s cos[φ(p + q)]),
F yy = 1 + rs cos[φ(p) + φ(p + q)],
F xx = 1− rs cos[φ(p) + φ(p + q)],
F xz = −i(r cos[φ(p)]− s cos[φ(p + q)]). (17)
The results of numerical calculations of Σ and µ using
eq. (14) are presented in Fig.3.
A 2D Fermi liquid with Rashba SOC can support four
collective modes: one plasmon mode and three chiral spin
modes manifested by poles of charge and spin susceptibil-
ities, which coincides with the solutions of the following
equations [23]:
1 + uχ000 = 0 (18)
for plasmons and
1− uχ0jj = 0, j = x, y, z, (19)
for spin collective modes, giving rise to instabilities in
Eq. (15) and (16). However, the charge plasmon insta-
bility manifests itself only for µ > 0 [23]. Indeed, direct
calculation of χ000 at q = 0 and ω = 0 for µ < 0 leads
to χ000(q = 0, iω = 0) =
1
2pi
pF1+pF2√
1+2µ
> 0, and, thus, Eq.
(18) has no real solutions. Note, that the divergence of
χ000 at the bottom of the s = −1 band is due to the di-
vergence of the density of states at this point. The spin
susceptibilities χ0jj at q = 0 are given by[23] χ
0
zz(q =
0, iω) = 14pi [(pF2−pF1)/2+ω(arctan 2pF1ω −arctan 2pF2ω )]
and χ0xx(q = 0, iω) = χ
0
yy(q = 0, iω) = χ
0
zz(q = 0, iω)/2,
which take their maximum values χzz = 1/pi and χxx =
χyy = 1/2pi at ω = 0 and pF1 = 0, leading to chiral-spin
instabilities in Eqs. (15) and (16) at uc = pi. Thus, in
our analysis we consider u < uc.
For µ < µ0 = −mλ2/2, the s = −1 band of non-
interacting fermions is empty, however, in the presence of
interactions, the effective energy of fermions bents down
leading to opening a pocket. In this case, Eq. (13) has
four solutions for pF .
In order to estimate which solutions are stable, we es-
timate the potential Ω integrating dΩ = −ndµ from the
point where the phases with the pocket and no pocket
merge. The density of states are given by the Luttinger
theorem, n = 12pi (p
2
F2 − p2F1), which is respected. The
results suggesting that in a Fermi liquid with SOC one
can expect a first order phase transition in the vicinity
of the bottom of the s = −1 band are shown in Fig. 4.
DISCUSSION
We have showed that the LT of a pocket appearing type
in 2D fermions with SOC and in the presence of interac-
tions is discontinuous. This first order transition is more
pronounced than in the case without SOC due to the dif-
ferent form of the kinetic energy which acquires a linear
in momentum term. The reason of the first order be-
havior is the competition between kinetic and self-energy
contribution to the energy.
This knowledge is needed to disentangle the contri-
bution of different processes that may occur simultane-
ously and, therefore, to explain behavior that may be at-
tributed to quantum criticality. It is also crucial to realise
4(a)
(b)
FIG. 3. Σ as a function of pF1 (left) for u = 0.1(orange),
u = 0.5 (blue), u = 1 (red), u = 1.5 (green), and u = 2
(black) and µ as a function of pF1,2 (right) for u = 0.5
(blue), u = 1 (red), u = 1.5 (green), and u = 2 (black).
The dashed curve represents the chemical potential of non-
interacting Fermi gas.
that unconventional behavior such as temperature depen-
dence of specific heat C ∝ T ln(1/T ) can be also realised
in systems with a LT of pocket appearing/disappearing
type [14].
Regarding experimental observation, there are two
promising routes. One is related to recent advances in
creating complex oxide heterostructures, with interfaces
formed between two different transition metal oxides
[20, 24], which enables the investigation of new physical
phenomena in experimentally controlled systems. There
is a universal LT demonstrated already in the prototyp-
ical LaAlO3/SrTiO3 interface [20], between d-orbitals at
the core of the observed transport phenomena in this sys-
tem. At the LT and the critical electronic density, the
transport switches from single to multiple carriers. Al-
though the order of the LT it was beyond the scope of
the experiment, there was observed a hysteretic behav-
ior as a function of the applied magnetic field near its
value at the metamagnetic transition [25]. As a result,
more measurements to clarify our predictions are neces-
sary. The second experimental direction is the ultracold
atoms where 2D SO coupled atoms in optical lattices can
be realised [26].
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FIG. 4. Top: electron density n as a function of chemical
potential for u = 1. The red line indicates the states with
no pocket for µ < µ0, the dashed line corresponds to un-
stable solutions of Eq. (13), with arrow showing the phase
transition. Middle: potential ∆Ω as a function of chemical
potential. The stable solutions correspond to negative ∆Ω.
Bottom: Size of the pocket. The dashed curves correspond to
unstable solutions.
Finally, it is worth mentioning that there has been
growing interest in the effects of SOC on the fermionic
Hubbard model in a two-dimensional square lattice. In
particular in Ref. 27 it was shown that in the strong
coupling limit, the inclusion of SOC leads to the rotated
antiferromagnetic Heisenberg model, a new class of quan-
tum spin model. Our work explores another aspect of the
same Hamiltonian.
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