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Abstract
In this thesis, we study the threshold circuits. Threshold circuit is one of famous
model of the neural networks that process information in the brain. In the neural
networks, neurons communicate with each other by firing. Firing means emitting an
electrical signal. When stimulus come to a neuron, the neuron fires if the stimulus is
strong enough. Since the number of neurons in our brain is limited, neural network
may tend to have a structure with small number of neurons. Since we have to respond
to many things in real time, neural network may also tend to have a structure
with short computation time. In fact, there are many previous research from the
viewpoint of size or computational time.
There is an interesting fact about energy consumption of the firing. Energy cost
of firing is high. On the other hand, The energy supplied to the brain is limited.
Thus, a lot of firing make brain energy shortage. In fact, less than 1% of neurons
fire at same time.
The brain must use firing efficiently. In other words, neural network has a struc-
ture with a small number of firing. Motivated by this fact, Uchizawa, Douglas and
Maass propose a new complexity measure, called energy complexity, for a threshold
circuit. In previous research, it turns out that the energy complexity has close re-
lationships with other complexity measures such as size (i.e., the number of gates)
iv
and depth.
In this thesis, we study a threshold circuit with a small energy. Firstly, we focus
on the threshold circuit C computing modulus function MODm, and investigate the
relationship among three complexity measures, size, fan-in and energy of C, where
the size of C is defined to be the number of gates in C, the fan-in of C is defined
to be the maximum number of inputs of every gate in C, and the energy of C is
defined to be the maximum number of gates outputting “1” over all inputs to C.
Then we have the following two results.
(1) We prove that MODm of n variables can be computed by a threshold circuit
of energy e and size s = O(e(n/m)1/(e−1)) for any integer e ≥ 2. Our upper bound
on the size s almost matches the known lower bound s = Ω(e(n/m)1/e). Thus, these
results imply that there exists a tradeoff between the size and energy of threshold
circuits computing the modulus function.
(2) We also prove that MODm of n variables can be computed by a threshold
circuit of fan-in l and energy e = O(n/l), and then provide an almost tight lower
bound e = Ω((n−m)/l). Our results imply that there exists a tradeoff between the
fan-in and energy of threshold circuits computing the modulus function.
In addition, we study a threshold circuit processing a simple task called P nLR
function. P nLR function was introduced in a context of pattern recognition. Formally,
P nLR : {0, 1}n×{0, 1}n → {0, 1} is defined as follows: For every x = (x1, x2, . . . , xn) ∈
{0, 1}n and y = (y1, y2, . . . , yn) ∈ {0, 1}n, P nLR(x,y) = 1 if there exists a pair of
indices i and j such that i < j and xi = yj = 1; and P
n
LR(x,y) = 0 otherwise. Then
v
we have the following two results.
(3) We prove that P nLR can be computed by a threshold circuit of energy e and




for any integer e, 3 ≤ e ≤ 2 log2 n + 1. Our result implies
that one can construct an energy-efficient circuit computing P nLR if it is allowable to
use large size.
(4) We focus on an extreme case where a threshold circuit has energy e = 1, and
show that P nLR can be computed by a threshold circuit of energy e = 1 and size
s = ⌈n/2⌉, while P nLR cannot be computed by any threshold circuit of energy e = 1
and size s ≤ ⌈n/2⌉ − 1.
vi
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Chapter 1 Introduction
Neurons communicate with each other by “firing” (i.e., emitting an electrical signal)
for information processing, and a circuit consisting of neurons is often modelled by
a combinatorial logic circuit, called a threshold circuit [9, 11, 13, 14]. Recent biolog-
ical studies report the following fact about the energy consumption of the neuronal
firing: the energy cost of a neuronal firing is high while energy supplied to the
brain is limited, and hence neural networks must have low firing activity [1, 7, 8].
Consequently, many neuroscientists consider that the metabolic limit must influ-
ence the way in which information is processed, and the brain has countered this
metabolic constraint by adopting energy-efficient circuit designs [2, 5, 10, 20]. Mo-
tivated by a biological fact that a neuron consumes substantially more energy to
fire than not to fire, Uchizawa, Douglas and Maass proposed a complexity measure,
called energy complexity, for threshold circuits, and initiate a study for the follow-
ing question: what computational tasks can or cannot be computed by reasonably
small threshold circuits with small energy complexity? Formally, the energy e of a
threshold circuit C is defined as the maximum number of gates outputting “1” in C,
where the maximum is taken over all inputs to C [16]. In previous research, several
facts are known on the computational power of threshold circuits with small energy
[16, 17, 18, 19].
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In this thesis, we consider threshold circuits computing one of the fundamental
and well-studied Boolean functions in the theory of circuit complexity, the modulus
function, as a particular task. The modulus function MODm of n variables for
two positive integers m and n is defined as follows: MODm(x) = 0 if the number
of “1”s in an input x ∈ {0, 1}n is a multiple of m, otherwise, MODm(x) = 1.
Although the modulus function may be far from real tasks that neural networks
in the brain perform, we believe that considering such a simple and fundamental
task makes an important step for understanding what circuit structure benefits the
energy-efficiency of threshold circuits.
We investigate a relationship among the three complexity measures, size, fan-
in, and energy, of threshold circuits computing modulus function, and obtain the
following two results.
1.1 Tradeoff of size and energy
In [19], it is proved that size and energy of a threshold circuit computing the
modulus function cannot be simultaneously small: Any threshold circuit C of energy








We prove in this thesis that MODm of n variables can be computed by a threshold
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for every integer e ≥ 2. Comparing the right-hand side of Eq. (1.1) with one of
Eq. (1.2), we can find the difference between the terms only in the exponent of
n/m. Thus, our upper bound almost matches the lower bound, and implies that
there exists a tight tradeoff between size and energy of threshold circuits computing
modulus function. We obtain the result by a construction of the desired threshold
circuits, and hence it exhibits a circuit design of energy-efficient threshold circuits.
In addition, we consider an extreme case where threshold circuits have energy
e = 1. In this case, we prove that any threshold circuit C computing the MODm
of n variables must have size s ≥ 2(n−m)/2. This contrasts with Eq. (1.2) implying
that MODm can be computed by a threshold circuit of size s = O(n/m) and energy
e = 2. Thus, our results imply that there exists a significant gap of computational
power between threshold circuits of e = 1 and ones of e = 2.
1.2 Tradeoff of fan-in and energy
We also consider a relationship between the energy complexity and another major
complexity measure, called fan-in which is defined to be the maximum number of
inputs of every gate in the circuit, and is one of intensively studied measures, such
as size and depth, in the literature [3, 4, 12, 15].
We show that, similarly to the relationship between energy and size mentioned
above, there exists a tradeoff between the energy and the fan-in of not only threshold
circuits but all the logic circuits. More precisely, we first prove that a symmetric
function f of n variables can be computed by a particular type of logic circuits, a
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and fan-in l. Note that the symmetric function contains MODm functions. Equa-
tion (1.3) implies that there exists a threshold circuit C of small energy e if every
gate in C is allowed to have a large fan-in l (e.g., e = O(1) and l = O(n)), and
also implies that there exists a threshold circuit C of small fan-in l if C is al-
lowed to use large energy e (e.g., l = O(1) and e = O(n)). We then show that
the upper bound in Eq. (1.3) is almost tight, as follows. We define a value vec-
tor v(f) = (v(0), v(1), · · · , v(n)) of a symmetric function f such that, for each i,
0 ≤ i ≤ n, v(i) is the value (0 or 1) of the function f on an input with i “1”s, and
denote by mf the maximum numbers of consecutive “0”s or “1”s in the value vector
of f . We prove that the following lower bound holds for any logic circuit computing







Consider the case where mf = o(n), then Eq. (1.4) implies that any logic circuit C
must have large energy e if every gate in C has a bounded fan-in l (e.g., if l = O(1)
then e = Ω(n)), and also implies that any logic circuit C must have large fan-in l
if C has small energy e (e.g., if e = O(1) then l = Ω(n)). Consequently, Eqs. (1.3)
and (1.4) imply that there exists a tradeoff between the energy and fan-in of logic
circuits computing a symmetric function. Thus, one of the energy and fan-in of a
logic circuit can be small, while both of them cannot be simultaneously small.
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1.3 Threshold circuits computing P nLR functions
The results implies that the energy complexity has an interesting relationship with
the major complexity measures, the size and the fan-in, of threshold circuits com-
puting the MODm functions. However, the MODm function is a typical arithmetic
function, and hence it was not clear if such a tradeoff holds for other computational
tasks, especially, that arise in a context of biological information processing.
In this thesis, we also consider a Boolean function, called P nLR, which Legen-
strin and Maass introduced to model a simple task for a pattern recognition on
1-dimensional array [6]. Suppose there are two types of local feature detectors
x = (x1, x2, . . . , xn) ∈ {0, 1}n and y = (y1, y2, . . . , yn) ∈ {0, 1}n, where each of
x1, x2, . . . , xn represents a detector for one feature, while each of y1, y2, . . . , yn does
a detector for the other feature: We have xi = 1 (yj = 1, respectively) if a detector
on the i-th (j-th) position is activated. Then the function P nLR : {0, 1}n×{0, 1}n →
{0, 1} is defined as follows: For every pair of x = (x1, x2, . . . , xn) ∈ {0, 1}n and
y = (y1, y2, . . . , yn) ∈ {0, 1}n, P nLR(x,y) = 1 if there exists a pair of indices i and j
such that 1 ≤ i < j ≤ n and xi = yj = 1; and P nLR(x,y) = 0 otherwise. Intuitively,
P nLR models a task for determining a relative position between the two features.
Legenstrin and Maass study threshold circuits computing P nLR, and show that
(a) P nLR is computable by a threshold circuit of size O(log n), and
(b) the size of the circuit given in (a) is asymptotically optimal, that is, any
threshold circuit computing P nLR has size Ω(log n).
(In fact, they also show that their circuit design has advantage for total wire length
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in certain VLSI models.)
Following the tradeoff result for the Parity function described above, we inves-
tigate a relationship between the energy and size of a threshold circuit computing
P nLR. We then show that, as in the case for the Parity function, one can construct an
energy-efficient circuit computing P nLR if it is allowable to use large size: we prove








for any integer e, 3 ≤ e ≤ 2 log2 n + 1. Our result clearly implies that there exists
a threshold circuit C of small energy e if C is allowed to have a large size s (e.g.,
e = 3 and s = O(n)), while there exists a threshold circuit C of small size s if C
is allowed to use large energy e (e.g., s = O(log2 n) and e = O(log2 n)). It worth
mentioning that Eq. (1.5) has a quite similar form to the one (i.e., Eq. (1.1)) for the
Parity function.
Moreover, we consider an extreme case where a threshold circuit has energy e = 1.
In this case, we provide an exact value of size of an optimal threshold circuit: we












The rest of this thesis is organized as follows. In Chapter 2, we define some
terms on logic circuits, threshold circuits and the functions we use. In Chapter
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3, we first show that there exists a tradeoff between the size and the energy of
threshold circuits computing MODm functions. In Chapter 4, we show that there
exists a tradeoff between the fan-in and the energy of threshold circuits computing
symmetric functions. In Chapter 5, we show that there exists a tradeoff between
the size and the energy of threshold circuits computing P nLR functions. In Chapter
6, we conclude with some remarks.
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Chapter 2 Definitions
2.1 Threshold circuits
A logic circuit is a combinatorial circuit of logic gates, each of which computes a
Boolean function. A logic circuit C is expressed by a directed acyclic graph; let n be
the number of input variables to C, then each node of in-degree 0 in C corresponds
to one of the n input variables x1, x2, · · · , xn, and the other nodes correspond to
logic gates. We define size s(C), simply denoted by s, of a logic circuit C as the
number of logic gates in C.
Let gC1 , g
C
2 , · · · , gCs be the gates in C. One may assume without loss of generality
that gC1 , g
C
2 , · · · , gCs are topologically ordered with respects to the underlying graph
of C. We denote by l1, l2, · · · , ls the fan-ins of gC1 , gC2 , · · · , gCs , respectively, and
define the maximum number l of l1, l2, · · · , ls as fan-in of C. We may assume
throughout this paper that l ≥ 2. Let i be an integer such that 1 ≤ i ≤ s, and
zi(x) = (z1(x), z2(x), · · · , zli(x)) be an input to gCi for a circuit input x, where
zj(x), 1 ≤ j ≤ li, is either a value of an input variable or an output of a gate gi′ ,
i′ < i. While the output gCi (zi(x)) of g
C
i is determined by zi(x), we simply denote
gCi (zi(x)) by g
C
i [x].
Let n′ be the number of outputs of C, then C has n′ gates with out-degree 0. One
may assume without loss of generality that such gates are gCs−n′+1, g
C
s−n′+2, · · · , gCs .
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Then, for every input x ∈ {0, 1}n, the output C(x) of C is denoted by (u1, u2, · · · , un′)
where ui = g
C
s−n′+i[x] for each i, 1 ≤ i ≤ n′. The gates gCs−n′+1, gCs−n′+2, · · · , gCs are
called top gates of C.
Let f : {0, 1}n → {0, 1}n′ be a Boolean function of n inputs and n′ outputs.
A logic circuit C computes a Boolean function f if C(x) = f(x) for every input
x ∈ {0, 1}n.






Thus, the energy e(C) is the maximum number of gates outputting “1” over all
inputs x ∈ {0, 1}n to C. Trivially, we have 0 ≤ e(C) ≤ s(C).
Among all the logic circuits, we particularly consider a threshold circuit, that
is, a logic circuit consisting solely of threshold gates, defined as follows. Let C
be a threshold circuit of size s, and gC1 , g
C
2 , · · · , gCs be threshold gates with fan-
in l1, l2, · · · , ls. Then, each threshold gate gCi has weights w1, w2, · · · , wli and a
threshold t, where the weights and the threshold are real numbers; for an input
zi(x) = (z1(x), z2(x), · · · , zli(x)) to gCi , the output gCi [x] of gCi for an input x is
defined as







where sign(z) = 1 if z ≥ 0 and sign(z) = 0 otherwise.
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2.2 MOD functions
For an input x = (x1, x2, . . . , xn) ∈ {0, 1}n, we define |x| as the hamming weight





Then, for positive integers m ≥ 2, n and r, 0 ≤ r ≤ m − 1, MODrm is defined as
follows: For every input x = (x1, x2, . . . , xn) ∈ {0, 1}n,
MODrm(x) =
{
0 if r ≡ |x| (mod m);
1 otherwise.
We simply denote MOD0m by MODm.
2.3 Symmetric functions
For an input x = (x1, x2, · · · , xn) ∈ {0, 1}n, we define |x| as the hamming weight
of the input x, that is, |x| =
∑n
i=1 xi. A Boolean function f : {0, 1}n → {0, 1}
is symmetric if f(x) depends only on the value |x|. For a symmetric function f ,
we define the value vector v(f) = (v(0), v(1), · · · , v(n)) of f as follows: For each i,
0 ≤ i ≤ n, v(i) is the value (0 or 1) of the function f on an input with i “1”s, that
is,
f(x) = v(|x|).
Letm0 andm1 be the maximum numbers of consecutive “0”s and consecutive “1”s in
v(f), respectively; then we define mf = max{m0,m1}. Now we give some examples
of mf . If f is the Parity function, we have mf = 1, since “0” and “1” alternate with
each other in v(f). Similarly, if f is the modulus function MODm : {0, 1}n → {0, 1}
2.4 P nLR functions 11
(i.e., MODm(x) = 0 if |x| is a multiple of m; and MODm(x) = 1 otherwise), we
have mf = m− 1. If f is the Majority function, we have mf = ⌈(n+ 1)/2⌉.
2.4 P nLR functions
For any positive integer n, we define P nLR as follows: Let N = {1, 2, . . . , n}.
For a pair of x = (x1, x2, . . . , xn) ∈ {0, 1}n and y = (y1, y2, . . . , yn) ∈ {0, 1}n,
P nLR(x,y) = 1 if there exists a pair of indices i and j such that 1 ≤ i < j ≤ n and
xi = yj = 1; and P
n
LR(x,y) = 0 otherwise. More formally,
P nLR(x,y) =
{





n if x = (0, 0, . . . , 0);




0 if y = (0, 0, . . . , 0);
max{i ∈ N | yi = 1} otherwise.
12 Chapter 3 Tradeoff between size and energy
Chapter 3 Tradeoff between size
and energy
3.1 Deriving the tradeoff
Our main result is the following theorem that yields an energy-efficient threshold
circuit computing a modulus function. The proof of Theorem 3.1 will be given in
Section 3.3.
Theorem 3.1 Let m,n be any two positive integers, and let e ≥ 2 be any integer.
Then there is a threshold circuit computing MODm of n variables such that its energy













In the paper [19], it is shown that the size s and energy e of a threshold circuit C
computing MODm of n variables cannot be simultaneously small, as described in
the following theorem.
Theorem 3.2 ([19]) Let C be a threshold circuit computing the function MODm
of n variables. Then the size s and energy e ≥ 2 of C satisfy
n
m− 1








where c ∼= 2.718 is the Napier’s (or mathematical) constant.
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By a simple modification of Eq. (3.2), we can obtain from Theorem 2 the following
lower bound on the size of threshold circuits computing modulus functions.













where c ∼= 2.718 is the Napier’s (or mathematical) constant.
Proof. From Eq. (3.2), we have
n
m− 1















≤ 2c · s
e





















Observe the asymptotic terms in the right-hand side of Eqs. (3.1) and (3.3). The
substantial difference between the bounds can be found only in the exponent in
the formulas: the term in Eq. (3.1) has 1/(e − 1), while the term in Eq. (3.3) has
1/e. Hence, the upper bound in Theorem 3.1 almost matches the lower bound in
Corollary 3.1.
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3.2 Energy-efficient circuits of bounded size
In this section, we prove Theorem 3.1. We say that a threshold circuit C is regular
if the inputs of every gate in C includes all the inputs x1, x2, . . . , xn with weight 1s.
In other words, every gate in C receives all the unweighted inputs x1, x2, . . . , xn.
The following technical lemma plays key role in our proof.
Lemma 3.1 Let m,n, n′ be positive integers such that n ≥ n′ + 1. Let C ′ be a
regular threshold circuit computing MODm of n
′ variables. Then, there is a regular
threshold circuit C computing MODm of n variables such that e(C) ≤ e(C ′)+ 1 and









We will prove the lemma in the next section. Using the lemma, we prove Theorem 3.1
below.
Proof of Theorem 3.1. Let e be an arbitrary integer at least 2. In order to prove
the theorem, it suffices to construct a regular threshold circuit C computing MODm
of n variables such that e(C) ≤ e and






We provide our construction by induction on e ≥ 2. That is, we construct a threshold
circuit of energy e+ 1 from a threshold circuit of energy e. We start from the case
of e = 2 as the basis.
Basis : e = 2.
Consider a regular threshold circuit C ′ consisting of a single threshold gate g with
threshold t = 1 and m − 1 input variables. Clearly, e(C ′) = 1, s(C ′) = 1, and
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C ′ computes MODm of n
′ = m − 1 variables. Therefore, Lemma 3.1 implies that
there is a regular threshold circuit C computing MODm of n variables such that
e(C) ≤ e(C ′) + 1 and








Since e(C ′) = 1, we have e(C) ≤ e(C ′) + 1 = 2 = e. Since s(C ′) = 1 and e = 2, we
have


























and let n′ = mγe−1 − 1. Since m ≥ 2, we have n′ ≥ 1. Then, by the induction
hypothesis, there is a regular threshold circuit C ′ computing MODm of n
′ variables
where e(C ′) ≤ e and







s(C ′) ≤ (e− 1)
⌈(
(mγe−1 − 1) + 1
m
)1/(e−1)⌉
≤ (e− 1)γ. (3.5)
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We will construct a regular threshold circuit C computing MODm of n variables,
and show that C has energy








Since C ′ computes MODm of n
′ = mγe−1 − 1 variables, by Lemma 3.1 there is a
regular threshold circuit C computing MODm of n variables such that
e(C) ≤ e(C ′) + 1 = e+ 1
and











− 1 ≤ γ. (3.7)
Therefore, by Eqs. (3.5), (3.6)−(3.7), we have
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3.3 Proof of Lemma 3.1
In this section, we prove Lemma 3.1.
Let m,n, n′ be positive integers such that n ≥ n′ + 1. Let C ′ be a regular
threshold circuit computing MODm of n
′ variables, and s = s(C ′). We denote by
g′1, g
′
2, . . . , g
′
s the threshold gates in C
′. One may assume without loss of generality
that g′1, g
′
2, . . . , g
′
s are topologically ordered with respect to the underlying directed
acyclic graph of C ′, and that each gate g′i, 1 ≤ i ≤ s, receives exactly (i − 1) + n′
inputs from the outputs of the gates g′1, g
′
2, . . . , g
′
i−1 and the n
′ inputs x1, x2, . . . , xn′ .
If there is some gate g′i, 1 ≤ j ≤ i − 1, such that g′i has no input from the output
of g′j, then one connects input of g
′
i with weight 0 for the output of g
′
j. Therefore,
for each index i, 1 ≤ i ≤ s, let w′i,1, w′i,2, . . . , w′i,i−1 be the weights of the gate g′i for
the outputs of the gates g′1, g
′
2, . . . , g
′
i−1, respectively, and denote by t
′
i the threshold
of g′i. Since C
′ is regular, each of the gates g′1, g
′
2, . . . , g
′
s has weight 1s for the n
′
input variables. Thus, the output of the gate g′i for each input x
′ ∈ {0, 1}n′ can be

















We show that, for any positive integer n ≥ n′ + 1, MODm of n variables can be
computed by a regular threshold circuit C of energy e(C) ≤ e(C ′) + 1 and size















We construct the desired threshold circuit C from C ′, as described below.
To obtain C, we add new input variables xn′+1, xn′+2, . . . , xn to C
′, and connect
each of the new input variables to each of the gates g′1, g
′
2, . . . , g
′
s with weight 1.
Besides, for each index i, 1 ≤ i ≤ β, we add a new threshold gate ĝi with weight 1s
for the inputs x1, x2, . . . , xn and a threshold αmi to C
′, and connect the output of




2, . . . , g
′
s with weight −αmi. For each index i, 1 ≤ i ≤ s,
we denote by gi the gate in C that corresponds to the gate g
′
i in C
′, and denote by
x = (x1, x2, . . . , xn) ∈ {0, 1}n an input to C. Then, the output of the gate gi for an








αmj · ĝj[x]− t′1
)













Moreover, for each index i, 2 ≤ i ≤ β, we connect the output of the gate ĝi to the







αmj · ĝj[x]− αmi
)
if 1 ≤ i ≤ β − 1;
sign (|x| − αmβ) if i = β
(3.10)
for x ∈ {0, 1}n. Clearly, C is a regular circuit, and









Below we prove that C computes MODm of n variables, and e(C) ≤ e(C ′) + 1.
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≤ αm(β + 1)− 1








αmi∗ ≤ |x| ≤ αm(i∗ + 1)− 1. (3.11)
We prove the following claim.
Claim 3.1 The following (i), (ii) and (iii) hold.
(i) ĝi[x] = 0 for each i, i
∗ + 1 ≤ i ≤ β;
(ii) ĝi[x] = 1 if i = i
∗; and
(iii) ĝi[x] = 0 for each i, 1 ≤ i ≤ i∗ − 1.
In other words, if 0 ≤ |x| ≤ αm−1, none of ĝ1, ĝ2, . . . , ĝβ outputs 1; otherwise, only
the gate ĝi∗ outputs 1.
Proof of Claim 3.1. For each index i, 1 ≤ i ≤ β, let pi[x] be the value in the sign





αmj · ĝj[x]− αmi if 1 ≤ i ≤ β − 1,
|x| − αmβ if i = β
(3.12)
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for x ∈ {0, 1}n. Clearly, ĝi[x] = sign(pi(x)). We evaluate pi(x), and prove (i), (ii)
and (iii).
(i) ĝi[x] = 0 for each i, i
∗ + 1 ≤ i ≤ β.
If i ≤ β − 1, then by Eqs. (3.11) and (3.12)




≤ αm(i∗ + 1− i)−1
≤ −1. (3.13)
If i = β, then by Eqs. (3.11) and (3.12) we similarly have
pi(x) = |x| − αmβ
≤ αm(i∗ + 1)− 1− αmβ
≤ −1. (3.14)
Eqs. (3.13) and (3.14) imply that ĝi[x] = sign(pi(x)) = 0.
(ii) ĝi[x] = 1 if i = i
∗.
In this case, we have 1 ≤ i∗ ≤ β. By (i) above, if i∗ ≤ β − 1,
β∑
j=i∗+1
αmj · ĝj[x] = 0,
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and hence we have by Eqs. (3.11) and (3.12)
pi∗(x) = |x| − αmi∗
≥ αmi∗ − αmi∗
= 0.
Thus, ĝi∗ [x] = sign(pi(x)) = 1.
(iii) ĝi[x] = 0 for each i, 1 ≤ i ≤ i∗ − 1.
In this case, we have 2 ≤ i+ 1 ≤ i∗ ≤ β, and hence
β∑
j=i+1
ĝj[x] ≥ ĝi∗ [x].




αmj · ĝj[x] ≤ −αmi∗ · ĝi∗ [x]
= −αmi∗. (3.15)
Since i+ 1 ≤ β, we have i ≤ β − 1. Therefore, by Eqs. (3.12) and (3.15)
pi(x) ≤ |x| − αmi∗ − αmi. (3.16)
By Eqs. (3.11) and (3.16), we have
pi(x) ≤ αm(i∗ + 1)− 1− αmi∗ − αmi
≤ αm− 1− αmi
≤ −1
and hence ĝi[x] = sign(pi(x)) = 0. ⊓⊔
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We are now ready to prove the lemma by the claim 3.1. There are the following
two cases to consider.
Case 1: 0 ≤ |x| ≤ αm− 1.







m− 1 ≤ n′.
Therefore, Eqs. (3.8) and (3.9) imply that, for every index i, 1 ≤ i ≤ s, the output
of gi for x ∈ {0, 1}n equals to the output of g′i for an input x′ ∈ {0, 1}n
′
such that
|x′| = |x|. Thus the number of gates outputting 1 is at most e. Since C ′ computes
MODm, C(x) equals to MODm(x).
Case 2: αm ≤ |x| ≤ αm(β + 1)− 1.
In this case, the claim 3.1 implies that only the gate ĝi∗ of ĝ1, ĝ2, . . . , ĝβ outputs
1, and hence Eq. (3.9) implies that, for every index i, 1 ≤ i ≤ s, the output of gi
can be represented as
gi[x] =
{
sign (|x| − αmi∗ − t′i) if i = 1;
sign
(








Besides, Eq. (3.11) implies that
0 ≤ |x| − αmi∗ ≤ αm− 1. (3.18)
Therefore, Eqs. (3.8), (3.17) and (3.18) imply that, for every index i, 1 ≤ i ≤ s,
gi[x] for x ∈ {0, 1}n equals to the output of g′i for an input x′ ∈ {0, 1}n
′
such that
|x| − αmi∗ = |x′|. Thus, at most e gates of the gates g1, g2, . . . , gs output 1, and
consequently the number of gates outputting 1 in C is at most e + 1. The circuit
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C ′ computes MODm of n
′ variables, and |x| − αmi∗ is a multiple of m if and only
if |x′| is a multiple of m. Hence, C(x) equals to MODm(x).
3.4 Circuits of energy e = 1
In this section, we consider an extreme case where threshold circuits have energy
e = 1. While we know from Theorem 3.1 that MODm of n variables can be computed
by a threshold circuit of size s = O(n/m) and energy e = 2, we can prove that any
threshold circuit of energy e = 1 needs 2(n−m)/2 gates to compute MODm of n
variables, as follows.
Theorem 3.3 If a threshold circuit C of energy 1 computes MODm of n variables,
then the size of C is at least 2(n−m)/2.
Proof. Let C be a threshold circuit of size s and energy e = 1 that computes
MODm of n variables. We denote by g1, g2, . . . , gs the gates in C. One may assume
that g1, g2, . . . , gs are topologically ordered with respect to the underlying directed
acyclic graph of C, and that gs is the output gate of C. Let
X0 = {z ∈ {0, 1}n | |z| is multiple of m},
and let n0 be the cardinality of X0, that is, n0 = |X0|. It suffices to show that
s ≥ n0, (3.19)
and
n0 ≥ 2(n−m)/2 (3.20)
24 Chapter 3 Tradeoff between size and energy
since then we have s ≥ n0 ≥ 2(n−m)/2. In what follows, we verify Eqs. (3.19) and
(3.20).
We first verify Eq (3.19). For the sake of contradiction, assume that s ≤ n0 − 1.
Since e = 1 and the top gate gs outputs 0 for any input z ∈ X0, we have, for each
input z ∈ X0, either exactly one of g1, g2, . . . , gs−1 outputs 1 or none of the gates
outputs 1. Since s ≤ n0 − 1, the pigeonhole principle implies that there exists a
pair of inputs x = (x1, x2, . . . , xn),y = (y1, y2, . . . , yn) ∈ X0 that satisfies one of the
following two conditions:
(i) there exists only one index k, 1 ≤ k ≤ s− 1, such that gk[x] = gk[y] = 1; and
(ii) none of the gates g1, g2, . . . , gs outputs 1 for each of the inputs x and y.
For each of (i) and (ii), we derive a contradiction as follows.
We first consider (i). Since g1, g2, . . . , gs are topologically ordered, the inputs of
gk consist of some of the outputs of g1, g2, . . . gk−1 and some of x1, x2, . . . , xn. Note
that, since gk[x] = gk[y] = 1 and e = 1, the gates g1, g2, . . . , gk−1 output 0s for each
of x and y. Moreover, one may assume without loss of generality that the inputs
of gk include all the inputs x1, x2, . . . , xn; if there exists an index i such that gk has
no input from xi, then one connects xi to gk with weight 0. Let w1, w2, . . . , wn be


















Since gk[x] = gk[y] = 1, Eqs. (3.21) and (3.22) imply that
n∑
i=1
wixi − tk ≥ 0 and
n∑
i=1







wiyi − 2tk ≥ 0. (3.23)
Since x ̸= y, there exists an index j such that xj ̸= yj. Consider a pair of inputs x′
and y′ obtained from x and y by exchanging the jth component of x for that of y:
x′ = (x1, x2, . . . , xj−1, yj, xj+1, . . . , xn) (3.24)
and
y′ = (y1, y2, . . . , yj−1, xj, yj+1, . . . , yn). (3.25)
Both |x| and |y| are multiples of m and we have either 0 = xj ̸= yj = 1 or
1 = xj ̸= yj = 0, and hence neither |x′| nor |y′| are multiples of m. Note that
m ≥ 2. Thus, gs[x′] = gs[y′] = 1, and, since e = 1, we have gj[x′] = gj[y′] = 0 for
















wiyi − wjyj + wjxj − tk
)
= 0.




wixi − wjxj + wjyj − tk < 0 and
n∑
i=1







wiyi − 2tk < 0,
contrary to Eq. (3.23).
We next consider (ii), and derive a contradiction in a similar way to (i). The
inputs of the top gate gs consist of some of the outputs of g1, g2, . . . gs−1 and some of
x1, x2, . . . , xn. Similarly to the case (i), one may assume without loss of generality
that the inputs of gs include all the inputs x1, x2, . . . , xn. Let w1, w2, . . . , wn be
weights of gs for x1, x2, . . . , xn, respectively, and let ts be the threshold of gs. Since
















Since gs[x] = gs[y] = 0, Eqs. (3.26) and (3.27) imply that
n∑
i=1
wixi − ts < 0 and
n∑
i=1







wiyi − 2ts < 0. (3.28)
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Let j be an index such that xj ̸= yj, then consider a pair of inputs x′ and y′ obtained
from x and y by switching the jth components of the inputs as in Eqs. (3.24) and
(3.25). Since neither |x′| nor |y′| are multiples of m, we have gs[x′] = gs[y′] = 1,
and gj[x
′] = gj[y
′] = 0 for every j, 1 ≤ j ≤ s−1. Thus, only the top gate gs outputs
1 for each of x′ and y′. Therefore, similarly to the case (i), we have
n∑
i=1
wixi − wjxj + wjyj − ts ≥ 0 and
n∑
i=1







wiyi − 2ts ≥ 0,
contrary to Eq. (3.28).



















Xα = {x ∈ {0, 1}n | |x| = α}.
Since Xα ⊆ X0, we have

















⌉) = ( n⌈n+m
2
⌉). (3.31)


























































By Eqs. (3.30) and (3.32), we have verified Eq (3.20).
Theorems 3.1 and 3.3 imply that there exists a significant gap of computational
power between threshold circuits of e = 1 and ones of e = 2.
29
Chapter 4 Tradeoff between
fan-in and energy
4.1 Deriving the tradeoff
In this section, we show that, there exists a tradeoff between the fan-in and the
energy of threshold circuits. Specifically, we give upper and lower bounds on the
energy of logic circuits computing symmetric function of n variables.






where l denotes the fan-in of C. This result implies that, if the fan-in is large, we
can construct a energy-efficient threshold circuit C computing symmetric function
of n variables.








This result implies that the fan-in l and energy e of a logic circuit C computing
symmetric function of n variables cannot be simultaneously small. By Eq. (4.1) and
Eq. (4.2), we obtain the tradeoff between fan-in and energy.
The rest of this chapter is organized as follows. In Section 4.2, we provide a
30 Chapter 4 Tradeoff between fan-in and energy
theorem stating the upper bound with a proof, where we use a technical lemma
whose proof is given in Section 4.3. In Section 4.4, we show a tightness of the upper
bound by giving the lower bound.
4.2 Energy-efficient circuits of bounded fan-in
We first give an upper bound on the energy e of logic circuits computing a sym-
metric function f in terms of the fan-in l and the number n of the input variables.
In the following theorem, we show that even a threshold circuit can compute f with
energy e(C) = O (n/l).
Theorem 4.1 Let l and n be positive integers, and let f be a symmetric function
of n variables. Then, there is a threshold circuit C computing f such that C has
energy e(C) = O (n/l), fan-in at most 2l and size s(C) = O(n2).
We prove Theorem 4.1 by construction. For each integer 0 ≤ α ≤ n, we denote by
1α be the vector of length n + 1 such that only (α + 1)-th position is 1, that is,
10 = (1, 0, 0, · · · , 0), 11 = (0, 1, 0, · · · , 0), and so on. A threshold circuit with n+ 1
outputs is called a threshold (l, n)-circuit if it receives l input bits (z1, z2, · · · , zl) ∈
{0, 1}l and n + 1 input bits (v0, v1, · · · , vn) ∈ {1j | 0 ≤ j ≤ n}. (See Fig. 1.) The
vector of length n + 1 is called counter input. The following lemma plays key role
in our construction.
Lemma 4.1 Let l and n be positive integers. Then, there is a threshold (l, n)-circuit
Cl,n of fan-in at most 2l such that, for each pair of z = (z1, z2, · · · , zl) ∈ {0, 1}l and
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C
......
z z z1 2 l v v v0 1 n
u u u0 1 n...
l,n
{counter input
Figure 4.1: Overview of the circuit Cl,n given in Lemma 4.1.
1α, 0 ≤ α ≤ n, we have Cl,n(z,1α) = (u0, u1, · · · , un) = 1β, where
β = |z|+ α.
Moreover, its energy e(Cl,n) = 3, and its size s(Cl,n) ≤ (l + 2)(n+ 2)− 1.
See Fig. 4.1 for an overview of Cl,n. We will prove the lemma in Section 4.3.
We are now ready to prove Theorem 4.1.
Proof of Theorem 1. Let l and n be positive integers. One may assume that n is
a multiple of l, that is, n = d · l for some positive integer d; otherwise, one may
increase n so that the condition holds. We construct a desired threshold circuit C
computing the symmetric function f of n variables as follows.
Let Ci, 1 ≤ i ≤ d, be a copy of a threshold (l, n)-circuit Cl,n which is given by
Lemma 4.1, and let (ui,0, ui,1, · · · , ui,n) be the output of Ci. We obtain the desired
circuit C by combining C1, C2, · · · , Cd as follows. (See Fig. 4.2.) We first fix the
counter input of C1 to 10, and add x1, x2, · · · , xl as the other l input bits of C1.
Then for each i, 2 ≤ i ≤ d, we connect the output (ui−1,0, ui−1,1, · · · , ui−1,n) of Ci−1
to Ci as its counter input, and add x(i−1)l+1, x(i−1)l+2, · · · , xil as the other l input
bits of Ci. Let Γ be a set of indices such that
Γ = {i | v(i) = 1},
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Figure 4.2: Overview of the circuit C given in the proof of Theorem 4.1.
we then complete the construction of C by adding a new circuit C ′ computing
∨
(ud,i | i ∈ Γ); (4.3)
we construct C ′ as follows: C ′ consists of ⌈(|Γ| − 1)/(l − 1)⌉ threshold gates that
compose a l-ary tree, where each gate has l inputs with weights one, a threshold one
and a single output. See Fig. 4.2 for an overview of C.
Since we construct C from C1, C2, · · · , Cd which are d copies of Cl,n given in
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and size






Thus, it suffices to show that C computes f .
Let i be an arbitrary integer such that 2 ≤ i ≤ d. Since Ci is a copy of Cl,n and Ci
receives the output of Ci−1 as the counter input, Lemma 4.1 implies that the output
of Ci is 1βi where









By Eqs. (4.4) and (4.5), we have















Therefore, βd = |x| if and only if the output ud,βd of Cd is “1”. By Eq. (4.3), C thus
computes f . ⊓⊔
4.3 Proof of Lemma 4.1
In this section, we prove Lemma 4.1 by constructing the desired threshold (l, n)-
circuit Cl,n that receives l input bits z1, z2, · · · , zl together with n + 1 input bits
v0, v1, · · · , vn, and outputs n+ 1 bits u0, u1, · · · , un.
First, we recursively make l + 1 threshold gates gi, 0 ≤ i ≤ l, as follows.























Figure 4.3: (a) The gate gl, (b) the gate gi, and (c) the gate gi,j.
• The threshold gate gl has a threshold l and receives the inputs z1, z2, · · · , zl
with weights one. (See Fig. 4.3(a).)
• For each i, 0 ≤ i ≤ l−1, the threshold gate gi has a threshold i, and gi receives
the l inputs from z1, z2, · · · , zl with weights one and receives the outputs of l−i
gates gi+1, gi+2, · · · , gl with weights−(i+2),−(i+3), · · · ,−(l+1), respectively.
(See Fig. 4.3(b).)












Note that gi has threshold i, and
gl(z) = sign (|z| − l) =
{
1 if |z| = l,
0 if |z| ≤ l − 1.
For each i, 0 ≤ i ≤ l − 1 and z ∈ {0, 1}l, we denote by a(i, z) the value in the sign
function of Eq. (4.6), that is,
a(i, z) = |z| − i−
l∑
j=i+1
(j + 1) · gj[z]. (4.7)
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Let i, 0 ≤ i ≤ l, be an arbitrary integer. We now claim that, a(i, z) = 0 if i = |z|,
and a(i,z) < 0 otherwise. By Eq. (4.7), clearly a(i, z) < 0 for all i, |z|+ 1 ≤ i ≤ l,
and hence gi(z) = 0 for such i. Therefore,
a(|z|, z) = |z| − |z| −
l∑
j=|z|+1
(j + 1) · gj[z] = 0,
and hence g|z|[z] = 1. For each i, 0 ≤ i ≤ |z| − 1, by Eq. (4.7) we thus have
a(i, z) = |z| − i−
l∑
j=i+1
(j + 1) · gj[z]
= |z| − i−
|z|∑
j=i+1
(j + 1) · gj[z]
≤ |z| − i− (|z|+ 1) · g|z|[z]
= |z| − i− |z| − 1
= −i− 1
< 0.




1 if i = |z|;
0 otherwise,
that is, only g|z| of g0, g1, · · · , gl outputs “1”.
For every pair of integers i ∈ {0, 1, · · · , l} and j ∈ {0, 1, · · · , n}, we then make
a threshold gate gi,j computing the AND of the output of gi and vj, that is, gi,j
has a threshold two, and receives the output of gi and vj with weights one. (See
Fig. 4.3(c).) Clearly, gi,j outputs “1” if and only if
i = |z| and vj = 1.
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Note that only g|z| of g1, g2, · · · , gl outputs “1”, and exactly one of v0, v1, · · · , vn
equals to 1. Hence, for every pair of inputs z ∈ {0, 1}l and 1α, 0 ≤ α ≤ n, only
g|z|,α outputs “1”.
We finally complete the construction of Cl,n by adding a threshold gate g
′
k for each
k, 0 ≤ k ≤ n, as a top gate whose output corresponds to uk, as follows. The gate
g′k computes the OR of the outputs of all the gates gi,j such that i and j satisfy
k = i+ j. (4.8)
Clearly, for each i, 0 ≤ i ≤ min(l, k), there exists a unique integer ji such that






Thus, g′k receives the outputs of at most l + 1 gates.
Note that for each pair of z ∈ {0, 1}l and 1α, 0 ≤ α ≤ n, only the gate g|z|,α
outputs “1”. Hence, Eq. (4.8) implies that, for each k, 1 ≤ k ≤ n,
g′k[z,1α] =
{
1 if k = |z|+ α;
0 otherwise,
that is, only g′β, such that
β = |z|+ α, (4.9)
outputs “1”. Since the output of g′k is uk for each k, 0 ≤ k ≤ n, the output of Cl,n
is 1β. Hence, Cl,n computes the desired function.
Clearly, g0, g1, · · · , gl have fan-in at most 2l, g0,0, g0,1, · · · , gl,n have fan-in two,
and g′0, g
′
1, · · · , g′n have fan-in at most l + 1. For every pair of z and 1α, the gates
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outputting “1”s are g|z|, g|z|,α and g
′
β satisfying Eq. (4.9). Hence, the energy e of
Cl,n is three. Furthermore,
s(Cl,n) = (l + 1) + (l + 1)(n+ 1) + (n+ 1) ≤ (l + 2)(n+ 2)− 1.
We thus complete the proof of Lemma 4.1.
4.4 Lower bound on energy
In this section, we show a tightness of our bound given in Theorem 1. The
following theorem implies that our upper bound is tight up to a constant factor if
mf = o(n).
Theorem 4.2 Let l and n be positive integer. Let C be a logic circuit computing a







Proof. We prove the theorem by induction on the number n of input variables. For
the inductive base, consider the case where n = 1. In this case, we have 1 ≤ mf ≤ 2
and hence Eq. (4.10) holds since we have e(C) ≥ 0 and ⌈(n−mf )/l⌉ = 0.
For inductive hypothesis, assume that Eq. (4.10) holds for every logic circuit C ′
of fan-in at most l that computes any symmetric function f ′ of n′ variables for n′
such that n′ ≤ n− 1.
Let C be a logic circuit that computes a symmetric function f of n variables and
that has fan-in at most l. We say that a logic gate g computes a trivial function
if g[x] = g[y] for all inputs x and y. If f is trivial, then mf = n + 1 and hence
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Eq. (4.10) holds. Therefore, one may assume that f is non-trivial. Thenmf ≤ n and
hence the top gate of C computes a non-trivial function. In fact, one may assume
without loss of generality that every gate in C computes a non-trivial function.
Let g1, g2, · · · , gs be the gates in C, and assume that g1, g2, · · · , gs are topologically
ordered with respect to the underlying directed acyclic graph of C. Clearly, g1 only
receives a number k(≤ l) of the n input variables, say xi1 , xi2 , · · · , xik . Hence, we
can fix the output of g1 to “1” by determining assignments to the k input variables.
Let ai1 , ai2 , · · · , aik ∈ {0, 1} be such assignments to xi1 , xi2 , · · · , xik , respectively,
that fix the output of g1 to “1”, and let C
′ be the resulting circuit. Clearly, we have
e(C) ≥ e(C ′) + 1. (4.11)
Furthermore, C ′ computes a symmetric function f ′ of n′ variables where n′ = n−k ≤
n− 1. Let v be the value vector of f , then for each α, 0 ≤ α ≤ n′, the value vector










mf ≥ mf ′ . (4.12)
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Thus, Eq. (4.10) holds. ⊓⊔
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Chapter 5 Threshold circuits
computing PnLR
functions
5.1 Energy-efficient circuits of bounded size
In this section, we give a construction of energy-efficient threshold circuits com-
puting P nLR. The following theorem gives an upper bound on the size of threshold
circuits computing P nLR with energy e for any e ≥ 3.
Theorem 5.1 Let n be a positive integer. Then, there is a threshold circuit C


























Proof. Let n and e be integers where n ≥ 1 and e ≥ 3. We prove Theorem 5.1
by constructing the desired circuit C. To simplify our proof, we only consider the













Thus, it suffices to construct a threshold circuit C of energy
e = 2α + 1 (5.1)
and size
s = 2αβ + 1 (5.2)


























For each j, 0 ≤ j ≤ α− 1, we define hj : {0, 1, . . . , βα − 1} → {0, 1, . . . , β − 1} as






( mod β )
for every p ∈ {0, 1, . . . , βα − 1}. Note that
α−1∑
j=0
hj(p) · βj = p.
Below we construct αβ threshold gates to represent h1(l(x)), h2(l(x)),. . ., hα−1(l(x)).




0 if k = hj(n);
1 otherwise
(5.3)
and receives x1, x2, . . . , xn as its input, where for each i, 1 ≤ i ≤ n, the weight wxi,j,k
for xi is given as
wxi,j,k =
{
2n−i if k = hj(i);
−2n−i otherwise.
Then the following claim holds.
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Claim 5.1 For each pair of j and k, 0 ≤ j ≤ α− 1 and 0 ≤ k ≤ β − 1,
gxj,k[x] =
{
1 if k = hj(l(x));
0 otherwise.
(5.4)
Proof. Let j and k, 0 ≤ j ≤ α − 1 and 0 ≤ k ≤ β − 1, be an arbitrary pair of





Consider the case where x = (0, 0, . . . , 0). In this case, we clearly have
zj,k(x) = 0.
Equation (5.3) implies that gxj,k outputs 1 if k = hj(n), and output 0 otherwise.
Thus, it satisfies Eq. (5.4).
Next, we consider the case where x ̸= (0, 0, . . . , 0).
[k = hj(l(x))]
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Thus gxj,k[x,y] = 1.
[hj(l(x)) ̸= k]





Since k ̸= hj(l(x)), we have














Thus gxj,k[x,y] = 0. ⊓⊔
Thus, gj,k[x] = 1 if and only if the j-th figure of l(x) is k in notation system of
base β.
Similarly, we construct another set of αβ gates to represent h1(r(y)), h2(r(y)), . . . , hα−1(r(y)).




0 if k = hj(0) (i.e., k = 0);
1 otherwise
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2i if k = hj(i);
−2i otherwise.
Similarly to Claim 5.1 above, the following claim holds
Claim 5.2 For each pair of j and k, 0 ≤ j ≤ α− 1 and 0 ≤ k ≤ β − 1,
gyj,k[y] =
{
1 if hj(r(y)) = k;
0 otherwise.
We omit the proof of the claim; the proof is similar to the one for Claim 5.1. Thus,
gyj,k[y] = 1 if and only if the j-th figure of r(y) is k in notation system of base β.
Finally, we construct the top gate g to compare l(x) and r(y) (see Fig. 5.1): For
each pair of j and k, 0 ≤ j ≤ α− 1 and 0 ≤ k ≤ β − 1, g receives an output of gxj,k
with weight
wxj,k = −k · βj
and receives an output of gyj,k with weight
wyj,k = k · β
j;
and g has threshold one. Consequently, the output of g is given as follows:
Figure 5.1: The top gate g of C.

















Then C clearly computes P nLR: Consider the value in the sign function of Eq. (5.5),














g[x,y] = sign (−l(x) + r(y)− 1) =
{
1 if l(x) < r(y);
0 otherwise.
We now verify Eqs. (5.1) and (5.2). For each j, 0 ≤ j ≤ α − 1, gxj,k[x] = 1




j,2, . . . , g
x
j,β−1
outputs one. Similarly, for each j, 0 ≤ j ≤ α − 1, only one of gyj,0, g
y
j,1, . . . , g
y
j,β−1
outputs one. Since the top gate g may output one, the energy of C is 2α + 1, and
hence Eq. (5.1) holds. Clearly, C consists of 2αβ + 1 gates; gxj,k and g
y
j,k and for
0 ≤ j ≤ α − 1 and 0 ≤ k ≤ β − 1 together with the top gate g. Thus, Eq. (5.2)
holds. ⊓⊔
5.2 Circuits of energy e = 1
In this section, we consider the extreme case where a threshold circuit has energy
e = 1. In the following theorem, we prove by construction that a linear number of
gates are sufficient to compute P nLR for a threshold circuit of energy e = 1.
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Theorem 5.2 Let n be a positive integer. Then, there is a threshold circuit C






Before proving Theorem 5.2, we introduce some terms. For a Boolean variable
a, we denote by ¬a the negation of a. For each i, 1 ≤ i ≤ n, we define a Boolean
function fi : {0, 1}n × {0, 1}n → {0, 1} as follows: For every x = (x1, x2, . . . , xn) ∈
{0, 1}n and y = (y1, y2, . . . , yn) ∈ {0, 1}n,
fi(x,y) =

y2 ∨ y3 ∨ . . . ∨ yn if i = 1;
x1 ∨ . . . ∨ xi−1 ∨ yi+1 ∨ . . . ∨ yn if i = 2, 3, . . . , n− 1;
x1 ∨ x2 ∨ . . . ∨ xn−1 if i = n.
(5.6)
The following lemma plays an important role in our proof of Theorem 5.2.
Lemma 5.1 Let n be a positive integer. Then, for every pair of x ∈ {0, 1}n and






[P nLR(x,y) = 1 ⇒
∧
i∈N fi(x,y) = 1]
In this case there exists at least a pair of indecies i′ and j′, 1 ≤ i′ < j′ ≤ n, such
that xi′ = 1 and yj′ = 1. Let N = {1, 2, . . . , n}, Nx = {i′ + 1, i′ + 2, . . . , n} and
Ny = {1, 2, . . . , j′ − 1}. Since xi′ = 1 and yj′ = 1, Eq. (5.6) implies that
∧
i∈Nx




fi(x,y) = 1. (5.8)
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[P nLR(x,y) = 0 ⇒
∧
i∈N fi(x,y) = 0]
In this case, there exist an integer i′ such that x1 = x2 = · · · = xi′−1 = 0 and
yi′+1 = yi′+2 = · · · = yn. Thus,
x1 ∨ x2 ∨ . . . ∨ xi′−1 = 0 (5.9)
and
yi′+1 ∨ yi′+2 ∨ . . . ∨ yn = 0. (5.10)
From Eqs. (5.9) and (5.10),






Using Lemma 5.1, we prove Theorem 5.2 as follows.
Proof of Theorem 5.2. We prove Theorem 5.2 by constructing a threshold circuit C
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of energy e = 1 and size s = ⌈n/2⌉. In this proof, we consider only the case where
n is even, since the proof is similar for the other case. Lemma 5.1 implies that it
suffices to construct C that computes
∧
i∈N fi(x,y).
For each k, 1 ≤ k ≤ n/2, we define αk as
αk(x,y) = f2k−1(x,y) ∧ f2k(x,y). (5.11)
We also recursively define β1, β2, . . . .βn/2 as:
βk(x,y)=











if k = n/2.
(5.12)
Clearly, at most one of β1, β2, . . . , βn/2, has the value one as follows: Let k
∗, 1 ≤
k∗ ≤ n/2, be the minimum index satisfying βk∗(x,y) = 1, then Eq. (5.12) implies
that βk(x,y) = 0 for every k, k
∗ + 1 ≤ k ≤ n/2.




After the proof for Eq. (5.13), we use n/2 gates g1, g2, . . . , gn/2 to obtain the threshold
circuit C so that for each gate gk, 1 ≤ k ≤ n/2, computes βk, which clearly complete
the proof.
[Proof of Eq. (5.13)]
First, we consider the case where βn/2(x,y) = 1. In this case, Eq. (5.12) implies
that
αn/2(x,y) = 1 (5.14)
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x1 x1y2 y3 yn xn-2 xn-1 yn












-1 -1 -2 -2 2 2 1 1 -2n -2n
-2 -2 -2 -2-1 -1 -2n -2n
Figure 5.2: (a) The gate g1, (b) the gate gk, 2 ≤ k ≤ (n/2) − 1, and (c) the gate
gn/2.
and
βj(x,y) = 0 (5.15)
for each j, 1 ≤ j ≤ n/2− 1. By Eq. (5.15), for each k, 1 ≤ k ≤ n/2− 1,
αk(x,y) = 1. (5.16)
Equations (5.11), (5.14) and (5.16) imply that, for each k, 1 ≤ k ≤ n, fk(x,y) = 1.
Thus, by Eq. (5.7), P nLR(x,y) = 1.
Next, we consider the case where βn/2(x,y) = 0. In this case, Eq. (5.12) implies
that αn/2(x,y) = 0 or βj∗(x,y) = 1 for some j
∗, 1 ≤ j∗ ≤ n/2−1. If αn/2(x,y) = 0,
then fn−1(x,y) or fn(x,y) is 0, and if βj∗(x,y) = 1 then f2j∗−1(x,y) = 0 or
f2j∗(x,y) = 0. Thus by Eq. (5.7), P
n
LR(x,y) = 0.
[Construction of C] We construct the gates g1, g2, . . . , gn/2 so that gk computes βk
for each k, 1 ≤ k ≤ n/2, that is, gk[x,y] = βk(x,y).
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We first prove
g1[x,y] = β1(x,y). (5.17)
The gate g1 has a threshold −1 and receives input from x1 and y2 with weights −1
and from y3, y4, . . . , yn with weights −2, that is,
g1[x,y] = sign
(









(See Fig. 5.2 (a).) By the construction, g1 outputs 0 if either x1 = y2 = 1 or at least
one of y3, y4, . . . yn is 1, and otherwise, g1 outputs 1, that is,
g1[x,y] = ¬ ((x1 ∧ y2) ∨ y3 ∨ y4 ∨ . . . ∨ yn) . (5.18)
On the other hand, Eq. (5.12) implies that
β1(x,y) = ¬α1(x,y) = ¬ ((y2 ∨ y3 ∨ . . . ∨ yn) ∧ (x1 ∨ y3 ∨ y4 ∨ . . . ∨ yn)) .
Since a ∨ (a ∧ b) = a for any pair of Boolean variables a and b, we have
β1(x,y) = ¬ ((x1 ∧ y2) ∨ y3 ∨ y4 ∨ . . . ∨ yn) . (5.19)
Thus Eqs. (5.18) and (5.19) imply that g1 compute β1 and hence Eq. (5.17) holds.
Let k, 2 ≤ k ≤ n/2 − 1 be an arbitrary integer. We construct the gate gk as
follows. The gate gk has a threshold −1 and receive inputs from x2k−1 and y2k with
weights −1, from x1, x2, . . . , x2k−2 and y2k+1, y2k+2, . . . , yn with weights −2 and from
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(See Fig. 5.2 (b).) Then, gk outputs 0 if and only if at least one of the following
three conditions holds:
(1) x2k−1 = y2k = 1;
(2) at least one of x1, x2, . . . , x2k−2, y2k+1, y2k+2, . . . yn is 1;
(3) at least one of g1[x,y], g2[x,y], . . . , gk−1[x,y] is 1.
In other words, we have
gk[x,y] = ¬
(












We now prove gk[x,y] = βk(x,y) and hence by Eq. (5.20) it suffices to prove
βk(x,y) = ¬
(












by an induction on k. We start from the case of k = 2 as the basis.
[Basis: k = 2]
Equations (5.12) and (5.17) implies that
































[Inductive Step: k ≥ 3]
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By the induction hypothesis, for each i ≤ k − 1, we have
gi[x,y] = βi(x,y).
Thus, from Eq. (5.22) we have
βk(x,y) = ¬
(












Thus by Eq. (5.23), Eq. (5.21) holds true.
Finally, we construct gn/2. The gate gn/2 has a threshold 2 and receives inputs
from xn−1 and yn with weights 1 from x1, x2, . . . , xn−2 with weights 2, and from
g1, g2, . . . , gn/2−1 with weights −2n, that is,
gn/2[x,y] = sign










(See Fig. 5.2 (c).) By the construction, gn/2 outputs 1 if and only if all of g1[x,y], g2[x,y], . . . , g(n/2)−1[x,y]
are 0s. and at least one of the following two conditions holds:
(1) xn−1 = yn = 1;
(2) at least one of x1, x2, . . . , x(n/2)−2 is 1.
In other words, we have
gn/2[x,y] =
(










On the other hand, Eq. (5.12) implies that
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Since βi(x,y) = gi[x,y] for each i ≤ (n/2)− 1, we have from Eq. (5.25)
βn/2(x,y) =
(










Equations (5.24) and (5.26) imply that gk compute βk. ⊓⊔
The following theorem implies that the size of C given in Theorem 5.2 is optimal,
that is, P nLR cannot be computed by any threshold circuit of energy e = 1 and size
s ≤ ⌈n/2⌉ − 1.
Theorem 5.3 Let n be a positive integer. Let C be any threshold circuit computing






Proof. Before we prove Theorem 5.3, we introduce some more terms. Let C be
an arbitrary threshold circuit computing P nLR with energy e = 1 and size s. Let
g1, g2, . . . , gs be the gates in C. One may assume without loss of generality that
g1, g2, . . . , gs are topologically ordered with respects to the underlying graph of C.
Now we introduce pattern of C. We define a pattern pC(x,y) as a vector of the
outputs of the gates g1, g2, . . . , gs for x,y ∈ {0, 1}n , that is,
pC(x,y) = (g1[x, y], g2[x, y], . . . , gs[x, y]).
Let P (C) be a set of all the patterns that arise in C, that is,
P (C) = {pC(x,y) | x ∈ {0, 1}n,y ∈ {0, 1}n}.
Let P0(C) and P1(C) be a partition of P (C) such that
P0(C) = {pC(x,y) | x ∈ {0, 1}n,y ∈ {0, 1}n, C(x,y) = 0}
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and
P1(C) = {pC(x,y) | x ∈ {0, 1}n,y ∈ {0, 1}n, C(x,y) = 1}.
We use the following simple claim.
Claim 5.3
|P0(C)| ≤ s (5.27)
and
|P1(C)| = 1. (5.28)
Proof. Since e = 1, at most one of the s gates in C outputs “1” for any input.
Thus, C may have a patten (0, 0, . . . , 0), where none of the s gates outputs “1,” and
have patterns (1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1), where only gi outputs “1”
for each i, 1 ≤ i ≤ s. Note that C(x,y) = 1 only in the patten (0, 0, . . . , 1). Hence,







holds. Then, from Eq. (5.27), we immediately have
⌈n/2⌉ ≤ |P0(C)| ≤ s.
In the rest of this proof, we thus verify Eq. (5.29). For each i, 1 ≤ i ≤ ⌈n/2⌉, we
define
ai = (ai,1, ai,2, . . . , ai,n) = (0, 0, . . . , 0︸ ︷︷ ︸
2i−2
, 1, 1, 1, . . . , 1) (5.30)
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and
bi = (bi,1, bi,2, . . . , bi,n) = (1, 1, . . . , 1, 1︸ ︷︷ ︸
2i−1
, 0, 0, . . . , 0). (5.31)
Let I = {(a1, b1), (a2, b2), . . . , (a⌈n/2⌉, b⌈n/2⌉)}. Since |I| = ⌈n/2⌉, it suffices to show
that, for each pair of indices i and j, 1 ≤ i < j ≤ ⌈2/n⌉,
pC(ai, bi) ̸= pC(aj, bj).
Consider an arbitrary fixed pair of indices i∗ and j∗, 1 ≤ i∗ < j∗ ≤ ⌈2/n⌉, and
assume for the sake of contradiction that
pC(ai∗ , bi∗) = pC(aj∗ , bj∗) (5.32)
Since ai∗,1 ∨ ai∗,2 ∨ . . . ∨ ai∗,2i−2 = 0 and bi∗,2i ∨ bi∗,2i+1 ∨ . . . ∨ bi∗,n = 0, we have
f2i−1(ai∗ , bi∗) = 0. Thus, Lemma 5.1 implies that
P nLR(ai∗ , bi∗) = 0.
Similarly, we have
P nLR(aj∗ , bj∗) = 0.
Consider particular two inputs (āi∗ , b̄i∗) and (āj∗ , b̄j∗) obtained by the following
procedure: Swap the 2i∗-th element of ai∗ and that of bi∗ , that is,
āi∗ = (ai∗,1, ai∗,2, . . . , ai∗,2i−1, bi∗,2i, ai∗,2i+1, ai∗,2i+2, . . . , ai∗,n)
= (0, 0, . . . , 0︸ ︷︷ ︸
2i∗−2
, 1, 0, 1, 1, . . . , 1) (5.33)
and
b̄i∗ = (bi∗,1, bi∗,2, . . . , bi∗,2i−1, ai∗,2i, bi∗,2i+1, bi∗,2i+2, . . . , bi∗,n)
= (1, 1, . . . , 1, 1, 1︸ ︷︷ ︸
2i∗
, 0, 0, . . . , 0); (5.34)
56 Chapter 5 Threshold circuits computing P nLR functions
Similarly, swap the 2i∗-th element of aj∗ and that of bj∗ , that is,
āj∗ = (aj∗,1, aj∗,2, . . . , aj∗,2i−1, bj∗,2i, aj∗,2i+1, aj∗,2i+2, . . . , aj∗,n)
= (
2j∗−2︷ ︸︸ ︷
0, 0, . . . , 0, 0︸ ︷︷ ︸
2i∗−1
, 1, 0, 0, . . . , 0, 1, 1, 1, . . . , 1) (5.35)
and
b̄j∗ = (bj∗,1, bj∗,2, . . . , bj∗,2i−1, aj∗,2i, bj∗,2i+1, bj∗,2i+2, . . . , bj∗,n)
= (
2j∗−1︷ ︸︸ ︷
1, 1, . . . , 1, 1︸ ︷︷ ︸
2i∗−1
, 0, 1, 1, . . . , 1, 1, 0, 0, . . . , 0). (5.36)
Since āi∗,2i∗−1 = 1 and b̄i∗,2i∗ = 1,
P nLR(āi∗ , b̄i∗) = 1.
Similarly, since āj∗,2i∗ = 1 and b̄j∗,2i∗+1 = 1,
P nLR(āj∗ , b̄j∗) = 1.
By Eq. (5.28), we have
pC(āi∗ , b̄i∗) = pC(āj∗ , b̄j∗). (5.37)
Since P nLR(ai∗ , bi∗) = 0 and P
n
LR(āi∗ , b̄i∗) = 1, Eqs. (5.32) and (5.37) imply that
pC(ai∗ , bi∗) = pC(aj∗ , bj∗) ̸= pC(āi∗ , b̄i∗) = pC(āj∗ , b̄j∗).
Let k∗, 1 ≤ k∗ ≤ s, be the minimum index such that
gk∗ [ai∗ , bi∗ ] ̸= gk∗ [āi∗ , b̄i∗ ]. (5.38)
Clearly, the output of gk∗ is determined by the circuit input and output of g1, g2, . . . , gk∗−1.
One may assume without loss of generality, gk∗ receive 2n + (k − 1) inputs with
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weights wx1 , w
x












2, . . . , w
g
k∗−1: For each i, 1 ≤
i ≤ n, wxi is the weight of the input from xi and w
y
i is from yi; and for each i,
1 ≤ i ≤ k∗ − 1, wgi is the weight of the input from gi. However, Eq. (5.38) im-
plies that the outputs of the gates g1, g2, . . . , gk∗−1 are constant for the four inputs,
(x,y) ∈ {(ai∗ , bi∗), (aj∗ , bj∗), (āi∗ , b̄i∗), (āj∗ , b̄j∗)} that is, we have
k∗−1∑
k=1















wgkgk[ai∗ , bi∗ ].
Then, the output of gk∗ is now expressed as
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We complete the proof by considering the following two cases.
[gk∗ [ai∗ , bi∗ ] = gk∗ [aj∗ , bj∗ ] = 1 ̸= 0 = gk∗ [āi∗ , b̄i∗ ] = gk∗ [āj∗ , b̄j∗ ]]












wykbj∗,k ≥ tc; (5.42)












wyk b̄j∗,k < tc. (5.43)


























which contradicts Eq. (5.41).
[gk∗ [ai∗ , bi∗ ] = gk∗ [aj∗ , bj∗ ] = 0 ̸= 1 = gk∗ [āi∗ , b̄i∗ ] = gk∗ [āj∗ , b̄j∗ ]]












wykbj∗,k < tc; (5.44)












wyk b̄j∗,k ≥ tc. (5.45)
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which contradicts Eq. (5.41). ⊓⊔
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Chapter 6 Conclusions
In the thesis, we investigate a relationship among the three complexity measures,
size, fan-in, and energy, of threshold circuits computing the modulus functions.
Firstly, we show that there is a tradeoff between size and energy of threshold
circuits C computing MODm of n variables. Specifically, we design energy-efficient
threshold circuits computing the modulus function MODm, and show that MODm










and energy e for any integer e ≥ 2. The upper bound on the size almost matches










and hence implies the desired tradeoff. In addition, we show that any threshold




threshold gates to compute MODm of n variables.
We then show that there is a tradeoff between fan-in and energy of logic circuits
C computing symmetric function of n variables. We consider the threshold circuits
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on the energy e of C. Hence, we have the desired tradeoff.
In addition, we design energy-efficient threshold circuits computing P nLR functions.








Our upper bound has a quite similar form to Eq. (6.1). However, unlike the case
for the MOD function, the tightness of our bound for e ≥ 3 remains open.
We also give an optimal circuit for energy e = 1. Moreover, we focus on an
extreme case where a threshold circuit has energy e = 1, and show that P nLR can be
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