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Linked Enterprise Data als semantischer, integrierter
Informationsraum für die industrielle Datenhaltung
Zunehmende Vernetzung und gesteigerte Flexibilität in Planungs- und Pro-
duktionsprozessen sind die notwendigen Antworten auf die gesteigerten An-
forderungen an die Industrie in Bezug auf Agilität und Einführung von
Mehrwertdiensten. Dafür ist eine stärkere Digitalisierung aller Prozesse und
Vernetzung mit den Informationshaushalten von Partnern notwendig. Heutige
Informationssysteme sind jedoch nicht in der Lage, die Anforderungen eines
solchen integrierten, verteilten Informationsraums zu erfüllen.
Ein vielversprechender Kandidat ist jedoch Linked Data, das aus dem
Bereich des Semantic Web stammt. Aus diesem Ansatz wurde Linked En-
terprise Data entwickelt, welches die Werkzeuge und Prozesse so erweitert,
dass ein für die Industrie nutzbarer und flexibler Informationsraum entsteht.
Kernkonzept dabei ist, dass die Informationen aus den Spezialwerkzeugen
auf eine semantische Ebene gehoben, direkt auf Datenebene verknüpft und
für Abfragen sicher bereitgestellt werden. Dazu kommt die Erfüllung indus-
trieller Anforderungen durch die Bereitstellung des Revisionierungswerkzeugs
R43ples, der Integration mit OPC UA über OPCUA2LD, der Anknüpfung
an industrielle Systeme (z.B. an COMOS), einer Möglichkeit zur Modelltrans-
formation mit SPARQL sowie feingranularen Informationsabsicherung eines
SPARQL-Endpunkts.

Linked Enterprise Data as semantic and integrated
information space for industrial data
Increasing collaboration in production networks and increased flexibility in
planning and production processes are responses to the increased demands
on industry regarding agility and the introduction of value-added services.
A solution is the digitalisation of all processes and a deeper connectivity to
the information resources of partners. However, today’s information systems
are not able to meet the requirements of such an integrated, distributed
information space.
A promising candidate is Linked Data, which comes from the Semantic
Web area. Based on this approach, Linked Enterprise Data was developed,
which expands the existing tools and processes. Thus, an information space
can be created that is usable and flexible for the industry. The core idea is to
raise information from legacy tools to a semantic level, link them directly on
the data level even across organizational boundaries, and make them securely
available for queries. This includes the fulfillment of industrial requirements
by the provision of the revision tool R43ples, the integration with OPC
UA via OPCUA2LD, the connection to industrial systems (for example to
COMOS), a possibility for model transformation with SPARQL as well as
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1 Einleitung
Aufbau und Einordnung des Kapitels
Im ersten Kapitel werden die Ansätze zur digitalen Anlage und zum Semantic
Web beschrieben und aus der möglichen Zusammenführung die Dissertation
motiviert. Darauf aufbauend wird die Zielstellung der Arbeit mit Thesen kon-
kretisiert und der Lösungsansatz beschrieben, mit der die Thesen untersucht
werden sollen.
1.1 Motivation
Die gesamte Produktionslandschaft und somit auch die Automatisierungstech-
nik unterliegen momentan einem starken Wandel in Richtung Digitalisierung
und Vernetzung von Dienstleistungen. Dies passiert im Zuge der aktuellen
Entwicklung zu Industrie 4.0 und Cyber-Physical-Systems (CPS), mit denen
neuartige Produktionsbeziehungen und Wechselwirkungen einhergehen, um
auf den zunehmend volatilen Märkten Flexibilitäts- und Geschwindigkeits-
vorteile aufrecht zu gewinnen und zu erhalten.
Somit werden in Zukunft häufiger verschiedene Organisationen Teile ihrer
Daten in abgegrenzten Anwendungsgebieten teilen, in denen sie eine virtuelle
Fabrik bilden und gemeinsam als Unternehmen auftreten und Produkte oder
Dienstleistungen verkaufen. Damit gehen die Organisationen eine unterneh-
mensübergreifende Kollaboration ein. Die Fähigkeit, schnell neue Partner in
den Wertschöpfungsprozess zu integrieren, stellt eine Kernherausforderung dar
und sollte durch den Einsatz von leichtgewichtigen Ansätzen zur Dateninte-
gration und Werkzeugintegration unterstützt werden. Die dafür notwendigen
Formate und Schnittstellen müssen dabei aber ebenso auf Veränderbarkeit
und Erweiterbarkeit ausgelegt sein. Zudem besteht eine Herausforderung
darin, die Technologie für das Teilen von Daten dezentral zu installieren und
zu nutzen. Denn eine zentral verwaltete Plattform kann den Eigeninteressen
der anderen beteiligten Unternehmen zum Schutz der eigenen Daten zuwider
laufen.
Diese Entwicklung geht mit der Auflösung der klassischen Automatisie-
rungspyramide einher [SMS11]. Die notwendigen Funktionen bleiben zwar
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weiterhin hierarchisch geordnet, die feste Zuordnung dieser Funktionen zu
den Geräten, auf denen diese laufen, schwindet jedoch zunehmend, so dass
hier eine größere Flexibilität Einzug hält.
1.1.1 Digitale Anlage
Jede real existierende Anlage erhält zunehmend eine Abbildung in der di-
gitalen Welt. Diese wird in der ersten Phasen der Anlagenplanung initiiert
und aufeinander aufbauend durch verschiedene Gewerke verfeinert und um
weitere (Teil-)Modelle erweitert. Aber auch während der Betriebsphase muss
sich die digitale Anlage fortwährend den Veränderungen der realen Anlage
anpassen. Damit bleiben die in der digitalen Anlage vorhandenen Simulati-
onsmodelle gültig und ermöglichen so eine Optimierung der Betriebsführung
und Wartungsaktivitäten. Eine Hauptherausforderung für eine konsistente
digitale Anlage stellen dabei die Umbrüche zwischen beteiligten Gewerken
und einzelnen Phasen im Lebenszyklus der Anlage dar.
Die Bedeutsamkeit des Themas kann an der steigenden Komplexität von
Anlagen bei der gleichzeitigen sinkenden zur Verfügung stehenden Zeit für
die Planung dargestellt werden. Ein typisches Mengengerüst einer Chemie-
anlage mit einem Investitionsvolumen von 500 Millionen € kann mehrere
10.000 Feldgeräte enthalten [Kir07; SWH09], die wiederum ein Vielzahl an
Eingängen und Ausgängen enthalten können. Dabei wird eine Verkürzung der
Entwicklungszeit von 10 Jahren auf 5 Jahre angestrebt. Dieses soll durch eine
stärkere Teilung und Parallelisierung der Arbeitsaufgaben erreicht werden.
Diese Komplexität kann nur durch eine geschickte Integration aller Aspekte
der digitalen Anlage gelöst werden, aus der aufbereitete Informationen abge-
leitet werden können. Mit Hilfe dieser lassen sich leichter Entscheidungen für
eine zügige und sichere Planung und für einen wirtschaftlichen Betrieb von
Anlagen treffen.
Die Integration in der digitalen Anlage umfasst verschiedene Ebenen. So
muss einerseits horizontal und vertikal zur Automatisierungspyramide inte-
griert werden, andererseits wird die Vernetzung von Information entlang des
Lebenszyklus der Anlagen, Produkte, Automatisierungsgeräte und Automati-
sierungssysteme immer wichtiger [The+09] (siehe auch Abbildung 1.1). Daher
muss ein zukünftiger Informationsraum sowohl auf Änderungen innerhalb der




Abbildung 1.1: Integration von Automatisierungssystemen in unterschiedlichen
Ebenen [The+09]
1.1.2 Semantic Web
Das Semantic Web ist ein großer Treiber aus der IT, der eine Vielzahl an
Applikationen auf lange Sicht ändern wird. Ziel der Entwicklung ist, dass die
Informationen im Web zunehmend maschinell auswertbar werden und aus
Kombination von unterschiedlichen Datensätze neue Informationen erschlos-
sen werden können, die die Beantwortung komplexer Fragestellungen erlauben.
Dazu wurde eine Reihe von Basistechnologien ausgewählt und entwickelt, die
lose gekoppelt zusammen ein mächtiges semantisches Informationsnetzwerk
aufspannen können.
Bereits seit einiger Zeit werden Aspekte dieses Ansatzes im wissenschaftli-
chen Umfeld der Automatisierungstechnik diskutiert [Str+11; Los+11]. Eine
umfassende Betrachtung des Konzepts für die Automatisierungstechnik steht
aber immer noch aus. Auch in der Industrie erweckt dieser Ansatz mit Linked
Data mittlerweile Interesse, so dass es diese Thematik in die Normungsroad-
map für Industrie 4.0 [DD15] geschafft hat, ohne jedoch die Schwachstellen




Das Ziel der Arbeit besteht in der systematischen Konzeption und Umsetzung
eines flexiblen und sicheren Informationsraums für die industrielle Datenhal-
tung auf der Basis einer ausführlichen Analyse der Anforderungen aus Theorie
und Praxis. Die Arbeit soll den Nachweis erbringen, dass die Konzepte des
Semantic Web für die Integrationsbemühungen der digitalen Anlage einen
geeigneten Ansatz darstellen. Darüber hinaus ermöglicht der Ansatz eine
flexible Weiterentwicklung der Informationsmodelle und kann sich so den sich
ändernden Anforderungen der realen Welt anpassen.
1.2.1 Kernthese
Die wissenschaftliche Kernthese dieser Arbeit lässt sich folgendermaßen zu-
sammenfassen:
Linked Enterprise Data erweitert Linked Data um Methoden und
Werkzeuge und ermöglicht so eine flexible und sichere Integration
von heterogenen Informationsquellen über Unternehmensgrenzen
und Lebenszyklusphasen hinweg.
1.2.2 Einzelthesen
Dazu wird die These in folgende wissenschaftliche Forschungsthesen aufgeteilt:
These 1. Informationssysteme zur Erfüllung von Szenarien für Industrie
4.0, CPS bzw. Advanced Manufacturing stellen neue Anforderungen an ge-
meinsame Informationsräume.
These 2. Die Anforderungen für solche Informationsräume lassen sich in
die Dimensionen Beschreibungsmittel, Methoden und Werkzeuge auftrennen.
These 3. Anforderungen an Informationsräume können von heutigen Syste-
men nicht vollständig erfüllt werden.
These 4. Linked Data erfüllt einen Großteil der gestellten Anforderungen, ist
aber mit den heutigen Konzepten und Technologien industriell nicht einsetzbar.
These 5. Geeignete Erweiterungen im Bereich der Beschreibungsmittel, Me-
thoden und Werkzeuge lassen daraus Linked Enterprise Data entstehen, das




1.3.1 Einordnung und Abgrenzung der Arbeit
Diese Arbeit beschäftigt sich mit der Informationsintegration für industri-
elle Anwendung und nutzt dafür als Beschreibungsmittel Sprachelemente
des Semantic Web (RDF, OWL, SPIN) sowie in der Industrie etablierte
Standards. Methodisch werden Linked Data Ansätze sowie Modelltransfor-
mationen mit speziellem Fokus auf Graph Grammars verwendet. Verwendete
und unterstützte Werkzeuge beziehen sich zum einen aus dem Bereich der
Planungs- und Betriebswerkzeuge der Verfahrens- und Automatisierungstech-
nik (COMOS, OPC, PCS S7), zum anderen aus Tools des Semantic Web
(Triple Stores, SPARQL, Protégé) sowie aus selbstentwickelten Werkzeugen
zur Überbrückung dieser Welten (Adapter, Revisionsverwaltungssysteme).
Die Lösung soll über den gesamten Lebenszyklus von Produktionsanlagen
eingesetzt werden und phasen- und gewerkeübergreifende Kollaborationen in
allen Planungs- und Betriebsprozessen unterstützen. Als Ressourcen aus der
Automatisierungstechnik werden dazu die digitale Anlage (aus Engineering
Phase), Live Daten (aus PLS, MES, ERP), Identifikationssysteme (RFID,
QR-Code) sowie mobile Informationssysteme (MIS) genutzt.
Dabei soll die Lösung nicht nur in einem Einzelunternehmen eingesetzt wer-
den, sondern vor allem so in Organisationsverbünden eingesetzt werden, dass
die Unternehmensinteroperabilität erhöht wird. Diese ist in DIN EN ISO 11354-
1 [DCI09] als “Fähigkeit von in Unternehmungen kooperierenden Unterneh-
men miteinander zu kommunizieren und effektiv interagieren zu können”
definiert. Dabei besteht das Bedürfnis, Interoperabilität in Daten, unter-
stützenden Diensten, Prozessen und Geschäften zu erreichen. Dem entgegen
stehen konzeptionelle, technologische und organisatorische Barrieren, ausge-
löst durch Inkompatibilitäten und Fehlanpassungen. Diese können durch eine
integrierte, eine vereinheitlichte und eine während der Ausführung vereinigte
Vorgehensweise beseitigt werden. DIN EN ISO 11354-1 unterscheidet bei der
Betrachtung von Interoperabilität drei Kategorien:
• Interoperabilitätsbedarf und -bedenken beschreiben die Bereiche,
in denen noch Hindernisse für eine Interoperabilität bestehen, deren
Beseitigung jedoch eine wichtige Lücke schließen würde. Die Norm
unterscheidet hier zwischen Geschäft, Prozess, unterstützenden Diensten
und Daten.
• Interoperabilitätsbarrieren beschreiben, ob die auftretenden Hin-
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Abbildung 1.2: Linked Enterprise Data zur Lösung von Interoperabilitätsproblemen
dernisse für eine umfassende Interoperabilität konzeptioneller, technolo-
gischer oder organisatorischer Herkunft sind.
• Interoperabilitätsvorgehensweise beschreibt die Vorgehensweise
zur Beseitigung der Interoperabilitätsbarrieren für die erkannten Inter-
operabilitätsbedarfe. Dafür gibt es drei Ansätze: integriert, vereinheit-
licht oder vereinigt während der Ausführung.
Diese Arbeit versucht, mit dem hier eingeführten Konzept Linked Enter-
prise Data die Interoperabilität in einer Untermenge diese Kategorien zu
verbessern, wie in Abbildung 1.2 dargestellt. Dabei können allen Interoperabi-
litätsbedenken die konzeptionellen und technologischen Barrieren durch eine
teils vereinheitlichte und teils erst in der Laufzeit vereinigten Vorgehensweise
genommen werden.
Die Arbeit konzentriert sich somit auf die technischen Herausforderungen
und Probleme, die mit einem integrierten Informationsraum verbunden sind.
Organisatorische Aspekte werden nur im Zusammenhang mit technischen Fra-
gestellungen behandelt und rechtliche Aspekte werden komplett ausgeblendet,
wohlwissend dass auch diese erst eine Unternehmensinteroperabilität ermög-
lichen. Um die Bereitschaft und Motivation der Unternehmen zu erzeugen
und steigern, solche Kooperationen einzugehen, ist jedoch die Demonstration
der technischen Machbarkeit ein sinnvoller erster Schritt. Zu diesem will
diese Arbeit einen Beitrag leisten. Die integrierte Vorgehensweise wird hier
ausgeschlossen, da diese voraussetzt, dass sich Unternehmen bereits auf eine
gemeinsame technische Basis geeinigt haben. Dafür gibt es jedoch bereits
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genügend Lösungen, so dass dies keine wissenschaftliche Herausforderung
mehr darstellt.
1.3.2 Aufbau der Arbeit
Um die vorgestellten Thesen nachvollziehbar untersuchen zu können, gliedert
sich die Dissertation in folgende Kapitel, die in Abbildung 1.3 illustriert sind.
Kapitel 2 beschreibt die Grundlagen der verwendeten Technologien und
den aktuellen Stand der Wissenschaft und Technik zur Integration von In-
formationen im industriellen Kontext. Eine Literaturrecherche zu aktuellen
Entwicklungen führt zu der Anforderungsanalyse in Kapitel 3, das notwendige
Voraussetzungen für den Aufbau eines integrierenden Informationsraums be-
schreibt. Diese Anforderungen werden in Kapitel 4 mit momentan verfügbaren
Technologien abgeglichen und geeignete Kandidaten für eine Weiterentwick-
lung identifiziert. In Kapitel 5 wird aus dem Semantic Web und dessen
Anforderungserfüllung die Grundidee und die Konzepte von Linked Enterpri-
se Data (LED) abgeleitet sowie begründet, warum damit die aufgenommen
Anforderungen für industrielle Informationsräume erfüllt werden können. Das
Kapitel 6 beschreibt, wie das Konzept für konkrete Anwendungsfälle umge-
setzt werden kann und welche Anforderungen damit erfüllt werden können.
Eine Diskussion des Konzeptes und der Implementierung erfolgt in Kapitel 7.
Die Arbeit schließt mit einer Zusammenfassung der Ergebnisse und einem
Ausblick auf weitere Forschungsfragen in Kapitel 8.
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Abbildung 1.3: Gliederung der Dissertation
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Aufbau und Einordnung des Kapitels
In diesem Kapitel werden die grundlegenden Begriffe und Zusammenhänge
des Themengebiets erklärt und anschließend der aktuelle Stand der Forschung
und Technik auf dem Gebiet der Informationsintegration in der Automa-
tisierungstechnik dargelegt. Zunächst wird dabei auf die aktuellen Trends
Industrie 4.0 und Cyber-Physical Systems (CPS) eingegangen. Daraus leitet
sich der Bedarf für einen gemeinsamen Informationsraum ab, bevor auf die
damit zusammenhängenden Themen Informationsmodellierung und Modell-
transformation eingegangen wird.
2.1 Industrie 4.0 und CPS
Industrie 4.0 als Initiative der deutschen Bundesregierung steht für die vier-
te industrielle Revolution, die durch eine verbesserte Kommunikation die
Organisation und Steuerung der gesamten Wertschöpfungskette über den Le-
benszyklus von Produkten verbessern soll [Pla15]. Dabei wird sich zunehmend
an individualisierten Kundenwünschen orientiert. Basis ist die Verfügbarkeit
aller relevanten Informationen in Echtzeit durch Vernetzung aller an der
Wertschöpfung beteiligten Instanzen, um daraus einen optimalen Wertschöp-
fungsfluss abzuleiten. Durch die Verbindung von Menschen, Objekten und
Systemen entstehen dynamische, echtzeitoptimierte und selbst organisierende,
unternehmensübergreifende Wertschöpfungsnetzwerke.
Eng verbunden mit Industrie 4.0 ist der Begriff von cyber-physischem Syste-
men (CPS). Diese umfassen laut [Fa13] „eingebettete Systeme, Produktions-,
Logistik-, Engineering-, Koordinations- und Managementprozesse sowie In-
ternetdienste, die mittels Sensoren unmittelbar physikalische Daten erfassen
und mittels Aktoren auf physikalische Vorgänge einwirken, mittels digitaler
Netze untereinander verbunden sind, weltweit verfügbare Daten und Dienste
nutzen und über multimodale Mensch-Maschine-Schnittstellen verfügen“. Der
Hauptunterschied zu bisherigen Automatisierungssystemen ist dabei der Fakt,
dass über offene, globale Informationsplattformen kommuniziert werden soll
[VDI13]. Aktuelle Diskussionen zeigen, dass dabei der Mensch eine entschei-
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Abbildung 2.1: Virtuelles Unternehmen
dende Rolle innehaben soll, um die Flexibilität in die gewünschte Richtung
steuern zu können. Dabei werden große Potentiale von solchen Systemen in
dem geringeren Aufwand zur Einrichtung, Pflege und Wartung sowie in einer
besseren Qualität der Dokumentation gesehen [Spa+13, S. 63].
Virtuelle Unternehmen (siehe Abb. 2.1) sind ein projektbasierter Zusam-
menschluss von einzelnen Unternehmen, die zusammen ein komplexes Produkt
und/oder Dienstleistung anbieten [Bar+94]. Dabei können diese Partnerschaf-
ten volatil und dynamisch sein, in der jeder Partner eine gewisse Expertise
und Fähigkeiten einbringt. Dafür ist es jedoch notwendig, dass die Partner
untereinander die jeweils benötigten Informationsentitäten teilen. Diese stel-
len wiederum nur einen explizit ausgewählten und freigegebenen Teil der
internen Informationsmenge dar.
In diesem Zug wird Interoperabilität eine immer wichtige Eigenschaft von
Informationssystemen. So sehen Drath, Fay und Barth „Interoperabilität
[...] als Schlüssel zur Effizienz“ [DFB11]. Dabei sieht die VDI/VDE 2657-1
[VDI11b] Interoperabilität als „Fähigkeit unabhängiger Systeme, zusammen-
zuarbeiten und Informationen auszutauschen“. Dahingegen hat [DFB11] einen
klaren Fokus auf Interoperabilität zwischen Engineeringwerkzeugen, die das
Ziel verfolgt, „Konsistenz zwischen den Daten einer Werkzeugkette compu-
tergestützt, systematisch und wiederholt herstellen zu können“. Bei beiden
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Betrachtungsweisen ist dafür jedoch die Einhaltung gemeinsamer Standards
erforderlich, die beispielsweise Dateiformate oder Protokolle definieren.
Im Rahmen dieser Arbeit werden zwei Systeme kompatibel genannt, wenn
diese zusammenarbeiten können. Dabei können die Systeme auf der glei-
chen Ebene der Automatisierungspyramide stehen oder auf unterschiedlichen.
Durch das Aufbrechen der Automatisierungspyramide wird dabei der Aus-
tausch zwischen verschiedenen Ebenen immer wichtiger.
Die Aussagen der VDI/VDE 2657-1 [VDI11b] treffen nicht nur auf Middle-
wares zu, sondern allgemein auf Informationssysteme. So könne einem System
alleine nicht die Eigenschaft der Interoperabilität zugewiesen werden, da
Interoperabilität eine Eigenschaft zwischen zwei Systemen definiert. Dies
sei lediglich im Kontext mit anderen Systemen möglich. Der Einsatz von
Standards könne allerdings bereits Hinweise auf die Interoperabilität eines
Informationssystems mit anderen Informationssystemen geben.
Eine besondere Herausforderung für Industrie 4.0 besteht darin, dass
die Vorgehensweise in der Informationstechnik, in der Informatik, in der
Mechanik, in der Automatisierungstechnik und in ihren Anwendungsgebieten
wie Produktionstechnik, Prozesstechnik, Energietechnik und Fahrzeugbau
verschieden sind und unterschiedlich lange Lebenszyklen aufweisen [VDI13].
Dieses müssen zukünftige CPS zusammenbringen.
2.2 Informationsraum
2.2.1 Begriffsdefinition
Ein zentraler Begriff dieser Arbeit ist der Informationsraum. Dieser soll
im Folgendem erläutert werden. Ausgehend von der Definition von Nemby
[New96], der einen Informationsraum als „a set of concepts and relations
among them held by an information system“ sieht, haben sich eine Reihe
unterschiedlicher Weiterentwicklungen ergeben.
Boisot et. al. [Boi13, S. 5] definieren den Begriff Informationsraum (in-
formation space) als „conceptual tool [...], that can be used to study the
codification, abstraction and diffusion of knowledge [...] in a social system“.
Somit betrachten sie den Informationsraum vor allem im Zusammenhang mit
einem sozialen Lernzyklus und nutzen ihn, um zu verstehen, wie Wissen und
Information durch das System fließen.
Benyon [Ben99] zieht dabei die Verbindung zu einer technischen Umsetzung:
„The concept of an ’information space’ is one that is becoming increasingly
important in the current era of networked computers. Information spaces are
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manifested in such areas as multiple interacting databases where ’data mining’
is a major issue. The same is true in large hypermedia systems such as the
world wide web. Even traditional information retrieval systems demonstrate
this complexity.“
Heimbigner und McLeod [HM85] betrachten auf einer technischen Ebene
zwar nicht den Begriff Informationsraum, aber kommen mit dem Begriff „Fe-
derated Database System (FDBS)“ dem Konzept schon sehr nahe. Dabei ist
ein FDBS ein System, welches „define[s] the architecture and interconnect[s]
databases that minimize central authority yet support partial sharing and
coordination among database systems“. Damit haben sie schon früh den
Weg zu kompositen Datenbanken gewiesen, die auch für zukünftige Infor-
mationsräume ein wichtiges Konzept darstellen werden. Dabei sind verteilte
Datenbanken eine Ansammlung an „autonomen Komponenten, die ihre Daten
anderen Mitglieder zur Verfügung stellen mit Hilfe einer Veröffentlichung
ihres Exportschemas und der Zugriffsmethoden“. Dabei gibt es jedoch kein
zusammengeführtes, zentrales Datenbankschema, das die Information von
allen Mitgliedern des Verbundes beschreibt.
Als für diese Arbeit am passendsten hat sich die Definition von Hilbert
erwiesen[Hil15]: „Ein Informationsraum besteht aus einer semantisch beschrie-
benen Menge instanziierter oder referenzierter Informationsressourcen sowie
zugehöriger semantischer Verknüpfungsinformationen.“ Diese stellt insbeson-
dere heraus, dass die Informationen in den Ressourcen semantisch sind und so
formal interpretiert werden können. Weiterhin sind auch die Verknüpfungen
zwischen diesen möglicherweise auch heterogenen Informationsressourcen
semantisch beschrieben.
2.2.2 Data Warehouse
Ein einfaches Mittel, Interoperabilität zwischen verschiedenen Systemen
zumindest auf Informationsebene, zu gestalten, besteht in der Einführung
eines Datawarehouses (DWH). Als Data Warehouse wird im Allgemeinen
eine Datenbank bezeichnet, die für die Durchführung von Analysen optimiert
wurde. In einem DWH werden daher Daten aus verschiedenen Quellsystemen
integriert und redundant abgelegt. Dadurch bildet das DWH eine effiziente
Abfrageschicht, ohne die Performance der Quellsysteme zu beeinträchtigen.
Zum Befüllen des DWH, d.h. zum Transport der Daten vom operativen System
in die analytische Datenbank, werden spezielle ETL-Werkzeuge (Extract,
Transform, Load) verwendet. Ein DWH hat gegenüber der direkten Kopplung
von abfragenden Systemen an die einzelnen Datenquellen weiterhin den
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Vorteil, dass weniger Schnittstellen zu entwickeln und zu pflegen sind.
Im DWH werden Daten in der Regel in besonderer Weise strukturiert,
um einen schnelleren Zugriff bei den häufigsten Abfragen zu erreichen. So
können Aggregationen von Kennzahlen und Gruppierungen und Filter in
verschiedenen Dimensionen effizient ausgeführt werden. Während es möglich
ist, ein DWH basierend auf einem klassischen relationalen Datenbanksys-
tem zu betreiben, werden oft spezielle Lösungen gewählt, um die Abfragen
weiter zu beschleunigen. Dazu zählen spaltenorientierte Datenbanken, Key-
Value-Datenbanken, dokumentenorientierte Datenbanken sowie In-Memory-
Lösungen.
In jüngerer Zeit spielt vor allem das Thema Big Data eine dominierende
Rolle, das maßgeblich Einfluss auf die Architektur eines DWH hat. Auf Grund
wachsenden Datenaufkommens in Bezug auf Volumen und Geschwindigkeit
sind klassische relationale Datenbanken oft überfordert. Ein weiteres Kri-
terium von Big Data ist häufig die mangelnde Struktur der Daten. Dies
legt den Einsatz von NoSQL-Datenbanken1 nahe, bei denen nicht – wie
bei relationalen Datenbanken üblich – ein starres Schema vorzudefinieren
ist. Solche Datenbanken optimieren weiterhin oft den Schreibzugriff, was
die Echtzeitfähigkeit des Gesamtsystems verbessert. Die Geschwindigkeit
neu hinzukommender Daten macht jedoch nicht nur das Ablegen der Daten
schwierig, sondern insbesondere auch deren Verarbeitung.
2.2.3 Middleware
Middlewares können einen Teil eines Informationsraums stellen. Sie sind nach
Tanenbaum und van Steen [TS08] “eine Schicht zwischen Anwendungen und
verteilten Plattformen, die in einem gewissen Maß die Verteilung von Daten,
die Verarbeitung und die Koordination von verteilten Prozessen vor den
Anwendungen verbirgt“. Somit stellt eine Middleware einen Nutzen bei der
Entwicklung von Anwendungen dar und betrifft nur indirekt einen Benutzer,
der diese Anwendungen einsetzt [VDI11b].
Middlewares stellen eine Informationsschnittstelle zwischen verschiedenen
Systemen her, die die Kommunikation von der technischen Umsetzung abstra-
hiert, so dass sich der Entwickler um die auszutauschenden Informationsein-
heiten kümmern kann. Anforderungen an Middlewares sind die Abstraktion
der Kommunikation, Abbildung des Daten- und Informationsraums, Selbstbe-
schreibung und Abfragen, Informationssicherheit, Geschäftslogik/Verhalten,
1Auflistung relevanter Datenbanken unter http://nosql-database.org/
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Flexibilität (Skalierbarkeit, Erweiterbarkeit, Konfigurierbarkeit), Wartbarkeit,
Zuverlässigkeit, Leistung, Zertifizierbarkeit, Interoperabilität [VDI11b].
Ein Vorgehen, das die technologie-unabhängigen Anforderungen zur Infor-
mationsübermittlung beschreibt und somit ein neutrales Informationsmodell
ohne Spezifika eines Systems ist, kann sowohl die Kommunikation über die An-
wendung als auch einen späteren Wechsel einer Middleware gut unterstützen
(siehe auch VDI/VDE 2657-2 [VDI15]).
2.3 Informationsmodellierung
Sobald verschiedene Informationsträger, was sowohl Menschen als auch Ma-
schinen einschließt, Information austauschen wollen, stellt sich die Frage nach
der Übertragung der Information. Dazu gehört nicht nur die Fragestellung,
wie technisch auf physikalischer Ebene und Protokoll-Ebene ein gemeinsamer
Weg zur Übertragung der Daten mit den enthaltenden Informationen gefun-
den wird, sondern auch wie die dabei übertragenden Daten zu interpretieren
sind.
2.3.1 Semantik vs. Syntax
Üblicherweise wird sich bei dem Informationsaustausch zuerst auf eine ge-
meinsame Syntax geeinigt (z.B. CAEX, SQL, etc.). Dies ist eine notwendige
Bedingung, damit sich die Kommunikationspartner verstehen. Darüber hin-
aus ist auch eine Einigung über die Semantik der auszutauschenden Daten
notwendig.
Dabei wird Semantik häufig als komplementär zu Syntax definiert (z. B.
[Däu05]). Während die Syntax die formale Korrektheit von Ausdrücken
definiert, gibt Semantik den Ausdrücken ihre Bedeutung. In diesem Sinn geht
Semantik in einer sprach-theoretischen Ebene über Syntax hinaus. Syntax
definiert dabei die rein formale Struktur einer Sprache. So können auch bei
Gebrauch einer korrekten Syntax Sätze in einer Sprache gebildet werden, die
keine sinnvolle Semantik enthalten. Ein mögliches Beispiel ist der Satz Das
Wetter öffnet in der Ampel. Dies ist ein syntaktisch korrekter Satz, aus dem
man trotzdem keine sinnvolle Bedeutung ableiten kann.
Semantik kann darüber hinaus auch formal definiert werden (z.B. [Ehr06]).
Dies ist jedoch nur sinnvoll zur Nutzung, Erweiterung oder Umdefinition
dieser formalen Aspekte. Dieses Unterfangen ist relativ aufwendig, wird jedoch





Ein Modell ist eine „Repräsentation eines Systems von Objekten, Beziehun-
gen und/oder Abläufen. Ein Modell vereinfacht und abstrahiert dabei im
Allgemeinen das repräsentierte System“ [Kön12]. Ein Modell bildet natürliche
oder künstliche Originale ab, verkürzt diese dabei durch die Fokussierung auf
relevante Attribute um somit eine bestimmte Aufgabe pragmatisch erfüllen
zu können, in dem es das Original ersetzen kann [Sta73].
Ein Informationsmodell ist ein spezielles Modell, das einen Diskursraum
abbildet und eine Einschränkung der Semantik zu Zwecken der Kommunika-
tion darstellt. Dabei wird Informationsmodell nach Lee [Lee99] verstanden
als “Repräsentation von Konzepten, Beziehungen, Beschränkungen, Regeln
und Operationen, um Semantik für einen gewählten Diskursraum zu spezifi-
zieren“2. Ein Informationsmodell kann dabei Vorteile bieten, eine gemeinsam
nutzbare, stabile und organisierte Struktur an Informationsanforderungen an
den Domänenkontext zur Verfügung zu stellen.
2.3.3 Ontologie
Aus einem Informationsmodell kann durch eine formale und explizite Defini-
tion eine Ontologie erstellen werden. Somit folgt es der Definition von Studer
[SBF98] als “formale, explizite Spezifizierung einer geteilten Konzeptionalisie-
rung“3.
Dabei bezieht sich Konzeptionalisierung auf ein abstraktes Modell von
einem Phänomen, das durch relevante Konzepte dieses Phänomens identifiziert
wird.
Explizit bezieht sich auf die Definition der genutzten Konzepttypen, ihrer
Beziehungen und der jeweiligen Nutzungseinschränkungen.
Formal bezieht sich auf die Tatsache, dass eine Ontologie maschinen-
lesbar sein sollte, was informelle Repräsentationen wie natürliche Sprache
ausschließt.
Geteilt hat hier die Bedeutung, dass die Ontologie einen Konsens an Wissen
reflektiert, also dass es keine private Meinung eines Individuums ist, sondern
durch relevante Gruppen akzeptiert wird.
2Übersetzung des Autors aus dem Englischen “An information model is a representation
of concepts, relationships, constraints, rules, and operations to specify data semantics
for a chosen domain of discourse“
3Übersetzung des Autors aus dem Englischen “An ontology is a formal, explicit specifica-
tion of a shared conceptualisation“
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2.4 Modelltransformation
2.4.1 Grundlegendes Konzept
In der Realität wird man trotz vielfältiger Bemühungen, relevante Bereiche
zu standardisieren, häufig auf die Situation stoßen, dass es unterschiedliche
Modelle gibt, die das gleiche Abbild beschreiben, dafür aber unterschiedliche
Sichtweisen, Konzepte und Detaillierungsgrade benutzen. Dies ist auch ein
sinnvoller Ansatz, da diese Modelle üblicherweise für unterschiedliche Anwen-
dungsfälle gestaltet und genutzt werden und dort genau die ausgewählten
Aspekte von Bedeutung sind und die jeweils anderen Aspekte keinen großen
Einfluss haben. Nichtsdestotrotz ist es häufig notwendig, dass Modelle, die
aus solch unterschiedlichen Meta-Modellen aufgebaut sind, zusammengeführt
oder ineinander überführt werden müssen. Wenn dies nicht möglich ist, sollte
zumindest eine (Teil-)Abbildung der Konzepte aus dem einen Modell in das
andere stattfinden können. Für diesen Zweck eignen sich Modelltransforma-
tionen.
Bei Modelltransformation existieren üblicherweise zwei Modelle sowie eine
Transformationsdefinition zur Überführung der Modelle ineinander [CH06],
wie es auch in Abbildung 2.2 dargestellt ist. Die Definition der Transformation
besteht üblicherweise aus einer Reihe von Regeln, die auf den Meta-Modellen
des Quell- und Zielmodells definiert sind. Eine Transformationsengine liest
das Quellmodell ein, wendet den Regelsatz anhand des Meta-Modells auf
das Modell an und erzeugt somit den Zielgraphen. Die aufeinander folgende
Anwendung mehrerer Regeln eines Regelsatz kann ein Modell komplett in
Einzelschritten in ein neues Modell überführen. In jedem Einzelschritt werden
dabei alle Matchings in dem Quellmodell, meist Left-Hand-Side (LHS) ge-
nannt, durch ein spezifiziertes Muster ersetzt, wodurch ein neues Zielmodell,
meist Right-Hand-Side (RHS) genannt, erzeugt wird.
2.4.2 Graph-Transformationen
Eine spezielle Form der Modelltransformation stellt die Klasse der Graphtrans-
formationen dar. Viele Informationsmodelle lassen sich gut als mathematischer
Graph abbilden, welcher aus einem Netzwerk aus Knoten und gerichteten
Kanten zwischen diesen Knoten besteht [Die12]. Dabei können sowohl Knoten
als auch Kanten noch weitere Eigenschaften wie Namen, Klassen, Farben,
Gewichte zugeordnet werden, um ein ausdrucksstarkes Modell zu ermöglichen.
Graph-Transformationsansätze nutzen die spezielle Struktur von Graphen
und erlauben damit die Gestaltung von mächtigen Transformationsregeln.
16
2.4 Modelltransformation
Abbildung 2.2: Modelltransformation [CH06]
Im Gegensatz zu Transformationen auf Text-Ebene ist es hiermit leichter,
Abhängigkeiten und Beziehungen zwischen Konzepten in die Transformati-
onsregeln einzubringen. Zudem können die Regeln auf eine deklarative Weise
spezifiziert werden, was eine hohe Wiederverwendbarkeit und Wartbarkeit
verspricht.
2.4.2.1 Graph-Transformationsansätze
Obwohl die Grundstruktur eines Graphen sehr simpel ist, gibt es eine ganze
Reihe von Graphtransformationsansätzen [Tae+05]. Das liegt unter anderem
daran, dass ein Satz von Regeln ohne weitere externe Bedingungen häufig nicht
deterministisch sind. So können sowohl mehrere Passungen einer Regel als
auch mehrere Regeln gleichzeitig anwendbar sein. Hier muss eine Entscheidung
über Reihenfolge und Parallelität getroffen werden.
Bei der Anwendung der Regeln können zudem ungewollte Seiteneffekte
auftreten, so dass ein Knoten gelöscht werden soll und gleichzeitig aber noch
eine weitere Kante auf diesen Knoten verweist. Die Priorisierung der Löschung
von Knoten und Kanten führt zu dem Ansatz des Single-Push-Out (SPO). Hier
wird im Gegensatz zum Ansatz des Double-Push-Out (DPO) nicht geprüft,
ob durch die Anwendung der Regel ein Identifikations- oder Kontaktproblem
entsteht. Diese würden bei DPO zu einer Nicht-Anwendbarkeit der Regel
führen.
Darüberhinaus gibt es noch erweiterte Ansätze, die zusätzliche Konzepte
einführen. Dazu wird im nächsten Kapitel ein spezieller Ansatz mit dem
Namen Triple-Graph-Grammars detailliert vorgestellt.
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2.4.2.2 Triple Graph Grammars
Triple Graph Grammars (TGG) ist ein spezieller Graph-Transformationsansatz,
in dem die Transformation in beide Richtungen durch eine einzige Regel aus-
gedrückt werden kann [Sch94]. Mit Hilfe dieser Regel ist eine Prüfungen
möglich, ob zwei Modelle noch konsistent sind, und die Anwendung synchro-
ner Operationen auf beide Modelle möglich.
Dazu wird für Transformation neben den üblichen Domänen der beiden
Modelle noch eine Kontext-Ebene eingeführt, die die Verbindung der Ele-
mente der beiden Modellwelten enthält (siehe Abbildung 2.3). Nun wird
deklarativ spezifiziert, was eine konsistente Änderung aller drei Bereiche sein
soll (in der Abbildung durch das Keyword «new» gekennzeichnet). Abbil-
dung B.3 im Anhang zeigt die Ableitung von operationalen Regeln aus dieser
deklarativen Regel. Mit diesen können jeweils eine Transformation von links
nach rechts, von rechts nach links, eine Korrespondenzprüfung oder einer
Modellsynchronisierung durchgeführt werden.
Abbildung 2.3: Deklarative TGG Regel [KS06]
2.4.2.3 Anwendungsfälle für Triple Graph Grammars
Kindler [KW07] beschreibt drei Anwendungsfälle für Transformationen mit




Modell-Transformation Der offensichtlichste Anwendungsfall ist die Trans-
formation eines Modells in ein anderes. Bei dieser existiert genau eins der
beiden Modelle, das sogenannte Quell-Modell. Mit Hilfe von Transformati-
onsregeln wird daraus ein korrespondierendes Modell erzeugt.
Modell-Integration Im zweiten Fall gibt es bereits beide Modelle und der
Nutzer möchte die Korrespondenz zwischen beiden erfahren. Dazu ist die
Erzeugung von Beziehungen der einzelnen Elemente zu den Elementen aus
der anderen Domäne zu erstellen.
Modell-Synchronisation Auch beim letzten Anwendungsfall existieren bei-
de Modelle sowie die Korrespondenzen zwischen beiden Modellen. Nun ist
hier die Aufgabe, beide Modelle parallel zu ändern, so dass diese kongruent
bleiben. Damit sind inkrementelle Transformationen möglich, die Änderungen
des abgebildeten Objekts in beiden Modellwelten nachführen können. Dies




Aufbau und Einordnung des Kapitels
In diesem Kapitel werden anhand einer Literaturrecherche wichtige Anforde-
rungen an zukünftige Informationsräume extrahiert und klassifiziert. Dazu
wird zuerst eine Einordnung des Fokus der Literaturrecherche vorgenommen
und das Vorgehen zur Ableitung und Strukturierung von Anforderungen be-
schrieben. Danach erfolgt eine Beschreibung der abgeleiteten Anforderungen
in drei Gruppen.
3.1 Vorgehen zur Anforderungsermittlung
Um geeignete Anforderungen an zukünftige Informationsräume zu extrahieren,
wird eine Literaturrecherche durchgeführt. Als Startpunkt eignet sich eine
Ausführung von Schleipen, Münnemann und Sauer, die einen guten Überblick
über notwendige Anforderungen an zukünftige Systeme gibt [SMS11]:
• Hohe Marktdynamik und damit hohe Änderungsgeschwindigkeit, z. B.
bei Kundenaufträgen,
• Zunehmende Produktdiversifikation und hohe Variantenvielfalt,
• Kurze Lieferzeiten und schnelle Reaktionen auf Kundenwünsche,
• Steigende Anforderungen an Produkt- und Prozessqualität und deren
Dokumentation,
• Minimierung des Ressourcenverbrauchs, z. B. Energie- und Rohstoffeffi-
zienz,
• Optimale Anlagenauslastung bzw. Skalierbarkeit von Kapazitäten,




Diese generellen Anforderungen müssen jedoch auf technische Aspekte
heruntergebrochen werden. Um einen breiten Fokus zu behalten und die
Anwendbarkeit auf möglichst viele Szenarien gewährleisten zu können, wird
keine Fokussierung auf bestimmte Anwendungsfälle vorgenommen, sondern
allgemeine Aspekte heutiger und zukünftiger Entwicklungen betrachtet.
Der Ansatz einer größeren Vernetzung in Produktionsnetzwerken hat unter
dem Stichwort Industrie 4.0 in Deutschland und als Advanced Manufacturing,
Cyber-Physical-Systems und ähnliches weltweit große Beachtung gefunden.
In den letzten Jahren sind eine Vielzahl an Positionspapieren und Artikeln
mit Ausblick in die Zukunft erschienen (z.B. [Pri14; SHS14; Spa+13; Fa13;
Pla15; VDI13]). Diese werden anhand ihrer Aussagen zu Anforderungen an
Informationsräume untersucht und hier zusammengefasst.
Daneben werden ausgewählte nationale und internationale akademische
Publikationen betrachtet, die Aussagen über Informationsräume machen (z.B.
[Sch07; Mah+11] sowie Richtlinien und Normen (z.B. [VDI11a; NAM14]).
Dazu lassen sich die in der Literatur aufgenommenen Anforderungen in die
drei bewährten Bereiche Beschreibungsmittel, Methoden, und Werkzeuge der
Betriebsmittel für das Systemengineering einteilen [Sch13; CJS98]. Dies soll
eine einfache Strukturierung und Betrachtung ähnlich gearteter Anforderun-
gen ermöglichen. Für jede Anforderung wird eine Definition der wesentlichen
Eigenschaften aufgestellt, bevor diese aus Quellen abgeleitet und in ihrer
Wichtigkeit nachgewiesen wird.
Geeignete Anforderungen zeichnen sich dadurch aus, dass diese eine differen-
zierende Eigenschaft zwischen Informationssystemen aufweisen und messbar
ist. Jedoch können nicht alle Anforderungen trennscharf in einen dieser Berei-
che aufgeteilt werden. Beispielsweise werden für eine Revisionierung sowohl
Beschreibungsmittel zur Ablage von Versionsinformationen, als auch mathe-
matischen Methoden für eine effiziente Komprimierung sowie letztendlich
Werkzeuge, die diese Funktionalität bereitstellen, benötigt. In diesen Fäl-
len wird die entsprechende Anforderung in den Bereich mit den größten
Auswirkungen eingeteilt.
3.2 Anforderungen an industrielle Informationsräume
3.2.1 Beschreibungsmittel
Der Bereich Informationsmodellierung beschreibt die Anforderungen, die
zukünftige Informationssysteme für die Industrie erfüllen müssen, um den
auszutauschenden Informationshaushalt detailliert spezifizieren und verwalten
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zu können. Desweiteren fallen in diese Kategorien auch die notwendigen
Voraussetzungen, um organisationsübergreifend flexibel zusammenarbeiten
zu können.
3.2.1.1 Mächtige Informationsmodellierung (B1)
Die Informationsmodelle, die für die Abbildung der digitalen Anlage notwen-
dig sind, weisen eine hohe Komplexität auf, da die abzubildende Wirklichkeit
der realen Anlage hochkomplex ist. Daher muss die Technologie eine ausrei-
chende Mächtigkeit in der Informationsmodellierung besitzen, so dass die
gewünschten Konzepte möglichst einfach abgebildet werden können. Daher
sollen die Informationsmodelle eine hohe Flexibilität ohne größere technische
Einschränkungen aufweisen.
Mahnke et. al. [Mah+11] zeigen, dass sich verschiedene Middlewares und
Informationssysteme in ihren Konzepten für die Informationsmodellierung
in der Mächtigkeit unterscheiden und damit unterschiedlich gut komplexe
Informationen abbilden können. Es ist zwar auch mit einfachen Modellie-
rungskonzepten, wie Attribute und einfache Datentypen, komplexe Originale
abzubilden; jedoch ist die Modellierung mit der Verwendung von mächtigeren
Konstrukten wie Objektorientierung, Vererbung und Referenzierung weniger
aufwändig und wartbarer durchzuführen.
Laut Schlund, Hämmerle und Strölin [SHS14, S. 12] sind massive Investitio-
nen in die Daten-Qualität notwendig, um Industrie 4.0 erfolgreich umzusetzen.
„Industrie 4.0-Anwendungen benötigen eine aktuelle, für die jeweilige Nut-
zung genaue und verlässliche Datengrundlage. [. . . ] Herausforderungen im
Bereich der Datenqualität betreffen derzeit beispielsweise die Genauigkeit,
Vollständigkeit und Aktualität [. . . ].“
3.2.1.2 Semantik (B2)
Über die durch die Kommunikationsschnittstellen der Middleware bereitge-
stellten Dienste werden Daten zwischen den Teilnehmern ausgetauscht. Dabei
ist es Aufgabe der Middleware zu definieren, welche Daten wie ausgetauscht
werden. Neben der Syntax, die (häufig transparent für die Nutzer der Middle-
ware) das Format der Daten festlegt, muss eine Aussage über die Semantik
der Daten getroffen werden. Je nach Anwendung ist hier von Bedeutung, ob z.
B. die Middleware ein generisches oder ein konkretes Modell festgelegt oder
das Modell erweiterbar ist.[VDI11b]
Middlewareansätze, die Abstraktionsmechanismen anbieten, mit denen
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Kontext und Semantik durch die Betreiberorganisation modelliert und abge-
bildet werden können, sind aufgrund der hohen Anforderungen an Flexibilität
und Anpassbarkeit bei langen Laufzeiten für die Aufgaben der Automatisie-
rungstechnik besser geeignet als Middlewarelösungen mit durch den Hersteller
festgelegter Abstraktion [VDI11b]. Für die Akzeptanz ist es wichtig, dass die
Semantik hersteller-neutral ist [NAM14].
3.2.1.3 Erweiterbarkeit (B3)
Die Modelle in Informationssystemen haben ebenso wie industrielle Prozesse
und Anlagen einen Lebenszyklus, da sie diesen abbilden. Daher ist es not-
wendig, dass sich die Informationsmodelle ohne großen Aufwand flexibel an
neue Gegebenheiten anpassen und erweitern lassen. Dies soll zudem auch
zur Laufzeit geschehen können. Diese Anforderung wird sich insbesondere in
volatilen Märkten verstärkt ausdrücken.
Die Dissertation von Stephan [Ste12, S. 3] sieht „Wandelbarkeit als zen-
trales Merkmal in der Gestaltung von Fabriken und Produktionssystemen“
– auch über den Aspekt der reinen Instandhaltung hinaus. Ebenso fordert
der VDI/VDE [VDI13] in seinem Papier zu Cyber-Physical Systems, dass
„zur Entwurfszeit nicht vorhersehbare Änderungen im Betrieb mit CPS (z. B.
nachgeladene Applikationen, veränderte Systemtopologien) [..] problemlos
integriert werden können“ müssen, was vor allem den Aspekt der Erweiter-
barkeit zur Laufzeit betrifft. Auch die VDI/VDE 2657-1 [VDI11b] und die
NE 150 [NAM14] stellen die Bedeutung der dynamischen Erweiterbarkeit des
verwendeten Informationsmodells heraus.
Fricke und Schulz [FS05] stellen bei der Betrachtung von Design for Change-
ability, welches sie als Kernanforderung für komplexe Systeme sehen, folgende
vier Aspekte heraus: Robustheit, Flexibilität, Agilität und Adaptierbarkeit.
Damit sich das Gesamtsystem ändern und an neue Gegebenheiten anpassen
kann, können die Punkte Flexibilität, Agilität und Adaptierbarkeit für hoch-
gradig digitale Systeme durch eine Erweiterbarkeit des Informationsmodells
erreicht werden. Auch [Spa+13, S. 74] sieht auf Grund von volatilen Märkten
und Mitarbeiterorientierung Flexibilität als Schlüsselfaktor, die wiederum in
den Informationsmodellen abgebildet werden muss.
3.2.1.4 Selbstbeschreibungsfähigkeit (B4)
Selbstbeschreibungsfähigkeit sowie deren Abfragbarkeit sind ein wichtiger Be-
standteil, um die durch die Abstraktion gewonnene Unabhängigkeit der Be-
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schreibung und Daten nutzen zu können. Angebotene Dienste basieren nicht
nur auf Quellen und Informationen des Systems selbst, sondern liefern auch
Zugriff auf abgebildete Informationen weiterer Komponenten, was bedeutet,
dass diese Dienste sich dynamisch zur Laufzeit ändern können. Um dennoch
auf diese Informationen zugreifen zu können, ist eine Abfrage dieser Dynamik
eine Voraussetzung für einen konsistenten Informationsraum.
Für diese Beschreibung wurde in großen Teilen auf die VDI/VDE 2657-1
[VDI11b] zurückgegriffen und deren Anwendung von Middlewares auf allge-
meine Informationsräume erweitert. Die Richtlinie sieht eine Möglichkeit zur
Realisierung von Selbstbeschreibungsfähigkeit in der Bereitstellung von Meta-
Modellen. Diese Fähigkeit der Selbstbeschreibung einer aktuellen Struktur
kann jedoch auf vielen Ebenen realisiert werden.
So ist Selbstbeschreibungsfähigkeit eine notwendige Maßnahme, um die
Anforderung von [VDI13] „zur Entwurfszeit nicht vorhersehbare Änderungen
im Betrieb mit CPS (z. B. nachgeladene Applikationen, veränderte System-
topologien) problemlos [integrieren zu] können.“
Ähnlich sieht es [AG212], die „zusätzlich zum Daten- und Informations-
austausch eine standardisierte Erkennung der Geräte und Beschreibung der
Funktionalität“ für erforderlich hält.
3.2.1.5 Organisationsübergreifende Verknüpfungen (B5)
Die Vernetzung von Informationen aus unterschiedlichen Datenbehältern ist
eine grundlegende Anforderung an Informationsräume. In Zukunft wird sich
diese Anforderung auf die Vernetzung über Unternehmensgrenzen hinweg aus-
weiten. Dazu ist eine globale Identifizierung einzelner Informationsentitäten
notwendig.
So sieht Schack in seinen Herausforderungen und Trends für die digi-
tale Anlage auch die „vernetzte unternehmensinterne und -übergreifende
Zusammenarbeit“ [Sch07, S. 39]. Die Betrachtung konzentriert sich dort auf
eine organisatorische Ebene. Diese muss jedoch durch geeignete Mittel auch
technisch unterstützt werden.
Der Statusreport Industrie 4.0 vom VDI/VDE von 2014 [VDI14] sieht
Interoperabilität als entscheidendes Erfolgskriterium in einem System von
Systemen. Dabei ist hier explizit von unternehmensübergreifenden und do-




Der Bereich Methoden beschreibt die technologischen Anforderungen, die
zukünftige Informationssysteme für die Industrie erfüllen müssen, um sich
in vorhandene Systeme integrieren und mit anderen Systemen sicher und
performant austauschen zu können.
3.2.2.1 Abstraktion der Kommunikation (M1)
Ein zukünftiger Informationsraum übernimmt gemeinsame Aspekte und Diens-
te der Kommunikation, um Komponenten von diesen zu entlasten und eine
einheitliche Kommunikationsschnittstelle anzubieten. Wesentliche Aufgaben
sind dabei das Management der Kommunikation, wie Verbindungsaufbau
oder Verschlüsselung, und die Bereitstellung von spezifischen Diensten, wie
Datenaustausch oder Methodenaufruf, unabhängig von der technologisch be-
reitstehenden Realisierung. Die konkrete Umsetzung auf die Kommunika-
tionsmechanismen des eingesetzten Mediums ist dabei für die Anwendung
transparent.
Diese Definition der Kommunikationsabstraktion leitet sich direkt aus den
Anforderungen von Middlewares her [VDI11b]. Gestützt wird dieser Punkt
dabei durch [AG212], laut der „die Vielzahl der Übertragungstechniken (Kabel,
WLAN, GSM, GPRS) und Protokolle (basierend auf TCP, HTTP, seriell,
Feldbus, etc.) [..] die transportunabhängige, durchgängige „Interoperabilität“
notwendig [macht].“
3.2.2.2 Statische Daten (M2)
Die Abbildung und der Transfer von statischen Daten nimmt vor allem in
der Planung einen großen Stellenwert ein. Daher müssen zukünftige Auto-
matisierungssysteme Mechanismen bereitstellen, um Daten für eine einfache
Datenhaltung und Datenaustausch zu serialisieren und persistieren zu können.
So erfordern neue wettbewerbsfähige Lösungen laut Schack [Sch07, S. 39]
eine „durchgehende und integrierte Verwendung von Planungsdaten“. Dies
wird durch die VDI 4499 [VDI11a, S. 25] unterstützt, die geeignete Syste-
marchitekturen und Datenmanagementsysteme zur Vernetzung von Modellen
fordert.
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3.2.2.3 Dynamische Daten (M3)
In der Betriebsphase werden die statischen Daten durch dynamische Daten
ergänzt. Auch diese müssen zukünftige Informationsräume performant ver-
walten können. Durch eine Verknüpfung mit den statischen Planungsdaten
sind mächtige Auswertungsalgorithmen möglich.
Der Betrieb einer Anlage erfordert die Auswertung aktueller Daten, die von
Sensoren oder anderen Systemen bereit gestellt werden. Diese entstehen in
Echtzeit und stellen ein Abbild der realen, physikalischen Welt dar [AG212].
„Durch Vernetzung mit internetbasierten Diensten“ [AG212] können diese für
autonome Regelprozesse genutzt werden. Allgemein, müssen sich dynamische
Daten in den gesamten Informationsraum möglichst nahtlos integrieren, um
eine konsistente Abfragemöglichkeit in Verbindung mit den statischen Daten
aus der Planung zu ermöglichen.
3.2.2.4 Informationssicherheit (M4)
Die Sicherheit von Informationsräumen besteht einerseits darin, den gesamten
Informationsraum vor äußeren Angriffen zu schützen. Andererseits müssen
auch innerhalb des Informationsraumes Mechanismen verfügbar sein, die eine
feingranulare Autorisierung für Informationsentitäten ermöglichen.
Eine immer wieder auftauchende Forderung für zukünftige Systeme ist,
dass „die Sicherheit CPS-basierter Automatisierungslösungen [..] auf dem ho-
hen Standard der heutigen Automation gewährleistet bleiben“ muss [VDI13].
Dies wird ebenso von [Pla15] („Ohne eine umfassende Gewährleistung des
Datenschutzes sowie der Informationssicherheit wird eine verteilte Datenhal-
tung in der Industrie 4.0 kaum zu realisieren sein“), [Fa13] sowie [DD15] und
[NAM14] bestätigt.
Hierbei wird zwischen der funktionalen Sicherheit (Safety) und Informati-
onssicherheit (Security) unterschieden. Die funktionale Sicherheit gewährleis-
tet den Schutz von Mensch, Umwelt und Anlage beim Betrieb von technischen
Systemen [LG13]. Informationssicherheit stellt die Verfügbarkeit, Integrität
und Vertraulichkeit der Informationen in den Anlagen und Systemen si-
cher [Pla15]. Bei Security geht es darum, Gefahren abzuwehren, die auf die
Anlage bzw. deren Funktionen einwirken. Insbesondere sind explizite und
nicht-intendierte Angriffe eingeschlossen. Dies bedeutet in vernetzten Pro-
duktionsnetzwerken vor allem auch ein Schutz vor dem Abfließen von Wissen,
das in Daten vorgehalten wird. Da dennoch ein Austausch von Informatio-





Einzelne Komponenten in zukünftigen Automatisierungssystemen werden
zunehmend Dienstleister sein. Daher muss der Informationsraum auf diese
Dienst-Orientierung vorbereitet sein und diese unterstützen.
Dienste werden in Industrie 4.0 Szenarien sowohl auf der Feldebene als auch
den darüber liegenden Ebenen eine größere Rolle spielen [Die+14]. Dabei ist
auch eine semantische Beschreibung der Dienste, deren Parameter und Rück-
gabewerte ein entscheidender Schritt, um eine größtmögliche Interoperabilität
herstellen zu können.
Im Zuge der Modularisierung von verfahrenstechnischen Anlagen wandert
ein Großteil der Steuerungs- und Automatisierungsaufgaben direkt in die
eigenständigen Module in einer Anlage [Hol+14]. Für eine koordinierende
Steuerung der Module soll keine komplette Integration aller Signale in ein
übergeordnetes Leitsystem stattfinden, weil damit Vorteile der Flexibilität
und Agilität wieder aufgegeben werden. Vielmehr bieten die Module Dienste
an und kümmern sich selbst um die Erfüllung der darin definierten Aufga-
be [Obs+15a; Obs+15b]. Diese Dienste müssen über geeignete technische
Schnittstellen angesteuert werden können.
3.2.3 Werkzeuge
Der Bereich Werkzeuge beschreibt die Anforderungen, die zukünftige Infor-
mationssysteme für die Industrie erfüllen müssen, um sich in die Prozesse
von flexiblen Wertschöpfungsnetzwerken einfügen zu können.
3.2.3.1 Modelltransformationen (W1)
Eine komplette Vereinheitlichung von Datenmodellen ist auf Grund unter-
schiedlicher Philosophien in Unternehmen und Universitäten ein Ziel, das
nur in eng begrenzten Bereichen funktioniert. Zur Herstellung einer Inter-
operabilität ist somit eine Transformation zwischen ähnlichen Datenmodellen
notwendig.
Damit unterschiedliche Organisationen interagieren können, ist die Ab-
bildung der jeweils genutzten Konzepte auf die der anderen Organisation
notwendig. Dies kann einerseits durch eine eindeutige Standardisierung der
Komponenten gelöst werden, zum anderen aber auch durch eine Abbildung der
einzelnen Modellteile, die dann durch eine Modelltransformation ausgeführt
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werden kann. In der Kollaboration von verschiedenen Organisationen ergibt
sich fast immer die Situation, dass jede Organisation bestimmte Teilaspekte
anders modelliert oder gewisse Funktionalitäten exklusiv anbietet. Dadurch
ergeben sich für den reinen Standardisierungsansatz große Hindernisse, auch
wenn nur zwischen zwei Beteiligten vereinheitlicht werden soll und nicht
gleich ein allgemein akzeptierter internationaler Standard ausgearbeitet wer-
den muss. Denn bis die neuen und innovativen Funktionalitäten standardisiert
sind und somit eine Zusammenarbeit für diese möglich ist, vergeht viel wert-
volle Zeit. Desweiteren bedeutet eine Standardisierung, dass sich mindestens
ein Partner sein eigenes Modell anpassen und auf das neue umstellen muss,
was wiederum eine Umstellung aller vorhandenen Werkzeuge bedeutet. Hier
bietet sich als erster Schritt eine Modelltansformation auf das Modell des
Partners oder ein gemeinsames Zwischenmodell an. Aber auch innerhalb von
Unternehmen ist eine schnelle Zusammen- und Rückführung von Daten ein
wesentliches Mittel zur Produktivitätssteigerung [Spa+13], das unter anderem
durch Modelltransformationen zu erreichen ist. Modelltransformation wird
auch explizit durch [Pla15] als Aufgabe des Information-Layers gefordert, um
die Industrie 4.0-Komponenten aufeinander abbilden zu können.
3.2.3.2 Revisionierung (W2)
Gerade in dezentralen Wertschöpfungsnetzwerken ist es erforderlich, eine
Versionsverwaltung von Informationen aufzusetzen, die es erlaubt, bewusst
auf unterschiedlichen Versionsständen arbeiten zu können. Hierbei ist eine
enge Einbindung des Zugriffs auf alte Revisionen notwendig, der idealerweise
keine weitere Schnittstelle benötigt. Weiterhin ist auf einen schnellen und
sicheren Zugriff zu achten.
Laut der Analyse von Schmidt et. al. ist Revisionierung eine der Haupt-
anforderungen an industrielle Informationssysteme [Sch+14a]. Diese ist laut
der dort durchgeführten Studie sogar wichtiger als ein konsistenter Datenaus-
tausch und automatische Konsistenzprüfungen. Auch die NAMUR [NAM14]
sieht Änderungsmanagement als zentrale Anforderung.
Ähnlich wird dies in der Analyse von Braun [Bra+12, S. 340-345] gese-
hen. Um die spezifischen Anforderungen an Variabilität und Integrität in
der Evolution von Automatisierungssystemen gerecht zu werden, gibt es die
Forderung nach: 1) „Integrated variant- and version-management of product
lines (Application Modules) and a product line evolution engineering process
with respect to adaptation of product instances in the field“ und 2) „multi-
dimensional (within a s single discipline and interdisciplinary) module and
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interface concept and a corresponding compatibility validation process.“
3.2.3.3 Werkzeugunterstützung für die Entwicklung (W3)
Gerade für die Entwicklung von Applikationen ist eine gute Werkzeugunter-
stützung notwendig, die dem Nutzer einen Teil der Arbeit abnehmen. So sind
Werkzeuge notwendig, mit denen Informationsstände visualisiert, untersucht
und miteinander verglichen werden können. Auch eine Unterstützung durch
umfangreiche Bibliotheken von einer Reihe von Programmiersprachen und
Plattformen ist eine enorm wichtige Hilfestellung für den Nutzer.
Ein Informationsraum wird nur dann erfolgreich und weit verbreitet genutzt
werden, wenn die entsprechenden Werkzeuge und Bibliotheken vorhanden
sind, um mit diesem auf einfache Art und Weise zu interagieren. Zur Applikati-
onsentwicklung in diesem Informationsraum sind über die reinen Bibliotheken
in einer Programmiersprache der Wahl auch weitergehende Werkzeuge zum
Debugging notwendig, um eine schnelle und qualitativ hochwertige Anwen-
dungsentwicklung zu ermöglichen.
3.2.3.4 Anbindung vorhandener Daten (W4)
Ein wichtiges Merkmal ist die Wiederverwendung von vorhandenen Daten.
Dazu bildet dieses Merkmal die Fähigkeit von Informationsräumen ab, vorhan-
dene Daten aus anderen Systemen durch entsprechende Importschnittstellen,
Adapter oder andere Mechanismen einzubinden.
So müssen laut Schack [Sch07, S. 39] eine „durchgehende und integrierte
Verwendung von Planungsdaten“ erfolgen, die durch offene Systemlösungen
mit entsprechenden Schnittstellen umgesetzt werden müssen. Die vorhandenen
Daten sollen universell und anwendungsunabhängig einsetzbar sein und damit
eine Wiederverwendbarkeit ermöglichen [NAM14].
3.2.3.5 Unterstützung zur Nachverfolgbarkeit/Inspizierbarkeit zur
Laufzeit (W5)
In verteilten Informationsräumen wird es wichtig sein, den aktuellen Infor-
mationsstand sowie mögliche Änderungen dem Nutzer nachvollziehbar zu
präsentieren. Gerade durch die enorme Komplexität benötigt der Nutzer eine
gute Werkzeugunterstützung, um Entscheidungen des Systems nachvollzie-
hen und bewerten zu können. Dafür sind geeignete Visualisierungen und
Eingriffsmethoden erforderlich.
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Auch nach der Erstellung von Anwendungen in einem verteilten Informati-
onsraum ist eine Nachvollziehbarkeit der Informationen und Entscheidungen
in einer Applikation essentiell. Der Nutzer der Anwendung sollte die Nach-
vollziehbarkeit der Entscheidungen der Applikationen durch diese selbst in
geeigneter Weise visualisiert bekommen. Durch die Verteilung des Informa-
tionsraums können nämlich für den Nutzer unerwartete Informationsflüsse
auftreten, die durch Änderungen in einem entfernten Datensatz ausgelöst
werden. Wenn sich jedoch darüber hinaus auch das Informationsmodell eines
Datensatzes ändert, muss dem Entwickler eine Möglichkeit gegeben sein, diese
nicht durch die Applikation abgebildeten Änderungen nachvollziehen und
entsprechend darauf reagieren zu können.
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Aufbau und Einordnung des Kapitels
Das folgende Kapitel analysiert existierende Ansätze, die für den Aufbau und
den Betrieb von Informationsräumen genutzt werden können. Dazu werden
die Ansätze beschrieben und hinsichtlich der Erfüllung der Anforderungen
aus Kapitel 3 bewertet. Dabei werden Ansätze aus der Automatisierungstech-
nik (OPC UA, AutomationML) der Verfahrenstechnik (ISO 15926) und der
Informatik (WBEM/CIM, Eclipse EMF, Semantic Web) diskutiert.
4.1 Semantic Web
Das Semantic Web stellt ein Framework bereit, das es erlaubt Daten über
Grenzen von Applikationen, Unternehmen und Communities hinweg zu teilen
und wiederzuverwenden [W3C11]. Dabei wird es hauptsächlich vom W3C
mit einer breiten Unterstützung durch akademische und industrielle Partner
vorangetrieben. Als Basistechnologien wird auf das Resource Description
Framework (RDF), SPARQL zur Abfrage von Informationen, Internettechno-
logien wie HTTP (Hypertext Transfer Protocol) und Ontologien aufbauend
auf RDFS und OWL zurückgegriffen. Diese Technologien lassen sich auch
unter dem Stichwort Linked Data subsummieren [BHB09; Biz09]. Eine detail-
lierte Beschreibung der Technologien und wichtiger Werkzeuge ist im Anhang
im Kapitel C auf Seite 125 zu finden.
Linked Open Data ist dabei der Teil der Daten, die öffentlich und frei ver-
fügbar zugänglich sind. Linked Open Data weist ein rasante Wachstumskurve
mit einer Verdreifachung der Datenbasis in den letzten Jahren [iX14] auf.
Dabei gibt es eine große Vernetzung zwischen den einzelnen Datensätzen,
wobei einige Datensätze große Hubs darstellen, wie z.B. Dbpedia, Freebase
und Geo Names.
4.1.1 Ziele
Die Ziele, die das Semantic Web verfolgt, orientieren sich an den Zielen des
World Wide Web, das auf eine starke Offenheit und Einfachheit setzt.
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Einfache Erweiterbarkeit Ein großer Vorteil von Linked Data liegt in seiner
einfachen Erweiterbarkeit. Diese kann durch die Open World Assumption
[Ber09] erreicht werden, die alle nicht explizit formulierten Aussagen als nicht
prüfbar annimmt. Das steht im Widerspruch zu Closed-World-Systemen, die
solche Aussagen als unwahr bewerten würden.
Model as you use Ein wesentlicher Ansatz des Semantic Web ist, die
Initialinvestition möglichst gering zu halten. So sollten am Anfang nur die
wirklich notwendigen Konzepte modelliert werden. Die weiteren Aufwände für
eine Modellausweitung oder Neugestaltung sind somit erst zu dem Zeitpunkt
zu erbringen, an dem sie auch einen direkten Nutzen bringen. Somit ist ein
schneller Einstieg gewährleistet.
Semantisches Informationsmodell Die Informationen, die auf Webseiten
zu finden sind, sollen durch Maschinen interpretierbar sein. Dazu ist eine
semantische Beschreibung der verwendeten Konzepte notwendig, die sich
idealerweise in dem gleichen Informationsmodell wiederfinden.
Dezentrale Architektur Wie im bisherigen Web soll die Architektur verteilt
bleiben, so dass eine Aufteilung der Information auf verschiedene Server voll-
zogen wird. Auch ansonsten soll es keinen Master-Knoten geben, sondern die
verschiedenen Server sollen prinzipiell gleichrangig sein. So können sich neue
Nutzer einfach mit der Integration eines Servers in das Netzwerk integrieren.
Leichtgewichtiger Ansatz Die Linked Data Philosophie ist derjenigen von
Linux sehr ähnlich und hält viele spezialisierte Werkzeuge vor, deren clevere
Kombination mächtige Anwendungen zu gestalten erlaubt. Auf der ande-
ren Seite kann durch die Beschränkung auf einige wenige Werkzeuge, der
Einarbeitungs- und Wartungsaufwand gering gehalten werden. Desweiteren
ist durch diese Leichtgewichtigkeit der einzelnen Werkzeuge schnell eine
Weiterentwicklung eines einzelnen Werkzeugs möglich.
Domänenübergreifende Vernetzung Eine Hauptstärke liegt in der Wie-
derverwendung von bereits modellierten Informationen. Dazu werden Ver-
knüpfungen auch über Domänengrenzen als First-Class-Konzepte aufgefasst.
Das ermöglicht es, Informationsmodelle aufzuteilen und mit den entspre-
chenden Konzepten weiterzuentwickeln, um so einen möglichst großes und
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umfassendes Gesamtwissensnetzwerk aufzubauen. Dabei erzeugen zusätzliche
Verknüpfungen mehr Kontext und steigern somit den Wert der Information.
4.1.2 Prinzipien
Diese Ziele sollen durch einige wenige Prinzipien erreicht werden, die Tim
Berners-Lee [Ber06] 2006 als Grundprinzipien von “Linked Data” aufgestellt
hat:
1. Use URIs to identify things.
2. Use HTTP URIs so that these things can be referred to and looked up
(“dereferenced”) by people and user agents.
3. Provide useful information about the thing when its URI is dereferenced,
using standard formats such as RDF/XML.
4. Include links to other, related URIs in the exposed data to improve
discovery of other related information on the Web.
Das Semantic Web ist eine mögliche Implementierung dieser Linked Data
Prinzipien. Prinzipiell können diese Prinzipien und vor allem deren Verall-
gemeinerung durch [zaz11a] aber auch mit anderen Technologien erreicht
werden.
4.1.3 Best Practises
Einen gut nutzbaren Informationsraum lässt sich nicht nur durch eine Fest-
legung auf die vier Basisprinzipien und eine Reihe von Basis-Technologien
erreichen. Man benötigt viel mehr eine stärkere Unterstützung der Entwickler
beim Aufsetzen der Systeme, um den Nutzern eine leichte Orientierung und
Wiedererkennungswerte zu geben. Dazu haben sich einige zusätzliche Best
Practises herauskristallisiert, die versuchen die offene Natur des Semantic
Web etwas stärker einzugrenzen, wobei der Informationsraum auch ohne
Einhaltung dieser Richtlinien als solcher nutzbar und wertvoll bleibt.
Einen wichtigen Teil nehmen davon Grundregeln für die Auswahl und
das Erstellen geeigneter URIs ein1. Insbesondere auf die Aufspaltung von
Informationsdarstellung als HTML und als RDF-Repräsentation wird näher
eingegangen und wie richtig auf diese verwiesen wird, so dass nach einer
Content-Negotiation immer noch die richtigen Inhalte ausgeliefert werden.
1http://www.w3.org/TR/cooluris/
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Das LATC (Linked Open Data Around-The-Clock)2 Projekt ist eine Unter-
stützungsplattform für das FP7 Programm, das bei dem Veröffentlichen und
Konsumieren von Linked Data hilft. Dazu hat es eine Reihe von Richtlinien
herausgegeben. Eine der hilfreichsten ist dabei die LATC Dataset Publishing
guideline3.
4.2 ISO 15926
Die ISO 15926 [ISO07] ist ein internationaler Standard für die Integration
und den Austausch von Daten. Initial als Nachfolger von STEP [Fow95]
gedacht und eng auf die Prozessindustrie zurechtgeschnitten, hat die ISO
15926 mittlerweile genügend Semantik, um eine Großzahl an Modellen aus
unterschiedlichen Domänen abbilden zu können. Kern ist eine sehr mächtige
Ontologie, die ein generisches Datenmodell enthält. Diese ist ein Schnittstellen-
modell, welches Anspruch auf Vollständigkeit und Allgemeingültigkeit besitzt.
Dies wird durch intensiv durchdachte aufeinander aufbauende Ontologien
erreicht.
Als Best Practise kann DEXPI (Data Exchange in the Process Industrie)4
gelten. DEXPI baut eine Sandbox für ISO 15926, die speziell auf die Pro-
zessindustrie zugeschnitten ist [Fia11] und damit eine Referenzbibliothek
für die ISO 15926 darstellt. Hier werden die generische ISO 15926-Konzepte
auf konkrete Merkmale der Prozessindustrie spezialisiert, die dann in der
Anwendung durch Referenzen von Instanzen genutzt werden können.
Mit Facades und dem PROTEUS 3 Schema gibt es Möglichkeiten zum
dynamischen Zugriff, mit dem die Abfrage und der Austausch von Daten
ermöglicht wird. Diese sind aber durch fehlende Werkzeuge und Schwäche in
der Ausdrucksmächtigkeit nur bedingt geeignet.
Kritik erhält ISO 15926 unter anderem, weil es als schwergewichtig gilt
und eine hohe Lernkurve aufweist. Damit erscheint es vor allem für langzeit-
stabile Informationsmodelle geeignet, deren Qualität durch einen intensiven
Ontology-Engineering-Prozess gesichert wurde. Hier ist die Beibehaltung eines
akzeptierten Versionsstands eine Qualität, die es unbedingt zu bewahren gilt.
Laut Wiesner verhindert die hohe Komplexität des Datenmodells eine







die Möglichkeiten, falsch zu modellieren, groß sind.
4.3 OPC UA
OPC Unified Architecture (OPC UA) ist eine Middleware-Lösung mit einem
mächtigen Informationsmodell [MLD09]. Das Datenmodell unterstützt Objekt-
Orientierung und bietet eine Reihe von Services an, um auf die Daten in
verschiedenster Weise zuzugreifen. OPC UA wird von der OPC Foundation
entwicklet und gepflegt. Dabei werden die erzielten Ergebnisse zeitnah in die
Normenreihe IEC 62541 [IEC] überführt.
Ursprünglich war OPC ein Versuch aus der Automatisierungs- und IT-
Domäne einen Kommunikationsstandard für den Shop Floor zu etablieren.
Dabei wurde auf OLE als Technologie zurückgegriffen und damit eine Ankopp-
lung an das Betriebssystem von Microsoft ausgenutzt. Daher stammt auch
das ursprüngliche Akronym OPC, das für „OLE for Process Control“ steht.
Mittlerweile wird OLE als zugrunde liegende Kommunikationstechnik nicht
mehr genutzt, so dass OPC nun für Openness, Productivity and Collaboration
steht.
Die erste Spezifikation, bekannt als OPC DA (Data Access), verwendete
COM zur Kommunikation zwischen einem OPC UA Server und OPC UA Cli-
ents und konnte so aktuelle Daten von Items eines Automatisierungssystems
verschiedenen Systemen einfach zur Verfügung stellen. Nach Erweiterungen
mit verschiedenen Technologien (OPC XML, OPC Alarms and Events, etc.)
wurde der Druck größer die Spezifikationen zu vereinheitlichen und den
Ballast der zu Grunde liegenden Technologien abzugeben.
Aus diesem Ansatz heraus entstand OPC Unified Architecture (OPC UA),
das eine komplette Neuentwicklung darstellt und nun auf offenen Netzwerk-
verbindungen aufbaut und einem dienst-orientierten Ansatz folgt. Es verfolgt
damit den Ansatz, größere Bereiche der Automatisierungspyramide abzude-
cken, was durch ein mächtiges Informationsmodell [Mah+11] unterstützt wird.
Anders als bei OPC DA, bei dem Server, Gruppen und Items als Modellie-
rungselemente vorgegeben waren, erlaubt OPC UA dem Nutzer das benötigte
Informationsmodell des Servers selbst flexibel zu gestalten. Dazu kann das
Basismodell erweitert um so beliebige Systeme in OPC Servern abzubilden.
Diese Flexibilität hat es ermöglicht bereits verschiedene Standards in OPC UA
Informationsmodelle zu übertragen.
OPC UA kann somit als Basistechnologie für andere Ansätze dienen, z.B.
für FDI (Field Device Integration). OPC UA hat eine zunehmende Verbreitung
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in der Prozessindustrie.
Insgesamt zeigt sich OPC UA als ein richtiger Schritt in die Richtung
von flexiblen, vernetzten Systemen in der Automatisierungstechnik. Auf
Grund seines semantischen und erweiterbaren Informationsmodells lassen
sich intelligente, flexible und performante Systeme bauen. Ein Nachteil von
OPC UA ist, dass keine gleichberechtigte Integration von mehreren Servern
möglich ist. Die Alternative besteht in Aggregating Server. Weiterhin ist
momentan noch keine echtzeitfähige Kommunikation möglich, was vor allem
für die Vernetzung auf den unteren Ebenen der Automatisierungspyramide
eine wesentliche Voraussetzung ist. Dies wurde jedoch bereits als Problem
erkannt und mit Hilfe der OPC UA Realtime Working Group5 sowie diversen
Forschungsprojekten angegangen.
4.4 Eclipse EMF
Das EMF-Projekt6 ist ein Modellierungs- und Datenintegrationsframework
für Eclipse mit Möglichkeit zu Code-Generierung. Damit ist Erstellung von
Werkzeugen und Applikationen möglich, die auf einem gemeinsamen und teil-
baren strukturierten Datenmodell aufbauen. Modelle werden dabei in XMI7
beschrieben. EMF bietet für diese Werkzeuge und Laufzeitunterstützung an,
um daraus einfach Java-Klassen und XML8-Spezifikationen zu erstellen. Des-
weiteren gibt es einen Editor und Adapter, die den Zugriff und das Verändern
des Modells sowohl manuell als auch kommando-orientiert erlauben.
Ecore ist das EMF Modell, welches erlaubt, Modelle zu beschreiben. Da-
bei ermöglicht es Objektattribute, Assoziationen zwischen Objekten, auf
einem Objekt ausführbare Operationen und einfache Einschränkungen (Kar-
dinalitäten etc.) von Objekten zu spezifizieren. Damit bildet es in etwa das
Klassendiagramm-Subset von UML ab. Neben der reinen Modellbeschreibung
sind mit EMF für Ecore auch Möglichkeiten zur Laufzeitunterstützung mög-
lich. Dies schließt z.B. Änderungsbenachrichtigungen, Persistierungen und
eine reichhaltige API zur Manipulation von EMF Objekten ein.
Auf dem gemeinsamen Standard EMF für Datenmodelle haben sich viele








Persistierungsframeworks, UI Frameworks und Transformationswerkzeuge, so
dass aus den Einzellösungen ein gemeinsamer mächtiger Informationsraum
entstehen kann.
4.5 AutomationML
Die AutomationML9 (Automation Markup Language) in Version 2.0 ist ein
neutrales XML-basiertes Datenformat für die Modellierung von Planungsinfor-
mation in der Automatisierungstechnik [Dra10]. Ziel von AutomationML ist
der Äustausch von Engineering-Daten in einer heterogenen Tool-Landschaft
von modernen Engineering-Werkzeugen für verschiedene Disziplinen wie zum
Beispiel Mechanisches Design, Elektrisches Design, HMI-Entwicklung, SPS-
Programmierung oder Robotersteuerung"[DC12]. Das Projekt wurde 2006
gestartet und seitdem kontinuierlich mit breiter Industrie-Unterstützung wei-
terentwickelt, so dass es mittlerweile einen breite Anwendungscommunity
gefunden hat und in IEC 62714 [DC12] standardisiert wurde.
Die Kernidee von AutomationML ist die Bereitstellung eines offenen
Container-Formats zur Speicherung und zum Austausch von Anlagenpla-
nungsdaten. Dabei wird auf bereits existierende Standards aufgebaut. Tech-
nisch wird dazu XML genutzt und auf CAEX [DF04a; DF04b] zur Abbildung
der Topologie und Mengengerüste sowie der Attribute und Beziehungen von
Objekten in ihrer hierarchischen Anlagenstruktur aufgebaut. COLLAborative
Design Activity (COLLADA)10 [AB06] wird zur Darstellung der Geometrie
mit detaillierten 3D-Modellen verwendet. Kinematik mit seinen Verbindungen
und Abhängigkeiten von Objekten, um Bewegungsplanung zu beschreiben,
werden in AutomationML ebenfalls durch COLLADA abgebildet. Schlus-
sendlich bleibt noch PLCOpenXML11, um Logik (Ablaufsequenzen, internes
Verhalten und I/O-Verbindungen) abzubilden. Durch den Ansatz ist die Er-
weiterbarkeit von AutomationML, um relevante Inhalte gegeben, die ebenfalls
mit XML-basierten Datenaustauschformaten ausgedrückt werden können.
So können Best Practises in Companion Standards überführt werden um
domänenspezifische Modelle mit AML abzubilden.
Dabei wird CAEX als Dachformat ähnlich einer Ontologie genutzt. Dort
sind Typen und Konzepte als sogenannte SystemUnitClass definiert, wohinge-
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Über InterfaceClasses werden Schnittstellen definiert und damit Verknüpfun-
gen zwischen Elementen erstellt. Über RoleClasses werden den Elementen
spezifische Bedeutungen zugewiesen. Für den Verweis zwischen den einzelnen
Teilmodellen können so typisierte Verknüpfungen genutzt werden.
AutomationML erfreut sich wachsender Beliebtheit in der Automatisie-
rungstechnik, so dass eine Reihe von Anwendungen und Werkzeugen dafür
entstanden ist. So gibt es Modellierungswerkzeuge, Transformationsansät-
ze, Integration in Programmierumgebungen (z.B. AutomationML Engine12),
sowie einen OPC UA zu AutomationML Konverter
Nachteile sind die Konzentration auf Abbildung statischer Informatio-
nen. Weiterhin ist eine Referenzierung zu anderen Modellen (in entfernten
XML-Dateien) zwar möglich, wird in AutomationML aber nicht als Stan-
dard betrachtet. Für AutomationML ist eine statische, lokale Datenhaltung
der Ausgangspunkt, was eine Konsistenz der Datenmodelle untereinander
garantiert.
4.6 WBEM/CIM
Getrieben aus dem Bereich in der Informatik hat sich WBEM/CIM als dyna-
mischen Informationsmodell für Standardfunktionen zur Administration und
Fernwartung von Computersystemen in Managed Environments durchgesetzt.
Dabei steht das WBEM für Web-Based Enterprise Management und bezeich-
net das Kommunikationsmodell und CIM steht für das dabei eingesetzte
Informationsmodell mit dem Namen Common Information Model.
Beide Technologien sind unabhängig voneinander, werden jedoch häufig zu-
sammen eingesetzt. Die Spezifikation erfolgt bei beiden durch die Distributed
Management Task Force (DMTF).
WBEM WBEM 13 ist ein dienst-orientierter Ansatz für das Verwalten von
Ressourcen, der häufig für die Verwaltung von IT-Systemen eingesetzt wird.
Da er unabhängig von Hardware-Plattform und Betriebssystem ist, hat er in
diesem Bereich eine große Verbreitung erreicht.
WBEM unterstützt eine ganze Reihen von Protokollen (z.B. CIM-XML,
WS-CIM, CLP-SSH) und Schnittstellen für den Zugriff auf die WBEM-
Infrastruktur mittels Internet-Techniken. Dabei verfolgt WBEM einen Client-





angeschlossene Ressourcen einsammelt und zentral verschiedenen Clients zur
Verfügung stellt.
Auf Client-Seite existieren hochsprachliche Zugriffsmethoden auf Managed
Objects, so dass auf diese direkt mit Operationen und Events zugegriffen
werden kann. Darüberhinaus existieren Möglichkeiten zum Explorieren der
Managed Objects sowie komplexe Abfragesprachen. So kann die CIM Query
Language für die Abfrage von Informationen aus dem CIM genutzt werden.
CIM WBEM wird üblicherweise zusammen mit dem Common Information
Model (CIM) 14 verwendet. Dieses Informationsmodell ist objektorientiert,
hierarchisch und flexibel. Es unterstützt als Modellierungskonzepte Klassen,
Eigenschaften und Methoden. Es kann auch komplexe Relationen zwischen
Konzepten abbilden. CIM wird im Managed Object Format (MOF) reprä-
sentiert, was ein UML Dialekt darstellt. Momentan sind in CIM etwa 1400
Klassen definiert, die zur Beschreibung von Managementinformationen und
Funktionen in einem Softwaresystem dienen. Diese können unabhängig von
der Implementierung (z.B. durch WBEM genutzt) werden und sind ihrer-
seits durch Vererbung einfach erweiterbar. Die CIM-Infrastruktur enthält
ein Meta-Schema und Regeln für die Integration des Zugriffs auf andere
Management-Modelle ins CIM, wie beispielsweise DMI, SMBIOS oder SNMP.
Implementierungen Es existieren verschiedene WBEM/CIM-Implementierungen.
Die bekannteste und am weitesten verbreitete Implementierung ist die Win-
dows Management Instrumentation (WMI), die für Windows eine der wichtigs-
ten Schnittstellen für die Administration und Fernwartung über das Netzwerk
darstellt. Damit ist diese bereits auf einer großen Anzahl an Desktop-Rechnern
installiert.
4.7 Zusammenfassende Bewertung
Tabelle 4.1 stellt die Erfüllung der Anforderungen der einzelnen Technolo-
gien zu den Anforderungen aus Kapitel 3.2 zusammen. Dabei erfolgt eine
Bewertung der Ansätze, ob sie die Anforderungen vollständig (✓✓), teilweise
(✓) oder nicht erfüllen (✗). Die Kriterien für die Bewertung sind dabei im
Anhang in den Tabellen A.1, A.2 und A.3 ab Seite 108 detailliert aufbereitet.
Die Bewertung bezieht sich dabei auf die Abdeckung durch die Technologien
und deren etablierten Erweiterungen und Werkzeuge.
14http://www.dmtf.org/standards/cim
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4 Analyse bestehender Ansätze
























































B1) Mächtigkeit der Informati-
onsmodellierung
✓✓ ✓✓ ✓ ✓✓ ✓✓ ✓
B2) Semantik ✓✓ ✓✓ ✓ ✓✓ ✓ ✓
B3) Erweiterbarkeit ✓✓ ✓✓ ✓ ✓ ✓ ✓✓
B4) Selbstbeschreibungsfähigkeit ✓✓ ✓ ✓ ✗ ✗ ✓







M1) Abstraktion der Kommuni-
kation
✓✓ ✓✓ ✓ ✓✓ ✓ ✗
M2) Statische Daten ✓✓ ✓ ✓✓ ✓✓ ✓✓ ✓✓
M3) Dynamische Daten ✗ ✓✓ ✗ ✗ ✓ ✗
M4) Informationssicherheit ✓ ✓ ✗ ✗ ✗ ✗







e W1) Modelltransformationen ✗ ✗ ✓ ✗ ✓✓ ✗
W2) Revisionierung ✗ ✗ ✗ ✓ ✓ ✗
W3) Entwicklungsunterstützung ✓✓ ✓ ✓ ✓ ✓✓ ✓
W4) Schnittstellen/Adapter für
andere Systeme
✓✓ ✓ ✓ ✓ ✓ ✓
W5) Inspizierbarkeit zur Lauf-
zeit
✓ ✓ ✓✓ ✓ ✓✓ ✓
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4.7 Zusammenfassende Bewertung
Jeder der vorgestellten Technologien hat einige gravierende Nachteile.
So ist das Semantic Web gut darin, statische Inhalte abzubilden und über
Domänen hinweg zur Verfügung zu stellen, doch bei der Behandlung von
dynamischen Daten gibt es noch etliche offene Punkte.
OPC UA ist hingegen hoch spezialisiert auf den Austausch von dynamischen
Daten mit einem hohen Protokoll-Overhead und schwacher Werkzeugunter-
stützung bei Modelltransformation und Versionierung.
AutomationML hat seine Stärken in der Beschreibung von statischen
Informationen und in der prinzipiellen Erweiterbarkeit durch die Integration
bestehender Standards. Da die AML-Spezifikation keinerlei Architektur oder
Middleware-Dienste für verteilte AML-Server definiert, existiert keine Lösung
zum Austausch von dynamischen Daten. Außerdem bietet es von Haus aus
nur schwache Referenzen auf andere Domänen an.
WBEM/CIM ist ein sehr schwer gewichtiger Ansatz, der durch das reichhal-
tige Informationsmodell zwar eine Menge Einstiegspunkte für Erweiterungen
vorhält. Dieses ist jedoch ausgelegt auf IT und erfordert einen hohen Einar-
beitungsaufwand.
ISO 15926 ist ebenfalls ein sehr schwergewichtiger Ansatz, der in einem
Standardisierungs-Deadlock verharrt. Durch die langen Zyklen dauert es lange,
bis die Teilmodelle von ISO 15926 einen ausreichend hohen Standardisierungs-
Reifegrad nach Drath und Barth [DB12] erreicht habent In der Zwischenzeit
haben sich jedoch die Anforderungen geändert, so dass erneut das Modell
nachgearbeitet werden muss.
Insgesamt zeigt sich, dass sowohl das Semantic Web als auch OPC UA
einen Großteil der Anforderungen bereits vollständig oder teilweise erfüllen.
Linked Data fokussiert dabei stärker auf die Integration heterogener statischer
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Aufbau und Einordnung des Kapitels
Dieses Kapitel beschreibt als Kernelement dieser Arbeit Linked Enterprise
Data als Konzept für die Erstellung und Verwaltung eines interorganisatio-
nellen industriellen Informationsraums. Das Konzept erfüllt die gestellten
Anforderungen, in dem es auf Linked Data aufbaut und dieses um industrielle
Aspekte ergänzt. Der Einsatz von Linked Data in der Industrie hat für diese
enorme Vorteile, wie eine einfache Vernetzbarkeit mit anderen Daten und
damit einhergehend eine Interoperabilität zwischen Systemen.
Dazu wird zuerst im Abschnitt 5.1 der Beitrag von Linked Data zur Er-
füllung der Anforderungen beschrieben. Daraus werden die offenen Punkte
abgeleitet und das Konzept im Ganzen vorgestellt und daraufhin auf ein-
zelne Aspekte und deren Anforderungserfüllung eingegangen wird. Dazu
wird die Architektur (Abschnitt 5.3), die Bereitstellung von Informationen
(Abschnitt 5.4), die Zugriffssicherung von Informationen (Abschnitt 5.5), die
Versionierung (Abschnitt 5.6), Modelltransformation (Abschnitt 5.7) sowie auf
Möglichkeiten zur flexiblen Standardisierung (Abschnitt 5.8.1) eingegangen.
5.1 Abdeckung der Anforderungen durch Linked Data
5.1.1 Erfüllte Anforderungen
Der Semantic Web Stack ist in Abbildung 5.1 zu sehen und deckt mit seinen
Technologien bereits einen Großteil der Anforderungen an einen Informati-
onsraum mit den gestellten Anforderungen ab.
Auf der untersten Ebene wird URI/IRI, HTTP, Unicode und Authenti-
sierung in der Web-Plattform-Ebene genutzt. Darauf setzen Datei-Formate
(XML, Turtle1, RDFa, ...) auf, mit denen eine Serialisierung und somit der Zu-
griff auf Daten ermöglicht wird. Damit lassen sich bereits die Anforderungen
M1 und M2 abbilden.
Darauf aufbauend wird RDF als Datenmodell verwendet, in dem alle
Informationsmodelle abgebildet werden. Dies erlaubt die Erfüllung der Anfor-
1Terse RDF Triple Language [BB11]
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drucksstark und maschineninterpretierbar selbst beschreiben können. Durch
Reasoner und höherwertiger Regeln (RIF) können komplexe Logiksysteme
aufgebaut werden (B1, B2, B4 ).
In der Einordnung in den ISO/OSI-Stack mit seinen sieben Schichten
[II94] ist der Semantic Web Stack ab Ebene 4 zur finden. LED setzt auf den
normalen Internet-Stack mit TCP/IP auf. Es definiert größtenteils den Infor-
mationsaustausch in der Anwendungsschicht (Applicationlayer auf Schicht 7).
Es ist prinzipiell zwar möglich, die unterliegenden Schichten auszutauschen.
Damit verliert das System jedoch die Interoperabilität mit anderen Werkzeu-
gen, was eine der großen Stärken von LD ist. Daher ist LD grundsätzlich in
der Leistungsfähigkeit eingeschränkt. Eine voll-kompatible Architektur ohne
aufwändiges TCP ist nicht realisierbar.
In dem Bereich der Werkzeuge werden durch die große Verbreitung in der
IT ebenfalls bereits Anforderungen erfüllt. Für das Semantic Web steht eine
große Anzahl an Werkzeugen zur Verfügung, mit denen sich Arbeiten im
ganzen Lebenszyklus von Daten unterstützen lassen. Viele der Werkzeuge
sind als Open-Source frei verfügbar und werden durch eine aktive Community
getrieben. Desweiteren gibt es durch die einsetzende Verwendung in geschäft-
lichen Anwendungen auch eine Reihe von Tools für die Firmen professionellen
Support liefern. Eine Auswahl an wichtigen Werkzeugen ist im Anhang im
Abschnitt C.2 zusammengefasst, die sowohl Applikationsentwicklung unter-
stützen W3 als auch eine Vielzahl an Schnittstellen/Adapter für andere
Systeme W4 bereitstellen.
5.1.2 Notwendige Erweiterung zu LED für einen industriellen
Informationsraum
Wie in Kapitel 4 beschrieben, erfüllt der Ansatz des Semantic Web einen
Großteil der aufgestellten Anforderungen. Es bleiben jedoch folgende Punkte
offen:
Anbindung an existierende industrielle Informationssysteme (W4) Für
die Befüllung eines Informationsraums sind die entsprechenden LD-Adapter
notwendig, die die Informationen aus den existierenden Werkzeugen holen
und in diese zurückschreiben. Dies ist sowohl bei einer kompletten Ablösung
der alten Systeme als auch bei einer fortschreitenden Synchronisation mit
diesen Systemen notwendig.
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Performante Einbindung dynamischer Daten (M3) Die Vielzahl an Sen-
soren und Aktoren müssen in den LED-Raum eingebunden werden. Hier
haben sich in der näheren Vergangenheit einige Technologien herausgebildet,
mit denen ein einfacher und schneller Zugriff auf schnell ändernde Daten in
komplexen Zusammenhängen möglich ist (MQTT, DDS, OPC UA). In dieser
Arbeit wird sich dabei auf die Integration der weit verbreiteten OPC UA Tech-
nologie konzentriert, da sie von diesen in der betrachteten Domäne momentan
die größte Verbreitung aufweist.
Integrierte Mechanismen für Modelltransformation (W1) Modelltrans-
formationen sind kein Kernbestandteil von Linked Data, können aber durch
die Mächtigkeit von SPARQL ausgedrückt werden. Dazu sind jedoch entspre-
chende Mechanismen und Regeln aufzustellen.
Revisionierbarkeit (W2) Revisionierbarkeit spielt bei Linked Data kaum
eine Rolle. Es gibt wenige proprietäre Lösungen. Für eine langfristige und sta-
bile Revionierungslösungen sind diese jedoch mit dem semantischen Potential
von Linked Data zu erweitern.
Unterstützung bei der Nachverfolgbarkeit (W5) Gerade bei großen und
verteilten Informationsräumen kann der Mensch schnell die Übersicht über
die Daten verlieren. Hier ist dem Nutzer durch geeignete Visualisierungssys-
teme Hilfestellung unter Einbeziehung bekannter Visualisierungskonzepte zu
leisten.
Feingranulare Informationssicherheit (M4) Die Informationsabsicherung
von dereferenzierbaren URIs durch Authentifizierungs- und Autorisierung-
mechanismen ist sehr aufwändig. Dies kann prinzipiell durch ein geschicktes
HTTP Redirecting auf einen SPARQL Endpoint gestaltet werden, der die
zugreifbaren Informationen über ein SPARQL CONSTRUCT bereitstellt. So-
mit kann das Problem auf die Zugriffssicherung von SPARQL zurückgeführt
werden.
5.2 Kernkonzept von Linked Enterprise Data
Bemühungen einen integrierten Informationsraum zu schaffen, gibt es bereits
lange, da die Vorteile klar auf der Hand liegen. So wurde z.B. in den 90er mit
CIM (Computer-integrated manufacturing) ein Ansatz zur Vollintegration
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aller Informationen und Dienste gestartet, der aus der Produktion getrieben
wurde. Der Ansatz ist jedoch an der fehlenden Agilität und großen Starrheit
zu Grunde gegangen. Vertreter waren STEP [DI04] und das daraus folgende
ISO 15926 [ISO07]. In den 00er wurde dann aus der Informatik der Ansatz
des Semantic Web gestartet, der explizit auf eine volle Flexibilität gesetzt hat.
Dieser konnte sich aber zumindest in konservativen Industrien auf Grund der
Praxisferne nicht durchsetzen. Heute steht nun eine Zusammenführung der
beiden Ansätze für eine flexible Produktion für Industrie 4.0 an, die einen
notwendigen Ausgleich zwischen Flexibilität und Stabilität schafft. Diesen
Ausgleich versucht Linked Enterprise Data zu schaffen, in dem es Linked Data
als Ausgangspunkt nimmt und um entsprechende Methoden und Konzepte
in den Bereichen Werkzeuge und Methoden für eine industrielle Nutzung
erweitert.
Diese Arbeit versucht diese Aufgabe durch das Konzept Linked Enterprise
Data zu lösen. Der Begriff selbst wurde bereits in [Gra+12] eingeführt und
wird hier nun als ein auf dem Semantic Web aufbauender und für die Anfor-
derungen der Industrie erweiterter integrierter Informationsraum definiert.
Das Kernkonzept eines Linked Enterprise Data Informationsraums, wie er in
dieser Dissertation verstanden wird, ist in Abbildung 5.2 zu sehen. Dabei fun-
giert der LED-Cloud als gemeinsamer Informationsraum, in den verschiedene
Applikationen ihre Daten spiegeln und semantisch auf Datenebene integrieren
können [Gra+11; Gra+12].
Es besteht somit aus einem verteilten Data-Warehouse, das die Informatio-
nen auf Datenebene integriert. Dabei werden die Warehouses jedoch nicht
zwangsläufig synchronisiert, sondern beinhalten verschiedene Datensätze. Ei-
ne Synchronisation ist aber trotzdem möglich. Mittlerweile hat sich SPARQL
weit verbreitet [Rak+13], so dass der Hauptzugriff auf Informationen in einem
LED-Netzwerk über SPARQL stattfindet.
Linked Enterprise Data (LED) hat einige Besonderheiten im Vergleich
mit Linked Open Data (LOD). Linked Enterprise Data beinhaltet auch
Informationen, die nicht frei für jedermann verfügbar sein sollen. Zudem
spielen hier ganz entscheidend dynamische Schreibprozesse in die LED-Cloud
eine Rolle.
Damit sind folgende Vorteile erreichbar:
Es ist kein Weltmodell notwendig, das alle Aspekte jeder Anwendung be-
schreibt. Dieses Ziel ist unrealistisch, da sich die zu beschreibende Welt
ständig weiterentwickelt und so dieses große Modell permanent von den
Entwicklungen in der Realität überholt wird.
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Abbildung 5.2: Konzept in einer Nussschale
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5.3 Dezentrale Architektur
Der Ansatz setzt auf vorhandene spezialisierte Werkzeuge auf, so dass für
die Nutzer keine Änderung auftritt und auch die Werkzeuge selbst nicht
geändert werden müssen, solange sie geeignete Schnittstellen für den
Import und Export von Informationen bereitstellen.
Es sind mächtige Abfragen durch Semantic Lifting möglich, die gleichzeitig
mehrere Datenquellen in ihre Abfragen einbeziehen können (Federated
Queries)
Die Systeme wachsen mit den Anforderungen, da einerseits neue Konzepte
einfach hinzugefügt werden können und andererseits Änderungen an
den Modellen ebenso einfach möglich sind und mit einem Versionsver-
waltungssystem für die Nutzer nachvollziehbar bleiben und gleichzeitig
rückwärts-kompatibel gehalten werden können.
5.3 Dezentrale Architektur
5.3.1 LED-Architektur
Ein LED-System muss verteilt sein, um den Ansprüchen eines organisations-
übergreifenden Informationsraums zu genügen. Nur so hat jeder Partner die
Möglichkeit, Herr über seine Daten zu bleiben und den Zugriff auf relevante
Informationen unter seiner Kontrolle zu behalten. Für kleine Informationsräu-
me mit wenigen Partnern ist eine Verteilung der notwendigen Komponenten
bei einem Partner dennoch möglich, wenn die anderen Partner diesem das da-
für notwendige Vertrauen entgegen bringen und durch entsprechende Service
Level Agreements absichern. Dabei können alle Partner Informationen bereit
stellen, die sie entweder direkt in Linked Data angelegt haben oder aus ihren
bereits vorhandenen Informationssystemen nach Linked Data überführen. Die
Einigung auf Linked Enterprise Data löst dabei alle Fragen bezüglich Syntax.
Dies ermöglicht eine Integration auf Datenebene, so dass alle Partner über
dieselben Zugriffswege sowohl auf die eigenen als auch die fremden Informatio-
nen zugreifen können. Daher muss jeder Partner einen Zugriffskanal auf seine
Daten (über SPARQL) bereitstellen, der jedoch zusätzlich über domänen-
übergreifende Authentifizierungs- und Autorisierungsmechanismen verfügt.
Die spezielle Ausgestaltung einer Architektur findet sich in Kapitel 6.1.
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5.3.2 Verteilte Abfragen (Federated Queries)
Eine der großen Vorteile von Linked Data ist die Einbindung von externen
Informationen in den eigenen Informationsraum. So müssen die gewünschten
Informationsteile nicht auf die eigenen Server repliziert werden, sondern
können auch von anderen Servern genutzt werden, sofern die organisatorischen
Voraussetzungen dafür erfüllt sind. Viele interessante Fragen lassen sich jedoch
nur unter Einbeziehung von Informationen aus Quellen beantworten, die in
dem betreffenden Datensatz verlinkt sind und sich auf einem anderen Server
befinden. Wenn diese Daten nun auf unterschiedlichen Servern liegen, muss
eine Zusammenführung erfolgen.
Der einfachste Fall besteht darin, dass der Client die Zusammenführung
selbst durchführt. Dazu ruft er die Informationen von beiden Datenquellen
ab und integriert die Ergebnisse dann lokal. Für den Abruf der Informationen
können dabei einfache HTTP-GET-Abfragen oder auch komplexere SPARQL-
Queries genutzt werden. Dies bedeutet für den Client jedoch, dass er wissen
muss, wo der verlinkte Datensatz liegt, wie er diesen abruft und wie genau
die Integration dann stattfinden soll. Insbesondere muss er also eine Kenntnis
darüber haben welche Informationsentität mit welcher in Zusammenhang
steht und wie die Semantik der Integration auszusehen hat.
Eine andere Möglichkeit stellen sogenannte Federated Queries dar, die eine
automatische Zusammenführung der Informationen von mehreren Servern
erlauben. Rakhmawati et. al. [Rak+13] haben dafür mögliche Prinzipien und
existierende Werkzeuge analysiert und zusammengefasst. Hier hat SPARQL
1.1 die Möglichkeit des SERVICE-Keywords eingeführt. Mit diesem ist es
möglich in einer SPARQL-Query eine unterlagerte Query an einen anderen
Server zu spezifizieren. Die Ergebnisse aus diesen zusätzlichen Quellen werden
direkt als Zwischenergebnis des SPARQL-Endpoints integriert und können
so für die weitere Abarbeitung der Query verwendet werden. Insbesondere
können bei darüber hinausgehende Mechanismen wie z.B. dem Sponging-
Mechanismus von Virtuoso3 auch noch die abzufragenden Quellen in einer
SPARQL-Abfrage ermittelt werden, die in der gleichen Abfrage dann abge-
rufen und die entsprechende Query darauf angewendet sowie die Ergebnisse
aggregiert werden. Eine beispielhafte Query, die Informationen über Arnold
Schwarzenegger aus der DBpedia und zu seinen Filmen aus LinkedMDB
abruft, ist in Listing 5.1 zu sehen.
Darüber hinaus gibt es weitere spezialisierte Tools, die einen transparenten




Listing 5.1: Federated SPARQL Query
# SPARQL endpoint queries two additional endpoints and
integrates the results
# Adapted example from http :// www.snee.com/ bobdc .blog
/2010/01/ federated -sparql - queries .html
PREFIX imdb: <http :// data. linkedmdb .org/ resource /movie />
PREFIX dcterms : <http :// purl.org/dc/terms />
PREFIX dbpo: <http :// dbpedia .org/ ontology />
PREFIX rdfs: <http :// www.w3.org /2000/01/ rdf - schema #>
SELECT ? birthDate ? spouseName ? movieTitle ? movieDate
WHERE {
SERVICE <http :// dbpedia .org/sparql > {
? actor rdfs:label " Arnold Schwarzenegger "@en ;
dbpo: birthDate ? birthDate ;
dbpo: spouse ? spouseURI .
? spouseURI rdfs:label ? spouseName .
FILTER ( lang (? spouseName ) = "en" )
}
SERVICE <http :// data. linkedmdb .org/sparql > {
?actor imdb: actor_name " Arnold Schwarzenegger ".
?movie imdb:actor ?actor ;
dcterms :title ? movieTitle ;
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die Notwendigkeit zu wissen, dass sich die Informationen auf verschiedenen
Endpunkten befinden. Hier war DARQ4 ein erster Ansatz, um eine transpa-
renten Abfragemöglichkeit auf verschiedene, verteilte SPARQL-Endpoints
zu ermöglichen, die sich wie eine Abfrage auf einen einzigen RDF-Graph
verhält. Mit FedX5 hat fluid Operations eine weitere Möglichkeit vorgestellt.
Ebenso existieren eine Reihe weiterer Open-Source-Tools wie SPLENDID6
und ANAPSID7. Letztere ist eine adaptive Abfrage-Engine für SPARQL End-
points und kann damit Abfragen gezielt verteilen. Hibiscus stellt dafür eine
Erweiterung dar, um eine geschickte Aufteilung der Pattern auf verschiedene
Endpunkte zu ermöglichen [SN14]. Eine detaillierte Auflistung findet sich bei
[Rak+13].
5.4 Informationsbereitstellung - LD Adapter
Die Nutzung von vernetztem semantischen Informationsraum setzt voraus,
dass die Daten aus den einzelnen Quellen in einen solchen Informationsraum
überführt werden. Dafür müssen die Daten jedoch zuerst semantisch ange-
hoben und in RDF abgebildet werden. Dazu ist einerseits Domänenwissen
notwendig, das in Ontologien abgebildet wird, andererseits auch Werkzeuge
zur Transformation solcher Daten. Für den Zugriff auf die Informationen ist
es notwendig, zwischen dynamischen Daten und quasi-statischen Daten zu
unterscheiden.
5.4.1 Dynamische Daten
Der Fokus von Linked Data liegt auf der Bereitstellung und Verknüpfung von
heterogenen und verteilten Informationsnetzwerken. Bei der Entwicklung der
LD-Konzepte hatten die Ersteller im Besonderen statische Daten im Blick.
Daher ist die Unterstützung von sich schnell ändernden Daten nur schwach
ausgeprägt.
So sind Triple-Stores nicht darauf ausgelegt hoch-dynamische Daten vor-
zuhalten. Über die üblichen Mechanismen lassen sich keine Updates von
mehreren Items in Sekundenrhythmus oder noch schneller durchführen, da
dies sowohl Netzwerk als auch Server überlastet. Stattdessen müssen diese






5.4 Informationsbereitstellung - LD Adapter
Die Integration von dynamischen Daten in die Daten aus der Planungsphase,
die üblicherweise bereits im LED vorliegen, ergibt eine Reihe von Vorteilen.
So sind mächtige Abfragen möglich, die über beide Datenarten durchgeführt
werden. Für andere Systeme gibt es keine vorgefertigten Adapter, aber es
hat sich mit der LDP ein Standard/Richtlinie zum Erstellen solcher Adapter
herausgestellt.
Prinzipiell ist durch die Nutzung von HTTP eine relativ hohe Latenz
bei der Datenabfrage gegeben, da die Verbindung jedes Mal komplett neu
aufgebaut werden muss. Hier gibt es aber Forschungen im Bereich von Linked
Data Streams [LPH12; SC09].
5.4.1.1 Linked Data Plattform (LDP)
Die Linked Data Plattform8 (LDP) ist eine Richtlinie zum Bereitstellen
von dynamischen Daten in Linked Data Umgebungen. Als Schnittstelle
dienen REST-Services, die sich durch ihre Eigenschaften gut in die Welt
des Semantic Web integrieren lassen [PDM11]. Beide haben Ressourcen als
Grundlage, die über URIs bzw. IRIs identifiziert werden. Damit lassen sich alle
Ressourcen in Linked Data und REST eindeutig identifizieren. Dies ermöglicht
einen fundamentalen Wechsel in der Betrachtungsebene. Früher wurden nur
Geräte als eigenständige Ressourcen behandelt und informationstechnisch
dargestellt. Dies wurde mittlerweile auf einzelne Objekte auf die Geräte
ausgeweitet, die nun selber identifiziert werden können. Nun können aber
auch die einzelnen Informationsentitäten der Objekte eindeutig identifiziert
werden (also z.B. die Liste der möglichen Einheiten für einen Parameter
ist selbst eine Informationseinheit, an die weitere Informationen angehängt
werden können). Während klassische Webservives ihre Ergebnisse häufig in
JSON (JavaScript Object Notation) zurückgeben, ist für Linked Data Services
eine Serialisierung in einem RDF-Format geboten, wobei hier mit JSON-LD9
auch eine JSON-konforme Serialisierung zur verfügung steht, die Webclients
einfach parsen können.
5.4.1.2 OPC UA Adapter
Eine Anbindung von OPC UA in das LD Universum gestaltet sich als relativ
einfach, da beide viele Konzepte teilen. Dazu gehören ein semantisches In-
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Abbildung 5.3: Konzept für den Zugriff auf dynamische Daten
Web-Services.
Für einen nahtlosen Zugriff aus der Linked Data Welt nach OPC UA ist
einerseits die Zugriffsmethode semantisch zu beschreiben, um auf die OPC UA
Nodes zuzugreifen. Andererseits ist der konkrete Mechanismus zum Zugriff
auszugestalten. Die Abbildung 5.3 zeigt dabei, dass ein Client sich zuerst die
statischen Informationen zu einem Sensor aus der LD Cloud z.B. per SPARQL
abfragt. In diesen ist eine Verknüpfung zu einem LD-Adapter vorhanden,
der den Zugriff auf den aktuellen Wert oder auch auf die historischen Werte
dieses Sensors bereitstellt. Dieser Zugriff erfolgt dann per REST über eine
HTTP Anfrage.
Bei der speziellen Betrachtung von OPC UA als Middleware, verdient es
hier jeder OPC UA Knoten, als eigene Ressource behandelt zu werden und
damit auch eine REST URI zu erhalten. Damit setzt sich der Weg zu einer
feingranulareren Identifikation in Informationssystemen fort. Es ist vorteilhaft,
die Möglichkeit zum Verweis auf einen Knoten bereitzustellen, auch wenn
die momentane Nutzung für diesen Knoten noch nicht sinnvoll erscheint.
Aus Gründen der Weiterentwicklungsmöglichkeiten der Anwendung sollte
man sich hier aber diese Option offen lassen. Ein Backlink von OPC UA auf
die Linked Data URI kann durch eine Erweiterung der Basisklassen erreicht
werden, die dann ein weiteres Attribut für eine Linked Data URI enthalten.
Eine Alternative zu diesem Ansatz wurde z.B. von [GPP15] aufgezeigt.
Dieser stellt OPC UA Dienste über Web Services zur Verfügung, in dem direkt
im OPC UA Stack das Encoding und Transport-Layer angepasst werden.
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Damit ist dann auch eine Kommunikation über UDP möglich. Der hier
vorgestellte Ansatz hat aber den Vorteil, dass der Adapter deutlich mehr
Informationen in die Antwort stecken kann und diese damit semantisch
aufwerten kann.
5.4.2 Quasi-Statische Daten
Neben dynamischen Daten, die sich im Sekundenmaßstab ändern, gibt es
auch Daten, die weitaus seltener aktualisiert werden. Diese können daher
anders behandelt werden. Die Aktualisierungen dieser Daten findet dabei
üblicherweise eher in dem Bereich von Tagen und Wochen statt und werden
über manuelle Prozesse ausgelöst. Insgesamt kommt diese Art der Daten
eher in der Planungsphase einer Anlage vor. Im Folgenden werden einige
Methoden und Werkzeuge vorgestellt, um diese Daten, die in einer beliebigen
Form vorliegen, in das LED-Netzwerk zu integrieren.
Dafür stellt die Linked Open Data Community eine Reihe von dynamischen
Adaptern bereit für häufig anzutreffende Systeme in diesem Umfeld. Dazu
gehören als beispielhafte Vertreter XLWrap und D2RQ.
5.4.2.1 XlWrap
XlWrap10 ist ein Werkzeug, mit dem sich leicht Tabellen in RDF überset-
zen lassen. Die Übersetzung nutzt eine Mapping-Spezifikation, die als RDF
Modell vorliegt, vielfältige Filter und Operationen zur Verfügung stellt und
somit komplexe RDF Modelle erzeugen kann. XlWrap unterstützt die Trans-
formationen von Microsoft Excel und OpenDocument Tabellen sowie Dateien
mit komma- oder tabulator-getrennten Werten (CSV). Die Dateien können
sowohl lokal eingelesen als auch von entfernten Servern heruntergeladen wer-
den. Die Bereitstellung als RDF erfolgt in Dateien oder als Web-Service mit
SPARQL-Schnittstelle. XlWrap steht unter der Mozilla Public License (MPL)
zur freien Verfügung.
5.4.2.2 D2RQ
Die D2RQ11 Plattform erlaubt es auf relationale Datenbanken als virtuelle
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Mapping um die tabellenbasierten Daten auf RDF abzubilden und diese auf
einem SPARQL-Endpoint sowie Browser zur Verfügung zu stellen.
SPARQL- und Browsing-Anfragen werden in SQL-Abfragen unter Anwen-
dung des spezifizierten Mappings umgeschrieben. Diese on-the-fly Übersetzung
erlaubt es, große Datensätze live als Linked Data zur Verfügung zu stellen
und benötigt keine Replizierung in einem Triplestore. D2RQ steht unter der
Apache Lizenz zur freien Verfügung und der Quellcode wird auf GitHub unter
https://github.com/d2rq/d2rq bereitgestellt.
5.4.2.3 Legacy-Daten
Quasi-statische Daten ändern sich so selten, dass die Entwicklung einer tiefen
Integration inklusive einer automatisierten Synchronisation von den Legacy-
Werkzeugen in die Linked Data Cloud sich nicht lohnt. Für die Informationen
aus den Planungsphasen der digitalen Anlage wird häufig ein CAE12-System
(z.B. Comos) eingesetzt. Diese haben in der Regel Schnittstellen, die sowohl
einen Import als auch einen Export der Daten erlauben. Bei Comos ist dies
z.B. über eine frei-definierbare XML-Schnittstelle möglich. Über diese können
die Daten exportiert werden, mit Domänenwissen semantisch angereichert und
als RDF-Dateien abgelegt werden. Damit ist eine manuelle Synchronisierung
in Triplestores ein gangbarer Weg, der jedoch für die einzelnen Werkzeuge
und deren Schnittstellen geprüft und gestaltet werden muss.
5.5 Zugriffssicherung für Linked Enterprise Data
Unternehmen werden ihre Daten nur dann für andere Partner bereit stellen,
wenn sie sich sicher sein können, dass der Zugriff auf die Daten fein granular
und sicher gestaltet werden kann. Auf keinen Fall sollen andere Personen
außer den Partnern, die über Service Level Aggreements (SLA) vertraglich
in Haftung genommen werden können, auf diese Daten zugreifen. Zudem
soll jeweils auch nur ein gewisser Teil der eigenen Daten überhaupt für diese
Kollaborationen genutzt werden. Davon sollen wiederum nur gewisse Teile
für bestimmte Partner verfügbar sein. Dies entlastet zeitgleich die Empfänger
der Daten, da sie nur für sie relevante Informationen bekommen und somit
nicht die gleiche Verantwortung tragen müssten wie in dem Fall, in dem
sie einen ungefilterten Datensatz mit potentiellen Geschäftsgeheimnissen
erhalten. Dabei soll der Zugriff auf verschiedenen Ebenen kontrolliert werden:
12Computer Aided Engineering
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Datenbank-Ebene Der Zugriff wird komplett auf einen Triplestore geblockt
oder freigegeben. Dieser Filtermechanismus ist relativ einfach durch
Netzwerkeinstellungen umsetzbar, bietet jedoch keinen fein-granularen
Zugriff.
Graph-Ebene Einzelne Named-Graphs in einem Triplestore können frei-
gegeben werden. Einzelne Triplestores (z.B. Virtuoso und Stardog)
unterstützen diese Form der Filterung unter Nutzung einer internen
Nutzerdatenbank.
Ressourcen-Ebene Einzelne RDF Ressourcen (URIs) mit all ihren Properties
werden freigegeben.
Statement-Ebene Einzelne RDF Aussagen (Triples) können freigegeben
werden.
Abbildung 5.4: SAPRQL security [Ort+13]
Zusammen mit den Partnern aus ComVantage wurde in [Ort+13] ein Kon-
zept zur Absicherung von LED-Informationen über eine SPARQL Schnittstelle
vorgestellt. Diese setzt auf einem gewöhnlichen Triplestore mit SPARQL-
Endpoint auf. Dazu werden die Triples in Named Graphs aufgeteilt, die jeweils
verschiedene Sichten (Views) auf den Datensatz darstellen. Nun kann jedem
externen Partner ein Zugriff auf eine beliebige Anzahl an Sichten ermöglicht
werden.
Wie in Abbildung 5.4 zu sehen ist, kann nun ein Client eine normale
Abfrage an dem gesicherten SPARQL-Endpunkt stellen. Dieser nutzt jedoch
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die aus der Authentisierung gewonnenen Nutzerinformationen, um die Query
so umzuschreiben, dass die Query nur auf die Informationen aus den erlaub-
ten Views zugreifen darf. Die so umgeschriebene Query wird nun auf den
normalen SPARQL-Endpunkt ausgeführt, der an den Triplestore mit den
Daten angeschlossen ist. Dieses SPARQL Rewriting erfüllt somit die Aufgabe
der Autorisierung für einzelne Views, wobei es diese Informationen direkt aus
der Datenbasis nimmt. Hierbei ist es natürlich wichtig, dass die Abfragen
von Nutzern nicht direkt auf dem ungeschützten SPARQL-Endpunkt ausge-
führt werden dürfen. Weiterhin ist das Schreiben oder Verändern der Named
Graphs, die die Zugriffsrechte auf die Views enthalten, seperat abzusichern.
Details der Umsetzung finden sich in Kapitel 6.4.
5.6 Versionierung
Auch quasi-statische Informationen ändern sich im Lauf der Zeit. In Informa-
tionssystemen zur Planung von industriellen Projekten ist dies im Normalfall
sogar unausweichlich. Diese Änderungen müssen jedoch später noch genau
nachvollzogen werden können. Weiterhin muss eventuell auf ältere Versionen
zurückgegriffen werden, um bestimmte Entwicklungen nachvollziehen oder
korrigieren zu können. Daraus ergibt sich die Notwendigkeit zur Versionierung
dieser Informationen.
Dies muss natürlich in das Gesamtsystem tief eingebunden werden können.
Andererseits muss die Kopplung so lose sein, dass nicht alle Daten versioniert
werden müssen. Dies ist für sich häufig ändernde Daten unter Umständen
eine Überbelastung der Speicherfähigkeit des Systems.
Ähnlich wie bei der Zugriffssicherung stellt sich bei der Versionierung die
Frage, auf welcher Ebene versioniert werden soll. Eine Revisionierung auf
Tripel-Ebene ist hier nicht möglich, da ein Tripel selbst keine Beziehung zu
anderen Tripeln hat, sondern lediglich existieren kann oder nicht. Somit geht
der Zusammenhang, der durch eine festgelegte Änderung existiert, wieder
verloren. Eine Revisionierung auf Ressourcen-Ebene ist hingegen denkbar
und wird beispielsweise auch durch das Changeset-Vokabular13 propagiert.
Der Nachteil liegt aber darin, dass man häufig nicht nur Abfragen auf eine
Ressource durchführt, sondern auf eine Verknüpfung von Ressourcen aus dem
gleichen Graphen. Dabei wird es kompliziert, eine gemeinsame Revision dieser
Verknüpfungen zu spezifizieren. Als letzte und hier favorisierte Möglichkeit




Listing 5.2: R43ples Select Query
SELECT *
FROM <test > # REVISION "23"
WHERE { ?s ?p ?o}
Trennung der aktuellen Revision von vorherigen erlaubt und somit ein direktes
Arbeiten ohne weitere Einflüsse auf dieser ermöglicht.
Eine Möglichkeit zur ressourcensparenden Speicherung von Revisionen liegt
in einer Delta-Kompression, bei denen nur die Unterschiede abgelegt werden.
Hierfür bieten sich bei LED Named Graphs in einem Triplestore an, die über
entsprechende Verknüpfungen einen Revisionsgraphen bilden, aus dem dann
eine beliebige Revision wieder hergestellt werden kann.
Ein Zugriff auf alte Revisionen sollte dabei einfach möglich sein. Idealerweise
fügt sich die Schnittstelle in bereits vorhandene Schnittstellen ein. So sollte z.B.
eine SPARQL-Query nur einfach erweitert werden müssen, um diese statt auf
der aktuellen Revision eines Graphen auf einer anderen Revision auszuführen.
Ein Möglichkeit zeigt dazu Listing 5.2, welche ein neues Keyword REVISION
zur Spezifikation der Revision 23 für den Graphen test einbringt. Dabei
kann eine solche Revisionsinformation auch an andere Graphen angehängt
werden und nicht nur als Revisionsnummer, sondern auch als Bezeichnung
eines Branches oder Tags angegeben werden.
Weitergehende Informationen zu dem R43ples-Konzept für eine Revision-
verwaltung mit Zugriff über SPARQL finden sich in [GHU14] und wurden in
[GHU16] verfeinert.
5.7 Modell-Transformation
Modell-Transformationen treten in unterschiedlichen Phasen und Anwen-
dungsfällen in den meisten Projekten auf [Ehr+06]. Sie sind häufig notwendig,
um die in der Planung gewonnenen Informationen in ein Modell zu überführen,
das auch im Betrieb sinnvoll genutzt werden kann. Somit können sie zu einer
Optimierung der laufenden Kosten (OPEX) beitragen. Wie Rahm in seiner
Diplomarbeit zeigt, können sie ein wichtiger Bestandteil zum Round-Trip
Engineering beitragen [Rah16] und somit auch den Weg zurück aus den Sys-
temen des Betriebs in die Planungssystemen ebnen. Ebenso sieht Spath et. al.
diese Datenrückführung als „wesentliche[n] Stellhebel zur Verkürzung der Pro-
duktentstehungszeit und zur besseren Abstimmung der Kapazitätsnutzung“
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[Spa+13].
Im Folgenden wird gezeigt, wie sich die mathematischen Konzepte von
Graphen auf Linked Data abbilden lassen, welche vorhandenen Werkzeuge zur
Graphtransformation es gibt und warum es dennoch sinnvoll ist, für Linked
Data eine spezielle Graph-Transformationsengine zu erstellen.
5.7.1 Graph-Transformation
Graphen sind eine spezielle Art von Modellen, die auf einem Netzwerk von
Knoten und Kanten aufbauen. Diese Art der Modelle lassen sich gut mit
Hilfe von Graph-Transformationen bearbeiten und die Transformationsregeln
deklarativ beschreiben.
5.7.1.1 Abbildung mathematischer Graphen auf Linked Data
Die Konzepte der Graphentheorie können ohne Problem auf die Eigenschaf-
ten von Linked Data abgebildet werden, da in beiden Welten Graphen als
Grundelement eingesetzt werden.
Eine RDF Node entspricht einem Knoten in mathematischen Graphen.
Dieser ist benannt (typed). Für RDF-Literale hat er den Ausgangsgrad 0 und
ist repräsentiert durch einen von vordefinierten und erweiterbaren Datentypen.
Dazu gehört z.B. @xsd:String, @xsd:Date und @xsd:Integer. Für URI-Node
bekommt der Knoten eine URI als Identifikator und besitzt einen Grad größer
als 0, da jeder Knoten in mindestens eine Aussage einbezogen sein muss.
Eine RDF Property wird in mathematischen Graphen durch eine Kante
ausgedrückt, die gerichtet ist und ebenfalls einen Identifikator besitzt. Named
Graphs in Linked Data entsprechen Teilgraphen, die ebenfalls benannt sind.
Somit können alle wichtigen Konzepte aus beiden Domänen ineinander über-
führt werden. Eine solche Überführung ist auch in Abbildung B.2 im Anhang
zu sehen, in der in der oberen Hälfte ein Linked Data Modell mit zwei verschie-
denen Namedgraphs (http:\demo.com/c1 und http://demo.com/chem) auf
zwei Teilgraphen (G1 und G2) abgebildet wird.
5.7.1.2 Werkzeuge
Für die Transformation von Graphen gibt es eine Reihe von etablierten
Werkzeugen, die unterschiedliche Fähigkeiten und Stärken haben.




orientierten Ansatz mit Klassen und Instanzen aufbaut. Als interessantes
Feature hat GROOVE die Möglichkeit der einfachen. Explorierung aller
möglichen Zustände.
AAG15 ist ein Transformationswerkzeug, das auf attributierte Graphen
ausgelegt ist. Der TGG-Interpreter16 ist eine offene Software, die an der
Universität Paderborn entwickelt wurde und mit der TGG umgesetzt werden
können.
Mit Atom317 der Universität Madrid ist das Erstellen und Ändern von Gra-
phen sowie das Anwenden unterschiedlichster Formalismen möglich. eMoflon18
ist eine Sammlung von Java eCore-Klassen und Bibliotheken für die Erstellung
von eigenen Anwendungen, die Graph-Transformationen benötigen. eMoflon
untersützt TGGs und bietet eine umfangreiche Dokumentation. Progress
ist eine Sprache für die deklarative Spezifikation von Transformationen auf
gerichteten Graphen, für die es eine Reihe von Engines und Cross-Compiler
für verschiedene Programmiersprachen gibt [SWZ95].
Die meisten Graphtransformationswerkzeuge (AGG, TGG-Interpreter,
Atom3, eMoflon, Progress) sind jedoch alle nur bedingt für Linked Data
geeignet. Sie bauen auf typen-basierten Regeln auf. Hier wird eine Regel
für ein Meta-Modell geschrieben, die im Modell nach Instanzen der jeweils
spezifizierten Typen sucht und so die erforderlichen Matchings mit den dazu-
gehörigen Verbindungen zwischen den Knoten herstellt. Dieses Vorgehen ist
in den allermeisten Fällen sinnvoll und ermöglicht es, verständliche Regeln zu
erstellen, ist jedoch in LD nicht unbedingt notwendig und immer zielführend.
Auf Grund der Open-World-Assumption kann es Knoten geben, die keinen
fest spezifizierten Typen besitzen, sondern vielmehr durch die Typen der
benachbarten Knoten identifiziert werden. Dieses Problem tritt häufig in
Zusammenhang mit Blank Nodes auf, denen man bewusst keinen eigenen
Identifikatoren und Typ zuweist.
Einige Tools erlauben es zwar, auch untypisierte Knoten in Regeln zu
verwenden, aber auch hier passt das Datenmodell mit dem Unterschied zwi-
schen Literalen und Ressourcen nicht gut zu LD, weswegen im Folgenden ein
Konzept für Graphtransformationen mit den Möglichkeiten und Technologien
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Abbildung 5.5: Graphtransformationsregel zur Ersetzung des Prädikats rdfs:label
mit dc:title
5.7.1.3 Graph-Transformation für Linked Data
Im Unterschied zu den meisten anderen formalen Graphersetzungssystemen
baut die Graphtheorie von Linked Data jedoch nicht auf einem Knoten-
basierten Ansatz auf, sondern ist komplett Kanten-zentriert. Dies bedeutet,
dass Knoten nur durch die Referenzierung in einer Kante definiert sind. Daher
kann es auch keine solche Unterscheidungen wie zwischen SPO (Single-Push-
Out) und DPO (Double-Push-Out) geben. Es ist schlicht keine Möglichkeit
vorhanden, einen Knoten zu löschen. Dies kann nur dadurch realisiert werden,
dass alle Kanten mit Bezug zu diesem Knoten (als Subjekt oder Objekt)
gelöscht werden, was natürlich auch einfach in SPARQL auszudrücken ist.
Das Konzept der Graph-Transformation lässt sich gut in das Konzept von
LED integrieren [GU15]. Dabei kann SPARQL als Transformationsengine
genutzt werden, da diese Sprache mit den entsprechenden INSERT und
DELETE Queries im Zusammenspiel mit MINUS-Clauses über alle notwen-
digen Funktionalitäten für eine deklarative Transformationsbeschreibung
und -ausführung verfügt. Somit kann jede Transformationsregel als einzelne –
teilweise sehr komplexe – SPARQL-Abfrage formuliert werden.
Als Beispiel soll die Regel aus Abbildung 5.5 dienen. Diese sucht alle Geräte
vom Typ ex:Device und ersetzt deren Property zur Benennung vom Typ
rdfs:label durch den Typ dc:title19 Die ungebundene Variablen ?device und
?label verbinden hier LHS und RHS.
Diese graphisch spezifizierte operationale Transformationsregel kann mit
Hilfe von SPARQL einfach ausgedrückt werden, wie es im Listing 5.3 zu sehen
19Die Präfixe ex, dc, rdfs und rdf wurden aus Platzgründen weggelassen.
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Listing 5.3: SPARQL Repräsentierung der Transformationsregel aus Abbildung 5.5
INSERT { # RHS -LHS
? device dc:title ? label .
}
DELETE { # LHS -RHS
? device rdfs:label ? label .
}
WHERE { # LHS
? device rdf:type ex: Device ;
rdfs:label ?label .
}
ist. Der WHERE-Abschnitt (Zeile 7–10) enthält die komplette LHS mit allen
Tripeln, für die ein Matching für die Anwendung dieser Regel notwendig ist.
Der INSERT-Abschnitt (Zeilen 1–3) und der DELETE-Abschnitt (Zeilen 4–6)
bilden zusammen mit dem WHERE-Abschnitt den RHS der Regel. Ersterer ist
der Teil, der die Tripel enthält, die zur LHS hinzukommen und der zweite
Teil enthält alle Tripel, die nur im LHS und nicht mehr im RHS auftauchen.
Die Aufteilung erlaubt eine schnelle Unterscheidung in hinzufügende und
löschende Regeln, so dass z.B. die Prüfung auf Monotonie der Graphtransfor-
mationsgrammatik simpel ist.
Negative Anwendungsbedingungen (NAC20) können durch entsprechen-
de Filter-Operatoren (FILTER NOT EXISTS ...) in SPARQL ausgedrückt
werden. Wertberechnungen und -zuweisungen in Transformationsregeln kön-
nen durch LET-Konstrukte in SPARQL umgesetzt werden. Instanziierung
einer Klasse (als typisierte Regeln) können durch einfache Kanten mit der
URI rdf:type als Prädikat ausgedrückt werden. Dies ist aber nicht erforder-
lich, sodass Knoten auch anhand anderer Eigenschaften als dem Knotentyp
ausgewählt werden können (z.B. über Beziehungen zu anderen Knoten).
5.7.2 Modell-Synchronisierung
Mit Hilfe der vorgestellen Modell-Transformationen ist es möglich, der Fle-
xibilität in den Informationsmodellen und über den Verlauf der Zeit Herr
zu werden. Ein natürliches Verhalten von LED-Datensätze besteht in der
Anpassung und Erweiterung. Gleichzeitig ist die Verlinkung mit anderen
Datensätzen essentiell. Somit müssen verschiedene Modelle miteinander syn-
20Negative Assertion Condition
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chronisiert werden.
Hiermit einher geht auch die Fragestellung nach Schema-Evolution und
Revisionierung. Wenn sich nun eine Ontologie weiterentwickelt und die Än-
derungen in einem Revisionverwaltungssystem adäquat vorgehalten werden,
ist es möglich, die der Ontologie folgenden Instanzdaten an die Änderung
anzupassen. Die Anpassung kann in einfachen Fällen vollautomatisch pas-
sieren. In anderen Fällen können aus den Änderungen in einer Ontologie
aber zumindest Vorschläge für Transformationsregeln (in SPARQL) erstellt
werden, die z.B. Umstrukturierungen von Properties abbilden können.
5.8 Prozesse für LED
5.8.1 Standardisierung vs. Flexibilität mit LED
Eine Standardisierung bei Informationsmodellen ist sinnvoll, denn dadurch
kann sicher gestellt werden, dass verschiedene Organisationen kompatible
Modelle erstellen und andere einfach nutzen können. Prinzipiell ist eine Stan-
dardisierung für das Verständnis der Daten nicht notwendig, wenn deren
Bedeutung über eine semantische Beschreibung formal ausgedrückt werden
kann. Auf der anderen Seite erleichtert ein gemeinsamer Standard die ge-
meinsame Nutzung der Konzepte, da keine (automatische) Interpretation
und Transformation notwendig ist.
Eine wichtige Eigenschaft eines flexiblen und stabilen Informationsraumes
ist dabei jedoch, dass es einen Ausgleich zwischen einer flexiblen Nutzung
und der Standardisierung gibt. So benötigt man die Geschwindigkeit, um
agil auf Anforderungen reagieren zu können. Desweiteren gibt es einen en-
gen Zusammenhang zwischen Flexibilität von Informationsmodellen und der
mit einem gewissen Aufwand erreichbaren Informationssicherheit für diese
Systeme [Gra+13b]. In der realen Anwendung werden sich einige Informati-
onsmodelle nach einigen Erweiterungen und Anpassungen durchsetzen. Diese
sollten, wenn sie eine gewisse Stabiliät erreicht haben, einer Standardisierung
unterzogen werden. Dazu hat Drath (für die Nutzung in AutomationML) ein
Vorgehensmodell mit verschiedenen Standardisierungsstufen erstellt [DB12].
Dies lässt sich ohne Probleme auf andere Informationsmodelle übertragen.
Da Linked Data nicht über ein Gremium standardisiert wird, sondern
prinzipiell offen gestaltet ist, ergeben sich mehrere Möglichkeiten für die
Festlegung von Ontologien. Zuerst ist dabei die W3C zu nennen, die be-
reits die Grundprinzipien und eine Menge der Basis-Ontologien definiert
hat. Daneben ist es aber auch gut vorstellbar, die Standardisierung von
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automatisierungstechnisch-relevanten Vokabularien in die domänenspezifi-
schen Organisationen zu bringen. So könnte z. B. das internationales Elek-
tronisches Vokabular (IEV) [IEC16] als kuriertes Vokabular der Normen der
IEC eine solche Rolle einnehmen.
Dazu sollte es möglich werden, die zu Grunde liegende Datenbank Elektro-
pedia21 so zu erweitern, dass Begriffe über eine feste IRI abgerufen werden
können. Dazu sollte das System um eine Repräsentation in RDF mit einem
allgemeinen Vokabular erweitert werden. Entsprechende Vorschläge wurden
im Zuge dieser Arbeit über das DKE an die IEC herangetragen.
Eine Alternative für die Bereitstellung von allgemein zugänglichen URIs für
Objekte liegt z.B. in eCl@ss22. Da diese bereits einen eindeutigen Identifikator
sowohl für die Elemente als auch Attribute verfügen, ist die Veröffentlichung
dieser Informationen als HTTP URI einfach zu erreichen. Dieser Schritt
würde ein allgemein anerkanntes und kuriertes Vokabular auf eine neue
Qualitätsstufe heben, da es nun semantisch verwendet werden kann.
5.8.2 Einordnung von LED in die Geschäftsprozesse von Virtuellen
Unternehmen
Zum Etablieren neuer Geschäftsmodelle in einem virtuellen Unternehmen
kann Linked Enterprise Data die wichtige Rolle zur Bereitstellung des gemein-
samen Informationsraum erfüllen. Die Prozesse zum Integrieren verschiedener
Unternehmen in ein virtuelles Unternehmen wird von Ziegler et. al. [Zie+14]
ausführlich in einem siebenteiligen seriell parallelen Prozess beschrieben. Ab-
bildung 5.6 bildet dabei die Teilprozesse, in denen die Linked Enterprise Data
Cloud als gemeinsames Informationsmodells aufgebaut wird, in orange ab. In
den Prozessen Ontology Engineering, Linked Data Provisioning und Access
Control kann LED einen Beitrag zu einer effizienten und wartungsfreundlichen
Gestaltung beitragen, wohingegen die anderen Prozesse entweder auf einer
nicht-technischen Ebene anzutreffen sind (Business Process Modelling und
Role Modeling) bzw. die Gestaltung des Frontends (App Engineering und
App Orchestration) im Fokus haben. Bei Letzeren kann durch die Nutzung
von LED ebenfalls eine effiziente Gestaltung unterstützt werden, was dabei
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Abbildung 5.6: Linked Enterprise Data (orange) im Gesamtprozess eines virtuellen
Unternehmens nach [Zie+14]
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6 Implementierung - Notwendige Komponenten
für LED
Aufbau und Einordnung des Kapitels
Die in Kapitel 5 vorgestellten Konzepte für das eingeführte Linked Enter-
prise Data wurden zur Umsetzung eines integrierten Informationsraumes
implementiert. Dieses Kapitel gibt eine Übersicht über die implementierten
und genutzten Komponenten. Wesentlich ist dabei die Einrichtung einer
geeigneten Architektur und die Einbindung vorhandener Daten aus bestehen-
den Systemen. Desweiteren werden Unterstützungswerkzeuge für Entwickler
beschrieben, die LED-Applikationen entwickeln wollen. Das Kapitel wird mit
der Beschreibung einiger Erweiterungen für die Laufzeit geschlossen, die Lö-
sungen zu den Anforderungen der Revisionierung und Informationssicherheit
angehen. Dabei bildet Tabelle 6.1 die im vorhergehenden Kapitel vorgestellt
Konzepte auf einzelne Komponenten des Systems ab.
Tabelle 6.1: Abbildung der LED-Konzepte auf Laufzeitkomponenten
Konzept/Anforderung Implementierung Kapitel
Dezentrale Architektur (Kap. 5.3) ComVantage-Architektur 6.1
Dynamische Adapter (Kap. 5.4.1) OPCUA2LD 6.2
Statische Adapter (Kap. 5.4.2) CESS 6.3
Informationssicherheit (Kap. 5.5) SPARQL Security Rewriter 6.4
Versionierung (Kap. 5.6) R43ples 6.5
Modell-Transformation (Kap. 5.7) SMT 6.6
Inspizierbarkeit (Kap. 3.2.3.5) RDF UML Diagramm 6.7
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6.1 ComVantage-Architektur
Um die Anforderungen von virtuellen Unternehmen an ein Informationsraum
auf Basis von Linked Enterprise Data zu erfüllen wurde im Projekt Com-
Vantage eine verteilte Architektur erstellt, wie sie in Abbildung 6.1 zu sehen
ist [Mün13; Gra+14a]. Dabei teilt sich die umgesetzte Architektur in ein
Workflow-Layer, ein Integration-Layer und ein Data-Source-Layer auf, die
durch definierte Schnittstellen miteinander verbunden sind und eine Trennung
von verschiedenen Domänen und des Zugriffs auf Informationen erlauben.
In dem oben liegenden Workflow-Layer können einzelne spezialisierte Apps
mit Hilfe von App-Orchestrierung so aneinander geschaltet werden, dass sie
eine komplexe Gesamtaufgabe gut erfüllen können [Zie+12; Pfe+13; PU15].
Die Apps greifen dabei auf Informationen im Linked Data Format zurück und
übergeben an folgende Apps den aktuellen Kontext per Linked Data URI.
Der Informationszugriff für die Apps wird durch den Integration-Layer
gesteuert. In diesem sitzen mehrere Domain Access Server, die den Clients
über ein organisationsübergreifendes Access Control Interface Zugriff auf die
jeweils darunter liegenden Datenhaushalte bietet. Dabei werden die einzelnen
Datenhaushalte über das Data Integration Layer zusammengeführt. Diese
werden aus dem Data Source Layer über entsprechende Linked Data Adapter
semantisch geliftet. Die Adapter können dabei auch bidirektional sein, also
ein Schreiben in die Datenquelle aus dem Linked Data Haushalt ermöglichen.
Dabei werden die beiden unteren Ebenen der ComVantage-Architektur durch
Linked Enterprise Data erfüllt.
Eine beispielhafte Architektur einer Umsetzung wurde in dem ComVantage-
Projekt umgesetzt und ist in Abbildung B.1 im Anhang dargestellt.
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Abbildung 6.1: Überblick über die LED-Architektur
6.2 OPCUA2LD
Wie bereits im Analysekapitel aufgezeigt, ist OPC UA ein viel diskutierte
Middleware-Lösung im Bereich von Industrie 4.0. Diese Stellung hat OPC UA
auch zu Recht inne, da es viele Anforderungen an flexible Informationsräu-
me gut abdecken kann. Es hat seine Stärken klar in der Abbildung und
dem Austausch von dynamischen Daten in einer semantischen Struktur. Je-
doch sind die statischen Abbildungen und die Verknüpfungen zu anderen
Informationsträgern bei OPC UA nur sehr schwach ausgeprägt.
Auf Grund der ähnlichen Struktur der Basismodelle von Linked Data und
OPC UA, die beide auf einen Graphen abgebildet werden können, ist es hier
ein sinnvoller Ansatz, beide Welten zusammenzubringen.
Die hier vorgestellte Implementierung OPCUA2LD ist in einem iterativen
Prozess mit Unterstützung von studentischen Arbeiten entstanden [Li12;
Li13; Jun14; Gra+13a]. Die Studienarbeit von Li [Li12] beschäftigte sich mit
der Frage, inwieweit Classic OPC als Vorgänger von OPC UA in ein Linked
Data Netzwerk eingebunden werden kann. Dies wurde dann auf OPC UA
ausgeweitet [Li13] und generalisiert [Jun14]
Das Konzept (siehe Abbildung 6.2) sieht einen Linked Data Client vor,
der über REST Service mit dem Linked Data Adapter kommuniziert. Dieser
agiert wiederum als OPC UA Client, der über das OPC UA Binary Protokoll
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Abbildung 6.2: OPCUA2LD Adapter Konzept
mit dem OPC UA Server spricht und die REST-Anfragen in OPC UA Re-
quests übersetzt. Das Ergebnis des OPC UA Requests wird durch den Linked
Data Adapter im Body der HTTP-Response als RDF eingefügt. Dazu wird
je nach Anfrage einer der gebräuchlichen RDF-Serialisierungen verwendet
(z.B. RDF/XML, N3, Turtle, JSON-LD). Im Falle der Abfrage eines Wertes
wird genau dieser Inhalt ausgegeben. Bei Methoden, die eine Änderung im
Server bewirken, wird nur eine Rückmeldung über den Erfolg der Operation
zurückgegeben.
6.2.1 Mapping zwischen OPC UA und Linked Data
In OPC UA gibt es mehrere Möglichkeiten, einen OPC UA Knoten zu identi-
fizieren. Dies ist einerseits über die NodeID möglich, andererseits aber auch
über den sogenannten BrowsePath, der die Einordnung des Knotens in die
Hierarchie des Informationsraums beschreibt. Dabei wird hier jedoch die
NodeId bevorzugt, da diese üblicherweise kürzer ist und desweiteren nahe-
zu losgelöst von missleitender Semantik ist. Die NodeID besteht dabei aus
einem Namespace, der für jeden Server durchnummeriert wird, sowie aus
der spezifischen ID, die mit Hilfe verschiedener Typen ausgedrückt werden
kann (z.B. ns=2;i=84 für eine numerische NodeId aus dem Namespace 2 und
ns=3;s=Pump1 für eine String-Id aus dem Namespace 3).
Die Identifizierung einer Ressource erfolgt in Linked Data über HTTP
URIs. Damit ist eine einfache direkte Abbildung zwischen beiden Welten
möglich. Eine URI, die eindeutig einen OPC UA Knoten referenziert, kann
z.B. folgendermaßen definiert werden:
http://<server>/<path>/ns/<namespace>/<type>/<value>
Ein alternatives Mapping kann mit URL Query Parametern dargestellt wer-
den (http://<server>/<path>/?ns=<namespace>&<type>=<value>). Die-
ses entspricht doch weniger gut den REST-Prinzipien, die Query-Parameter
eher als Parameter für Zugriffsmethoden als für die Spezifizierung einer Res-
source sehen. Desweiteren ist die Path-Komponente einer URI für hierarchi-
sche Identifikatoren einer Ressource gedacht [BFM05], welche ein Namespace
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und die NodeID sind, wohingegen der Query-Teil für eine nicht-hierarchische
Identifikation gedacht ist.
Folgende Beispiele sollen den Ansatz weiter illustrieren: Die HTTP URI
http://eatld.et.tu-dresden.de/OPCUA2LD/ns/2/i/84 zeigt auf einen Kno-
ten aus dem Server laufend auf der http://eatld.et.tu-dresden.de im
Namespace 2 mit dem Integer-Identifier i=84, wohingegen, http://eatld.
et.tu-dresden.de/OPCUA2LD/ns/3/s/PumpP001 auf eine Ressource im Na-
mespace 3 und einem String-Identifier mit dem Wert PumpP001 zeigt.
6.2.2 Zugriffsmethoden
Diese Basisressource kann nun genutzt werden, um mit verschiedenen HTTP-
Methoden und Query-Parametern auf die Services von OPC UA zuzugreifen.
In den folgenden Beispielen wird mw als Präfix genutzt, der auf die Basis-URL
des OPC UA Adapters zeigt. Mit diesem können die Mappings auf OPC UA
Ressourcen einfach gestaltet werden.
6.2.2.1 Browsing und Attribute lesen
Der Standardzugriff auf einen Koten über einen GET-Request ohne zusätzliche
Parameter gibt die Standard-Attribute sowie alle Referenzen des Knotens
gemeinsam zurück. Dabei stellt Listing 6.2 das Ergebnis auf die Anfrage aus
6.1 dar. Hierbei ist wichtig, dass die Konzepte aus dem Namespace 0 von
OPC UA, die fest standardisiert sind, auf feste URIs (z.B. opcua:browseName
und opcua:Object) abgebildet werden, an denen die jeweiligen Konzepte in
einer OWL-Ontologie beschrieben sind. Mit diesen können dann die Verweise
auf die anderen Knoten abgebildet werden (hier z.B. opcua:organizes). Falls
die Referenz nicht zum Namespace 0 gehört, wird stattdessen einfach die
HTTP URI des Knoten verwendet (hier bei mw:ns/2/s/isConnectedTo).
Listing 6.1: GET Request für das Browsing eines Knotens
GET / OPCUA2LD /ns /2/s/TA1
Host: eatld .et.tu - dresden .de
Listing 6.2: Ergebnis für Anfrage aus Listing 6.1
HTTP /1.1 200 OK
Content -Type: text/ turtle
mw:ns /2/s/TA1 a opcua: Object ;
opcua : browseName " Teilanlage 1";
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opcua : hasTypeDefinition mw:ns /2/i/61;
opcua : organizes mw:ns /2/i/25, mw:ns /2/s/pumpA ;
mw:ns /2/s/ isConnectedTo mw:ns /2/s/TA2.
Wenn darüber hinaus der Knoten vom Typ Variable ist, wird das aktuelle
Value-Attribut in spezieller Form zurückgegeben, um dieses semantisch gut
auszudrücken zu können. Listing 6.3 ist eine Anfrage auf einen solchen Knoten
und der Service hat als Ergebnis den Inhalt aus Listing 6.4.
Hier wird VOPR als Ontologie zur Darstellung der Messung verwendet.
Dies ist ein selbst erstelltes Vokabular, das auf QUDT1 und dem RDF Data
Cube vocabulary2 aufbaut und zusätzlich Verknüpfungen zwischen den REST-
Ressourcen und dem Linked Data Service modellieren kann. So enthalten alle
Ergebnisse wiederum einen Link auf den Service, der das Ergebnis erstellt
hat (vopr:providedBy), sodass auch später klar ersichtlich ist, woher die
Information kommt.
Listing 6.3: Ergebnis eines GET Requests zum Auslesen einer OPC UA Variable
GET http :// eatld .et.tu - dresden .de/ OPCUA2LD /ns /2/i/23
Host: eatld .et.tu - dresden .de
Listing 6.4: Ergebnis für Anfrage aus Listing 6.3
HTTP /1.1 200 OK
Content -Type: text/ turtle
mw:ns /2/i/23 a opcua: Variable ;
opcua : browseName " Temperatur T001 ";
opcua : hasTypeDefinition mw:ns /2/i/62.
[] a vopr:Value ;
vopr: value 23.0;
vopr: atTime "2016 -04 -12 T10 :50:28 Z";
vopr: providedBy mw:ns /2/i/23.
6.2.2.2 Zugriff auf historische Daten
Ein Zugriff auf historische Daten erfolgt ebenfalls durch einen GET-Request
auf die Basis-Ressource, der um die Query-Parameter start und end ergänzt
wird. Diese schränken das Zeitfenster für die Werte einer Variablen ein. So





werden wiederum in VOPR zurückgegeben, die die Slices aus dem RDF Data
Cube Vocabulary verwenden, um die Serie an Messwerten zurückzugeben.
Listing 6.5: Ergebnis eines GET Requests für den Zugriff auf historische Daten
GET http :// eatld .et.tu - dresden .de/ OPCUA2LD /ns /2/i/23? start
=2016 -04 -09 T154045 \& end =2016 -09 -04 T154445
Host: eatld .et.tu - dresden .de
Listing 6.6: Ergebnis für Anfrage aus Listing 6.5
HTTP /1.1 200 OK
Content -Type: text/ turtle
mw:ns /2/i/23 a opcua : Variable ;
opcua : browseName " Temperatur T001 ";
opcua : hasTypeDefinition mw:ns /2/i/62.
[] a vopr: HistorySlice ;
vopr: startAt "2016 -04 -09 T15 :40:45.177";
vopr: endAt "2016 -04 -09 T15 :44:45.177" ;
vopr: hasHistory [
a rdf:Seq ;
rdf:_1 [ a vopr: Value ;
vopr: atTime "2016 -04 -09 T15 :43:50.375" ;
vopr:value "67.0"] ;
rdf:_2 [ a vopr: Value ;
vopr: atTime "2016 -04 -09 T15 :43:49.375";
vopr:value "66.0"];
];
vopr: providedBy mw:ns /2/i/23.
6.2.2.3 Werte schreiben
Wenn Variablen in OPC UA schreibbar sind, können diese auch durch den
Linked Data Adapter geändert werden. Dieses funktioniert über einen POST-
Request mit dem gewünschten Wert als Parameter im Request-Body (siehe
Listing 6.7). Als Ergebnis gibt es darauf nur einen booleschen Rückgabewert,
ob das Schreiben erfolgreich war (siehe Listing 6.8).
Listing 6.7: POST Request zum Schreiben einer OPC UA Variable
POST / OPCUA2LD /ns /2/i/100
Host: eatld .et.tu - dresden .de
value =23
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Listing 6.8: Ergebnis zu Listing 6.7
HTTP /1.1 200 OK
Content -Type: text/ boolean
true
6.2.2.4 Methoden aufrufen
Falls der entsprechende OPC UA Knoten existiert und eine Methode darstellt,
also vom Typ Method ist, führt ein POST-Request zum Aufruf derselben.
Die Parameter für die Methode werden im Body mitgesendet (siehe Listings
6.9 und 6.10).
Listing 6.9: POST Requests für den Aufruf einer OPC UA Methode
POST / OPCUA2LD /ns /2/i/100
Host: eatld .et.tu - dresden .de
a=3&b=6
Die Rückgabewerte der Methode werden in den Body der HTTP-Response
übertragen und stellen sich z.B. für eine Additionsmethode wie in Listing 6.10
dar.
Listing 6.10: Ergebnis für den Aufruf der Methode aus Listing 6.9
HTTP /1.1 200 OK
Content -Type: text/plain
c=9
6.2.2.5 Nicht unterstütze OPC UA Dienste
Die OPC UA Service Sets für Discovery, SecureChannel und Session werden
automatisch im Hintergrund des Adapters behandelt und können durch den
Nutzer nicht explizit aufgerufen werden. Das bedeutet also, dass sich der
Nutzer nicht um die Verbindungserstellung kümmern muss.
Die Service Sets für MonitoredItem und Subscription können nicht un-
terstützt werden, da diese gegen die Forderung der Zustandslosigkeit in
REST-Services verstoßen.
Alle Dienste, die die Struktur vom OPC UA Namensraum ändern, also
das Hinzufügen und Löschen von Knoten und Referenzen, können prinzipi-
ell durch HTTP PUT bzw. HTTP DELETE Anfragen abgebildet werden.
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Davon wird in diesem Konzept jedoch explizit aus Gründen der Informati-
onssicherheit Abstand genommen, auch wenn eine HTTP Verbindung mit
den entsprechenden Authorisierungsmechanismen abgesichert werden kann.
Hierbei entstünde aber eine sehr starke Verkopplung der Informationsräume,
deren Auswirkungen nicht mehr einfach zu überschauen sind.
Der Dienst HistoryUpdate aus dem Attribute Service Set ist ebenfalls
nichtunterstützt genauso wie BrowseNext, TranslateBrowsePathsToNodeIds,
RegisterNodes und UnregisterNodes aus dem View Service Set. Das Query
Service Set wurde noch nicht implementiert. Hier bietet sich jedoch die
Möglichkeit an, dieses auf SPARQL abzubilden und somit einfacher komplexe
Queries zu ermöglichen, als es in OPC UA derzeit möglich ist.
6.2.3 Implementierung
Das vorgestellte Konzept wurde in einer prototypischen Java-Applikation3
umgesetzt. Diese verwendet für den Zugriff auf OPC UA das Prosys OPC UA
SDK4 und Jersey5 als Framework für die Umsetzung des REST-Interface.
6.3 CESS - COMOS Enterprise Server Service
CESS (COMOS Enterprise Server Service) ist eine beispielhafte prototypische
Implementierung für einen quasi-statischen Linked Data Adapter. CESS kann
dabei Informationen aus dem Anlagenplanungswerkzeug COMOS 6 auslesen
und als Linked Data auf einem Triplestore bereitstellen.
CESS ermöglicht den Zugriff auf Anlagendaten, welche im CAE-Tool
COMOS vorgehalten werden. Der Service dient als zentraler Zugriffspunkt
für alle Arten von Clients, die mittels HTTP auf diese Daten zugreifen
möchten. Durch die unterstützen Import- und Exportfunktionalitäten wird
der bidirektionale Datenaustausch zwischen Client und COMOS gewährleistet,
welcher sich jedoch auf die in COMOS definierten Konnektoren beschränkt.
Als Austauschformat wird vorrangig XML genutzt, wobei der CESS auch die
Bereitstellung und Verarbeitung von Daten in der RDF-Serialisierung Turtle
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CESS ist die Weiterentwicklung des ComosMotionXServices aus [Gra09] und
die gleichzeitige Integration des daraufhin entwickelten LinkedDataExporters.
CESS nutzt für den bidirektionalen Datenaustausch mit COMOS den von
COMOS mitgelieferten COMOS Enterprise Server, welcher durch sogenannte
Kommandodateien Import- und Exportvorgänge auf Basis der in COMOS
definierten Konnektoren ausführen kann (siehe Verteilungsdiagramm in Abbil-
dung B.4 im Anhang). Der COMOS Enterprise Server benötigt vom COMOS
License Server eine Lizenz, welche durch den COMOS License Manager
bereitgestellt wird. Der Datenaustausch erfolgt durch den Zugriff auf den
Datenbankserver. Clients besitzen die Möglichkeit, auf der Basis von HTTP
auf die Funktionalitäten des CESS zuzugreifen.
Neben dem reinen XML-Export kann CESS auch eine anschließende Trans-
formation der XML-Datei in eine RDF-Serialisierung mit einem Python-Skript
vornehmen. Dieser Ablauf ist im Sequenzdiagramm in Abbildung 6.3 darge-
stellt. Einige der Konnektoren exportieren zusätzlich Dokumente, die als ZIP-
Archiv über die REST-Schnittstelle heruntergeladen werden können. CESS
verwendet dabei Grizzly7 als zugrundeliegenden HTTP-Server, Jersey8 zur
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Abbildung 6.3: CESS Sequenzdiagramm für den Export von RDF
6.4 SPARQL Security Rewriter
Der Ansatz zur Informationsabsicherung in Linked Data wurde initial im
ComVantage-Projekt [Ort+13] konzipiert und prototypisch umgesetzt. Dieses
Konzept wird dann in [Gra+13b; Gra+13b; Gra+14b] auf die Vereinbarkeit
mit flexiblen Informationsmodellen untersucht. Dabei kann gezeigt werden,
dass eine geschickte Erstellung von Zugriffsregeln die Weiterentwicklung des
Informationsmodells nicht hindert und die Zugriffsregeln ganz ohne oder nur
mit geringen Aufwand auf ein neues Informationsmodell aktualisiert werden
können.
In dem Ansatz von [Ort+13] wird zur Darstellung der Views im Triplestore
und daher auch beim Query-Rewriting eine Reifikation genutzt nach [HP14]
genutzt. Dabei wird jedes Tripel durch vier andere Tripel ausgedrückt mit
ac:subject, ac:predicate und ac:object als Subproperties der entsprechenden
RDFS-Konzepte10, um einem Tripel einen Kontext über eine URI geben zu
können, auf dem die Zugriffsrechte festgelegt werden können. Dies funktioniert
10https://www.w3.org/TR/rdf11-mt/#reification
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Listing 6.11: Query zur Abfrage der Bekannten von ins:jsmith mit Namen und
optionaler Mail-Adresse
PREFIX rdfs: <http :// www.w3.org /2000/01/ rdf - schema #>
PREFIX ins: <http :// www. comvantage .eu/ instances #>
PREFIX foaf: <http :// xmlns .com/foaf /0.1/ >
SELECT DISTINCT ?name ?mail
WHERE {
ins: jsmith foaf:knows ?y.
?y rdfs:label ?name.
OPTIONAL {?y foaf:mbox ?mail }.
}
aber einfacher und ressourcensparender, wenn dies über Named Graphs gelöst
wird, die jedem Tripel bereits einen Kontext mit übergeben. Daher wird im
Folgenden der Schritt von Reifikation zu Named Graphs verfolgt.
Übergeordnet steht dabei ein auf XACML-basierendes organisationsüber-
greifendes Authentisierungsverfahren, das es Nutzern erlaubt, sich bei ihrem
lokalen Identity-Provider anzumelden und mit dem erhaltenen Identiy-Token
bei den Service-Providern der Partner anmelden zu können. Dabei kann der
Zugriff dynamisch durch weitere Attribute angepasst werden (z.B. Tageszeit,
Anlagenzustand). Der Zugriff auf Informationen erfolgt dabei sowohl in der
eigenen Organisation als auch bei den Partnern über einen abgesicherten
SPARQL-Endpunkt. Der Client stellt eine SPARQL-Abfrage und der Service-
Provider kann aus dem Identity-Token eine URI herauslesen, die den Nutzer
eineindeutig identifiziert, und daraufhin die SPARQL-Query so umschreiben,
dass diese nur noch Zugriff auf für diesen Nutzer freigegebene Views enthält.
Weiterhin wird der Schritt von der N3-Logik zur Generierung von Views zu
SPARQL getätigt.
Beispielhaft wird die Abfrage in Listing 6.11 betrachtet, die alle Kontakte ?y
mit ihren Namen ?name sowie der Mail-Adresse ?mail, wenn vorhanden
abfragt. Die Abfrage wird dabei auf einen kleinen Datensatz mit drei Personen
gestellt, von denen ins:pshaw keine Mail-Adresse besitzt (siehe Listing B.2
im Anhang). Wird nun die Abfrage ohne vorherige Informationsabsicherung
durchgeführt, führt zu dem Ergebnis aus Listing 6.2.
Nun sollen jedoch sowohl Mail-Adressen und Geburtstage als sensitive
Daten nur von privilegierten Nutzern einsehbar sein. Daher wird zunächst der
Rolle role:operator der Zugriff auf die anderen Properties gewährt, in dem
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Tabelle 6.3: Ergebnis zur Abfrage aus Listing 6.15 mit einer Einschränkung auf




der View view:operator1 durch die SPARQL-Query in Listing 6.12 erzeugt
wird.
Für role:manager sollen jedoch auch diese Daten zur Verfügung stehen.
Dies wird durch Listing 6.13 erledigt. Zudem wird noch die Zuordnung der
Nutzer user:operator23 und user:manager12 zu den entsprechenden Rollen
in in Listing 6.14 festgelegt und im Graphen cv:access-policies gespeichert.
Der abfragende Nutzer soll in diesem Fall role:operator23 sein. Daher
wird die Original-Query für diesen Nutzer umgeschrieben, wobei in diesem
Schritt noch nicht auf die Instanzen aus dem Triplestore zurückgegriffen
werden muss. Das Ergebnis befindet sich in Listing 6.15. Dabei werden in
den Zeilen 9–17 alle zugreifbaren Views abgefragt und dann in den Zeilen
18–25 jeweils geprüft, ob sich jedes Tripelstatement in einem dieser Views
befindet. Dabei unterscheidet sich das Ergebnis für verschiedene Nutzer nur
durch den Austausch von user:operator23 durch die entsprechende URI eines
anderen Nutzers und ist unabhängig von dem dahinterliegenden Datensatz.
Wenn die umgeschriebene Query nun ausgeführt wird, zeigt das Ergebnis
aus Listing 6.3 tatsächlich, dass auf die Mail-Adresse nicht mehr zugegriffen
werden kann. Die Ausführung der für user:manager12 umgeschriebenen Query
bringt aber dasselbe Ergebnis wie Listing 6.2.
Das Konzept wurde in Java unter Nutzung von Jena implementiert und ist
zu finden unter http://gitlab.plt.et.tu-dresden.de/mgraube/SparqlRewrite.
Dort befindet sich ebenfalls das vorgestellte Beispiel sowie weitere Demo-
Applikationen.
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Listing 6.12: Generierung des Views view:operator1
PREFIX rdfs: <http :// www.w3.org /2000/01/ rdf - schema #>
PREFIX foaf: <http :// xmlns.com/foaf /0.1/ >
PREFIX ac: <http :// www. comvantage .eu/ac - schema #>
PREFIX role: <http :// www. comvantage .eu/ groups #>
PREFIX view: <http :// www. comvantage .eu/view/>
PREFIX cv: <http :// www. comvantage .eu/>
INSERT {
GRAPH cv:access - policies {
role: operator ac: canSee view: operator1 .
}
GRAPH view: operator1 {
?p a foaf: Person ;
rdfs:label ?name;
foaf: firstName ? firstName ;





?p a foaf: Person ;
rdfs: label ?name;
foaf: firstName ? firstName ;
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Listing 6.13: Generierung des Views view:manager
PREFIX rdfs: <http :// www.w3.org /2000/01/ rdf - schema #>
PREFIX foaf: <http :// xmlns .com/foaf /0.1/ >
PREFIX ac: <http :// www. comvantage .eu/ac - schema #>
PREFIX role: <http :// www. comvantage .eu/ groups #>
PREFIX view: <http :// www. comvantage .eu/view/>
PREFIX cv: <http :// www. comvantage .eu/>
INSERT {
GRAPH cv:access - policies {
role: manager ac: canSee view: manager .
}
GRAPH view: manager {
?p foaf:mbox ?mbox;




?p a foaf: Person ;
foaf:mbox ?mbox;
foaf: birthday ? birthday .
}
Listing 6.14: Zuweisung von Nutzern zu Views
PREFIX rdfs: <http :// www.w3.org /2000/01/ rdf - schema #>
PREFIX role: <http :// www. comvantage .eu/ groups #>
PREFIX cv: <http :// www. comvantage .eu/>
PREFIX user: <http :// www. comvantage .eu/user#>
INSERT DATA {
GRAPH cv:access - policies {
user: operator23 rdfs: member role: operator .
user: manager12 rdfs: member role: manager .
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Listing 6.15: Umgeschriebene Query aus Listing 6.11 für den Nutzer
user:operator23
1 PREFIX ac: <http :// www. comvantage .eu/ac - schema #>
2 PREFIX rdfs: <http :// www.w3.org /2000/01/ rdf - schema #>
3 PREFIX role: <http :// www. comvantage .eu/ac - schema / groups #>
4 PREFIX foaf: <http :// xmlns.com/foaf /0.1/ >
5 PREFIX ins: <http :// www. comvantage .eu/ instances #>
6
7 SELECT DISTINCT ?name ?mail
8 WHERE {
9 GRAPH <http :// www. comvantage .eu/access -policies >
10 { user: operator23 rdfs: member ? group1 .
11 ? group1 ac: canSee ?view1 .
12 user: operator23 rdfs: member ? group2 .
13 ? group2 ac: canSee ?view2 .
14 user: operator23 rdfs: member ? group3 .
15 ? group3 ac: canSee ?view3 .}
16 GRAPH ?view1
17 { ins: jsmith foaf:knows ?y .}
18 GRAPH ?view2
19 { ?y rdfs:label ?name .}
20 OPTIONAL
21 { GRAPH ?view3






R43ples11 (Revision for Triples) ist eine Implementierung zur Versionsver-
waltung im Semantic Web, das auf einer konsequenten Nutzung einer se-
mantischen Beschreibung der Revisionen und der Unterschiede zwischen
Revisionen beruht. Dabei baut es auf den Vorarbeiten von Vander San-
de et. al. [Van+13] auf und erweitert diese zu einem komplett seman-
tischen Informationsmodell, so dass kein implizites Wissen zur Herstel-
lung alter Revisionen notwendig ist. R43ples ist aus den Vorarbeiten ei-
ner Studienarbeit [Hen13] entstanden, in der Synchronisierungsmechanis-
men zwischen verschiedenen bidirektionalen Linked Data Adaptern unter-
sucht wurden. Die Dokumentation von R43ples steht auf der Webseite un-
ter http://plt-tud.github.io/r43ples/ bereit und der Quellcode ist un-
ter EUPL-Lizenz auf GitHub unter https://github.com/plt-tud/r43ples
verfügbar.
6.5.1 Konzept und Architektur
R43ples stellt einen SPARQL Proxy bereit [GHU14; GHU16]. Dieser nimmt
sowohl normale SPARQL-Anfragen an, als auch um Revisionsinformationen
erweiterte SPARQL-Abfragen, sogenannte R43ples-Queries. Wie in Abbil-
dung 6.4 verdeutlicht werden die Abfragen für die Revisionsverwaltungsauf-
gaben umgeschrieben und an den SPARQL-Endpoint eines angeschlossenen
Triplestores gesendet. Dieser übernimmt die komplette Datenhaltung und
das Verwalten der semantischen Informationen. R43ples selbst hingegen hat
keinerlei internen Speicher und ist zustandslos aufgebaut.
Die Datenstruktur von R43ples ist komplett semantisch aufgebaut und
wird in dem angehängten Triplestore vorgehalten. Dabei definiert die Revision
Manangement Ontology (RMO) Revisionen (rmo:Revision) und die dazu gehö-
11Sprechweise: /’rIp9ls/
Abbildung 6.4: Architektur von R43ples als SPARQL-Proxy
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rigen Commits (rmo:Commits) basierend auf PROV [W3C13] als prov:Entity
und prov:Activity abgebildet (siehe Abbildung B.7 im Anhang). An die ent-
sprechenden Ressourcen werden die notwendigen Meta-Informationen und
Verknüpfungen zu den Changesets in weiteren Named Graphs angehangen.
Desweiteren können damit auch rmo:Tags und rmo:Branches abgebildet
werden.
6.5.2 R43ples Interface
Der Nutzer kann mit R43ples über erweiterte SPARQL-Abfragen interagieren.
Damit ist es möglich, einerseits neue Revisionen mit einem SPARQL INSERT
oder SPARQL DELETE anzulegen und neue Branches und Tags einzufügen.
Andererseits kann man auch alte Revisionen und Tags wieder abrufen. Dabei
stellt R43ples die alten Informationen transparent für den Nutzer wieder her.
Dafür wurden zwei verschiedene Ansätze implementiert. Der erste Ansatz
geht von dem aktuellen Branch aus, für den immer eine vollständige Kopie
des kompletten Graphen vorgehalten wird, kopiert diesen in einen temporären
Graphen und wendet dann rückwärts alle Changesets auf die Kopie an bis
die gewünschte Revision erreicht ist. Nun kann die Abfrage des Nutzers auf
der Kopie ausgeführt und das Ergebnis zurückgeliefert werden. Dieser Ansatz
ist relativ einfach und robust, benötigt aber bei großen Graphen für die
Kopie viel Zeit. Daher wurde ein zweiter Ansatz implementiert, der durch
ein Umschreiben der SPARQL-Query diese dann direkt auf den Triplestore
ausführen kann und die richtigen Ergebnisse auch für alte Revisionen erhält.
Dies behandelt, ähnlich wie bei dem SPARQL Security Rewriting, jedes
Triplestatement separat und fügt für dieses abhängig von der gewählten
Revision Joins von dem kompletten Graphen und den notwendigen Changesets
ein. Details zu dem Konzept und der Implementierung vom Query Rewriting
von R43ples finden sich in [GHU16].
Als graphische Oberfläche wird eine HTML5-Applikation verwendet (siehe
Abbildung B.8 im Anhang). Diese ermöglicht den Zugriff auf alle Funktionen
des Systems. Insbesondere ist es damit möglich, R43ples-Abfragen zu for-
mulieren und auszuwerten, Revisionsgraphen anzuzeigen, Testdatensätze zu
erzeugen und direkte Abfragen auf dem angehängten Triplestore auszuführen.





In weiteren Arbeiten [Hen14; Yan15; HGU16] wurde R43ples um ein System
zur Konflikterkennung und -behebung erweitert. Dieses kann nach weiteren
Ergänzungen nun Merging in den Modi Three-Way-Merge, Rebase und Fast-
Forward durchführen. Da hierbei Konflikte auftreten, also Änderungen in den
beiden zusammenzuführenden Branches, die sich gegenseitig widersprechen,
wurde dafür eine Anwendung konzipiert und prototypisch umgesetzt, die dem
Nutzer eine Visualisierung und Entscheidungsunterstützung anbietet, welches
Triples aus welchem Branch er wählen möchte.
6.5.4 Leistungsmetriken
Wichtige Metriken für die Bewertung von Revisionsverwaltungssystemen
sind die Speicheraufwände und die Antwortzeiten bei der Abfrage von alten
Revisionen [GHU14].
6.5.4.1 Speicherbedarf
Die Menge SRevision von zusätzlichen Tripeln, um eine neue Revision i in dem





Del). Sie ist dabei komplett unabhängig von der Kom-
plexität vorhergehender Revisionen oder dem Verlauf des Revisionsgraphen
(6.1). Die konstante Anzahl zusätzlicher Tripel ist üblicherweise gegenüber
der Größe des Changesets vernachlässigbar. Die Erstellung eines Branch (6.2)
oder das Tagging einer Revision i (6.3) ist relativ teuer, da es eine komplette
Kopie des vollständigen Graphen (SiGraph) speichert, um einen schnellen Zu-




Changes + 12 (6.1)
SiBranch = S
i
Graph + 15 (6.2)
SiTag = S
i
Graph + 11 (6.3)
6.5.4.2 Antwortzeiten für die Wiederherstellung alter Revisionen
Eine wichtige Einflussgröße auf die Gebrauchstauglichkeit eines Revisionie-
rungssystems und des dahinter liegenden Konzepts ist die Antwortzeit des
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Systems. Daher wurde die Zeit vom Start der Anfrage bis zum Empfang der
Ergebnisse in verschiedenen Konfigurationen gemessen.
Um die Skalierungseffekte des Systems untersuchen zu können, wurden
verschiedene künstliche Datensätze erstellt. Dazu wurden zufällige Datensätze
mit jeweils 100, 1k, 10k, 100k und 1M Tripeln generiert. Für diese wurden
ebenfalls zufällige Changesets für 21 Revisionen in den Größen von 10 bis
100 Tripeln erzeugt und in allen Varianten in R43ples als Revisionsgraphen
geladen. Somit ergeben sich Szenarien mit den unterschiedlichen Dimen-
sionen Graphengröße, Größe des Changesets, abgefragte Revision sowie Art
der Revisionserstellung (Query Rewriting oder Erstellung eines temporären
Graphen).
Eine einfache SPARQL-Abfrage (Suchen von allen Attributen für eine
bestimmte Ressource) wurde zwanzig Mal durchgeführt, um zufällige Effekte
wie Last durch weitere Prozesse und Garbage Collection zu kompensieren. Die
Bearbeitungszeit der Anfragen an R43ples wurde in einem Setup mit einem
4 GB RAM System getestet, auf dem Stardog 4.012 als SPARQL Endpoint
läuft.
Abbildung B.9 zeigt, dass bei dem Ansatz mit der Erzeugung eines temporä-
ren Graphen die Größe des Datensatzes sowie die Menge der zurückgegangenen
Revisionen den größten Einflussfaktor darstellen [GHU14]. Während Revision
0 direkt auf dem Graphen ausgeführt werden kann, muss für jede andere
Revision in der Vergangenheit zuerst der gesamte Datensatz kopiert werden,
was zu dem Anstieg führt. Dieser Anstieg hängt stark von der Gesamtgröße
des Datensatzes ab, wie die rechte Teilabbildung zeigt.
Auf der anderen Seite ist die Query Rewriting Option weniger abhängig
von diesen Faktoren, sondern stärker von der Menge der Revisionen, die man
in die Vergangenheit gehen möchte. Zudem gibt es hier deutliche Unterschiede
in der Leistungsfähigkeit in Abhängigkeit von dem verwendeten Triplestore.
Und zu guter Letzt hängt die Geschwindigkeit sehr stark von der Art der
Abfrage ab. So wird eine Abfrage nach allen Tripeln in dem Datensatz mit
der Query Rewriting Option länger dauern als die Erstellung des temporären
Graphen, auf dem diese Abfrage dann wiederum sehr schnell ist.
6.6 SMT (SPARQL Model Transformation)
SMT (SPARQL Modell Transformation) ist eine entwickelte Methodik und
Werkzeugkette, um direkt in Linked Enterprise Data semantische Modell-
12http://stardog.com/
88
6.6 SMT (SPARQL Model Transformation)
Abbildung 6.5: Konzept für SPARQL Transformation
transformationen durchzuführen, die auf den Konzepten aus Kapitel 5.7
aufbaut.
Abbildung 6.5 zeigt das Konzept für den SPARQL Modell Transforma-
tionsansatz, der auf Triple Graph Grammars (TGG) aufbaut. Dabei wird
SPARQL sowohl für die Anwendung der operationalen TGG-Regeln genutzt,
als auch für die Überführung von den deklarativen TGG-Regeln in operatio-
nale Regeln. Für diesen Schritt ist eine Umwandlung der SPARQL-Regeln
in die SPIN (SPARQL Inference Notation) Syntax vorgenommen worden.
Diese bildet eine textuelle SPARQL-Query in einem RDF-Modell ab. Für
die Umwandlung stehen APIs für Java und Online-Konverter bereit. Das
RDF-Modell der Query ist dann durch die Anwendung von 10 SPARQL-
Transformationsregeln in ein Modell für eine der möglichen operationalen
Regeln umgewandelt worden (links nach rechts, rechts nach links, Prüfung
der Korrespondenz). Letztendlich wird das RDF-Modell über SPIN wieder in
eine textuelle SPARQL-Abfrage überführt. In dieser Form wird es über eine
normale SPARQL-Engine auf die eigentlichen Modelle angewendet.
Der Transformationsansatz mit SPARQL kann als Web Service imple-
mentiert werden, was durch eine geschickte REST-Schnittstelle eine ideale
Integration in das LD-Universum erlaubt. Für die Nachweiserbringung der
Nutzbarkeit eines solches Systems wurde hier jedoch vereinfacht eine lokale
Anwendung implementiert. Der Quellcode des Ansatzes steht bei GitHub13
zur freien Verfügung. Dazu wurde Apache Jena14 Framework erfolgreich
als Transformationsengine genutzt. Die RDF-Modelle (für die Source- und
Target-Modelle und auch für die Überführung der deklarativen Regeln auf
operationale Regeln) wurden dazu in einer TDB-Datenbank vorgehalten.
Die Implementierung wurde erfolgreich auf das Beispiel von [Kön05] ange-
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zurück transformiert. Ebenso wurden die akademischen Beispiele zu RailCab-
Petrinetz durchgeführt [KW07]. Damit kann die generelle Anwendbarkeit des
Ansatzes gezeigt werden.
Der vorgestellte Ansatz wird momentan in einem Projekt zur automatischen
Erzeugung von Mensch-Maschine-Schnittstellen aus den Engineeringdaten
eines Rohr- und Instrumentierungsdiagramms verwendet. Dabei folgt es dem
autoHMI Konzept von Obst et. al. [Obs+12]. Ein weiterer Anwendungsfall
bietet sich beispielsweise in der Konvertierung von verschiedenen Customizing
von CAE-Systemen an. Die ersten Ergebnisse zeigen eine gute Skalierbarkeit
bezüglich der Größe des Datensatzes und auch der Komplexität des Mappings.
Ein weiterer Vorteil liegt darin, dass nur eine formale Sprache erlernt werden
muss, um Abfragen und Transformationen durchzuführen. Dies reduziert den
Einarbeitungsaufwand für neue Nutzer.
6.7 RDF UML Diagramm
Für die Entwicklung eines komplexen Informationssystems ist eine schnelle
und einfache Kontrolle der von dem System genutzten und erstellten Daten
notwendig, um eine ausreichende Qualität des Systemverhaltens zu erreichen
und Aufwand bei der Fehlersuche zu minimieren. Der erste Schritt ist da-
bei eine nutzerfreundliche Visualisierung der verwendeteten oder erstellten
Datensätze. Für diese Aufgabe gibt es bereits eine Reihe von Tools. Diese
sind üblicherweise auf ganz spezielle Anwendungsfälle optimiert und können
Informationen, die anderen Ontologien folgen, nicht geeignet darstellen.
Auf der anderen Seite gibt es auch generische RDF-Visualisierungsansätze.
Diese stellen das RDF-Basismodell im Normalfall als Graph aus Knoten
und Kanten dar, in dem z.B. Navigation in der Nachbarschaft oder die
Verbindung von zwei Knoten visualisiert werden können (z. B. Relfinder15
oder RDF Gravity16).
Eine bisher nicht genutzte Variante liegt in der Nutzung von UML-Diagrammen
zur Darstellung von RDF-Modellen. Vorteile von UML (Unified Modeling
Language) [Kec11] sind eine weite Verbreitung und einfache Verständlichkeit
der Diagramme. Die Visualisierungen sind zudem auch kompakt gestaltet, so
dass viele Informationseinheiten übersichtlich dargestellt werden können.
Für den Anwendungsfall der Darstellung von Daten- und Informationsmo-
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und das Klassendiagramm. Diese können prinzipiell auf Linked Data über-
tragen werden, da die meisten Modelle hier auch einem objektorientierten
Ansatz folgen.
6.7.1 Reine RDF Visualisierung
Üblicherweise wird ein RDF-Datensatz durch eine direkte Abbildung des
Graphen auf eine Knoten- und Kantendarstellung visualisiert. Häufig wird
dabei noch zwischen Ressourcen (als Kreise) und Literalen (als Rechtecke)
unterschieden. Eine typische Visualisierung davon ist in Abbildung B.5 im
Anhang zu sehen, die den Datensatz aus Listing B.1 visualisiert. Diese Art der
Visualisierung kann einfache Sachverhalte gut darstellen, weil es die Struktur
von RDF sehr gut wiedergibt. Für komplexere Informationen ist diese Form
nicht mehr geeignet, so dass andere Varianten in Betracht gezogen werden
müssen.
6.7.2 Objektdiagramm
Ein UML-Objektdiagramm visualisiert alle Objekte, ihre Typen, ihre Attribute
und ihre Beziehungen zueinander zusammen in einem einzigen Diagramm.
Objekte werden dabei als Rechteck repräsentiert, in dem oben der Name des
Objekts und deren Typ dargestellt sind. Darunter sind in dem Rechteck alle
Attribute des Objekts mit den aktuellen Werten aufgelistet. Die Beziehung
zu anderen Objekten zeigt eine gerichtete benannte Kante an.
Abbildung 6.6 zeigt ein RDF Objektdiagramm, welches die Hauptprinzipien
von UML-Diagrammen auf einen RDF Datensatz übertragen hat. Es zeigt
dabei dieselben Informationen wie Abbildung B.5. Dabei wurden die Infor-
mationen jedoch komprimiert, so dass sich mehr Informationen auf einmal
aufnehmen lassen und somit das Verständnis der Daten erleichtert wird.
Im Gegensatz zu einem reinen UML-Diagramm wird der Objekttyp hier
durch Klammern vom Objektnamen getrennt, da der Doppelpunkt bereits
der Trennung der Präfixe vorbehalten ist. Zusätzlich wurde eine Box mit den
Namespaces unter dem Diagramm hinzugefügt.
Dieser Diagrammtyp unterstützt mehrere Graphen. Alle Knoten aus einem
Graphen werden dabei durch ein weiteres Rechteck zusammengehalten, das
zudem eine Beschreibung des Graphen enthält (file://sce-agents.ttl in
dem Beispiel aus Abbildung 6.6). Damit können auch Datensatz-übergreifende
Verknüpfungen sinnvoll dargestellt werden. Diese treten üblicherweise bei dem






Aufbau und Einordnung des Kapitels
Gegenstand der folgenden Ausführungen ist eine kritische Reflexion der
vorliegenden Arbeit. Dazu wird zunächst die Methodik dieser Arbeit diskutiert
und bewertet. Anschließend wird die Frage geklärt, inwieweit mittels des LED-
Ansatzes erzeugte Informationsräume den gestiegenen Anforderungen gerecht
werden können und der Aufbau und Betrieb von organisationsübergreifenden
Informationsräumen unterstützt werden kann. Damit sollen die anfangs
aufgestellten Thesen verifiziert werden.
7.1 Bewertung der Methodik
Die Sammlung der Anforderungen birgt die Gefahr, dass wichtige Quellen
außen vorgelassen werden. Diesem Risiko wurde durch eine strukturierte
Quellenrecherche begegnet. Gleichwohl erhebt die Arbeit keinen Anspruch auf
Vollständigkeit der aus der Literaturrecherche gesammelten Anforderungen.
Dennoch sollten die wichtigsten Anforderungen damit abgedeckt sein. Die
Anforderungserhebung ist aber mit dieser Arbeit noch nicht abgeschlossen.
Neue Technologien aus anderen Bereichen werden erweiterte Möglichkeiten
der Integration für die Anwender aufzeigen. Diese müssen dann in technische
Anforderungen an Informationsräume gespiegelt werden.
Die Anforderungen wurden für eine Reihe von Technologien bewertet. Hier
konnten auf Grund der Ressourceneinschränkung nicht alle Technologien
untersucht werden, so dass hier ein Feld für weitere Analysetätigkeiten offen
bleibt. Die Bewertung selbst hingegen ist durch die Definition von Bewer-
tungskriterien gut strukturiert.
In der Konzeptphase wurden für alle noch nicht gelösten Anforderungen
Konzepte ausgearbeitet. Bereits durch Linked Data angeschnittene Anforde-
rungen wurden ebenso vorgestellt und deren Erfüllung dargelegt. Anschließend
wurden die erweiterten Konzepte einzeln prototypisch implementiert. Dabei
bleiben, wie im vorherigen Kapitel dargelegt, einige Punkte offen. Desweiteren
ist der Reifegrad der einzelnen Komponenten nicht hoch genug, um mit dem
Gesamtsystem in den Produktiveinsatz zu gehen. Dies stellt jedoch nicht das
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Gesamtsystem in seiner Gesamtheit in Frage.
7.2 Bewertung der Ergebnisse
Das Vorgehen in dieser Arbeit konnte eine positive Beantwortung der in
Kapitel 1.2 aufgestellten Hypothesen ermöglichen. Im Folgendem werden die
Ergebnisse zur Bestätigung der Einzelthese nacheinander zusammengefasst.
Neue Anforderungen an gemeinsame Informationsräume Durch das Auf-
kommen der Konzepte von Industrie 4.0, CPS und Advanced Manufacturing
haben sich eine große Reihe von Autoren damit beschäftigt, wie sich diese
neuen Paradigmen auswirken werden. Daher wurde eine Literaturrecherche in
Positionspapieren, Forschungsartikeln, Normen und Richtlinien durchgeführt.
In ihrer Gesamtheit zeigen diese, dass sich nicht nur die Arbeitsteilung ändert,
sondern dass auch die zur Integration notwendigen Informationsräume neuar-
tige Bedürfnisse nach Flexibilität, Sicherheit und Semantik erfüllen müssen.
Diese neuen Anforderungen decken dabei ein großes Themenspektrum ab.
Somit kann These 1 (Informationssysteme zur Erfüllung von Szenarien für
Industrie 4.0, CPS bzw. Advanced Manufacturing stellen neue Anforderungen
an gemeinsame Informationsräume) als bestätigt angesehen werden.
Unterteilung der Anforderungen in die Dimensionen Beschreibungsmit-
tel, Methoden und Werkzeuge Die Auflistung der Anforderung zeigte,
dass sich diese von ihrer Art teilweise sehr stark unterschieden. Zur besseren
Strukturierung wurden die Anforderungen auf die gängigen Dimensionen des
Systemengineerings nach [Sch13] aufgeteilt. Es zeigte sich, dass in jeder der
Bereiche Beschreibungsmittel, Methoden und Werkzeuge neue Anforderun-
gen aufkommen. Die Trennung der Anforderungen konnte nicht scharf und
komplett eindeutig vollzogen werden, da z.B. Informationssicherheit sowohl
durch Methoden als auch Werkzeuge erreicht werden kann. Idealerweise wird
diese dann durch eine Kombination der beiden erreicht. Nichtsdestotrotz
kann durch die Aufteilung eine bessere Bewertung der Erfüllung von Anfor-
derungen von Technologien vorgenommen werden. Somit kann auch These
2 mit Einschränkung der teilweisen Uneindeutigkeit bestätigt werden (Die
Anforderungen für solche Informationsräume lassen sich in die Dimensionen
Beschreibungsmittel, Methoden und Werkzeuge auftrennen). Jede Anforderung
wurde durch eine Definition und Kriterien zur Erfüllung spezifiziert.
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Keine Erfüllung der Anforderungen durch heutige Systeme In Kapitel 4
wurden etablierte Ansätze und moderne Konzepte aus der Automatisie-
rungstechnik, Verfahrenstechnik und der Informatik auf die Erfüllung der
aufgestellten Anforderungen untersucht. Dazu wurden die Ziele und Grund-
konzepte von Semantic Web, OPC UA, WBEM/CIM, ISO 15926, Eclipse
EMF und AutomationML zunächst beschrieben und anschließend anhand
der aufgestellten Kriterien gegen die Anforderungen bewertet. Dabei hat
sich gezeigt, dass keine dieser Technologien diese Anforderungen vollstän-
dig abdecken können. So ergeben sich bei dem Semantic Web Lücken in
der Behandlung von dynamischen Daten, bei OPC UA hingegen gibt es
offene Probleme bei der Modelltransformation und Versionierung. Automa-
tionML ist wiederum vor allem auf statische Daten aus einem engen Umfeld
spezialisiert. WEB/CIM erfordert hohe Einarbeitung und passt von dem An-
wendungsgebiet nur bedingt. ISO 15926 ist zwar für die geforderte Flexibilität
geeignet, scheitert aber durch seine Gründlichkeit an der geforderten Agilität.
Somit kann auch These 3 als bestätigt angesehen werden (Anforderungen an
Informationsräume können von heutigen Systemen nicht vollständig erfüllt
werden).
Linked Data und OPC UA als am besten geeignete Kandidaten Es
schneiden jedoch OPC UA und Linked Data gemessen an den Anforderungen
am besten ab. Beide erfüllen die meisten Anforderungen zumindest teilweise.
Nur bei den Themen Modelltransformation und Revisionierung besitzen
sie Nachholbedarf. Dazu kommt, dass Linked Data dynamische Daten nur
schwer in den Griff bekommt und für OPC UA der statische Austausch von
Daten nur schwach ausgeprägt ist. Damit haben es bisher beide nicht in den
umgreifenden Einsatz in der Industrie geschafft. Dies stützt These 4 (Linked
Data erfüllt einen Großteil der gestellten Anforderungen, ist aber mit den
heutigen Konzepten und Technologien industriell nicht einsetzbar).
Erweiterung von Linked Data zu Linked Enterprise Data Dabei ist Lin-
ked Data gerade im Bereich der organisationsübergreifenden Integration
stärker, weshalb es zur weiteren Betrachtung näher untersucht wurde. Die in
Kapitel 5 beschriebenen Ergänzungen erlauben Linked Data die Anforderun-
gen insgesamt zu erfüllen. Zu diesen Erweiterungen gehört eine Absicherung
des Informationsraumes durch ein feingranulares Informationssicherheitssys-
tem, die Anbindung an existierende industrielle Informationssysteme, eine
Möglichkeit zu Revisionierung, die performante Einbindung von dynamischen
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Daten, Prozesse zum Ausgleich von Flexibilität und Standardisierung sowie
eine Unterstützung bei der Nachverfolgbarkeit. Somit kann auch These 5
(Geeignete Erweiterungen im Bereich der Beschreibungsmittel, Methoden und
Werkzeuge lassen daraus Linked Enterprise Data entstehen, das die erfassten
Anforderungen abdeckt) teilweise als erfüllt gelten. Die notwendigen Erweite-
rungen beziehen sich nämlich ausschließlich auf die Bereiche Methoden und
Werkzeuge. Hingegen hat sich bei Linked Data gezeigt, dass es eine ausrei-
chend hohe Mächtigkeit in den Beschreibungsmittel hat, die eine Erweiterung
für die Erfüllung der aufgestellten Anforderungen zunächst nicht notwendig
machen.
Weitere Ergebnisse Das vorgestellte Vorgehen zur Integration von industri-
ellen Daten in einem flexiblen Umfeld erreicht eine zufriedenstellende Qualität
und Gebrauchstauglichkeit, so dass damit bereits einige Applikationen um-
gesetzt werden konnten. Z.B. konnte in [ZGU12] gezeigt werden, dass eine
komplexe Anwendung auf der Basis dieses Konzepts in Verbindung mit RFID
signifikante Vorteile in der Ausführung von Wartungsaufträgen erbringen
kann. Ebenso zeigen [UPZ11] und [Pfe+12], dass man auf der Netzwerk-
struktur von RDF nutzerfreundliche Nachbarschaftserkundungswerkzeuge
gestalten kann, die dem Nutzer bei dem Auffinden ihm bisher unbekannter
Informationen unterstützen.
Gerade bei der App-Orchestrierung [Zie+12; Pfe+13] zeigen sich die Vor-
teile des LED-Ansatzes [Gra+13c]. Hier müssen die Apps nicht nur für den
aktuellen Business-Prozess ausgesucht werden, sondern auch an die Daten für
diesen Prozess angepasst werden. Dies kann einerseits durch den einfachen
Austausch der in der App genutzten SPARQL-Abfragen geschehen. Eine
andere Möglichkeit ist es, die Mächtigkeit der Semantik auszunutzen und
SPARQL-Abfragen zu schreiben, die so auf den Ontologien definiert sind,
dass eine kleine Zusatzinformation eine Verknüpfung der neuen Daten zu den
erwarteten Datenstruktur der App (abgebildet in einer weiteren Ontologie)
ausreichend für die Anpassung ist.
Auch in der Industrie wird das Konzept von Linked Data untersucht. Es
gibt einerseits die konzeptionelle Bereitschaft Linked Data als Informations-
technologie einzusetzen, so dass es in der Normungsroadmap Industrie 4.0
auftaucht [DD15]. Zum anderen werden auch konkrete Konzepte in dieser
Richtung bereits umgesetzt. So wird beispielsweise in [Sun14] ein Konzept zur
Fernwartung von intelligenten Komponenten über Linked Data Schnittstellen
erstellt und implementiert.
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Aufbau und Einordnung des Kapitels
In dieser Arbeit wurde der Bogen von Betrachtungen zu Anforderungen von
zukünftigen Informationsräumen über momentan existierende Technologien
hin zum Konzept, Umsetzung und Evaluation eines solches Informationsrau-
mes mit Hilfe von Linked Enterprise Data aufgespannt. Im nachfolgenden
Kapitel sollen Fragen dahingehend beantwortet werden, wie die erreichten
Ziele der Arbeit einzuordnen sind und welche zukünftigen Entwicklungen
abgeleitet werden können. In Abschnitt 8.1 erfolgt zunächst ein kurzer Umriss
der Arbeit. Gegenstand weiterer Ausführungen ist die Darstellung der er-
reichten Ergebnisse und Innovationen der Arbeit sowie bestehender Grenzen
und Defizite (Abschnitt 8.2). Ein Ausblick auf mögliche Erweiterungen des
LED-Ansatzes bildet den Abschluss der Arbeit (Abschnitt 8.3).
8.1 Zusammenfassung
Insgesamt zeigt sich, dass Linked Enterprise Data einen geeigneten Kandida-
ten für die Schaffung eines integrierten Informationsraumes darstellt. Dabei
spielt dieser Ansatz seine Stärken vor allem dann aus, wenn ein hohes Maß
an Flexibilität und Geschwindigkeit gefordert ist. Im Zusammenspiel mit
OPC UA bietet es sich so als gute Technologie an, um Integration auf höheren
Ebenen zu erreichen. Dabei baut es auf den Grundkonzepten von Linked
Data auf und wird um Komponenten und Konzepte erweitert, die es erlauben,
die aufgestellten Anforderungen zu erfüllen.
8.2 Innovationen und Grenzen
Die größten Vorteile, die sich durch LED ergeben, sind die Nutzung von vie-
len vorhanden Informationshaushalten aus der Linked Open Data Bewegung
sowie die Flexibilität und Agilität, die aus den Linked Data Konzepten resul-
tiert. LED ist ein offenes Konzept, das sich leicht erweitern und auf spezielle
Anforderungen anpassen lässt. Durch die semantische Integration auf Datene-
bene behält LED auch bei individuellen Erweiterungen seine Kompatibilität
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zwischen verschiedenen Versionen. Die Integration von statischen Informatio-
nen über Unternehmensgrenzen hinweg auf eine semantische Art und Weise
ist ein starkes Alleinstellungsmerkmal gegenüber anderen Technologien.
Mit der Erweiterung durch R43ples konnte eindrucksvoll gezeigt werden,
dass eine Versionsverwaltung nahezu nahtlos in LED mit einem SPARQL-
Zugriff integriert werden kann. Dabei ist das System komplett semantisch
beschrieben, so dass die Wahrheit über die Revisionen nicht im Code des
Werkzeugs, sondern in der Semantik der Daten liegt und somit auch von
anderen Werkzeugen ohne explizites Wissen genutzt werden kann.
Die größte Leistungssteigerung bei R43ples konnte durch ein Query-Rewriting
erreicht werden. Der Ansatz, eine Query umzuschreiben, um Informationen zu
filtern, transformieren oder anders darzustellen, hat sich hier ebenso wie beim
SPARQL Security Query Rewriting als erfolgreich und mächtig herausgestellt.
Wo bei diesen beiden Ansätzen die Transformation der Query noch durch
Programme in Java erfolgte, wurde bei der SPARQL Model Transformation
noch einen Schritt weitergegangen. Hier wird die Query selbst als Modell
behandelt, das auch in Linked Data dargestellt wird. Diese Query in RDF
kann nun wiederum durch SPARQL als Transformationsengine so bearbeitet
werden, dass z.B. aus deklarativen TGG-Regeln operationale TGG-Regeln
erzeugt werden können.
Auf Grund der Entscheidung, auf den etablierten Internettechnologien
aufzubauen, kann LED für durchsatzstarke und latenzkritische Kommuni-
kation nicht direkt eingesetzt werden. Der Einsatz von HTTP mit dem
kompletten Verbindungsaufbau bei jeder Kommunikation unterbindet solch
ein Echtzeitverhalten. Die Entwicklung von echtzeitkritische Anwendungen ist
auch weiterhin auf die spezialisierten Lösungen der Automatisierungstechnik
angewiesen.
Momentan laufen in der Automatisierungstechnik viele Entwicklungen
auf OPC UA hinaus. Wie bereits gezeigt, kann hier eine gute Integration
dieser beiden Technologien gelingen, so dass sich LED um die Integration der
Informationseinheiten auf höheren Ebenen kümmert während OPC UA auf
den unteren Ebenen der Automatisierungspyramide zu finden sein kann. Dies
stützt die These, dass vor allem ein Zusammenspiel von OPC UA und LED
vielversprechend ist, wenn beide Technologien ihre Stärken ausspielen können.
Wenn es nun für OPC UA noch geschafft wird, Echtzeitfähigkeitseigenschaften
in das Protokoll zu integrieren, dann kann OPC UA sogar auf der Feldebene
als einziger Kanal eingesetzt werden, so dass eine komplette semantische Inte-





In dieser Arbeit wurden viele Komponenten vorgestellt, die zusammen das
Konzept Linked Enterprise Data bilden. Allen diesen Komponenten ist gemein,
dass sie im Rahmen dieser Arbeit nur prototypisch umgesetzt wurden, so dass
überall ein Weiterentwicklungsbedarf vorhanden ist. Im Folgenden werden
wichtige Weiterentwicklungsmöglichkeiten sowie neue Forschungsrichtungen
aufgezeigt.
R43ples R43ples hat mittlerweile einen hohen Reifegrad als Werkzeug für
die Revisionierung in semantischen Netzwerken erreicht. Offen bleibt aber
noch die Fragestellung nach einer verteilten Versionsverwaltung, in der Teile
der Daten und Revisionen auf unterschiedlichen Servern gespeichert wird.
Auch im Bereich der Performance gibt es noch Potential, das z.B. durch
Mechanismen, die ein intelligentes Vorhalten von bestimmten Revisionen
erlauben, ausgereizt werden kann. Ebenso fehlt R43ples noch eine semantische
Autorisierungskomponente, die verschiedenen Nutzern und Rollen Rechte für
Aktionen auf bestimmten Graphen erlauben kann. Eine andere Weiterent-
wicklungsmöglichkeit liegt in der Übertragung der Konzepte auf OPC UA, um
auch dort das vorhandene, aber schlecht verwendbare Versionierungskonzept
durch eine semantische Beschreibung zu erweitern.
SPARQL Security Es konnte gezeigt werden, dass der SPARQL Security
Rewriting Ansatz für Named Graphs und SPARQL funktioniert. Nächste
Schritte sind die Zusammenführung mit einer stabilen und zuverlässigen
Authentifizierungskomponente sowie die komplette Abdeckung des SPARQL
1.1 Sprachumfangs.
Design For Evolution und Modelltransformation Obwohl LED einen
großen Grad an Freiheit und Änderbarkeit aufweist, ist es dennoch not-
wendig, sich intensiv damit zu beschäftigen, wie diese Möglichkeiten sinnvoll
genutzt werden können und sollten. Offene Fragen sind hier, wie Modelle so
gestaltet werden können, dass sie einfach an äußere Änderungen angepasst
werden können. Weiterhin ist die Gestaltung von Systemen zu klären, deren
Komponenten sich selbst ändern (Ersetzungen, Aktualisierungen). Hier muss
das Konzept einer wirklich verteilten Revisionierung angegangen werden,
dass nicht nur Daten, sondern auch Werkzeuge und deren Kompatibilitäten
betrachtet. Dabei spielt auch das Thema Modell-Transformation eine wichtige
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Rolle, so dass hier eine Anwendung der SPARQL-Modell-Transformation
(SMT) mit TGG für Roundtrip-Engineering zu finden ist. Mit dieser kann
gleich der Praxisbezug an einem Beispiel nachgewiesen werden.
Query Transformation Die semantische Integration von Daten aus unter-
schiedlichen Quellen wurde in dieser Arbeit durch Modelltransformationen
gelöst, die hauptsächlich auf Zusammenhängen der Meta-Modelle aufbauen.
Daraus ergeben sich für die Datensätze unterschiedliche Sichten, die jeweils
einem Informationsmodell entsprechen. Dieser Ansatz kann dahin erweitert
werden, dass nun nicht nur Daten zwischen verschiedenen Informationsmo-
dellen ineinander überführt werden können, sondern auch die Abfragen auf
diese Daten. Dies würde es einem Client erlauben, verschiedene Endpoint
jeweils in seiner bevorzugten Semantik abzufragen und die Ergebnisse auch
genau in dieser zu enthalten ohne sich Gedanken darum machen zu müssen,
ob die Server diese Semantik auch verstehen. Die Server hingegen halten die
Daten nun nicht mehr unbedingt in allen Semantiken vor, sondern übersetzen
die Query vor der Abfrage in ihre native Semantik. Dieser Ansatz der Query-
Transformation ist in Abbildung B.10 im Anhang dargestellt. Eine App als
Client kann seine Query Q in seiner gewählten Semantik M1 ab drei End-
punkte schicken. Die Endpunkte übersetzen nun die Query durch QT1, QT2
und QT3 in eine Semantik, die der jeweilige Endpunkt versteht und führen
sie dann auf den Daten aus. Dazu benötigen die Query-Transformatoren die
Transformationsregeln T13, T12 und T23 zwischen den Meta-Modellen M1,
M2 und M3.
Durch diesen Ansatz könnten Queries in einem selbst gewählten Modell
formuliert werden. Die Query könnte dann an einen beliebigen Server geschickt
werden, der die Query automatisch in das eigene Modell übersetzt und
ausführt sowie die Ergebnisse wieder in das für die Abfrage genutzte Modell
zurück transformiert. Hierbei können natürlich auch Informationsverluste
auftreten, wenn die Transformation nicht eineindeutig formuliert werden
kann. Der Vorteil ist, dass hier eine komplett dezentrale Architektur genutzt
werden kann, bei dem sich auf kein Referenzmodell geeinigt werden muss.
Nichtsdestotrotz bleibt jedoch eine Einigung auf grundlegende Konzepte eines
Referenzmodells sinnvoll, die jeder Partner für sich implementieren kann.
(n*(n-1) Transformationsmodelle mit SKOS, OWL)
Eine Möglichkeit, solche oder andere sinnvolle Transformationen zu be-
schreiben und durchzuführen, bietet SPARQL an. Hierbei besteht eine wei-
tere offene Fragestellung darin zu untersuchen, inwieweit solche SPARQL-
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Transformationen (teil-)automatisch aus bestehenden Ontologien und de-
ren Verknüpfungen erzeugt werden können. Hier sind z.B. die Properties
owl:sameAs, rdfs:subPropertyOf, rdfs:subClassOf sehr interessant. Weiter-
hin erscheinen die Konzepte aus SKOS vielversprechend, da sie eine große
Mächtigkeit der Ausdrucksfähigkeit für diesen Anwendungszweck besitzen.
OPC UA SPARQL Endpunkt Eine stärkere Kopplung von OPC UA und
LED sollte dadurch erreicht werden, dass die Vorteile einer deklarativen und
mächtigen Abfragesprache wie SPARQL auf das ebenfalls graphenorientierte
Namensraummodel von OPC UA übertragen werden. Dies würde einerseits
die Mächtigkeit von OPC UA selbst erheblich stärken durch eine Integration
als eigenen erweiteren Query-Dienst in OPC UA. Zum anderen werden damit
dann komplexe und schnelle Abfragen möglich, die sowohl auf den organisati-






A Kriterien für die Anforderungsbewertung von
Informationsräumen
In den folgenden Tabellen A.1, A.2 und A.3 sind die Kriterien für die Erfüllung
der Anforderungen an Informationsräume beschrieben, wie sie in Kapitel 3
genutzt werden. Dabei sind die Kriterien aufgeführt, die ein Informationsraum







































Tabelle A.1: Kriterien hinsichtlich der Erfüllung der Anforderungen im Bereich Beschreibungsmittel
keine (✗) teilweise (✓) vollständig (✓✓)








B2) Semantik Vordefinierte Konzepte Nachschlagbare maschi-
nenlesbare Konzepte
Konzepte im selben In-
formationsraum
B3) Erweiterbarkeit feste Datentypen und
Objekttypen





können sich nicht selbst
beschreiben
Modelle und Werkzeuge















Tabelle A.2: Kriterien hinsichtlich Anforderungsbewertung im Bereich Methoden
keine (✗) teilweise (✓) vollständig (✓✓)







tokolle für Schichten 1-4





























































Tabelle A.3: Kriterien hinsichtlich Anforderungsbewertung im Bereich Werkzeuge
keine (✗) teilweise (✓) vollständig (✓✓)
W1) Modell-
transformationen






W2) Revisionierung Keine Unterstützung Versionsinformationen
können abgelegt werden







Werkzeuge für die Mo-
dellierung, Analyse, Er-
stellung verfügbar








Adapter für eine große











B Abbildungen und Listings
Dieses Kapitel führt einige Abbildungen und Listings zu Details der Imple-
mentierung auf.
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Listing B.1: Beispielhafter RDF Datensatz in Turtle-Serialisierung mit 19 Triples
@prefix : <http :// eatld .et.tu - dresden .de/sce - agents /> .
@prefix foaf: <http :// xmlns.com/foaf /0.1/ > .
@prefix prov: <http :// www.w3.org/ns/prov#> .
@prefix rdfs: <http :// www.w3.org /2000/01/ rdf - schema #> .
: prlt04 a foaf:Person , prov: Person ;
foaf:name "PRLT Group 4";
foaf:mbox " group4@prlt .tu - dresden .de ";
prov: actedOnBehalfOf :tud.
: markus a foaf:Person , prov: Person ;
foaf:name " Markus Graube ";
foaf: title "Mr .";
foaf: firstName " Markus ";
foaf: surame " Graube ";
foaf:mbox " markus .graube@tu - dresden .de ";
prov: actedOnBehalfOf :tud.
: comosExport a prov: SoftwareAgent ;
rdfs:label "Comos Export ";
prov: actedOnBehalfOf :tud.
:tud a foaf: Organization , prov: Organization ;
foaf:name "TU Dresden ".
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Abbildung B.1: Abbildung der implementierten Komponenten auf Architektur
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Listing B.2: Informationsmodell zu Listing 6.11
@prefix rdfs: <http :// www.w3.org /2000/01/ rdf - schema #>.
@prefix foaf: <http :// xmlns.com/foaf /0.1/ >.
@prefix ins: <http :// www. comvantage .eu/ instances #>.
ins: jsmith a foaf: Person ;
rdfs: label "John Smith ";
foaf: firstName "John ";
foaf: lastName "Smith ";
foaf:mbox " jsmith@comau .it ";
foaf: birthday "05 -28";
foaf: knows ins:aharris , ins:pshaw .
ins: aharris a foaf: Person ;
rdfs: label " Arthur Harris ";
foaf: firstName " Arthur ";
foaf: lastName " Harris ";
foaf:mbox " aharris@dresscode21 .com ";
foaf: birthday "12 -22";
foaf: knows ins: jsmith .
ins:pshaw a foaf: Person ;
rdfs: label "Peter Shaw ";
foaf: firstName "Peter ";
foaf: lastName "Shaw ";
foaf: knows ins: jsmith .
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Abbildung B.7: Informationsmodell eines einfachen Revisionsgraphen in R43ples von dem Graphen http://test mit




Abbildung B.8: Screenshot von R43ples
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Abbildung B.10: Konzept für Query-Transformation
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C Linked Data Grundlagen
C.1 Technologien
Diese Ziele werden bei dem Semantic Web mit einer Reihe von Technologien
gelöst, die man in ihrer Gesamtheit auch den Semantic Web Stack nennt.
Abbildung C.1 zeigt eine mögliche Ausprägung dieses Stacks.
C.1.1 IRI/URI
Zur eindeutigen Identifikation von Informationsenitäten werden in Linked
Data International Resource Identifiers (IRIs) genutzt. Diese sind in RFC 3987
[DS05] definiert und der Nachfolger von Uniform Resource Identifiers (URIs)
mit der Unterstützung für internationale Zeichen. URIs sind in der RFC 3986
[BFM05] beschrieben und können aus einem Protokoll, einem Server oder
Anbieter, einem Pfad, einer Abfrage und einem Fragment bestehen, wobei
nur das Protokoll und der Pfad obligatorisch sind.
protokoll://server/pfad?query#fragment
C.1.2 RDF
Das Resource Description Framework (RDF) [Sch+14b] ist das verwendete
Datenmodell für Linked Data. Es zeichnet sich durch seine Einfachheit und
fehlende aus. Alle Informationen werden als Triple aus einem Subjekt, einem
Prädikat und einem Objekt gebildet. Durch die Wiederverwendung einzelner
Elemente in neuen Triples entsteht ein Informationsnetzwerk
Es gibt verschiedene Serialisierungen
Turtle [BB11] ist eine textuelle Serialisierung, die sehr gut von Menschen
gelesen werden kann. Sie beinhaltet einige mächtige Abkürzungsmechanismen
RDF/XML [GSB14] ist eine der ersten Serialisierungen von RDF, die
komplett auf XML basiert und somit von Anfang an die Möglichkeit bot, die
Datensätze mit XML-Werkzeugen zu bearbeiten. Sie ist immer noch weit





Das Hypertext Transfer Protocoll (HTTP) ist das am häufigsten genutzte
Übertragunsprotokoll für das Internet. Es ist in RFC 2616 [Lea+99] spezifiziert
und wird konsequenterweise auch zur Übertragung der Inhalte des Semantic
Web genutzt. Von seinen Eigenschaften her ist HTTP ein zustandsloses
Protokoll, dass auf der Anwendungsebene des ISO/OSI-Referenzmodells
angesiedelt ist. Mit TLS (Transport Layer Security) bzw. dem Vorgänger SSL
(Secure Sockets Layer) existiert eine Erweiterung von HTTP, das ein hybrides
Verschlüsselungsprotokoll zur sicheren Datenübertragung beherrscht. somit
wird aus dem Protokoll http die verschlüsselte Variante https (HyperText
Transfer Protocol Secure) für die URIs der Ressourcen und Zugriffspunkte.
C.1.4 SPARQL
SPARQL (SPARQL RDF Query Language) [PS08] ist die dominierende
Abfragesprache für RDF und wird üblicherweise von allen TripleStores unter-
stützt. SPARQL nutzt eine graphenbasierte Sprache zur Beschreibung der
Query und kommuniziert über HTTP.
C.1.5 Links
Verknüpfungen (Links) zwischen verschiedenen Entitäten sind Bestandteile
erster Ordnung in Linked Data. Das betrifft nicht nur Verknüpfungen zwischen
Informationsentitäten innerhalb eines Datensatzes oder Servers. Durch die
Nutzung von HTTP URIs kann eindeutig auf einer fremden Organisation
zugehörige Informationseinheiten verwiesen werden.
C.1.6 Ontologien
Die Semantic der verwendeten Konzepte und Relationen wird im Semantic
Web durch Ontologien ausgedrückt. Eine Ontologie ist dabei nach [SBF98]
“eine formale, explizite Spezifikation einer gemeinsamen Konzeptionalisie-
rung”1.
Dabei sind RDF Schema (RDFS) und Web Ontology Language (OWL) die
beiden Basis-Ontologien, mit deren Hilfe andere Ontologien erstellt werden.
Dazu definieren diese Basiskonzepte wie Klassen, Properties und Vererbung.
[BG04]
1Übersetzung des Autors von “formal, explicit specification of a shared conceptualisation.”
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Die Web Ontology Language (OWL) [MH04] wurde durch OWL2 [W3C09]




Für Linked Data gibt es eine ganze Reihe von Frameworks, die die Entwick-
lung von Applikationen erleichtern sowie auch das Bearbeiten von Linked
Data ermöglichen. Diese gibt es für eine große Bandbreite von Programmier-
sprachen und Systemen (z.B. rdflib2 für Python, dotNetRDF3 für C# in .Net,
rdfquery4 für Javascript, . . . ), wobei sich im folgenden auf die populärsten
zwei konzentriert wird.
Sesame Sesame5 ist ein Open-Source Java Framework für die Speicherung
und Abfrage von RDF Daten. Es ist in allen angebotenen Aspekten (Speicher-
mechanismen, Inferenz-Engines, RDF Serialisierungen, Abfragesprachen und
Abfrageergebnisformaten) einfach nutzbar und erweiterbar. Dabei ist es unter
einer BSD-Lizenz freigegeben. Sesame bietet verschiedene APIs an sowie eine
RESTful HTTP Schnittstelle, die das SPARQL Protokoll unterstützt.
Jena Jena6 ist ein freies Java Framework für die Entwicklung von Anwen-
dungen für das Semantic Web. Jena stellt unter der Apache Lizenz Version
2.0 eine Sammlung von Werkzeugen und Java Bibliotheken zur Verfügung, die
beim Erstellen von Anwendungen, Werkzeugen und Servern für Linked Data
unterstützen. Es bietet sowohl umfangreiche APIs also auch Kommandozei-
lenwerkzeuge für das Lesen, Verarbeiten und Schreiben von RDF Datensätzen
sowie für SPARQL Abfragen, RDF Speicherung und Inferenz-Engines
C.2.2 TripleStores









Dort werden unter anderem Funktionalität und Leistungsparameter ermit-
telt und miteinander verglichen.
Dabei spielen auch SPARQL Benchmarks eine große Rolle, wie z.B. der
Berlin Benchmark7 [].
In den letzten Jahren ist die Leistung der Triplestores enorm gestiegen,
so dass sie nun ähnliche Größenordnungen wie relationalen Datenbanken
erreichen [Erl14].
Virtuoso Virtuoso8 ist eine industrielle Plattform zur Verwaltung von nati-
ven Daten, Informationsmodellen und Wissen. Es unterstützt verschiedene
Abfragesprachen, Protokolle, Datenrepräsentationen: SQL, SPARQL, ODBC,
JDBC, HTTP, WebDAV, XML, RDF, RDFa, und einige weitere. Es existiert
eine Open Source Variante mit dem Namen VOS (Virtuoso Open Sour-
ce), die bereits einen hoch-performanten RDF Triplestore beinhaltet mit
Unterstützung von Named Graphs.
Eine umfassende Dokumentation ist auf der Website9 zu finden. Virtuoso
steht einerseits in den offenen Variante unter der GPL Lizenz zur Verfügung,
andererseits gibt es eine kommerzielle Version mit erweiterten Funktionen
und Support.
Stardog Stardog10 ist eine kommerzielle semantische Graphen-Datenbank.
Sie unterstützt RDF als Datenmodell und SPARQL als Abfragesprache
auf die mittels HTTP und SNARL Protokollen zugegriffen werden kann.
Weiterhin kann über OWL 2 oder selbst definierte Regeln Inferenz- und
Analysealgorithmen angewendet werden.
Jena STB and TDB Von dem freien und quelloffenen Framework Jena
für das semantische Web gibt es ebenfalls zwei Triplestores. TDB11 ist ein
Triplestore, der auf Dateibasis arbeitet, während SDB12 eine Implementierung
darstellt, die direkt im Arbeitsspeicher läuft. Dabei ist TDB jedoch etwas
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C.2.3 Ontologie-Management
Protégé Protégé13 [Gen+03] ist ein freier, Open-Source Editor für die
Erstellung und Verwaltung von Ontologien und Wissensbasen mit Export-
möglichkeiten in eine Reihe von Formaten (unter anderem RDF(S), OWL
und XML Schema). Protégé nutzt ein erweiterbares Java-Framework und
ermöglicht so die Erstellung und Nutzung von Plugins. Protégé richtet sich
hauptsächlich an Ontologie-Experten und ist in der Nutzeroberfläche auf eine
hohe Expertise des Nutzers ausgelegt. Protégé steht unter der Mozilla Public
License (MPL) frei zur Verfügung.
OntoSketch OntoSketch14 ist ein graphischer Editor für Mobilgeräte, der
OWL Ontologien visualisieren kann und eine einfache Bearbeitung ermöglicht.
Es ist dabei explizit für Nicht-Experten im Bereich des Wissensmanagement
vorgesehen. Diese sollen damit befähigt werden bereits existierende Informa-
tionsmodelle auf ihre Bedürfnisse anzupassen um somit z.B. die Grundlage
für eine Informationspartnerschaft zu schaffen. Aus diesem Grund sind nicht
alle Sprachelemente von OWL unterstützt, sondern nur die grundlegenden
Konzepte, die notwendig sind um Ontologien auf neue Anforderungen anzu-
passen.
Dazu gehören die Erstellung von Klassen, Properties und Individuals
sowie das Zuweisen von Individuals zu einer Klasse und die Erstellung von
Klassenhierarchien.
Für eine möglichst einfache Interaktion wird sich an die Konzepte vom
händischen Skizzieren eines Informationsmodells auf Papier angelehnt. Dies
wird durch die Nutzung eines Touchscreens und einer Symbol- und Handschrif-
terkennung bei einer Stifteingabe zur Benennung von Konzepten erreicht.
C.2.4 Werkzeuge zur Verknüpfung von Datensätzen
Silk Silk15 is ein Werkzeug für das Entdecken von Verknüpfungen zwischen
Entitäten aus verschiedenen Linked Data Datensätzen. Es ist ein quell-
offenes Softwareprojekt, das auf JVMs läuft und somit auf allen verbreiteten
Plattformen ausführbar ist. Flexible Verknüpfungsregeln werden in einer
deklarativen Sprache hinterlegt, die mit einem graphischen Editor bearbeitet






Links miteinander verknüpft werden. Als Datenquellen und -senken können
RDF Datensätze und SPARQL-Endpoints angebunden werden [Vol+09]
LIMES LIMES16 ist ein weiteres Link-Entdeckungswerkzeug für das Seman-
tic Web. Es sucht mit Hilfe von deklarativen Regeln bezüglich der Charakteris-
tik von metrischen Räumen von Knoten nach ähnlichen Knoten. Die Regeln
können über ein Web-Interface spezifiziert und die Ausführung gesteuert
werden. Darüberhinaus bietet es Mechanismen für den Vorschlag von Links
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