W& use the method of probability weighted moments to derive estimators of the parameters and quantiles of the generalized extreme-value distribution.
SIGNIFICANCE AND EXPLANATION
Many problems in hydrology and civil engineering are related to the properties of extreme events: maximum levels or flow rates of rivers, greatest wave heights or sea levels, or maximum wind loads on buildings. The magnitudes of extreme events are random quantities whose distribution is often well described by the generalized extreme-value distribution.
The method of probability weighted moments is a general procedure for estimating parameters and quantiles of probability distributions. It is here applied to the Qeneralized extreme-value distribution. We derive the largesample distribution of estimators obtained by the method of probability weighted moments, and compare the performance of these estimators in small samples with the performance of the currently widely-used maximum-likelihood and sextile estimators. The probability weighted moment estimators generally have the best performance.
We also consider the problem of testing hypotheses about the shape parameter of the generalized extreme-value distribution and show that the method of probability weighted moments yields a convenient and powerful testing (Jenkinson 1969; Walden 1980, 1983) . Neither method is completely satisfactory: the justification of the maximum-likelihood approach is based on large-sample theory, and there hes been little assessment of the performance of the method when applied to small or moderate samplest while the sextile method involves an inherent arbitrariness (why sextiles rather than, say, quartiles or octiles?), requires interpolation in a table of values of a function in order to estimate the shape parameter of the distribution, and has statistical properties which are not known even for large samples.
Probability weighted moments, a generalization of the usual moments of a probability distribution, were introduced by Greenwood et al (1979). There are several Aistributions, for example the Gumbel, logistic and Weibull, whose parameters can be conveniently estimated from their probability weighted moments. The Gumbel distribution, being a special case of the generalized extreme-value distribution, is of particular interest. Landwehr st al (1979) investigated the small-sample properties of probability weighted moment In the present work we summarize some theory for probability weighted moments and show that they can be used to obtain estimates of parameters and quantiles of the generalized extreme-value distribution. We derive the asymptotic distributions of these estimators, and compare, via computer simulation, the small-sample properties of the probability weighted moment, sextile, and maximum-likelihood estimators. The method of probability weighted moments outperforms the other methods in many cases and will usually be preferred to them. We also derive from the PWM estimator of the shape parameter of the generalized extreme-value distribution a test of whether this shape parameter is zero, and assess the performance of this test by computer simulation.
Probability weighted moments
The probability weighted moments of a random variable X with distrihution function
where p, r and s are real numbers. Probability weighted moments are likely to be most useful when the inverse distribution function x(F) can be written in closed form, for then we may write
and this is often the most convenient way of evaluating these moments. The quantities MP,0,0, p -1,2,..., are the usual noncentral moments of X. The moments M 1 ,,s may, however, be preferable for estimating the parameters of the distribution of X, since the occurrence of only the first power of X in the expression for M1,r, s means that the relationship between parameters and moments often takes a simpler form in this case than The estimators br are closely related to U-statistics (Hoeffding 1948) , which are averages of statistics calculated from all subsamples of size j < n of a given sample of size n. In particular b 0 -n 1 x is a trivial example of a U-statistic, and is a natural estimator of location of a distribution,
is a U-statistic for estimating the scale of a distribution -the statistic U2, sometimes known as Gini's mean difference, has a history going back at least as far as von Andrae (1872), and -,i U2 is a 98% efficient estimator of the scale parameter of a Normal distribution (Downton 1966a) ; and 
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. their desirable properties of robustness to outliers in the sample, high efficiency rd asymptotic normality may be expected to extend to the probability weighted moment estimators hr and other quantities calculated from them.
PW4 estimators for the generalized extreme-value distribution
The qeneralized extreme-value (GEV) distribution, introduced by Jenkinson (1955), combines into a single form the three possible types of limiting distribution for extreme values, as derived by Fisher and Tippett (1928) .
The distribution function is
with x bounded by & + a/k from above if k > 0 and from below if k < 0. Here P and a are location and scale parameters respectively, while the shape parameter k determines which extreme-value distribution is represented: Fisher-Tippett types I, II and III correspond to k -0, k < 0 and k > 0 respectively. When k -0 the GEV distribution reduces to the Gumbel distribution. The inverse distribution function is
The probability weighted moments of the GEV distribution for k # 0 are given by 
The PWM estimators , , k of the parameters are the solutions of (10) -(12) for t, a and k when the 6 r are replaced by their estimators b r or 6r (p] . To obtain k we 
The exact solution requires iterative methods, but because the function (1-3-k)/(1-2 -k ) 1 1 is almost linear over the range of values of k, --I < k < 1, which is usually encountered in practice, low-order polynomial approximations for ; are very accurate. We propose the approximate estimator 2 2bl1bo . log 2 k -7.8590c + 2.9554c 2 , c -b0 log 3 (14) the error in k due to using (14) rather than (13) is less than 0.0009 throughout the range --< k < -" Given k, the scale and location parameters can be estimated successively as
Equations (13) and (15), or their equivalent forms with hr replaced by 8 rp ,define the P164 estimators of the parameters of the GEV distribution. Given the estimated parameters, the quantiles of the distribution are estimated using the inverse distribution function (8).
When calculated using br as the estimator of F r the PWM estimates of the GEV distribution satisfy a feasibility criterion, namely that I > -1 and ; > 0 almost surely (for proof see Appendix 2). This is clearly a desirable property, since one would like estimates calculated using a set of sample moments to yield an estimated distribution for which the corresponding population moments exist. We have not been able to prove that this feasibility criterion is satisfied when plotting-position estimators r [p.] are used, but no examples of the criterion not being satisfied have been discovered in practice.
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Asymptotic distribution of PWU estimators
When modelling the properties of extremes of hydrological variables it rarely occurs that the available data set is large enough to ensure that asymptotic large-sample theory may be directly applied to the problem. It is nonetheless valuable to investigate the asymptotic properties of a new statistical technique, for two main reasons. First, one may seek to establish the integrity of the technique, in the sense that when a large sample is available, the new method should not be grossly inefficient compared to an established, asymptotically optimal method such as maximum likelihood. Second, asymptotic theory may provide an adequate approximation to some aspect of the distribution of a statistic even in quite small samples. In the present case we shall see that the variance of PUM estimators of parameters and quantiles of the GEV distribution is well approximated by asymptotic theory for sample sizes of 50 or larger.
We consider first the asymptotic distribution of the b r Prom ( 
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The wij are functions of k and have a complicated algebraic form, but they can be evaluated numerically and are given in Table 1 for several values of k. As k approaches -6-1--,the variance of the GEV distribution becomes infinite and the variances or the b r and of the PWM parameter estimators are no longer of order n -I asymptotically. Overall efficiency is the ratio of the determinants of the asymptotic covariance matrices of e and ;. The overall efficiency of the PWM estimators tends to zero at k -±0.5 but for values of k not too far from zero the PWM method is reasonably efficient. Within the range -0.2 < k < 0.2, which is valid for many hydrological data sets, each 7dM parameter estimator has efficiency of over 0.7. For some simulated samples, the maximum-likelihood and sextile estimates could not be found. The cause of this problem for the maximum-likelihood method was nonconvergence of the Newton-Raphson iteration, usually due to an extreme outlier in the sample; for the sextile method, a ratio of sextile means used to estimate the shape parameter of the GEV distribution sometimes lay outside the range of a table of values in which it was to be interpolated. Such cases were omitted from the simulations. No such problems were encountered with the PWM estimators, which could always be calculated.
The simulation results for estimation of the parameters of the GEV distribution are summarized in Table 4 and 5. Results for the estimator of k are of the greatest importance, since this parameter determines the overall shape of the GEV distribution and the rate of increase of the upper quantiles x(F) as P approaches 1. The PWM estimator has the lowest standard deviation of the three methods, except in the case k -0.4, and its advantage is particularly marked in small samples, n -15 and n = 25. The PWM estimator is more biased than the maximum-likelihood estimator but its bias is small near the important value k -0. The sextile estimator of k has a large positive bias in small samples when k < 0 and its standard deviation is generally larger than that of the PWM estimator.
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____ ____ ____ ____ __ The statistical properties of estimators of quantiles of the GEV distribution were evaluated for many combinations of ouantiles and values of the shape parameter k, and only a few representative simulation results are presented in Table 6 . The most important aspect of quantile estimation in hydrological applications is estimation of the extreme upper quantiles, particularly for heavy-tailed GEV distributions with k < 0. Table 5 gives the bias and standard deviation of the estimated upper quantiles for two GEV distributions, one with k < 0 and one with k > 0. Results are presented for the ratios Estimation of extreme lower quantiles tends to be less important in practice than estimation of upper quantiles, so simulation results for this case are not given in detail.
All three methods give comparable results when n ) 50, but for mall samples the PIE estimators have smallest standard deviation and small or moderate bias, and are generally to be preferred.
-15- Table 6 . Dias and standard deviation of estimators of GEV quantiles. Tabulated values are bias and standard deviation of the ratio x(F)/x(V) rather than of the quantile estimator x(r) itself. indicates values which varied widely between different sets of 1000 simulations and consequently could not be estimated accurately.
______________________________________
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All the methods of quantile estimation are very Inaccurate when estimating extreme quantiles in small samples with kt < 0. It is of course to be expected that a quantile x(I) cannot be estimated reliably from a sample of aim. n if F ),1-1/n. The implicationi of this fact for hydrological practice is that when estimating the upper quantiles of a flood frequency distribution for a site with scanty data one should Seek to incorporate information from other nearby sites. Such a regionalimatioi procedure can be based on the HIM estimation method for the GZV distributiont see Hosoking at al (1984) .
Testing whether the shajpe parameter is mero
The type I extreme-value distribution, or Gumbel distribution, is a particularly simple special case of the GRV distribution, and it is often useful to test whether a given set of data is generated by a Gumbel rather than a GUY distribution. This is equivalent to testing whether the shape parameter kt is zero in the GEV distribution. A test of this hypothesis may be based on the PWM estimator of k.
On 
Conclusions
Mstimators of parameters and quantiles of the GUV distribution have been derived using the method of probability weighted moments. These estimators have several advantages over existing methods of estimation. -21---
