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We provide a new and more efﬁcient proof of our earlier result
that every 2 × 2 Toeplitz matrix M has a representing measure μ
that is optimal in the sense that ‖μ‖ = ‖M‖S , the norm of M as a
Schurmultiplier. This result is seen to follow from some elementary
observations about extreme points in the unit ball of trigonometric
trinomials. We also discuss the complete characterization of such
extreme points.
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1. Introduction
This note may be seen as a complement to [3], where all complex 2 × 2 Toeplitz matrices M are
shown to have “optimal” representing measures, i.e. measures μ on (−π ,π ] representing M in the
sense that
M =
[
μˆ(0) μˆ(−1)
μˆ(1) μˆ(0)
]
and optimal in the sense that ‖μ‖ = ‖M‖S , the Schur norm ofM. This phenomenon is rather surprising
in view of the fact (see [1]) that for a ﬁxed μ we have ‖Mn‖S ↑n ‖μ‖, where Mn is the n × n Toeplitz
matrix represented by μ. The phenomenon was ﬁrst discovered by McEachin (see [4,5]) in the case of
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realM (there the corresponding Hankel matrix is Hermitian, permitting amore specialized approach).
It might at ﬁrst seem unlikely that subtle problems could arise in the context of 2 × 2matrices, but we
recall, for example, the difﬁculty of expressing the Schur norm
‖M‖S = max{‖M ◦ X‖ : ‖X‖ 1}
(here ◦ denotes the Schur, Hadamard, or “entrywise” product of matrices) of a 2 × 2matrixM in terms
of the matrix entries (see [2,3, Section 6]).
In [3] (see Section 7)we noted that the existence of optimalmeasures is related to the identiﬁcation
of extreme points in the unit ball of L = span{e−iθ , 1, eiθ } (equipped with the uniform norm ‖ · ‖∞). In
fact an independent treatment of the norm geometry of L allows a functional analytic construction of
the optimal measures. Here we carry out such a program. The result is actually a more efﬁcient proof
that optimalmeasures exist, although it misses certain facts concerning the possible supports of those
measures and associated inequalities in terms of the matrix entries (compare [4,3]).
In Section 2 we develop the minimal information about the geometry of (L, ‖ · ‖∞) needed to prove
existence of optimal measures. An elementary comment about the nature of extreme points in the
unit ball of L is all that is required. In Section 3 we complete the description of those extreme points,
answering the natural question in convex analysis that is suggested by our approach.
After this paper was written, Stefan Neuwirth brought his paper [6] to our attention. There he
makes connections with our earlier work [3] and provides information about the extreme points
of trinomials in a much broader setting. Our direct treatment in Section 3 may nevertheless be of
independent interest.
The second author acknowledges partial support for this work from NSERC of Canada. He also
appreciates the hospitality of themathematics department of the University of Ljubljana, where some
of these results were obtained.
2. Optimal measures
Here we shall see that some simple observations about extreme points of the unit ball in L sufﬁce
to establish the existence of optimal measures.
By the Riesz representation theorem,wemay identify themeasureμwith the functional Fμ deﬁned
on C[−π ,π ], the complex continuous 2π-periodic functions on [−π ,π ], by Fμ(f ) =
∫ π
−π f (θ)μ(dθ). In
terms of this notation the Fourier coefﬁcient μˆ(k) = Fμ(e−ikθ ). Let F be the restriction of Fμ to L. Then
M =
[
α β
γ α
]
is represented by μ iff F(1) = α, F(eiθ ) = β, and F(e−iθ ) = γ . In this case ‖μ‖ = ‖Fμ‖
‖F‖ ‖M‖S .
Indeed, ‖M‖S = ‖M ◦ U‖ for some unitary U and for certain unit vectors u,w we have
‖M‖S = ((M ◦ U)u,w) =
([
F(1)u11 F(e
iθ )u12
F(e−iθ )u21 F(1)u22
] [
u1
u2
]
,
[
w1
w2
])
= F((u11u1w1 + u22u2w2) + u12u2w1eiθ + u21u1w2e−iθ ) = F(f (θ)),
where ‖f ‖∞  1 since f (θ) = (U(θ)u,w) with U(θ) =
[
u11 e
iθu12
e−iθu21 u22
]
and each of these is a unitary
matrix.
If, on the other hand, we have ‖F‖ ‖M‖S , wemay use the Hahn–Banach theorem to extend F to G
onC[−π ,π ]with ‖G‖ = ‖F‖. Themeasureμ corresponding toGmust thenbe anoptimalmeasure forM.
It remains to show that ‖F‖ ‖M‖S (and so ‖F‖ = ‖M‖S). This we do by noting that ‖F‖ = |F(f )| for
some extreme point f in the unit ball of L and by limiting the possible forms of such extreme f . Write
f (θ) = a + beiθ + ce−iθ . We need only consider the case where a 0. It is easy to see that the range of
f is an ellipse (possibly degenerate). Indeed, with b = |b|eiθ1 and c = |c|eiθ2 we have
f (θ) = a + eiθ+ (A cosϕ + iB sinϕ), (1)
where θ+ = (θ1 + θ2)/2, θ− = (θ1 − θ2)/2,ϕ = θ + θ−,A = |b| + |c|, and B = |b| − |c|. Thus f (θ) traces out
an ellipse (we’ll call it the f -ellipse) centred at a( 0) and rotated by θ+ from the standard orientation
where the major axis is horizontal; the semi-major axis is A, and the semi-minor axis is |B|.
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If f is an extreme point of the unit ball in L, the corresponding ellipse must lie inside the unit disc
(hence 0 a 1) and must be tangent to the unit circle T at one or more points. We classify the
possible extreme points according to the nature of that tangency.
It will be useful to note certain features of the higher-degree versions of L. Let Ln denote the space
of complex trigonometric polynomials of degree not exceeding n, i.e. let Ln = span{eikθ : |k| n}. Let
Pn = span{eikθ : 0 k  n}, and let Bn denote the closed unit ball in (Ln, ‖ · ‖∞). Here we are mainly
concerned with L = L1 and the convex structure (extreme points, etc.) of B1.
Recall the Fejér–Riesz Lemma (see, for example, [7, p. 117]):
0 f ∈ Ln iff there exists g ∈ Pn such that f = |g|2.
Lemma 1. Given f ∈ Bn there exists a g ∈ Bn (called a complementary function) such that |f |2 + |g|2 ≡ 1.
Proof. To see this apply the Fejér–Riesz Lemma to 0 1 − |f |2 ∈ L2n to obtain h ∈ P2n such that 1 −
|f |2 = |h|2; let g(θ) = e−inθh(θ). 
Remark 1. It seems probable that some of the facts set out below are already in the literature; at the
moment, however, we don’t know of a suitable reference.
Lemma 2. If f ∈ Bn is such that |f (θj)| = 1 at more than 2n distinct (modulo 2π) points θj , then |f | ≡ 1
(so that f is an extreme point in Bn) and f (θ) = ckeikθ for some integer k(|k| n) and some ck ∈ C with
|ck| = 1.
Proof. Let g be a function complementary to f , so that g ∈ Ln hasmore than 2n distinct zeros. Any such
g vanishes identically, since the polynomial p(z) such that p(eiθ ) = einθg(θ) is of degree at most 2n but
has more than 2n distinct roots (on the unit circle). Thus |f |2 = 1 − |g|2 ≡ 1. Suppose f had more than
one nonzero term. Then
f (θ) =
b∑
k=a
cke
ikθ ,
where a < b and ca, cb are nonzero. This is impossible since we’d have
1 ≡ |f (θ)|2 =
b−a∑
j=a−b
dje
ijθ
with b − a > 0 and db−a = cbca /= 0. 
In this section we make some technical observations about extreme points in B1.
Proposition 1. Suppose f ∈ B1,where f (θ) = a + beiθ + ce−iθ with a /= 0 and ‖f ‖∞ = 1. If f has a comple-
mentary function g such that the g-ellipse is degenerate, then unless f ≡ a with |a| = 1 we have
bc/a2 < 0 (2)
and
|a|2 = 4|b||c|(1 − A2)/A2, (3)
where A = |b| + |c|.
Proof. Since ‖f ‖∞ = 1, the g-ellipse passes through 0. By a complex rotation, we may assume g is
real-valued and has the form g(θ) = r + deiθ + d¯e−iθ , with r  0. Since g is zero somewhere, 2|d| r;
if d = 0 then r = 0 and g ≡ 0, so that |f | ≡ 1 and we are in the situation of Lemma 2. In the present
case the only possibility is f ≡ awith |a| = 1.
Now assume d /= 0. Replacing f by zf¯ where z ∈ T leaves the quantities in (2) and (3) unchanged,
so we may assume that a > 0 and |b| |c|. From |g|2 ≡ 1 − |f |2 we obtain:
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d2 = −bc¯, (4)
2rd = −a(b + c¯), (5)
and
r2 + 2|d|2 = 1 − a2 − |b|2 − |c|2. (6)
Eqs. (4) and (5) imply that (b/d)(c¯/d) = −1 and b/d + c¯/d = −2r/a ≤ 0; since b/d and c¯/d are roots
of a quadratic equation with discriminant 4(r2 + a2)/a2 > 0, they are real. Thus (4) says that 1 =
−(b/d)(c¯/d) = −(b/d)(c/d¯) which gives
|d|2 = −bc = |b||c| (7)
and yields (2). From (5) we now obtain 2r = −a(b/d + c¯/d) = a(|b/d| − |c/d|)
or
2r|d| = a(|b| − |c|). (8)
Inserting (7) and (8) into (6), we get
a2
|b|2 − 2|b||c| + |c|2
4|b||c| + 2|b||c| = 1 − a
2 − |b|2 − |c|2,
which is readily transformed into (3). 
Note that the case r = 0 is included in the above consideration with some simpliﬁcations, e.g.
c¯ = −b and a2 = 1 − 4|b|2 = 1 − A2. Since |b| = |c| the f -ellipse is now degenerate and traces out a
double segment.
Corollary 1. If f is extreme in B1 and |f | = 1 at exactly two points, then for some z ∈ T we have f (θ) =
z(a + beiθ + ce−iθ ) with a > 0, b, c /= 0,
bc = −|b||c|, (9)
and
a2 = 4|b||c|(1 − A2)/A2, (10)
where A = |b| + |c|.
Proof. For any f ∈ L we can clearly choose z ∈ T such that f (θ) = z(a + beiθ + ce−iθ ) with a 0. If f is
extreme in B1 and |f | = 1 at exactly two points, we must have a > 0. Otherwise, presenting z¯f (θ) as in
(1) we have h(ϕ) = eiθ+ (A cosϕ + iB sinϕ) and it follows that 1 = A > |B|. Let 0 <  < 1 − |B| and deﬁne
h± by h±(ϕ) = eiθ+ (cosϕ + i(B ± ) sinϕ) to see that h = (h+ + h−)/2 is not extreme.
Since |f | = 1 at two points, a function g complementary to f must have g-ellipse passing twice
through 0. Hence the g-ellipse is degenerate, and we may refer to Proposition 1 to obtain (9) from (2)
and (10) from (3). 
Remark 2. Intuition suggests that if the f -ellipse meetsT at exactly two points then the major axis of
the ellipse must be perpendicular to the direction of a. The relation (9) conﬁrms this, since it implies
that, in the notation of (1), we have θ1 + θ2 = ±π , i.e. θ+ is a right angle.
Here we use the information from Corollary 1 to ﬁnd optimal measures.
Proposition 2. If M =
[
α β
γ α
]
, then M has an optimal representing measure.
Proof. We have seen that it is sufﬁcient to show that ‖F‖ ‖M‖S where F is the linear functional on
L such that F(1) = α, F(eiθ ) = β, and F(e−iθ ) = γ . Now ‖F‖ = |F(f )| for some extreme f ∈ B1. If |f | = 1 at
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exactly two points, then a straightforward calculation using (9) and (10) from Corollary 1 reveals that
|F(f )| = |((M ◦ U)u,w)|, where U is the unitary matrix[√
1 − A2 −A
A
√
1 − A2
]
and u,w are unit vectors deﬁned by
u = 1√
A
[ √|c|√|b|c¯/|c|
]
, w = 1√
A
[ √|b|√|c|c¯/|c|
]
.
Thus ‖F‖ = |F(f )| = |((M ◦ U)u,w)| ‖M‖S .
If |f | = 1 at exactly one point ϕ then (Hahn–Banach and Riesz representation theorems) F = Fμ for
some measure μ with ‖μ‖ = ‖F‖ = |F(f )| and
‖μ‖ =
∣∣∣∣
∫
f (θ)μ(dθ)
∣∣∣∣
∫
|f (θ)||μ|(dθ) <
∫
|μ|(dθ) = ‖μ‖,
unless μ is a multiple of the discrete measure supported at ϕ, say μ = λδϕ . In this case
M = λ
[
1 eiϕ
e−iϕ 1
]
,
so that ‖M‖S  |λ| = ‖μ‖ = ‖F‖, since any matrix M satisﬁes ‖M‖S max |mij| (matrix units are con-
tractions).
Finally, if |f | = 1 at more than two points we may invoke a special case of Proposition 1. We have
one of: f (θ) ≡ awith |a| = 1; f (θ) = beiθ with |b| = 1; f (θ) = ce−iθ with |c| = 1. Since ‖M‖S  |α|, |β|, |γ |,
here too we have |F(f )| ‖M‖S . 
Remark 3. Generalizing an observation used in the proof above, we see that whenever ‖F‖ = |F(f )|
and |f (θ)| = 1 at one or two points (the “typical” case), the corresponding optimal measure μ must be
discrete and supported at those points. In [3] it is shown that in every case the optimal measure may
be taken to be discrete and supported at three points at most.
3. Extreme points: completing the story
In this section we give a complete characterization of the extreme points in B1. As noted in the
introduction, [6] treats this matter in a more general context; see also the older references in the
Neuwirth paper.
We ﬁrst note that any function f ∈ B1 with |f | = 1 at exactly two nonantipodal points is determined
uniquely by the data at those points.
Proposition 3. Suppose that f ∈ B1 has nonzero constant term and |f | = 1 only at two distinct points ϕ1
and ϕ2. Then f is uniquely determined by the four values ϕj ,ωj = f (ϕj) (j = 1, 2).
Proof. By a complex rotation and a translation of the argument θ , we may assume that f (θ) = a +
beiθ + ce−iθ with a > 0 and ϕj = ±ϕ, where 0 < ϕ  π/2. A complementary function g must vanish at
±ϕ so that the g-ellipse is degenerate. As in the proof of Proposition 1 we may assume that g(θ) = r +
deiθ + d¯e−iθ with r  0, but here g(±ϕ) = 0 and we get additional information: r + de±iϕ + d¯e∓iϕ = 0
so that r + (d + d¯) cosϕ ± (d − d¯)i sinϕ = 0. It follows that d¯ = d ∈ R and
r = −2d cosϕ. (11)
We have f (±ϕ) = a + be±iϕ + ce∓iϕ = ω± so that
a + (b + c) cosϕ = (ω+ + ω−)/2, (12)
and
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(b − c)i sinϕ = (ω+ − ω−)/2. (13)
From the symmetry of the f -ellipse noted in Remark 2we see thatω− = ω+, so that ifω+ = x + iy (x, y ∈
R) the relations (12) and (13) become
a + P cosϕ = x, (14)
and
Q sinϕ = y, (15)
where P = b + c and Q = b − c.
If ϕ < π/2, (14) and (15) ensure that P,Q ∈ R and therefore b and c are real. Thus, combining (4),
(5), (6) and (11) we have
−2bc + aP cosϕ = 1 − a2 − b2 − c2,
i.e. aP cosϕ = 1 − a2 − Q2. With the help of (14) we obtain ax − a2 = 1 − a2 − Q2, i.e. a = (1 − Q2)/x.
But Q is determined by (15) and then P by (14). Finally, b and c are determined by P and Q .
If ϕ = π/2we have r = 0 by (11); so, (5) and (14) ensure that c¯ = −b and a = x. Then (15) determines
Re b and (4) says that d2 = b2, so that b is real. Again, a, b, and c are determined by the data concerning
the points where the f -ellipse touches T. 
Corollary 2. Suppose that f ∈ B1 has nonzero constant term and |f | = 1 only at two distinct points. Then
f is an extreme point of B1.
Proof. Suppose that f = (f+ + f−)/2 with f± ∈ B1. Replacing f± by (1 − )f + f±, we may assume that
f± also have nonzero constant terms. Suppose that |f (ϕj)| = 1 (j = 1, 2) (and that ϕ1 /= ϕ2). The strict
convexity of the unit disc ensures that f±(ϕj) = f (ϕj). In view of Proposition 3, f± = f . 
We now turn to the more subtle situation where f ∈ B1 has |f | = 1 at exactly one point.
We ﬁrst analyse the situation in terms of curvature. A routine calculation (see also [8]) reveals that
if an ellipse is parametrized by (A cosϕ,B sinϕ)with A > B > 0 then the radius of curvature at ϕ is given
by
ρ = ρ(ϕ) = (A2 sin2 ϕ + B2 cos2 ϕ) 32 /AB
and hence A2 sin2 ϕ + B2 cos2 ϕ = (ABρ) 23 . A vector normal to the ellipse at (A cosϕ,B sinϕ) and di-
rected inward is given by (−B cosϕ,−A sinϕ). Thus the centre of the unit circle touching the ellipse at
(A cosϕ,B sinϕ) from the inside is determined by(
A cosϕ − B cosϕ
(A2 sin2 ϕ+B2 cos2 ϕ) 12
,B sinϕ − A sinϕ
(A2 sin2 ϕ+B2 cos2 ϕ) 12
)
=
(
A cosϕ − B cosϕ
(ABρ)
1
3
,B sinϕ − A sinϕ
(ABρ)
1
3
)
.
Consider the square of the distance d from the centre of this circle to an arbitrary point (A cos(ϕ +
θ),B sin(ϕ + θ)) on the ellipse:
d2 =
(
A cos(ϕ + θ) −
(
A cosϕ − B cosϕ
(ABρ)
1
3
))2
+
(
B sin(ϕ + θ) −
(
B sinϕ − A sinϕ
(ABρ)
1
3
))2
.
Computing the Taylor expansion of order 4 around θ = 0 for d2, we ﬁnd that
d2 = 1 + (AB) 23 ρ−1
ρ
1
3
θ2 + (A2 − B2)(cosϕ sinϕ)θ3
+
(
(AB)
2
3
( 1
4
−ρ)
3ρ
1
3
+ 1
4
(A2 cos2 ϕ + B2 sin2 ϕ)
)
θ4 + HOT,
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where HOT stands for “higher order terms”.
If ρ > 1 we have d2 > 1 for any sufﬁciently small θ /= 0 and the ellipse is not inside the unit circle.
If ρ = 1 we have
d2 = 1 +
(
A2 − B2
)
(cosϕ sinϕ)θ3 + 1
4
(
A2 cos2 ϕ + B2 sin2 ϕ − (AB) 23
)
θ4 + HOT,
and we see that we must have (A2 − B2) cosϕ sinϕ = 0 if the ellipse is to be locally inside the circle. In
this case ϕ = 0,π , or±π/2, i.e. the point of tangency is one of the four vertices of the ellipse. If ϕ = 0 or
π we have d2 = 1 + 1
4
(A2 − A)θ4 + HOT, since 1 = ρ = B2/A. This does not in fact allow the ellipse to
be locally inside the circle, because A = B2 < A2. The remaining case, ϕ = ±π/2 is favorable, since now
d2 = 1 + 1
4
(B2 − B)θ4 + HOT and B2 < A2 = B. Thus the ellipse touches the circle at a vertex where the
radius of curvature is maximal and equal to 1.
If ρ < 1, the term in θ2 already tells us that the ellipse is locally inside the unit circle.
For later reference we summarize the above consideration as follows.
Lemma 3. If an ellipse included in the unit circle is tangent to the circle then the radius of curvature at the
point of tangency does not exceed 1. If it is equal to 1, then that point is a vertex of the ellipse with maximal
radius of curvature.
In the case of one tangency point the extremality of the function f ∈ B1 can be described now in
several ways.
Proposition 4. Suppose f ∈ B1 has complementary function g,where g is chosen so that its constant term
is nonnegative. For each θ ∈ [0, 2π), let ρ(θ) denote the radius of curvature of the f -ellipse at f (θ). Then the
following are equivalent:
(i) f has the form f (θ) = z(1 − B + B cosϕ ± i√B sinϕ) for some z ∈ T,B ∈ (0, 1), and with ϕ = θ − θ∗
for some θ∗ ∈ [0, 2π);
(ii) |f (θ∗)| = 1 for exactly one θ∗ ∈ [0, 2π) and ρ(θ∗) = maxθ∈[0,2π) ρ(θ) = 1;
(iii) |f (θ∗)| = 1 for exactly one θ∗ ∈ [0, 2π) and f is extreme in B1;
(iv) g can be written in the form g(θ) = r + deiθ + d¯e−iθ , where 0 < r = 2|d|.
Proof. If (i) holds, then the unique point of tangency corresponds to θ = θ∗ and ϕ = 0, and we have
ρ(θ∗) = maxθ∈[0,2π) ρ(θ) = (
√
B)2/B = 1, i.e. (ii) follows. Conversely, (i) follows from (ii) with the help
of Lemma 3. For convenience, we may assume that the point of tangency is 1; the lemma ensures that
the centre of the ellipse is a ∈ (0, 1). Writing f as in (1) we have
f (θ) = a + eiθ+ (A cosϕ + iB sinϕ),
where0 |B| A < 1. Lemma3 tells us that θ+ = ±π/2, so thatwehave f (θ) = a ± i(A cosϕ + iB sinϕ),
and the point of tangency corresponds to ϕ = ±π/2. Hence 1 = ρ(±π/2) = (A2) 32 /|AB| = A2/|B|, i.e.
A = √|B|. Replacing ϕ by ϕ ± π/2 we have
f (θ) = h(ϕ) = a + |B| cosϕ ± i
√
|B| sinϕ,
and a = 1 − |B|, since h(0) = 1. Thus (i)⇐⇒(ii).
To see that (i)⇒(iii) we show that
h(ϕ) = (1 − B) + B cosϕ + i√B sinϕ
(where 0 < B < 1) is extreme in B1. If h = (h+ + h−)/2 with h± ∈ B1, it follows from h(0) = 1 that
h±(0) = 1. Hence for some  = x1 + iy1 and η = x2 + iy2 (xj , yj ∈ R) we have
h±(ϕ) = (1 − (B ± )) + (B ± ) cosϕ + i(
√
B ± η) sinϕ.
Looking at the ﬁrst few terms of the Taylor series for |h±|2 we see that
1 (1 − B ∓ x1 + (B ± x1)(1 − ϕ2/2 + HOT) ∓ y2(ϕ − ϕ3/6 + HOT))2
+ (∓y1 ± y1(1 − ϕ2/2 + HOT) + (
√
B ± x2)(ϕ − ϕ3/6 + HOT))2.
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Thus
1 (1 − (B ± x1)ϕ2/2 ∓ y2ϕ + HOT)2
+(∓y1ϕ2/2 + (
√
B ± x2)ϕ + HOT)2 = 1 ∓ 2y2ϕ + HOT.
We conclude that y2 = 0, and in view of this:
1 1 − (B ± x1)ϕ2 +
(√
B ± x2
)2
ϕ2 + HOT
= 1 +
(
∓x1 ± 2
√
Bx2 + x22
)
ϕ2 + HOT.
Wemust have x2
2
± (2√Bx2 − x1) 0 so that x2 and 2
√
Bx2 − x1 both vanish; hence x1 = x2 = 0. Finally
we look at the cubic terms to see that 1 1 ∓ √By1ϕ3 + HOT; hence y1 = 0 also. Thus  = η = 0.
We have also (iii)⇒(iv). If g is complementary to f the g-ellipse passes through 0 exactly once.
Thus g must have nonzero constant term r and we may assume that r > 0. Supose the g-ellipse is
nondegenerate. If g(θ∗) = 0 there is some m > 0 such that |g(θ∗ + θ)| m|θ | for small θ (in fact, if we
express g in the form (1),we see that |g′(ϕ)|2 = A2 sin2 ϕ + B2 cos2 ϕ, so that |g′(ϕ)|min{|A|, |B|} = m).
Now |f | = 1 only at θ∗ and there is some K < ∞ such that |f (θ∗ + θ) − f (θ∗)| K |θ | for all θ .
We claim that for sufﬁciently small  > 0 both f+ and f−, deﬁned by
f±(θ∗ + θ) = ±f (θ∗) + (1 ∓ )f (θ∗ + θ),
are in B1. It will follow that f = (f+ + f−)/2 is not extreme, contradicting the assumption and, hence,
the g-ellipse is degenerate. It must trace out a real interval [0, 2r] so that g has the form claimed in (iv).
Let us prove the claim. By convexity of the unit disc, f+ ∈ B1 for any   1. For f− wemust chose  more
carefully. Let [eix , f (θ∗)] be the chord ofT passing through f (θ∗ + θ) and f (θ∗), and let z denote themid-
point of that chord. If f (θ∗ + θ) ∈ [z, f (θ∗)] we have f−(θ∗ + θ) ∈ [eix , f (θ∗)] for any   1. Otherwise, let
t = |eix − f (θ∗ + θ)|, s = |f (θ∗ + θ) − z|, andη = t/s. Then |z|2 = 1 − (t + s)2 and |z|2 + s2 = |f (θ∗ + θ)|2 =
1 − |g(θ∗ + θ)|2, so that t2 + 2ts = |g(θ∗ + θ)|2  m2|θ |2 (for small θ). Thus s2(η2 + 2η) m2|θ |2. Since
s  |f (θ∗ + θ) − f (θ∗)|we also have K2|θ |2(η2 + 2η) m2|θ |2, and we obtain a positive lower bound on
η independent of (small) θ: η  η0 > 0. Thus, if  is small enough, f−(θ∗ + θ) ∈ [eix , z] for all sufﬁciently
small θ . For larger |θ |, compactness ensures that |f (θ∗ + θ)| is bounded away from 1 (since |f | = 1 only
at θ∗) so, again,  small implies |f−(θ∗ + θ)| 1.
Finally, (iv)⇒(i). By replacing f by zf¯ where z ∈ T, if necessary, we can always assume that a > 0
and |b| > |c|. As usual write A = |b| + |c| and B = |b| − |c|. By (7) and (8) we have |d|2 = |b||c| and
2r|d| = a(|b| − |c|) which implies 4|b||c| = aB since now r = 2|d|. Inserting this equality in (3) we get
A2(a + B) = B. Invoking the identity (|b| + |c|)2 = (|b| − |c|)2 + 4|b||c| or A2 = B2 + aBwe ﬁnd that A2 =
B and a + B = 1. Thus, we have B ∈ (0, 1) and, using the usual notation ϕ = θ − θ∗, also
f (θ) = a + beiθ + ce−iθ = 1 − B + (beiθ∗ + ce−iθ∗ ) cosϕ + i(beiθ∗ − ce−iθ∗ ) sinϕ.
As r = 2|d| we have g(θ∗) = 0 for precisely one θ∗. It is easy to calculate this value and we obtain
eiθ∗ = −|d|/d. By using (7), (4) and (5) we ﬁnd that
beiθ∗ + ce−iθ∗ = −
(
b
d
+ c
d¯
)
|d| = −
(
b
d
− d
b
)
|d|
= − b2−d2
bd
|d| = − b+c¯
d
|d| = 4|d|2a = B
and, using (7) once again, also
(beiθ∗ − ce−iθ∗)2 = (beiθ∗ + ce−iθ∗)2 − 4bc = (|b| − |c|)2 + 4|b||c| = (|b| + |c|)2 = A2.
It follows that beiθ∗ − ce−iθ∗ = ±A = ±√B and we get the form claimed in (i). 
Wearenow in aposition to characterize the extreme f ∈ B1 in terms of the geometry of the f -ellipse.
Proposition 5. A function f ∈ B1 is extreme iff one of the following holds:
(i) the f -ellipse is T itself or a single point on T;
M. Hladnik, J. Holbrook / Linear Algebra and its Applications 430 (2009) 2553–2561 2561
(ii) the f -ellipse meets T at exactly two points and they are nonantipodal;
(iii) the f -ellipse meets T at exactly one point and the radius of curvature of the f -ellipse at this point is
1.
Proof. For (ii) see Corollary 2 and for (iii) refer to Proposition 4. 
The conditions for extreme f may also be expressed algebraically in terms of the coefﬁcients.
Proposition 6. If f ∈ B1 and f (θ) = a + beiθ + ce−iθ then f is extreme in B1 iff one of the following holds:
(i) two of a, b, c are 0 and the other has modulus 1;
(ii) 0 < |a| < 1, bc/a2 < 0, and
|a|2 = 4|b||c|(1 − A2)/A2, (16)
where A = |b| + |c|.
Proof
(i) This corresponds to the case where |f (θ)| = 1 for more than two values of θ (recall Lemma 2).
(ii) In the casewhere |f | = 1 at twopoints,we refer to Corollaries 1 and2.Nowassume that |f (θ)| = 1
for just one value of θ . If f is extreme then by Proposition 4 the g-ellipse is degenerate and
Proposition 1 yields (16).
On the other hand, assuming (ii) we show f is extreme by establishing (i) of Proposition 4. For
conveniencewemay take a > 0. Recalling form (1), we note that bc < 0 implies that θ+ = ±π/2 so that
f (θ) = h(ϕ) = a ± i(A cosϕ + iB sinϕ). Since there is onlyonepointof tangencywesee thath(±π/2) = 1.
Replacing ϕ by ϕ ± π/2 we have the form
f (θ) = 1 − |B| + |B| cosϕ ± iA sinϕ.
Now (16) says that (1 − |B|)2 = (A2 − B2)(1 − A2)/A2, i.e. (|B| − A2)2 = 0. Hence A = √|B| and we do
have (i) from Proposition 4. 
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