The sequential ordering problem is a version of the asymmetric travelling salesman problem where precedence constraints on vertices are imposed. A tour is feasible if these constraints are respected, and the objective is to find a feasible solution with minimum cost.
1. THE SEQUENTIAL ORDERING PROBLEM 1.1. Introduction Maritime transport has been constantly increasing in the past years. The Review of Maritime Transport published by UNCTAD 1 in 2007 reports an average increase of 13.52% in 2005 and 14.63% in 2006 for the top 20 ports. Such double figures are correlated to the strong development of trade with emerging countries such as China and India, and the trend is expected to continue even in the face of uncertainties in the world economic outlook. Port infrastructures are also growing, but the investments cannot keep up with the pace of the expansion of trade. Problems related to port congestion and lack of storage space are here to stay. The optimization of port terminal resources is therefore a key tool for the success of port operations. Optimization can also play a major role in minimizing the environmental impact of sea freight, since a better usage of the existing resources can also have a significant impact on the quantity of energy required to efficiently operate a large infrastructure such as a maritime port terminal.
A maritime port terminal is a complex system, composed of a number of parts, each one with its specific 1 http://www.unctad.org. purpose and characteristics. Steenken et al. (2004) describe it as an open system of material flow with two interfaces, one on the quay-side, to the sea, and one on the hinterland, to inland. The management of a terminal port is obviously a complex decisional problem, due to the multiple interactions which are present among the various component processes of the port. Efforts have been made towards the systematic classification and solution of the various planning, management and control problems which are encountered in terminal systems. Of particular interest is the classification by Günther and Kim (2006) who divide the problems according to the decisional level (terminal design, operational planning, and operational control) and to the subject of the decisional problem. Thus, at the design level we encounter problems such as the design of the multi-modal interfaces, of the terminal layout, the selection of equipment, while at the planning level the focus is on the synthesis of storage and stacking policies, assigning cranes to ships, planning stowage and berth assignment. Finally, at the operational control level, the terminal manager has to solve problems such as land-side and quay-side transport and crane operations and scheduling. Given the complexity of the structure and of the processes, may authors have attempted a "divide and conquer" approach. In this approach the global port optimization problem is decomposed into a series of simpler problems, which are solved independently, using bound-ary conditions to guarantee the overall feasibility of the solution, as also shown by Gambardella et al. (2001) , and also by a number of other authors, as reported in the recently updated comprehensive review by Stahlbock and Voß(2008) .
In this paper we focus our attention on the problem of the optimisation of quay crane scheduling at the operational control level once the crane assignment and crane split problem have been solved at the planning level. In particular, we assume that a quay crane is dedicated to loading and unloading a specific ship section, as happens in the vast majority of cases, since two cranes serving the same ship section would need interleaving, without any clear advantage in performance. This assumption allows us to formulate the crane scheduling problem as a sequential ordering problem, since we have one machine (the crane) which must serve a number of jobs (the containers) which are subject to precedence constraints, which are given by the stacking positions of the containers on the terminal yard and by the loading/unloading lists of the ship, which are set according to the final destination of the containers.
Problem description
The Sequential Ordering Problem (SOP), also referred to as the Asymmetric Travelling Salesman Problem with Precedence Constraints, can be modelled in graph theoretical terms as follows. A complete directed graph D = (V, A) is given, where V is the set of nodes and A = {(i, j)|i, j ∈ V } is the set of arcs. A cost c ij ∈ N is associated with each arc (i, j) ∈ A. Without loss of generality it can be assumed that a fixed starting node 1 ∈ V is given. It has to precede all the other nodes. The tour is also closed at node 1, after all the other nodes have been visited (c i1 = 0 ∀i ∈ V by definition). This artifact creates an analogy with the asymmetric travelling salesman problem. Such an analogy is exploited by many known algorithms. Furthermore an additional precedence digraph P = (V, R) is given, defined on the same node set V as D. An arc (i, j) ∈ R, represents a precedence relationship, i.e. i has to precede j in every feasible tour. Such a relation will be denoted as i ≺ j in the remainder of the paper. The precedence digraph P must be acyclic in order for a feasible solution to exist. It is also assumed to be transitively closed, since i ≺ k can be inferred from i ≺ j and j ≺ k. Note that for the last arc traversed by a tour (entering node 1), precedence constraints do not apply. A tour that satisfies precedence relationships is called feasible. The objective of the SOP is to find a feasible tour with the minimal total cost.
It is interesting to observe that SOP reduces to the classical asymmetric travelling salesman problem (ATSP) in the case where no precedence constraint is given. This observation implies that SOP is N P-hard, being a generalization of the ATSP.
Literature review
The SOP can model real-world problems such as production planning (Escudero 1988 and Seo and Moon 2003) , single vehicle routing problems with pick-up and delivery constraints (Pulleyblank and Timlin 1991, Savelsbergh 1990 ) and transportation problems in flexible manufacturing systems (Ascheuer 1995) .
Sequential ordering problems were initially solved as constrained versions of the ATSP, especially for the development of exact algorithms. The main effort has been put into extending the mathematical definition of the ATSP by introducing new classes of valid inequalities to model the additional constraints. The first mathematical model for the SOP was introduced by Ascheuer et al. (1993) , where a cutting plane approach was proposed to compute lower bounds on the optimal solution. Escudero et al (1994) , a Lagrangean relaxation method was described and embedded into a branch and cut algorithm. Ascheuer (1995) has proposed a new class of valid inequalities and has described a new branch-and-cut method for a broad class of SOP instances. This is based on the polyhedral investigation carried out on ATSP problems with precedence constraints by Balas et al. (1995) . The approach by Ascheuer (1995) also investigates the possibility of computing and improving sub-optimal feasible solutions starting from the upper bound provided by the polyhedral investigation. The upper bound is the initial solution of a heuristic phase based on well-known ATSP heuristics that are iteratively applied in order to improve feasible solutions. These heuristics do not handle constraints directly; infeasible solutions are simply rejected. A branch and bound algorithm with lower bounds obtained from homomorphic abstractions of the original search space has been presented by Hernàdvölgyi (2003 Hernàdvölgyi ( , 2004 . A genetic algorithm has been proposed in Chen and Smith (1996) . The method works in the space of feasible solutions by introducing a sophisticated crossover operator that preserves the common schemata of two parents by identifying their maximum partial order through matrix operations. The new solution is completed using constructive heuristics. A hybrid genetic algorithm based on complete graph representation has been discussed by Seo and Moon (2003) . A parallelised roll-out algorithm has been described by Guerriero and Mancini (2003) . Gambardella and Dorigo (2000) presented an approach based on Ant Colony System (ACS) enriched with sophisticated Local Search (LS) procedures. Montemanni et al. (2007 Montemanni et al. ( , 2008 ) built on top of this method, adding a Heuristic Manipulation Technique (HMT) on top of the original algorithm. This resulting method can be classified as state-of-the-art for the sequential ordering problem.
The contribution of the present article is an experimental study aiming at understanding the contribution of the basic ingredients (LS, ACO, HMT) in the economy of the composite method described by Montemanni et al. (2008) .
The paper is organized as follows: Sections 2, 3 and 4 describe local searches, ant colony optimization and heuristic manipulation for the SOP, respectively. These are the basic ingredients of the composite algorithm de-scribed by Montemanni et al. (2008) . Extensive computational experiments, aiming at understanding how the algorithm performs when only a subset of the ingredients is put in operation, are presented in Section 5. Conclusions are drawn in Section 6.
LOCAL SEARCH (LS)
The extremely efficient SOP-3-exchange local search routine (we will refer to it as LS in the reminder of the paper) has been introduced by Gambardella and Dorigo (2000) . This local search routine is a specialization to the sequential ordering problem of a known local search method for the asymmetric travelling salesman problem (Savelsbergh 1990) . It is able to directly handle multiple constraints without increasing the computational complexity of the original local search.
SOP-3-exchange starts from a feasible solution, and generates a new solution by replacing three edges (Figure 2) (h, h + 1), (i, i + 1), (j, j + 1) with another set of improving three edges (h, i + 1), (j, h + 1), (i, j + 1). This operation is iteratively executed until no additional improving 3-exchange is possible. SOP-3-exchange explores the set of feasible edges using a lexicographic approach. The lexicographic approach identifies step by step the set of three edges and therefore two paths, path left and path right, which once inverted give rise to a new feasible solution. In the lexicographic search these two paths are initially composed of one single node and are incrementally expanded adding one node at each step. This feature makes it possible to test feasibility easily because precedence conditions must be checked only for the new added node. In fact SOP-3-exchange uses a new a labeling procedure whose function is to check feasibility in constant time. The solution is to keep updated a set of global variables that indicates, each time a new node is added to path left or path right, if this insertion violates one of the precedence constraints.
Other important SOP-3-exchange features are related to the way node h is selected. The goal is to decrease the number of visited nodes introducing two heuristics that influence how node h is chosen: one is based on the don't look bit data structure introduced by Bentley (1992) , while the other is based on a data structure called don't push stack introduced by Gambardella and Dorigo (2000) . The don't look bit is a data structure in which a bit is associated with each node of the sequence. At the beginning of the search all bits are turned off. The bit associated with node h is turned on when a search for an improving move starting from h fails. The bit associated with node h is turned off again when an improving exchange involving h is executed. The use of don't look bits favors the exploration of nodes that have been involved in a profitable exchange.
The don't push stack is a data structure based on a stack, which contains the set of nodes h to be selected. At the beginning of the search the stack is initialized with all the nodes in the sequence (that is, it contains n + 1 elements). During the search, node h is popped off the stack and feasible 3-exchanges starting from h are investigated. In case a profitable exchange is executed the six nodes involved in this exchange are pushed onto the stack (if they do not already belong to it). Using this heuristic, once a profitable exchange is executed starting from node h, the top node in the don't push stack remains node h. In this way the search is focused on the neighborhood of the most recent exchange: this has been experimentally shown to result in a better performance than that obtained using the don't look bit alone.
ANT COLONY SYSTEM (ACS)
In this section the basic concepts of the ACS algorithm, originally presented by Gambardella and Dorigo (2000) , are discussed. The Ant Colony System algorithm is an element of the Ant Colony Optimization family of methods (Dorigo et al. 1999 ). These algorithms are based on a computational paradigm inspired by real ant colonies and the way they function.
ACS for the SOP is an adaptation to the problem of the Ant Colony System algorithm (Dorigo and Gambardella 1997) . Informally, ACS works as follows. Constructive computational agents called ants (simulating real ants) are sent out sequentially. Each ant iteratively starts from node 1 and adds new nodes until all nodes have been visited. When in node i, an ant applies a so-called transition rule, that is, it probabilistically chooses the next node j from the set F (i) of feasible nodes. F (i) contains all the nodes j still to be visited and such that all nodes that have to precede j, according to precedence constraints, have already been inserted in the sequence.
The ant in node i chooses the next node j to visit on the basis of two factors: the heuristic desirability η ij here defined as 1/c ij , and the pheromone trail τ ij , that contains a measure of how good it has been in the past to include arc (i, j) into a solution. The next node to visit is chosen with probability q 0 as the node j, j ∈ F (i), for which the product τ ij · η ij is highest (deterministic rule), while with probability 1 − q 0 the node j is chosen with a probability given by p ij j∈F (i) = τij ·ηij P l∈F (i) (τ il ·η il ) . The value q 0 is given by q 0 = 1 − s/|V |. The parameter s represents the number of nodes it would be desirable to choose using the probabilistic transition rule, independently of the number of nodes of the problem, and is set to 10 in the experiments reported here.
In ACS-SOP only the best ant, that is the ant that built the shortest tour since the beginning of the computation, is allowed to deposit pheromone trail. If the shortest path generated since the beginning of the computation is referred to as OptP ath Best , and its cost as L Best , ∀{i, j} ∈ OptP ath Best , the following formula for pheromone update is used:
Notice that in case a local search is used inside ACS, the updating rule (1) is run based on the solution obtained after the application of the local search.
Pheromone is also updated during solution building. In this case, however, it is removed from visited arcs. In other words, each ant, when moving from node i to node j, applies a pheromone updating rule that causes the amount of pheromone trail on arc (i, j) to decrease. This assures variety in the solutions generated. The rule is:
where τ 0 is the initial value of trails. It was found that good values for the algorithm's parameters are τ 0 = (FirstSolution · |V | ) −1 and ρ = ψ = 0.1, where FirstSolution is the length of the shortest solution generated by the ant colony following the ACS-SOP algorithm without using the pheromone trails. The number of ants in the population was set to 10. Experience has shown the chosen parameter settings to be robust.
HEURISTIC MANIPULATION TECHNIQUE (HMT)
It is easy to observe that adding precedence constraints to a given problem reduces its search space, making the problem potentially easier to solve. The method described in the remainder of this section is based on this observation.
Having selected an underlying heuristic method, the idea is to monitor the solutions generated by this method, and to identify precedence patterns common to solutions with a low objective value. Once such precedence patterns are identified, they can be added to the original problem as artificial precedence constraints. The manipulated problem is likely to be easier than the original one, as it has a reduced solution space.
Notice that any heuristic method that produces a sequence of feasible solutions to the problem (most of the known methods work in this way) can be used as the underlying method for the proposed manipulation approach.
Of course such a heuristic method may cut out all the optimal solutions of the original problem, leading to suboptimal solutions even when the best solution of the modified problem is retrieved. To overcome this side effect, during the execution of the algorithm artificial precedence constraints will not be added permanently, but will also be retracted (and substituted by other constraints).
Formally, the proposed methodology is built on top of an existing algorithm and makes use of an additional set of variables {m ij }. Variable m ij will be an indicator for the "quality" of the solutions in which node i is visited before node j. The method is regulated by some parameters. Parameter u regulates the number of solutions generated by the underlying heuristic method before the first artificial precedence constraints are added to the problem; parameter v regulates the number of solutions generated by the underlying heuristic method between two consecutive updates to the set of active artificial precedence constraints; parameter w regulates the (approximate) number of artificial precedence constraints active at each moment in time (after the first u solutions have been generated by the underlying heuristic approach); parameter z finally regulates the (approximate) number of artificial precedence constraints substituted after every v new solutions have been generated by the underlying heuristic algorithm (after the first u solutions have been generated).
The heuristic manipulation technique runs on top of underlying optimization algorithm, and can be summarized as follows.
Initialize
Each time a new solution OptP ath k , with cost L k , is generated by the underlying heuristic algorithm, matrix m = [m ij ] is updated as described in (3) and (4), where L 1 is the cost of the very first solution generated by the underlying heuristic algorithm and π k (i) is the index of the position occupied by node i in solution OptP ath k . Notice that L 1 plays here the role of a normalization factor, and is used to avoid numerical problems. The width of the window considered for updates is taken to be 5. According to Montemanni et al. (2008) , some tests suggests that the method is not very sensitive to changes to this value, and that good values are however in the range [4, 10] .
The first update (equation (3)) reinforces the entry corresponding to a sequence which is in solution OptP ath k . The update is proportional to the inverse of the cost of the solution itself. Equation (4) decreases the value on arcs that are traversed in the opposite direction in the current solution. This second update has been inserted to make those pairs of nodes that do not seem to have a clear ordering relationship less attractive. Notice that only pairs with a positive entry in matrix m will be potentially transformed into artificial precedence constraints.
Notice that entries of the memory matrix m corresponding to active artificial precedence constraints are not updated. This will make a rotation of the active constraints more likely (see the remainder of this section).
Now that it has been clarified how the memory matrix m is handled, it remains to clarify how artificial precedence constraints are managed. After the first u solutions are created by the underlying heuristic algorithm, a first
set of (approximately) w artificial precedence constraints are added to the set R. The new constraints are selected as the ones not yet present in the precedence digraph P with the highest entries in matrix m. If there are less than w entries of m with a positive value, then only the precedence constraints corresponding to them will be added to P . After the first artificial precedence constraints have been added to the problem, every time v new solutions are available, artificial precedence constraints are updated by dropping z constraints, that are substituted by (approximately) z new constraints. The artificial precedence constraints to be dropped are selected as those with the smallest entries in the memory matrix m. Conversely, the ones added are those with the highest entries in the same matrix m. Notice that, since entries of matrix m corresponding to active constraints are not reinforced (see equation (3)), it is likely that during the time they were active, entries corresponding to other (non active) constraints have reached higher values. Such a strategy leads to a mechanism where artificial precedence constraints are activated in turn. The mechanism should also prevent optimal solutions of the original problem from being permanently hidden by the active artificial precedence constraints.
EXPERIMENTAL RESULTS
The aim of the experiments reported in this section is to understand the importance of the basic components (described in Sections 2, 3 and 4) in the economy of the composite method described by Montemanni et al. (2008) . Therefore, we run experiments with different combinations of active components.
Benchmark problems
Benchmark problems are those already used by Montemanni et al. (2007 Montemanni et al. ( , 2008 . They are publicly available 2 , and are named n-r-p, where the meaning of each element is as follows:
• n: the number of nodes of the problem, i.e. V = {1, 2, . . . , n};
• r: the cost range, i.e. 0 ≤ c ij ≤ r ∀i, j ∈ V ;
• p: the approximate percentage of precedence constraints, i.e. the number of precedence constraints of the problem will be about
The following values for the parameters above were used, and problems were generated for all possible combinations of them: 2 http://www.idsia.ch/˜roberto/SOPLIB06.zip.
• n ∈ {200, 300, 400, 500, 600, 700};
• r ∈ {100, 1000};
• p ∈ {1, 15, 30, 60}.
The resulting set of problems covers a wide range of situations, with different sizes, different granularity for costs, and with radically different percentages of precedence constraints. The set appears to provide a good testbed for modern SOP heuristic algorithms, and are therefore particularly indicated for our purpose.
Comparison of the different combinations
All the methods considered have been coded in C++. The experiments have been run on a Dual AMD Opteron 250 2.4GHz / 4GB computer. The maximum computation time was set to 600 seconds for all the problems. This computation time is long enough to let all the methods reach a steady state, where further improvements are unlikely to be found. Ten runs are considered for each possible problem/method combination. The results of the experiments are reported in Tables 1-3. The first three columns are parameters of the problems, while the remaining columns are devoted, depending on the table, to the presentation of the average, best and worst results obtained by the following methods:
• LS: iterative application of the Local Search routine described in Section 2, starting from random feasible solutions;
• LS+HMT: the Heuristic Manipulation Technique described in Section 4 is run on top of the local search algorithm LS;
• ACS+LS: the local search algorithm LS is embedded in the Ant Colony System described in Section 3. Notice that in this case LS is run on the solutions built by ACS. This is the method presented by Gambardella and Dorigo (2000);
• ACS+LS+HMT: HMT is run on top of the ACS, which in turn embeds LS. This is the method presented by Montemanni et al. (2008) .
Parameters of all the algorithms have been set according to Gambardella and Dorigo (2000) and Montemanni et al. (2008) , where parameter tuning is accurately documented.
In all the tables bold text is used to highlight the best entry (entries) for each line. Accordingly, italic text is adopted for the worst entry (entries).
The results of Table 1 (average results) confirm that -apart from some sporadic cases -the best results are Table 3 . Worst results over ten runs.
obtained when all the components are active (last column). As already observed by Montemanni et al. (2008) , the improvements guaranteed by the use of HMT on top of ACS+LS are marginal, but exist. Analogously, we can observe how ACS+LS obtain far better results than LS alone. This phenomenon had already been observed by Gambardella and Dorigo (2000) , but in our case the results obtained by the two methods appear much further apart than in the paper by Gambardella and Dorigo (2000) . This suggests that the use of more difficult benchmarks amplifies the phenomenon. It is also interesting to observe that HMT is able to improve the results of LS (column HMT+LS vs column LS) even though the results are worse than those achieved by method ACS+LS. Therefore there is a clear indication that HMT does its job, but it needs a strong underlying method in order to achieve really good results. Another indication is that most of the work done by the whole composite algorithm (last column) is hidden in the combination of ACS and LS methods. Notice, finally, that the worst results are consistently obtained by method LS.
The study of Tables 2 (best results) and 3 (worst results) leads to conclusions that are analogous to those in the comment in Table 1 . It is however interesting to observe that the advantages of the use of HMT seems to be amplified in Table 2 and reduced in Table 3 . This means that the results of HMT have a higher standard deviation over the ten runs considered. This is due to the heuristic nature of the rules used to select the active artificial constraints: it can lead to very good results in case of a happy choice, or to worse results in case of an unlucky selection.
CONCLUSIONS
The sequential ordering problem, which is faced in many practical applications, has been studied. The state-of-theart algorithm for this problem is composed of different components, namely local searches, an ant colony system and a heuristic manipulation technique.
In this paper we have studied -from an experimental point of view -the impact of the different components on the performance of the full method. Specifically, we have run experiments with different combinations of components switched off, and we have analyzed how the results of the method were affected.
The conclusion was that the heuristic manipulation technique is able to slightly improve the results achieved by both the local searches alone, and the combination of local searches and the ant colony system. However, what appears to be crucial is the interaction between the ant colony system and the local search routines. This results was expected. Heuristic manipulation can be seen as a tool useful to further refine already good results, but here it is shown that it needs to be run on a very efficient underlying heuristic method (ant colony system plus local search, in our case) in order to obtain good results.
