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013.06.0Abstract It is understood that the forward–backward probability hypothesis density (PHD)
smoothing algorithms proposed recently can signiﬁcantly improve state estimation of targets. How-
ever, our analyses in this paper show that they cannot give a good cardinality (i.e., the number of
targets) estimate. This is because backward smoothing ignores the effect of temporary track drop-
ping caused by forward ﬁltering and/or anomalous smoothing resulted from deaths of targets. To
cope with such a problem, a novel PHD smoothing algorithm, called the variable-lag PHD
smoother, in which a detection process used to identify whether the ﬁltered cardinality varies within
the smooth lag is added before backward smoothing, is developed here. The analytical results show
that the proposed smoother can almost eliminate the inﬂuences of temporary track dropping and
anomalous smoothing, while both the cardinality and the state estimations can signiﬁcantly be
improved. Simulation results on two multi-target tracking scenarios verify the effectiveness of the
proposed smoother.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Estimating the number of targets and their states from a se-
quence of noisy and cluttered observation sets is the major
objective in multi-target tracking (MTT) applications. A chal-
lenging problem in these applications is the unknown associa-
tion of measurements from the sensor with the appropriate
targets.1–4 Most traditional MTT formulations for coping with
this problem involve the explicit associations between55664226.
.cn (J. Zhang).
orial Committee of CJA.
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11measurements and targets such as the multiple hypotheses
tracking (MHT) and its variations,4 the joint probabilistic data
association ﬁlter (JPDAF),5 and the probabilistic MHT
(PMHT).6 These approaches are mainly based on some subsets
of the set of all possible associations, which will result in an
intensive and computationally complex algorithm in the appli-
cation to collections of many targets in the same validation
gate.7 A promising alternative way that avoids the explicit
associations between the measurements and the targets is ran-
dom ﬁnite sets (RFS).8–10
In RFS tracking, the states of the targets and the measure-
ments, at each time step, can be represented as ﬁnite sets. Un-
der this theoretical contribution, the probability hypothesis
density (PHD) ﬁlter was proposed as an approximation to
RFS solution for MTT.8,9 This ﬁlter propagates only the
ﬁrst-order statistical moment of a multi-target posterior in-
stead of the full multi-target posterior or the intensity of the
multi-target evolving point process.10SAA & BUAA. Open access under CC BY-NC-ND license.
1030 Y. Li et al.Two kinds of implementations of the PHD ﬁlter have been
proposed up to now. One is the sequential Monte Carlo PHD
(SMC-PHD) ﬁlter for general dynamic models, which
estimates the PHD density using weighted sum of parti-
cles.11–14 Another is the Gaussian Mixture PHD (GM-PHD)
ﬁlter for linear Gaussian models, which models the PHD dis-
tribution as a mixture of Gaussian densities that renders a
closed-form solution.15 As it is well known, the objective of
the ﬁltering is to recursively estimate the current state given
the observation history up to the current time, while smooth-
ing can yield signiﬁcantly better estimates than ﬁltering by
delaying the decision time and using data at a later time. Fol-
lowing the great achievement of the PHD ﬁlter in MTT scenar-
ios, PHD-ﬁlter-based smoothing algorithms for PHD-based
systems arouse enormous interest among researchers. Re-
cently, forward–backward ﬁxed-lag PHD (FPHD) smoothing
algorithms were proposed to improve the performance of
PHD-based tracking systems.16,17 In Ref. [16], a PHD smooth-
ing approach was derived using a physical-space approach,
which involved forward multi-target ﬁltering using standard
PHD ﬁlter recursion8 followed by backward smoothing recur-
sion using a novel recursive formula. At the meantime, it was
extended to the multiple models PHD (MMPHD) smoothing
for tracking maneuvering targets. Mahler et al. also derived
the same PHD smoothing algorithm17 using ﬁnite set statistics
(FISST)18 and standard point process theory. In Ref. [19], a
closed-form Gaussian sum smoother was proposed for the
GM-PHD ﬁlter, called the GM-PHD smoother, which was
used to decrease the computational complexity of the SMC
implementation of the PHD smoother.
It is notable that the key point of the current forward–back-
ward PHD smoothing approaches is the backward smoothing
process. Essentially, it is the adjustment of the ﬁltered PHD dis-
tribution at present time using the later adjusted PHD distribu-
tion, which involves the innovation from the forward ﬁltering
using measurements beyond the present time. Therefore, if the
forward ﬁltering is accurate (i.e., no track dropping), the back-
ward smoothing can propagate the innovation perfectly to im-
prove the ﬁltered cardinality and states. Unfortunately, the
current implementations of the PHDﬁlter (i.e., SMC-PHDﬁlter
or GM-PHD ﬁlter.) are all to some extent of approximation, so
the cardinality bias resulted from the practical forward ﬁltering
cannot be reduced in the following backward smoothing, be-
cause the track lost can destroy innovation backward propaga-
tion. In addition, if some targets die at some time instants, it can
also affect innovation backward propagation at the proximity
time of the death of targets (relating to the smooth lag), which
we refer as anomalous smoothing henceforth. For these reasons,
the performance of the current FPHD smoothing algorithm
dramatically decreases with an incorrect cardinality estimation
and is sensitive to the death of targets.
In this paper, a novel approach called variable-lag PHD
(VPHD) smoother is proposed to overcome the shortcomings
of the existing FPHD smoother. The suggested method consid-
ers the effect of the temporary track dropping caused by forward
ﬁltering and/or anomalous smoothing resulted from the death
of targets. It adjusts the smooth lag according to the forward ﬁl-
tered number of targets, which can almost eliminate the negative
effect of temporary track dropping and anomalous smoothing.
The remainder of the paper is organized as follows. In Sec-
tion 2, a necessary background of RFS-based MTT is given.
Additionally, the PHD ﬁlter and the prevailing FPHDsmoother are reviewed. In Section 3, the drawback of the
FPHD smoother is illustrated in detail and the novel approach
is proposed followed by the simulation results discussed in Sec-
tion 4. Finally, conclusions are presented in Section 5.
2. Background
2.1. Multi-target tracking and random ﬁnite sets
In MTT, the collections of target states and measurements at
time k can be represented as ﬁnite sets, i.e.,
Xk ¼ fxk;1; xk;2; . . . ; xk;MðkÞg 2 FðXÞ ð1Þ
Zk ¼ fzk;1; zk;2; . . . ; zk;NðkÞg 2 FðZÞ ð2Þ
where Xk and Zk are, respectively the state and measurement
sets. X 2 Rnx and Z 2 Rnz are the state and measurement
spaces, respectively. xk;1; xk;2; . . . ; xk;MðkÞ 2 X are the states of
MðkÞ targets at time k and zk;1; zk;2; . . . ; zk;NðkÞ 2 Z are the mea-
surements of NðkÞ at time k. FðXÞ and FðZÞ denote the spaces
of all ﬁnite subsets of X and Z, respectively. Using the FISST
notion of integration and density, the multi-target Bayes ﬁlter
that propagates the multi-target posterior density pkjkðjZ1:kÞ in
time is given by
pkjk1ðXkjZ1:k1Þ ¼
Z
fkjk1ðXkjXÞpk1jk1ðXjZ1:k1ÞdX ð3Þ
pkjkðXkjZ1:kÞ ¼
gkðZkjXkÞpkjk1ðXkjZ1:k1ÞR
gkðZkjXÞpkjk1ðXjZ1:k1ÞdX
ð4Þ
where pkjk1 denotes the predicted multi-target density, fkjk1
the multi-target transition density, gk the multi-target likeli-
hood, andZ
fðXÞdX ¼
X1
i¼0
1
i!
Z
fðfx1; x2; . . . ; xigÞdx1dx2 . . . dxi ð5Þ
is the set integral of a function f : FðXÞ ! R.
2.2. PHD ﬁlter formulations
The multi-target Bayes ﬁlter is generally intractable and it is
necessary to resort to more tractable approximations. The
PHD ﬁlter is a ﬁrst-order moment approximation to the full
multi-target Bayes ﬁlter in Eq. (3) and Eq. (4), which operates
on the single-target state space X. The prediction and update
equations of the PHD recursion that respectively model the
Bayes multi-target prediction Eq. (3) and update Eq. (4) are gi-
ven by
vkjk1ðxÞ ¼
Z
PS;kðfÞfkjk1ðxjfÞdf
þ
Z
bkjk1ðxjfÞvk1ðfÞdfþ ckðxÞ ð6Þ
vkjkðxÞ¼ vkjk1ðxÞ ½1PD;kðxÞþ
X
z2Zk
PD;kðxÞgkðzjxÞvkjk1ðxÞ
jkðzÞþ
R
PD;kðfÞgkðzjfÞvkjk1ðfÞdf
 !
ð7Þ
where PS;k, bkjk1, ck, PD;k, and jk are the survival probability,
the intensity of the spawned target, the intensity of the birth
model, the probability of detection, and the intensity of the
clutter, respectively.
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expected number of targets Nk present in that area, that is,
Nk ¼
Z
S
vkjkðxÞdx ð8Þ
The general approach to extracting multi-target states is look-
ing for the n (the nearest integer rounding Nk) largest local
maxima of the PHD and taking their coordinates as the state
estimates of the targets.
2.3. FPHD smoother formulations
Similar to the multi-target forward ﬁltering generalization in
Eq. (3) and Eq. (4), the backward smoothing can also be rep-
resented by RFS. Given the measurements up to time k, the
smoothed multi-target density is propagated backward, from
time k to time k0 < k, via the multi-target backward smoothing
recursion
pk0 jkðXÞ ¼ pk0 jk0 ðXÞ
Z
fk0 jk0 ðYjXÞ
pk0þ1jkðYÞ
pk0þ1jk0 ðYÞ
dY ð9Þ
As with the multi-target Bayes ﬁlter, the multi-target backward
smoothing recursion involves set integration, and a computa-
tionally tractable ﬁrst-order approximation is given by
vk0 jkðxÞ ¼ vk0 jk0 ðxÞð1 PS;kðxÞ þ PS;kðxÞ

Z
vk0þ1jkðfÞfðfjxÞ
vk0þ1jk0 ðfÞ
dfÞ ð10Þ
where vk0 jk and vk0 jk0 are the smoothed and ﬁltered PHD at time
k0, respectively. vk0þ1jk and vk0þ1jk0 are the smoothed and pre-
dicted PHD at time k0 þ 1, respectively.
3. Variable-lag PHD smoother
3.1. Drawback of FPHD smoother
As stated before, the PHD smoother adjusts the forward ﬁl-
tered PHD sequentially. The lag of the smoother decides
how many more measurements will be used for backward
smoothing. The innovation given by the measurements propa-
gates backward recursively to the smoothed time instants.
Afterward, the smoothed cardinality and the target states
can be extracted from the smoothed PHD distribution. It is
shown that the PHD smoother can indeed improve target state
estimates, but does not necessarily work well at cardinality
estimates. To express the major defect of the PHD smoother
more explicitly, a proposition is summarized as follows.
Proposition. If target track dropping occurs at the time instant
k, then the corresponding smoothed target tracks are also
dropped at the time instant k L, where L is the lag of the
smoother.
Proof. The following discussion will adopt the particle imple-
mentation of the smoother. In the forward ﬁlter, suppose that
the predicted PHD at time k is of the formvkjk1ðxÞ ¼
XLkjk1
j¼1
w
ðjÞ
kjk1dxðjÞ
kjk1
ðxÞ ð11ÞThen the posterior PHD at time k can be expressed as
vkjkðxÞ ¼
XLkjk1
j¼1
w
ðjÞ
M;kjk þ wðjÞD;kjk
 
d
x
ðjÞ
kjk1
ðxÞ ð12Þ
where Lkjk1, wkjk1, wM;kjk, and wD;kjk are respectively the pre-
dicted number of particles, the predicted weight of particles,
the particle weight corresponding to missed detections and
measurement updates.
While in backward smoothing, suppose that the ﬁltered
PHD at time k0 and the smoothed PHD at time k0 þ 1 from
time k are formulated by the weighted samples
vk0 jk0 ðxÞ ¼
XLk0
i¼1
w
ðiÞ
k0 jk0dxðiÞ
k0 jk0
ðxÞ ð13Þ
vk0þ1jkðxÞ ¼
XLk0þ1
j¼1
w
ðjÞ
k0þ1jkdxðjÞ
k0þ1jk
ðxÞ ð14Þ
Then the smoothed PHD at time k0 from time k is given by the
reweighted samples
vk0 jkðxÞ ¼
XLk0
i¼1
w
ðiÞ
k0 jkdxðiÞ
k0 jk0
ðxÞ ð15Þ
where
w
ðiÞ
k0 jk ¼ wðiÞk0 jk0 1 PS xðiÞk0 jk0
 
þ PS xðiÞk0 jk0
 XLk0þ1
j¼1
gðjÞ
k0þ1jk0
/ðjÞ
k0þ1jk0
0
@
1
A ð16Þ
g
ðjÞ
k0þ1jk0 ¼ w
ðjÞ
k0þ1jkfk0þ1jk0 x
ðjÞ
k0þ1jkjx
ðiÞ
k0 jk0
 
ð17Þ
/ðjÞ
k0þ1jk0 ¼ ck0þ1jk0 x
ðjÞ
k0þ1jk
 
þ
XLk0
‘¼1
w
ð‘Þ
k0 jk0PS x
ð‘Þ
k0 jk0
 
fk0þ1jk0 x
ðjÞ
k0þ1jkjx
ð‘Þ
k0 jk0
 
ð18Þ
As it is shown by the above equations, in SMC-PHD smooth-
ing, the smoothed particle weights at time k L are evaluated
using the backward iterations giving the ﬁlter outputs as
fwðiÞtjt ; xðiÞtjtg
Lt
i¼1 for t ¼ k L; k Lþ 1; :::; k.
Assume that at time instant k, the PHD ﬁlter drops one tar-
get, so the state estimate of the target is also lost at this time.
Note the particles corresponding to the dropped target as
x
ðdÞ
k1jk1 (d is the index of the particles for this target) at time
k 1, and then according to Eq. (17), the transition density
fkjk1ðxðjÞkjkjxðdÞk1jk1Þ decrease sharply because of the lost parti-
cles at time k, and gðjÞkjk1 becomes very small. At the same time,
/ðjÞkjk1, j ¼ 1; 2; :::;Lk are constant for all the particles at time
k 1, so the adjusted weights at time k 1 are dependent on
the transition density. As a result, the adjusted weights at time
k 1 related to the dropped target are very small. At time
k 2, the adjusted weights are dependent on the smoothed
weights at time k 1, and the weights correspondent to the
dropped target at time k are also smaller than the non-dropped
targets. Therefore, at time k L, the weights corresponding to
the dropped target are so small that the target cannot be ex-
tracted by summing the weights of the particles. Then the
smoothed cardinality estimate will lose the dropped target at
1032 Y. Li et al.time k. Similarly, the death of targets during the tracking can
also cause the same problem, for the process is almost like the
targets being dropped by the PHD ﬁlter. It is analyzed as
above that, if there are some target states missing within the
lag during the forward ﬁltering, the backward smoothing can-
not correctly adjust the corresponding weights of the particles.
The mentioned drawback of the FPHD smoother degrades its
performance.
3.2. Novel variable-lag PHD smoother
The explanations in the previous section have showed
the reason why the FPHD smoother cannot sufﬁciently im-
prove the estimates of the number of targets, especially when
targets die in the tracking. The main idea of this paper is to de-
vise a variable-lag smoothing approach called variable-lag
PHD (VPHD) smoother for adjusting the smoothing lag in
the backward smoothing process according to the forward ﬁl-
tering. The proposed method is summarized in the following
steps.
 Step1 (PHD ﬁltering): assuming the initial smooth lag is ‘,
we now smooth the PHD at time k  ‘. We can obtain the
ﬁltered PHD and cardinality v^tjtðxÞ;Ntjt
 k
t¼k‘. Note that
for output purposes, the estimated cardinality is given by
Nt ¼ roundðNtjtÞ, where roundðÞ refers to the nearest
integer.
 Step2 (Lag adjustment): comparing the ﬁltered cardinality
Nk‘ at time k  ‘ with Ntðt ¼ k  ‘þ 1; k  ‘þ 2; . . . ; kÞ,
we can get the following three cases, where ‘0 represents
the adjusted lag.
(1) Nk‘ 6 Ntðt ¼ k  ‘þ 1; k  ‘þ 2; . . . ; kÞ:. In such a
case, we think that some new targets may be born or
at least there are no targets dropped by the forward ﬁl-
tering, so the backward smoothing lag remains
unchanged, that is, ‘0 ¼ ‘.
(2) Nk‘ 6 Nt does not hold for all time instants from
t ¼ k  ‘þ 1 to t ¼ k. Meanwhile, we think that some
targets may be dropped from time k  ‘ to k or some
targets die and after that some new targets are born.
Find the ﬁrst time t satisfying Nk‘ < Nt, and then let
‘0 ¼ ‘ ðk  t þ 1Þ. If ‘0 ¼ 0, such a case will happen
when t ¼ k  ‘þ 1, and then we get the ﬁnal lag
‘0 ¼ 1. If ‘0 < 0, the case occurs when Nk‘ > Nk‘þ1,
so we adjust the lag according to Case 3).
(3) Nk  ‘ > Nk  ‘ + 1, if Nsmooth,k  ‘ + 1 = Nk  ‘, where
N smooth;k‘1 is the smoothed cardinality at time
k  ‘ 1. In such a situation, it can be shown that some
tracks may be dropped by the ﬁlter or some targets die
after time k  ‘. Therefore, the backward smoothing is
omitted, and we just use the ﬁltered PHD as the
smoothed PHD. Otherwise, we consider that the for-
ward ﬁltering has generated some spurious targets, and
then let ‘0 ¼ 3.
 Step3 (PHD smoothing): let the initial backward
smoothed PHD be v^k‘þ‘0 jk‘þ‘0 , and according to the
adjusted smooth lag ‘0, we can get the ﬁnal smoothed
PHD at time k  ‘ .Remark. There may be some other instances in Case 2), such
as Nk‘ > Nt and it holds for all times t between k ‘þ 1 andk or only a few t times. In such instances, it is difﬁcult to
identify missing targets, spurious targets, and the death of
targets. Meanwhile, Ref.16 indicates that it is recommended
that the time lag of the smoother is three, so here we actually
make a tradeoff between the adjustment of smooth lag and the
performance of our algorithm. It will be shown in Section 4
that it is worth of doing this.4. Simulation results
In this section, we present simulation results to demonstrate
the performance of the proposed smooth technique (with a
lag of 5 time steps) using a linear motion model and a nonlin-
ear turn model, respectively. Scenario I considers targets with
the linear model and Scenario II considers targets with the
nonlinear nearly-constant turn model. Both of the two scenar-
ios verify the effectiveness of the proposed variable-lag for-
ward–backward PHD smoother.
4.1. Scenario I: linear model
This simulation scenario is inspired by the experiment used by
Nadarajah et al. inRef.16. Consider a two-dimensional scenario
with a surveillance region of ½200 200 m ½200 200 m.
Three targets appear on the scene one after another, with vari-
ous births and deaths throughout the 100-time-step scenario.
The birth process has a PHD given by the intensity function
ckðxÞ ¼ 0:1Nðx;mb;PbÞ, where Nðx;mb;PbÞ represents a
normal distribution with mean mb ¼ ½0 3 0  3T and covari-
ance Pb ¼ diagð½10 1 10 1Þ. The target state at time k,
xk ¼ ½px;k _px;k py;k _py;kT, consists of position ½px;k py;kT and
velocity ½ _px;k _py;kT of the target where ½T represents the trans-
pose of a matrix. The survived and detection probabilities are
PS ¼ 0:99 and PD ¼ 0:98, respectively. The state transition of
each target is given by
xk ¼ Fkxk1 þ vk1 ð19Þ
where the target transition matrix Fk is given by
Fk ¼
1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1
2
6664
3
7775
and the process noise vk1 has a Gaussian distribution with
mean zero and covariance matrix Qk1, which is given byQk1 ¼ r2
T3=3 T2=2 0 0
T2=2 T 0 0
0 0 T3=3 T2=2
0 0 T2=2 T
2
6664
3
7775
where T ¼ 1s is the sampling period and r ¼ 0:2 is the devi-
ation of the process noise. The ground positions of three
tracks over 100 scans are plotted in Fig. 1. The individual
x and y components of each track vs. time show the start
and ﬁnish times of the tracks in Fig. 2 and Fig. 3, respec-
tively.The sensor is located at ½0  100T, and the measure-
ment model is given by
Fig. 4 Smoothed state estimates of FPHD smoother for the
three targets vs. time.
Fig. 5 Smoothed state estimates of VPHD smoother for the
three targets vs. time.
Fig. 2 Plots of x components of three true tracks vs time.
Fig. 3 Plots of y components of three true tracks vs time.
Fig. 1 Ground truth: position plots of three true tracks.
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arctanðpx;k=ðpy;k þ 100ÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2x;k þ p2y;k
q
2
4
3
5þ ek ð20Þ
where ek  Nð; 0;RkÞ with Rk ¼ diag r2h r2r
 	 

, and rh and rr
are the independent zero-mean Gaussian noises with standard
deviations 0.05 and 2 for bearing and range, respectively. Clut-
ter is uniformly distributed over the sensor ﬁeld of view
½p =2 p =2 rad ½0 300 m. The average rate of clutter re-
turns per scan is seven. The SMC method is implemented with
1000 particles per track, while tracks are initialized with 1500
particles. The extraction of state estimates from particleapproximation is obtained using the K-mean clustering
method.20
The results of a sample run of the FPHD smoother and the
proposed VPHD smoother are shown in Figs. 4 and 5 with the
true and smoothed x and y positions vs. time. In these two ﬁg-
ures, both of the two PHD smoothers can smooth out the
majority of states and identify the true tracks. However, the
method we proposed has better performance in the estimate
of the number of targets, especially when there are target
deaths and anomalous smoothing. In this scenario, target 1
dies at time k= 26, and target 2 dies at time k= 61. As ex-
plained in the former section, the FPHD cannot cope with
these problems, while the VPHD which takes the target deaths
and anomalous smoothing into consideration, can smooth out
target 1 between time k= 21 and k= 25 as well as target 2 be-
tween time k= 56 and k= 60.
In Figs. 6 and 7, the two smoothers compared with their
corresponding ﬁltered cardinality estimation are shown. The
two ﬁltered cardinality estimates are nearly the same. While
in terms of smoothing, our proposed smoother has higher
accuracy. In other words, the proposed variable-lag smoothing
algorithm can restore both the spurious and the dropped
tracks caused by the forward ﬁltering. At the same time, it
can almost eliminate the anomalous smoothing resulted from
target deaths (at time k= 26 and time 61). Hence, VPHD
Fig. 6 Target number estimates of FPHD smoother for the three
targets vs. time.
Fig. 7 Target number estimates of VPHD smoother for the three
targets vs time.
Fig. 9 OSPA localization and cardinality components of the
FPHD and VPHD smoothers for the three targets.
Fig. 10 RMSE of the smoothed target numbers of both
smoothers for the three targets.
1034 Y. Li et al.can signiﬁcantly improve the performance of cardinality as
well as state estimation.
To further demonstrate the improved performance, optimal
sub-pattern assignment (OSPA) metric for p= 1 and c= 100
m,21 which is a counterpart of the root mean square error
(RMSE) of a single target problem, is used for our multi-target
performance evaluation. Results from 100 Monte Carlo runs
are discussed as follows.
Fig. 8 shows the MC average of the estimated OSPA miss-
distance for the FPHD and VPHD smoothers. From this ﬁg-
ure, the VPHD smoother outperforms the FPHD smoother
in terms of total miss-distance (an average improvement of
4.2 m or 14.8%). Especially, the anomalous smoothing (from
time k= 21 to k= 25 and from time k= 56 to k= 60) inFig. 8 OSPA miss-distance of the FPHD and VPHD smoothers
for the three targets.the FPHD smoother is eliminated by our proposed VPHD
smoother. Fig. 9 illustrates OSPA localization and cardinality
components for both of the smoothers. As can be seen from
the ﬁgure, both smoothers are roughly on par in terms of loca-
tion error. However, in terms of cardinality error, the pro-
posed VPHD smoother signiﬁcantly outperforms the FPHD
smoother, especially in the vicinity of the times of target deaths
(an average improvement of 4.5 m or 17.2%).
Finally, Fig. 10 shows the RMSE of the smoothed target
numbers of both smoothers. The RMSE of cardinality of the
VPHD smoother is about 3–5 dB lower than that of the FPHD
smoother when target deaths occur. The results also suggest
that our proposed multi-target variable-lag smoothing algo-
rithm outperforms the current ﬁxed-lag smoothing algorithm
in the aspect of the smoothed number of targets.
4.2. Scenario II: nonlinear model
In this subsection, a typical MTT scenario with a nonlinear
nearly-constant turn model inspired by the simulations sug-
gested in the work of Mahler et al.17, is constructed as follows.
A total of ﬁve targets appear on the scene with various births
and deaths throughout the 100-time-step scenario. Each target
follows a nonlinear nearly-constant turn model in which the
target state takes the form xk ¼ ½~xTk ;xkT, where ~xk ¼
½px;k _px;k py;k _py;kT, where ðpx;k; py;kÞ is the position, ð _px;k; _py;kÞ
is the velocity, and xk is the turn rate, respectively. The state
dynamics are given by16
~xk ¼ Fðxk1Þ~xk1 þ Gxk1 ð21Þ
xk ¼ xk1 þ Duk1 ð22Þ
Fig. 12 Smoothed state estimates of FPHD smoother for the ﬁve
targets vs. time.
Fig. 13 Smoothed state estimates of VPHD smoother for the
ﬁve targets vs. time.
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FðxÞ ¼
1
sinxD
x
0  1 cosxD
x
0 cosxD 0  sinxD
0
1 cosxD
x
1
sinxD
x
0 sinxD 0 cosxD
2
6666664
3
7777775
; G ¼
D2
2
0
D 0
0
D2
2
0 D
2
6666664
3
7777775
D= 1s, xk  Nð; 0; r2xÞ, rx ¼ 3 m=s2, uk  Nð; 0; r2uÞ, and
ru ¼ 0:1p=180 rad=s. We assume no spawning, and that the
spontaneous birth RFS is Poisson with intensity given by a
Gaussian mixture shown below15,17
ckðxÞ ¼
X5
i¼1
xbN x;m
ðiÞ
b ;Pb
 
where
xb ¼ 0:1; mð1Þb ¼ ½1500 0 250 0T; mð2Þb
¼ ½250 0 1000 0 0T; mð3Þb ¼ ½250 0 750 0 0T; mð4Þb
¼ ½1000 0 1500 0 0T; ms5Þb ¼ ½500 0 500 0 0TPb
¼ diag ½10 10 10 10 p=180T	 
2:
,Each target has a probability of detection PD;kðxÞ ¼ 0:98 and
a survival probability PS;kðxÞ ¼ 0:99. An observation consists
of bearing and range measurements
zk ¼
arctanðpx;k=py;kÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2x;k þ p2y;k
q
2
4
3
5þ ek ð23Þ
where ek  Nð; 0;RkÞ with Rk ¼ diag r2h r2r
 	 

, rh ¼
0:3p=180 rad=s, and rr ¼ 0:7 m. The clutter RFS follows the
uniform Poisson model over the surveillance region
½0 p rad ½0 2000 m, with kc ¼ 1:1 103 ðrad:mÞ1 (i.e.,
an average of seven clutter returns in the surveillance region).
The true target trajectories are plotted in Fig. 11 along with
the start and stop positions of each track. The SMC method is
implemented with 1000 particles per track. The extraction of
point estimates from particle approximation is obtained using
the K-means clustering method.
The results of a sample run of the FPHD smoother and the
proposal VPHD smoother are shown in Figs. 12 and 13 with
the true and smoothed x and y positions vs. time. Intuitively,
both smoothers are able to identify target births and deaths,
and maintain target lock for the majority of each track. How-
ever, the VPHD smoother is better in terms of state and cardi-
nality estimation, that is, state biases decrease and number of
targets estimates are more accurate. Especially, there are
smooth anomalies from time k= 46 to k= 50, and from timeFig. 11 True target trajectories in the rh plane (start/stop
positions for each track are shown with o/D).
Fig. 14 Target number estimates of FPHD smoother for the ﬁve
targets vs. time.k= 56 to k= 60 in the FPHD smoother, when two targets die
one after another. Therefore, we can see that the FPHD
smoother is sensitive to deaths of targets. Meanwhile, our
VPHD smoother is more robust to target deaths which can
be veriﬁed in Fig. 13.
In Figs. 14 and 15, the target number estimates are plotted.
The two smoothers compared with their corresponding ﬁltered
cardinality estimations are shown. The two ﬁltered cardinality
Fig. 15 Target number estimates of VPHD smoother for the ﬁve
targets vs. time.
Fig. 18 The RMSE of the smoothed target numbers of both
smoothers for the ﬁve targets.
1036 Y. Li et al.estimations are nearly the same. However, in terms of
smoothing, our proposed algorithm has advantages, that is,
the variable-lag smoothing algorithm can not only restore
the spurious or dropped tracks caused by the forward ﬁltering,
but also eliminate the anomalous smoothing results from tar-
get deaths, which can signiﬁcantly improve the performance
of cardinality as well as state estimation. Note that our pro-
posed smoother may generate anomalous cardinality estimates
occasionally, but these false estimates die out very quickly.
To further demonstrate the improved performance, we also
use the OSPA as the performance metric, and results from 100
Monte Carlo runs are discussed as follows.
Fig. 16 shows the MC average of the estimated OSPA miss-
distance for the FPHD and VPHD smoothers. The VPHD
smoother outperforms the FPHD smoother in terms of total
miss-distance (an average improvement of 5.7 m or 25.6%).Fig. 16 OSPA miss-distance of FPHD and VPHD smoothers
for the ﬁve targets.
Fig. 17 OSPA localization and cardinality components of
FPHD and VPHD smoothers for the ﬁve targets.Especially, the anomalous smoothing in the FPHD smoother
is eliminated by our proposed VPHD smoother. Fig. 17 illus-
trates OSPA localization and cardinality components for both
of the smoothers. We can see from the ﬁgure that the VPHD
smoother slightly outperforms the FPHD smoother in terms
of localization error (an average improvement of 0.4 m or
5%). However, in terms of cardinality error, the proposed
VPHD smoother signiﬁcantly outperforms the FPHD smooth-
er, especially in the vicinity of the times of target deaths (an
average improvement of 7.2 m or 49%).
Finally, Fig. 18 shows the RMSE of the smoothed target
numbers of both smoothing algorithms. The results also sug-
gest that our proposed multi-target variable-lag smoothing
algorithm outperforms the current ﬁxed-lag smoothing algo-
rithm in the aspect of the smoothed number of targets.
5. Conclusions
(1) By using the prior knowledge of forward ﬁltering in cur-
rent PHD smoother, we have proposed a variable-lag
PHD smoothing recursion.
(2) The approach involves forward ﬁltering using the stan-
dard PHD ﬁlter recursion, and adjustment of the lag
of smoothing using the cardinality estimations of the
forward ﬁltering and the backward smoothing.
(3) Simulations are performed with the proposed method on
linear and nonlinear multi-target tracking scenarios.
Simulation results conﬁrm that our proposed method
can signiﬁcantly improve both of the state and cardinal-
ity estimates, and this approach can be used in current
PHD-based multi-target tracking systems conveniently.Acknowledgements
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