Abstract-Besides atmospheric turbulence and pointing errors which cause the signal intensity fluctuation, background radiation also impairs the free-space optical intensity-modulation / directdetection link performance by introducing a noisy photocurrent component in the receiver. Methods such as adopting some specific optics systems, using pilot symbols or line codes to estimate the background information and cancel it accordingly, and pulse-position modulation (PPM), can be adopted to mitigate the impact of background radiation. However, purely depending on the optics system, the background radiation can only be reduced, but not completely cancelled; and the use of any of pilot symbols, line codes and PPM reduces the system spectral efficiency drastically. In this paper, based on the generalized likelihood ratio test (GLRT) principle, we develop a Viterbi-type trellis-search sequence receiver (the GLRT sequence receiver) that can estimate the unknown channel gain and the background radiation simultaneously, and detect the data sequence accordingly. This receiver requires very few pilot symbols, and therefore, does not significantly reduce the bandwidth efficiency. Its error performance can approach that of detection with perfect information of the channel state and the background radiation, as the observation window length used for forming the decision metric increases. Since a Viterbi-type trellis-search algorithm is adopted, the search complexity is very low and is independent of the observation window size. However, the search complexity of the GLRT sequence receiver grows exponentially with the modulation order. To further simplify the implementation, we derive a more efficient decision-feedback symbol-by-symbol receiver which retains the same error performance as that of the GLRT sequence receiver.
I. INTRODUCTION
Free-space optical (FSO) communications provide high data rate transmission with higher security and higher flexibility compared with conventional wireless communications. Due to the complexity of phase and frequency modulation, intensity modulation with direct detection (IM/DD) is used for most current FSO communication systems. As shown in Fig. 1 , a typical FSO system is exposed to outdoor environment. A variety of atmospheric phenomena, such as rain, fog and snow, together with pointing errors due to the building sway and light earthquake, cause signal fluctuation and result in a fading channel. Besides, the background illumination (both natural and artificial) constitutes a low-frequency noisy photocurrent This work was supported by the Singapore MoE AcRF Tier 2 Grant MOE2010-T2-1-101 and AcRF Tier 1 Grant FRC R-263-000-A51-112.
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In this paper, M -ary pulse amplitude modulation (M-PAM) is considered. For reliable signal detection, the channel state information (CSI), which is the instantaneous value of the channel gain, and the photocurrent due to the instantaneous background radiation are required. If any value of the two is not accurate, the link performance deteriorates. In previous studies, for IM/DD systems, several receiver structures, which can be used to recover information from signals through the FSO fading channel, have been proposed [1] , [2] , [3] , [4] , [5] , [6] , [7] . Most of these receivers are developed based on the assumption that the background radiation can be completely cancelled by using a lens shade, an optical filter, or an electrical filter. However, these methods are not perfect: the lens shade can only remove the light that has a different direction with the signal light, the optical filter can only remove the light with a different spectral band, and the electrical filter may also cause signal energy loss. In addition, for the IM/DD system, the transmitter cannot completely turn off the laser when a zero bit (symbol) is transmitted, resulting in a residual current component, which cannot be removed by any of the methods mentioned above. Besides, most photodetectors have dark current, which is the current generated in the absence of any optical radiation. In this paper, we call the combination of the dark current and current components due to the background illumination and the incomplete turning off, the background component.
In [4] , a block-by-block iterative detection method, which can mitigate both of the channel fading and the background radiation, is investigated. However, it required a large block size to achieve a good error performance, which introduces large system delay and increases implementation complexity. In this paper, based on the generalized likelihood ratio test (GLRT) principle, we derive a sequence receiver (the GLRT sequence receiver) which can automatically estimate the background component and cancel it accordingly. We will show that as the observation window length increases, the bit error probability (BEP) of our receiver approaches the genie bound, which is defined as the BEP of the receiver that operates with perfect CSI (PCSI) and in an ideal environment where no background component exists. A Viterbi-type trellissearch algorithm is adopted to reduce the search complexity to a level independent of the observation window size. As we will show, the search complexity of the GLRT sequence receiver grows exponentially with the modulation order. To further simplify the implementation, we derive a more efficient decision-feedback symbol-by-symbol receiver which retains the same error performance as the GLRT sequence receiver. The remaining parts of this paper are organized as follows. Section II briefly introduces the system model. Afterwards, existing receivers are concisely reviewed and the exact BEP expression of ideal detection is derived in section III. In section IV, based on the GLRT principle, we develop our GLRT sequence receiver. The performance results of the GLRT sequence receiver is also given in this section. By a further simplification from the sequence receiver, a symbolby-symbol decision-feedback receiver is obtained in section V and the theoretical performance analysis, simulation and numerical results of our receivers are also given in this section. In section VI we draw our final conclusions.
The common italic font letters in this paper, such as r, m and L, are used to denote scalar quantities; specifically, the lower-case letter p(·) is used to denote the probability density function (pdf) of some random variable and the upper-case letter P (·) denotes the probability of some event. The bold non-italic font lower-case letters, such as r and m, are used to denote vectors. Particularly, parentheses () are used to denote the priority of operations, square brackets [] are used to denote vectors (also for references), and braces {} are used to denote sets.
II. SIGNAL MODEL
We consider an IM/DD link using M-PAM. The transmitter side constellation is shown in Fig. 2 , where I denotes the minimum signal power distance between adjacent levels and the transmitter average power is defined asP =
Inside the receiver, as shown in Fig. 3 , there is an integrator that integrates the photocurrent for each symbol period T s . For the kth symbol interval ((k−1)T s , kT s ), the received electrical signal r(k) is obtained by sampling the integrator at time t = kT s . Since the photocurrent can be assumed to be constant during the integration time, r(k) can be expressed as [2] 
where R is the responsivity of the photodetector and h denotes the instantaneous channel gain. In (1), I b denotes the received light power due to background radiation. The transmitted data symbol m(k) takes on any value from set {0, 1, ..., M − 1} with equal probability, and Gray mapping of bits onto the levels is assumed. In practice, multiplying the received signal by the normalizing basis φ 0 (t) = 1/T s , which is shown in Fig. 3 , is not necessary. We use it here because we want to simplify later performance analysis by normalizing the discrete additive white Gaussian noise (AWGN) term n(k) such that E[n(i)n(j)] = δ ij N 0 /2 conditioned on that the continuous noise term n(t) is an additive white Gaussian random process with mean zero and two-sided spectral density N 0 /2. The responsivity R that first appears in (1) in this paper can be calculated by
In (2), η is the quantum efficiency; e is the elmentary charge; λ is the carrier wavelength; h Plank is the Planck's constant; and c is the light speed in vacuum.
In [2] , [5] , the background illumination is simply assumed to be known perfectly and subtracted completely. However, in practice, the receiver is exposed to varieties of non-signalcarrying light interference such as the natural and artificial ambient light surrounding the receiver. Furthermore, most practical optical transmitters cannot turn the laser off completely when a zero bit (symbol) is transmitted, resulting in some residual energy received by the receiver. This phenomenon is usually known to be caused by the finite laser extinction ratio. Besides, most photodetectors have dark current, which is the current generated in the absence of any optical radiation. These factors together constitute a low frequency interference component inside the receiver, which is random and timevarying. Unlike [2] , [5] , in this paper, we do not assume the background illumination can be known perfectly and subtracted accordingly.
It should be emphasized that the interaction of the signal with background radiations due to the non-linear characteristic of photodetectors can practically be neglected [8] . Thus, we do not consider the interaction of the signal with background radiations here.
By defining
as the instantaneous receiver-side electrical-domain minimum signal distance and
r(k) can be modelled as [6] r
Since atmospheric turbulence and pointing errors cause fluctuations in the intensity of the received signal, i.e., h is timevarying, therefore, A is time-varying and is modelled as
where d denotes the electrical-domain minimum signal distance when h = 1, i.e., d = √ T s RI, which is related to the average transmit powerP , i.e.,
For FSO IM/DD systems using pin diodes, compared with the electrical circuit thermal noise, the shot noise introduced by the communication signal, which is also AWGN, is negligible. However, since shot noise is incident-light-power dependent, if the background radiation is very strong, the shot noise is enhanced. Thus, in this paper, we have the assumption below.
Assumption 1: In this paper, we assume that the background radiation has been reduced by the well-designed lens optics and the photocurrent due to the residual background radiation is of the same order of the electrical circuit thermal noise.
Under this assumption, the shot noise introduced by both communication signal light and background radiation is still negligible. The analysis of how the background radiation affects the system performance and the method to mitigate it, given in this paper, is based on this assumption.
In this channel model, three factors determine h: geometric spread and pointing errors h p , atmospheric turbulence h a , and path loss h l [9] . The channel state h can be formulated as
Quantity h l is deterministic while h p and h a are stochastic. In [4] , log-normal distribution is adopted to model h a for weak turbulence, and Gamma-Gamma distribution for moderate to strong turbulence and the negative exponential distribution for strong turbulence. Since in [10] , it has been shown that the Gamma-Gamma distribution can nicely fit the channel fading statistics of all turbulence regimes, in this paper, we only consider h a as a Gamma-Gamma distributed random variable, and the probability density function (pdf) of h a is
where K a (·) is the modified Bessel function of the second kind, and 1/β and 1/α are the variances of the small and large scale eddies, respectively. Further details of the parameters in (9) can be found in [9] and [10] . Pointing error influence on an FSO system is discussed in [9] and [11] . We follow the result in [9] , and the pdf of h p can be expressed as
where A 0 is the fraction of the collected power when no pointing error occurs, and γ is the ratio between the equivalent beam radius at the receiver and the pointing error displacement standard deviation at the receiver. As h l is deterministic, we incorporate h l into h a which amounts to setting h l = 1. Then for a turbulence channel with pointing errors, the channel gain is h = h a h p . Thus, its pdf can be derived as
Scintillation index (SI) is a key metric for FSO communications, and measures the normalised intensity variance caused by atmospheric turbulence. It is defined as the normalised variance of the irradiance fluctuations [12] . Note that, in our model, pointing errors are considered as well as atmospheric turbulence. Thus, SI is
but not
Since we use the Gamma-Gamma fading model, the SI can also be calculated according to SI = α −1 + β −1 + (αβ) −1 [10] . Accordind to [13] , the turbulence with SI<1 is in weak irradiance fluctuations regime; and the turbulence with SI>1 is in moderate-to-strong irradiance fluctuations regime.
Since the time scales of these fading processes are of the order of 10 −3 s to 10 −2 s, which is far larger than the bit interval (≈ 10 −9 s for multi-Gbps systems), h is considered to be constant over a large number (≈ 10 6 ) of symbol intervals [9] , [14] . According to the experimental results reported in [15] , [16] , the photocurrent due to background radiation is commonly in the kilo-hertz region. For some special source, e.g., the fluorescent lamps geared by electronic ballasts, the photocurrent fluctuates in a few hundreds of kilohertz region. Thus, it is safe to consider B c as a constant over a number (≈ 10 4 ) of symbol intervals. Finally, the channel coherence length L c , which is defined as the number of data symbols over which h and B c can be regarded as constants, could be assumed at least of the order of 10 3 . The system parameters of this paper are given as follows: for the weak turbulence channel, α = 17.13, β = 16.04 and the corresponding SI = 0.1244; for the strong turbulence channel, α = 2.23, β = 1.54 and SI = 1.3890. According to [13] , the turbulence with SI=0.1244 is in weak irradiance fluctuations regime; and the turbulence with SI=1.3890 is in moderateto-strong irradiance fluctuations regime. The pointing error parameters are chosen to be A 0 = 0.0198 and γ = 2.8071 [9] . Additionally, we assume the system data rate R data is 10 Gbps, thus the symbol duration T s = (log 2 M )/R data is on the order of 10 −9 − 10 −10 s and the channel coherence length L c can be safely regarded as 10 3 . We consider the typical thermal noise, which is -174 dBm/Hz, passing through a 50Ω receiver circuit. Thus, the value of N 0 is −174dBm/Hz ÷ 50Ω = 10
The carrier wavelength is λ = 1.55µm and the quantum efficiency is η = 1.
III. EXISTING RECEIVERS IN LITERATURE AND THE
GENIE BOUND A. Detection with perfect CSI, but no knowledge about the background radiation
Here we assume the PCSI receiver only knows the CSI perfectly. It does not know the background component B c and regards B c as zero, i.e., B c = 0. Thus, ML detection is performed by setting the decisionm(k) aŝ
where p(r(k)|h, d, m(k), B c = 0)is the pdf of r(k) conditioned on h, d, B c = 0 and m(k). Through the whole paper, we usem(k) to denote the decision on symbol m(k). Based on (5) and regarding B c as zero, the conditional pdf is
Substituting (14) into (13) and eliminating irrelevant items, we have the decision rule aŝ
In principle, to perform (15) , one has to compute the value of (r(k) − hdm(k)) 2 with all possible m's (0,1, ..., M − 1) and choose the one with minimum value. In that way, the search complexity increases with M . To reduce the complexity, we can further simplify the decision rule (15) tô
where · is the floor function. After performing (16), an additional reverse Gray mapping is required to recover the transmitted information in bits. Clearly, the implementation complexity of (16) is very low and is independent of the modulation order M .
To study the impact of background radiation on the system BEP, we plot Fig. 4 . For simplicity, we only show the simulation results of systems using on-off keying (OOK), which is a special case of PAM, i.e., the 2-PAM. The value of B c ranges from zero to five times of the system AWGN root mean square value. We can see that, for both weak and strong turbulent conditions, the BEP grows as the background radiation goes higher. The background radiation power corresponding to The optimum decision boundaries relatively low. In Fig. 4 , we show the performance degradation due to weak but non-negligible background radiation. In fact, if the background radiation keeps increasing, the system error performance will be severely degraded. At lower received power regions, even weak background radiation may lead the system BEP to grow to half, resulting in link disruption.
Term genie bound in Fig. 4 is defined as the BEP of the receiver that operates with perfect CSI (PCSI) and in an ideal environment where background component vanishes. The exact expression of the genie bound is given in a later subsection.
B. Ideal receiver, with perfect knowledge about both the CSI and the background radiation
We assume the ideal receiver knows both the CSI and the background component B c perfectly. Thus, ML detection is performed by setting the decisionm(k) aŝ
where p(r(k)|h, d, m(k), B c )is the pdf of r(k) conditioned on h, d, B c and m(k), and is given by
Substituting (18) into (17) and eliminating irrelevant items, we have the decision rule aŝ
As we have argued in the previous subsection, the complexity of (19) is on the order of M and we further simplified it aŝ
At this point, we see that, the product of h and d, i.e., the receiver-side electrical-domain minimum signal distance A, and B c are both essential to perform ML detection. More intuitively, we give the constellation at the receiver side in Fig.  5 , from which we can see the instantaneous values of A and B c are both required for reliable signal detection.
C. The RSL-BD Receiver for the OOK System
The blind detection (BD) receiver in [4] , which is designed for OOK systems, performs block-by-block detection. We refer to it using the RSL-BD receiver, where RSL are the initial letters of the authors of [4] . An observation window with L (L L c ) bits [m(1), ..., m(L)] is considered. As "0" and "1" are equiprobable in the data sequence, an unbiased estimation of the decision threshold can be given by
Using this decision threshold, the first-stage blind detection is
τ BD−blind (22) whereṁ(k) denotes the first-stage decision on m(k). After this, the second-stage decision-feedback detection is performed as
wherem(k) denotes the second-stage decision on m(k), and the threshold τ BD−DFB is obtained by
The decision result of this step is the final decisionm = [m(1), ...,m(L)] of the block. Reference [4] shows that the BEP of this RSL-BD receiver depends on the observation window length L and can approach the genie bound if L is sufficiently large. However, since this receiver performs block-by-block detection, large block size though brings better performance, but also introduces large signal delay. Besides, it is difficult to generalize this receiver to multi-level cases where multiple decision boundaries are required.
In addition, for the RSL-BD receiver, as discussed in [4] , the system performance is limited by an error floor. This is caused by the occurrence of a block of all zeros or all ones. We can see from (24) that a block of all zeros or all ones will lead to a zero denominator. Increasing the block length can only reduce the probability of the the occurrence of such a troublesome block, but not completely avoid it. We will show in the next two sections that our receivers (both the GLRT sequence receiver and DFB receiver) can completely overcomes this error floor problem.
D. The genie bound
The BEP of symmetric PAM over the AWGN channel has been studied and given in [17, Eq.'s (9) and (10)] in terms of the average energy per bit E b and the AWGN one-sided spectral density N 0 . It should be noted that [17] assumed an electrical digital communication system and thus E b is the electrical-domain average energy per bit. Based on the
mapping given in [17, Eq. (2)] which is from energy per bit to the minimum signal distance, we can obtain its inverse. After substituting this inverse into [17, Eq.'s (9) and (10)], we can derive the general BEP expression in terms of the minimum signal distance d and the AWGN one-sided spectral density N 0 in (25). The Gaussian Q-function that is used in (25) is defined by
The BEP of the ideal receiver conditioned on a given value of h is P
, M ), and thus the average BEP (ABEP) over all possible values of h is given by
Due to the complexity of p h (h) in (27), this ABEP is computed by numerical integration. This ideal receiver given in (20) and its performance are used as a benchmark when analyzing other receivers. Apart from this subsection, in all other parts of this paper, when it comes to the BEP, it refers to the ABEP over all possible channel states.
IV. THE GLRT SEQUENCE RECEIVER A. The GLRT Sequence Receiver
We consider a subsequence with L immediate past symbols of the entire sequence, where L is much smaller than the channel coherence length L c . At time k, the transmitted data subsequence is denoted by m(k,
.., n(k)] are used to denote the corresponding received signal subsequence and noise subsequence. As L is far smaller than L c , the received subsequence could be modelled as
In (28), u(L) is a unit vector whose L components are all ones. Obviously u(L) is independent of time index k. For simplicity of notation, from (29) to (37) , we drop the index terms k and L, and denote these vectors in (28) as r, m, n and u. Due to the independence of the fading gains, the background component and the AWGN, the conditional pdf of r is
Our GLRT sequence receiver jointly decides on m, A and B c that maximize p(r|m, A, B c ) [5] , [18] , [19] , i.e., 
For
After substituting (33) into r −Â(m, B c )m − B c u 2 , we get
The right hand side of (34) gives the minimum value of r − Am−B c u 2 for each subsequence m. Thus, to minimize r− Am − B c u 2 with respect to m, we only need to maximize the decision metric
with respect to m. The decision rule (31) now is reduced tô
Here, we can see evidently that the GLRT sequence receiver only calculates the decision metric in (35). The estimation of A and B c is implicit. No integrals are involved in this metric, resulting in low computational complexity. Moreover, the exact knowledge of the distribution of h and B c , and the indicidual values of E b and N 0 , are not required in (35). This makes it robust, and enables it to operate in any slowly time-varying environment.
By substituting (33) into (32) and simplifying the result, we obtain the estimate of A aŝ
If the transmitter requires a feed-back estimated value of h from the receiver for power adaption, the receiver can dynamically substitute the most recent detection resultsm(k, L) into (37) and then send back the result. Then the transmitter can calculate the value ofĥ(m(k, L)) accordingly since d is available at the transmitter side.
B. Implementation
In principle, to implement (36), one has to compare M L possible subsequences and choose the one with highest metric value. If L increases, the search complexity increases exponentially. Nevertheless, a large value of L is preferred to make the receiver BEP achieve the genie bound. Thus, to use a large value of L and to keep the implementation simple, a similar Viterbi-type trellis search algorithm to the ones in [5] , [6] is adopted. The Viterbi-type trellis-search algorithm keeps the same as introduced in [5] , [6] and we will not reintroduce the algorithm in this paper. The trellis diagram for M = 2 is given in [5] and the one for M = 4 in [6] . It should be noted that the search complexity is on the order of M 2 , i.e., the complexity grows quadratically with M . Thus, this method can be used for systems with lower-order modulations.
Observing the decision metric given in (35), we notice that a large number (> L) of successive same data symbols in the data stream, which makes m and u parallel to each other, lead to a zero denominator of (35) and thus cause a consequent error floor problem. Similar to [5] , [6] , [7] , we use a selective-store strategy here to avoid the occurrence of a zero denominator of (35). The idea of selectively storing the detected signals in the memory keeps the same as that introduced in [5] , [6] , [7] . However, since compared with the decision metric derived in [5, eq. (39)], the metric (35) in this paper has been changed, the particular selective-store strategy should be modified accordingly to make it appropriate for the background radiation cancellation.
In the implementation of the Viterbi-type trellis-search algorithm, each survivor can be divided into two parts by the most recent merge node: the detected part and the ongoing part. Since the detection on the ongoing part is not completed, all survivors should be exactly stored in the memory because each one is possible to be the detector output. We selectively stores the detected signals in the memory. Since signals carrying symbol "0" can also be used to estimate the background component, unlike that proposed in [5] , [6] , [7] , in this selectivestore strategy, we do not discard signals carrying "0"s. In [7] , only signals with the highest power are put into the memory. This method is effective and very efficient in terms of the memory usage. However, it requires a relatively long channel coherence length. For example, if we use L m to denote the memory length, the corresponding observation window length L w is on the order of M L m /2. If a higher order modulation format and a large memory size are adopted, say M = 32 and L m = 100, the effective subsequence length is on the order of 1600 and excesses the channel coherence length L c = 10
3 . Thus, in this background cancellation application, for each data symbol m ∈ {0, 1, ..., M − 1}, we store an equal number of its corresponding received signals. Specifically, for each data symbol m, we store its most recent L m /M corresponding received signals. As it should be, the memory size L m is a integer multiple of the modulation order M . As we have shown in the appendix.A, the corresponding observation window length is shorter, and thus we can use a relatively large memory to achieve a higher performance. After adopting the selectivestore strategy, the new subsequence m , formed by re-combing the symbols stored in the memory, will be never parallel to u and thus we can completely avoid the decision metric based on m to have a troublesome zero denominator. In the evaluation of (35), the values of r · u, m · r, m · u , u 2 and m 2 are required. Among them, r · u and m · r can be evaluated by recursively adding in the most recent signals and subtracting the oldest ones stored in the memory; and m · u , u 2 and m 2 are constant, which are unnecessary to be refreshed dynamically. Therefore, adopting this selective store strategy does not increase the implementation complexity.
C. Performance Results
We plot average received power versus BEP curves of OOK and 4-PAM systems in Fig. 6 . It can be seen that with L m = 32, the performance of the GLRT sequence receiver achieves the genie bound perfectly. With different background radiation strengths, i.e., different values of B c , the performance degradation due to the background radiation has been completely mitigated. When L m is small, we can still see some performance loss. This is because with fewer receiver memory, the estimation of both the channel gain and the background component is not accurate sufficiently. Compared with the background radiation free case discussed in [5] , [6] , [7] , we see a larger memory is required here to let the system error performance achieve the genie bound. This makes sense since we have one more quantity, i.e., the background component, to estimate. The phenomenon that the performance depends on the memory size but not on the background radiation strength is due to the estimation of B c is unbiased and the estimation accuracy depends on the memory length. Explanation in details will be given in the later section.
As discussed in the previous subsection, the search complexity of the Viterbi-type trellis-search algorithm grows quadratically with the modulation order M . Thus, in this section, we only show the performance results of M = 2 and M = 4. We will propose a new simpler symbol-bysymbol detection method later and show performance results with higher modulation orders using that receiver.
V. THE GLRT DFB RECEIVER
A. The GLRT DFB receiver As introduced in the previous section, with the Viterbitype trellis-search algorithm, the search complexity increases with the modulation order M quadratically. In this section, we further simplify the receiver structure to reduce the implementation complexity. Before the simplification, we assume that at each time k, all the detections before time k have been completed. At time k, for any s ≤ k, we usem(s) to denote the decision on symbol m(s) and 
From (31), (33) - (35) and (37), we havê
are the estimates of A and B c based on the subsequence
formed by the most recent detected subsequencem(k − 1, L) and a hypothesized transmitted symbol m(k). Since h (thus A) and B c can be regarded as constants over a large number L c of symbol intervals, it is reasonable to assume the true values of A and B c stay unchanged from
, respectively. Thus, after these approximations, the detection rule is reduced tô
The norm square at the right hand side of (40) can be expanded to
Clearly, in (41), the value of term
To minimize the left hand side of (41) with m(k), only minimizing term
2 with m(k) is sufficient, resulting in our further simplified decision rule aŝ
From (42), (15) and (16), we see that (42) can be implemented in a more efficient way, which is given in (43). Clearly, the complexity of implementing (43) is very low and is independent of M and L.
Comparing (20) and (43), we see that our GLRT DFB receiver uses previous detected data signals to estimate the unknown A and B c , and then substitutes these estimated results to the optimum receiver. Thus, we can say that if the estimated values of A and B c can approach their true value, the performance of our GLRT DFB receiver can approach the genie bound. Furthermore, since our GLRT DFB receiver is an approximate simplification of our GLRT sequence receiver, the sequence receiver can approach the genie bound if the GLRT DFB receiver can. In next subsection, we will analyze the performance of the channel estimators.
B. The Channel Estimator and the Selective-Store Strategies
In this subsection, we analyse the performance of the channel estimators. As introduced in the previous subsection, the ML estimators of A and B c based on a hypothesized subsequence m are given in (37) and (33), respectively. Here, we further assume that the detected results before time k are all correct, i.e.,m(k − 1, L) = m(k − 1, L). This assumption is valid if the system operates at a low BEP region and is only used in this subsection for theoretical performance analysis. In the simulation, channel estimation is only based on decisions where both correct decisions and error decisions exist. The potential power loss caused by feedback of error decisions is not observed.
For simplicity, we drop the dependence on k and L. Substituting (28) into (37), we havê
Since n is the AWGN vector,Â(m) is a Gaussian distributed random variable with mean A and variance
where < m, u > is the angle between vectors m and u. Similarly, substituting (28) into (33), we havê
We observe thatB c (m) is also a Gaussian distributed random variable with mean B c and variance
From (33) and (37), we observe that if the entities of m are all the same, e.g., all zeros or all ones, the denominators of (33) and (37) are both zeros, resulting in an channel estimation failure. In order to avoid this estimation failure, we adopt the exactly same selective-store strategy as that introduced in section IV.B. In that way, the corresponding observation window length L w is smaller than the channel coherence length L c with a very high probability. This selective-store strategy may not be the optimum one in terms of minimizing the memory required. In simulation, we have seen it sufficiently efficient to let both the GLRT sequence and DFB receivers achieve the genie bound with L m < L c . The optimization of the selectivestore strategy remains as a future research topic in order to reduce the system memory requirement. After adopting this selective store strategy, for a given M , cos 2 < m, u > is constantly equal to
. Thus, clearly, as L m increases to infinity, the limitations of variances of bothÂ andB c are zero. Consequently, as L m increases to infinity,Â andB c approach their true values. Thus, we can then draw one of our conclusions: the error performance of both the GLRT sequence and DFB receivers approaches the genie bound, as the memory size increases.
From (46), we see that the estimation of B c is unbiased and from (47), we see that its estimation error is related to the memory size and independent of the true value of B c . This explains the phenomenon observed in Fig. 6 that the performance depends on the memory size but not the background radiation strength.
Though our DFB receiver uses detected data symbols to estimate the channel, when it starts to operate, L m pilot symbols are required to obtain initial values ofÂ and B c . After that, no further pilot symbols for channel estimation are required. Thus, the spectral efficiency and energy efficiency is not significantly reduced.
C. Performance Results
In Fig. 7 , we plot the average received power versus BEP curves of 16-PAM systems with different channel conditions, different background radiations, and different memory sizes. We can observe that different background radiation strengths do not affect the system error performance. This verified our argument given in the previous subsection. From Fig. 7 , we can also see that as the value of L m increases, the error performance of our DFB receiver achieves the genie bound.
In Fig. 8 , we give the performance results of M = 8 and M = 32. To make the figures clear to read, only results with B c = 3 N 0 /2 are given since different background radiation strengths do not affect the system error performance. We can clearly see the as the value of L m increases, the error performance of our DFB receiver achieves the genie bound. For the M value ranging from 2 to 32, we can see that the memory size L m = 64 is sufficient. Since the channel coherence length L c is of the order of 10 3 , L m = 64 can absolutely ensure that during this observation window, h and B c can be regarded as constants.
To further study the receiver performance with more values of memory lengths, we plot Fig. 9 . In this figure, the curve with label "GLRT DFB(*)" represents the performance of the GLRT DFB receiver introduced in [7] , where the background radiation is considered as negligible. For simplicity, we refer to the DFB receiver introduced in this paper that are designed to cancel the background radiation the GLRT DFB receiver. We use the GLRT DFB(*) receiver to denote the DFB receiver introduced in [7] . Label "SSS-all" represents the selectivestore strategy that stores the most recent L m /M signals corresponding to each symbol; while for the GLRT DFB (no star sign) receiver, "SSS-highest" represents the selectivestore strategy in which only the most recent L m /2 signals corresponding tom = 0 andm = M − 1 are stored; for the GLRT DFB(*) receiver, "SSS-highest" represents the selective-store strategy in which only the most recent L m signals corresponding tom = M − 1 are stored.
Clearly, from Fig. 9 , as the value of L m increases, the BEP of all receivers approaches the genie bound. Besides, the performance of the GLRT DFB receiver that is introduced in this paper with background cancellation function is not affected by the background strength. These two phenomena agree with our theoretical analysis given in the previous section. Also, for the GLRT DFB receiver (no star sign), the "SSS-highest" has a better memory efficiency than the "SSS-all". Since the "SSS-highest" requires a larger channel coherence length, it is suggested to be used under circumstances with larger channel coherence lengths. For example, it can be used when the background radiation source causes a very low-frequency (DC to kilo-hertz) photocurrent in the receiver circuit.
From Fig. 9 , we can also see that if no background radiation affects the system, i.e., B c = 0, with the same memory length, the GLRT DFB receiver that is introduced in [7] outperforms its counterpart that is introduced in this paper with background cancellation function. This is because with the background cancellation function, one more quantity, i.e., B c , needs to be estimated. The estimation accuracy is not as high as the case where only one quantity, i.e., the channel state, is estimated. With the additional background cancellation function that the GLRT DFB(*) receiver does not have, the GLRT DFB receiver introduced here requires more memory. Thus, if the background radiation is negligible, the GLRT DFB(*) receiver, which can achieve higher memory efficiency, is suggested. If the background radiation does affect the system, whether continuously or intermittently, the GLRT DFB receiver introduced in this paper is suggested since it is more robust.
In Fig. 10 , we plot the values ofÂ andB c with different memory lengths. We assume OOK modulation. The instantaneous received optical power is -21.4645 dBm, corresponding to the instantaneous SNR A 2 N0 = 20 dB and the real B c value is chosen to be B c = 5 N 0 /2. We can clearly see that as L m increases, the estimation of both A and B c are more accurate. This result completely agrees with the theoretical analysis given in the previous section. Thus, we have shown that, by both theoretical analysis and simulation, with a higher value of L m , the estimations of A and B c , are more accurate. This enables the BEP of our DFB receiver to approach the genie bound.
VI. CONCLUDING REMARKS
In FSO communications, the background radiation deteriorates link performance. In this paper, we first show how the performance degrades by simulation. Since the channel coherence length can be safely regarded as L c ≈ 10 3 symbol intervals, we can use detected data symbols to estimate the unknown channel gain and the background component. In this paper, we first propose our GLRT sequence receiver. However, though its performance can achieve the genie bound, the implementation complexity increases with the modulation order M quadratically. Based on its decision metric, we propose a DFB symbol-by-symbol receiver. The implementation complexity of the new DFB receiver is very low and is independent of the modulation order. Since it also uses detected data symbols to perform ML estimation on the unknown channel gain and the background component and requires few pilot symbols, it does not reduce the system spectral efficiency significantly. The implementation is simple and spectrally efficient. From both theoretical analysis and simulation, we have shown that as the number of the detected data symbols used to estimate the channel increases, the BEP of our DFB receiver approaches the genie bound.
One key assumption we have made in this paper is the Assumption 1 that the background radiation has been reduced by the well-designed lens optics and the background component is on the same order of the electrical circuit thermal noise. However, if the background component is too large, the shot noise introduced by the background radiation can no longer be neglected. The receiver-side SNR will be reduced compared with the background radiation free case. For strong background radiation, our GLRT receivers can still be used to remove the DC (or low frequency) component, but not reduce the system noise, which is dominant by shot noise. Thus, our GLRT receivers can only completely mitigate the effects caused by weak background radiation, where the shot noise is negligible.
The shot noise limited system is similar to the photoncounting (PC) system introduced in [20] . For the PC system, since the receiver can directly counts how many photons arrives during a symbol interval, the electrical circuit thermal noise no longer affects the system performance and the uncertainty of the received signal comes from both the noisy background radiation and the transmitted signal itself. In that way, we can only compensate it but not cancel it. The existence of background radiation still deteriorates the performance of the PC system, and after adopting our method introduced in [20] , this deterioration can be suppressed but not completely removed.
APPENDIX

A. On the Selective-Store Strategies
In this paper, for each data symbol, we store its most recent L m /M corresponding received signals in the memory. The corresponding observation window with length L w , contains at least L m /M entities for each data symbol. Thus, L w is a discrete random variable and we need to study its probability distribution and to see if L w < L c can be guaranteed with a high probability.
The study of L w is related to the coupon collector's problem [21, Sec. 3.6] . In the coupon collector's problem, there are n coupons and each coupon is equally likely to be chosen at a trial with replacement. Notation T denotes the number of trials. The coupon collector's problem studies the relationship between T and the probability of that each coupon has been drawn at least once. A generalization of the coupon collector's problem when k copies of each coupon needs to be collected is studied in [22] , [23] . Let T k be the first time k copies of each coupon are collected. In [23] , it is showed that the expectation of T k satisfies: E(T k ) = n ln n + (k − 1)n ln ln n + O(n), as n → ∞.
In [22] , the probability that T k is smaller than some value is given by P (T k < n ln n + (k − 1)n ln ln n + cn)
→ e −e −c /(k−1)! , as n → ∞.
Obviously, the study of L w is exactly a generalised coupon collector's problem with M coupons and L m /M copies of each coupon needs to be collected. According to (48), the expectation of L w satisfies
According to (49), the probability that L w is smaller than some value is given by We use the "worst case" to examine if the observation window length L w is smaller than the channel coherence length L c . In later subsection where numerical results are presented, the highest modulation order used in this paper is M = 32 and the longest memory length we use is L m = 64. The average length of the observation window, which is denoted by E[L w ], is 151. If we set the number c in (51) to be c = 26, which leads to L w < M ln M +(L m /M −1)M ln ln M +cM ≈ 983. With M = 32 and L m = 64, the probability of that L w is smaller than L w < M ln M + (L m /M − 1)M ln ln M + cM ≈ 983 is P (L w < 983) ≈ 1 − 5.1 × 10 −12 . Thus, we can see that with a very high probability L w < L c can be guaranteed.
Furthermore, we use a case that is even worse than the "worst case" mentioned above to test our selective-store strategy. The modulation order M is still 32 and the memory length L m is set to be 160. We set the number c in (51) to be c = 22, which leads to L w < M ln M + (L m /M − 1)M ln ln M + cM ≈ 974. With M = 32 and L m = 160, the expectation of L w is E(L w ) ≈ 270 and the probability of that L w is smaller than 974 is P (L w < 974) ≈ 1 − 1.16 × 10 −11 . Thus, we can still see that with a very high probability L w < L c can be guaranteed. The applicability of our selective-store strategy is verified.
In addition, notations such as n, T and k that are used in this appendix to introduce the coupon collector's problem denote completely different quantities than elsewhere they are used. In other parts of this paper, n, T and k are used as introduced in section II.
