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Abstract
We investigate max-algebraic (tropical) one-sided systems A ⊗ x = b
where b is an eigenvector and x lies in an interval X. A matrix A is said
to have X-simple image eigencone associated with an eigenvalue λ, if any
eigenvector x associated with λ and belonging to the interval X is the unique
solution of the system A ⊗ y = λx in X. We characterize matrices with
X-simple image eigencone geometrically and combinatorially, and for some
special cases, derive criteria that can be efficiently checked in practice.
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1. Introduction
1.1. Problem statement and main results
In this paper, by max algebra we mean the set of nonnegative numbers
R+ equipped with usual multiplication a⊗ b := a · b and idempotent addition
a⊕ b := max(a, b). Algebraically, R+ equipped with these operations forms
a semifield. The operations of max algebra are then extended to matrices
and vectors in the usual way, giving rise to an analogue of nonnegative linear
algebra.
Max-algebraic one-sided systems A ⊗ x = b and max-algebraic eigen-
problem A ⊗ x = λx are two fundamental problems of max algebra whose
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solution goes back to the works of Cuninghame-Green [9, 11], Vorobyev [21]
and Zimmermann [22] and these two topics are thoroughlly discussed in any
textbook of the max-plus (tropical) linear algebra [2, 3, 13]. Our intention
is to consider the situation when the right-hand side of A ⊗ x = b is an
eigenvector, and also when the solution has to lie in some interval of Rn+.
By an interval of Rn+ we mean a subset of R
n
+ of the form X = ×ni=1X i,
where each X i is an arbitrary interval belonging to R+, with its upper end
possibly equal to +∞ (and lower end possibly equal to 0). In particular, Rn+
is an interval of itself. For each i we denote xi := infX i and xi = supX i.
Then we also have x := (xi)
n
i=1 = infX and x := (xi)
n
i=1 = supX.
The notion of X-simple image eigencone, which we introduce next, is
related to the concept of simple image set [4]. By definition, simple image
set of A is the set of vectors b such that the system A⊗ x = b has a unique
solution. If the only solution of the system A ⊗ x = b is x = b, then b is
called a simple image eigenvector.
A matrix A is said to have X-simple image eigencone associated with a
(fixed) eigenvalue λ, if any eigenvector x associated with the eigenvalue λ
and belonging to the interval X is the unique solution in X for the system
A⊗y = λx. The characterization of a matrix withX-simple image eigencone
is described as the main result of the paper in Section 4.
Let us now give more details on the organization of the paper and on the
results obtained there. Section 2 is devoted to basic notions of max algebra
and its connections to the theory of digraphs and max-algebraic (tropical)
convexity. In particular, we revisit here the spectral theory, focusing on the
eigencone associated with an arbitrary eigenvalue, the generating matrix and
the critical graph. Some aspects of the diagonal similarity scaling are also
briefly discussed.
Section 3 starts by discussing the problem of covering the node set of a
digraph by ingoing edges. We proceed with the theory of one-sided systems
A ⊗ x = b where we describe the solution set to such systems and start
analysing the case when b is an eigenvector of A. The main result of that
section is Theorem 3.10, which characterizes matrices that have at least one
simple image eigenvector corresponding to an eigenvalue λ.
In the beginning of Section 4 we first discuss the relation between X-
simple image eigencone andX-weak robustness of a matrix. We then develop
an interval version of theory of one-sided systems A ⊗ x = b, i.e., when x
has to belong to an interval X. The second part of the section contains the
main results of the paper: Theorem 4.16 and Theorem 4.17. More precisely,
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Theorem 4.16 characterizes when A hasX-simple image eigencone in general,
and Theorem 4.17 focuses on the case when X is of a certain special type.
In the end of the paper we formulate some conclusions and discuss some
directions for further research.
1.2. Motivations
In the literature, max algebra often appears as max-plus semiring devel-
oped over the set R ∪ {−∞} equipped with operations a ⊗ b := a + b and
a ⊕ b := max(a, b). However, this semiring is isomorphic to the semiring
defined above, via a logarithmic transform. Max-plus algebra plays the cru-
cial role in the study of discrete-event dynamic systems connected with the
optimization problems such as scheduling or project management in which
the objective function depends on the operations maximum and plus. The
main principle of discrete-event dynamic systems consisting of n entities (ma-
chines [9, 11], processors [7], computers, etc.) is that the entities work inter-
actively, i.e., a given entity must wait before proceeding to its next event until
certain others have completed their current events. Cuninghame-Green [9]
and Butkovicˇ [3] discussed a hypothetical industrial discrete-event dynamic
system and a multiprocessor interactive system, respectively, which can be
described by the interferences using recurrence relations
xi(r + 1) = max(x1(r) + a1i, x2(r) + a2i, . . . , xn(r) + ani), i ∈ {1, 2, . . . , n}.
The formula expresses the fact that entity i must wait with its r + 1st cycle
until entities j = 1, . . . , n have finished their rth cycle. The symbol xi(r)
denotes the starting time of the rth cycle of entity i, and aij is the corre-
sponding activity duration at which entity ej prepares the outputs (products,
components, data, atc.) for entity ei. The steady states of such systems cor-
respond to eigenvectors of max-plus matrices, therefore the investigation of
properties of eigenvectors is important for the above mentioned applications.
In max-plus algebra the matrices for which the steady states of the sys-
tems are reached with any nontrivial starting vector are called robust. Such
matrices have been studied in [3], [19]. The matrices for which the steady
states of the systems are reached only if a nontrivial starting vector is an
eigenvector of the matrix are called weakly robust. Efficient characteriza-
tions of such matrices are described in [6].
In practice, the values of starting vector are not exact numbers and
usually they are rather contained in some intervals. Considering matri-
ces and vectors with interval entries is therefore of practical importance.
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See [12, 14, 15, 16, 18] for some of the recent developments. In particular,
the weak robustness of an interval matrix is studied in [17].
The aim of this paper is to characterize the weak X-robustness, i.e., the
weak robustness of matrices with initial times confined in an interval vector
X, using X-simplicity of image eigencone.
2. Preliminaries
2.1. Matrices and graphs
Many problems of max algebra can be described and resolved in terms of
digraphs (i.e., directed graphs). Let us give some of the relevant definitions
here.
Definition 2.1 (Associated digraphs). The weighted digraph associated
with A ∈ Rn×n+ is the digraph G(A) = (N,E) with the node set N :=
{1, . . . , n} and the edge set E such that (i, j) ∈ E (edge from i to j) if
and only if aij > 0. The number aij is called the weight of (i, j).
Definition 2.2 (Paths). A path in the digraph G(A) = (N,E) is a sequence
of nodes p = (i1, . . . , ik+1) such that (ij , ij+1) ∈ E for j = 1, . . . , k. A path
p is closed if i1 = ik+1, elementary if all nodes are distinct, and a cycle if it
is closed and elementary. The number k is the length of the path p and is
denoted by l(p).
Definition 2.3 (Strongly connected components). By a strongly con-
nected component (for brevity s.c.c.) of G(A) = (N,E) we mean a subdigraph
G ′ = (N ′, E ′) with N ′ ⊆ N and E ′ ⊆ E, such that any two distinct nodes
i, j ∈ N ′ are contained in a common cycle and N ′ is a maximal subset of N
with that property. Particularly, G(A) is strongly connected if G ′ = (N ′, E ′)
is strongly connected component of G(A) with N ′ = N and E ′ = E.
Powers of max algebraic matrices are closely related to optimization on
digraphs. Observe that the i, jth entry of the power A⊗k := A⊗ . . .⊗ A︸ ︷︷ ︸
k
is
the biggest weight among all paths of length k connecting i to j.
If we define the formal series A+ =
⊕∞
k=1A
⊗k then the i, jth entry of A+
(possibly diverging to +∞) equals to the greatest weight among all paths
connecting i to j. Such weight is guaranteed to be finite if the weight of any
cycle in G(A) does not exceed 1.
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Definition 2.4 (Irreducibility). A matrix A ∈ Rn×n+ is called irreducible
if G(A) is strongly connected, and reducible otherwise.
Definition 2.5 (Graph restrictions). For arbitrary K ⊆ N , we denote
by G(A)|K the subgraph of G(A) consisting of all nodes of K and all edges
of G(A) between the nodes of K.
2.2. Geometry
Max algebra also gives rise to the max-algebraic (tropical) analogue of
convexity.
Definition 2.6 (Max cone). A subset K ⊆ Rn+ is called a max cone if we
have
1) λx ∈ K for any λ ≥ 0 and x ∈ K,
2) x⊕ y ∈ K for any x, y ∈ K.
The name “max cone” was suggested in [6]. In the literature this object
also appears as tropical cone or max-plus linear space.
Definition 2.7 (Column span). For A ∈ Rm×n+ define its max-algebraic
column span as
span⊕(A) :=
{
n⊕
j=1
A·jxj : xj ≥ 0 ∀j
}
, (1)
where A·j, for j = 1, . . . , n denotes the j-th column of A.
The set of all positive vectors in span⊕(A) will be denoted by span
+
⊕(A).
It is easily shown that span⊕(A) is a max cone. Furthermore, span⊕(A)
is always closed in the Euclidean topology [6].
Consider now the following operator.
Definition 2.8 (Projector). Let W be a closed max cone. Define
PW(x) := max{y ∈ W : y ≤ x}. (2)
In the case W = span⊕(A) we will write PA instead of Pspan⊕(A), for
brevity.
PW is a nonlinear projector on the max cone W. It is homogeneous
(PW(λx) = λPWx) and isotone (x ≤ y ⇒ PWx ≤ PWy.) These operators are
crucial for tropical convexity: see, e.g., [8].
5
2.3. Eigenvalues and eigenvectors
Definition 2.9 (Eigencone). The set
V (A, λ) = {x : A⊗ x = λx}, (3)
where A ∈ Rn×n+ and λ ≥ 0, is called the (max-algebraic) eigencone of
A associated with λ. The nonzero vectors of V (A, λ) are (max-algebraic)
eigenvectors of A associated with λ.
The set of all positive vectors in V (A, λ) will be denoted by V +(A, λ).
Note that V (A, λ) consists of the eigenvectors associated with λ and vec-
tor 0. Obviously, V (A, λ) is a max cone.
Definition 2.10 (Maximum cycle geometric mean). Let A = (aij) ∈
R
n×n
+ . For any i1, . . . , ik ∈ N , the geometric mean of the cycle (i1, i2 . . . , ik) is
defined as k
√
ai1i2 · . . . aiki1 . The maximum cycle geometric mean of A ∈ Rn×n+
equals to
λ(A) :=
n
max
k=1
max
1≤i1,...,ik≤n
k
√
ai1i2 · . . . aiki1 . (4)
λ(A) is the greatest max-algebraic eigenvalue of A, for any A ∈ Rn×n+ . If
A is irreducible then λ(A) is the only max-algebraic eigenvalue of A(e.g. [3],
Theorem 4.4.8).
Reducible A ∈ Rn×n+ may have up to n max-algebraic eigenvalues, in
general. We next give some elements of the spectral theory of reducible
matrices. Although that theory is usually developed in terms of the Frobenius
normal form and spectral classes [3] following a similar development of the
spectral theory of nonnegative matrices, we choose not to do so, since in
this paper we only need 1) the relation between the critical graph and the
saturation graph, 2) the generating matrix of V (A, λ).
Denote by Λ(A) the set of (max-algebraic) eigenvalues of A. General
λ ∈ Λ(A) can be characterized as maximum cycle geometric mean of a certain
subgraph of G(A).
Definition 2.11 (Support). For x ∈ Rn+ the set supp(x) = {i : xi > 0} is
called the support of x.
The proof of the following statement is standard, but we give it for the
reader’s convenience.
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Proposition 2.12. Let λ ∈ Λ(A) and x ∈ V (A, λ) be nonzero. Then λ is
the maximum cycle geometric mean of G(A)|supp(x).
Proof: Take any cycle (i1, . . . , ik) with all indices belonging to supp(x).
Multiplying the inequalities ailil+1xil+1 ≤ λxil for l = 1, . . . , k − 1 and
aiki1xi1 ≤ λxik , and cancelling all the coordinates of x we obtain that the
cycle mean of (i1, . . . , ik) does not exceed λ.
Now, start with any j0 ∈ supp(x) and find j1 such that aj0j1xj1 =
λxj0. We again have j1 ∈ supp(x). Proceeding this way we obtain a cy-
cle (jt, . . . jt+l) (for some t and l) with the cycle mean equal to λ. 
Let us also recall a useful link between the support of an eigenvector of
A and the zero-nonzero pattern of A.
Let A ∈ Rn×n+ and J, L ⊆ N . AJ,L denotes the submatrix of A with row
index set J and column index set L.
Proposition 2.13 (e.g. [3], p.96 ). Let A ∈ Rn×n+ , x ∈ V (A, λ) and N ′ :=
supp(x). Then AN\N ′,N ′ = 0.
Definition 2.14 (Critical graph Gc(A, x, λ)). For x ∈ V (A, λ), define the
critical graph Gc(A, x, λ) as the subgraph of G(A) consisting of all nodes and
edges belonging to the cycles of G(A)|supp(x) whose geometric mean is equal
to λ.
Definition 2.15 (Saturation graph). For x ∈ V (A, λ), the saturation graph
Sat(A, x, λ) is the subgraph of G(A) with set of nodes N and set of edges
ESat = {(i, j) : aijxj = λxi 6= 0}. (5)
Proposition 2.16 ([2], Theorems 3.96 and 3.98). For any x ∈ V (A, λ),
(i) Every node i ∈ N such that xi 6= 0 has an outgoing edge in Sat(A, x, λ);
(ii) Any cycle in Sat(A, x, λ) belongs to Gc(A, x, λ);
(iii) Gc(A, x, λ) is a subgraph of Sat(A, x, λ);
Definition 2.17 (Critical graph Gc(A, λ)). The critical graph Gc(A, λ) as-
sociated with λ and the set of nodes Nλ associated with λ:
Gc(A, λ) := Gc(A, x′, λ), Nλ := supp(x′), where
for x′ ∈ V (A, λ) such that supp(x) ⊆ supp(x′) ∀x ∈ V (A, λ). (6)
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Each Gc(A, x, λ) consists of several strongly connected components iso-
lated from each other.
In the following proposition let us collect some facts about the relation
between Gc(A, x, λ) and Gc(A, λ).
Proposition 2.18. Let A ∈ Rn×n+ , λ ∈ Λ(A) and x ∈ V (A, λ). Then
(i) Gc(A, x, λ) ⊆ Gc(A, λ);
(ii) Gc(A, x, λ) = Gc(A, λ)|supp(x);
(iii) Gc(A, x, λ) consists of entire strongly connected components of Gc(A, λ).
Proof: We only prove (ii) and (iii) since (i) follows from any of them.
(ii): Observe that both Gc(A, x, λ) and Gc(A, λ)|supp(x) consist of the nodes
and edges of the cycles on supp(x) that have the cycle geometric mean λ,
hence Gc(A, x, λ) = Gc(A, λ)|supp(x).
(iii): Since Gc(A, x, λ) is defined as a subgraph consisting of all nodes and
edges of some critical cycles, it consists of several isolated strongly connected
components, and each of these components is a subgraph of a component of
Gc(A, λ). It remains to prove that none of these subgraphs is proper.
By the contrary, suppose that one of these components is a proper sub-
graph of a component of Gc(A, λ). Since Gc(A, x, λ) = Gc(A, λ)|supp(x), the
component of Gc(A, λ) should contain a node in supp(x) and a node not in
supp(x), otherwise it coincides with the component of Gc(A, xλ). However,
this contradicts with Proposition 2.13. Hence the claim. 
We further define a generating matrix of V (A, λ). For that, first define
the matrix Aλ with the columns
(Aλ)·i =
{
A·i/λ if i ∈ Nλ,
0, otherwise.
(7)
Here Nλ is as in (6). A+λ is finite, since the weight of any cycle in Aλ does
not exceed 1.
Definition 2.19 (Generating Matrix). Let Nλ,1c , . . . , N
λ,k
c be the node sets
of the strongly connected components of Gc(A, λ), and let j1, . . . , jk be the first
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indices in those components. Define the generating matrix of V (A, λ) as the
matrix resulting from stacking the columns (A+λ )·j1, . . . , (A
+
λ )·jk together:
GA,λ = [(A
+
λ )·j1, . . . , (A
+
λ )·jk ] (8)
Proposition 2.20 ([3] Coro. 4.6.2). For any nonzero λ ∈ Λ(A)
V (A, λ) = V (Aλ, 1) = span⊕(GA,λ). (9)
2.4. Invertible matrices and diagonal similarity scaling
The class of invertible matrices in max algebra is quite thin. In fact
it coincides with that in nonnegative algebra, consisting of all products of
positive diagonal and permutation matrices. The positive diagonal matrices
will be especially interesting to us since they give rise to a particularly useful
visualization scaling, also known as a Fiedler-Pta´k scaling. For a positive
vector x ∈ Rn+, denote by diag(x) matrix X ∈ Rn×n+ whose ith diagonal entry
is xi and all off-diagonal entries are 0.
Proposition 2.21 ([20], Theorem 3.7). Let A ∈ Rn×n+ . For a positive
x ∈ Rn+, let X = diag(x) and A˜ = X−1AX with entries a˜ij for i, j = 1, . . . , n.
(i) If x satisfies A ⊗ x ≤ x then a˜ij ≤ 1 and, in particular, a˜ij = 1 for
(i, j) ∈ Ec(A, 1) (visualization scaling) .
(ii) There exists a positive x satisfying A ⊗ x ≤ x such that a˜ij ≤ 1, and
a˜ij = 1 if and only if (i, j) ∈ Ec(A, 1) (strict visualization scaling).
Definition 2.22 (Visualization). A matrix A = (aij) ∈ Rn×n+ is called
visualized if aij ≤ λ(A) for all i, j ∈ N and strictly visualized if it is visualized
and aij = λ(A) holds only for (i, j) ∈ Gc(A, λ).
We will also use the following observation about the diagonal similarity
scaling, where by SisV (A, λ) we denote the set of vectors in V (A, λ) that
belong to the simple image set of A.
Lemma 2.23. Let A ∈ Rn×n+ , let X ∈ Rn×n+ be a positive diagonal matrix.
and A˜ := X−1AX. Then
(i) Λ(A) = Λ(A˜), and Gc(A, λ) = Gc(A˜, λ) for every λ ∈ Λ(A);
(ii) y ∈ V (A, λ)⇔ X−1y ∈ V (A˜, λ);
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(iii) y ∈ SisV (A, λ)⇔ X−1y ∈ SisV (A˜, λ).
Proof: The facts described in part (i) are well-known. Parts (ii) and (iii)
follow from the observation that
A⊗ y = b⇔ X−1A⊗ y = X−1b⇔ X−1AX ⊗ (X−1y) = X−1b
for all y, b ∈ Rn×n+ . 
Let us recall some properties of A+λ and GA,λ when A is visualized. By E
we denote a matrix of the same dimensions as A whose every element is 1.
Proposition 2.24 ([20], Proposition 4.1). Let A ∈ Rn×n+ be visualized
and let λ = λ(A). Let N1c , . . . , N
k
c be the node sets of the components of
Gc(A, λ), and let K = {j1, . . . , jk} be the index set of the columns of A+λ
forming GA,λ.
(i) For each r, s ∈ K there exists αrs ≤ 1 such that (A+λ )NrcNsc = αrsENrcNsc
and (GA,λ)Nrc ,s = αrsENrc ,js.
(ii) If r = s then αrs = 1.
(iii) There exists s such that αrs < 1 for all r 6= s.
Proof: Parts (i) and (ii) follow from [20] Proposition 4.1, part 2. For
part (iii), note that if it does not hold, then there exist indices i1, . . . , il
belonging to K such that αi1i2 = 1, . . . , αili1 = 1. This implies existence of
a cycle in Gc(A, λ) going through different strongly connected components,
contradicting the fact that they are isolated. 
3. One-sided systems and simple image eigenvectors
3.1. Solving max-algebraic one-sided systems
In this section we shall suppose that A ∈ Rm×n+ is a given matrix and
recall the crucial results concerning a system of linear equations A⊗ x = b.
Our notation is similar to that introduced in [3], [22]. However, unlike for
example in [3], Section 3.1, we do not assume that b has full support (i.e.,
is positive), or even that every row and column of A contains a nonzero
element. Denote
S(A, b) = {x ∈ Rn+ : A⊗ x = b}. (10)
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For any j ∈ N denote
γ∗j (A, b) = max{α ∈ R+ ∪ {+∞} : αA·j ≤ b}
= min
i : aij 6=0
bia
−1
ij ,
(11)
assuming that 0 · (+∞) = (+∞) · 0 = 0, M = {1, . . . , m} and
Mj(A, b) = {i ∈M : aijγ∗j (A, b) = bi 6= 0}. (12)
Vector γ∗(A, b) = (γ∗j (A, b))
n
j=1 is closely related to the projection: PA(b) =
A⊗ γ∗(A, b).
γ∗(A, b) can have a +∞ component in general, but only in the case when
the corresponding column is zero: A·j = 0.
The following lemma is crucial for the theory of A⊗ x = b.
Lemma 3.1 (e.g. [3] Theorem 3.1.1). x ∈ S(A, b) if and only if x ≤
γ∗(A, b) and ∪j : xj=γ∗j (A,b)Mj(A, b) = supp(b).
We now give a description of the solution set of A ⊗ x = b in terms of
minimal coverings.
Theorem 3.2. Let Ω be a collection of minimal subsets N ′ ⊆ N such that⋃
j∈N ′ Mj(A, b) = supp(b). Then
S(A, b) =
⋃
N ′∈Ω
SN ′(A, b), (13)
where
SN ′(A, b) = {x ∈ Rn+ : xj = γ∗j (A, b) for j ∈ N ′,
xj ≤ γ∗j (A, b) for j ∈ N\N ′}.
(14)
Proof: We first show that S(A, b) ⊆ ⋃N ′⊆Ω SN ′(A, b). If x ∈ S(A, b) then
by Lemma 3.1 we have x ≤ γ∗(A, b) and ⋃j : xj=γ∗j (A,b)Mj(A, b) = supp(b).
Hence x ∈ SN ′(A, b) for some minimal N ′ ⊆ {j : xj = γ∗j (A, b)} such that
∪j∈N ′Mj(A, b) = supp(b).
Let x ∈ SN ′(A, b). Then
⊕
j∈N ′ A·jxj = b and
⊕
j∈N\N ′ A·jxj ≤ b, hence
A⊗ x = b. 
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Corollary 3.3. Let us have ∪j∈N ′Mj(A, b) = supp(b) for some proper N ′ ⊆
N , and let i /∈ N\N ′. Then for each α ≤ γ∗i (A, b) there exists x ∈ SN ′(A, b) ⊆
S(A, b) with xi = α.
Proof: We can assume without loss of generality that N ′ is a minimal
subset such that ∪j∈N ′Mj(A, b) = supp(b). The claim then follows from (14)
and (13). 
Let us now formulate, without proof, conditions for existence and unique-
ness of a finite solution to A⊗x = b. Here S(A, b) := {x ∈ (R∪{+∞})n : A⊗
x = b}.
Proposition 3.4 (e.g., [3], Coro. 3.1.2). Let A ∈ Rm×n+ and b ∈ Rm+ .
Then the following conditions are equivalent:
(i) S(A, b) 6= ∅,
(ii) γ∗(A, b) ∈ S(A, b),
(iii)
⋃
j∈N
Mj(A, b) = supp(b).
Proposition 3.5 (e.g., [3], Coro. 3.1.3). Let A ∈ Rm×n+ and b ∈ Rm+ , and
let the solution to A⊗ x = b exist. Then the following are equivalent:
(i) A⊗ x = b has unique solution;
(ii) S(A, b) = {γ∗(A, b)};
(iii) ∪j 6=iMj(A, b) 6= supp(b) ∀i : γ∗i (A, b) 6= 0.
3.2. Digraph coverings and systems with eigenvector on the right-hand side
Let G = (N,E) be a strongly connected digraph. Define
Mj(G) = {i ∈ N : (i, j) ∈ E} (15)
Theorem 3.6. Let G = (N,E) be a strongly connected digraph. Then, i ∈ N
with the property ∪j∈N\{i}Mj(G) = N exists if and only if G is not a cycle.
Proof: Observe first that if G is a cycle then there are no nodes with such
property.
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To prove the converse, observe that if G is not a cycle, then it contains
two intersecting cycles, and one of the nodes in the intersection will have at
least two ingoing edges.
Take a node with at least two incoming edges, and number this node as
1. Put N0 = ∅ and N1 := {1}. For each l ≥ 1 let
Nl+1 = Nl ∪
⋃
j∈Nl
Mj(G). (16)
Observe that since
⋃
j∈Nl−1
Mj(G) ⊆ Nl, we can replace (16) with
Nl+1 = Nl ∪
⋃
j∈Nl\Nl−1
Mj(G). (17)
Hence for each l ≥ 1 we have
Nl+1\Nl ⊆
⋃
j∈Nl\Nl−1
Mj(G). (18)
Since G is finite, there is t > 1 that satisfies Nt+1 = Nt and Nt−1 6= Nt.
Observe that Nt = N , for if Nt is a proper subset of N , then this contradicts
the assumption that G is strongly connected.
Consider the case when |Nt\Nt−1| > 1. Observe that a covering of N
can be built by taking all nodes in Nt−1 and a node in Nt\Nt−1 that has an
ingoing edge from 1, or just the nodes in Nt−1 if one of the nodes of Nt−1
has an ingoing edge from 1. Therefore in both of these cases there exists
i ∈ Nt\Nt−1 with ∪j∈N\{i}Mj(G) = N .
Consider the remaining case when |Nt\Nt−1| = 1 and when the node
forming Nt\Nt−1 is the only node that has an ingoing edge from 1. Since
|N2\N1| > 1 there exists an s < t with |Ns+1\Ns| < |Ns\Ns−1|. Since
Ns\Ns−1 does not contain a node to which 1 is connected with an edge, for
some node i ∈ Ns\Ns−1 we have
Ns+1\Ns = ∪j∈Ns\Ns−1,j 6=iMj(G). (19)
Combining this with (18) for all other l 6= s we obtain that
N = ∪j 6=iMj(G).
This completes the proof. 
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Corollary 3.7. For each x ∈ V (A, λ), an i with the property ∪j 6=iMj(Gc(A, λ, x)) =
Nc(A, x, λ) exists if and only if Gc(A, x, λ) is not a union of disjoint cycles.
We now briefly examine the link to one-sided systems with eigenvector
on the right-hand side.
Proposition 3.8. Let x ∈ V (A, λ), and let j ∈ N be such that there exists
l with (l, j) ∈ Sat(A, x, λ). Then
(i) x ≤ γ∗(A, λx);
(ii) γ∗j (A, x) = xj and Mj(A, λx) = Mj(Sat(A, x, λ));
(iii) Mj(Gc(A, λ)) ⊆Mj(A, λx).
Proof: (i): follows by Lemma 3.1. (ii): Since x ∈ V (A, λ), we have
akjxj ≤ λxk for all k, so γ∗j (A, λx) = mini∈N{λxi(aij)−1} = λxl(alj)−1 = xj .
Mj(A, λx) = {i : aijxj = λxi} follows from the definition of these sets, sub-
stituting γ∗j (A, λx) = xj .
(iii): By (ii) we have Mj(A, λx) =Mj(Sat(A, x, λ), and also
Mj(Gc(A, x, λ)) ⊆Mj(Sat(A, x, λ)) = Mj(A, λx)
since Gc(A, x, λ) ⊆ Sat(A, x, λ) by Proposition 2.16 part (iii). Graph Gc(A, x, λ)
consists of entire components of Gc(A, λ) (Proposition 2.18 part (iii)), hence
Mj(Gc(A, λ)) = Mj(Gc(A, x, λ)) ⊆Mj(Sat(A, x, λ)) = Mj(A, λx).
This concludes the proof. 
3.3. Simple image eigenvectors
Denote by A(i) the matrix which remains after the ith column of A is
removed.
Lemma 3.9 (e.g. [3] Theorems 3.1.5 and 3.1.6). Let A ∈ Rm×n+ and
b ∈ Rm+ . Then, b belongs to the simple image set of A if and only if there is
no i for which γ∗i (A, b) 6= 0 and b ∈ span⊕(A(i)).
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Proof: By Proposition 3.4 b ∈ span⊕(A(i)) if and only if ∪j∈N\{i}Mj(A, b) =
supp(b). By Proposition 3.5 the non-uniqueness of solution to A ⊗ x =
b is equivalent to the existence of i with ∪j∈N\{i}Mj(A, b) = supp(b) and
γ∗i (A, b) 6= 0. 
Thus, x is not a simple image eigenvector if and only if there exists an i
(and λ) such that x ∈ span⊕(A(i)) ∩ V (A, λ) and γ∗i (A, λx) > 0.
Theorem 3.10. V (A, λ) contains simple image vectors if and only if there
exists a subset N ′ ⊆ N with the following properties:
(i) There exists x ∈ V (A, λ) with supp(x) = N ′;
(ii) γ∗i (A, x) = 0 for all i /∈ N ′;
(iii) N ′ = Nc(A, x, λ);
(iv) All components of Gc(A, x, λ) = Gc(A, λ)|N ′ are cycles.
Proof: By Proposition 2.20 we can assume without loss of generality that
λ = 1.
“Only if”: Let us first argue that (i) and (ii) are necessary. Let x be
a simple image vector in V (A, λ), and take N ′ = supp(x). Condition (i) is
immediate, and for (ii) we observe that that γ∗i (A, x) > 0 for some i /∈ N ′
would imply that x is not the only solution of the system A ⊗ y = x, since
γ∗(A, x) 6= x.
As condition (ii) depends only on the support of x and on the zero-nonzero
pattern of A, it also holds for arbitrary x ∈ V (A, 1) with supp(x) = N ′. That
condition also implies
supp(y) ⊆ N ′ for all y such that A⊗ y = x. (20)
Moreover, we can further consider the system AN ′N ′ ⊗ yN ′ = xN ′ with
xN ′ ∈ V (AN ′N ′), since we have the following correspondence:
xN ′ ∈ V +(AN ′N ′ , 1)↔ (x ∈ V (A, 1) & supp(x) = N ′),
yN ′ ∈ S(A, xN ′)↔ y ∈ S(A, x). (21)
In that correspondence, x and y arise from xN ′ and yN ′ by setting xN\N ′ =
yN\N ′ = 0, and xN ′ and yN ′ are formed as the usual subvectors of x and y
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with indices in N ′. The first part of that correspondence follows from Propo-
sition 2.13, and the second part follows from (20).
Therefore, to show that (iii) and (iv) hold we can further assume that x
is positive, that is, N ′ = N .
Assume for the contrary that (iii) does not hold. IfNc(A, 1) 6= N , consider
the indices in N\Nc(A, 1). Every node with index in N\Nc(A, 1) has an
outgoing edge in Sat(A, x, 1). It cannot be that all of these edges also end
in N\Nc(A, 1), because then there would be critical cycles and hence critical
components in N\Nc(A, 1), a contradiction. Therefore there exists (i, j) ∈
ESat(A, x, 1) with i /∈ Nc(A, 1) and j ∈ Nc(A, 1) implying that
Nc(A, 1) ∪ {i} ⊆
⋃
j∈Nc(A,1)
Mj(Sat(A, x, 1)). (22)
For any i′ /∈ Nc(A, 1) there exists j′ such that i′ ∈ Mj(Sat(A, x, 1), and
therefore
Nc(A, 1) ∪ {i} ∪ {i′} ⊆
⋃
j∈Nc(A,1)∪{j′}
Mj(Sat(A, x, 1)).
Thus adding indices to the left hand side of (22) one by one, we obtain
that there exists k /∈ Nc(A, 1) such that N = ∪j 6=kMj(Sat(A, x, 1)), i.e.,
N = ∪j 6=kMj(A, x), a contradiction.
Now assume that (iii) holds but (iv) does not hold, i.e., one of the com-
ponents of Gc(A) is not a cycle. In this case by Corollary 3.7 there exists i
such that ∪j 6=iMj(Gc(A, x, 1)) = N . However, as Gc(A, x, 1) ⊆ Sat(A, x, 1)
by Proposition 2.16, we also have Mj(Gc(A, x, 1)) ⊆ Mj(A, x) for all j ∈ N ,
implying ∪j 6=iMj(A, x) = N , a contradiction.
“If”: Let us now prove that (i)-(iv) are sufficient. Due to bijection (21)
we can assume that N ′ = N . Then, by the main result of [20], there ex-
ists a diagonal matrix X such that A˜ := X−1AX is strictly visualised,
that is a˜ij ≤ 1, with the equality a˜ij = 1 if and only if (i, j) is a criti-
cal edge, that is, if and only if (i, j) belongs to one of the disjoint critical
cycles. Let u be the vector whose every component is 1. For this vec-
tor we obtain Sat(A˜, u, 1) = Gc(A˜, u, 1) = Gc(A˜, 1) and hence Mj(A˜, u) =
Mj(Gc(A˜, 1)) for all j ∈ N . Since Gc(A) consists of disjoint cycles only,
by Corollary 3.7 we have ∪j 6=iMj(Gc(A˜, 1)) 6= N for any i ∈ N , and since
Mj(A˜, u) = Mj(Gc(A˜, 1)) for all j ∈ N we obtain that u is a simple image
eigenvector of A˜. By Lemma 2.23, Xu is a simple image eigenvector of A.

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Remark 3.11. Condition (i) of Theorem 3.10 can be expressed in terms of
the Frobenius normal form of A, see for instance [10] Ch. IV Theorem 2.2.4.
Condition (ii) of Theorem 3.10 is equivalent to the following:
∀i /∈ N ′∃l /∈ N ′ : ali 6= 0. (23)
The next result is mostly needed for Theorem 4.17, but it is also of in-
dependent interest. We formulate it for positive vectors only, for the sake of
simplicity.
Theorem 3.12. Let Nc(A, λ) = N and let all the s.c.c of Gc(A, λ) be cycles
and K = {j1, . . . , jk} be the index set of the columns of A+λ forming GA,λ.
Then
(
⋃
i∈N
span⊕(A
(i)) ∩ V +(A, λ) = (
⋃
s∈K
span+⊕(G
(s)
A,λ). (24)
Proof: Assume λ = 1.
For any x ∈ V (A, 1) we have x ∈ span⊕(A) and x ∈ span⊕(GA,1),
and if x is positive then we also have coverings ∪i∈NMi(A, x) = N and
∪r∈KMr(GA,1, x) = N . The claim of the theorem, reducing to ∃i : x ∈
span⊕(A
(i)) ⇔ ∃s : x ∈ span⊕(G(s)A,1) for positive x ∈ V (A, 1), then amounts
to equivalence between the following statements:
(a) ∃i ∈ N : Mi(A, x) ⊆
⋃
j 6=iMj(A, x) and
(b) ∃s ∈ K : Ms(GA,1, x) ⊆
⋃
r 6=sMr(GA,1, x).
Let X = diag(x) and consider the matrix A˜ := X−1AX . Matrix GA˜,1 then
generates the cone V (A˜, 1) which is the same as {y : Xy ∈ V (A, 1)}, by
Lemma 2.23 part (ii). Proposition 3.8 part (ii) implies that Mi(A, x) =
Mi(Sat(A, x, 1) for all i, since all nodes are critical and Gc(A, 1) ⊆ Sat(A, x, 1).
By Proposition 2.21 A˜ =: (a˜ij)
n
i,j=1 has the property a˜ij ≤ 1 with the
equality if and only if (i, j) ∈ Sat(A, x), that is, if and only if i ∈ Mj(A, x).
In A˜+, all columns with indices belonging to the same component of Gc(A˜)
are equal to each other (Proposition 2.24).
Denote the entries of GA,1 and GA˜,1 by gis and g˜is respectively.
Assume (a). It means that there exists i ∈ N sc for some s ∈ K such that
for each i′ ∈Mi(A, x) =Mi(Sat(A, x)) there is an index l(i′) with l(i′) ∈ N s′c
with s′ 6= s, such that i′ ∈Ml(i′)(A, x) = Ml(i′)(Sat(A, x)). In terms of matrix
A˜ it means that
a˜i′i = 1⇒ a˜i′l(i′) = 1 with l(i′) ∈ N s′c , i ∈ N sc and s 6= s′. (25)
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We will show that for s ∈ K as above and for every e ∈ N such that
g˜es = 1 we can find s
′ with g˜es′ = 1. Firstly if g˜es = 1 then a˜
+
ejs
= 1 and
a˜+ei = 1 since i and js are in the same cycle of Gc(A). This implies that for
some i′ there is a path P of weight 1 connecting e to i′, and edge (i′, i) of
weight 1, in digraph G(A˜). By (25) there exists index l(i′) such that a˜i′l(i′) = 1
with l(i′) ∈ N s′c and s′ 6= s. Concatenating P with edge (i′, l(i′)) we obtain
a path of weight 1 such that a˜+
el(i′) = 1 and hence g˜es′ = 1 with s
′ 6= s.
Assume (b). By Proposition 2.24 part (i) we have g˜es = 1 for any s ∈ K
and e ∈ N sc , and statement (b) implies that there also exist e and r ∈ K
such that g˜er = 1 and e ∈ N sc with s 6= r. Moreover, by Proposition 2.24
part (ii) we can also assume that g˜is < 1 for all i /∈ N sc .
As g˜er = 1 for all e ∈ N sc , we have a˜+ej = 1 for all e ∈ N sc and j ∈ N rc .
This implies that there exist i1 ∈ N sc , i′ ∈ N s′c such that a˜i1i′ = 1, where
s 6= s′. But as i1 ∈ N sc , there also exists i2 ∈ N sc such that a˜i1i2 = 1.
As g˜es < 1 for all e /∈ N sc , we have a˜+ei2 < 1 implying also that a˜ei2 < 1
for all e /∈ N sc . Since each component of Gc(A, 1) is a cycle, we conclude that
Mi2(Sat(A, x)) = {i1}, and it is covered byMi′(Sat(A, x)), implying (a). 
4. Interval problems
4.1. Weak X-robustness and X-simple image eigencone
In this section we consider an interval extension of weak robustness and
its connection to X-simplicity, the main notion studied in this paper.
Definition 4.1 (Weak X-robustness). Let A ∈ Rn×n+ and X ⊆ Rn+ be an
interval.
(i) attr(A, λ) := {x : A⊗t ⊗ x ∈ V (A, λ) for some t}.
(ii) A is called weakly (X, λ)-robust if attr(A, λ) ∩X ⊆ V (A, λ).
If X = Rn, then the notion of weak robustness can be described in terms
of simple image eigenvectors. The proof is omitted.
Proposition 4.2. A ∈ Rn×n+ . The following are equivalent:
(i) A is weakly λ-robust;
(ii) |S(A, x)| = 1 for all x ∈ V (A, λ);
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(iii) Each x ∈ V (A, λ) is a simple image eigenvector.
Definition 4.3 (Invariance). Let A ∈ Rn×n+ and X ⊆ Rn+ be an interval.
We say that X is invariant under A if x ∈X implies A⊗ x ∈X.
Theorem 4.4. Let A ∈ Rn×n+ and X be an interval.
(i) If A is weakly (X, λ)-robust then A has X-simple image eigencone
associated with λ.
(ii) If A has X-simple image eigencone associated with λ and if X is in-
variant under A then A is weakly (X, λ)-robust.
Proof: (i) Suppose that A is weakly (X, λ)-robust and x ∈ V (A, λ)∩X . If
the system A⊗y = λx has a solution y 6= x inX, then y is not an eigenvector
but belongs to attr(A, λ) ∩X, which contradicts the weak X-robustness.
(ii) Assume that A has X-simple image eigencone and x is an arbitrary
element of attr(A, λ)∩X. AsX is invariant under A, we have that A⊗k⊗x ∈
X for all k. Moreover from the definition of X-simple image eigencone we
get A ⊗ x ∈ V (A, λ) ⇒ x ∈ V (A, λ). Then A⊗k ⊗ x ∈ V (A, λ) for some k
implies A⊗(k−1) ⊗ x ∈ V (A, λ),..., x ∈ V (A, λ). 
Thus the X-simplicity is a necessary condition for weak X-robustness.
It is also sufficient if X is invariant under A.
Observe that A is order-preserving (x ≤ y ⇒ A ⊗ x ≤ A ⊗ y), which is
due to the following arithmetic properties:
x ≤ y ⇒ αx ≤ αy ∀α, x, y ∈ R+
α1 ≤ α2, β1 ≤ β2 ⇒ α1 ⊕ β1 ≤ α2 ⊕ β2 ∀α1, α2, β1, β2 ∈ R+.
Since A is order-preserving the invariance of X under A admits the fol-
lowing simple characterization:
Proposition 4.5. Let X be closed. Them X is invariant under A if and
only if x ≤ A⊗ x ≤ A⊗ x ≤ x.
4.2. X-simple image of a matrix
Let us first introduce the following bits of notation:
Definition 4.6.
c(x) = {i ∈ N : xi ∈X i}, o(x) = N\c(x) (26)
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Definition 4.7.
X
↑ = ×ni=1X↑i , where
X
↑
i = X i ∪ [sup(X i),+∞).
(27)
We illustrate the definitions by the following example.
Example 4.8. Suppose that X = [1, 2] × [3, 5) × (7, 9] be given. Then we
have x = (1, 3, 7), c(x) = (1, 2) and X↑ = [1,∞)× [3,∞)× (7,∞).
Lemma 4.9. Let A ∈ Rm×n+ and b ∈ Rm+ . A solution to A ⊗ x = b in X
exists if and only if
γ∗(A, b) ∈X↑ &
⋃
j : γ∗j (A,b)∈X j
Mj(A, b) = supp(b). (28)
Proof: “Only if”. Assume thatX contains a solution to A⊗x = b, but (28)
does not hold. If γ∗(A, b) /∈ X↑, then since every solution to A ⊗ x = b
satisfies x ≤ γ∗(A, b), we have x /∈ X↑ and hence x /∈ X for every solution.
Let γ∗(A, b) ∈ X↑, ⋃
j : γ∗j (A,b)∈X j
Mj(A, b) 6= supp(b). Since x ∈ X we have
xj < γ
∗
j (A, b) for all j such that γ
∗
j (A, b) /∈Xj . This implies that A⊗ x 6= b,
a contradiction.
“If”. Assume that (28) holds. Then by Corollary 3.3 any x with xj =
γ∗j (A, b) for j : γ
∗
j (A, b) ∈ X j, and xj ≤ γ∗j (A, b) for j : γ∗j (A, b) ∈ X↑j\Xj is
a solution to A⊗ x = b. Hence A⊗ x = b has a solution in X . 
Theorem 4.10. Let A⊗x = b have a solution in X. That solution is unique
in X if and only if the following condition is satisfied for each i:⋃
j 6=i
Mj(A, b) = supp(b)⇒ [i ∈ c(x) & xi = min(xi, γ∗i (A, b))] (29)
Proof: As A ⊗ x = b has a solution in X, condition (28) holds, and by
Corollary 3.3 we have
∀α ∈X i s.t. α ≤ γ∗i (A, b) ∃x ∈ S(A, b) ∩X : xi = α. (30)
In particular if γ∗i (A, b) ∈Xi↑\X i then
∀α ∈ X i ∃x ∈ S(A, b) ∩X : xi = α. (31)
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“Only if”: Suppose that there is a unique solution belonging to X .
By (31) if X i does not reduce to one point, then S(A, b) also contains more
than one vector. Thus, xi = xi for all i such that γ
∗
i (A, b) ∈ Xi↑\X i, which
satisfies (29).
If we assume that (29) does not hold for some i with γ∗i (A, b) ∈Xi then⋃
j 6=iMj(A, b) = supp b and (31) implies that the solution is non-unique since
the interval X i ∩ {α : α ≤ γ∗i (A, b)} contains more than one point.
“If”: Assume that (29) holds and, by contradiction, that there is more
than one solution to A⊗ x = b belonging to X.
Since the solution is non-unique, it follows that there exists a proper
subset N ′ of N such that ∪j∈N ′Mj(A, b) = supp(b). Assume that N ′ is a
minimal such subset, with respect to inclusion.
We have ∪j 6=iMj(A, b) = supp(b) for all i ∈ N\N ′. By (29) N\N ′ ⊆ c(x),
and xi = min(xi, γ
∗
i (A, b)) for all i ∈ N\N ′. This condition implies that
there exists only one N ′-solution to A ⊗ x = b belonging to X, and it has
coordinates
xi =
{
xi, if xi = xi,
γ∗i (A, b), otherwise.
As this solution is the same for any minimal subset N ′, system A⊗x = b
has a unique solution, contradicting the non-uniqueness of it. 
Corollary 4.11. Let x ∈ V (A) ∩X. Then x is an X-simple image eigen-
vector if and only if⋃
j 6=i
Mj(A, b) = supp(x)⇒ [i ∈ c(x) & xi = min(xi, γ∗i (A, b))] (32)
If Nc = N then this condition can be replaced with the following one:⋃
j 6=i
Mj(A, b) = supp(x)⇒ [i ∈ c(x) & xi = min(xi, xi)] (33)
Proof: As x ∈ V (A) ∩X, system A ⊗ y = x has a solution in X, which
is y = x. So we can apply Theorem 4.10 yielding (32) for the uniqueness of
this solution. Further if all nodes are critical, then γ∗i (A, x) = xi for all x,
so (32) gets replaced with (33). 
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4.3. Characterizing matrices with X-simple image eigencone
We begin with the following definition and key lemma of geometric kind.
Definition 4.12. An interval X ⊆ Rn+ is called x-open if o(x) = N . It is
called x-closed if it x ∈X.
Lemma 4.13. Let X be an x-closed interval and let A ∈ Rm×n. Then
X ∩ span⊕(A) 6= ∅ if and only if PAx ∈ X.
Proof: If PAx ∈X then X ∩ span⊕(A) 6= ∅ (since PAx ∈ span⊕(A)).
If X ∩ span⊕(A) 6= ∅, take y ∈ X ∩ span⊕(A) 6= ∅. Vector z = y ⊕ PAx
belongs to span⊕(A) and satisfies y ≤ z ≤ x. It follows then that z ∈ X .
However, PAx ≤ z ≤ x while PAx is the greatest vector of span⊕(A) bounded
from above by x. This implies that z = PAx and PAx ∈X. 
Definition 4.14. For any l, i ∈ N , let
x
〈l〉
i =
{
xl, if i = l,
xi, otherwise,
(34)
and let x〈l〉 = (x
〈l〉
i )i∈N .
Definition 4.15. For any l ∈ N , let
X
l
A,λ = {x ∈X : xl = xl, λxj > ajlxl ∀j},
X
(l = {x ∈X : xl > xl}.
(35)
Observe that if X is x-closed then X lA is x
〈l〉-closed (if it is nonempty)
for every l. Also note that all < λ is a necessary condition for X
l
A,λ to be
non-empty.
Theorem 4.16. Let λ > 0 and V (A, λ) ∩X 6= ∅.
(i) A has X-simple image eigencone corresponding to λ if and only if
span⊕(A
(i)) ∩ V (A, λ) ∩X (i = ∅ ∀i,
V (A, λ) ∩X lA,λ = ∅ ∀l ∈ c(x)\Nc(A, λ) s.t. xl < xl.
(36)
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(ii) If X is x-closed then (36) is equivalent to
PWix /∈X(i ∀i ∈ N whereW(i) = span⊕(A(i)) ∩ V (A, λ),
PV (A,λ)x
〈l〉 /∈X lA,λ, ∀l ∈ c(x)\Nc(A, λ) s.t. xl < xl.
(37)
Proof: Assume without loss of generality that λ = 1.
(i): Let x ∈ V (A, 1) ∩ X. In general, x ≤ γ∗(A, x). More precisely,
for γ∗i (A, x) we may have γ
∗
i (A, x) = xi (for all i ∈ Nc(A, 1) and some
other nodes), or γ∗i (A, x) > xi (for at least one node in N\Nc(A, 1) if
N 6= Nc(A, 1)).
“Only if”: Let us show that the conditions (36) are necessary. For this
assume by contradiction that one of these conditions is violated but A has
X-simple image eigencone.
(a) If the first condition does not hold then take x′ ∈ X(i ∩ V (A, 1) ∩
span⊕(A
(i)). Then x′ satisfies x′i > xi and also ∪j 6=iMj(A, x′) = supp(x′),
hence x′ is not an X-simple image eigenvector by Corollary 4.11: either
i ∈ o(x) and ∪j 6=iMj(A, x′) = supp(x′), or i ∈ c(x), ∪j 6=iMj(A, x′) = supp(x′)
and xi < min(γ
∗
i (A, x
′), xi).
(b) If the second condition does not hold then take x′′ ∈ V (A, 1) ∩X lA
for some l ∈ c(x)\Nc(A, 1) such that xl < xl. We have x′′l = xl, xl < xl and
γ∗l (A, x
′′) > x′′l (equivalent with the condition x
′′
j > ajlx
′′
l ∀j from (35)). The
inequality γ∗l (A, x
′′) > x′′l implies that ∪j 6=lMj(A, x) = supp(x′′), and we also
have xl < min(γ
∗
l (A, x
′′), xl) and l ∈ c(x). By Corollary 4.11, this shows that
x is not an X-simple image eigenvector.
“If”: By contradiction, suppose that the conditions hold but A does
not have simple image eigencone. Let x be an X-simple image eigenvector.
Then either xi > xi and ∪j 6=iMj(A, x) = supp(x) for some i, which implies
x ∈ X (i ∩ V (A) ∩ span⊕(A(i)), or xl = xl, ∪j 6=lMj(A, x) = supp(x) and
xl < min(γ
∗
l (A, x), xl) for some l ∈ c(x). In this case necessarily xl < xl and
xl < γ
∗
l (A, x), which is only possible for l ∈ N\Nc.
This shows the sufficiency of (36).
(ii) By Lemma 4.13, W i ∩ X(i 6= ∅ if and only if PWix ∈ X(i, and
V (A, 1) ∩X lA 6= ∅ if and only if PV (A,1)x〈l〉 ∈X lA. 
In general, the basis of span⊕(A
(i)) ∩ V (A, λ) can be computed algorith-
mically, using the method of Butkovicˇ, Hegedus [5] or the more recent and
efficient methods of Allamigeon et al. [1]
Let us now examine the case when X is x-open.
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Theorem 4.17. Let X be an x-open interval and V (A, λ)∩X be non-empty.
(i) A has X-simple image eigencone corresponding to λ if and only if
span⊕(A
(i)) ∩ V (A, λ) ∩X = ∅ ∀i = 1, . . . , n. (38)
(ii) In that case Nc(A, λ) = N and Gc(A, λ) consists of disjoint cycles
c1, . . . , ck for some k.
(iii) Condition (38) is equivalent to
span⊕(GA(s),λ) ∩X = ∅ ∀s = 1, . . . , k. (39)
(iv) If X is also x-closed then (38) is also equivalent to
PG
A(s),λ
x 6> x ∀s = 1, . . . , k. (40)
Proof: Assume λ = 1. (i): Follows from Theorem 4.16 part (i), where we
take into account that c(x) is empty and X(i = X for each i.
(ii): Note that each vector in V (A, 1) ∩X is positive. By Theorem 3.10,
if Gc(A) does not consist of disjoint cycles or Nc 6= N then each vector
x ∈ V (A, 1) belongs to span⊕(A(i)) for some i ∈ N . Hence span⊕(A(i)) ∩
V (A, 1) ∩X 6= ∅ for some i, a contradiction.
(iii): By Theorem 3.12 we have
(
⋃
i∈N
span⊕(A
(i)) ∩ V (A, 1) = ∪ks=1 span⊕(GA(s),1).
Hence (38) and (39) are equivalent.
(iv): By applying Lemma 4.13 to (39), we obtain that (39) is equivalent
to
PG
A(s),1
x /∈X ∀s = 1, . . . , k, (41)
and that is the same as (40). 
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