ABSTRACT Recently, autonomous vehicle's self-localization based on the matching of laser scanner data to the high definition (HD) map become more popular due to the availability of HD map and price down of light detection and ranging technologies. Many types of research have been done to achieve locally and globally accurate HD map for accurate localization. However, the global accuracy of the map does not guarantee accurate self-localization within the map. To achieve accurate self-localization, the map should satisfy some requirements. In this paper, the focus is made on the map, as one of the high potential sources of error in localization. By investigating the erroneous scenarios in the map and comparing their characteristics, we introduced four criteria for the self-localization ability of the map. These criteria are feature sufficiency, layout, local similarity, and representation quality of the map. Then, in order to quantify these criteria, we introduce several factors for each criterion. Unlike evaluation criteria which are defined regardless of the map formats, factors are defined based on normal distribution map which is a map format of normal distribution transformation scan-matching. These factors are calculated for each position in the map, based on the map features within its local vicinity. By conducting the experiments in Shinjuku, Japan, we have evaluated these factors in a different part of the map with different scenarios by comparing them with the self-localization error.
I. INTRODUCTION
Accurate and robust self-localization is an essential task for autonomous vehicles (AVs). On the other hand, high precision self-localization solution when combined with a prebuilt map can simplify the difficult concept of perception and scene-understanding into a less complex positioning problem. Conventional approaches use global navigation satellite system (GNSS) for autonomous vehicle self-localization [1] - [4] . This technology is low cost and works very well in the open sky. However, in the urban environment, the accuracy degrades dramatically due to non-line of sight (NLOS) and multipath reception of the satellites' signals and make it difficult for AV applications [5] . According to [6] , in an urban environment, even with the use of high-end IMU's localization error is more than a meter.
In recent years, use of light detection and ranging (LiDAR) for the perception of AVs become more popular due to its price down, miniaturization and density enhancement.
Compared to cameras, LiDARs are more reliable because problems caused by illumination change, light conditions and shadows do not affect it [7] . On the other hand, LiDARs can obtain more accurate distance information comparing to the stereo cameras which make it more suitable for the selflocalization applications. LiDAR-based localization can be divided into two main categories. Map-based and without a map which is also known as simultaneous localization and mapping (SLAM). In the SLAM methods [8] - [11] , there is no prebuilt map. Based on current position, the surrounding information is stored online as a map. In next time stamp, this stored map (information) are used to calculate the displacement of the vehicle. According to this displacement, the current position of the vehicle is calculated, and again the surrounding information is stored as a map to be used of next time stamp. SLAM methods work well in a short distance; however, due to its dependent nature, they are still suffering from accumulative error in long distances. Therefore, in recent years, map-based methods gained more attention in most of the AV platforms [12] - [15] . In a map-based method, a raw point cloud of the environment is collected offline using high-end mobile mapping systems (MMSs). Then, based on the map formats, the map is generated from raw point cloud data. Map formats can be one of the point cloud (PCL) map, occupancy map [16] , [17] , Normal Distribution (ND) map, vector map [18] , [19] , feature map, planar surface map, etc. Later, in the self-localization phase, the scan acquired from LiDAR mounted on the top of the vehicle is matched to the map to obtain the position of the vehicle within the map. Matching algorithm are depending on the map formats. For example, if the map format is point cloud, for matching the scans to the map, one of the variants of iterative closest point (ICP) [20] - [24] , can be used. And if the map format is occupancy map or normal distributions, the variants of grid-based approaches for matching such as [25] - [27] etc., can be used. In map-matching based selflocalization, as each sequence are independent, there is no error accumulation.
In the map based categories, map plays a significant role in achieving high accuracy self-localization. For accurate selflocalization, the global and local accuracy of the map is essential as well, and many types of research have been done to obtain such a highly accurate map [6] , [28] - [30] . However, the highly accurate map does not guarantee the accuracy of the localization [31] . In other words, map accuracy is different than the ability of the map for localization. For example, in the case of the tunnel, no matter how much the map is locally and globally accurate, the lack of longitudinal features in the map causes localization error in moving direction.
To achieve accurate self-localization within a map, the map should satisfy some requirements. In other words, the map should meet some specific criteria which define the ability of the map for self-localization. To the best of this author's knowledge, there is no comprehensive study of the definition and formulation of these criteria. Therefore in this work, the required criteria regarding the ability of map for accurate self-localization are defined and formulated.
Some of these criteria highly related to the environment. For example, in the city environment, there are more structured artifacts than rural places or crop fields. Thus the features for the map-matching can be found easier, and as a result, the localization become more accurate [32] . Tunnels, urban canyons, and highways can be assumed as another example in which environment is not suitable for self-localization using map-matching. In these scenarios, the vehicle is surrounded by two long walls in each side. Thus, the features needed for longitudinal positioning are not enough, and as a result, there will be an error in moving direction. Surrounding environment is different from place to place in the map and should be evaluated by defined criteria.
Some other criteria are related to the quality of representation of the environment by the map. In addition to the sensor related parameters in the mapping phase such as frequency of laser scanner, layer count, the range of the beam, setup parameters, etc., quality of representation is highly related to the format and abstraction ratio (resolution) of the map. Many types of research have been done to propose an abstracted map format to both reduce the map size and the computational complexity [20] , [26] , [33] - [38] . Quality of representation of the environment in each of the map formats are different. In other words, some map formats discards more details of the map comparing to others. This information loss of the map might change the quality of some of the criteria and lead to localization error [39] . However, in some part of the map, abstraction does not necessarily change the quality of the map, or rate of change is acceptable. Additionally, in some cases, other criteria might compensate the lack in one criterion. Therefore, in order to evaluate the self-localization ability of the map in a specific point, all criteria should be considered together.
In this paper, four general criteria for the map are defined. These criteria are feature sufficiency, layout, local similarity, and representation quality of the map. These criteria are defined regardless of the map format and can be applied to any other map formats. However, in this paper, to quantify each of these criteria, the focus is made on the ND map format, and several factors are defined. For each point in the map, these factors are calculated based on the features in surroundings called local vicinity. By obtaining the correlation of the map factors with localization error, the effectiveness of the factors is investigated. Additionally, by applying principal component regression (PCR), the predictability of the selflocalization error based on to these factors are investigated. Figure 1 shows the overview of proposed map evaluation frameworks.
Outcomes of this study can be applied to the dynamic determination of the abstraction ratio of the map and sensor fusion for the upper layer applications as well.
The rest of this paper is organized as follows. Section II introduces related works. Section III describes the map evaluation criteria, and section IV formulates each of the criteria using map factors. Section V evaluates these factors and contribution of each factor to the self-localization error by conducting the experiments. Finally, section VI concludes this paper.
II. RELATED WORKS
Methods without a prebuilt map are known as SLAM. These methods can be divided into feature-based [11] , [40] , [41] and scan-based [12] , [42] - [44] . Typically, methods based on SLAM suffer from error accumulation. Im et al. [15] used a map of building corners to rectify the error accumulation of SLAM. Choi [43] proposed a hybrid map-based SLAM. In their work, the environment is represented by both a grid map and a feature map.
On the other hand, in map-based methods, a point cloud of the environment is stored as a map, and input scan from LiDAR are matched to it. One of the challenges of the map-matching methods is the map size. In point cloud map, for 300m to 300m area, around 20 million points should be stored. Tu et al. [45] proposed a method to compress continuous point cloud rather than static point cloud using image compression methods. The author evaluated their compressed point cloud in the self-localization application. One of the solutions for this big amount of data is a voxel-based abstraction. Biber and Strasser [19] first introduced NDT in which the idea was to represent the environment by normal distributions instead of the raw point cloud. In this method, map space is divided into fixed 2D cells, and for each cell, corresponding normal distribution is generated. Then, rather than matching Lidar data to the point cloud, it matches points to the set of normal distributions. Later Magnusson et al. extended the idea to the 3D domain and proposed many variants for NDT [33] , [39] . The localization accuracy is highly related to the way of space discretization and the grid size. In our previous work [46] , multilayer 2D vector map which consists of different heights of the building walls are used. The results show that in some part of the map more abstraction in the map results in more localization error.
One of the challenges of the optimization based map matching methods such as NDT is sensitivity to the initial guess. This sensitivity is different from place to place in the map. In [32] , to predict the localization error in different place of the map from different initial guesses, experimentally determined uncertainty is used. In their method, a vehicle once traverses whole paths, and an error model is calculated empirically. Later in the localization phase, this error model is used for rectification. One of the drawbacks of this method is that it needs a high amount of field experiments. Contrary to this method, using proposed factors in this work, localization error can be modeled without a field test. However, error model in [32] directly consider the input scan quality such as density of the scan as well, while in this work, input scan quality is inferred from map factors and for sure former can model more precisely.
Vysotska and Stachniss [47] used the building information from the open street map (OSM) as background knowledge to predict the erroneous part of the paths to improve the graphbased SLAM. In this work, point cloud map are considered to be available. Thus, the factors are directly extracted from the point cloud. OSM does not contain detailed shape of the building or irregularity in the building walls which highly affect the map matching results. Merzić et al. [48] calculates the quality of map for visual odometry by heuristically estimating the entropy of the map.
III. DEFINITION OF THE MAP EVALUATION CRITERIA
In this section criteria for a map evaluation are defined. These criteria are feature efficiency, layout, local similarity, and representation quality of the map and defined regardless of map formats.
A. FEATURE SUFFICIENCY OF THE MAP
In self-localization techniques based on map-matching, prebuilt map is made up of features. The type of features varies depending on the map formats and matching algorithms. For example, in the point cloud map the features are points, and in the occupancy map, features are the occupied cells. Likewise, in the ND map the features are NDs, and in the case of vector map and planar surface map, the features are vectors and planar surfaces respectively. For better self-localization accuracy, plenty yet high-quality features are required. The quality and number of extracted features are related to the environment. For example, in the urban city, there are many buildings and structured environments that produce plentiful features in the map. However, in the crop fields, there are no sufficient features for matching. Therefore generally in the urban area, the accuracy of localization using laser scanner is higher. In the case of a planar surface map, in the environment with many vegetation and trees, extraction of planar surfaces is difficult, and thus the features for matching are not sufficient.
In addition to the number of features, the quality of the features is important as well. In some part of the map, there might be plenty of features; however, as the quality of them are not adequate, the localization cannot be performed accurately. Quality of the features varies in different map format as well. Consider ND map as an example. In order to make ND map, the space of the map are subdivided into static voxels. Then, each voxel is represented by the normal distribution calculated from the position of the points. In the matching phase, these normal distributions lead the input scan point cloud to its optimum location. In ND map, the shape of the normal distribution can be assumed as the quality of the features, and it might play an important role in optimization.
To formulate the feature sufficiency, three factors are proposed. These factors are feature c ount, dimension r atio, and occupancy r atio. These factors are described in section IV.
B. LAYOUT OF THE MAP
In addition to the count and quality of the features, the layout or displacement of the features in the space might be important. In some part of the map, there might be plenty of high-quality features. However, as the features are all placed in one corner of the map, the quality of matching degrades ( Figure 2(A) ). In Figure 2 , blue circle in the center shows the vehicle position and small red circles show the features of the map which are captured by a laser scanner. In Figure 2 In fact, the concept of the layout of the features comes from a global positioning system (GPS). In the GPS-based localization, if satellites are not distributed evenly, in other words, satellites lean in one region, then the calculated position will be erroneous. This is because each of the pseudoranges calculated from each satellite has an error by itself. If all satellites are lean in one small region, then they cannot compensate each of the pseudo range error, and the input error highly appear in the output. For GPS, the ratio that shows how much the input error affect the output localization result is formulated by geometrical dilution of precision (GDOP) [49] . We inspired from GDOP and defined a map factor called feature DOP (FDOP) to formulate the distribution of the features in the map space.
In addition to the distribution of the features, in some part of the map, there might be a situation such as tunnels, urban canyons, and highways in which the layout of the buildings is not suitable for longitudinal positioning ( Figure 4 ). In these situations, the layout of the buildings is so that the lateral position of the vehicle can be obtained accurately but not longitudinal. As shown in Figure 3 (A), when the vehicle is in the position A, the layout of the buildings is so that it cannot get the features for longitudinal positioning. In position B, the situation is same. However, in Position C, the layout of the buildings changed and the vehicle is able to observe the features for longitudinal positioning. In both A and B position, the previously defined criteria (feature sufficiency) are satisfied as the car is surrounded by plentiful high-quality features.
We introduce normal e ntropy factor to formulate such kind of layout problem in the map.
To formulate the Layout criterion of the map, in addition to aforementioned factors, r a verage and angular e ntropy are proposed and described in section IV.
C. LOCAL SIMILARITY OF THE MAP
There are some positions in the map that the environment has many similar features ( Figure 5 ). These similar features make VOLUME 6, 2018 the positioning difficult. In Figure 5 , blue shapes are a map, and red lines show the observation of the laser scanner. In this case, as there are similar shapes in the map, it is impossible to detect which is the actual vehicle position; A or B. In other words, in both position A and B the observation of the laser scanner are same. In this situation, the map has local similarity, and this criterion is not satisfied. Again, in this scenario, there are plenty of features, so the feature sufficiency is met, the distribution of the features and layout of the buildings are satisfactory, so the layout criterion is satisfied as well. However, due to the presence of local similarity in this part of the map, localization is erroneous.
Environment and map abstraction both can cause local similarity. If the abstraction ratio become high, then some details of the map are eliminated, and consequently local similarity increases.
In order to formulate the local similarity, score e ntropy is proposed. Formulation of score e ntropy is described in section IV.
D. REPRESENTATION QUALITY OF THE MAP
One of the important criteria for the map which is directly related to the map format and abstraction ratio is the representation quality of the map. Representation quality shows how much the generated map is similar to the actual environment.
On the one hand, representation quality of the map is related to the type of laser scanner and sensor parameters in the mapping phase. These parameters are number of layers, the rage of beams, scanning frequency, number of sensors, and setup parameters such as pitch and roll angles. As an instance, raw point cloud collected by Velodyne HDL-64 which has 64 layers of laser beams can represent the environment more densely comparing to the VLP-16 which only has 16 layers. However, in this paper, effects of mapping phase to the quality of representation are ignored.
On the other hand, representation quality related to the map format and resolution of the map. In fact, the representation quality criterion shows how the final map is similar to the raw point cloud map collected in the mapping phase. Low representation quality of the environment might change the peak of the score function. If the peak is changed, correct answer from optimization process will be the wrong answer for FIGURE 6. Shift of score peak due to abstraction of the map. Top images shows the 2.0m ND map and the matching score of scan (red points) on it. Score of 2.0m ND map does not have any shift. Bottom image shows the same pair for 4.0m ND map. In 4.0m ND map, due to higher abstraction of the map, peak of matching score is shifted by 60cm. This shift of peak at least cause 60cm localization error.
the localization. In Figure 6 change of peak after abstraction in ND map format is shown. Figure 6 (top) shows the score of matching for 2.0m grids and below shows the matching for the same region with 4.0m grid size. Score peak should correspond to ground truth. However, in 4.0m grid size, as more abstraction applied to the map, the peak of scores are shifted 60cm. Consequently, even if the optimization process does not stick in local maximum, localization has a 60cm error.
Abstraction does not always change the score peak. Our investigation shows for 2.0m grids, about 77.3% and for 4.0m grid about 43.1% of the cases, peak remains unchanged. This is because abstraction always does not affect the representation quality. Consider a ground or a flat wall. No matter how much the size of grid expands, the representation quality remains same. Therefore, to evaluate the mapping capability for localization, there should be a factor to evaluate the map representation quality. mahalanobis d istance factor can formulate the criterion for representation quality and explained in section IV.
IV. FORMULATION OF THE EVALUATION CRITERIA
In this section, to quantify each of the proposed criteria for the map, several factors are defined. Map evaluation criteria aredefined regardless of map format. However, to formulate each factor, self-localization based on normal distribution transform (NDT) which is well-known in the field of vehicle self-localization is considered.
In NDT methods, instead of directly registering the Velodyne scan to the point cloud map, the scan is registered to the set of normal distributions called ND map which is 49854 VOLUME 6, 2018 made from point cloud map. In order to make ND map , map space is subdivided into fixed size voxels called cells. Then, from the points inside each cell, normal distribution (ND) is calculated. To register the scan on this NDs, the scan is moved over the NDs with 6D transformation matrix T and for each pose, likelihood are calculated. The scan pose correspond to the maximum likelihood is obtained by Newton's optimization algorithm and considered as the position of the vehicle within a map. For further discussion readers are referred to [18] and [33] .
To calculate the factors for position P, first, the map elements (normal distributions) in the range of laser scanner beam from P are extracted from the map. Second, the elevation angle ψ of each map elements to point P is calculated. In this paper for the localization, Velodyne VLP-16 is used. The elevation angle range of VLP-16 is −15 to +15 degree. Therefore, from the map elements extracted beforehand, those are considered with the elevation angle −15 < ψ < +15. These elements are called local vicinity of the position P in the rest of this paper and shown in Figure 7 . Factors for position P is calculated based on the local vicinity of it.
Point cloud correspond to local vicinity is represented by S = {x 1 , x 2 . . . x n }, where n is the number of points. NDs correspond to local vicinity is represented by
where m is the number of NDs, and µ and are the mean and covariance matrix of the normal distributions respectively. Figure 7(b) shows the raw point cloud of the extracted region. Figure 7(a) shows the ND map of the same region which is used for calculation of the factors.
A. FACTORS FOR FEATURE SUFFICIENCY CRITERION
The first criterion is feature sufficiency of the map. In order to formulate feature sufficiency, four factors are proposed.
These factors are feature count, dimension count, dimension ratio, and occupancy ratio.
1) FEATURE COUNT, DIMENSION COUNT, AND DIMENSION RATIO
The first factor is for feature sufficiency criteria is feature count (feature cnt ). It shows the number of map features in the local vicinity. In the case of ND map format, features are normal distributions. More feature count should lead to less localization error.
In order to evaluate the quality of the features in ND map , the dimension value of the normal distributions are considered. The dimension value of each ND are calculated inspired by [50] as follows:
First, for each normal distribution, Eigenvalues are calculated. Consider that the Eigenvalues are λ 1 , λ 2 , and λ 3 .
From Eigen values the standard deviations are calculated as follows:
where i is the index of Eigen values. Using standard deviation, three dimension behavior are defined as follows:
where a nD is the n th dimension behavior of the feature. If a 1D a 2D , a 3D , the feature considered to be 1D feature which is pole-like features and if a 2D a 1D , a 3D , the feature is 2D feature which is more like walls and planar surfaces. Finally, if a 3D a 1D , a 2D , then the feature is 3D feature which is more like vegetation or scatters. Figure 8 shows different dimension property of the features with different colors. In Figure 8 , red features are 1D, blue is 2D features, and green features are 3D features. As an instance ground and building walls form 2D features and lighting poles and VOLUME 6, 2018 tree trunks are forming 1D features which is red. Using this definition and the property of the features, in addition to the feature cnt , dimension count (Dm cnt ) factor is defined. Dm cnt factor (∀m ∈ [1, 3] ), shows the number of Dm features in the space. As an instance, D1 cnt shows the number of 1D features in the space.
In addition to the number of whole features in the local vicinity which can represent the sufficiency of the features, these factors can represent the quality of the features. In addition to the Dm cnt factor (∀m ∈ [1, 3]), the ratio of each feature over all features are considered as another factor which is Dm ratio . These factors are defined as follows:
Where m is the number of dimension and can be one of 1, 2, or 3. For instance, D1 ratio shows the ratio of the 1D features over the all other features.
2) OCCUPANCY RATIO
The next factor which can formulate the feature sufficiency criteria is occupancy ratio (occupancy ratio ). This factor shows how much the surrounding environment which can be seen by laser scanner is occupied with the map features. This factor consider the feature sufficiency from the view of LiDAR instead of 3D space. In previously defined factors such as feature cnt , some of the features counted on the factors might be redundant because they are not observed by the laser scanner. Laser scanners can only capture the closest object in the scene.
In order to consider this characteristic of the laser scanner, the local vicinity space is converted to the local vicinity depth image as shown in the bottom of Figure 9(b) .
This depth image of the map can be seen as 2D histogram as well. Vertical and horizontal resolution of the depth image is set to the number of layers and horizontal resolution of the laser scanner respectively. In this paper, for localization, Velodyne VLP-16 is used. This laser scanner has 16 vertical layers with resolution of 2 • . Therefore the vertical resolution of the depth image is set to 2. Rotation frequency of the laser scanner directly related to its horizontal resolution. The rotation frequency of VLP-16 set to 20Hz (1200 rpm). Horizontal resolution of the VLP-16 in this rotation speed is 0.4 • . Therefore the horizontal resolution of the depth image is set to 0.4 as well.
For each normal distribution in the local vicinity, the vertical angle and horizontal angle (azimuth) to point P are calculated. According to these two values, the depth image are filled with 0's and 1's. 0's in the depth image mean that there is no corresponding feature in that specified angle and 1's shows the presence of the feature. In Figure 9 (b) black shows the absence and white shows the presence of the features.
occupancy ratio factor is the ratio of the occupied cell over all cells of the depth image and calculated as follows:
B. FACTORS FOR THE LAYOUT OF THE FEATURES (MAP)
In order to formulate the layout criteria of the map, feature DOP, normal entropy, and angular entropy are defined.
1) FEATURE DOP
Inspiring from GDOP in global positioning systems, Feature DOP (FDOP) is calculated. Assume that the center of local vicinity is P = x p , y p , z p and the position of the i th ND feature is f i = (x i , y i , z i ) and its distance to P is r i . Matrix A is obtained as follows:
From multiplication of A and its transpose,
Q is obtained which can be assumed as covariance matrix of the position of the features related to the vehicle. Finally, FDOP is calculated as follow:
If features are distributed uniformly in the space, the values ofσ 2 x ,σ 2 y , andσ 2 z are high and thus FDOP is low. FDOP has a direct relation to the localization error.
In Figure 10 several scenarios for FDOP are shown. FDOP related to the environment and abstraction ratio does not affect it. 
2) NORMAL ENTROPY
One of the important questions that should be answered in order to evaluate the layout criterion of the map is that, is the layout of the environment capable of providing features for both longitudinal and lateral positioning. Generally, in the matching based methods, the uncertainty of the positioning is related to the features normal.
In Figure 11 three scenarios with features with different normal are shown. Red arrows show normal of the features, and red ellipsoid around the car shows the positioning uncertainty. In Figure 11 (a), all of the features are parallel to the moving direction of the vehicles. In this scenario, the longitudinal position cannot be calculated accurately, and the uncertainty in the moving direction is high. In Figure 11 (b) the features are perpendicular to the moving direction. In this scenario, the longitudinal position can be obtained. However, the lateral position has a huge error. And finally in Figure 11 (c), due to the presence of features in both direction, both longitudinal and lateral positioning can be obtained.
Consequently, if the features in the local vicinity face more directions, the positioning uncertainty decreases. Normal entropy factor (H normal ) can show the degree of dispersity of the direction of the features.
To calculate H normal , first, Eigenvalues and Eigen vectors of the NDs in the local vicinity are calculated. Second, for Finally, from this normal angle histogram,H normal is calculated as follows:
where b is the number of bins, and P normal (i) is the probability of occurrence of i th bin and calculated using following equation:
where h i is the value of the i th bin of the normal angle histogram. If local vicinity has a higher degree of dispersity of normal, the histogram bins filled more evenly, therefore the entropy of the normal angle histogram increase. On the other hand, if the H normal shows lower value, it means that the local vicinity has a low level of scatter, and localization might be erroneous. Therefore localization accuracy has direct relation with H normal as shown in the followings.
Value of H normal is both related to the environment and abstraction ratio of the map. Figure 12 shows the effect of abstraction ratio in the H normal . As shown in 4.0m ND map, the abstraction causes the normals to point to the same direction. In this case localization in the moving direction might have error.
3) ANGULAR ENTROPY
One of the factors which can help the quantification of the layout of the map is angular entropy (H angular ). This factor shows a degree of uniformity of the feature distribution in the space. In order to calculate H angular , the azimuth of all features are calculated. Then, based on azimuth value, angular histogram are filled. Angular histogram is one dimension and has 90 bins. From the angular histogram H angular is calculated as follows: (12) where b is the number of bins which is 90, and P normal (i) is the probability of occurrence of i th bin and calculated using following equation:
where h i is the value of the i th bin of the angular histogram. The more features distribute uniformly around the vehicle, the higher H angular achieved. Higher H angular value might have positive effects on the localization accuracy. Abstraction ratio does not affect the H angular .
4) AVERAGE R
Average r (r average ) factor is the average of the distance of the features in the local vicinity from the point P (center of local vicinity) and calculated as follows:
where m is the number of features (NDs) in the local vicinity and r i is the distance to the i th feature from the center of the local vicinity.
C. FACTOR FOR LOCAL SIMILARITY CRITERION
To formulate the local similarity of the map in position P, the score entropy (H score ) is introduced. The score of registration of local vicinity point cloud S on its ND map is calculated as
wherep is the simplified log-likelihood function of the nearest normal distribution to the point x i in the ND map and T( v, x i ) is the transformation function which transforms x i with 2D transformation vector v(x, y). Here v can only transform point x i in two dimensions, x dimension and y dimension.
It is obvious that if the transformation vector is set to v(0, 0), the score function shows maximum value. As shown in Figure 13(b) if the point cloud is shifted to the right or left the score function decreases as the likelihood of S and ND map are decreases. However, in Figure 13(a) , as map has repetitive characteristics, by shifting S to the left and right, numerous peaks appear. These peaks usually known as local optimum. In the localization phase, where input scan is matched to the map, the optimization process might stack in one of these peaks (local optimum) which is a wrong answer. Comparison of the score function S a ( v) with S b ( v), which both are two dimension distributions, shows that in the presence of the repetitive objects in the map which is called local similarity here, the score function will distribute more evenly. Therefore if the score function is assumed as a probability distribution, and the entropy of the score function is calculated, H score in the scenario such as Figure 13 (a) shows higher value.
In order to calculate H score , first the score is changed to the probability distribution as follows:
where s( v) is the score of registration for v and P score ( v) is the corresponding probability. Using (16) , H score is defined as the entropy of the P score as follows:
Range and steps of the transformation vector v is defined based on the initial guess requirements and here set to [−2m, 2m] for both direction x and y with steps of 20cm.
As shown in the following, score entropy has a direct relation to the local similarity criterion.
D. FACTOR FOR REPRESENTATION QUALITY CRITERION
In order to quantify the representation criterion, Mahalanobis distance is proposed (D mahalanobis ). This factor shows how much a ND map of the local vicinity was able to preserve the details of the raw point cloud S. To formulate this, for each point in the raw point cloud of local vicinity S, distance to corresponding ND is calculated. Distance of point to the ND is calculated by Mahalanobis distance as it consider the scaling parameters. Mahalanobis distance d mah of the point x i to the ND j is calculated as follows:
where µ j and j are mean and covariance of the nearest ND j to x i respectively. Then average of these points for the local vicinity are considered as D mahalanobis factor and calculated as follows:
where n is the total number of points in the local vicinity of P. Figure 14 shows D mahalanobis for different NDs. Blue shows lower D mahalanobis values and red shows higher values. NDs correspond to ground shows lower Mahalanobis values, means the representation quality is high. However, vegetation and trees have a color near to red. This is because in these points representation quality is low. In fact, for the trees and vegetation, ND with 2.0m grid cannot represent the details.
V. EVALUATION OF THE MAP FACTORS
So far, for each map evaluation criterion, several factors are introduced. In this section, the effectiveness of each factors is evaluated. In order to evaluate the contribution of each factor VOLUME 6, 2018 in the map matching-based localization error, an experiment was conducted in Shinjuku, a dense urban area of central Tokyo, Japan (Figure 15 ). Streets around Shinjuku is surrounded by skyscrapers, tall buildings, narrow streets, and trees. This scenario makes GPS-based positioning solution impractical.
The experiments was conducted in two paths ( Figure 15 ). Path I and II that have 1.2Km and 0.8Km length respectively. Point cloud map is made by VLP-16 which is mounted on the back of our experimental vehicle ( Figure 16 ) which is tilted 75 • (pitch). Figure 15 (bottom) shows a part of the generated map. The global accuracy of the map is achieved by applying automatic calibration of road markings to the airborne image [6] .
For each path, ND map with different grid size (2.0m ∼ 5.0m) was generated from the point cloud map. Then for each ND map, self-localization based on NDT matching is performed, and localization error is obtained. For selflocalization again VLP-16 with normal setup (0 • pitch) is used ( Figure 16 ). To avoid the scan distortion due to the motion of the vehicle, the vehicle's velocity was below 2 m/s while the frequency of the laser scanner was set to 20 Hz which limits the distortion in each scan to less than 10 cm.
In order to evaluate the map factors, along with the trajectory of the vehicle, sample points with 1.0m interval were selected. For each sample point, map factors were calculated. And for each sample point, NDT-based map matching was performed and mean, and max error was calculated. As initial guess affects the localization accuracy, for each sample point, errors for different initial guesses are obtained.
Initial guesses are distributed around the sample point within 2.0m to four sides as rectangle shapes with 0.2m intervals. Therefore for each sample point, 21 × 21 = 441 times matching with different initial guesses are performed and mean, and max error are calculated. The distribution of initial guesses are shown in Figure 17 . Ground truth is obtained in two steps. First, by matching the input scan (which downsampled by the 1.0m grid) to the 1.0m ND map rough position is obtained. As the ND map is 1.0m, the result from the first stage is usually accurate, thus it can be assumed as ground truth. However, in order to not stack in local optimum and confirm the result of the first stage, secondly, all the peaks around (within 50cm) the first result are calculated iteratively and compared to the previous peak. Then ground truth is updated with the position corresponding to the highest peak. Localization errors and factors related to the feature sufficiency criterion for a 2.0m grid of path II is shown in Figure 18 . The first and second figures show the maximum and mean error of the localization respectively. In B-C and D-E periods, localization shows higher accuracy. However, in A-B and C-D high error appeared. These errors came from many factors which can be assessed from Figure 18 , Figure 19 , and Figure 20 . Figure 18 shows that the occupancy ratio and feature cnt is highly related to the mean and max error. In A-B and C-D where error exist, these two values are lower. Among the Dm ratio factor (∀m ∈ [1, 3] ), D3 ratio contribute more to the localization accuracy. Whenever the ratio of D3 features lowered the localization error increased.
Localization errors and factors related to the Layout criterion for a 4.0m grid of path II is shown in Figure 19 Localization errors and factors related to both local similarity and representation quality criteria for a 2.0m grid of path II is shown in Figure 20 . Form it can be seen that, errors are made of several factors, and each of factors reacts in a specific situation. In other words, each of the factors can model something that others cannot. Thus, for modeling the error, all of them are essential. Factors can overlap in some situations.
For example, in Figure 18 , both occupancy ratio and feature cnt follows the similar trend. However, it is not always and at the same time they show different characteristics of the map as well. TABLE 1 shows a correlation of the factors related to the feature sufficiency with other factors and also with the mean and max error.
Likewise, TABLE 2 shows correlations for factors related to the layout, local similarity and representation quality. Correlation of the factors with errors can be assumed as effectiveness or contribution of each factor to the error. In other words, the higher the correlation value with error model, the more that factor contribute to the error. In TABLE 1 and TABLE 2 correlation to other factors. Therefore these two factors can evaluate some characteristics of the map that cannot be evaluated by others and make them a key factor for modeling the error. On the other hand, FDOP and D mahalanobis factors has low correlation with the localization error (TABLE 2) . This is because some of the map criteria does not appear frequently, thus, corresponding factors has lower correlation to the error. Low correlation in the TABLE 1 and TABLE 2 do not necessarily mean the inability of the factors for map evaluation.
In order to model the localization error based on the afformentioned factors, we use principal component regression. Principal component regression (PCR) is a regression analysis technique that is based on the principal component analysis (PCA). PCR applied to a set of factors as explanatory variables and localization error as a response. Localization error model is obtained for different grid sizes and both mean and maximum error separately. As an instance, in order to model mean error of localization within 5.0m ND map of path I, factors which are calculated based on a 5.0m grid in path I are used as explanatory variables. Generated model of mean and VOLUME 6, 2018 max localization error for path I (5.0m ND) is shown in Figure 21 . Figure 21 (top) shows the mean error model and bottom graph is for max error model. The black graph shows the actual error of the path, and red is the modeled error. As can be seen, introduced factors could model both mean and max error. In order to show how much the proposed factors could model the error, r-squared (R 2 ) and root mean squared error (RMSE) are used.
These tow parameter are usually used to evaluate a goodness of fit. R 2 is ranges from 0 to 1, with 1 indicating perfect prediction. For this specific case (Path I, 5.0m ND), RMSE and R 2 for mean error are 0.206m and 0.551 respectively. Likewise, RMSE and R 2 for max error are 0.607m and 0.6 respectively. Figure 22 shows predicted error of localization within 2.0m ND map of path II. Top graphs show the actual (black) and predicted (red) mean error and bottom graphs show the actual (black) and predicted (red) max error of localization.
RMSE and R 2 for mean is 0.07m and 0.828 respectively. Likewise, RMSE and R 2 for mean is 0.52m and 0.788 respectively. Figure 22 shows that the factors could model both the mean and the max error well. TABLE 3 shows the goodness of fit for other results. Best prediction is obtained for a 2.0m grid of Path II. And the worst prediction is for the same path with 5.0m grid size.
VI. CONCLUSION
In this work, we have focused on the map, as one of the high potential sources of error in the map-matching based self-localization. By investigating the erroneous scenarios in the map and comparing their characteristics, we have introduced four criteria and requirements for the map to be able to perform self-localization with needed accuracy. These criteria are feature sufficiency, layout, local similarity, and representation quality.
Then in order to quantify these criteria, we have introduced several factors for each criteria. Unlike map criteria which are defined regardless of map format, factors have been proposed based on map format of normal distribution transformation (NDT) matching. In NDT-based localization, map format is a normal distribution (ND). For feature sufficiency of the map, feature count, dimension count, dimension ratio, and occupancy ratio have been defined. For Layout, feature DOP, r average, angular entropy, and normal entropy have been proposed. Finally, for local similarity and representation quality, score entropy and Mahalanobis distance factor have been proposed respectively. Each of the map factors have been calculated for each position in the map, based on the map features within its local vicinity.
By conducting the experiments in Shinjuku, Japan, we have evaluated these four factors in different part of the map with different scenarios by comparing them with the selflocalization error.
For evaluation, we have considered a mean and maximum error of localization. Experimental results have shown that most of the factors have a high correlation with the localization error. For instance, normal entropy factor which is used to formulate a layout criteria, has 0.836 and 0.844 correlation with mean and maximum error respectively. Among the factors, feature DOP and Mahalanobis distance have showed very low correlation with the errors. However, this does not necessarily show that these factors are not effective in order to evaluate the map. Because, some of the map criteria does not appear frequently, thus, corresponding factors has lower correlation to the error.
In order to model the localization error based on aforementioned factors, we have used Principal Component Regression. PCR have applied to a set of factors as explanatory variables and localization error as a response.
Experimental results have shown that, in the best case, the mean error can be modeled with RMSE and R 2 of 0.07m and 0.828 respectively and max error with RMSE and R 2 of 0.52m and 0.788 respectively. The result of this study can be applied to the dynamic determination of the abstraction ratio of the ND map and other formats of the map which be a potential future work of this study.
