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Recent observation of a mass enhancement in high magnetic fields in nearly optimally doped
cuprates poses several puzzles. For the suggested nodal electron pocket induced by bidirectional
charge order in high field, we propose that the mass enhancement is very anisotropic around the
small Fermi surface. The corners of the pocket are proposed to have a big enhancement without any
enhancement along the diagonal nodal direction. A natural mechanism for such angle dependent
mass enhancement comes from the destruction of the Landau quasiparticle at hot spots on the
large Fermi surface at a proximate quantum critical point. The possibility of a divergent cyclotron
effective mass is discussed within a scaling theory for such a quantum critical point. We consider
both a conventional quantum critical point associated with the onset of charge order in a metal and
an unconventional one where an antinodal pseudogap opens simultaneously with the onset of charge
order. The latter may describe the physics of the strange metal regime at zero magnetic field.
It is by now well established1,2 that quantum oscil-
lations are seen when the superconducting state is sup-
pressed by a magnetic field in the underdoped cuprates.
The oscillation frequency points to a small pocket occu-
pying about 2% of the Brillouin zone for Y BCO6.5. This
should be contrasted with the Fermi surface of the over-
doped cuprates3–5 which occupies more than 60% of the
Brillouin zone. Recently Ramshaw et al6 reported quan-
tum oscillations in high magnetic field (up to 100T ) in
underdoped YBCO in a doping range approaching opti-
mal doping (Y BCO6+δ, δ = 0.75, 0.80, 0.86). They found
that the oscillation frequency is roughly the same as in
the more underdoped samples studied earlier. However
the quasiparticle effective mass m∗ extracted from the
temperature dependence of the oscillations is strongly
enhanced, increasing by a factor ≈ 3 with increasing dop-
ing. Extrapolation of the measured m∗ suggests that it
diverges at a doping x ≈ 0.18. This is roughly the same
doping level at which many other probes find a change7
of the many body ground state plausibly attributable to
a quantum critical point. For instance the charge order
reported8–12 in underdoped samples first onsets at this
doping13, as does the Kerr effect14. Further low temper-
ature ARPES15 and STM16 spectra change significantly
around this doping level.
The results of Ref. 6 pose several puzzles. Conven-
tional wisdom based on zero field experiments holds that
there is no divergent effective mass in the strange metal
normal state. For example, ARPES measurements17 of
Fermi velocity vF in the ‘normal’ state above Tc do not
see a suppression as optimal doping is approached. Such
suppression is also absent at the d-wave Dirac node in
the low-T superconducting state both in old synchrotron
data17 and in the new laser ARPES data15,18–20. Further
zero field transport or penetration depth measurements
also do not see any signatures of a divergent effective
mass around optimal doping (for a review see for instance
Ref. 21).
Thus it appears that the mass enhancement of Ref.
6 is a feature of the metallic state exposed by the high
magnetic field. This state has been intensely studied ex-
perimentally at lower doping in the last few years2. The
small oscillation frequency is plausibly due to an electron
pocket22 located near the nodal region as suggested by
Harrison and Sebastian23,24. This requires bidirectional
charge order to reconstruct the large Fermi surface. If
the amplitude of the charge order is weak then antin-
odal pockets will be produced in addition to the electron
pocket. For more underdoped samples some other mech-
anism is needed to get rid of these antinodal pockets and
produce the pseudogap which presumably survives at the
fields at which quantum oscillations are first seen.
One of the appealing features of the proposal of Ref.
23 is that the high field metallic Fermi surface essentially
inherits the nearly gapless electronic states near the d-
wave node of the zero field superconductor. If however
these near nodal states are seen empirically15,19,20 to not
have a vF suppression at B = 0, how do they acquire
such a suppression when a field is turned on?
Finally why does the observed m∗ appear to diverge
at the magical doping of x ≈ 0.18? What, if any, is the
relationship between the diverging m∗ and the onset of
the charge order?
Here we suggest a resolution of some of these puzzles.
Though this is not crucial, we take for granted the ex-
istence of the Harrison-Sebastian electron pocket near
the node. We first propose that the mass enhancement
is highly anisotropic around this small Fermi surface re-
vealed by the high field. It is enhanced near the corners of
this electron pocket (see Figure. 1) but not near the node.
This leaves the near-nodal states untouched. They can
be more or less unmodified from the B ≈ 0 state. Such a
highly angle dependent m∗(θ) (where θ is angle around
the Fermi surface) can lead to the heavy cyclotron ef-
fective mass that is measured in the quantum oscillation
experiments. Specifically the quantum oscillation mass
m∗QO is obtained as the average
m∗QO =
1
2pi
∮
dK
vF (θ)
(1)
where vF (θ) is the Fermi velocity at angle θ and dK is the
momentum space line element along the Fermi surface.
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FIG. 1. Schematic picture of the Harrison-Sebastian nodal
electron pocket in the first Brillouin zone. The regions with
enhanced effective mass are shown in red.
If there is a local enhanced mass m∗(θ) that occupies a
wide enough portion of the Fermi surface it will dominate
the average and lead to an enhanced m∗QO. Consider for
instance a situation where vF (θ) = vFc in a region of
the Fermi surface of width ∆K near the corners of the
electron pocket. The contribution from the corners to
m∗QO will then be of order
∆K
vFc
. If this gets enhanced
with increasing doping there will be an enhancement of
m∗QO.
Such an anisotropic m∗(θ) will not lead to a mass en-
hancement in transport experiments even in the high field
state. Transport will be dominated by the ‘light’ quasi-
particles with the highest vF , i.e the near nodal states.
An independent corroboration of our proposal exists.
Recently resistivity measurements have been reported25
in Y Ba2Cu4O8 in the high field regime at low-T (where
quantum oscillations are seen) . The temperature depen-
dence of the resistivity is seen to be AT 2 consistent with
Fermi liquid theory. In many correlated Fermi liquids
the A coefficient is typically proportional to (m∗)2 (the
‘Kadowaki-Woods’ plot). In Y Ba2Cu4O8, m
∗
QO can also
be extracted at high field from the quantum oscillations.
However, assuming only a single Fermi surface pocket
per Cu-O layer, the measured A is smaller25 by a fac-
tor of 20 from that expected from m∗QO. This smallness
of the resistivity fits nicely with our proposal that the
mass enhancement is anisotropic on the Fermi surface so
that transport is dominated by the light portions while
quantum oscillations is dominated by the heavy portions.
What is a mechanism that can give such an angle de-
pendent effective mass enhancement? We now argue that
it is a very natural consequence of proximity to a strange
metal with the usual large Fermi surface coupled to crit-
ical fluctuations of the density wave order parameter. At
such a quantum critical point there will be “hot spots” on
the large Fermi surface - points that are connected by the
charge ordering wave vector at criticality: ~Qa = (Q, 0)
and ~Qb = (0, Q). It is natural that at criticality the Lan-
dau quasiparticle is destroyed at these hot spots, and is
accompanied by a diverging effective mass (see below).
On entering the ordered CDW state the corners of the
electron pocket are precisely near these hot spots. The
enhanced corner effective mass is then a signal of the im-
pending loss of the Landau quasiparticle at the hot spots
of the large Fermi surface at the proximate quantum crit-
ical point.
To illustrate this mechanism we begin first with the
conventional model26 for the onset of charge order in a
Fermi liquid metal. It assumes that the critical properties
can be described adequately by coupling the electronic
excitations near the large Fermi surface to fluctuations
of the charge density wave order parameter.
To make our considerations precise consider the struc-
ture of the electron Green’s function in the vicinity of a
hot spot (with momentum ~KH) near criticality. This will
satisfy a scaling form
G( ~K, ω; ∆) =
c0
|ω|αz g
(
ω
c1kz‖
,
k⊥
k‖
,
ω
∆
)
(2)
Here ω is the frequency and ~K − ~KH = (k‖, k⊥) is the
momentum deviation from the hotspot with components
perpendicular and parallel to the Fermi surface. ∆ is an
energy scale that measures the deviation from the quan-
tum critical point. z is the dynamic critical exponent and
is universal as is the exponent α. The function g itself
will be a universal function while the numbers c0, c1 are
non-universal. A scaling form of this sort (at ∆ = 0) was
described in Ref. 27 for the closely analogous problem of
the onset of spin density wave order in a metal. Here we
apply this to the CDW onset transition and generalize to
∆ 6= 0 as is needed in the present context.
At ∆ = 0, i.e right at the QCP, when k⊥k‖ → 0 we are
approaching the Fermi surface away from the hotspot.
We then expect to recover Fermi liquid behavior. Match-
ing Eqn. 2 to the Greens function for a Landau quasi-
particle
Gqp =
Z
ω − vF k⊥ (3)
we get the critical properties of vF (and of Z) as the
hotspot is approached on the Fermi surface. This leads
to vF ∼ |k‖|z−1. Thus if z > 1 the Fermi velocity will
vanish as the hotspot is approached.
When ∆ 6= 0, the vanishing of the vF will be cut-off at a
momentum scale |k‖| ∼ ∆ 1z . This sets the scale ∆K near
the corners of the electron pocket over which the mass
enhancement appears. Within this region the Fermi ve-
locity is vFc ∼ ∆1− 1z . Based on our earlier consideration
we now see that the singular corner contribution to the
quantum oscillation mass is
m∗QO ∼ ∆
2
z−1 (4)
3So long as z > 2 this will diverge and hence so will the
measured effective mass in quantum oscillations.
In the naive Hertz-Millis26,28 description of this transi-
tion the dynamical exponent z = 2 and hence there is no
divergence in m∗QO (ignoring log corrections). However
modern theoretical work27,29 shows that the Hertz-Millis
theory is incorrect in d = 2, and the true strongly cou-
pled theory of this QCP is expected to have a z that is
different from 2. It is currently not known what the crit-
ical exponents really are at the transition. We note that
a recent study30 of the analogous spin density wave or-
dering transition using a novel co-dimensional expansion
found an enhancement of z at leading order.
We can also turn things around and say that within
this interpretation, the divergence of m∗QO is experimen-
tal proof that z > 2 at the CDW onset transition.
The conventional Hertz model considered so far pro-
vides a mechanism illustrating our proposed resolution
of the puzzles posed in the beginning. However there is
reason to question the direct application of this Hertz
model to the cuprates.
First in this model at the QCP the quasiparticle is
destroyed only at the hotspots (a set of measure zero on
the Fermi surface). The suggests that this QCP does
not directly control the strange metal region of the B =
0 phase diagram where the quasiparticle is apparently
destroyed over the entire Fermi surface. Second across
the phase transition apart from the nodal electron pocket
there will also be a number of smaller pockets near the
antinodal region. This requires that the pseudogap of the
underdoped cuprates be destroyed in high field at least
near the critical doping ≈ 0.18. Consequently the high
field phase diagram potentially has two different phase
transitions as doping is decreased - one associated with
the development of charge order, and a subsequent one
associated with the opening of the antinodal pseudogap
(see Fig. 2A).
Let us consider quite generally how the charge order
and the antinodal pseudogap could evolve with doping
in an ideal clean system. To frame the issue sharply
let us consider various pertinent energy scales at zero
temperature (assuming the superconductivity has been
suppressed). The antinodal pseudogap defines an energy
scale ∆PG which is zero in the overdoped side, and is
non-zero well into the underdoped side. The charge or-
der may be characterized by an energy scale ∆CO which
may be taken to be the zero temperature stiffness of the
corresponding order parameter. With increasing x both
∆PG and ∆CO need to vanish. There are 4 general pos-
sibilities sketched in Fig. 2.
We emphasize that unlike at non-zero temperature the
vanishing of ∆PG is a genuine T = 0 phase transition
associated with a change of electronic structure. In the
conventional model described above (Case A) ∆PG van-
ishes at a lower critical doping than ∆CO. Then all the
ground states are conventional, the onset of charge order
at xCO is described by the Hertz model, and at xPG there
is a Lifshitz transition associated with the disappearance
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FIG. 2. Possible evolution of the antinodal pseudogap energy
∆PG and the energy scale of the CDW ordering ∆CO (for in-
stance the CDW stiffness) as a function of doping. Only (A)
has completely conventional ground states and phase transi-
tions. In (B) the PG metal phase is necessarily unconven-
tional. Both (C) and (D) have conventional phases but the
quantum phase transition (if second order) is unconventional.
of the antinodal pockets. In Case B, ∆CO vanishes be-
fore ∆PG. Then there is an intermediate T = 0 metallic
phase which has a pseudogap without any broken trans-
lation symmetry. Such a phase is necessarily exotic ( a
non-Fermi liquid, in a strict sense).
Cases (C) and (D) occur if both ∆PG and ∆CO vanish
at the same doping level. In (C) they vanish identically
(i.e with the same exponent) on approaching the QCP.
In (D) however they vanish with different exponents31.
In both (C) and (D) the ground state phases are not
exotic. However the quantum phase transition, if second
order, is very unconventional. The Fermi surface evolves
discontinuously across this phase transition. In case (D)
near the QCP the charge order may be regarded as a low
energy instability of a pseudogap state (itself controlled
by an unstable T = 0 fixed point; see Ref. 32 for a recent
example).
Before proceeding we briefly summarize the experi-
mental situation on the question of whether the pseu-
dogap and charge ordering transitions occur at the same
doping level or not. There is a considerable literature7
pointing to the termination of the pseudogap around the
doping ≈ 0.19 at zero field, very close to the critical
doping13 associated with the charge order onset. Very re-
cent STM experiments16 show that the locus of k-space
points where there are coherent Bogoliubov quasiparti-
cles evolves very rapidly across this doping range. For
lower doping this locus defines an arc which roughly re-
sembles the Fermi arc reported by ARPES in the pseu-
dogap normal state. For x > 0.19 this locus corresponds
to the normal state large Fermi surface.
Motivated by this we consider now the interesting pos-
sibility that the pseudogap and the charge order onset at
the same critical doping (Case C or D). The correspond-
ing quantum critical point is not described by the Hertz
4model described above but rather requires other fluctua-
tions which lead to the pseudogap, and the concomitant
discontinuous evolution of the Fermi surface. The re-
sulting critical fixed point might conceivably control the
strange metal regime at B = 0. Then we expect that
the Landau quasiparticle is destroyed everywhere on the
large Fermi surface at this critical point.
We will study such a putative critical point through
scaling arguments33 and describe criteria for the corner
contribution to the cyclotron effective mass to diverge in
the charge ordered pseudo gapped underdoped side. An
effective field theory of this proposed quantum critical
point is not currently available and we will not attempt
to provide one in this paper. Further we specialize34 to
case (C) which makes the standard assumption that there
is only one vanishing energy scale at the QCP (which we
commonly denote ∆ ∼ ∆PG ∼ ∆CO).
First we expect that at this kind of QCP there is a
sharp critical Fermi surface33 without Landau quasipar-
ticles co-existing with critical CDW fluctuations which
couple to hot spots on the Fermi surface. As described
in Ref. 33, the electron Green’s function near the Fermi
surface will satisfy a scaling form. In the present context
we expect that the scaling at the hotspot is different from
that near the rest of the Fermi surface. Away from the
hotspots we have33:
G( ~K, ω; ∆) =
c0
|ω|αz g
(
ω
c1kz
,
ω
∆
)
(5)
Though we continue to use the same notation for the
exponents α, z as in Eqn. 2, they now have a different
meaning. Here they describe the scaling as the Fermi
surface is approached at a generic point away from the
hotspot. k is the deviation of the momentum from the
Fermi surface in the direction normal to it. c0, c1 are non-
universal while α, z as well as the scaling function g will
be universal. The exponents α, z may, a priori, be angle
dependent33 but that will play no role in our discussion.
For ~K close to a hotspot wave vector ~KH , we expect a
modified scaling form
GHS( ~K, ω; ∆) =
c˜0
|ω|
αH
zH
gH
(
ω
c˜1k
zH
‖
,
k⊥
k‖
,
ω
∆
)
(6)
where as before (k‖, k⊥) are the components of ~K − ~KH
in the direction parallel and perpendicular to the Fermi
surface respectively. The exponents zH , αH are universal
but will be distinct from those that describe other por-
tions of the Fermi surface. Consider ~K away from the
hotspots. As argued in Ref. 33, since m∗ does not di-
verge at a generic Fermi surface point on approaching the
strange metal, we must have z = 1. Thus we can write
G( ~K, ω; ∆) =
c0
|ω|α g
(
ω
vF k
,
ω
∆
)
(7)
Here we have replaced c1 from Eqn. 5 by vF as it has
dimensions of velocity and may be taken to be the Fermi
velocity in the limit that the overdoped Fermi liquid ap-
proaches the strange metal quantum critical point.
Now consider the scaling form near the hotspot. When
k⊥
k‖
→ 0, this must match to the off-hotspot scaling form.
This requires that
gH(x, y → 0, t) ∼ x
αH
zH
−α
g
(
x
y
, t
)
(8)
It follows that at a point of the Fermi surface close to but
not at the hotspot, the electron Green’s function behaves
as
G( ~K, ω; ∆) = |k‖|αzH−αH c˜0|ω|α g
(
ω
c˜1|k‖|zH−1k⊥ ,
ω
∆
)
(9)
This leads to a Fermi velocity vF ∼ |k‖|zH−1.
In the charge ordered side this singularity will be cut-
off at |k‖| ∼ ∆
1
zH . Therefore as before we have for the
contribution to m∗QO from the corners of the Harrison-
Sebastian pocket
m∗QO ∼ ∆
2
zH
−1
(10)
This will diverge so long as zH > 2. This establishes the
promised criterion for this type of quantum criticality to
explain the experiments.
The ideas presented here lead to several directions
for future theoretical and experimental work. First a
better understanding of the conventional density wave
transition is clearly called for. Some of the difficulties
in existing theoretical treatments are due to the cou-
pling between critical density wave and pairing fluctu-
ations. In the high field case discussed in this paper
the pairing fluctuations are suppressed and this may en-
able progress. Second, despite strong suggestive evidence
in experiments for the unconventional critical point dis-
cussed above we currently know very little about it the-
oretically (or even if it can at all exist). Our descrip-
tion incorporates critical charge order fluctuations into
an earlier scaling description of such a quantum critical
point. Going beyond the scaling description is a frontier
challenge not attempted in this paper.
An important target for future experiments is to deter-
mine which of the four possibilities of Fig. 2 is realized
in the cuprates. Only case (A) is truly conventional, and
requires the presence of a charge ordered phase without
an antinodal pseudo gap. If this is realized in high field,
it will be difficult to relate the charge order onset QCP
to the physics of the zero field strange metal. Case (B)
is by far the most exotic as it requires the intermediate
T = 0 pseudogap metal phase without translation sym-
metry breaking. Case (D) is somewhat similar in that
such a phase exists but only at intermediate energy scales
and is described by a fixed point that is eventually unsta-
ble to charge ordering. Case (D) is strongly reminiscent
of the phenomenon of deconfined quantum criticality35,36
discussed in spin systems. To disentangle these possibili-
ties, it will be useful in experiments to study the pseudo-
gap in the c-axis transport in high field as a way to get
5information on the antinodal gap and compare its doping
evolution with that of the charge order.
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