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Abstract
This dissertation presents the techniques for adaptation of MapReduce frameworks
to incorporate heterogeneity-aware scheduling algorithms, an inspection of clus-
ter configurations and how they impact these scheduling algorithms, an analysis
regarding how the cluster configuration and the heterogeneity-aware scheduling
can work together to minimize turnaround time and/or power consumption of the
cluster when executing MapReduce applications, and how these lessons can be ap-
plied more broadly to Big Data infrastructure outside of MapReduce that supports
multiple Big Data frameworks simultaneously.
Heterogeneity exists in various capacities in any given cluster, from static (Phys-
ical and Platform) heterogeneity to dynamic heterogeneity (Transient Data, Tran-
sient Applications, and Irregular Hardware Behavior). Within a cluster there are
historically several types of mitigation strategies for each of these types of hetero-
geneity, and each has their pros and cons. We discuss these mitigation strategies
and the types of heterogeneity each of these strategies is able to address, as well as
the history of related work in the field.
After this, we consider taking host-level metrics and using them to schedule
tasks in real time, with a desire to address cluster-wide energy usage. To do this,
we consider estimators for power consumption that are available on-chip, namely
iv
temperature. We establish a correlation between CPU temperature and power con-
sumption, then derive a scheduling algorithm that eliminates nodes that are con-
suming too much power from the pool of schedulable resources. In order to do
this we focus on the ability of MapReduce frameworks, constructed as we have
constructed the frameworks described in this thesis, to delay binding of tasks to
specific workers. We analyze the impacts this has on turnaround time of a MapRe-
duce application, with analysis around setting this threshold properly to reduce
impact on turnaround time while shifting power consumption around in the clus-
ter, away from nodes that are over-consuming.
We also address concerns with respect to upgrading a cluster in stages, intro-
ducing more physical heterogeneity at various levels, and the types of adjustments
that need to be made to MapReduce configurations in order to combat the in-
creased heterogeneity. In particular, we look at the concerns for MapReduce plat-
form mis-configuration and its impacts on turnaround time, analyzing the ways
in which these types of errors can be mitigated between incremental platform up-
grades. In an effort to address this type of systematic cluster upgrades and the
problems with configuration it creates, we introduce a Dynamic Heterogeneity
Awareness (DHA) module to our MapReduce framework. This module allows bet-
ter spreading of tasks by the framework, in order to further improve turnaround
time and resource utilization.
Finally we consider the implications for framework and application co-tenancy,
and we describe the state of art in these areas. We focus on describing what co-
tenancy is, why it’s important, and how the state of the art can be expanded to in
order to leverage findings from this thesis to make these co-tenant clusters increase
v
application and framework performance as well as improving these clusters with
considerations for energy efficiency.
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Chapter 1
The Problem of Heterogeneity
Heterogeneous computer clusters have always been a challenge since the concep-
tion of distributed computing. Unfortunately this complicates the behavior of the
systems that run on top of these clusters, creating the need for additional consid-
erations within designing scheduling algorithms for these distributed systems. To
fully explore this space, we need to consider some of the different things that con-
tribute to heterogeneity and how they can impact distributed systems.
1.1 Categories of Heterogeneity
There are several types of static heterogeneity in a distributed computing context:
• Physical - This type of heterogeneity includes things like hardware config-
urations, power draw specifications, placement of machines in their racks,
wear on storage mediums, and any number of other such differences. Some
of the more subtle physical difference in machines can be something like the
amount of dust on a fan, imperfections in the thermal conductivity of a heat
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sync, or the amount of thermal paste between the processor and the heat sink.
Despite best efforts, all distributed systems consist of an array of physically
heterogeneous machines. For more on this see Chapter 1.2.
• Platform - From the OS and software packages to framework and applica-
tion versions, any number of differences can exist in the program stacks for
Big Data applications. Each of these components likely has varying degrees
of difference across the entire cluster. While it is often true that hosts are
designed to have exactly the same software across nodes, when managing
tens, hundreds, or thousands of machines it becomes easier and easier for
machines to fall through the cracks, so to speak, when performing upgrades
to different parts of the platform. Additionally, many software updates are
not performed simultaneously on all machines, meaning that at any given
point in time the software in a distributed system has the potential to have at
least one node out of sync.
These static types of heterogeneity can more readily be addressed by sched-
ulers that can take some of these elements into account by host profiling or keep-
ing of historical scheduling information and performance. In recent work, some of
this type of accounting is done via machine learning. This however overlooks the
dynamic heterogeneity that also exists in distributed systems, and can often be ig-
nored as it is not encountered when profiling of nodes, or may be overlooked as an
outlier by machine learning algorithms. Examples of such dynamic heterogeneity
include:
• Transient Data - Naturally-occurring data sets have varying degrees of het-
erogeneity distributed throughout them. Uniform data is difficult to come
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by in a natural setting, and sometimes even small variances can lead to edge
cases in processing that cause stragglers, or in the case of GPGPU program-
ming thread divergence [82].
• Transient Applications - A commonality between all big data frameworks is
that they run on top of a standard Operating System (usually Linux). There
are software updates, processes designed for data backup, metrics reporting
applications, and any number of other such applications that may start and
stop at different times on different machines in a cluster. We consider these
applications to be transient in nature and somewhat unpredictable within a
margin of error. These jobs are often scheduled with some fudge factor in
order to not generate a sudden flood of data or cause a spike in work when
multiple instances of such jobs are scheduled at the same time across the
cluster.
• Irregular Hardware Behavior - Hardware deteriorates over time, and this
deterioration occasionally impacts the performance of hardware. For exam-
ple, SSDs have a limited number of writes per block, and if a block is no
longer able to be written to a consequence is that the hardware (while not
failed) needs to perform additional work in order to perform a write of data.
This type of behavior is generally unpredictable and can dramatically reduce
performance of an application.
Since there are many different forms of heterogeneity, there have been many
mitigation strategies invented to ease the burden of heterogeneity in distributed
systems.
3
1.1.1 Mitigation Strategies
The idea that heterogeneity can occur and needs to be mitigated has been explored
in a fair amount of related work. Outlined below are several of the proposed so-
lutions for dealing with heterogeneity and which types of heterogeneity they mit-
igate.
Profiling and Data Skew
Profiling worker nodes has been used to mitigate heterogeneity for a number of big
data platforms. By profiling worker nodes, frameworks are able to predict which
nodes will be capable of processing more work. Profiling is often done by running
either benchmarks or micro-benchmarks in order to determine the capabilities of
nodes in the cluster. Once the nodes have been profiled, the amount of work each
node is responsible for processing is decided based on the results of the profiling.
This is a means of making it such that more capable nodes are expected to process
more work than less capable nodes.
Profiling and data placement is effectively able to address physical and plat-
form heterogeneity. However, it is unable to address transient data, transient ap-
plications, and irregular hardware behavior. This is because profiling is based on
static information related to when the node was profiled, information that is not
updated when circumstances change. In this way, it is possible that over time this
method of mitigation does not bode well for platform heterogeneity, since platform
variations are more likely to occur as time goes on. Similarly, in the event that any
of the dynamic heterogeneity elements spring up, a node that was deemed more
capable of processing will always be treated that way, and completing more work
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despite now being less able to perform the tasks.
Speculative Execution
Another strategy for mitigating heterogeneity is by performing speculative execu-
tion. This method is triggered when some tasks in a distributed cluster finish, and
some remain running. These tasks are called stragglers and they occur frequently
within frameworks that rely on batch processing. A typical scenario where spec-
ulative execution can be leveraged is where all nodes in a cluster are provided
with some work to do, and as some workers finish their work they pick up the
same tasks as other workers in hopes that they’ll finish first. Whichever worker
finishes first sends a message to a coordinator which then terminates the dupli-
cate work. This is able to mitigate physical and platform heterogeneity, as well as
transient applications, and irregular hardware behavior. However, this process is
less able to handle transient data, as the difficult to process data (that which spurs
the straggler) continues to be difficult to process when it is speculatively executed.
Namely, this data, if it is similarly sized to other, easier to process, pieces of data,
will likely have its processing completed by the first iteration of the task, instead
of the speculative task.
Conclusions
The mitigation strategies often employed for handling of static and dynamic het-
erogeneity are able to handle a fair number of the types of heterogeneity that hap-
pen in a large scale distributed system. Notably, when combined, profiling and
data skew, in conjunction with speculative execution, can create more problems
5
than it solves. This is because skewing the data makes the tasks uneven, and if
the skew is incorrect because of some dynamic heterogeneity, then the specula-
tive execution has to overcome a much larger hurdle when the straggling task is
associated with a larger data set. Therefore, there is no panacea, and there can
be naturally occurring types of heterogeneity that can appear in the system that
render the currently employed mitigation strategy less effective.
6
1.2 Heterogeneity and MapReduce
As the MapReduce community has grown, the number and types of applications
that are able to run on MapReduce infrastructure has also grown. Examples of
such work include sequencing the human genome [49, 36], identifying and cata-
loging celestial bodies [69], and even for artistic endeavors like ray tracing [58]. As
a result of the various and sundry applications to which the MapReduce paradigm
has been applied, it stands to reason that the programming model will not be going
away any time soon. As a result, dedicated energy efficient MapReduce implemen-
tations, especially with respect to heterogeneous clusters are of ever growing im-
portance. Clusters that are being used to harness the power of MapReduce include
ad-hoc clusters such as Condor [18] and opportunistic clusters such as MOON [45].
Even traditional clusters such as those that were available in FutureGrid [1] and its
successor XSEDE [2], or those that are equipped with specialized equipment, like
GPUs as described by He et al. [34] can benefit from scheduling improvements.
In GreenHDFS [38] the MapReduce cluster is separated into Hot and Cold
zones. Nodes in the Hot zone are frequently accessed because they host popular
data and consist of high power, high performance CPUs. Nodes in the Cold zone
are infrequently accessed as they host unpopular data and are energy-conserving
nodes. GreenHDFS uses the underutilization of nodes in the cluster to increase uti-
lization in the Hot zone and aggressively shutdown components to combat idle-
ness in the Cold zone, thus producing energy savings. Leverich and Kozyrakis
[43] approach conserving power in Hadoop Clusters by utilizing Hadoop’s repli-
cation strategy to produce a Covering Subset (CS) of the cluster that contains at
least one replica of each data-block. This allows nodes not in the CS to be disabled
7
to conserve power.
Lang and Patel [42] re-interpret this same problem, but instead of leaving the
cluster online at all times, with some nodes sleeping, they consider what would
happen if the cluster was asleep until a job was queued. Both Leverich and Kozyrakis,
and Lang and Patel, discover considerable power savings. The drawback of the
approaches set forth in these works is the tight coupling of the file system and the
MapReduce framework. This does not allow for utilization of forthcoming green
distributed file systems and results in overhead that decreases efficiency in terms
of both power and turnaround time. For further discussion of this refer to this lab’s
previous work MARIANE[27].
Chen et al. [16] test HDFS and how replication, block size, and file size im-
pact energy efficiency. They conclude that where reliable storage systems, sepa-
rate from HDFS, are deployed alongside Hadoop, replication should be set to 1,
as the replication and shuffling mechanisms utilized by HDFS unnecessarily con-
sume power in this case. In this chapter, we require a reliable storage system to
use our framework, thus allowing for power conservation beyond what Hadoop
may achieve as it wastes power managing various aspects of HDFS.
Wirtz and Ge [75] analyze the use of Dynamic Voltage and Frequency Scal-
ing (DVFS) in a homogeneous cluster in order to improve energy efficiency. They
claim that a power-aware cluster is defined by the number of compute nodes and
the number of processing cores per node, together with the frequency of the pro-
cessor cores. We find that this simplification of the cluster fails to take into account
heterogeneity and elasticity. Assuming homogeneity also precludes the possibility
of different machines being added to an already existing cluster at a later date, the
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creation of an ad hoc MapReduce cluster, and reduces the efficiency of a shared
cluster. Additionally, allowing multiple jobs to execute on the same machine can
cause contention for shared resources and create slow nodes.
Related to this, Chen et al. [16] discovered that slow nodes need to either be
removed or assigned less work in order to reduce power consumption when the
speedup provided by adding the node is not enough to offset the power penalty
for adding the node.
Throughout much of this work it is important to consider the work distribution
of various frameworks which addresses both of these problems by splitting the job
into m tasks, where m << the number of worker nodes. Each worker node is then
assigned one task. Faster nodes request additional tasks once their initial task is
completed. If new machines are added mid-execution, they can request some of
the remaining tasks from the queue.
Energy-Proportional Computing as described by Barroso and Hölzle [11] states
that we should consider induced energy difference since idle power dominates to-
tal power consumption, and was used as a metric for determining energy efficiency
in papers throughout the literature [42, 75, 16]. Chen et al. [16] also suggest that in
analyzing an energy efficient MapReduce implementation multiple metrics should
be used, including, but not limited to: finishing time, energy, and power. We will
use these same metrics for reporting results of our experiments.
Wirtz and Ge [75] collected data for Matrix Multiplication, CloudBurst, and
Sort to determine the energy efficiency of their framework; Chen et al. [16] also
used Sort for this purpose. These same benchmarks were also considered by Za-
haria et al. in their work [26]. This set of benchmarks serve to show that there
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are different types of MapReduce workloads, and so any decision regarding the
efficacy of scheduling on a framework must work for various types of workloads.
At the outset of this work, MARLA [28] had come out of the Binghamton Grid
and Cloud computing research lab and had shown that increasing the number of
tasks allows for more opportunities to schedule tasks in heterogeneous and load
imbalanced clusters. MARLA relies on the following modules:
• Splitter - Performs input splitting, ingesting the file and splitting it into a
framework-configured number of pieces, where each piece represents a task.
• TaskController - Distributes the map and reduce code to the worker nodes
by leveraging the underlying shared filesystem, and distributes unprocessed
tasks from the task bag, as well as moving completed tasks to the completed
task bag.
• FaultTracker - Monitors tasks and resubmits them to the task bag if they failed,
and manages strikes on workers with failed taks.
Given that a bag of tasks approach to MapReduce increases the opportunities
in which work can be scheduled across nodes in a cluster, there are additional open
questions that need answering:
• How can we leverage the new-found scheduling opportunities to try and
mitigate cluster power consumption?
• How important are the configuration parameters within a MapReduce frame-
work of this type?
• How are platform upgrades impacted by these configuration parameters?
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• Can we improve MapReduce scheduling mechanisms in an effort to reduce
the dependence on framework parameters when distributing tasks, and still
achieve improved application performance?
This dissertation serves as a means of uncovering the answers to these questions.
1.2.1 Thesis Statement
Heterogeneity complicates scheduling in the Big Data landscape, and this disser-
tation posits and demonstrates that incorporating heterogeneity-aware schedul-
ing algorithms into MapReduce frameworks can provide a mechanism by which
turnaround time and/or energy efficiency of the cluster can be improved when
running such applications. Along the way we discover that the degree of perfor-
mance heterogeneity in a cluster influences the turnaround time of MapReduce
applications, and this should be taken into consideration when defining the num-
ber of tasks in relation to the number of worker nodes. We also explore what
happens when defining too many tasks, as they introduce overhead that cannot be
ignored at scale. Following this, we build mechanisms that serve to mitigate error
prone manual configuration of framework parameters that influence application
performance. Finally, we look towards how such lessons can be applied to the
ever-changing Big Data landscape.
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Chapter 2
Leveraging Temperature to Schedule
MapReduce Jobs for Energy
Efficiency
Author’s note: The text in this chapter is largely from my conference paper "Con-
figuring a MapReduce Framework for Dynamic and Efficient Energy Adaptation"
[31] and my journal paper "MapReduce Framework Energy Adaptation via Tem-
perature Awareness" [30]
MapReduce has become a popular framework for Big Data applications. While
MapReduce has received much praise for its scalability and efficiency, it has not
been thoroughly evaluated for power consumption. In this chapter, we will ex-
plore the possibility of scheduling in a power-efficient manner without the need
for expensive power monitors on every node. We begin by considering that no
cluster is truly homogeneous with respect to energy consumption. From there we
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develop a MapReduce framework that can evaluate the current status of each node
and dynamically react to estimated power usage. In so doing, we shift power con-
sumption toward more energy efficient nodes which are currently consuming less
power. This model shows that given an ideal framework configuration, certain
nodes may consume only 62.3% of the dynamic power they consumed when the
same framework was configured as it would be in a traditional MapReduce imple-
mentation.
2.1 Introduction
MapReduce was originally designed for a cluster of commodity machines [19], and
popular implementations such as Hadoop[3] see better performance in a homoge-
neous environment. Many frameworks assume that workers complete their jobs
at the same time and with approximately the same cost per node. As not all clus-
ters are homogeneous, Hadoop has a "straggler" mechanism through which they
preemptively re-schedule jobs that were assigned to nodes that are not producing
results as quickly as other nodes. Related work [81, 76] shows this mechanism to
be insufficient in heterogeneous clusters, as it struggles to balance the workload
when there are enough slow nodes in the cluster.
When considering energy efficiency we find that a cluster cannot be completely
homogeneous. Machines have various idiosyncrasies, including but not limited to:
amount of thermal paste on the processor, fan speed, fan size, location in proximity
to a cooling unit, and heat sync efficiency. These variations mean that some ma-
chines may produce higher temperatures than others even when performing the
same work on the same data. This requires that some machines receive additional
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cooling compared to another machine with the same specifications. This translates
to a larger energy demand in machines that run at higher CPU temperatures. In
the converse, we know that performing additional computations and data loads
requires additional work; in turn requiring additional power. Meaning that a hot-
ter machine is likely to be doing more work than a cooler machine. A motivating
factor in this work is that our homogeneous cluster is heterogeneous with respect
to power consumption and in order to combat this we need a MapReduce frame-
work that can dynamically schedule work based upon power consumption of an
individual node.
In this chapter, we will quantify the relationship between CPU temperature and
energy consumption, and show that CPU temperature is a reliable indicator of cur-
rent power consumption with respect to a single worker node. Utilizing this, we
design and implement a MapReduce framework that dynamically schedules jobs
using CPU temperature as a metric via which we can estimate power consump-
tion. We will test various aspects of our framework for their impact on energy
consumption and show that through scheduling we can reduce the amount of ad-
ditional power needed by 37.7% on individual nodes when compared to the same
framework utilizing methods typical of other MapReduce implementations.
2.2 Preliminary Findings
In order to schedule for energy, we need to find a way to quantify the energy usage
of a node in a relatively efficient manner. To that end, we need to find a metric
through which there is a strong correlation to power consumption. Our goal is
to find a measurement that would not result in a need to affix external hardware
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monitors (such as power meters) to each of the nodes, as this is not cost effective
and not practical for large clusters. We consider CPU temperature as such a metric.
To determine whether or not CPU temperature is a viable metric for our pur-
poses, we needed to test for a reasonable correlation between CPU temperature
and energy consumption. On the surface we feel that these two measurements
should be correlated since more work requires more power, and work generates
heat on the chip. In order to test this assumption we designed several experi-
ments. These experiments were carried out on a machine with the following con-
figuration:
• Intel Xeon CPU E5320 @ 1.86GHz
• 8MB L2 Cache
• 64-bit Linux 2.6.32
We ran tests utilizing the Great Internet Mersenne Prime Search program mprime
[29]. The aspect of mprime that we relied on for this testing was the torture testing.
The torture tests stress the system in three different ways, as per the program doc-
umentation.
• Test 1: Stresses the FPU with minimal testing of RAM as all data fits in the
L2 cache.
• Test 2: Stresses the FPU and some RAM, consumes maximum power, pro-
duces maximum heat.
• Test 3: A combination of tests 1 and 2, that balances the type of stress between
resources, stressing the FPU and lots of RAM.
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It was necessary to stress these various components of the system as we are
aware that there is heterogeneity amongst MapReduce workloads. We know that
some workloads are I/O intensive (e.g. CloudBurst) [63], and some are CPU in-
tensive (e.g. Matrix Multiply), as per [75]. In addition to using these three mprime
torture tests as a reference, we developed three different methods of gathering data
to help simulate variability within a given workload.
• Stress: Iterate through a loop while preforming floating point operations.
We take 1000 total readings of CPU temperature and system power upon hit-
ting various checkpoints in the loop. This simulates an intensive workload,
especially when run in conjunction with mprime torture testing.
• Temp: Iterate through a loop and take 100 measurements of both CPU tem-
perature and system power, pausing briefly between readings to allow the
temperature to drop back down. This simulates running a variable intensity
workload.
• Simple: Iterate through a loop and take 100 measurements of both tempera-
ture and power while generating as little additional work as possible.
The results of our tests are shown in Figure 2.1 and help us to identify a corre-
lation between temperature and power consumed on an individual node. The bar
labeled test1 shows a Pearson correlation coefficient of 0.711 when considering all
data gathered running Test 1 for mprime and all three methods of gathering data.
Similarly, the bars labeled test2 and test3 show a Pearson correlation coefficient
of 0.50 and 0.81 on all data gathered while running Test 2 and Test 3 for mprime
respectively. The bar labeled simple shows a Pearson correlation coefficient of 0.36
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Figure 2.1: The Pearson Correlation Coefficient of categorizations of the combined
data from individual tests.
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when considering all data collected running the Simple gathering policy. Similarly,
the bars labeled temp and stress show a Pearson correlation coefficient of 0.65 and
0.71 on all data generated using the Temp and Stress methods of gathering data re-
spectively. Finally, the bar labeled all represents the Pearson correlation coefficient
of all data when considered as a whole, with a value of 0.73. From these tests, we
can see that collecting data in the simple fashion, and running mprime with Test 2
shows the least correlation between power and temperature. This is not a result
we had anticipated on the whole, but after considering this fact, we derived the
following reasons that the correlation may be weakened:
• The cooling system in place on an individual machine requires power to op-
erate, and by expelling additional power, the temperature of the CPU may
drop, thus having the opposite of the effect we first anticipated.
• External cooling systems (i.e. air conditioning, and neighboring computer’s
cooling systems) require no power through the meter, and yet drop the CPU
temperature, thus having the effect of reducing temperature while power
consumption may remain the same.
• When a node’s work comes to completion, the power consumption is imme-
diately reduced as the CPU is executing many less commands. However, the
higher temperature that was generated as a result of the workload takes time
to dissipate, thus further weakening the correlation between power and CPU
temperature.
These three justifications begin to explain why it is that the correlation between
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power consumption and CPU temperature is not as strong as was initially be-
lieved. We find that the data from our experiments indicates that there is a positive
relationship between power consumption and CPU temperature; as the CPU tem-
perature goes up, so does the power consumed. We also find that the relationship
between power and temperature grows stronger when we stress the node more
while taking readings. We determined that with a correlation coefficient of 0.734,
our results have confirmed our hypothesis that CPU temperature and power con-
sumption are related. To that end, we will use CPU temperature in an effort to
schedule jobs on worker nodes. Note that in the future we can use RAPL [60] mea-
surements to determine the power consumption of the CPU. However, using these
preliminary findings, we worked to design a MapReduce framework that would
allow us to more intelligently schedule jobs on worker nodes around power con-
sumption.
2.3 Design
Our design is based upon previous work with MARIANE [27] and MARLA [28],
both utilize a shared filesystem to distribute jobs across the network. Works such
as GreenHDFS [38] and the contributions of Chen et al. [16] indicate that an
energy-related weakness of HDFS is the way in which work is distributed and
replicated. While distribution of jobs based upon data placement and replication
makes Hadoop the de facto standard for MapReduce implementations, we believe
that this strong coupling between implementation and filesystem has the potential
to inhibit energy efficiency. As such, the flexibility of choosing the most energy
efficient Distributed Filesystem (DFS) currently available was a must-have for our
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framework.
We also approach this problem with the realization that even the most homo-
geneous clusters have some elements of heterogeneity, especially with respect to
energy efficiency. This is due to the fact that aside from the traditional specifi-
cations reported for a node there are many characteristics of a node that affect a
node’s temperature as well as its energy efficiency. These characteristics include,
but are not limited to: proximity to external cooling and heating elements, amount
of dust in the case, fan speed and size, amount and distribution of thermal paste on
the chip, and efficiency of the heat sync. Independently of this work, related work
by Li et al. also demonstrates that given the same type of nodes, with the same uti-
lization rates, and frequency, that the temperature differences can also change the
energy footprint [44]. Because of this realization, another feature we wanted in our
framework was the ability to react to such heterogeneity. In order to do this, we
borrow aspects from MARLA and allocate more than one job per node. This way,
the faster (and/or more energy efficient nodes) can take on additional tasks and
leave the slower (and/or less efficient nodes) to cool off and consume less power.
In order to meet these design goals we begin with an NFS distributed filesys-
tem. Following this, we have set up job allocation in the following way:
1. Split the input into a user-defined number of tasks. In later chapters we will
perform additional testing to determine the optimal number of splits without
having to necessarily rely on user discretion.
2. Perform the following simultaneously:
(a) Distribute one job to each node in the cluster.
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(b) The master node starts a thread that notes each node’s temperature to
see if it is above a certain threshold. Currently the temperature thresh-
old is also user-defined. It may be necessary in the future to set up indi-
vidual node thresholds because some chipsets have a higher operating
temperature than others.
3. Once a node has completed its first task, if its temperature is below the user-
defined boundary temperature, we allocate another task to that node. How-
ever, if the temperature exceeds the boundary temperature, this node simply
waits until either its temperature is low enough to run another task, or the
job completes.
This process repeats as long as there is work to be done. Once all work has
been assigned, the fault tolerance module begins work and distributes jobs with-
out regard to temperature of a node. Note that this trade-off is made to preserve
fault tolerance; without it a task may get stuck waiting for nodes to cool down and
the job may never finish. Since there are user-defined parameters in this imple-
mentation, we will first discuss the impact of each of these parameters, beginning
with the boundary temperature, then moving on to number of tasks assigned to
the cluster.
2.4 Implementation
We designed our MapReduce framework so as to exploit the implicit heterogene-
ity of some MapReduce clusters, and in order to accomplish this we relied on two
user-defined parameters. The first such parameter is the boundary temperature,
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which is used to determine the temperature at which a node should no longer be
considered for rescheduling. The second such parameter is the number of tasks
that are created from a single MapReduce job; with each task corresponding to a
subset of the input file. User-defined parameters lend to variability in our MapRe-
duce implementation so we will first discuss the impact of each of these param-
eters, beginning with the boundary temperature, then moving on to number of
tasks assigned to the cluster.
2.5 Experimental Setup
We collect power data for one node in our cluster using a Watts Up? .Net power
meter. We do this as we make local decisions regarding energy consumption and
so as few as one node may have any power consumption changes. In an effort
to determine the actual realized power savings, we run tests designed so that the
single node takes on opposite sides of saving and consuming more energy. As
per discussions in related work [17, 16] the energy level of the master node is not
measured, since the master node contributes approximately the same amount of
energy to the cluster, regardless of the cluster’s size. These works also do not
report power consumption on behalf of the network switch because when a cluster
is not isolated such results could corrupt the data if other machines are utilizing
the network.
The cluster is set up with our master node having the following specifications:
• Intel Xeon CPU 5150 @ 2.66GHz
• 4MB L2 Cache
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• 64-bit Linux 2.6.32
and with our worker nodes having the following specifications:
• Intel Xeon CPU 5150 @ 2.66GHz
• 4MB L2 Cache
• 64-bit Linux 2.6.32
with the exception of our metered worker node, having the following specifi-
cations:
• Intel Xeon CPU E5320 @ 1.86GHz
• 8MB L2 Cache
• 64-bit Linux 2.6.32
Additionally, all nodes in the cluster have the lm-sensors [53] package installed
in order to be able to determine the CPU temperature of each node. It is important
to note that although 80% of the worker nodes have the same configuration, two of
the non-metered worker nodes ran with a higher average CPU temperature than
the others. One such node had a tendency to run just over 100◦C, and the other
such node ran just over 115◦C. The data is shared between nodes using NFS, hosted
on a local server, but the framework makes no assumptions regarding the setup
and any shared filesystem could be used. Looking forward, this kind of flexibility
is necessary as research in the area of green distributed file systems is in progress,
see [39, 84]. As breakthroughs are made, our system must be adaptable and able to
realize the changes necessary to find power savings. Each of our experiments used
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the traditional WordCount application. The average of all iterations of a given
experiment is reported.
2.6 Parameter Exploration
In this section we describe the results of the experiments performed on the cluster
as described in Section 2.4.
2.6.1 Boundary Temperature Sensitivity
Based upon the way our framework is designed, the temperature that is used to
decide whether or not a node is able to take on more work is a parameter that
can limit performance. In light of this, we perform all tests with three different
temperatures as our boundary temperature. As was described in Section 2.4, 20%
of the worker nodes had a tendency to run at a higher temperature than the other
80%. As such, the boundary temperatures we selected were 80, 90, 100, 110, 120,
and 130◦C. However, for the sake of brevity, we will only discuss data from 80, 110,
and 120◦C as they correspond to 60%, 80% and 100% reschedulable workers and
the results for 90 and 100◦C, mimic those of 80◦C, similarly for 120 and 130◦C.
The depiction of some of these experiments is shown in Figure 2.2. The graphs
in this figure all have Execution Time in seconds on the Y-axis and File Size in MB
on the X-axis. The first graph displays the data from tests executed when the num-
ber of tasks is equal to the number of workers. The second graph displays the data
from tests executed when the number of tasks is two times the number of work-
ers. The final graph displays the data from the tests executed when the number
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Figure 2.2: Execution time comparison of Boundary Temperature settings relative
to the ratio of the number of tasks to worker nodes.
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of tasks is three times the number of workers. The graphs show that when the
temperature is considered in scheduling additional tasks, as the boundary temper-
ature decreases, the execution time increases in nearly all cases. This is because
when the temperature of a node exceeds the boundary temperature, the node is
considered to be temporarily dead.
A boundary temperature that is set too close to the idle temperature of the
CPUs in the cluster could potentially make it such that very few nodes are eligible
for obtaining a second task after completing their first task. This also means that
there is potential for a live-lock to occur. In order to eliminate this possibility, some
knowledge of the cluster to which this framework is deployed can provide a guar-
anteed means of preventing such conditions. Ideally, if the idle temperature of all
nodes was known prior to deployment then the boundary temperature can be set
so that there is an ample temperature range between an active node and an inactive
node. Further evidence of the importance of properly setting user-defined vari-
ables, is seen in the increase in execution time as boundary temperature decreases.
We can also see that as we reduce the ratio of tasks to worker nodes the effects of
changes to the boundary temperature are reduced. Note these trends displayed in
the second and third graphs of Figure 2.2. In the third graph, there are three times
as many tasks as there are workers, and the improvement in turnaround time in-
creases as the file size increases. Comparing this to the second graph, where there
are only twice as many tasks as there are workers, the improvement in turnaround
time over the data points in the first graph are minimal at best, and there is not a
marked improvement in turnaround time as file size increases.
Figure 2.3 shows graphs that have the total change in watts of power consumed
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Figure 2.3: Induced power comparison of Boundary Temperature settings relative
to the ratio of the number of tasks per worker node.
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on the Y-axis and File Size in Bytes on the X-axis. Figure A displays the data from
the tests executed when the number of tasks is 3 times the number of workers.
Figure B displays the data of tests executed when the number of tasks is 2 times
the number of workers. These graphs show the exact same trend as the turnaround
time graphs in 2.2. This means that fine-tuning the boundary temperature to the
cluster this framework will be deployed on can save a significant portion of power.
Note that these trends are not absolute. In our experiments the node that we tested
for power consumption did not run hot, but was a slow node. As such, it executed
jobs when the temperature was too high on the hotter nodes, despite it being a
slow node. Consequently, this node was not chosen when there were a smaller
number of available jobs and cooler, faster nodes could accept them instead. In
order to illustrate this we will look at Figure 2.4.
This graph has the total change in watts of energy consumed on the Y-axis and
the number of jobs available with respect to the number of worker nodes in the
cluster on the X-axis. This graph presents these data points and separates them
out by the boundary temperature at the time the data points were recorded. Note
that this figure indicates that the power consumed varies quite a bit based upon
how many jobs are spawned and what percentage of the nodes will be deactivated
after their first job. Now we will turn our attention toward the splitting of data
into jobs based upon the number of nodes in the cluster.
2.6.2 Data Split Sensitivity
Observe Figure 2.4, it can be determined that part of our heterogeneous cluster’s
success at processing MapReduce data quickly is dependent on how well we split
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Figure 2.4: Induced power for each configured Boundary Temperature while in-
creasing the number of tasks for a given job.
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our data. To further analyze this we will consider how much the file size depends
on how many pieces we can split it into. Since there is some amount of overhead
associated with stopping and starting a MapReduce job in any framework, we will
consider how the splitting of various size files into multiple pieces impacts our
overall throughput. In 2.5 we see data for execution time based upon number of
splits for a 500MB and a 1GB file. While this same test was performed on a file of
250MB and 2GB as well, this data is omitted because the 250MB file has a similar
fit to the 500MB file, and the 2GB file has a similar fit to the 1GB file. Instead we
will analyze the 500GB and 1GB files, and we will discuss their similarities and
differences. The graph in Figure 2.5 has an X-axis that represents the number of
jobs as a percentage of the nodes in the cluster, and a Y-axis that represents the
execution time of the MapReduce job in seconds. There is one dataset for each
temperature threshold that the scheduling was based on. This graph is from a file
of 500MB. The graph in Figure 2.6 is the same that in Figure 2.5 except that it is for
a file of 1GB.
Both graphs in Figure 2.5 and 2.6 show two intersecting points, the first one
is at a task to node ratio of one. This value represents when there are exactly as
many tasks as there are nodes, which is the traditional ratio used by MapReduce
frameworks. The next point of intersection is at a task/node ratio of two. This
intersection was predictable, as it is probable that the delay between the fastest
and slowest nodes finishing jobs is less than the time it takes to execute the task,
thus resulting in each node getting two tasks.
An interesting observation is that when the number of tasks is three times the
number of nodes, we do not see an intersection point. One possible explanation
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Figure 2.6: Execution time of 1GB file relative to the number of file splits, per
boundary temperature
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for this can be seen when comparing this to the intersection that occurred at the
task/node ratio of two. At this point we saw that each node was given two tasks
to complete and we determined that this likely happened as the delay between
the fastest and slowest nodes completing a job is less than the the time taken to
execute one job. However, at the task/node ratio of three, the tasks are shorter
because there are more of them, and it is now more likely that the delay between
the fastest and slowest nodes completing a job is more than it takes to execute one
job. It is important to note here that our cluster is only moderately heterogeneous,
and that more heterogeneity would show a vast change in the effectiveness of a
given task:node ratio.
We can also see from both sets of graphs that the threshold temperature value
is a contributing factor to execution time as the number of splits increases. This
makes sense as a MapReduce job can complete only as fast as the slowest node
completes the job. For this reason a decrease in the boundary temperature results
in an increase in the execution time. Note that when the boundary is low enough,
several nodes are effectively removed from the cluster and so the remaining nodes
become slowed down by having to do a larger percentage of the work. However,
our cluster is only moderately heterogeneous and we hope that with a larger, more
heterogeneous setup, lower boundary temperatures may not as dramatically shift
execution time.
One feature that defines each of these graphs is the relative smoothness of each
of the temperature plots. In the 500MB graph, the 110◦C plot has the least vari-
ation in the slope of its various segments, whereas in the 1GB graph, the 120◦C
plot has the least variation in the slope of its segments. The sum of the variance
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in the slopes of all segments in the 500MB file is 194.5, whereas the same value
for the 1GB file experiments is 731.9. This means that as the input size grew by a
factor of two, the variance grew by 376.3%, nearly a factor of four. With respect to
the 500MB file experiments, we see that our results are more consistent (indepen-
dent of the number of file splits) if we leave some of our thermally excited nodes
out of rescheduling. The data from the 1GB file experiments tells us that as file
size increases the number of splits becomes increasingly important. The results of
subsection 2.6.1 together with subsection 2.6.2 indicate that as the number of tasks
increases and the data size grows the framework becomes less dependent on the
boundary temperature, indicating that the framework is scalable.
2.6.3 Power Savings
As was discussed in Section 2.4 for our experiments we collected data on a single
worker node as we made local decisions regarding job scheduling and hope that
such decisions will translate to global power savings. While our present experi-
ments do not consider the power consumption of the entire cluster, these experi-
ments serve to act as a proof of concept that our decisions regarding temperature
adjust the temperature and power consumption of individual worker nodes, with
cluster power savings being quantified at a later date.
Consider the results of our power analysis on a single node as presented in
Figures 2.7, 2.8, 2.9, and 2.10. Each of these figures has the total change in watts of
power consumed on the Y-axis and the number of tasks available with respect to
the number of worker nodes in the cluster on the X-axis. The data for these graphs
varies based on file sizes of 250MB, 500MB, 1GB, and 2GB respectively. The data
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Figure 2.7: Induced power per boundary temperature relative to the number of
splits for a file of size 250MB.
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Figure 2.8: Induced power per boundary temperature relative to the number of
splits for a file of size 500MB.
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Figure 2.9: Induced power per boundary temperature relative to the number of
splits for a file of size 1GBB.
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Figure 2.10: Induced power per boundary temperature relative to the number of
splits for a file of size 2GB.
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is also separated by the boundary temperature at the time the data points were
recorded. We consider only the additional power (total power - idle power) for
reasons discussed by [11].
As with several other trends, we see that both the boundary temperature and
the number of splits play an important role in the realized energy savings. We can
see from this node, that as it is not used for rescheduling when the number of jobs
is low, power is saved over the traditional one task per node approach presented in
MARIANE [27]. We see in the 2GB file case that when the boundary temperature
is 80◦C there are two peaks of power consumption, and these peaks correspond to
when the node is rescheduled once and twice. When the node is not rescheduled
and the tasks become shorter (the number of splits increases) our power consump-
tion demands decrease. We see similar trends in the other boundary temperatures
as well, where the data reaches two local minimums and two local maximums,
with the minimums located just before an extra task is scheduled, and the maxi-
mums occurring just after.Note that as the number of tasks increases, the disparity
between the minimum and maximum is decreased.
Another noteworthy trend is that compared to the data using the number of
splits and the execution time, more data points have similar values amongst the
various temperature boundaries when change in power is considered, especially
as the file size increases. In the 250MB example, there are 3 cases where the range
of the values graphed at each temperature falls less than 10% of the average of
those values; this is true of both execution time and power. In the 2GB exam-
ple, there are 4 cases where the range of the values graphed at each temperature
falls less than 10% of the average of those values with respect to execution time;
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where there are 6 such cases with respect to Watts, an 18.18% increase in similar
values. This trend confirms that boundary temperature does effect the job’s execu-
tion time, it effects the single node’s power consumption only when the boundary
temperature forces the node to take on additional tasks. These results indicate
that there is some balance achievable between power savings and execution time
by adjusting the boundary temperature, namely that even though execution time
varies with boundary temperature, we see that the power consumption is 18.18%
more consistent.
2.7 Comparison With MARLA
As performance is necessary for any successful MapReduce framework, we will
take this section to discuss the effects that scheduling for energy awareness has on
performance. In our view, some performance loss is acceptable if there is an energy
savings. However, as was pointed out in other work [42] the longer a machine is
active, the more energy it consumes, so performance still remains a priority. In
this section we will discuss the performance impacts of setting various elements of
our framework, comparing our framework to another framework also based upon
MARIANE[27], MARLA[28]. The primary difference between our framework and
MARLA is that we have scheduled this framework for energy awareness, whereas
MARLA schedules for performance alone. Comparing our framework to MARLA
is sufficient since MARLA has been compared to Hadoop and MARIANE; showing
improved performance over these other frameworks in heterogeneous clusters.
Figure 2.11 has the number of splits as a percentage of nodes in the cluster on
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Figure 2.12: Execution time with respect to the number of splits of a 2GB, and a
boundary temperature of 110◦
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the X-axis, and the execution time of the job in seconds on the Y-axis. It also dis-
plays the results for MARLA and our framework, a modified version of MARLA,
with a boundary of 110◦C at the 250MB file size level. Similarly, Figure 2.12 plots
the same information except with respect to the 2GB file size level.
Recall from Section 2.2 that a framework that works well in a heterogeneous
environment will be better suited to energy adaptive scheduling, as no cluster is
truly homogeneous for scheduling. Our results in Figures 2.11 and 2.12 indicate
that our only performance loss over MARLA occurs when the number of splits and
the runtime length of each split precludes some nodes from being rescheduled due
to their temperature variations. For this reason, we can see why it takes remark-
ably longer for our framework to complete in the window with the number of
tasks between 160 and 200% the number of nodes; as well as after 240% where the
runtimes begin to diverge. Recall from the previous section that this same scenario
also changes the power consumption of an individual node. This is an expected
result, but it shows that if our framework is properly tuned to have the appropri-
ate boundary temperature for the given heterogeneity of the cluster, we can realize
times on par with those discussed in MARLA [28]. Since we know that our exe-
cution times are similar to those that we gathered using MARLA, we can see that
some power savings on the cluster level may be achieved. The graphs in Figures
2.13 and 2.14 have the number of splits as a percentage of nodes in the cluster on
the X-axis, and the change in power consumption in watts on the Y-axis. The graph
displays results for MARLA and our framework, a modified version of MARLA,
with a boundary of 110◦C at the 250MB and 2GB file size level respectively.
We saw that the results of Figures 2.11 and 2.12 indicate that the turnaround
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and a boundary temperature of 110◦, compared to MARLA
44
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
100% 120% 140% 160% 180% 200% 220% 240% 260% 280% 300%
In
du
ce
d 
Po
we
r (
W
at
ts)
Number of Splits (As Percent of Nodes)
2GB Power Consumption
MARLA
Modifed
Figure 2.14: Execution time with respect to the number of splits of a 2GB file, and
a boundary temperature of 110◦, compared to MARLA
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times of our framework are similar in many instances to those of MARLA. After
noting this, we decided that if we realized power savings on a single node between
our framework and MARLA, we should be able to realize power savings through-
out the cluster given the right configuration of our framework. We present our
results in Figures 2.13 and 2.14. When the file size is small, e.g. in the case of the
250MB file size, our power consumption closely follows the trends and values of
the unmodified MARLA framework except that the changes in power consump-
tion occur in our framework before they do in MARLA as we eliminate one node
from the cluster since our boundary temperature in this instance was 110◦C. How-
ever, when the file size is large, e.g. in the case of a 2GB file size, we see a much
smoother trend of power consumption in our framework than we do in MARLA.
While our framework continues to attain its minimum and maximum power con-
sumption with a smaller number of tasks than MARLA, we see that some power
savings are realized and that our framework provides a method for scheduling
MapReduce applications for energy.
2.8 Conclusions
In this chapter we designed and implemented a MapReduce framework whose
scheduling is dynamic and energy aware. Offering the following contributions:
• Establish a positive correlation between CPU temperature and power con-
sumption, and we used this correlation to try and assign jobs to nodes that
are not as hot as other jobs.
• Design and implement a MapReduce framework that is able to utilize the
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correlation between power and CPU temperature.
• Test various user-defined characteristics of our framework in an effort to de-
termine the effect each of them has on the success of our framework with
respect to both turnaround time of the job and power consumption of an
individual node.
• Show potential for a MapReduce framework that can schedule in an energy-
aware manner without having to rely on expensive power hardware attached
to each node.
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Chapter 3
Considerations for Combating
Performance Heterogeneity
Author’s note: The text in this chapter is largely from my conference paper "Con-
figuring A MapReduce Framework for Performance-Heterogeneous Clusters" [32]
and my journal paper "Performance Analysis of Adapting a MapReduce Frame-
work to Dynamically Accommodate Heterogeneity" [33].
3.1 Design
3.1.1 Deferred Binding of Tasks
We wish to characterize the performance of delayed mapping of data and tasks
to worker nodes in the MARLA MapReduce framework. This section describes
important MARLA features and distinguishes MARLA from Hadoop, primarily
with respect to how the two frameworks operate on performance heterogeneous
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clusters. We have described MARLA in more detail elsewhere [28], including its
performance improvements on load-imbalanced clusters.
The uniform map and reduce methods, applied by all nodes holding similarly
sized data in traditional MapReduce implementations, like Hadoop create perfor-
mance problems when nodes have non-uniform processing capabilities. When some
nodes are faster than others they finish their work more quickly. However, the
cluster must also wait for the slow nodes to complete their tasks before presenting
the output to the user.
In previous work we designed MARLA (MApReduce with adaptive Load bal-
ancing for heterogeneous and Load imbalAnced clusters) [28]. MARLA is a MapRe-
duce implementation designed to work directly with existing file systems in a clus-
ter instead of relying on the Hadoop Distributed File System (HDFS) [4]. Whereas
Hadoop [3] is closely coupled with HDFS [4], its file system, MARLA [28] and its
predecessor MARIANE [27] are built to focus solely upon map and reduce task
management. In order to accomplish this, MARLA depends upon a networked
file system, which serves to decouple the data management and the framework
itself, allowing the framework and the File System to each perform the task for
which they were designed. MARLA was developed specifically for High Perfor-
mance Scientific Compute clusters, such as those at the National Energy Research
Scientific Computing (NERSC) Center [5]. Traditionally, in order for these labs to
accommodate Hadoop, the cluster must be partitioned into pieces where some are
allocated for use with Hadoop only. In order to eliminate this need, MARLA is able
to operate on any existing shared file system such as NFS or GPFS [6]. Incidentally,
this also opens up the MapReduce programming model to scientific applications
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that require POSIX compliance, which HDFS does not currently support.
Clusters whose nodes possess non-uniform processing capabilities (some nodes
faster than others) undermine Hadoop’s strategy of partitioning data equally across
nodes and applying map and reduce methods uniformly. Workers on fast nodes fin-
ish their work quickly but must wait for straggler workers on slower nodes before
the application completes.
MARLA works directly with existing cluster file systems instead of relying
on the Hadoop Distributed File System (HDFS) [4]. MARLA and its predeces-
sor MARIANE [27] instead focus solely on map and reduce task management.
MARLA uses a networked file system (e.g. NFS) to decouple data management
from the framework, allowing the framework and the file system to address their
separate concerns independently. MARLA specifically targets high performance
scientific compute clusters, such as those at the National Energy Research Scien-
tific Computing (NERSC) Center [5]. To run Hadoop and HDFS, these HPC cen-
ters typically partition their clusters and dedicate sub-parts for exclusive use by
Hadoop [27]. MARLA can instead operate on existing shared file systems such as
NFS or GPFS [6]. This feature increases the number of nodes available for MapRe-
duce jobs, removes the requirement that individual nodes contain significant local
storage, and enables MARLA to support scientific applications that require POSIX
compliance.
In MARLA the Splitter manages the Input and Output of the framework. This
module is responsible for using the framework configuration parameters to divide
the input into separate chunks. In this case, the input is split based on two com-
ponents. The first component is the number of tasks, and the second component
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is the number of cores on each of the worker nodes. Both of these values are de-
fined by the user in the framework’s configuration file. The number of tasks splits
the data into primary input chunks, so that each worker requests a specific task
and receives all data corresponding to that task. The number of cores is used to
sub-divide a task into smaller chunks, one for each of the specified cores so that
the workers can benefit from multi-threaded processing. On the other hand, with
Hadoop, the data is split based upon block size where it is divided and replicated
across the cluster. The individual data splits are placed based on several factors
and placement changes the task assignments of various nodes. This data place-
ment mechanism binds tasks to workers at an early stage. While these bindings
are not permanent (tasks can be migrated later) there is a preference implicit in
this system, and this preference makes it difficult for Hadoop’s straggler mitigation
technique to adapt when clusters are partially upgraded.
The MARLA Splitter manages framework I/O. Framework configuration pa-
rameters drive and determine the division of application input into chunks.
Different configuration parameters specify:
• the number of tasks
• the number of cores on each worker node
Workers request tasks and receive all associated input chunk data. To facilitate
processing in a heterogeneous environment, MARLA allows the user to configure
a number of tasks for the data to be split into. This parameter defines how many
data chunks the input should be divided into, which allows the user to adopt a
bag-of-tasks approach to combating heterogeneity. After the Splitter divides the
tasks into input data chunks, it sub-divides those chunks into as many sub-tasks
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as there are cores on each worker node, a value defined by a framework parameter.
This is done to facilitate multi-threading on worker nodes. When a worker node
requests a task, the file handle gets passed as an argument, and the file system
ensures that the worker node can access the file.
Hadoop instead splits and replicates data based on block size, and places it
based on node storage capacity, among other factors. Data placement influences
the nodes on which workers complete tasks, often well before the application runs.
Although tasks can migrate from one node to another at the request of the Master,
the system’s implicit preference toward local tasks makes it difficult for Hadoop’s
straggler mitigation technique to keep up with the non-uniform processing capa-
bility of the cluster nodes when only portions of the cluster have been upgraded
as described in the literature[7, 76].
With I/O handled by the Splitter, the TaskController, also known as the Master
makes the map and reduce code provided by the user available to the worker nodes,
and starts and stops the MapReduce job. The TaskController monitors task progress
on behalf of the worker nodes, and resubmits failed tasks to the FaultTracker.
The FaultTracker monitors which tasks have failed on a task-by-task basis. Nodes
that failed to properly complete their assigned task are put on a short temporary
leave while their failed task is re-tried. The FaultTracker issues a strike to any
worker node that failed to complete its assigned task if another worker was able to
complete that same task. After three strikes a worker is deemed faulty and black-
listed from further participation in the job.
MARLA’s TaskController, or Master, makes the user’s map and reduce code avail-
able to workers, and starts and stops MapReduce jobs. The TaskController monitors
52
task progress on behalf of worker nodes, and resubmits failed tasks to the Fault-
Tracker. The FaultTracker monitors tasks for failure, issuing a ”strike” against any
node that fails on a task that a worker on another node successfully completes.
Three strikes relegate a worker to a blacklist, precluding it from further participa-
tion in the job.
Recall that as part of the traditional MapReduce model, a job can only execute
as quickly as its slowest task. A slow-running task produces a bottle-neck that can
have a negative impact on turn-around time. A task that is slow can be the result
of a node that lacks processing power, a node that is burdened with external load,
or even variances in input that require additional processing. To be able to adapt
to these challenges without making assumptions based upon static performance
results, or profiling of nodes, we introduced the bag-of-tasks mechanism to combat
both static and dynamic heterogeneity.
Originally, the slowest MapReduce tasks, straggler tasks, limited and deter-
mined the turnaround time of larger MapReduce jobs. Causes of straggler tasks
include less capable node hardware, external load, and variances in input chunk
data, some may require more processing than others. To adapt to these challenges
without making assumptions based on static profiling, MARLA supports the bag-
of-tasks model to combat both static and dynamic heterogeneity.
With these features in mind, our motivation for this work is to determine the
cost associated with the adaptability provided by a bag-of-tasks approach to task
management within the context of a MapReduce framework. The work presented
in this paper seeks to analyze the optimal configuration required to adapt to a
heterogeneous cluster by assigning multiple tasks per node. There is a trade-off
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associated with adding more tasks since each task generates additional overhead.
At the same time, additional tasks means each individual task is smaller, which
allows closer approximations for equivalent workload distribution.
Following this we characterize the performance of this bag-of-tasks approach
within a MapReduce framework. We identify beneficial framework configurations
for adapting to performance-heterogeneous clusters. Assigning increasing num-
bers of tasks per node allows frameworks to divide data and tasks to better match
node capabilities, but invites overhead.
3.2 Experiments
In order to experimentally simulate small differences in heterogeneity, we perform
incremental upgrades of worker nodes within the cluster. As described by Ripal et
al. [55], data centers perform incremental upgrades of their compute and storage
infrastructures approximately every two years.
Our experiments run on the Binghamton University Grid and Cloud Computing
Research Laboratory experimental research cluster, which comprises the following
components:
• 1 Master node running a 4 core Intel Xeon 5150 @ 2.66GHz and 8 GB RAM
• 24 Baseline nodes - 4 core Intel Xeon 5150 @ 2.66GHz and 8 GB RAM
• 24 Faster nodes - 8 core Intel Xeon E545 @ 2.33GHz and 8 GB RAM
• 12 Fastest nodes - 32 core Intel Xeon E5-2670 @ 2.60GHz and 126 GB RAM
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Each node runs 64-bit Linux 2.6.32 and shares an NFS server. To emulate clusters
that evolve as described Ripal et al. [55], who report that data centers perform
partial upgrades of their compute and storage infrastructures approximately every
two years, we model incremental upgrades by enabling different portions of the
cluster containing different combinations of the three classes of machines.
We do not include performance data for Hadoop as it does not support deferred
binding of tasks. In our earlier work, we compared Hadoop with our MARLA
framework for load imbalanced and fault-tolerance scenarios [28]. The comparison
shows that MARLA and Hadoop had a similar performance profile for processing
floating point data in a homogeneous cluster. However, in 75-node cluster with
600 cores, in which 75% of the nodes have third-party CPU and memory loads,
MARLA takes 33% less time than Hadoop to process 300 million matrices. For
the widely used MapReduce benchmark of processing a 0.6TB file for word fre-
quency count, Hadoop and MARLA were tested for fault tolerance. In this test, a
32-node cluster progressively lost 6, 8, 10, 12, 14, and 16 nodes. The results showed
that MARLA consistently performed better than Hadoop when faced with loss of
nodes.
For the experiments in question we multiply matrices containing random float-
ing point values. The CPU-intensity of matrix multiplication emulates the charac-
teristics and requirements of many Big Data applications. The differences between
Baseline, Faster, and Fastest nodes lie primarily in processor speeds and the num-
ber of cores; therefore, CPU-intensive applications highlight this difference most
effectively. We report the following:
• The average time for ten runs of each experiment
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• The number of 33× 33 matrices that are multiplied
We design and run experiments on a cluster that utilizes a centralized file sys-
tem (NFS). We limit the scope of this paper to the realm of NFS for two reasons.
The first is based on our prior work MARIANE [27], in which we discuss how
it is often the case that HPC environments are unable to utilize the MapReduce
paradigm because of the burdens imposed by HDFS. The MARLA framework uti-
lizes the same code-base as MARIANE as it was also designed with such HPC
environments in mind. A comparison of how the use of HDFS has an effect on
the performance of a MapReduce framework in such an environment was previ-
ously considered in work out of this lab [27]. The second reason we restrict our
experiments to use of a centralized data store is because of evidence that suggests
that many companies, like Facebook, use NFS alongside HDFS when processing
Big Data [70]. Since HDFS does not support late-binding of tasks to workers, and
that is the aspect of this framework we wish to study, we limit our study to an
NFS-based environment.
3.2.1 Clusters with Two Levels of Nodes
The first set of experiments varies the cluster configuration, the split granularity
(that is, the number of tasks-per-node into which the framework splits the prob-
lem), and the input data size. In particular, we run tests for all combinations of the
following:
• Cluster configuration: 16-node clusters with some Baseline nodes and some
Faster nodes, varying the percentages of each in increments of four nodes, or
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25% of the cluster nodes.1
• Split granularity: We vary the number of tasks per node from one to four. To
utilize the upgraded nodes most effectively, the number of cores parameter
of the MARLA framework is defined as eight. Recall that this parameter
defines how many sub-tasks to attribute to each task.
• Problem size: We use input matrices of size 33× 33 randomly generated float-
ing point values, multiplying 500K, 750K, 1M, 1.25M, 1.5M, 1.75M, 2M, and
2.25M matrices during execution of the various MapReduce jobs.
Section 3.3.1 contains results for this set of experiments.
3.2.2 Clusters with Three Levels of Nodes
The second set of experiments studies the effect of introducing the third class of
Fastest nodes. We vary a 24-node cluster to contain all Baseline nodes, and then
a variety of upgrade combinations. In particular, we vary the number of Faster
nodes from zero to twenty-four, in increments of two. We simultaneously vary
the number of Fastest nodes from zero to twelve, in increments two. We use tuple
notation 〈b, f, t〉 to indicate the number of nodes at the 〈b = Baseline, f = Fast, t =
Fastest〉 levels. We run tests for all tuples 〈b, f, t〉 in the following set: {〈b, f, t〉|
b ∈ [0, 24], f ∈ [0, 24], t ∈ [0, 12]; 2b, 2f, 2t ∈ N; b + f + t = 24}.
In this configuration, we also vary the number of cores per worker alongside
the number of tasks. This is done to identify what happens when the number of
cores in the configuration file is not reflective of the actual number of cores on the
1We do not use the Fastest node configuration for this set of experiments.
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most powerful of the nodes. To do this we consider splitting the tasks into 8 sub-
tasks as we did for the previous experiments; we also consider splitting the tasks
into 32 sub-tasks in an effort to take full advantage of the Fastest nodes. As with
the previous set of experiments, we also vary the number of tasks. We vary this
parameter in the same manner as the previous set of experiments, from one to four
times the number of nodes in the cluster.
In an effort to understand the effects of this framework parameter, we add an
additional test where we consider a task count equal to five times the number of
workers, with a sub-task count set at 32. Section 3.3.6 contains results for this third
set of experiments.
3.3 Results
3.3.1 Variable Data Size Through Upgrade
This section describes results from tests that vary three different aspects of a MapRe-
duce matrix multiply application running over MARLA. In particular:
• Increasing the split granularity, the number of tasks per worker node into
which the original data set is split, provides more opportunity for Faster
nodes to receive and complete more work in smaller chunks than slower
nodes. In a 16 node cluster, results describe sets of runs with data split into
16 tasks (1 per node), 32 tasks (2 per node), 48 tasks (3 per node), and 64 tasks
(4 per node).
• Altering the performance-heterogeneity of the cluster influences the degree to
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which the system requires straggler mitigation. Results describe sets of runs
on a homogeneous system of all Baseline nodes (labeled “0% Faster” in fig-
ures), a system with 25% of the system upgraded to Faster nodes, systems
with 50% and 75% Faster nodes, and a homogeneous system of 100% Faster
nodes.
• Varying the problem size ensures that trends exist as computational require-
ments of the application increase. Experiments set the size of matrices at
33 × 33 floating point numbers, and set the number of such matrices in the
input data at 500K, 750K, 1M, 1.25M, 1.5M, 1.75M, 2M, and 2.25M matrices.
Four split granularities, five performance-heterogeneity levels, and eight input set
sizes translate to 160 different tests. Graphs depict the averages of ten runs of each
test. We plot portions of the data in several different ways to explore trends and
highlight results that provide insight.
3.3.2 Traditional Coarse-Grained Splits
Figure 3.1 plots only the data for the most coarse grain split granularity of one task
per worker node. This split mirrors the default behavior in Hadoop and explic-
itly disallows straggler mitigation because all nodes (no matter their capability)
receive exactly one task at the outset of the application. Each group of five bars
corresponds to a different problem size along the x-axis, the y-axis reflects execu-
tion time, and each bar corresponds to a different performance-heterogeneity (or
upgrade level). Larger problem sizes take longer to finish, and clusters with 75%
and 100% upgraded nodes outperform less capable clusters. However, a homoge-
neous cluster with all Baseline nodes, and clusters with 25% and 50% upgraded
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nodes all perform the same.
To understand this behavior, consider an example. Suppose we have N worker
nodes and we assign N + 1 approximately equal sized tasks to each of them. In
order for this running time to be comparable to the case where we have N tasks for
N nodes, we would need a cluster configured in such a way that the fastest node
is nearly twice as fast as the slowest node. In this scenario, the fastest node takes
two tasks of equal size, and the slowest node takes one task of that same size. This
implies that the execution time of the job is not related simply to the speed of the
slowest node, but to the speed of the fastest node relative to the slowest node.
Expanding this example shows us that in order for our cluster to be able to
achieve a performance improvement with 3N tasks per worker, the fastest node
would have to be able to compute at least one of the slowest node’s tasks; meaning
that the fastest node would have to complete three tasks before the slowest node
could finish two tasks. Note that the turnaround time in this case will then depend
on the ability of the fastest node to complete four tasks, but that it is sufficient to
complete three tasks before the slowest node completes two tasks. This is because
once three tasks have been completed by the fastest node it will be free to request,
and receive, more work from the Master which will prevent the slowest node from
receiving that same work. In this scenario, the fastest worker node would have to
be just over 1.5 times the speed of the slowest worker. In addition to this, there
would need to be enough faster nodes in the cluster to be able to prevent all of the
slower nodes from requesting an additional (third) task.
Because of this, for a traditional coarse-grain data split, initial upgrades to the
cluster (even upgrading half of the cluster to machines with faster processors and
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Figure 3.1: Execution time for the traditional one-task-per-worker initial data split,
for different problem sizes and cluster upgrade levels
twice as many cores) does not improve matrix multiplication performance. Over-
all application performance depends on stragglers on slower nodes, and the coarse
grain split precludes straggler mitigation. Upgrading most (75%) or all of the clus-
ter to Faster nodes does improve performance.
3.3.3 Progressive Granularity Changes
In order to analyze what happens as we move from coarse granularity to fine gran-
ularity with respect to the number of tasks, we perform experiments for each mul-
tiple of the number of worker nodes as we move from one task per node to four
tasks per node. The results of this class of experiments follows are similar to those
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Figure 3.2: The execution times of workloads when we follow a two tasks per
worker splitting rule as we incrementally perform upgrades on a subset of the
nodes.
seen in Figure 3.1 and the analysis provided in Section 3.3.2.
Doubling The Number of Tasks
In this set of experiments, we consider what happens when we double the num-
ber of tasks from one task per worker to two. These results are presented in Figure
3.2. When we compare these results with those found in Figure 3.1 and described
in Section 3.3.2, they are very similar. The largest degree of difference between
the two sets of experiments is 3.77%. The average degree of difference between a
one task per worker setup and the two task per worker setup is only 1.72%. The
increase in execution time is as a result of the overhead associated with worker
nodes having to request additional work.
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To illustrate the effects of the overhead, we consider the change in execution
time between one task per worker and two tasks per worker considering file size.
The difference is 2.91% on average for the smallest file size tested, but this differ-
ence steadily decreases as low as 1.01% as the file sizes increase. Since this dif-
ference is not as prominent for the larger file sizes, we determine that the over-
head associated with requesting additional work is relatively constant and does
not depend on problem size. This tells us that the percentage overhead associ-
ated becomes amortized. From this we can conclude that as long as the file size is
reasonably large, the cost of adding more tasks from the same data will not pro-
duce a heavy negative impact on our execution times provided the adaptability to
heterogeneity is necessary.
Further, we expect similar performance for the one task per node and two tasks
per node schemas in most cases. The reason that we expect this is because two
tasks per node does not allow much room for adaptability to heterogeneity. To
illustrate the inability to adapt at this level of tasks granularity, we present Figure
3.3. In the figure, the execution time of workloads is presented relative to their
execution time on the original (unupgraded) cluster. The trend of the data pre-
sented is that the execution times for the slightly upgraded clusters (25% and 50%
upgraded) are relatively consistent. These results also indicate a slight increase in
execution time for smaller file sizes relative to larger file sizes. This illustrates both
the overhead and the inability to adapt to heterogeneity at this level of task granu-
larity. In order to realize heterogeneity adaptability from such a small difference in
the number of tasks, the degree of heterogeneity would have to be high. In partic-
ular, for a cluster to be able to utilize the creation of one additional task per worker,
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a fast node would have to be able to reliably complete two tasks before the slowest
node finished one task. Otherwise, the slowest node would be able to request its
second task and the entire job would complete only once the slowest node com-
pletes its second task. In short, an upgraded node would have to be roughly twice
as fast as an non-upgraded node in order to see an improvement in execution time
when there are two tasks per node.
This has been partially addressed by the Tarazu Enhancement Suite [7] when
considering clusters that have both extremely fast and extremely slow nodes. In
particular, they consider a heterogeneous cluster of Intel Xeon server class hard-
ware and Intel Atom hardware. They discover that in Hadoop, "work stealing"
occurs, and is especially a problem toward the end of the map phase. In this sce-
nario, the Xeon nodes speculatively execute tasks whose data are local to the Atom
nodes. The non-local status of the data associated with the task is the cause of this
"work stealing" happening at the end of the map phase, since Hadoop’s specula-
tive execution prefers local tasks to remote ones. As a result of "work stealing",
the Xeon nodes prevent the Atom nodes from preforming their fair share of work.
Tarazu [7], a Hadoop enhancement suite mitigated this problem by adding in com-
munication aware speculative execution of tasks. However, this late map phase
"work stealing" is not a problem in our framework. Due to the data visibility af-
forded to MARLA by use of a networked file system, the concept of remote tasks
does not exist. Additionally, MARLA has no preference for local tasks over remote
tasks, as all data is visible to all nodes. The Tarazu enhanced Hadoop has not been
analyzed within the context of upgrading clusters as we have presented here; it fo-
cuses on the disparity between computation capabilities of Xeon and Atom based
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Figure 3.3: Overhead for when we follow a two tasks per worker splitting rule as
we incrementally perform upgrades on a subset of the nodes.
hardware, a drastic difference. We believe that a single node being upgraded to a
node whose hardware is slightly more powerful is a more plausible scenario for
existing data centers, as opposed to replacing one brawny node with eight wimpy
ones.
Further Splitting Tasks The results presented here correspond to what happens
when the number of tasks available is three times the number of worker nodes. We
look at these results explicitly, as well as comparing them to the results obtained in
previous sections.
As with the previous granularity shift, we expect some deviation from the pre-
vious results because three tasks per node allows slightly more room to adapt to
heterogeneity. From our results, the amount of overhead increases as we increase
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Figure 3.4: Overhead for when we follow a three tasks per worker splitting rule as
we incrementally perform upgrades on a subset of the nodes.
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the number of tasks. This is expected because additional return trips to the mas-
ter node are required to be assigned more work. This introduces stalling between
tasks, which reduces turn around time. In particular when these results are com-
pared to those presented in the previous section, the additional overhead as a result
of generating yet more tasks can be seen. In this case we see a maximum overhead
of 4.90% and an average overhead of 1.88%. Additionally, it is again confirmed
that overhead is amortized as the problem size grows, ranging from 3.19% over-
head as we move from two to three tasks per worker for the smallest problem size
to 0.48% overhead for the largest problem size.
Next consider the results seen in Figure 3.4. Here we expect to see similar re-
sults to that of 3.3. The data presented in this figure displays a slight change be-
tween a 25% upgraded cluster and a 50% upgraded cluster, a trend which is not
seen in Figure 3.3. This shows that while still not entirely able to adapt to this
particular level of performance-heterogeneity, three tasks per worker shows slight
performance improvements as smaller sections of the cluster are upgraded. This
indicates that further increasing the number of tasks will likely have a more dra-
matic impact on turnaround time for these smaller percentage upgrade scenarios.
This is something we consider in the next section.
Note that in the data presented thus far our cluster is not heterogeneous enough,
nor the task granularity small enough, to see an improvement in performance us-
ing the configurations presented. The reason we have not yet seen performance
improvements in most upgrade scenarios tested is because the upgraded nodes
are not fast enough as to be able to take over the execution of all additional tasks
that would be assigned to the stock (original) nodes when assuming all nodes will
67
process the same number of tasks.
3.3.4 Finer-Grained Splits
Figure 3.5 plots data for the same set of tests as Figure 3.1, for the finest granu-
larity of the initial data split. This provides the most potential for Faster nodes to
complete initial small assignments quickly and then retrieve more data and exe-
cute more tasks than slower nodes. In this case the Baseline homogeneous cluster
(0% Faster nodes) performs worst across all problem sizes, and the Faster homo-
geneous (100% Faster) cluster performs best, two unsurprising results. The other
three clusters, however, perform very similarly to one another across all problem
sizes, despite the disparity between the number of upgraded nodes.
For a finer-grain data split, MARLA[28] improves performance when the first
25% of the cluster is upgraded, but subsequent upgrades to 50% and 75% do not
yield performance gains. Only when the entire cluster runs Faster nodes do we see
the next level of application performance improvement.
We plotted but did not include results for the 32-tasks (2 per node) and 48-tasks
(3 per node) versions of Figures 3.1 and 3.5. The two omitted graphs plot data
whose values closely approximates the data for Figure 3.1. For example, runtimes
are only slightly longer in all cases for the 2 tasks-per-node experiments (on aver-
age, values are 1.75% longer and each individual value is within 4% of its counter-
part). The small increase reflects the small overhead of worker nodes requesting
extra work rather than receiving it in the initial split. Figure 3.6, described next,
adequately demonstrates the similarity of the data for the omitted graphs.
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3.3.5 Matrices Per Second
As problem sizes grow linearly (e.g. the x-axis in Figures 3.1 and 3.5) the aver-
age runtime for each set of tests also grows linearly. To view more data in one
place, and to highlight the effect of performance-heterogeneity and split granu-
larity across all tests, Figure 3.6 plots the average number of matrices multiplied
per second, for all six cluster configurations paired with all four split granulari-
ties. Bars corresponding to the Baseline homogeneous (0% Faster) and the 25%
and 50% upgrades reflect similar runtimes for splits of one, two, and three tasks
per worker, with a small decrease in slope reflecting overhead. Similarly, all four
splits perform better at 75% Faster and Homogeneous (100%) Faster upgrade lev-
els, across all task split granularities, including 4 tasks per node. With the finest
grain split that we tested, performance on the intermediate (25% and 50% upgrade
levels) clusters closely matches performance on the 75% upgrade level.
Thus, an application developer using a traditional coarse-grain split into 1 task
per node would not benefit from any incremental upgrades of subsets of cluster
nodes. Only when the entire cluster contains Faster nodes does performance in-
crease. Splitting an application into too few tasks (even 2 or 3 per worker node)
similarly does not allow the application to benefit from partial upgrades. Only
when the application splits into 4 tasks per worker does the application developer
benefit from incremental cluster upgrades. Even then, only an upgrade of the first
and last 25% of nodes improves performance. The upgrade of the first 25% allows
straggler mitigation strategies to become effective, and the upgrade of the last 25%
helps reduce the appearance of stragglers by turning the cluster homogeneous.
We plot Figure 3.6’s data differently in Figure 3.7. The downward trend across
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results within each of the four set of bars depicts the overhead associated with
worker nodes having to retrieve more work, rather than receiving one initial task.
In the two homogeneous clusters, the leftmost and rightmost sets of bars in Fig-
ure 3.7, this overhead does not pay dividends for any split granularities; the trend
continues through all four bars in both cases. Likewise, it does not pay dividends
for a cluster with 75% of its nodes upgraded. Within the 25% and 50% upgrade
levels, only the rightmost bar is taller, illustrating the need for enough (4) tasks
per node in the split to realize improved performance from the first 25% of nodes
being upgraded.
Conclusions: Cluster managers should not necessarily expect application per-
formance to improve at all due to partial upgrades, especially when the MapRe-
duce framework employs a traditional one-task-per-worker data split. Our results
in as displayed in Figures 3.6 and 3.7 suggest that even MapReduce frameworks
that attempt to mitigate the effect of stragglers through the creation of additional
tasks may succeed only in adding overhead, and not decreasing runtimes when
they do not provide an adequate number of additional tasks. Such frameworks
can, however, reap the benefits of partial upgrades with sufficient split granulari-
ties. In our tests, upgrading the first 25% of nodes allowed MARLA to mitigate the
effect of stragglers well enough to have matrix multiply perform as well as a more
capable cluster that included 75% Faster nodes.
3.3.6 Variability Between Upgrades
In this set of experiments, we don’t simply vary the nodes of the cluster over one
upgrade; instead, we consider the possibility of multiple upgrade options.
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When dividing the data for this set of experiments, the data was divided into
24 tasks (one for each node of the cluster), and each of those tasks was sub-divided
into 8 sub-tasks (one for each of the cores in the Faster nodes). This was done to
see how adaptable the MARLA framework is to a misconfiguration.
The results of this experimentation are presented in Figure 3.8 and illustrate
that there are two configurations of the cluster that produce approximately the
same run-time. These configurations occur as follows:
• 〈(65, 1.075), (16, 8.010)〉
• 〈(65, 1.075), (32, 8.010)〉
In this case, the speedup experienced by the 8-core nodes relative to the 4-core
nodes is 1.075; the corresponding speedup for 32-core nodes is 8.010. The runtime
of the application when the cluster is in either of these configurations is approxi-
mately the same as when the cluster was completely upgraded once. This tells us
that even though a minimal number of tasks have been generated and the cluster
is not fully utilizing the fastest nodes, we can see improved run times.
We introduce the following notation to facilitate discussion of this section’s exper-
iments and results. A series of tuples, 〈(pi, si)〉, describes the heterogeneity of a
cluster configuration, where pi represents the percentage of the cluster that has a
speedup of si over the slowest node configuration. As a result of this notation, we
can accurately express the heterogeneity of the cluster with respect to N classes of
hardware, each represented by one entry in a vector of size N . In this vector, the
sum of all pi values is 100. When MARLA configuration causes tasks to sub-divide
into eight subtasks at each node, we observe speedup on Faster nodes to be 1.075,
and speedup on Fastest nodes to be 8.010. These numbers reflect performance on
74
homogeneous clusters of Baseline, Faster, and Fastest nodes when running matrix
multiplication.
This section describes results of experiments on a cluster that includes a third
class of compute nodes, namely the 32-core Fastest nodes described in Section 3.2.
Figure 3.8 shows results for an initial split of the matrix multiplication application
into 24 tasks (one per node), and for MARLA configured to split tasks into eight
subtasks at each node. Therefore, even the 32 node cluster uses 8 cores at a time
for each task. When we consider these results, we see two regions that produce
optimal run-times, namely:
• 〈(19, 1.0), (65, 1.075), (16, 8.010)〉
• 〈(3, 1.0), (65, 1.075), (32, 8.010)〉
Application runtimes for both of these configurations approximate those for
the Faster homogeneous cluster configuration, which appears in the lower right
corner of Figure 3.8, with 100% Faster nodes and 0% Fastest nodes. Even for a
coarse grained task split of one task per node on a cluster configuration that does
not take full advantage of the Fastest nodes, run times improve.
Similarly to the previous set of experiments, we consider what happens when
we increase the number of tasks, but still assume that each worker has a total of 8
cores. These results, presented in Figure 3.9 shows several trends. The first trend
illustrates that despite additional upgrades it is possible for performance to de-
crease. This occurs in the configurations:
• 〈(32, 1.075), (16, 8.010)〉
• 〈(64, 1.075), (16, 8.010)〉
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Figure 3.8: Contour plot showing the effects on computation time of upgrading
nodes in a cluster with 24 tasks in a 24 node cluster, assuming 8 sub-tasks per task.
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This occurs because there are tasks that are pulled by the Faster nodes when they
request additional work that cannot be complete. In other configurations, the tasks
are able to be completed by the Fastest nodes instead. Another trend we see comes
as a result of comparing Figures 3.8 and 3.9. We can see that with 72 tasks instead
of 24, the framework is able to adapt to the upgrades provided to the cluster more
efficiently. After a smaller percentage of the cluster has been upgraded we are able
to see benefits in execution time.
Figure 3.9 shows results for an initial task split of 72 tasks, or three per worker.
Again, MARLA splits tasks into 8 subtasks at each node. Figure 3.9 shows that
some upgrades result in performance degradation. In particular, the following
configurations under perform surrounding data points:
• 〈(52, 1.0), (32, 1.075), (16, 8.010)〉
• 〈(20, 1.0), (64, 1.075), (16, 8.010)〉
In this case, Faster nodes request additional work that they cannot complete
to improve turnaround time, because requests arrive after the new Fastest nodes
have started executing additional tasks. The new tasks on Faster nodes then in-
crease the turnaround time as the framework waits for them to finish. In other
configurations, the Fastest nodes can complete these tasks because they constitute
a higher percentage of the cluster and are able to get to these tasks before the Faster
nodes can.
Comparing Figures 3.8 and 3.9 shows that a split granularity of 72 tasks instead
of 24 enables MARLA to adapt to cluster upgrades more efficiently. The difference
in performance between these two figures illustrates that with a finer task granu-
larity, upgrades to fewer nodes can still lead to faster execution times.
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Figure 3.9: A contour plot that shows the effects on execution time upgrading
nodes within a cluster with 72 tasks in a 24 node cluster and 8 sub-tasks for each
task.
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Following these experiments, we conducted experiments that assumed that af-
ter the upgrades to the cluster had been made MARLA had been re-configured to
assume that each worker consists of 32-cores. The results presented in Figure 3.10
indicate an unanticipated effect of the late binding of tasks to workers. Since tasks
are bound to workers after the data has been split, MARLA depends on a cluster
topology, depending only on two parameters, the number of tasks and the num-
ber of cores per node to split the data. This figure shows that when there are not
enough tasks generated, the cluster is slowed down by slower nodes attempting
to process more subtasks than it has cores. This can be seen by examining the time
difference at configurations 〈(65, 1.075), (16, 8.010)〉 and 〈(65, 1.075), (32, 8.010)〉 rel-
ative to those times in Figure 3.8. The best performance is achieved in a larger
range of configurations when each node is processing only 8 sub-tasks as com-
pared to when each node is processing 32 sub-tasks. This provides for two conclu-
sions:
• The one-task per worker idiom is particularly ineffective when a MapReduce
framework is not correctly configured to match the current cluster topology
• MARLA would benefit from a mechanism that adapts to a cluster’s topology
without having to sacrifice the late binding of tasks to workers
We also consider configurations where MARLA divides tasks into 32 sub-tasks.
Figure 3.10 indicate that when too few tasks exist, Baseline nodes incur the over-
head of 32 subtasks on a 4 core machine. This effect appears in the time difference
at configurations 〈(19, 1.0), (65, 1.075), (16, 8.010)〉 and 〈(3, 1.0), (65, 1.075), (32, 8.010)〉
relative to the corresponding points in Figure 3.8. The best performance is achieved
in a larger range of configurations when each node processes 8 sub-tasks instead of
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Figure 3.10: A contour plot that shows the effects on computation time of upgrad-
ing nodes within a cluster given 24 tasks in a 24 node cluster and 32 sub-tasks per
task.
32. Therefore, the one-task per worker heuristic fails when a MapReduce configu-
ration does not match the cluster topology. Furthermore, MARLA could improve
by adapting to a cluster’s topology without sacrificing the late binding of tasks to
workers; we plan to study this as future work.
When we consider however, that MARLA was designed to break the one task
per worker idiom that is typical of MapReduce frameworks, it is necessary to
consider what happens when we employ the bag-of-tasks technique that gives
MARLA its ability to adapt to performance-heterogeneous clusters. Consider the
data in Figure 3.11, we can see that upgrading has more of an impact on applica-
tion turn-around time when the task granularity is smaller and the sub-tasks are
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defined appropriately. In this configuration, with 72 tasks and 32 sub-tasks per
task, we can see that after 12.5% of the cluster has been upgraded twice our exe-
cution time drops below 100 seconds. Additionally, we can see that configurations
that produced worse performance when we had only 8 sub-tasks per task, as seen
in Figure 3.9, produced better performance with this setup. This is because in the
previous setup, when a Fastest node acquired a task, it was only able to run it on 8
of the 32 available cores and now it is able to fully utilize all 32 available cores. In
this case, performance is more effectively improved by the smaller task granularity
when the most powerful nodes in the cluster can be effectively utilized.
Figure 3.11 shows results of dividing work onto 72 tasks (three per worker),
and shows that upgrading impacts application turn-around time for smaller task
granularities and for systems whose MARLA number-of-cores parameter is set
properly. With 72 tasks and 32 sub-tasks per task, and more than 12.5% Fastest
nodes, execution time drops below 100 seconds. Further, configurations that split
into 32 nodes perform better than when tasks split into only 8 subtasks, because
the Fastest nodes can use all 32 cores. In this case, performance improves more
effectively when the most powerful nodes in the cluster are using effectively uti-
lized.
This section’s results indicate:
• The one task per worker heuristic combats performance-heterogeneity for the
configurations we tested, with three discrete levels of worker performance.
• A misconfiguration of a MapReduce framework that is not fully aware of
cluster topology can reduce the number of configurations that provide im-
proved performance as the cluster is upgraded.
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Figure 3.11: A contour plot that shows the effects on computation time of upgrad-
ing nodes in a cluster given 72 tasks in a 24 node cluster and 32 sub-tasks for each
task.
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• The addition of more tasks to the pool of tasks that needs to be completed al-
lows for a MapReduce framework to be configured so that it takes full advan-
tage of the Fastest nodes in the cluster and still sees improved turn-around
time for most cluster configurations.
3.4 Conclusion
3.4.1 Conclusions
As we discussed in MARLA [28], we are able to accommodate heterogeneity in a
cluster by increasing the number of tasks associated with each worker node. Thus
far using experimentation on variable data sizes, variable degrees of heterogene-
ity in the cluster, and various data partitioning rules we are able to provide the
following results:
• As the processing data size grows 4.5 fold, the amount of overhead produced
as a result of an increased number of tasks decreases, resulting in perfor-
mance improvement only when the file size is large. In the case of a four-
task-per worker ratio, the overall execution time increases by an average of
7.553% in the case of the smallest file, and decreases by an average of 1.661%
in the case of the largest file. Therefore, frameworks should consider hetero-
geneity mitigation using a bag-of-tasks mechanism only when the file size is
large.
• An increase in task granularity can provide performance improvements even
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in clusters that do not have a high degree of heterogeneity. For example, in-
creasing task granularity from two tasks per worker to four tasks per worker
generates, on average a 3.13% improvement in execution time across our runs
executed using the largest input file. In particular, improvements are seen in
as little as a 25% cluster upgrade in the case of four tasks per node; whereas
improvements are not seen until a 75% upgrade for the two tasks per node
case.
• Higher task to worker ratios increase performance more for clusters that have
a small percentage of fast nodes than those with a small percentage of slow
nodes. In fact, for the largest data and a 75% upgraded cluster, increasing the
task to worker ratio from two to four caused a 3.03% execution time increase.
This is due to the overhead associated with the additional tasks. Whereas,
for a 25% upgraded cluster a 10.36% decrease in execution time was seen.
• The degree of heterogeneity is not only a factor of how many nodes are differ-
ent, but also the difference in computing ability of the various types of nodes.
This degree of heterogeneity can be used to help determine the optimal num-
ber of tasks that should be used to mitigate performance-heterogeneity in a
cluster.
The conclusions above are illustrated in Figure 3.12. This figure displays the
average execution time per task, normalized based upon the data size. As we in-
crease the number of tasks, we can see that performance decreases when the cluster
is homogeneous due to the additional overhead associated with these tasks. Per-
formance improvements are not seen even though there are upgrades to the cluster,
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Figure 3.12: Comparison as the number of tasks per worker increases while up-
grades are performed on subsets of the cluster, normalized based on data size
as in the two and three tasks per worker cases, since the degree of heterogeneity
physically provided by these upgrades is small. Despite the additional overhead
associated with generation of four tasks per node, we can see performance im-
provements based upon the degree of heterogeneity within the cluster.
The degree of performance-heterogeneity in a cluster influences MapReduce
application performance. Some MapReduce frameworks can use relatively few
upgraded nodes for straggler mitigation and improved performance. But not all
upgrades influence performance equally. For example, applications that may ben-
efit significantly from upgrades to the first 25% of nodes, may see no further im-
provements in upgrades of an additional 25% and even 50% of nodes. MARLA’s
fine grained splitting of jobs into a larger number of smaller tasks, and further
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splitting each task into one sub-task per core (on the cluster node with the most
cores) yields the best results for clusters with the most performance-heterogeneity.
For homogeneous clusters, however, having many tasks and sub-tasks introduces
overhead to tackle a straggler problem that is less pronounced. Clusters with as
few as three different classes of nodes can exhibit particular configurations that
support significantly improved performance, but not every upgrade automatically
leads to requisite performance gains.
Referring to the results of our experimentation as presented in Sections 3.3.1
and 3.3.6, we are able to arrive at several guidelines for configuring a MapReduce
framework to be able to handle heterogeneity.
• We should not try to accommodate heterogeneity if it is not to be expected.
Namely, if a cluster is dedicated and does not have a large degree of hetero-
geneity within the nodes, we should not vary from the traditional one task
per worker model using the work sharing algorithm that MARLA employs.
This can be seen through our analysis provided in Section 3.3.1.
• If a significant portion of the cluster is faster than the remainder of the cluster,
the performance of the job while running on the cluster will be approximately
the same as if the cluster were homogeneous. We believe that this percentage
is directly related to the degree of processing performance difference between
different types of nodes.
• There are several factors that affect the ability of a MapReduce framework to
respond to heterogeneity by increasing the number of tasks per worker node.
More specifically, when dividing input into tasks to be completed by worker
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nodes, we see a converging wave pattern that depends on several factors as
summarized below.
• The difference in processing power between the fastest and slowest nodes
in the cluster determines whether or not a MapReduce job will perform bet-
ter as more tasks are added to the bag-of-tasks. This means that the amount
of slowdown and speedup that we see depends heavily on the difference in
processing power between the various kinds of nodes. This variance also
determines what percentage of the cluster must be upgraded in order to see
a benefit from the bag-of-tasks approach to heterogeneity management. We
present a new notation to describe the degree of heterogeneity within a clus-
ter as a vector of N tuples of the form 〈(pi, si)〉 where pi is the percentage of
the cluster with speedup si over the slowest nodes, and the sum of all pi from
1 to N is 100.
• The size of the data being processed dictates the relative overhead associated
with introduction of a bag-of-tasks. Our performance data shows that in
order to effectively configure a MapReduce cluster for optimal processing
in heterogeneous conditions, we must have sufficiently large data. As the
data size increases, we are more likely to require additional tasks to adapt to
heterogeneity since the execution time of the data would be longer per task.
• The wave pattern indicates that it is better to assign a number of tasks that
approaches multiples of the number of nodes in the cloud from the left. This
optimal configuration provides slow nodes fewer opportunities to take addi-
tional tasks.
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From our results, we can also see that in many cases the execution time of a job
remains approximately the same until a certain degree of heterogeneity is attained.
Therefore the amount of heterogeneity 〈(p, s)〉 in the cluster helps to determine the
ideal cluster configuration needed for a MapReduce framework to benefit from
cluster upgrades without reconfiguration.
As a result of this work it can be seen that upgrades to clusters that run MapRe-
duce frameworks for Big Data processing should be considered carefully – taking
into consideration the MapReduce framework’s method for correcting the effects
of heterogeneity, the degree of heterogeneity introduced, and the types of appli-
cations that the MapReduce framework frequently runs. We show that without
considering some of these factors, the window for optimal performance can de-
crease with upgrades to the cluster, rater than increase.
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Chapter 4
Dynamic Heterogeneity
Author’s note: The text in this chapter is largely from my journal paper "Perfor-
mance Analysis of Adapting a MapReduce Framework to Dynamically Accommo-
date Heterogeneity" [33]
4.1 Addressing Inefficient Cluster Usage
MARLA [28] is designed such that it takes the number of cores of a worker as
a parameter to the framework. However, this solution has several drawbacks. As
shown in our prior work [32] this can lead to inefficient use of the cluster when this
parameter is mis-configured. In order to remedy this, a Dynamic Heterogeneity
Awareness (DHA) Module was added to the framework.
In Figure 4.1 you will find a diagram describing the changes to the core lay-
out of MARLA that were required to add the DHA module. All components
marked with DHA indicate significant changes in order to incorporate Dynamic
Heterogeneity Awareness. To this end, the Initialization component of the original
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Figure 4.1: Design of MARLA-DHA
MARLA framework is modified to memoize the number of cores available on each
host. Additionally, the Task Controller and Fault Tracker components of the original
MARLA have been modified to assign tasks in batches (based on the number of
cores available on a worker node, as opposed to a user-defined parameter).
This module operates as follows:
1. When parsing the configuration file for the framework, retrieve from each
work in the HOST file the number of cores that they have available. This is
done by executing the command:
90
cat /proc/cpuinfo | grep processor | wc -l
which returns a single integer value, which is then memoized and stored
within the framework. Note that a similar technique is used in later works
of other top-level Apache Projects for advertising resources in Apache Mesos
[35].
2. When processing dividing work amongst the workers, the thread for each
host is passed two additional parameters. The first such parameter is the
task number at which this worker is to start processing, and the second pa-
rameter is the number of tasks follow that number that it should work on.
For example, if the first worker to be assigned work were to have four cores,
then the first parameter this worker would be passed would be zero (since no
other work has been assigned) and the second parameter it would be passed
would be four (since it has four cores that can receive work). Similarly, the
next host to be assigned work would be passed four as the number task it
should start processing and would also be passed the number of cores on
that host.
3. Once given an assignment, a worker will spawn as many threads as it has
cores (it knows this value from the parameter passed in its assignment) and
will require each thread to process a single task (whose task ID is also passed
via its assignment). The assignments of task IDs are processed in a linear
fashion. All cores have a thread spawned, so it is possible that a task ID
does not exist, despite a core being assigned that ID. When this happens, the
thread will recognize that the task ID is invalid and will terminate itself.
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While this process eliminates the need for a user-defined, easily misconfigured
variable to the framework, and allows Dynamic Heterogeneity Awareness via the
DHA module, it suffers from several drawbacks.
The first drawback is that work cannot be evenly distributed across the workers
when there is a mis-match between the number of cores in the cluster and the num-
ber of tasks. For example, if the cluster is made of ten nodes with ten cores each
(for a total of 100 cores), and there were 50 tasks assigned for a given workload, the
work is distributed only amongst half of the cluster (the first five nodes would each
receive ten tasks that they were to process, one for each of their cores). To avoid
this problem, one thread would have to be created per task on the master node in
order to distribute tasks more evenly. However, this would require the addition of
overhead that will be insurmountable at scale. Another option would be to have
the workers communicate with one another their task status and trade task assign-
ments in order to keep the work more evenly distributed. This adds new layers of
complication that would require the worker nodes to notify the master node that
it is defying its assignments, and would add additional network congestion, espe-
cially at scale. Instead, we decide to keep the amount of communication between
worker nodes at zero and let the assignments of tasks to workers be handled in a
simple, linear manner by the master node.
The second drawback of this process is that if a task were to become defunct,
that task would have to be re-scheduled in a batch with other tasks that may or
may not be defunct. For example, if task 50 were to have an error, it would be
registered as a fault in the TaskTracker component of MARLA. When making an
attempt to re-assign this task, the DHA Module will assign task 50, and the next
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N consecutive tasks to the next available worker (where N is the number of cores
on that worker). This may mean that duplicate work is performed in order to
recover from this task. However, without this strategy, the worker node will not be
fully utilized, and the master node would have a significant amount of additional
overhead in managing the specifics of each individual task (in order to schedule
one task at a time on each core of each worker). Again, to keep overhead low we
decided to let the master assign tasks to workers in a linear manner via the master
node.
4.2 Experimental Setup
There are four hosts with the following characteristics (we’ll refer to these as Host
Type A):
• 24 core - Intel Xeon CPU E5-2620 v3 @ 2.4GHz
• 65.867 GB of Memory
There are two hosts with the following characteristics (we’ll refer to these as Host
Type B):
• 40 core - Intel Xeon CPU E5-2650 v3 @ 2.3GHz
• 131.92 GB of Memory
There are two hosts with the following characteristics (we’ll refer to these as Host
Type C):
• 32 core - Intel Xeon CPU E5-2640 v3 @ 2.6GHz
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• 65.867 GB of Memory
Additionally in these experiments, the number of tasks was increased from 96 (the
smallest number of cores in any configuration) to 720 (3 times the largest number
of cores in any configuration).
To compare configurations, we assign a value to the configuration of the cluster
as follows:
CONFIG = 2.4 ∗ 24 ∗ A + 2.3 ∗ 40 ∗B + 2.6 ∗ 32 ∗ C
In this case, A is the number of machines of Type A, B is the number of machines
of Type B, and C is the number of machines of Type C. Note that the calculation can
also be expressed as the sum, over each type of machine m in the set of machines
in the cluster M, of the product of m’s clock speed, m’s number of cores, and the
number of machines of type m in a given configuration.
CONFIG =
∑
m∈M
ClockSpeedm × Coresm × Countm
It’s worth noting that for the purposes of these experiments, there are not any
duplicate values for the configuration settings, though one mechanism for accom-
modating that in larger clusters would be to also consider measurements like TDP
(Thermal Design Power) for each type of chip, or to also consider available mem-
ory on the machines. The configuration values for these clusters are detailed in
Table 4.1.
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4.3 Results
4.3.1 File Size Impacts
Refer to the results of the Figure 4.2. In this set of experiments the file size was held
constant at 1000MB and the configuration of the cluster was modified such that all
combinations of nodes are run. As we can see, the appearance of a converging
wave appears as the number of tasks increases. We can also see that the configura-
tion increases (the cluster becomes more powerful), the wave shrinks in amplitude.
This is because as the cluster performance increases, the amount of time spent pro-
cessing is reduced (as the tasks are able to be processed more quickly). This is in
opposition to the findings from MARLA without the DHA Module, which was
not as readily able to adapt, especially when the CORES_PER_WORKER variable
was mis-configured. Figure 4.2 also shows that there is overhead associated with
adding too many tasks. This is visualized by the upward sloping trend as the
number of tasks increases.
Comparing file size of 1000MB (as seen in Figure 4.2) and 3000MB (as seen in
Figure 4.3) with various configurations, we can see that the converging wave pat-
tern still exists for larger file sizes. With three times as much data, the difference
in execution time afforded by successive upgrades to the cluster is less prominent,
however, the results in Figure 4.3 show that the proper setting of tasks is still im-
portant for reducing turnaround time of the application.
In Figure 4.4 we only consider two configurations 324.8 (1 A type node, 2 B
type nodes, and 1 C type node) and 350.4 (no A type nodes, 2 B type nodes, and 2
C type nodes), and a fixed file size of 4000MB. This difference between these two
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Figure 4.2: Execution time for the task and configuration splits when file size is
held constant at 1000MB.
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Figure 4.3: Execution time for the task and configuration splits when the file size
is held constant at 3000MB.
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Figure 4.4: Execution time relative to task count with fixed file size of 4000MB, and
configurations that represent upgrading a type A node to a type C node.
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Figure 4.5: Execution time for configuration 230.4 (4 nodes of type A), versus num-
ber of tasks for file size 2500MB.
configurations illustrates what happens when an A type node is upgraded to a C
type node. Notably, in this graph we can see that the upper bound on execution
time decreases, but the lower bound on execution time remains approximately the
same. Notably, the upgrade does afford us more task settings that are near-optimal
in terms of turn around time. This means that by performing an upgrade, we don’t
necessarily have to change the number of tasks to be able to reap the benefits of
upgrading as few as one node.
Figure 4.5 shows the convergent wave pattern, as seen before. This is true, even
as there is limited heterogeneity in the cluster, since the platform and hardware are
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Figure 4.6: Execution time for configuration 356.8 (3 nodes of type A, 2 nodes of
type B), versus number of tasks for file size 2500MB.
the same, leaving only dynamic heterogeneity to be mitigated. In an effort to un-
derstand more of how upgrading the nodes in the cluster leads to the need for dif-
ferent configurations, we consider alternative configurations as well. In Figure 4.6
we consider configuration 356.8, which consists of 3 nodes of type A and 2 nodes of
type B. Notably as the cluster configuration becomes more complex the variability
of the performance becomes less predictable, particularly as the number of tasks
increases. Similarly to the variance we see between the data points in Figures 4.5
and 4.6, the data continues to have additional variance as the configurations get
more complex, as seen in Figure 4.7.
Another class of experiments looks at the configurations of the cluster as we
vary the file size and the cluster configuration. This analysis (as seen in Figures 4.8
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Figure 4.7: Execution time for configuration 580.8 (4 nodes of type A, 2 nodes of
type B, and 2 nodes of type C), versus number of tasks for file size 2500MB.
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and 4.11 shows that the convergent wave pattern as the number of tasks increases
is held more closely (and more predictably) when there is fewer variations among
the classes of worker nodes in the cluster. For example, the pattern is displayed
clearly in Figure 4.8 but the pattern becomes fuzzy and has more deviation in Fig-
ure 4.11. The pattern does indicate that the lowest execution time occurs when
there is the least amount of overhead (i.e. where the number of tasks to be pro-
cessed is equal to the number of cores in the cluster). Similarly to this, we can see
from Figure 4.10 that the fuzziness of the wave pattern (and its variances from the
expected flow of the wave), begins to get worse as more tasks are generated and
spreads to where less tasks are generated. In particular, this means that as long as
the expected number of tasks to be assigned to each core is not sufficiently large
(3 or more) then the execution time is more predictable and does not depend as
heavily on the diversity of the nodes in the system.
Execution time for the tasks as the number of tasks increases. The graph shows
that the convergent wave pattern as seen before is also demonstrated in this in-
stance. The cluster configuration represented has a value of 414.4, which repre-
sents 4 nodes of type A, 2 nodes of type B, and no nodes of type C, making the
difference between this configuration and the one in Figure 4.9 is the addition of a
single A type node.
The graph in Figure 4.11 shows the convergent wave pattern as seen before is
also demonstrated in this instance. Note that the difference between this figure
and Figure 4.8 shows that as the cluster configuration gets more complex (more
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Figure 4.8: Execution time relative to number of tasks for configuration 230.4 (4
nodes of type A) for five different file sizes: 0.9, 1.4, 1.9, 2.3, and 2.8 GB
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Figure 4.9: Execution time relative to number of tasks for configuration 356.8 (3
nodes of type A, 2 nodes of type B) for two different file sizes: 2.3, and 2.8 GB
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Figure 4.10: Execution time relative to number of tasks for configuration 414.4 (4
nodes of type A, 2 nodes of type B) for two different file sizes: 2.3, and 2.8 GB
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Figure 4.11: Execution time relative to number of tasks for configuration 580.8 (4
nodes of type A, 2 nodes of type B, and 2 nodes of type C) for two different file
sizes: 2.3, and 2.8 GB
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hosts and more host types) the variability of the performance becomes less pre-
dictable. The cluster configuration represented has a value of 580.8, which repre-
sents 4 nodes of type A, 2 nodes of type B, and 2 nodes of type C.
All things in this chapter considered, we can tell that as a cluster increases in
variance of the type and capabilities of nodes, the following becomes more impor-
tant:
• File Sizes that are large help to offset the costs of returning back to the master
node for more work.
• Number of Tasks that are significantly larger than the number of nodes in the
cluster allows for more wiggle-room when it comes to performance despite
a sub-optimal configuration.
Notably, as the heterogeneity of the cluster increases, it is ever more important
to have a sufficient number of tasks that they may be distributed throughout the
cluster really drags down the turnaround time if there is no speculative execution,
which is something missing from this framework.
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Table 4.1: Configurations of the Cluster
Count(A) Count(B) Count(C) Configuration
0 2 2 350.4
1 1 2 316.0
1 2 1 324.8
2 0 2 281.6
2 1 1 290.4
2 2 0 299.2
3 0 1 256.0
3 1 0 264.8
4 0 0 230.4
1 1 2 408.0
2 1 2 373.6
2 2 1 382.4
3 0 2 339.2
3 1 1 348.0
3 2 0 356.8
4 0 1 313.6
4 1 0 322.4
2 2 2 465.6
3 1 2 431.2
3 2 1 440.0
4 0 2 396.8
4 1 1 405.6
4 2 0 414.4
3 2 2 523.2
4 1 1 488.8
4 2 1 497.6
4 2 2 580.8
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Chapter 5
Co-tenancy
Historically there have been number of Big Data platforms available for use on a
cluster. In order for companies or academic institutions to leverage each of these
Big Data technologies, they would need to statically partition their clusters and set
up each partition with one such framework. We shall start by exploring a few of
the key frameworks in this space and discuss their evolution.
5.1 Hadoop
Hadoop was the first big player in the Big Data landscape, with the introduction of
MapReduce to the academic and general computing landscape [21], Hadoop clus-
ters of all sizes, from tens of nodes to thousands of nodes, began to spring up in
data centers and labs around the world [3]. Traditionally Hadoop clusters are just
that, clusters used only for Hadoop. The drawback here is that the resources not
being used for Hadoop jobs at any given time would not be able to be leveraged by
other jobs that need to run on a distributed cluster. Notably, Hadoop was built for
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batch processing of large data sets, not for processing of streams or even batch pro-
cessing of small data sets. In fact there has been a lot of analysis into resolving or
trying to provide multiple solutions to the problem of storing and processing small
files on Hadoop, but the nature of the Hadoop framework and HDFS in general is
such that this is not considered wise to continually write, consume, and leave in
tact small files [25, 14, 83]. These issues helped to highlight that as Hadoop clus-
ters would get larger and larger (as required for growing data sets), their compute
resources may end up going to waste.
5.2 Spark
Apache Spark is used for processing data quickly in large scale distributed systems
by focusing on data science and abstractions [80]. Spark uses in-memory data pro-
cessing to provide performance that can be 100x faster than Hadoop. Spark was
designed to support more classifications of applications on top of HDFS than just
MapReduce, and is generally considered to be the next-generation of MapReduce
[66]. Spark introduced the abstraction of Resilient Distributed Datasets (RDDs) to
support running applications more efficiently. RDDs are stored in memory with-
out replication, RDDs are mutated (via map, join, groupby, etc.) and each such
transformation is stored alongside the RDD. The core of Spark is the implementa-
tion of these RDDs, where each RDD is a Scala object that is constructed in one of
four ways:
• From a file in a shared filesystem
• By dividing a Scala collection into a number of slices to be sent to multiple
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nodes
• By transforming an existing RDD (via flatMap, map, and filter)
• By changing modifying state of an existing RDD through actions:
– The cache action suggests that the dataset should remain in memory as
it will be reused
– The save action evaluates the dataset and writes it back to the distributed
filesystem, with the saved version being used in later operations on the
RDD
Spark has shown that traditional MapReduce afforded by Hadoop has several
drawbacks and is not readily capable of leveraging the Hadoop MapReduce in-
frastructure. Notably Spark has been expanded with multiple plug-ins that inter-
act with the core API to facilitate interaction with SQL and DataFrames, Streaming
applications, Machine Learning libraries, and Graph Computation. Spark itself is
able to run standalone or as a framework on other distributed systems.
5.3 MPI
Still in use today, MPI continues to be a platform for processing Big Data [10], with
its interface for communication between processes, and ability to be finely tuned,
this framework runs more than just legacy Big Data applications.
OpenMPI [79] has three abstraction layers that afford it the flexibility to have
different types of applications (following no strict paradigm, as opposed to Hadoop)
successfully be programmed using the well-defined APIs. These layers are:
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• OPAL - Open, Portable Access Layer - This is the bottom layer of the MPI
stack and it focuses on individual processes (as opposed to parallel jobs).
This provides core portability between different Operating Systems, as well
as the glue code needed for basic functionality (like generic linked lists, string
manipulation, etc.)
• ORTE - Open MPI Run-Time Environment - This is the middle layer of the
MPI stack and it provides a runtime system to launch, monitor, and kill the
parallel jobs running on the MPI framework. Notably a parallel job is com-
prised of one ore more processes that are bound and act together as a single
unit. In more advanced clusters, ORTE provides specialized APIs so that
processes can be launched and regulated across multiple servers.
• OMPI - Open MPI - This is the highest layer of abstraction that implements
all of the message passing semantics as defined by the MPI standard.
For the sake of speed and efficiency, each layer is able to bypass the layers
below it to interact with the OS and/or hardware when needed. MPI allows for
heterogeneous compute workloads to be simultaneously scheduled, and in order
to do this relies on managed cluster environments like Torque[54] and SLURM[47].
MPI is well known for its ability to process big data, but requires a lot of setup and
sometimes intimate details of the underlying architecture, which makes it difficult
to schedule different types of workloads on MPI.
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5.4 Co-tenancy in the Big Data Landscape
From Hadoop[3], to Spark[80], to MPI[79, 10], given that each of these platforms
has different scheduling needs and differing hardware requirements, the tradi-
tional wisdom for setting up a Big Data Processing cluster was to partition the com-
pute resources such that each framework can have its own dedicated resources.
This encourages predictability, however, this setup is limiting insofar as the num-
ber of resources available to each framework is rigid, and the rigidity can be dif-
ficult to workaround as processing of big data applications sometimes require the
available resources for each framework to be malleable.
For example, an application that was built on Hadoop for MapReduce is batchy
by nature, but as the data sets grow, some of these applications can be built to pro-
cess streaming data as part of Spark instead, which can provide a realtime element
to the computations. In this traditional setup, applications that move from Hadoop
to Spark will have to remove resources from the Hadoop partition and add them
to the Spark partition.
Similarly, as new frameworks are regularly being developed, each time a new
one comes onto the scene, resources will have to be taken from the partitioned
frameworks in order to create a new partition for the new framework. Another
scenario where this is familiar is with regard to major version upgrades for each
of the frameworks running atop the cluster. In these scenarios static partitioning
of the cluster is very time consuming and can impede the ability of application
writers to performing upgrades as their cluster allocations are too rigid.
As a result of these things the need for tenancy of multiple Big Data processing
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platforms across all hardware infrastructure in a data center is seemingly unavoid-
able. Several solutions were proposed to address this need, however the primary
solution involves adding additional layers of abstraction to the frameworks run-
ning these applications. This allows for other applications to be run on the same
hardware throughout the data center without starving any one framework, and
also without having to maintain separate clusters for each such framework.
5.4.1 Hadoop V2
As Apache Hadoop progressed it became more and more obvious that the Job-
Tracker service, that was built as part of Hadoop in order to allow MapReduce
processing, too closely coupled the Hadoop Ecosystem and MapReduce. Because
of the structure of Hadoop V1, when a programming model didn’t fit cleanly into
the MapReduce paradigm, there was a lot of overhead associated with trying to
process data in Hadoop. In order to combat this, the community created YARN
(Yet Another Resource Negotiator) to manage resources and provide abstractions
that allow for more general-purpose distributed computing [71].
In Hadoop V1 the JobTracker was responsible for resource management and job
scheduling and monitoring. Instead of this model, Hadoop V2 relies on YARN
which has the following components:
• ResourceManager - The authority that distributes resources among all ap-
plications at the cluster level, acting as the cluster scheduler that schedules
based on application requirements. The two main components here are:
– Scheduler - The scheduler allocates resources to running applications us-
ing the data structures and policies that were already in place in Hadoop
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V1 (queues, capacities, etc.). The scheduler does not monitor or track
status of various applications, and does not restart failed tasks, it just
schedules based on resource requirements.
– ApplicationManager - Accepts job submissions and launches the first Ap-
plicationMaster container for the application running on YARN. Also
monitors the ApplicationMaster container and restarts it if it fails.
• ApplicationMaster - The per-application, framework-specific, entity that ne-
gotiates and coordinates the resources available with the Scheduler, tracks
container status, and monitors container progress.
• NodeManager - The per-machine process that is responsible for launching
containers, monitoring their usage, and reporting it to the ResourceManager.
Notably, the move to HadoopV2 and YARN allows for other applications to
be run alongside MapReduce applications in the same Hadoop ecosystem. YARN
frameworks operate under a "pull" model with respect to resources, explicitly re-
questing well-defined resources from the ResourceManager, who grants those re-
quests based on cluster status and fair scheduling practices.
YARN has also been the subject of scheduling research that attempts to decrease
makespan of jobs, and increase CPU and memory utilization. This was explored by
the Performance Fairness Scheduler for YARN written by Wang and Huang [73].
Additionally, these same goals were explored by the HaSTE scheduler developed
by Yi et. al [77]. Other work by Liu et. al aims to shift the paradigm of YARN from
scheduling only large batch jobs using their Fair Sojourn Protocol in YARN, their
aim is to scheduling variable types of jobs, and this results in a more responsive
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cluster when the cluster is operating under significant workloads [48].
5.4.2 Borg
Google has described its cluster management system Borg [72], and its kindred
scheduler Omega[64]. The role of this application is to manage a multitude of jobs,
belonging to a myriad of applications, across a plethora of machines. Users interact
with Borg by submitting their jobs (which consist of one or more tasks) that all run
the same binary. Each job runs in what’s called a Borg cell, which is a collection of
machines that are treated as a unit. In order to execute the jobs on the cells, Borg
makes use of the following components:
• Borgmaster - This is a centralized controller that consists of two pieces:
– Borgmaster Process - This process is responsible for handling RPCs from a
client which provide accessor/mutators for the Finite State Machine that
represents the lifecycle of an application. The Borgmaster Process is also
tasked with managing the FSMs of the entire system, communicating
with Borglets, and hosting a webUI.
– Scheduler - Scans the pending queue of tasks and assigns tasks to ma-
chines if they can fit. The scheduler uses priority to decide which tasks
to schedule first, and checks against feasibility measures and scoring to
decide where to place the task. The scoring model described in the lit-
erature is one that tries to eliminate the amount of resources that cannot
be used because another resource on the machine is fully allocated. This
is similar to a heuristic-based multi-dimensional bin-packing problem.
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• Borglet - This is the agent that runs on every machine in the cell and is re-
sponsible for starting and stopping tasks, restarting them on failure, handles
monitoring of resources, and reports metrics back to the Borgmaster. The
Borgmaster polls the Borglets to get the current state of the machine and send
it outstanding requests. If the Borgmaster polls a Borglet and it does not re-
spond for a number of consecutive attempts, the tasks that were scheduled
on that node are scheduled elsewhere in the cell, as the worker is considered
down.
Borg and YARN have similar goals, to allow applications and frameworks to
operate within the same large-scale cluster by providing a layer of abstraction and
coordination that is asynchronous to the actual task that needs execution.
5.4.3 Mesos
Coming out of the Berkley Amp Lab [35], and now a top-level Apache project,
Mesos operates under a similar premise to YARN, by providing a different layer of
abstraction for negotiation of resources in a cluster, frameworks can run co-tenant
with one another.
The Mesos Architecture consists of a few components:
• Mesos Master - Accepts Framework registrations and decides how many re-
sources to offer to each framework depending on its priority and role.
• Mesos Slave (Agent) - Running on each worker node, this component is re-
sponsible for advertising the node’s resources to the Mesos Master so that
they can be made into Offers and available for the Frameworks.
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• ZooKeeper Cluster - Used for storing state needed by the Mesos Master in order
to achieve High Availability.
• Framework - Each Mesos Framework consists of two components:
– Scheduler - Registers with the Mesos Master in order to be offered re-
sources, and determines which of the Mesos Offers to use for given
tasks.
– Executors - Launched on a Mesos Slave (Agent) to run the tasks that the
framework needs to run.
Mesos has fast become the industry standard for co-tenant applications, and
has support for many frameworks including Hadoop V2 via Myriad [9], Apache
Storm [37], Apache Spark [80], Apache Kafka [65], Cassandra [13], and other frame-
works. Because of its powerful offer abstraction layer, Mesos can even be used to
bridge physical servers, virtual servers, and private and public clouds to make
a super-cluster. Mesos is widely accepted in the industry across companies like
Apple, Netflix, and more [62].
Marathon
Mesos by itself is insufficient in large clusters as there are many types of appli-
cations that may need to be run on top of the Mesos Framework, many of which
are incompatible with Mesos APIs by themselves. In order to combat this, a gen-
eral purpose framework named Marathon was developed[51]. Marathon is able
to orchestrate both applications and frameworks that run on Mesos. Marathon in-
tercepts all resource offers from the Mesos master and itself acts as a distributor of
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offers to these other apps/frameworks (thus acting as a meta framework). In this
way, Marathon can act as a container orchestration platform and provide scaling
and self-healing.
Marathon, running on top of Mesos, has all of the Mesos core components and
they run in the exact same way as they do sans Marathon, however, Marathon
itself has some additional components:
• Marathon Scheduler - Receives offers from the Mesos Master, and offers them
to the applications and frameworks running under Marathon’s purview.
• Docker Executor - Receives tasks from the Marathon scheduler (either a stan-
dalone task or a framework task) and executes them inside of a Docker con-
tainer on the Mesos Slave/Agent nodes.
Marathon is designed for keeping apps and frameworks running indefinitely,
allowing them to be launched on either a static or dynamic set of machines within
a Mesos cluster. Since Marathon has constraint management mechanisms, it is able
to run frameworks that previously needed dedicated hardware (i.e., Kafka), and
can leverage spare resources on those clusters for additional tasks.
Because Marathon only keeps tasks running in a Mesos cluster, submitting a
task for Marathon to manage is simple and requires few specifications.
Aurora
Marathon is designed to allow frameworks and applications to be run indefinitely
on a Mesos cluster. However, this is not always the desired behavior as sometimes
tasks that need to be run need only be run once, or periodically.
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Aurora leverages a similar architecture to Marathon and improves on it by en-
abling a cron-like scheduling capability, allowing tasks to be scheduled periodi-
cally. Similarly to Marathon, Aurora is a meta-framework and intercepts all Mesos
Offers, distributing them to frameworks and applications based on its own sched-
uler to the frameworks and applications running under its purview[8].
Aurora has its own Domain Specific Language for defining how and when to
schedule tasks. This allows for additional capabilities beyond what Marathon af-
fords, as the expense of increased complexity in defining jobs.
Kubernetes
Kubernetes[40] is designed as a system that automates deployment, scaling, and
management of applications that have been containerized. Kubernetes, coming
out of Google, has a similar architecture to Borg (discussed in Chapter 5.4.2), and
has the following key components:
• Master - Places container workloads into pods on the nodes in the cluster.
The Kubernetes master is made up of several other components:
– API Server - This is how the Kubernetes master node communicates with
the various components and where cluster health information is main-
tained. Namely, this component relies on etcd to store configuration
data which can be accessed by this server via HTTP or JSON APIs.
– Controller Manager - This component is responsible for scaling the work-
loads up and down by comparing the clusters current state and the de-
sired state.
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– Scheduler - This component is responsible for making sure that a work-
load is placed on an appropriate node.
• Kubelet - This receives pod specifications by interacting with the API Server
and manages pods that are running on the same host. This element runs on
the master node and on each worker node. For reference, a pod is a group of
containers that run on the same node and share resources.
Notably Kubernetes can run atop Mesos[41], and has similar goals to Marathon
and Mesos when run together, which comprise DC/OS [74].
5.5 Mitigating Heterogeneity with Co-Tenancy
As referenced in Sections 5.4.1, 5.4.2, and 5.4.3, powerful abstraction layers allow
for bridging different kinds of distributed systems, which can also create more
heterogeneous clusters than had ever been possible before. As a result, the lessons
learned from previous chapters are applicable here, namely that efficient schedul-
ing of tasks is difficult in heterogeneous clusters, and that it pays to know a bit
about the workloads that are running before trying to schedule them, as the ideal
configurations are not always known. Also worth noting is that the benefits of
Kubernetes, Marathon, and the like make it such that there are now a plethora
of smaller tasks that can be leveraged for efficiently bin-packing machines with
useful work, increasing cluster utilization.
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5.6 Co-tenancy Moving Forward
Since co-tenancy is the future of distributed computing and has produced promis-
ing results for increasing cluster utilization, we will spend the remainder of this
dissertation discussing how the work discussed in previous chapters has already
contributed to the distributed computing landscape, even outside of MapReduce.
We also discuss ways in which this work can be extended further still.
Intel has included Running Average Power Limit (RAPL)[60] in many of its
new chips. RAPL provides a set of hardware counters that provide energy and
power consumption information. Utilizing these counters, we will explore the
viability of scheduling workloads with this information. In particular, we will set a
power budget amongst all worker nodes and use the RAPL information to reduce
the impact of worker nodes when the cluster exceeds a user-defined power cap.
As hardware in data centers has evolved, RAPL technology provides the ability
for users to monitor energy and power consumption on-chip. This is similar the
need for temperature-based measurements used in Chapter 2 in order to estimate
power usage. Leveraging RAPL for estimating power usage of the whole system
allows the integration of power usage into meta-schedulers described in Chapter
5.4.3 that are usable within the Mesos Ecosystem.
In extension work that relies on ideas explained in Chapter 2, a meta-scheduler
similar to Aurora’s was created to consider adding and removing nodes from a
Mesos cluster based on their power consumption using RAPL measurements. This
work is described in the paper titled, "Electron: Towards Efficient Resource Man-
agement on Heterogeneous Clusters with Apache Mesos" [22]. In this paper, Elec-
tron is described as a meta framework, similar to the role that Aurora [8] takes in a
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Mesos cluster, this means that Electron acts as a unified scheduling layer through
which all Mesos offers are passed. This work considers two main efforts to sched-
ule tasks: first fit and bin packing. The first fit algorithm iterates over the queue
of tasks, scheduling them on a first come first served basis during each round of
offers that come through Mesos. As a result, when offers are made to the Electron
framework, an offer is consumed as soon as it is able to fit a task in the queue. The
alternative scheduling model is to use bin packing. The bin packing algorithm iter-
ates over the queue of offers, scheduling as many tasks as will fit in the offer before
giving the remnants of that offer back to Mesos. The Electron model tries to limit
the amount of power used by the cluster by capping the power consumption of
the nodes in the cluster using features enabled by RAPL[60]. The framework uses
throttling of power consumption on a per-node basis. This is akin to the methodol-
ogy used in Chapter 2 where nodes that are presumed to be using too much power
will have their contribution of power limited. However, the flexibility of RAPL
allows that instead of nodes being removed entirely from the set of nodes that are
able to process work, these nodes are instead throttled to consume less power.
In the Electron framework, there are two power capping strategies analyzed.
The first strategy is Static Power Capping that sets the loose upper bound of the
worker node’s power consumption to half of the Thermal Design Power (effec-
tively limiting the node to half of its maximum throughput). The second power
capping strategy is Dynamic Power Capping which relies on historical power us-
age. The methodology applied here is that an Average Historical Power usage of
the cluster is maintained, and when the threshold exceeds a high threshold then
the node that is consuming the highest amount of power is capped to half of its
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Thermal Design Power (again, limiting the node to half of its maximum through-
put). When the cluster has recovered, and the Average Historical Power usage
falls below a low threshold, the node that was last capped is uncapped, and work
proceeds. In the paper, the Electron framework is analyzed by using a series of
Docker-ized [50] benchmarks from DaCapo [12], Phoronix [59], Mantevo’s MiniFE
[52], and NERSC’s Stream and Dgemm benchmarks [56].
The framework shows that using power consumption of a cluster can be kept
within a desired range by leveraging newer tools such as RAPL to make schedul-
ing decisions. Similarly this work relies on deferred binding of tasks in order to
keep scheduling options open, and in fact, with the power capping strategies re-
lies on dynamically responding to the state of a single node in the cluster to make
scheduling decisions. As an extension to this work, another iteration of Electron
was discussed in, "Exploiting Efficiency Opportunities Based on Workloads with
Electron on Heterogeneous Clusters" [23], with particular focus on heterogeneous
clusters. In this work, as with the former work [22], the method of trying to reduce
coincident peak power by power capping and therefore adjusting the selection of
resources on which tasks can be scheduled, is again relying on deferred binding of
tasks and the adaptations necessary to keep the cluster within a fixed envelope of
power consumption.
In the extension work, the next iteration of Electron continues to consume of-
fers in a First Fit and Bin Packing strategy, it is expanded to also consider two new
strategies: Max Mins and Max Greedy Mins. Max Mins relies on sorting tasks into
a deque (double-ended queue) by their Median of Medians Max Power Usage rat-
ing in order to define their expected power consumption. In this algorithm, when
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deciding which tasks to assign to an offer, the tasks are taken first from the front of
the deque, and then from the back of the deque, and this process is repeated until
an offer is consumed. In this way, the expected impact of the tasks is mitigated and
multiple intensive tasks are less likely to be co-located. Max Greedy Mins on the
other hand, while still scheduling tasks in a deque sorted by the Median of Me-
dians Max Power Usage rating, will select one expected high power consumption
task from one end of the deque, and then will complete consumption of the offer
by taking as many expected low power tasks from the other end of the deque as
possible.
Additionally, the extension work forgoes static power capping in favor of pro-
gressive extrema power capping. This new power capping model is triggered
when the cluster exceeds the power threshold set by the power envelope. Once
the algorithm has been triggered, it starts by picking a victim node, selecting the
node with the highest average power consumption. To cap, in each iteration, a
node is power capped by reducing its current cap by half. In this way, nodes that
are repeat offenders are able to quickly have their power consumption adjusted.
Additionally, once the cluster falls below the low power threshold, then the node
with the highest cap can be uncapped, again by a factor of two, and so nodes that
are more aggressively capped are able to be more aggressively uncapped.
From Electron and its successor, it is evident that the work in this thesis has
informed the path for an analysis on the adaptability of a bag-of-tasks mechanism
for use in shared and heterogeneous systems (i.e., clusters that use Mesos to run
multiple frameworks simultaneously). Notably, in each of these frameworks the
bag-of-tasks is ordered in an effort to establish precedence related to scheduling,
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and further work is done to explore the viability of responding to this precedence,
whereas the work contributed by this thesis assumed that all tasks had equal prece-
dence.
5.6.1 Ever Shifting Landscape
As growth in the big data landscape is changing, and as data sets continue to grow,
we continually find ourselves on the edge of the next great thing, where there are
more areas for scheduling and the compute infrastructure is always evolving. Each
of these areas is an opportunity for growth and new challenges, where we can take
some of the lessons learned in the past and apply them to new environments, and
some situations in which we have to adopt entirely new techniques for scheduling.
Below are some of those new environments and the challenges they pose:
• Hybrid Cloud - Many companies and research institutions support on premises
data storage and processing. In the same vain, many companies and research
institutions also support cloud-based storage and processing. As these enti-
ties shift back and forth between these two extremes, they exist on a spec-
trum of Hybrid Clouds: a combination of public and private clouds[46]. Hy-
brid clouds also provide a specialized opportunity to schedule tasks in one
of two locations, each of which has an associated cost. As applications and
services are moved from one cloud type to another, the types of scheduling
algorithms that are needed in order to make strides toward shifting one way
or the other change. While minimizing cost when considering hybrid cloud
scheduling has been addressed to some extent by Shifrin et al.[67], there is
another interesting, not oft considered mechanism that should be considered
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in hybrid cloud scheduling algorithms, like how to reconcile cost and longer-
term scheduling goals, like moving some percentage of an entity’s compute
to public cloud.
• Fog Computing - As the Internet of Things (IoT) connects many devices,
there is a need to move compute closer to the edge of where these devices
produce data. This area, that connects the cloud and the devices that gener-
ate much of the data stored in the cloud is known as the fog. Fog computing
has become an area of increasing interest[78]. A natural consequence of the
existence of the fog, is applying the MapReduce paradigm of bringing the
compute to the data[20]. In an attempt to do this, it makes sense to leverage
container orchestration techniques that are actively being developed in order
to bring together the scheduling of data processing, the IoT devices that pro-
duce the fog, and the containers that allow us to portably of environments in
which to process data.
• Big Data Privacy - Another interesting challenge in the landscape of big data
applications and scheduling is that new focus has been placed on data anonymiza-
tion, and being able to disconnect the source of the data (i.e. users) and the
place in which the data eventually lands (i.e. data warehouse, Hadoop, etc.).
However, anonymization has impacts on the three features of big data: vol-
ume, variety, and velocity[68]. And while there are strategies for making
data as anonymous as possible, employing these strategies often mean that
algorithms that were previously used in a straightforward manner are less
able to be used in the same ways, as the structure of data has most likely
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had some transformations applied to it to remove the unique set of identi-
fiers such that the data is sufficiently anonymized[24]. This makes room for
additional challenges, as the structure and scheduling of previous workflows
may need to be adjusted accordingly. Such data challenges may not always
be able to be done in an application developer-transparent way, especially
if older data stores need to be adjusted or transformed in order to support
privacy, as described by Chen in Cheetah[15].
• Big Data Architecture - As the need for big data processing grows, the types
of platforms required to process this data become increasingly complex, as
noted by Noh and Lee[57]. Big data platforms require that a cluster can col-
lect, store, process, search, and analyze large data sets, among other respon-
sibilities. Each of these things needs has a different footprint, and a different
set of constraints when it comes to scheduling. As a result, the needs of big
data architectures have extended far beyond the simple MapReduce model
that Hadoop used to implement, and in order to have a cohesive platform it
is essential that technologies like YARN continue to exist and be leveraged.
5.6.2 Moving Forward
Work continues to be done in the domain of scheduling distributed systems. As
time passes, various open source projects have bridged a divide so that scheduling
can be done across increasingly heterogeneous clusters, and even more work is
being done leveraging some of the concepts described in this dissertation to more
effectively schedule work in a cluster. By making dynamic scheduling decisions
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to reduce the work performed by slower and/or power inefficient nodes, this dis-
sertation serves as a compendium of the contributions I’ve made to the field of
scheduling in distributed systems, and how it has been used to derive additional
solutions to the problem of heterogeneity.
Further ways in which the work in this dissertation can be expanded are as
follows:
• Deferred binding of tasks relies on idle resources being available in a cluster
such that work can be scheduled onto any available node at any time, as long
as the node is not over-burdened. When this methodology is applied also to
Mesos there remain open questions about whether or not the deferred bind-
ing of tasks is no longer able to be leveraged when there exists more than one
meta-framework. To extend this work, a metric to quantify how many tasks
are leveraging late binding of tasks can be developed. Once this is devel-
oped, work can be done to analyze the impact of multiple meta-frameworks
(i.e., Aurora and Mesos) to quantify the impact these frameworks have on
the utilization of late binding, and therefore the performance of the cluster.
• One limitation of the RAPL counters[60] is that they are not able to provide
per-core power consumption models. As described in Chapter 4 the map-
ping of tasks to the appropriate number of cores has a dramatic impact on the
turnaround time of applications. This work can be extended to see, specifi-
cally, how the spreading of work across the cores of a CPU impacts its overall
power consumption, and can leverage the advertised resources in a Mesos
cluster accordingly.
• Similarly to the last expansion idea, if the per-core utilization is not able to be
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considered because the counters are not available, this work can be extended
to identify when a node, instead of being capped to reduce power consump-
tion, should have more work scheduled on it in an effort to improve the den-
sity of assigned tasks such that nodes that are not densely packed with tasks
may be very aggressively capped.
• While this work discusses switching from many tasks that are sub-divided
into additional tasks, and circumventing that in order to more effectively
manage heterogeneity, an expansion of this would include leveraging the
same behavior in Mesos-managed clusters. Namely, if the same set of tasks
were to be repeatedly resized with respect to their Mesos ask, power con-
sumption and turnaround time could benefit, and additional analysis can be
performed to identify the ideal amount of overhead that should be included
in the Mesos ask.
• Mesos relies on Dominant Resource Fairness scheduling algorithms to dis-
seminate offers to its registered frameworks. This is similar to the way that
MapReduce frameworks like Hadoop co-schedule MapReduce tasks. Ad-
ditional offer distribution policies can be added into the Mesos framework,
and their impacts analyzed. As an expansion of ideas presented in this work,
one such mechanism for distributing the offers would be to give preferen-
tial treatment of offers to frameworks with higher cardinality of outstanding
tasks. In this way, frameworks would be encouraged to build out more easily
adaptable bag-of-tasks approaches to scheduling.
• Another area of exploration that can build off this work is determining the
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effects of hyper-threading as a resource and its impacts on scheduling dif-
ferent types of applications in different compute environments, as well as
how the features of applications that Saini first identified in "The Impact of
Hyper-Threading on Processor Resource Utilization in Production Applica-
tions" interact with one another to make Hyperthreading less optimal, and
how to decide heuristically when such applications should not be assigned
to the same resources[61].
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