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Abstract
Blind Audio Source Separation (BASS), inspired by the “cocktail-party
problem”, has been a leading research application for blind source sep-
aration (BSS). This thesis concerns the enhancement of frequency do-
main convolutive blind source separation (FDCBSS) techniques for au-
dio separation in highly reverberant room environments.
Independent component analysis (ICA) is a higher order statistics
(HOS) approach commonly used in the BSS framework. When applied
to audio FDCBSS, ICA based methods suffer from the permutation
problem across the frequency bins of each source. Independent vector
analysis (IVA) is an FD-BSS algorithm that theoretically solves the
permutation problem by using a multivariate source prior, where the
sources are considered to be random vectors. The algorithm allows
independence between multivariate source signals, and retains depen-
dency between the source signals within each source vector. The source
prior adopted to model the nonlinear dependency structure within the
source vectors is crucial to the separation performance of the IVA al-
gorithm. The focus of this thesis is on improving the separation per-
formance of the IVA algorithm in the application of BASS.
An alternative multivariate Student’s t distribution is proposed as
the source prior for the batch IVA algorithm. A Student’s t probabil-
ity density function can better model certain frequency domain speech
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signals due to its tail dependency property. Then, the nonlinear score
function, for the IVA, is derived from the proposed source prior.
A novel energy driven mixed super Gaussian and Student’s t source
prior is proposed for the IVA and FastIVA algorithms. The Student’s t
distribution, in the mixed source prior, can model the high amplitude
data points whereas the super Gaussian distribution can model the
lower amplitude information in the speech signals. The ratio of both
distributions can be adjusted according to the energy of the observed
mixtures to adapt for different types of speech signals.
A particular multivariate generalized Gaussian distribution is
adopted as the source prior for the online IVA algorithm. The nonlinear
score function derived from this proposed source prior contains fourth
order relationships between different frequency bins, which provides a
more informative and stronger dependency structure and thereby im-
proves the separation performance.
An adaptive learning scheme is developed to improve the perfor-
mance of the online IVA algorithm. The scheme adjusts the learning
rate as a function of proximity to the target solutions. The scheme is
also accompanied with a novel switched source prior technique taking
the best performance properties of the super Gaussian source prior and
the generalized Gaussian source prior as the algorithm converges.
The methods and techniques, proposed in this thesis, are evaluated
with real speech source signals in different simulated and real reverber-
ant acoustic environments. A variety of measures are used within the
evaluation criteria of the various algorithms. The experimental results
demonstrate improved performance of the proposed methods and their
robustness in a wide range of situations.
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Chapter 1
INTRODUCTION
1.1 Introduction
In recent years, blind source separation (BSS) has attracted much re-
search attention from the signal processing community [1]. BSS is a
statistical signal processing approach that aims to separate individual
sources from measurements, containing mixtures of the sources, ob-
served at multiple sensors [2]. The estimation is performed blindly, i.e.,
without possessing information about the sources and the mixing pro-
cess. The sources are commonly recovered by exploiting the assumption
of mutual independence between the sources [3]. BSS can be used to
recover all sources from the recorded mixtures, or to segregate a partic-
ular source from the mixtures. It may also be useful, in some situations,
to reveal the mixing process itself to identify the mixing system.
BSS has been proposed for various fields in recent years [4]. The
technique is applicable to a wide variety of signal processing applica-
tions including communication systems, biomedical signal processing,
image restoration, radar antenna systems, and image and acoustic sig-
nal processing systems [5, 6]. A well-recognised BSS application is the
separation of audio sources that have been mixed and then captured
by multiple microphones in a real room environment, known as the
cocktail party problem (CPP).
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Figure 1.1. The cocktail party environment (Image from Tele-
graph.co.uk).
1.2 Cocktail Party Problem
The cocktail party effect is the ability of humans to focus their auditory
attention on a particular stimulus while filtering out other stimuli in a
complex auditory setting where a number of people are simultaneously
participating in a conversation as illustrated in Figure 1.1. In such a
setting, competing speech sounds or a variety of noises that are often
assumed to be independent of each other may produce hearing inter-
ferences. However, this effect allows the majority of people to focus on
a single voice reducing interferences [7].
The human auditory system has a great ability to distinguish be-
tween sounds from different sources in a cocktail party environment.
However, for a machine, it is a much more challenging task to accom-
plish. This is what scientists term as the cocktail party problem (CPP).
The term was first introduced by Colin Cherry [8] and further explored
in [9]. The cocktail party problem refers to a machine’s task of re-
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Figure 1.2. The cocktail party problem (Image from onionesquereal-
ity.wordpress.com).
covering speech in a room of simultaneous independent speakers. This
may require the machine to imitate the complex cognitive processes of
humans to achieve this goal.
The increase in computing power has motivated researchers to at-
tempt to develop solutions to the cocktail party problem using micro-
phone sensors. The solution for the cocktail party problem is to design
a method to separate speech sources from their mixture or to focus on a
desired speech source while suppressing all the other competing speech
sources including noise. The problem is illustrated in Figure 1.2.
Using advanced computing and signal-processing technologies, the
long term research aim of scientists working on the cocktail party prob-
lem is to build an intelligent machine which can mimic the ability of
the human auditory system to solve the cocktail party problem. How-
ever, this aim has not been met because a complete understanding of
the cocktail party phenomenon is still missing, and the human auditory
perception capability is not fully understood [7].
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To imitate the human performance with a machine, computational
neuroscientists, computer scientists, and engineers have attempted to
view and simplify this complex perceptual task as a learning problem,
for which a computational solution is sought. Following the early pi-
oneering works of several scholars [10–14] numerous efforts have been
dedicated to address the CPP problem in diverse fields: physiology,
neurobiology, psychophysiology, cognitive psychology, biophysics, com-
puter science, and engineering.
In the computer science community, the topic is known as compu-
tational auditory scene analysis (CASA). CASA is driven by under-
standing and imitating the capabilities of human auditory scene anal-
ysis [11, 15]. In the signal processing community, it is known as blind
source separation (BSS). In addition, approaches that combine CASA
and BSS have also been proposed [16, 17]. Several methods to address
BSS problems have emerged over the years such as non-negative ma-
trix factorisation (NMF) [18] and deep learning for neural networks
(DNN) [19]. This thesis focuses on statistical signal processing based
BSS approaches exploiting, mainly, higher order statistics (HOS), in
particular independent vector analysis (IVA) [20,21].
1.3 Blind Source Separation
Blind source separation (BSS) is a technique for estimating individual
source components from their observed mixtures. The observed signals
are obtained at a set of sensors, each receiving a different linear com-
bination of the source signals. The term blind refers to the fact that
only the mixtures are available and both the sources and the mixing
process are unknown [13]. Separation may be achieved in different ways
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Figure 1.3. Block diagram of the mixing and BSS processes
according to the amount of prior information available [14].
The BSS problem can be stated as the estimation of N source signals
from M observed mixture signals that are unknown function of the
sources. The basic BSS model is shown in Figure 1.3. In the figure, the
source data s(t) are mixed by a mixing matrix H to produce the sensor
data x(t), where t is the discrete time index. Optimisation algorithms
act on x(t) to produce a separating matrix W that has the capability to
extract the original sources y(t), an estimation of s(t), from the mixed
sources [14]. The vectors of the model can be expressed as the linear
transformations by:
x(t) = Hs(t) (1.3.1)
y(t) = Wx(t) (1.3.2)
where 1x is the observation vector (M × 1) components,
s is the source vector (N × 1) components,
y is the estimated (output) vector (N × 1) components,
H is the mixing matrix (M ×N), and
W is the unmixing matrix (N ×M).
1The time index (t) is dropped for notational convenience.
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Source 2
Source 1
Microphone 1
Microphone 2
Figure 1.4. A schematic diagram of convolutive mixing environment
between two sources and two microphones.
When M = N it is an exactly determined system;
M > N an over determined system; and
M < N an under determined system.
If the source signals can travel directly without delay or filtering,
they will arrive simultaneously2 at the sensors. This leads to the basic
instantaneous mixing model, which simplifies the solution of the prob-
lem. However, when BSS is applied to solve the cocktail party problem,
the mixtures of audio sources, in a real reverberant environment, are
convolutive rather than instantaneous due to propagation time delays
and sound reverberation in the room, as illustrated in Figure 1.4. Thus
the mixture can be expressed as:
2In practice, any real signal, such as speech, will take a finite time to travel from
the source to the sensor array.
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x(t) =
∑
τ
H(τ)s(t− τ) (1.3.3)
where τ is time delay and H(t) is the room impulse response (trans-
fer function). Time domain methods have been proposed to separate
convolutive mixture. However, in a real room environment, the length
of the room impulse response is typically on the order of thousands of
samples even if sampled with the 8 kHz sampling rate (Nyquist rate)
for speech bandwidth. This makes solving the convolutive BSS (CBSS)
problem computationally expensive in the time domain [1]. In order
to improve the computational efficiency of the CBSS algorithms, fre-
quency domain BSS (FD-BSS) methods have been proposed to tackle
the problem. The convolution operation in the time domain can be ap-
proximated by multiplication in the frequency domain, which reduces
the computational cost significantly [1]. Ideally, in FD-BSS methods,
an instantaneous mixture is obtained at each frequency component. In
each frequency bin, k, the mixing and separation can be denoted as:
x(k) = H(k)s(k) (1.3.4)
y(k) = W(k)x(k) (1.3.5)
BSS algorithms are, generally, designed to exploit the statistical in-
dependence of different sources in an acoustic environment. These al-
gorithms attempt to maximise the independence between the estimated
output signals. Most FD-BSS algorithms are based on extracting sec-
ond order statistics (SOS) or higher order statistics (HOS) from the
recorded data. BSS algorithms exploiting source independence under
the instantaneous mixing model, lead to solutions for independent com-
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ponent analysis (ICA) [22]. For convolutive mixtures, FD-BSS can em-
ploy the ICA based techniques to separate the instantaneous mixtures
in each frequency bin independently [5]. However, the component-wise
separation approach exhibits some limitations [23–26]. The main am-
biguity is the permutation problem, where the source permutation may
appear independently in each frequency bin. To mitigate the permu-
tation problem, extra measures have to be taken after the separation
process to repair this internal permutation ambiguity. The extra pro-
cessing stage, generally, makes the approach computationally expensive
and may not lead to successful solutions.
Independent vector analysis (IVA) proposed by Kim et al. [20,21] is
an approach that has proved successful in solving the permutation prob-
lem of FD-BSS for speech separation. It is based on an improved model
of the ICA method exploiting higher order frequency dependencies to
capture inherent interfrequency dependencies of the speech signals. The
proposed method introduces the concept of multivariate components
by extending the ICA formulation of univariate source signals to mul-
tivariate source signals. The algorithm allows independence between
multivariate source signals and retains dependency between the source
signals within each source vector. Hence, the IVA approach proposed a
new cost function that measures the independence among multivariate
signals with multivariate probability density functions (PDFs), instead
of the univariate PDF adopted by the ICA method. The multivariate
score function can be obtained from the multivariate source prior. The
IVA mixing and separating model is illustrated in Figure 1.5, where
both sources and observations are multivariate [20].
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Figure 1.5. Mixing and separating model for the frequency domain
independent vector analysis (FD-IVA).
The performance of the IVA algorithms relies on the statistical
model employed as a source prior. The original IVA method employs
a multivariate super-Gaussian (Laplacian) distribution as source prior.
The performance of the IVA method can be potentially improved by
exploiting alternative models and techniques.
The batch and online modes of the IVA algorithm are considered
in this thesis. The batch algorithm requires all (or sufficient) signal
data to be available before processing is performed. While the online
algorithm is performed iteratively as signal data arrives.
1.4 Applications of Blind Audio Source Separation (BASS)
BSS has many potential audio applications. Given the observations,
in some applications only one source signal is of interest and other
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applications require recovering all the source signals. The application of
BSS for the separation of simultaneous speech sources in reverberating
environment, such as in a room, is the focus of this thesis.
Speech enhancement by removing noise or other unwanted signal
components is a major application area of BASS [27]. Enhancement of
voice quality in mobile phones is one important application, particu-
larly in noisy surroundings [28]. Voice dialling or speech recognition in
general in a cocktail party environment is another application [29, 30].
Hearing aids are also another lucrative application for BSS speech en-
hancement [31, 32]. Other applications whereby the interest might be
in picking up one target signal include spying, intelligence or forensic
applications [33,34].
BASS is useful in teleconferencing setup and speakerphones, where
it is desirable to acquire speech signal free from reverberation, noise,
acoustical echoes and mixed other speakers [35]. BASS techniques can
also be applied in the detection and separation of acoustic signals in
underwater systems. The application is utilised in understanding the
underwater environment, ship tracking and detecting any underwater
substance leakages [36, 37]. Another applications include high quality
separation of musical sources [38] and source localization for auditory
scene analysis.
1.5 Aim and Objectives
The main aim of the thesis is to analyse, develop and evaluate novel
techniques to enhance the separation performance of speech signals ac-
quired in reverberant environments through improved statistical mod-
elling of the source dependencies. The focus is on enhancing the sepa-
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ration performance of the independent vector analysis (IVA) technique.
The particular objectives of this thesis are:
• Objective 1: to examine alternative statistical dependency models
for the IVA algorithm to improve the convergence and separation
performance of the algorithm.
In Chapter 4, the Student’s t distribution is adopted as a source prior
for the batch IVA. The PDF can better model certain speech signals
due to its tail dependency property, thereby improving the separation
performance of the algorithm achieving a faster convergence speed in
lower number of iteration. In Chapter 6, a generalized Gaussian dis-
tribution is adopted as a source prior for the online IVA algorithm. It
improves the convergence time of the algorithm.
• Objective 2: to exploit the statistical property of the speech mix-
ture signals to produce a combined distribution source prior that
adapts to different types of speech signals and hence achieves im-
proved separation performance.
In Chapter 5, a mixture source prior of the original super Gaussian
distribution and the Student’s t distribution is proposed for the batch
IVA algorithm and the fast version of the algorithm. The weight of
each distribution in the mixed source prior is adapted automatically
according to the energy of the observed mixture signals.
• Objective 3: to investigate the frequency spectrum dependency
structure within each source to avoid the permutation problem
and enhance the separation performance of the IVA algorithm.
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In Chapter 5, a clique based overlapped chain type dependency model
is used to model the dependency structure within the frequency bins of
each source to achieve a robust and improved separation performance
for the IVA algorithms.
• Objective 4: to develop new techniques to enhance the conver-
gence and separation performance of the online IVA.
Chapter 6 introduces a new adaptive learning scheme as a function of
proximity to the target solution to improve the performance of the on-
line IVA in terms of convergence time and steady state separation value
and accuracy. In addition, the scheme is enhanced by a switched source
prior technique between the super Gaussian and generalized Gaussian
distributions gaining the advantages of each distribution at different
stages of the learning algorithm.
• Objective 5: to apply and evaluate the different proposed tech-
niques and methods for speech separation in a variety of real room
environments and settings using robust criteria.
In all contribution Chapters 4, 5 and 6, all the different forms of the
IVA algorithm are evaluated using different reverberant real room set-
tings and room impulse responses. The evaluation criteria, including a
package of performance measures is devised in Chapter 3.
1.6 Thesis Outline
The thesis is organised as follows:
• Chapter 2 introduces the background theory on BSS in the time
and frequency domains related to the material of the thesis. The
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BSS mixing models and the major techniques for solving the BSS
problem in the frequency domain are discussed along with their
ambiguities. The Parra-Spence frequency domain BSS algorithm
based on SOS is reviewed. An overview of independent compo-
nent analysis (ICA) is provided with its limitations in FD-BASS
applications. Independent vector analysis (IVA) and how it ad-
dresses the permutation problem, inherent to ICA, is reviewed in
detail along with its fast version (FastIVA).
• Chapter 3 outlines the datasets, techniques and experimental se-
tups required for the implementation and evaluation of the sepa-
ration of convolutive speech mixtures. The speech sources library
is described. The different room models, deployed, along with
the room settings and various parameters involved in the mixing
process of speech sources are discussed. Furthermore, the separa-
tion performance criteria are detailed including the performance
measures adopted for the purpose.
• Chapter 4, firstly, provides a comparison between separation per-
formance of the ICA and IVA algorithms to demonstrate the effect
of the permutation problem in CBSS and how it is addressed by
the IVA method. Then, the multivariate Student’s t distribution
is adopted as a source prior for the IVA method. The source prior
is used to derive the nonlinear score function for the algorithms.
The separation performance of the IVA algorithm with the new
source prior is compared with the original super Gaussian source
prior in real room environments.
• In Chapter 5, a new multivariate source prior for the IVA algo-
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rithm is introduced as a mixture of two distributions to better
model speech signals. The source prior is constructed by mix-
ing the original multivariate super Gaussian distribution and the
multivariate Student’s t distribution with a certain ratio. The
mixed source prior is empowered with an energy driven scheme
that adjusts the weight of each distribution according to the en-
ergy of the observed mixtures so it can adapt to different types of
speech signals. Moreover, an overlapped clique based dependency
model is adopted for frequency spectrum structure of the sources.
The IVA and the FastIVA methods are evaluated using the new
techniques in different real room environments.
• Chapter 6 proposes a new robust adaptive learning based scheme
to improve the separation performance of the online IVA algo-
rithm. The scheme controls the learning rate by exploiting gear-
shifting to address the trade-off between the high and small values
of the learning rate. A generalized Gaussian source prior is in-
troduced to the online IVA algorithm with the proposed scheme.
The scheme was tested and compared with the original online IVA
algorithm in real room environments and real recordings. Then,
a new switched source prior technique is added to the adaptive
learning scheme. The technique acquires the best aspect of the
original super Gaussian and the generalized Gaussian source pri-
ors.
• Finally, conclusions are drawn from the thesis in Chapter 7. It
summarises the contributions of the thesis and discussions includ-
ing suggestions for future work.
Chapter 2
BACKGROUND AND
RELATED LITERATURE
REVIEW
2.1 Introduction
Blind source separation (BSS) is a technique for recovering individual
source signals from observed mixture signals at multiple sensors. The
estimation technique is performed without having information about
the original source signals or the mixing process. The separation of
speech signals from their mixtures, known as the cocktail party problem
[8], is an application of BSS. The BSS task strongly depends on the
way in which the original source signals are mixed within the physical
environment. The simplest mixing model is the instantaneous mixing.
However, speech signal mixtures in a real reverberant environment are
generally convolutive mixtures.
The separation of convolutive mixtures can be addressed in the time
domain. However, time domain BSS methods are generally not suitable
for the convolutive BSS (CBSS) problem due to the computational
45
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complexity [1]. In order to reduce the computational cost, CBSS is
usually addressed in the frequency domain termed FD-BSS [1].
This chapter introduces the background theory of BSS in the time
and frequency domains. The major techniques for solving the BSS
problem in the frequency domain are discussed along with their ambi-
guities. Most FD-BSS algorithms are based on extracting second order
statistics (SOS) or higher order statistics (HOS) from the observations
data. SOS methods exploit the statistical non-stationarity of the speech
signals and HOS methods use the non-Gaussianity of the speech sig-
nals to separate the mixed speech signals. The Parra-Spence algorithm
based on SOS in the frequency domain [39] will be reviewed.
Independent component analysis (ICA), a well-known BSS algorith-
mic technique [40,41], will be reviewed along with its limitations in au-
dio BSS applications. It separates sources from the observed mixtures
by maximising statistical independence among source signals. Indepen-
dent vector analysis (IVA), is an extension of ICA from univariate to
multivariate components to avoid theoretically the permutation prob-
lem inherent to ICA [21]. It utilises the statistical independence among
multivariate signal sources and the statistical inter-dependency of each
multivariate source signal.
Enhancing the performance of the IVA algorithm is the focus of
this thesis and will be reviewed in detail in this chapter. The original
natural gradient IVA (NG-IVA) algorithm [20] uses the gradient descent
method [42] to optimise the contrast function. The fast fixed point IVA
(FastIVA) algorithm [43] is a fast version of the IVA algorithm and it
uses the Newton method [44] to minimise the contrast function.
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2.2 Mixture and Separation Models
The blind source separation task depends on the way in which the
signals are mixed within a physical environment. Many methods have
been proposed to attempt to solve the BSS problem. In 1985, Herault
and Jutten [45] were the first to address the problem of blind source
separation.
2.2.1 Instantaneous Mixing
The basic mixing model is called instantaneous mixing. In this model,
it is assumed that the mixtures are instantaneous. It is assumed that
the signals arrive at the sensors (microphones) at the same time without
any delay1 or filtering. Figure 2.1 illustrates the instantaneous mixing
process for the case of three sources and three microphones.
In instantaneous mixing, N unknown source signals are combined
to yield the M measured sensor signals.
The noise free instantaneous mixing model is defined in the time
domain as [46]:
xj(t) =
N∑
i=1
hjisi(t) j = 1, · · · ,M (2.2.1)
where xj(t) is the jth element of the mixture vector, si(t) is the ith
element of the source vector and hji is the jth row and ith column
element of the mixing matrix H. In matrix form:
x(t) = Hs(t) (2.2.2)
1In practice, speech signals will take a finite time to travel from the source to
the sensors.
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Figure 2.1. Instantaneous mixing of three sources and three micro-
phone observations.
Assuming the unmixing matrix W is known then source are esti-
mated as:
yi(t) =
M∑
j=1
wijxj(t) i = 1, · · · , N (2.2.3)
where yi(t) is the ith element of the estimated source vector and wij
is the ith row and jth column element of the unmixing matrix W. In
matrix form:
y(t) = Wx(t) (2.2.4)
Many algorithms have been developed to solve the instantaneous
mixing case namely to find the unmixing matrix W from the obser-
vations x(t) [22, 47]. Although useful for theoretical derivations, such
algorithms do not offer practical solutions for speech source separation.
The instantaneous model does not generally represent real-world room
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environments. For a real room environment, the acoustic signals take
multiple paths to the microphone sensors instead of only the direct
path. Thus, the convolutive model is used to represent the practical
situation.
2.2.2 Convolutive Mixing
Real-world acoustical paths in a reverberant room environment lead to
the convolutive mixing of the sources when measured at the acoustic
sensors. Convolutive mixing occurs due to the time delays resulting
from sound propagation over space and the multipath generated by re-
flections of sound off the walls and different objects in the room [48].
CBSS has driven much recent research work in the field of BSS. Fig-
ure 2.2 illustrates the convolutive mixing process for the case of three
sources and three microphones.
In CBSS the sources are assumed to be convolved with a linear
model [49]. CBSS introduces the following noise free relation between
the jth mixed signal and the original source signals:
xj(t) =
N∑
i=1
P−1∑
p=0
hji(p)si(t− p) j = 1, · · · ,M (2.2.5)
The mixed signal xj(t) is a linear mixture of filtered versions of
each of the source signals si(t), where hji(p) represent the correspond-
ing mixture filter coefficient from source i to microphone j and P is the
mixing filter length in time. The room impulse response can be repre-
sented in the form of a multichannel FIR filter H(p), p = 0, . . . , P − 1
to produce M sensor signals, where:
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Figure 2.2. Convolutive mixing of three sources and three microphone
observations.
H(p) =

h11(p) . . . h1N(p)
...
. . .
...
hM1(p) . . . hMN(p)
 (2.2.6)
In time domain CBSS, the sources are estimated using a set of
inverse FIR filter matrices W(q), q = 0, . . . , Q− 1 such that:
yi(t) =
M∑
j=1
Q−1∑
q=0
wij(q)xj(t− q) i = 1, · · · , N (2.2.7)
The estimated signal yi(t) is a linear mixture of filtered versions
of each of the mixture signals xj(t), where wij(q) represent the corre-
sponding separating filter coefficient from mixture j to output source
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i and Q is the unmixing filter length in time. The qth slice of the
unmixing filter W(q) is:
W(q) =

w11(p) . . . w1M(p)
...
. . .
...
wN1(p) . . . wNM(p)
 (2.2.8)
There is advantage to perform CBSS in the frequency domain which
is next considered.
2.3 Frequency Domain CBSS
When CBSS is applied to speech mixtures, it involves relatively long
multichannel FIR filters to achieve separation even with moderate room
reverberation. Although time-domain algorithms can be developed to
perform the task, they can be hard to implement due to the multi-
channel convolution operations involved. The CBSS process can be
simplified by transforming the task in the frequency domain, as con-
volution in the time domain theoretically becomes multiplication in
the frequency domain. Ideally, each frequency component of the mix-
ture signal contains an instantaneous mixture of the corresponding fre-
quency components of the underlying source signals.
Transformation of time-domain signals into the frequency-domain
is usually performed via the discrete Fourier transform (DFT) or the
short-time Fourier transform (STFT). Using a T-point windowed dis-
crete Fourier transformation (DFT), the time domain signals xj(t),
j = 1, . . . ,M , can be converted into time-frequency domain signals
xj(ω, tk) where ω is a normalised frequency index and tk is a discrete
Section 2.3. Frequency Domain CBSS 52
time block index, k = 1, . . . , K (K represents the total number of data
blocks). The transform is given as:
x(ω, tk) =
T−1∑
τ=0
x(tk, τ)e
−jωτ/T (2.3.1)
The linear convolution in the time domain can be written in the
frequency domain as separate multiplications for each frequency bin
as:
x(ω, tk) = H(ω)s(ω, tk) (2.3.2)
where x(ω, tk) denotes the DFT of the current mixed vector frame at
discrete time block instant tk and frequency ω and s(ω, tk) denotes the
corresponding DFT of the source vector frame. The matrix H(ω) is
the frequency representation for the mixing impulse response hji(p). It
is an M ×N time invariant mixing matrix at frequency ω and can be
represented as:
H(ω) =

h11(ω) . . . h1N(ω)
...
. . .
...
hM1(ω) . . . hMN(ω)
 (2.3.3)
For a particular frequency bin ω, the system represents an instanta-
neous mixing system. The block diagram of a generic frequency-domain
CBSS procedure is shown in Figure 2.3. The separation system at fre-
quency ω and discrete time block tk is represented as:
y(ω, tk) = W(ω)x(ω, tk) (2.3.4)
where y(ω, tk) denotes the DFT of the estimated source signals at dis-
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ŝ1
ŝ2
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Figure 2.3. Block diagram of frequency domain BSS (FD-BSS).
crete time block instant tk and frequency ω. W(ω) is the N × M
frequency representation of the unmixing matrix. W(ω) is determined
so that sˆi(ω, tk) = yi(ω, tk), i = 1, . . . , N , become as independent as
possible. W(ω) can be represented as:
W(ω) =

w11(ω) . . . w1M(ω)
...
. . .
...
wN1(ω) . . . wNM(ω)
 (2.3.5)
The time domain separated signals sˆ(t) = yi(t) can then be ob-
tained by using an inverse DFT (IDFT) operation. The signals that
are reconstructed via the IDFT after the separation step may have
spectral components corresponding to multiple sources, and they may
suffer from distortions due to spectral errors [49]. Thus, to obtain good
performance from FD-BSS methods, it is necessary to solve the ambigu-
ities in FD-BSS. Once ambiguities are mitigated, the final time-domain
source estimates can be reconstructed using overlap-add methods [50].
Ambiguities in FD-BSS are discussed next.
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2.3.1 Ambiguities in Frequency Domain BSS
In BSS algorithms, the source signals and mixing matrix H are assumed
to be unknown and they generally target at restoring independence
[2]. This may lead to some ambiguities in the possible solutions across
different frequency bins obtained in FD-BSS. Therefore, there is no
guarantee that the separated signals obtained by such procedures will
have the same scaling and permutation properties for different values
of ω. Ideally, in FD-BSS, the separation system is adapted such that:
W(ω)H(ω) = I (2.3.6)
Due to the scaling and permutation ambiguities it is not nec-
essarily the case that the separating matrix W corresponds exactly to
the inverse of the mixing matrix H. However, it is the case that:
W(ω)H(ω) = P(ω)D(ω) (2.3.7)
where P(ω) and D(ω) are frequency-dependent permutation and diag-
onal scaling matrices, respectively.
2.3.1.1 Scaling
Due to the lack of prior information about the sources and the mixing
matrix H, the energies of the source signals cannot be normally esti-
mated. Inevitability, the energies of the independent estimated source
signals are not equivalent to those of the original source signals. If one
of the sources si is multiplied by a non-zero scalar α, dividing the cor-
responding column hi of H by the same non-zero scalar could cancel
its effect:
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x =
∑
i
(
1
α
hi)(siα) (2.3.8)
This demonstrates that the sources can be estimated only up to a
scaling constant. Scaling ambiguities can result in unequal scaling of
the spectral components before reconstruction. Scaling ambiguities are
most often resolved by some form of normalisation of each separation
matrix at each frequency bin or by assuming a unit variance for the
independent estimated zero mean source components. The sign ambi-
guity normally has minor effect on speech signals in BSS.
2.3.1.2 Permutation
The order in which the components is recovered may not be determined
correctly. Permutation ambiguities can result in the spectral mixing of
sources upon reconstruction. With instantaneous mixing models per-
mutation does not usually affect the solution of the BSS algorithm.
However, in the case of convolutive mixing models, the permutation
ambiguities becomes a major problem. If the FD-BSS problem is solved
independently at each frequency bin, the order of the estimated source
signals at each frequency bin will most likely be inconsistent across all
frequency bins. The problem is depicted in Figure 2.4. In the dia-
gram the order of the estimated signals (sˆ
(k)
1 , sˆ
(k)
2 , · · · , sˆ(k)N ) is different
from the order of the original source signals (s
(k)
1 , s
(k)
2 , · · · , s(k)N ) at each
frequency bin.
Source permutation is a much more challenging problem and has
received considerable attention by several researchers. Most methods
for resolving frequency-dependent permutation fall into one of three
categories [2], namely methods exploiting:
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Figure 2.4. A graphical representation of the permutation problem in
FD-BSS [51].
• Signal properties of the DFT.
• Properties of speech.
• Geometric properties of the sensor array, such as directions of
arrival (DOAs).
All three classes of methods require additional information about the
measurement setup or the signals being separated. The major FD-BSS
techniques are presented in the next section.
2.4 BSS Techniques
There are various techniques in the literature to address the BSS prob-
lem. BSS algorithms are based on different assumptions on the sources
and the mixing and separation model or system. The sources are usu-
ally assumed to be independent or decorrelated. The algorithms can
be divided according to the separation criterion into methods based
on second order statistics (SOS), and methods based on higher order
statistics (HOS). In CBSS it is also assumed that sensors receive N lin-
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early independent versions of the source signals and there are at least
as many sensors M in an exactly determined system, i.e., M ≥ N .
Different algorithms make different assumptions on the statistics of the
sources. These methods are motivated by the present understanding
on the grouping principles of auditory perception commonly referred to
as “Auditory Scene Analysis” (ASA) [1].
2.4.1 Second Order Statistics BSS
BSS algorithms based on second order statistics (SOS) separate the
sources depending on decorrelation instead of the stronger condition
of independence between the sources. SOS conditions alone are not
adequate for separation of sources. Hence, these methods require addi-
tional conditions for separation [1]. They work on assumptions such as
the statistical non-stationarity of the sources [39] or a minimum phase
mixing system [52]. The main advantage of SOS is that they are less
sensitive to noise and outliers, as a result they do not require a huge
amount of data for the estimation process [53]. A separation algorithm
based on SOS in the frequency domain which was proposed by Parra
and Spence [39] is discussed next.
2.4.1.1 Parra-Spence Algoirthm
The algorithm exploits the non-stationarity of speech which can be con-
sidered statistically non-stationary for time scales beyond 10ms [54,55].
It employs cross-correlation at multiple times to provide sufficient sep-
aration conditions and uses least squares (LS) optimisation to estimate
the unmixing matrix W(ω). The separation matrix is estimated by
decorrelating the cross-correlation matrices at different lags by search-
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ing for W(ω) that diagonalise simultaneously the cross-correlation ma-
trices of the estimated sources at K different times:
The gradient descent algorithm is used to diagonalise the unmixing
matrix for all the frequency bins by minimising the sum-squared error
(as the sum of off-diagonal elements of the covariance matrix of the
estimated sources).
y(ω, tk) = Wx(ω, tk) (2.4.1)
SOS in the frequency domain is captured by the cross-power spec-
trum:
Ry(ω, tk) = W(ω)Rx(ω, tk)W
H(ω)
= W(ω)H(ω)Λs(ω, tk)H
H(ω)WH(ω) (2.4.2)
where Λs(ω, tk) is a diagonal covariance matrix describing the source
signals for each discrete time block tk, Rx(ω, tk) is the covariance matrix
of x(ω, tk) and (.)
H denotes Hermitian transpose.
The aim is to minimise the cross-powers on the off-diagonal of the
matrix Ry(ω, tk). The covariance matrices are estimated using an av-
eraged cross-power spectrum:
Rˆx(ω, tk) =
1
L
L−1∑
l=0
x(ω, tk + lT )x
H(ω, tk + lT ) (2.4.3)
where T is the block length of the FFT.
The cost function Jm based on the off-diagonal elements of Ry(ω, tk)
estimated at tk = kTL, k = 1, · · · , K, with K being the number of
matrices to diagonalise, is given by:
Jm =
T∑
ω=1
K∑
k=1
‖E(ω, tk)‖2F (2.4.4)
Section 2.4. BSS Techniques 59
where E(ω, tk) = W(ω)Rˆx(ω, tk)W
H(ω) − Λs(ω, tk) and ‖.‖2F is the
squared Frobenius norm.
To minimise Jm the method of steepest descent is used giving:
∂Jm
∂W∗(ω)
= 2
K∑
k=1
E(ω, tk)W(ω)Rˆx(ω, tk) (2.4.5)
where (.)∗ denotes the conjugate operator, and the update equation for
W(ω) becomes:
Wj+1(ω) = Wj(ω)− η
K∑
k=1
E(ω, tk)W(ω)Rˆx(ω, tk) (2.4.6)
where j is the iteration index and η is the learning rate.
The unmixing matrix W(ω) is updated for all the frequency bins.
The source covariance matrix can be estimated at each iteration by:
Λˆs(ω, tk) = diag{W(ω)Rx(ω, tk)WH(ω)} (2.4.7)
The arbitrary permutation of the coordinates for each frequency
will lead to the same error E(ω, tk). Therefore, choosing a different
permutation of the solutions for each frequency bin will not change the
total cost.
Since accurate reconstruction of the sources requires consistent per-
mutation for all frequencies, the Parra-Spence algorithm suffers from
the permutation problem. Parra and Spence proposed a possible solu-
tion to the permutation problem [39] by imposing a smoothness con-
straint on the separating filters to produce better alignment of the
frequency bins. This can be achieved by constraining the filter length
Q to be much less than the size of the DFT (W(τ) = 0 for τ > Q and
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Q  T ). BSS based on higher order statistics (HOS) is explained in
the next section.
2.4.2 Higher Order Statistics BSS
BSS algorithms based on higher order statistics HOS separate the
sources on the assumption that they are statistically independent. The
statistical independence implies uncorrelated sources, but the reverse
is not necessarily true. Many algorithms are based on minimising sec-
ond and fourth order dependence between the source signals [1]. To
successfully separate the sources by means of higher order moments,
it is necessary for the sources to be non-Gaussian (with the exception
of one at the most), given the fact that Gaussian sources have zero
higher cumulants [5]. The two major HOS BSS techniques, indepen-
dent component analysis ICA and independent vector analysis IVA, are
described next.
2.5 Independent Component Analysis (ICA)
ICA is a statistical and computational efficient technique that reveals
hidden factors that are contained within sets of random variables, mea-
surements, or signals. It defines a generative model that expresses the
data variables as a linear combination of some unknown latent variables
with an unknown mixing system [47]. The latent variables, known as
the independent components of the observed data, are assumed to be
non-Gaussian and mutually independent which can be found by ICA.
Although ICA is superficially related to principal component analysis
and factor analysis, it is a more powerful technique capable of finding
the underlying factors or sources. Certain fundamental assumptions
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are necessary for ICA to work [6, 47,56]:
• The source signals are assumed to be statistically independent.
Statistical independence between the source signals is expressed
in terms of the probability density functions (PDF). If the model
sources are independent, the joint probability density function
can be written as:
p(s1, . . . , sN) =
N∏
i=1
p(si) (2.5.1)
where p(si) is the marginal distribution of the ith source.
This is equivalent to stating that model sources si do not carry
mutual information.
• With the exception of one, all other sources must be non-Gaussian
signals. It is not possible to use HOS ICA if all the sources
are Gaussian because the higher order cumulants of a Gaussian
distribution are zero.
• The system is exactly determined when the number of sources is
equal to the number of mixtures. This means the mixing matrix
H is assumed to be square (N = M) and invertible.
Generally, ICA algorithms are carried out in two stages. First, the
mixtures are decorrelated via spatial whitening and then the estimation
process is performed by optimising their separating objective contrast
or cost functions. This spatial whitening is accomplished by employing
principal component analysis (PCA).
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2.5.1 Principle Component Analysis (PCA)
In ICA BSS, PCA is used to whiten the observed signals by removing
the cross-correlation between them, and ensuring that they have unit
variance [5]. PCA operates by finding the projections of the mixture
data in orthogonal directions of maximum variance. The whitening
process is usually done after the data were centred by subtracting the
mean from the observed data. A zero mean vector z containing ob-
servations from spatially distinct locations is said to be spatially white
if:
E(zzT ) = I (2.5.2)
where E(.) is the statistical expectation operator, (.)T is the transpose
operator and I is the identity matrix. The unmixing matrix, W, can
be decomposed into two components as:
W = UQ (2.5.3)
where Q denotes the whitening matrix and U is the rotation matrix
[11].
PCA might be done using eigen-value decomposition (EVD) of the
covariance matrix Cx:
Cx = EDE
T (2.5.4)
The whitening matrix Q can be formulated as:
Q = D−1/2ET (2.5.5)
where E is the matrix of eigenvectors of the covariance matrix Cx and D
is the diagonal matrix of the eigenvalues of Cx(D = diag(d1, · · · , dn)).
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It is important to note that the whitening matrix Q is not unique
because it can be pre-multiplied by an orthogonal matrix to obtain
another version of Q. Cx can be estimated as a time average using
samples of the observed vector x(1), · · · ,x(T ). The whitened vector z
is obtained as follows:
z = ED−1/2ETx = A˜s (2.5.6)
where D−1/2 = diag(d1, · · · , dn).
PCA requires the n diagonal elements of the whitened data covari-
ance matrix Cz to be unity. Due to the symmetry of Cz, (n
2 − n)/2 of
its off-diagonal elements can be set to zero. This means spatial white-
ness imposes n(n + 1)/2 constraints. Therefore the whitening process
reduces the number of unknown parameters to n(n − 1)/2 instead of
the n2 originally required.
2.5.2 Learning Algorithm: Natural Gradient ICA
The fundamental idea of ICA is to minimise the dependency among
the output components. The independence is measured by the average
mutual information (MI) of the estimated sources [5]. The Kullback-
Leibler divergence between the joint distribution p(sˆ) and the product
of the marginal distributions of the source outputs
∏N
1=1 q(sˆi):
CICA = KL
(
p(sˆ)‖
N∏
1=1
q(sˆi)
)
(2.5.7)
=
∫
p(sˆ) log
p(sˆ)∏N
1 q(sˆi)
dsˆ (2.5.8)
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=
∫
p(x) log p(x)dx− log |det(W)| −
N∑
i=1
∫
p(yi) log q(sˆ)dsˆi (2.5.9)
= const.−
K∑
k=1
log |det(W)| −
N∑
i=1
E[log q(sˆi)] (2.5.10)
By differentiating Equation (2.5.10) with respect to the separating
matrix W, the gradient of the cost function can be calculated as follows:
∆W = −∂CICA
∂W
= W−1E[ϕICA(sˆ)]xTj (2.5.11)
where (.)−1 denotes the inverse of a matrix and the nonlinear score
function for ICA in its general form:
ϕICA(sˆ) =
∂ log q(sˆi)
∂si
(2.5.12)
The natural gradient [42] can be calculated by multiplying through
by WTW:
∆W ∝ (I− E[ϕICA(sˆ)sˆT ])W (2.5.13)
Then the update rule for natural gradient ICA (NG-ICA):
W(l + 1) = W(l) + η∆WW(l) (2.5.14)
W(l + 1) = W(l) + η(I− E[ϕICA(sˆ)sˆT ])W(l) (2.5.15)
where η is a learning rate, and l is the iteration index.
The exact non-linear score function is based on the distribution
(PDF) used to model the statistics of the original sources. For example,
a Laplacian source prior in the form:
q(si) ∝ exp
( |si − µi|
σi
)
(2.5.16)
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where σi is the standard deviation of each source. The non-linear score
function becomes:
ϕICA(sˆ) =
∂ log q(sˆi)
∂si
=
sˆi
|sˆi| (2.5.17)
Various source priors can be deployed to model the speech sig-
nals [22, 57]. The separation performance depends on the source prior
selected.
Different forms of the ICA algorithm have been introduced, includ-
ing the popular FastICA algorithm described in [58] which will be ex-
plained in Chapter 4. In the ICA method, the alignment of the sepa-
rated signals is not consistent across all the frequency bins. Therefore, it
is necessary to correct the permutations of separating matrices at each
frequency to achieve an accurate reconstruction of the separated signal
in the time domain. A widely used approach is to impose a smoothness
constraint of the source that translates into smoothing of the separat-
ing filter. This approach has been recognised by several techniques
such as averaging separating matrices with adjacent frequencies [39],
limiting the filter length in the time domain [59]. Direction of arrival
estimation has also been exploited [23,60] and video tracking of sources
was suggested [61]. Although these methods perform well under certain
conditions, they may not provide good perform in general conditions.
The independent vector analysis (IVA) algorithm is a recent FD-
BSS algorithm introduced to solve the permutation problem algorith-
mically [20]. It models independence between source signal vectors and
dependency between frequency bins within each source vector. The
IVA algorithm is discussed in detail in the next section.
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2.6 Independent Vector Analysis (IVA)
In the ICA approach, the source signal prior is defined independently
at each frequency bin. ICA methods suffer from the unknown permu-
tation of the output signals over different frequency bins due to the
indeterminacy of permutation inherent in the ICA algorithm.
To mitigate the permutation problem, Kim et al. proposed the in-
dependent vector analysis (IVA) approach [20, 21]. It is a frequency
domain BSS method based on an improved model of the ICA method.
It assumes that dependencies exist between frequency bins instead of
defining independence for each frequency bin. The proposed method
introduces the concept of multivariate components by extending the
ICA formulation of univariate source signals to multivariate source sig-
nals. It exploits a dependency model capturing inherent interfrequency
dependencies of the speech signals.
In IVA, the sources are considered to be multidimensional random
vectors, not just single variables as in the ICA. Since the elements of
a random vector are related to each other, elements within a source
vector are dependent as well as correlated [21]. The algorithm allows
independence between multivariate source signals represented as ran-
dom vectors, and retains dependency between the source signals within
each source vector. It also considers that multivariate signals have a
multidimensional mixing linear model [20].
Compared with ICA methods, the interfrequency relationships de-
pend on a modified model for the source signal prior. The method uses
higher order dependencies across frequencies. The IVA method defines
each source prior as a multivariate super-Gaussian distribution which
is a simple extension of the independent Laplacian distribution. Thus,
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it can preserve the higher order interfrequency dependencies and struc-
tures of frequency components. It therefore mitigates the permutation
problem and improves the separation performance of sources [20]. In
addition to the dependency model which captures interfrequency de-
pendencies in data, the IVA approach proposes a new cost function
that measures the independence among multivariate signals with mul-
tivariate probability density functions (PDFs). It is an extension of
mutual information between multivariate random variables. The learn-
ing algorithm for the parameters of the separating filters is derived by
minimising the cost function [20].
2.6.1 The IVA Model
In the IVA method, the time domain signal is converted to the frequency
domain signal using the short time Fourier transform (STFT). This is
then processed assuming the IVA mixing and separating model where
both sources and observations are multivariate [20]. The noise free
frequency domain BSS model is described as:
x(k) = H(k)s(k) (2.6.1)
where x(k) = [x
(k)
1 , x
(k)
2 , · · · , x(k)M ]T and s(k) = [s(k)1 , s(k)2 , · · · , s(k)N ]T are
the observed signal vector and the source signal vector in the frequency
domain at the kth frequency bin respectively. H(k) is the M×N mixing
matrix at k-th frequency bin, k = 1, 2, ..., K, and K is the number of
frequency bins.
The separation model of the source signal is given as:
sˆ(k) = W(k)x(k) (2.6.2)
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Figure 2.5. 3D independent vector analysis model for the case of two
sources and two sensors case. IVA groups the dependent sources as
a multivariate vector and learns each group as a whole. In the ICA,
the mixing process is restricted to the source components on the same
horizontal layer [62].
where sˆ(k) = [sˆ
(k)
1 , sˆ
(k)
2 , · · · , sˆ(k)N ]T is the estimated signal vector in the
frequency domain, and W(k)is the N ×M unmixing matrix at the kth
frequency bin. Figure 2.5 shows the three-dimensional (3D) dependency
structure of the IVA algorithm for the case of two sources and two
sensors. The IVA model consists of a set of standard ICA models
where the univariate sources across different layers are dependent such
that they can be aligned and grouped together as a multivariate vector
and each group is learned as a whole.
2.6.2 Cost Function
Separating multivariate sources from multivariate observations requires
a cost function for multivariate random variables. The Kullback-Leibler
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(KL) divergence between two functions is chosen as the measure of in-
dependence. In IVA, the two functions are the exact joint probability
density function of the estimated sources p(sˆ1, · · · , sˆN) and the prod-
uct of marginal probability density functions of the individual source
vectors
∏N
1=1 q(sˆi) [20]:
C = KL
(
p(sˆ1, ..., sˆN)‖
N∏
1=1
q(sˆi)
)
=
∫
p(sˆ1, · · · , sˆN) log p(sˆ1, · · · , sˆN)∏N
1 q(sˆi)
dsˆ1, · · · , dsˆN
=
∫
p(x1, · · · ,xM) log p(x1, · · · ,xM)dx1, · · · , dxM
−
K∑
k=1
log |det(W(k))| −
N∑
i=1
∫
p(yi) log q(sˆ)dsˆi
= const−
K∑
k=1
log |det(W(k))| −
N∑
i=1
E[log q(sˆ)] (2.6.3)
where
∫
p(x1, · · · ,xM) log p(x1, · · · ,xM)dx1, · · · , dxM is the entropy of
the given observations, which is a constant, det(.) is the matrix determi-
nant operator and |.| denotes the absolute value. The random variables
are multivariate.
The source prior q(sˆ) in the cost function is a vector across all
frequency bins. Each source is multivariate and the cost would be
minimised when the dependency between the source vectors is removed
but the dependency between the components of each vector can be
retained. Therefore, the cost function removes dependency between
the vector sources and preserves the inherent frequency dependency
within each source vector.
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2.6.3 Learning Algorithm: A Gradient Descent Method (Natural
Gradient IVA)
The learning algorithm for the parameters of the separating filters is
derived by minimising the KL cost function using a gradient descent
method. By differentiating the cost function with respect to the coeffi-
cients of the separating matrices (w
(k)
ij ), the gradients for the coefficients
(∆w
(k)
ij ) can be obtained as follows:
∆w
(k)
ij = −
∂C
∂w
(k)
ij
(2.6.4)
= w
−H(k)
ij − E
[
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i )xˆ∗(k)j
]
(2.6.5)
where (W(k)
−1
)H ≡ w−H(k)ij
The natural gradient is a fast convergence method [42] which can
be obtained by multiplying scaling matrices W(k)HW(k) to the gradient
matrices ∆W(k) ≡ {∆w(k)ij }:
∆w
(k)
ij =
N∑
l=1
(Iil − E
[
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i )sˆ∗(k)l
]
w
(k)
ij (2.6.6)
where I is the identity matrix (Iil = 1 when i = l) and (Iil = 0 when
i 6= l). The nonlinear score function vector ϕ(k)(sˆ(1)i , · · · , sˆ(k)i ) is defined
as:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log q(sˆ
(1)
i , · · · , sˆ(k)i )
∂sˆ
(k)
i
(2.6.7)
The coefficients of the separating matrices can be updated by the
batch update rule as [20]:
Section 2.6. Independent Vector Analysis (IVA) 71
w
(k)new
ij = w
(k)old
ij + η∆w
(k)
ij (2.6.8)
where η is the learning rate.
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) is a multivariate score function which if defined
as a univariate score function ϕ(k)(sˆ
(k)
i ) , the algorithm becomes con-
ventional ICA. IVA is used to preserve the dependency structure across
the frequency bins and to achieve a good separation performance.
The multivariate score function is strongly related to a source prior,
because the cost function includes q(sˆi), which is an approximated prob-
ability density function of a source vector, that is, q(si) ≈ p(si). Thus,
the multivariate score function can be obtained by differentiating the
log prior with respect to each element of a source vector.
In BSS approaches, when the sources have super-Gaussian distri-
bution, a Laplacian distribution is widely used as a source prior. The
source prior of a vector as an independent Laplacian source prior in
each frequency can be expressed as:
p(si) =
K∏
k=1
p(s
(k)
i ) = α
K∏
k=1
exp(
|s(k)i − µ(k)i |
σ
(k)
i
) (2.6.9)
where α is a normalization factor, µ
(k)
i and σ
(k)
i are respectively the
mean and standard deviation of the ith source signal at the kth fre-
quency bin. Figure 2.6 shows the two-dimensional PDF for this inde-
pendent Laplacian distribution source prior [20].
Assuming zero mean and unit variance, the non-linear score function
is given as:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
∂
∑K
k=1 |sˆ(k)i |
∂sˆ
(k)
i
=
sˆ
(k)
i
|sˆ(k)i |
(2.6.10)
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Figure 2.6. Two-dimensional PDF for independent Laplacian source
prior. si(1) and si(2) can be considered as either real or imaginary
parts.
As the above score function depends only on a single variable sˆ
(k)
i , it
is a univariate function which is not capable of maintaining the depen-
dency within the source vector. Therefore, a new source prior, which is
greatly dependent on the other elements of a source vector, is required.
The IVA proposed in [20] defines the source prior as a dependent mul-
tivariate super-Gaussian distribution in the form:
p(si) = α exp
(
−
√
(si − µi)HΣ−1i (si − µi)
)
(2.6.11)
where µi and Σi are the mean vector and covariance matrix of the
ith source signal, respectively. Figure 2.7 shows the two-dimensional
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Figure 2.7. Two-dimensional PDF for the dependent multivariate
super-Gaussian distribution source prior. si(1) and si(2) can be con-
sidered as either real or imaginary parts.
PDF for this dependent multivariate super-Gaussian distribution source
prior [20]. As can be seen from the figure, the joint distribution of
p(s
(1)
i , s
(2)
i ) does not exhibit any directionality which means s
(1)
i and s
(2)
i
are uncorrelated. However, the marginal distribution of s
(1)
i is different
from the joint distribution of s
(1)
i given s
(2)
i , that is, s
(1)
i and s
(2)
i are
highly dependent.
The distribution shown in Figure 2.7 can be derived by a scaled
mixture of Gaussians with a fixed mean and a variable variance, as
follows:
Suppose that there is a K-dimensional random variable, which is
defined by [63]:
si =
√
ν.zi + µi (2.6.12)
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where ν is a scalar random variable, µi is a K-dimensional deterministic
variable and zi is a K-dimensional random variable that has Gaussian
distribution with zero mean and Σi covariance matrix
p(zi) = αz exp
(
− zi
HΣ−1i zi
2
)
(2.6.13)
where αz is a normalization factor.
Assume ν has a Gamma distribution defined by:
p(ν) = ανν
K−1
2 exp(−ν
2
) (2.6.14)
where αν is a normalization factor.
Then, the random variable si given ν has joint Gaussian distribution
p(si|ν) with mean µi and covariance νΣi. The original source prior can
be obtained by integrating joint distribution p(si|ν) with respect to ν
as follows:
p(si) =
∫ ∞
0
p(si|ν)p(ν)dν
= αˆ
∫ ∞
0
√
ν exp
(
− 1
2
(
(si − µi)HΣ−1i (si − µi)
ν
))
dν
= α exp
(
−
√
(si − µi)HΣ−1i (si − µi)
)
(2.6.15)
This indicates that each component of si is correlated to others and
there is variance dependency generated by ν. Even if the covariance
matrix Σi is assumed to be identity, which means that each component
of si is uncorrelated, the components are still dependent on each other.
Speech signals have inherent dependencies between frequency bins
such as variance dependency. That is, the variances of the different
frequency components are directly proportional to each other. However,
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since the Fourier transform has orthogonal bases and its outputs have
zero means, the mean vector µi can be set to zero and the covariance
matrix Σi becomes a diagonal matrix. This implies that each frequency
bin is uncorrelated with the others. Therefore, Equation (4.3.6) can be
rewritten as:
p(si) = α exp
(
−
√√√√ K∑
k=1
∣∣∣∣∣ sˆi(k)σi(k)
∣∣∣∣∣
2)
(2.6.16)
where σ
(k)
i is the standard deviation of the ith source at the kth fre-
quency bin which determines the scale of each element of a source vec-
tor. The parameter σ
(k)
i is set to unity to adjust the scale after learning
the separating filters. Thus:
p(si) = α exp
(
−
√√√√ K∑
k=1
| sˆi(k)|2
)
(2.6.17)
Accordingly, the multivariate nonlinear score function used in the
algorithm to extract the ith source at the kth frequency is obtained as:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log q(sˆ
(1)
i , · · · , sˆ(k)i )
∂sˆ
(k)
i
(2.6.18)
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log
(
− exp
(√∑K
k=1|sˆ(k)i |2
))
∂sˆ
(k)
i
(2.6.19)
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
∂
√∑K
k=1|sˆ(k)i |2
∂sˆ
(k)
i
(2.6.20)
ϕ(k)(sˆ
(1)
i , · · · , .sˆ(k)i ) =
sˆ
(k)
i√∑K
k=1 |sˆ(k)i |2
(2.6.21)
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This is a multivariate function which takes into account the de-
pendency between the frequency bins in the learning process. This
function is the proposed form of a multivariate score function for sep-
arating source signals in this algorithm. However, the form of a multi-
variate score function may vary based on different types of dependency.
Designing and devising proper multivariate score functions for various
dependency models is a promising area for further research and a focus
of this thesis.
2.6.4 Scaling
Since natural signal sources are generally dynamic non-stationary sig-
nals, and their variances are unknown, the scaling problem is solved us-
ing the minimal distortion principle method [64] to adjust the learned
separating (unmixing) filter matrix. On completion of the learning
algorithm, the learned separating filter matrix is an arbitrary scaled
version of the exact one, which is given as:
Wk = DkH−1(k) (2.6.22)
where D(k) is an arbitrary diagonal matrix.
Therefore, the separating filter matrix can be updated to achieve
reasonable scales by replacing W(k) as:
W(k) = diag(W−1(k))W(k) (2.6.23)
After solving the scaling problem, finally the separated sources are
estimated in the frequency domain. Then, an IDFT is performed and
overlap added to reconstruct the time domain signal. A fast fixed-point
version of the IVA algorithm that uses the Newton method as a learning
algorithm is introduced in the next section.
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2.6.5 Fast Fixed-Point IVA Algorithm
The fast fixed-point IVA (FastIVA) algorithm is a fast converging ver-
sion of the IVA method, as it adopts the Newton’s method during the
learning process [43]. The Newton’s method [44] is a second order
learning algorithm that converges quadratically and does not require a
learning rate [65]. The FastIVA algorithm uses the following contrast
function to model the independence between the sources [43]:
CFastIV A =
N∑
i=1
[
E
[
F
( K∑
k=1
|sˆ(k)i |2
)]
−
K∑
k=1
λi
(k)
(
(wi
(k))Hwi
(k) − 1
)]
(2.6.24)
where λi denotes the Langrange multiplier, sˆ
(k)
i = (wi
(k))Hx(k) and
wHi denotes the ith row of the complete unmixing matrix W
(k). F (.)
is the nonlinear function, which can take different forms [43]. The
above contrast function is a multivariate function which can retain the
dependency within the source vectors and it can minimise independence
between the sources vectors in all frequency bins. In this algorithm, the
Newton’s method is applied to the contrast function using the quadratic
Taylor polynomial around wo in the complex variable notation [43]:
f(w) ≈f(wo) + ∂f(wo)
∂wT
(w−wo)
+
∂f(wo)
∂wH
(w−wo)∗
+
1
2
(w−wo)T ∂
2f(wo)
∂w∂wT
(w−wo)
+
1
2
(w−wo)H ∂
2f(wo)
∂w∗∂wH
(w−wo)∗
+ (w−wo)H ∂
2f(wo)
∂w∗∂wT
(w−wo)
(2.6.25)
The term w in Equation (2.6.25) is replaced with w
(k)
i and f(w
(k)
i ) is
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set to the summation term of the contrast function in Equation (2.6.24):
f(w
(k)
i ) = E
[
F
( K∑
k′=1
|sˆ(k′)i |2)
]
−
K∑
k′=1
λ
(k′)
i
(
(w
(k′)
i )
Hw
(k′)
i − 1
)
(2.6.26)
where sˆ
(k′)
i = (wi
(k′))Hx(k). The function f(w
(k)
i ) will be optimised
when the gradient ∂f(wi
(k))/∂(w
(k)
i )
∗ is set to zero. From Equation
(2.6.25):
∂f(w
(k)
i )
∂(w
(k)
i )
∗
≈∂f(w
(k)
i,o )
∂(w
(k)
i )
∗
+
∂2f(wi,o)
∂(wi(k))∗∂(w
(k)
i )
T
(w
(k)
i −w(k)i,o )
+
∂2f(wi,o)
∂(w
(k)
i )
∗∂(w(k)i )H
(wi
(k) −w(k)i,o )
∗ ≡ 0
(2.6.27)
The derivative terms in Equation (2.6.27) are written as:
∂f(w
(k)
i,o )
∂(w
(k)
i )
∗
= E
[
(sˆ
(k)
i,o )
∗
F ′
( K∑
k′=1
|sˆ(k′)i,o |2
)
x(k)
]
− λ(k)i w(k)i,o (2.6.28)
By keeping the observations x(k) to be zero mean and white such
that (E[x(k)(x(k))
H
] = I) and assuming complex circular symmetry in
the source vectors such that (E[x(k)(x(k))
T
] = 0), the second derivatives
can be obtained:
∂2f(w
(k)
i,o )
∂(w
(k)
i )
∗∂(w(k)i )T
=
E
[(
F ′
( K∑
k′=1
|sˆ(k′)i,o |2
)
+ |sˆ(k)i,o |2F ′′
( K∑
k′=1
|sˆ(k′)i,o |2
))
x(k)(x(k))
H
]
− λ(k)i I
≈ E
[
F ′
( K∑
k′=1
|sˆ(k′)i,o |2
)
+ |sˆ(k)i,o |2F ′′
( K∑
k′=1
|sˆ(k)i,o |2
)]
E[x(k)(x(k))
H
]− λ(k)i I
=
(
E
[
F ′
( K∑
k′=1
|sˆ(k′)i,o |2
)
+ |sˆ(k)i,o |2F ′′
( K∑
k′=1
|sˆ(k′)i,o |2
)]
− λ(k)i
)
I
(2.6.29)
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∂2f(w
(k)
i,o )
∂(w
(k)
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∗∂(w(k)i )H
= E
[
((sˆ
(k)
i,o )
∗)2F ′′(
K∑
k′=1
|sˆ(k′)i,o |2))x(k)(x(k))T
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≈ E
[
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(2.6.30)
where sˆ
(k)
i,o = (w
(k)
i,o )
Hx(k), F (.)′ and F (.)′′ are the first and second deriva-
tives of F (.), respectively. Approximation by separation of expecta-
tions [58] were applied to Equations (2.6.29) and (2.6.30).
From Equations (2.6.29) and (2.6.30), the Newton step Equation
(2.6.27) is reduced to:
w
(k)
i −w(k)i,o =
−1
c(wi,o)
.
∂(wi,o)
∂(w
(k)
i )
∗
(2.6.31)
where c(wi,o) is the constant term multiplied to matrix I in Equation
(2.6.29). By substitution, the corresponding iterative algorithm be-
comes:
w
(k)
i ← w(k)i,o −
E
[
(sˆ
(k)
i,o )
∗F ′(
∑
k |sˆ(k)i,o |2)
]
− λ(k)i w(k)i,o
E
[
(F ′(
∑
k |sˆ(k)i,o |2) + |sˆ(k)i,o |2F ′′(
∑
k |sˆ(k)i,o |2))
]
− λ(k)i
(2.6.32)
where the Lagrange multiplier λ
(k)
i is given by:
λ
(k)
i = E
[
|sˆ(k)i,o |2F ′(
K∑
k=1
|sˆ(k)i,o |2)
]
(2.6.33)
To reduce the computation, λ
(k)
i can be removed by multiplying the
numerator of Equation (2.6.32) on both sides of the equation and with
normalisation, the learning rule is obtained as:
Section 2.7. Summary 80
w
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[
F
′
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] (2.6.34)
The symmetric decorrelation scheme is employed to construct the
unmixing matrix W(k) for all sources:
W(k) ← (W(k)(W(k))H)−1/2W(k). (2.6.35)
The non-linear score function for the FastIVA algorithm is derived
from the source prior selected to model the speech signals. The sep-
aration performance of the algorithm depends on the accuracy of the
source prior model. A detailed discussion on the choice of the source
prior and its affects upon the separation performance of the FastIVA
can be found in Chapter 5. The super Gaussian distribution used by
the original natural gradient IVA algorithm [20] can be used as a source
prior for the FastIVA algorithm. Assuming zero mean and unity vari-
ance is considered as unity, the non-linear score functions can be derived
as:
F (
K∑
k′=1
|sˆ(k′)i |2) =
√√√√( K∑
k′=1
|sˆ(k′)i |2
)
(2.6.36)
2.7 Summary
In this chapter background theory related to the convolutive blind
source separation (CBSS) problem was introduced. First, the vari-
ous BSS mixing models were discussed. Then the major SOS and HOS
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frequency domain BSS (FD-BSS) techniques for solving BSS were re-
viewed and their ambiguities were discussed. The Parra-Spence algo-
rithm based on SOS FD-BSS was discussed. Two main HOS FD-BSS
algorithms, namely the independent component analysis (ICA) and in-
dependent vector analysis (IVA), were explained in detail. Finally, the
fast fixed point IVA (FastIVA) was introduced.
The data sets including the speech signals and room impulse re-
sponses as well as the performance measures used to evaluate the sepa-
ration performance of the different BSS algorithms are discussed in the
next chapter.
Chapter 3
DATA SETS, IMPULSE
RESPONSE MODELS AND
EVALUATION CRITERIA
3.1 Introduction
The evaluation of speech blind source separation (BSS) algorithms re-
quires an experimental setup which, commonly, includes speech source
signals, acoustic room environments and separation performance crite-
ria. In this chapter the datasets and techniques employed for source
separation of convolutive speech mixtures, presented in this thesis, are
outlined. Firstly, the dataset, from which the speech signals are ob-
tained, is described. Then, the different room models, deployed, are
discussed. Finally, the performance measures, used to evaluate and
analyse the separation performance of the algorithms are explained.
3.2 TIMIT Acoustic-Phonetic Continuous Speech Corpus
The speech source signals used for all experiments throughout this the-
sis are obtained from the DARPA TIMIT (Texas Instruments (TI) and
Massachusetts Institute of Technology (MIT)) Acoustic-Phonetic Con-
tinuous Speech Corpus [66]. The TIMIT corpus is a standard database
of phonetically-balanced English speech signals. It is widely used to
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provide speech data for the development and evaluation of speech recog-
nition systems, acoustic-phonetic studies and the evaluation of speech
separation algorithms [67].
TIMIT contains recordings of 630 male and female speakers of eight
major American English dialects. Ten phonetically rich sentences spo-
ken by each speaker were recorded, giving a total of 6300 utterances.
The utterances were recorded using a Sennheiser close-talking micro-
phone and sampled at 16 kHz rate with 16-bit resolution speech wave-
forms of various lengths. However, they were downsampled to 8 kHz
for all experiments in this thesis [68].
3.3 Room Impulse Responses
In real room environments, audio signals captured by acoustic sensors,
are convolutive mixtures of the source signals. The convolution is due
to the time delays and attenuation of the sound signals resulting from
reflections in closed reverberant environments [64]. Such a mixing sit-
uation is generally modelled with room impulse responses (RIRs) from
the sound sources to the sensors [69]. The degree of mixing depends
on the reverberation time of the room and direct to reverberant ratio
(DRR). The room reverberation time (RT) is the time period required
for the energy of an impulse response to decay below a certain level
in decibels (dB). RT60 is a commonly used reverberation time which
corresponds to a decay of the impulse response to 60 dB from its initial
level [70]. Methods of measuring reverberation time and decay curves
can be found in [70]. In this thesis, the RIRs used to evaluate various
BSS algorithms have been obtained from three different models (All
downsampled to 8 kHz in the experiments).
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3.3.1 Image Source Method
The image source method (ISM) is a simulation method for small rooms
based on an approximate image expansion for non-rigid-wall enclo-
sures [71]. The model assumed is a simple rectangular room with a
source-to-receiver impulse response calculated using a time domain im-
age expansion method. The generated impulse responses are synthetic
and thus are not deemed suitable for robust evaluation of acoustic BSS
algorithms in real life environments. The uncertainties of the ISM are
analysed in [72,73]. However, they are useful for comparative studies as
they provide flexible acoustic environments i.e. different experimental
setups can be realised by controlling some parameters. Figure 3.1 illus-
trates an example of a simulated room environment with dimensions
(7m × 5m × 2.75m) and RT60 of 200 ms and the corresponding four
room impulse responses.
3.3.2 Real Room Impulse Responses
Two types of real RIRs, termed binaural room impulse responses
(BRIRs), that provide a robust evaluation of BSS algorithms in re-
alistic scenarios have also been employed throughout the thesis.
3.3.2.1 Binaural Room Impulse Responses (BRIRs) (Shinn-Cunningham)
These binaural room impulse responses (BRIRs) are real RIRs which
were recorded in a classroom, with dimensions (5m×9m×3m), using a
dummy Knowles Electronics Manikin for Acoustic Research (KEMAR)
to emulate a human head in a real acoustic environment [74]. The
inter-ear distance on the KEMAR is 15 cm. The KEMAR was placed
at four different locations (centre, back, ear, and corner) with the ears
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Figure 3.1. Simulated ISM room (a) Room environment showing the
locations of sources and microphones. The heights of the sources and
microphones are 1.5 m. (b) Impulse responses.
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at a height of 1.5 m above the floor and the sound sources were placed
at the same horizontal plane. For each head location, the BRIRs were
measured for seven source azimuths (0◦, 15◦, 30◦, 45◦, 60◦, 75◦, and 90◦)
at three source distances (0.15 m, 0.40 m, and 1 m) relative to the
centre point between the ears. All measurements were repeated three
times, with equipment disassembled and reassembled between the mea-
surements.
In all experiments in this thesis, only the centre location [2.5 m, 4.5
m, 1.5 m] of the KEMAR is considered with a measured reverberation
time RT60 of 565 ms and a sampling rate of 44.1 kHz. In order to
increase reliability, the BRIRs were averaged over the three repeated
measurements for each source location. An example of the room envi-
ronment, with the head placed in the centre of the room, is illustrated
in Figure 3.2(a). Source s1 is placed at 0
◦ and source s2 at 45◦ at a
distance of 1 m from the centre of the head. The corresponding four
room impulses are shown in Figure 3.2(b).
3.3.2.2 Binaural Room Impulse Responses (BRIRs) (Hummersone)
These BRIRs were measured in real room environments exploiting dif-
ferent enclosure designs. They were recorded using a Cortex Instru-
ments Mk.2 Head and Torso Simulator (HATS) to emulate a human
head [75]. The sound sources were placed around the HATS on an arc
in the median plane at the same height as the ears with a 1500 mm
radius between ±90◦ and measurements were taken at 5◦ intervals. The
BRIRs were recorded at 48 kHz sampling rate and also resampled to
16 kHz. A summary of the acoustical properties of each of the rooms
is provided in Table 3.1. The different rooms are described next.
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Figure 3.2. Example of BRIR (Shinn-Cunningham). (a) Room envi-
ronment (b) Impulse responses.
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Table 3.1. Room acoustical properties, including RT60, Initial Time
Delay Gap (ITDG), Direct-to-Reverberant Ratio (DRR) and clarity
index Cte.
Room RT60 (ms) ITDG (ms) DRR (dB) Cte (50 ms) (dB)
A 320 8.72 6.09 16.5
B 470 9.66 5.31 11.4
C 680 11.9 8.82 17.4
D 890 21.6 6.12 9.43
Room A
Room A is a typical medium-sized office that seats 8 people and has
a small RT60 of 320ms. The room layout and dimensions are given in
Figure 3.3 along with an example of the room impulse responses where
source s1 is placed at 0
◦ and source s2 at 45◦.
Room B
Room B is a medium-small class room with a relatively long RT60 of 470
ms. The room layout and dimensions are given in Figure 3.4 along with
an example of the room impulse responses where source s1 is placed at
0◦ and source s2 at 45◦.
Room C
Room C is a large cinema-style lecture theatre that has 428 seating
with longer RT60 of 680 ms. The room layout and dimensions are given
in Figure 3.5 along with an example of the room impulse responses
where source s1 is placed at 0
◦ and source s2 at 45◦. The shaded area
indicates banked seating and the room height is the height of the room
at the HATS location.
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(a)
(b)
Figure 3.3. Room A (a) 2D Plan and HATS location [75]. (b) Impulse
responses source s1 at 0
◦ and source s2 at 45◦.
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(a)
(b)
Figure 3.4. Room B (a) 2D Plan and HATS location [75]. (b) Impulse
responses source s1 at 0
◦ and source s2 at 45◦.
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(a)
(b)
Figure 3.5. Room C (a) 2D Plan and HATS location [75]. (b) Impulse
responses source s1 at 0
◦ and source s2 at 45◦.
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Room D
Room D is a typical medium-large sized seminar and presentation space
with a very high ceiling and very long RT60 of 890 ms. The room layout
and dimensions are given in Figure 3.6 along with an example of the
room impulse responses where source s1 is placed at 0
◦ and source s2
at 45◦.
3.4 Performance Measures
The performance of a BSS algorithm can be evaluated using different
measures that measure the quality of the separation process. The sep-
aration performance is evaluated in terms of the separation magnitude
and the convergence performance. These performance measures can be
classified as objective and subjective measures.
The objective evaluation measures compute numerically the quality
of the estimation method. To calculate these measures, the original
system parameters, the individual source signals and the mixing process
are required, which are not available in real-life BSS procedure. In this
case, subjective measures are used instead.
In this section three typical objective performance measures, used
in audio BSS, are presented; the signal to interference ratio (SIR),
signal to distortion ratio (SDR) and performance index (PI) as well as
a subjective measure known as perceptual evaluation of speech quality
(PESQ).
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(a)
(b)
Figure 3.6. Room D (a) 2D Plan and HATS location [75]. (b) Impulse
responses source s1 at 0
◦ and source s2 at 45◦.
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3.4.1 Signal to Interference Ratio (SIR) and Signal to Distortion
Ratio (SDR)
The source to interference ratio (SIR) and source to distortion ratio
(SDR) are two measures, provided by the SiSec toolbox [76], to eval-
uate the separation performance of BSS algorithms. The performance
measures are computed for each estimated source sˆi by comparing it to
a true source si of N sources from M mixtures. The estimated source
sˆi may be compared with all the sources (sˆi′)1≤i′≤N and the true source
may be selected as the one that gives the best results. The estimated
source sˆi is decomposed based on the following model:
sˆi = starget + einterf + enoise + eartif (3.4.1)
where starget is the part of the estimated source sˆi which represents
a distorted version of the original source si, einterf is the interference
introduced by the other sources, enoise is the noise error term and eartif
is the artifacts error term which represents unknown errors, such as
distortion caused by the separation algorithm. These four terms should
represent the part of sˆi perceived as coming from the source of interest
si, from other undesirable sources (si′)i′ 6=i, from sensor noises (nj)1≤j≤M
and from other artifacts. The decomposition terms of sˆi in Equation
(3.4.1) are determined as:
starget = Psi sˆi (3.4.2)
einterf = Pssˆi −Psi sˆi (3.4.3)
enoise = Ps,nsˆi −Pssˆi (3.4.4)
eartif = sˆi −Ps,nsˆi (3.4.5)
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where Px denotes a matrix of orthogonal projection onto a subspace
spanned by the vectors x denoted by Π{x}. The above three orthogonal
projectors are defined as:
Psi = Π{si} (3.4.6)
Ps = Π{(si′)1≤i′≤N} (3.4.7)
Ps,n = Π{(si′)1≤i′≤N , (nj)1≤j≤M} (3.4.8)
The SDR and SIR are defined as numerical performance criteria by
computing energy ratios of the estimated sources expressed in decibels
(dB). The SIR takes into consideration only the interference introduced
by the other sources einterf on the estimated source. It is defined as:
SIR = 10log10
‖starget||2
‖einterf‖2 (3.4.9)
where ‖ · ‖2 denotes the energy of the signal.
The SDR takes into consideration all three decomposition terms of
estimated source sˆi; einterf , enoise and eartif . It is defined as:
SDR = 10log10
‖starget‖2
‖einterf + enoise + eartif‖2 (3.4.10)
The values of both the SIR and SDR are directly proportional to
the quality of source separation. The higher the value, the better the
estimation. The SIR and SDR values at the observations are, normally,
considered to be 0 dB based on the assumption that all the sources have
identical variance at the microphones.
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3.4.2 Performance Index
The performance index (PI) is a widely used performance measure in
BSS evaluation. PI measures the quality of either the estimated sep-
arating matrix W or the estimated mixing matrix H. It is calculated
at each frequency bin and is based on the overall system matrix G =
WH which is insensitive to permutation and scaling ambiguities. The
PI is defined as function of G as follows [77]:
PIG(G) =
[
1
N
n∑
i=1
( m∑
j=1
|Gij|
maxj|Gij| − 1
)]
+
[
1
M
m∑
j=1
( n∑
i=1
|Gij|
maxi|Gij| − 1
)] (3.4.11)
where Gij is the element at ith row and j th column of G.
The lower bound value for PI is zero and the upper bound value
depends on the normalisation factor. The lower the value of PI, the
better the separation performance with PI=0 gives best separation per-
formance.
3.4.2.1 Permutation Measurement (PM)
The PI can measure the separation performance at each frequency bin,
but it is insensitive to permutation. Thus, it cannot evaluate the permu-
tation performance. The permutation measurement (PM) [78], which
is sensitive to permutation, is used to evaluate the permutation perfor-
mance. For a two-input two-output model, the PM is given as [79]:
PM = |G11G22| − |G12G21| (3.4.12)
For a permutation free FDCBSS PM > 0.
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3.4.3 Perceptual Evaluation of Speech Quality
Perceptual evaluation of speech quality (PESQ) is a subjective method
of measuring speech quality used to evaluate the separation perfor-
mance of speech BSS algorithm. PESQ was predominantly developed
to model subjective tests commonly used in telecommunications to as-
sess the voice quality by human beings [80]. Basically, PESQ predicts
subjective Mean Opinion Scores (MOS) by comparing the estimated
(output) speech signals with the original versions (input) of these speech
signals.
To perform the measure, a group of listeners rate the quality of the
speech signals by selecting one of five levels, ranging from 1(bad) to
5 (excellent), as shown in Table 3.2. Then, the arithmetic average of
the assigned numbers is taken to represent the MOS. After the PESQ
analysis, a score is given ranging from 0.5 to 4.5, as demonstrated
by the diagram in Figure 3.7. A higher score means a better speech
quality. Thus, 0.5 denotes a very poor separation performance and 4.5
an excellent separation performance [81].
Table 3.2. Speech quality scale.
Quality of the speech Score
Bad 1
Poor 2
Fair 3
Good 4
Excellent 5
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Figure 3.7. PESQ score measurement model
3.5 Summary
Different techniques and settings associated with speech source separa-
tion systems were outlined in this chapter. The groundwork to imple-
ment and evaluate a BSS system was laid including datasets, room im-
pulse models and separation performance criteria. The various parame-
ters involved in the mixing process of speech sources, when captured by
microphones in enclosed settings, were examined and illustrated with
examples. In addition the separation performance measures used to
evaluate speech BSS were presented.
Following in this thesis is the first contribution chapter where the
independent vector analysis (IVA) algorithm is applied and analysed
with various source priors in real room environments, discussed in this
chapter.
Chapter 4
INDEPENDENT VECTOR
ANALYSIS WITH VARIOUS
SOURCE PRIORS, FOR
APPLICATION IN REAL
ROOM ENVIRONMENTS
4.1 Introduction
An application of blind source separation (BSS) is the separation of au-
dio sources that have been mixed and then captured by multiple micro-
phones in a real room environment. Speech and audio signal mixtures
in a real reverberant environment are generally convolutive mixtures
due to time delays resulting from sound propagation over space and
the multi-path generated by reflections of sound off different objects
in enclosed settings. While time-domain BSS algorithms have been
developed to perform the task, they can be computationally expensive
due to the multichannel convolution operations involved. Transforming
the task into the frequency domain can simplify the convolutive BSS
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process, as convolution in time becomes multiplication in frequency [1].
With the application of short-time Fourier transforms (STFTs), con-
volutive mixtures in the time domain can be approximated as multiple
instantaneous mixtures in the frequency domain. So, separation is per-
formed in each frequency bin with a simple instantaneous separation
matrix. The noise free FD-BSS model is described as:
x(k) = H(k)s(k) (4.1.1)
sˆ(k) = W(k)x(k) (4.1.2)
where x(k) = [x
(k)
1 , x
(k)
2 , · · · , x(k)M ]T , s(k) = [s(k)1 , s(k)2 , · · · , s(k)N ]T and sˆ(k) =
[sˆ
(k)
1 , sˆ
(k)
2 , · · · , sˆ(k)N ]T are the observed signal vector, the source signal
vector and the estimated signal vector in the frequency domain at the
kth frequency bin respectively and (.)T denotes the transpose operator.
H(k) is theM×N mixing matrix and W(k)is theN×M transfer function
of the unmixing filter matrix at the kth frequency bin, k = 1, 2, ..., K,
and K is the number of frequency bins.
Independent component analysis (ICA) is one of the most popular
early methods to solve the BSS problem of instantaneous mixtures [22].
ICA is a statistical method for extracting mutually independent sources
from their mixtures, based on the assumption that source signals are
statistically independent and thus learns the unmixing matrix by max-
imizing the independence among the estimated signals. Instantaneous
mixing is the simplest mixing scenario, for which early BSS algorithms,
including the standard ICA, were designed. Real-world acoustic envi-
ronments lead to convolutive mixing of the sources when measured at
the acoustic sensors, and the degree of mixing is significant when the re-
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verberation time RT60 of the room is high (> 300ms). Such algorithms
will have limited practical applicability in speech separation problems
unless additional effort is made on the system implementation.
In the standard ICA approach, the source signal prior is defined in-
dependently at each frequency bin. When the standard ICA methods
are applied to FD-BSS, however, the well-known permutation problem
arises [23–26]. That is, the grouping of separated frequency compo-
nents which originate from the same source. This problem is due to
the permutation indeterminacy of ICA and has resulted in extensive
research [82, 83] that proposed techniques to address the permutation
ambiguity. These are primarily based upon either higher level depen-
dencies or additional geometric information about the system setup.
An approach is smoothing the frequency-domain filter [82], limiting the
filter length in the time domain [39] and for coloured signals the inter-
frequency correlation between the signal envelopes was utilised [84,85].
Also, direction of arrival estimation was exploited [23, 60] and video
tracking of sources was suggested [61]. Although these methods perform
well under certain conditions, they may not provide good performance
in general conditions.
Independent vector analysis (IVA) has been proposed for FD-BSS,
as a new ICA formulation, to mitigate the permutation problem [20,86].
The method has been proven successful with its application to convolu-
tive mixtures of speech signals. IVA is an extension of ICA from univari-
ate components to multivariate components. It utilises the statistical
independence among multivariate signals as well as the statistical inter-
frequency dependency between the frequency bins of each multivariate
signal. Hence, new source priors that measure the independence among
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multivariate signals have been proposed and the speech was modelled
with multivariate probability density functions (PDF). A super Gaus-
sian source prior was proposed in the original IVA method [20]. In [87],
a chain type overlapped source prior was introduced. Another imple-
mentation of a multivariate super Gaussian source prior in the time
domain was proposed in [88]. Also, a multivariate generalized Gaus-
sian source prior was adopted [89].
This chapter presents extensive evaluations that compare the sepa-
ration performance of the various FD-BSS techniques, namely the ICA
and IVA algorithms [90]. The FastICA implementation [58] of the ICA
algorithm is adopted. The IVA algorithm is evaluated with the original
multivariate super Gaussian source prior proposed in [20]. In addi-
tion, the multivariate Student’s t distribution is adopted as a source
prior to improve the performance of the IVA method. The multivariate
Student’s t distribution has heavier tails as compared with the multi-
variate Laplacian distribution, which can be advantageous in modelling
frequency domain non-stationary speech signals [92–94], as the distri-
bution for a frequency domain speech signal is commonly a heavy tail
distribution.
The algorithms are evaluated using simulated room impulse re-
sponses based on the image source method (ISM) [71] and, more im-
portantly, in real room environments using binaural room impulse re-
sponses (BRIRs) [74]. Real recorded speech signals, from the TIMIT
acoustic-phonetic continuous speech corpus [66], are used as the source
signals. The separation performance is measured objectively by the
signal to distortion ratio (SDR) [76] and subjectively by the perceptual
evaluation of speech quality (PESQ) [81]. The detailed evaluations
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confirm significant improvement in separation performance of the IVA
algorithm exploiting the multivariate Student’s t source prior.
4.2 Independent Component Analysis (ICA)
In ICA, source signals are assumed to be statistically independent. If
the sources are statistically independent, the joint probability density
function p(s1, · · · , sN) equals the product of the marginal distributions
of the sources:
p(s1, · · · , sN) =
N∏
i=1
p(si) (4.2.1)
where p(si) is the marginal distribution of the ith source.
Fundamentally, ICA relies upon a statistical criterion expressed in
terms of a contrast function which requires to be either minimised or
to be maximised as well as an optimisation technique to carry out the
minimisation or maximisation of the contrast function [6]. One of the
most popular procedures for contrast based ICA and instantaneous BSS
is the FastICA algorithm [5,58].
4.2.1 Fast Fixed-Point ICA Algorithm
In the FastICA algorithm, higher order statistics (HOS) are implicitly
embedded into the algorithm by arbitrary non-linearities. In the one-
unit version of FastICA, the contrast function is expressed as follows:
JG(w) = EG(|wHz|2) (4.2.2)
where z is the whitened vector, w is an n-dimensional column vector of
the separating matrix W, G is a smooth even function and (·)H denotes
Hermitian transpose.
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It is desirable that the estimator given by the contrast function is
robust against outliers. The slow growth of G with the increase of its
argument provides a more robust estimator. The function G can take
three different forms:
G1(y) =
√
a1 + y (4.2.3)
G2(y) = log(a2 + y) (4.2.4)
G3(y) =
1
2
y2 (4.2.5)
where a1 and a2 are some small positive arbitrary constants deployed
to avoid division by or the logarithm of zero. G1 and G2 grow slower
than G3:
G
′
1(y) =
1
2
√
a1 + y
(4.2.6)
G
′
2(y) =
1
a2 + y
(4.2.7)
G
′
3(y) = y (4.2.8)
The FastICA finds a direction vector, i.e. a unit vector w such that
wHz maximises non-Gaussianity. The optima of EG(|wHz|2) under
the constraint E|wHz|2 = ‖w‖22 = 1 are obtained at points where:
∇EG(|wHz|2)− β∇|wHz|2 = 0 (4.2.9)
where β ∈ R, ‖.‖ is the Euclidian norm and ∇ is the gradient which
is computed with respect to real and imaginary parts separately. The
Newton method [44] is used to solve the equation and the fixed point
algorithm for one unit can be written as [58]:
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w+ = E{z(wHz)∗G′(|wHz|2)}−E{G′(|wHz|2)}+ |wHz|2G′′(|wHz|2)w
(4.2.10)
where G
′
() is the derivative of G(), G
′′
() is the derivative of G
′
() and
(.)∗ is the complex conjugate.
wnew =
w+
‖w+‖ (4.2.11)
In order to prevent units from converging to the same maxima,
the outputs are decorrelated after every iteration. This can be ac-
complished based on Gram-Schmidt-like decorrelation [5]; that is after
estimating w1, · · · ,wp, during the estimation of unit w(p+1) after every
iteration step, subtract from w(p+1) the projections of the previously
estimated p vectors and normalise:
w(p+1) = w(p+1) −
P∑
j=1
wjw
H
j w(p+1) (4.2.12)
w(p+1) =
w(p+1)
‖w(p+1)‖ (4.2.13)
The Independent Vector Analysis (IVA) algorithm will be discussed
in the next Section.
4.3 Independent Vector Analysis (IVA)
In the IVA algorithm, the sources are considered to be multidimensional
random vectors, not just single variables as in ICA. Since the elements
of a random vector are related to each other, elements within a source
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vector are dependent as well as correlated [20]. The algorithm allows
independence between multivariate source signals represented as ran-
dom vectors, and retains dependency between the source signals within
each source vector. It also considers that multivariate signals have a
multidimensional mixing linear model [20].
Compared with ICA methods, the interfrequency dependencies de-
pend on a modified model for the source signal prior based on higher
order dependencies across frequencies. The IVA method defines each
source prior as a multivariate super-Gaussian distribution which is a
simple extension of the independent Laplacian distribution. Thus, it
can preserve the higher order interfrequency dependencies and struc-
tures of frequency components. It therefore mitigates the permutation
problem and improves the separation performance of sources [20]. In
addition to the dependency model which captures interfrequency de-
pendencies, the IVA approach proposes a new cost function that mea-
sures the independence among multivariate signals with multivariate
probability density functions (PDFs). It is an extension of mutual infor-
mation between multivariate random variables. The learning algorithm
for the parameters of the separating filters is derived by minimising the
cost function [20].
4.3.1 Cost Function
The IVA algorithm deploys a multivariate cost function to separate
multivariate sources from multivariate observations. A multivariate
source prior attempts to remove dependency between the sources and
retains the dependency between different frequency bins of each source.
In IVA, the independence is measured by the Kullback-Leibler (KL)
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divergence between the exact joint probability density function of the
estimated source vectors p(sˆ1, · · · , sˆN) and the product of marginal
probability density functions of the individual source vectors
∏N
1=1 q(sˆi)
[20]:
C = KL
(
p(sˆ1, · · · , sˆN)‖
N∏
1=1
q(sˆi)
)
(4.3.1)
= const.−
K∑
k=1
log |det(W(k))| −
N∑
i=1
E log q(sˆ) (4.3.2)
where det(.) is the matrix determinant operator, |.| denotes the abso-
lute value and E[.] represents the statistical expectation operator. The
random variables are multivariate.
The source prior q(sˆ) in the cost function is a vector across all fre-
quency bins. Each source is multivariate and the cost function would
be minimised when the dependency between the source vectors is re-
moved but the dependency between the components of each vector can
be retained. The nonlinear score function for IVA algorithm will be
discussed next.
4.3.2 Natural Gradient IVA
The gradients for the coefficients (∆w
(k)
ij ) are obtained by minimising
the KL cost function using a gradient descent method [42], as follows
[20]:
∆w
(k)
ij =
N∑
l=1
(Iil − E
[
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i )sˆ∗(k)l
]
w
(k)
ij (4.3.3)
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where Iil is the identity matrix (Iil = 1 when i = l) and (Iil = 0
when i 6= l). The nonlinear score function vector ϕ(k)(sˆ(1)i , · · · , sˆ(k)i ) =
[ϕ(k)(sˆ
(1)
i ), · · · , ϕ(k)(sˆ(N)i )]T is defined as:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log q(sˆ
(1)
i , · · · , sˆ(k)i )
∂sˆ
(k)
i
(4.3.4)
The coefficients of the separating matrices w
(k)
ij can be updated by
the batch update rule as [20]:
w
(k)new
ij = w
(k)old
ij + η∆w
(k)
ij (4.3.5)
where η is the learning rate.
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) is a multivariate score function which preserves
the dependency structure across the frequency bins. The score func-
tion is obtained from the multivariate source prior to model the speech
sources in the frequency domain. The following subsection introduces
a multivariate source prior which uses a super Gaussian distribution
proposed in the IVA method [20] to model the source vectors.
4.3.3 Multivariate super Gaussian Source Prior
The IVA algorithm proposed in [20] defines the source prior as a de-
pendent multivariate super-Gaussian distribution in the form:
p(si) = α exp
(
−
√
(si − µi)HΣ−1i (si − µi)
)
(4.3.6)
where µi and Σi are respectively the mean vector and covariance matrix
of the ith source signal. Assuming zero mean vector µi and identity
covariance matrix Σi, equation (4.3.6) can be rewritten as:
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p(si) = α exp
(
−
√√√√ K∑
k=1
∣∣∣∣∣ sˆi(k)σi(k)
∣∣∣∣∣
2)
(4.3.7)
where σi
(k) is the standard deviation of the ith source at the kth fre-
quency bin that determines the scale of each element of a source vec-
tor. Assuming unity standard deviation σ
(k)
i , the multivariate nonlinear
score function used by the algorithm to extract the ith source at the
kth frequency is obtained as [20]:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log q(sˆ
(1)
i , · · · , sˆ(k)i )
∂sˆ
(k)
i
=
∂
√∑K
k=1|sˆ(k)i |2
∂sˆ
(k)
i
(4.3.8)
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
sˆ
(k)
i√∑K
k=1 |sˆ(k)i |2
(4.3.9)
The function was the proposed form of a multivariate score function
for separating source signals in the original IVA algorithm [20]. The
following subsection introduces a multivariate source prior which uses
the Student’s t distribution to model the source vectors.
4.3.4 Multivariate Student’s t Source Prior
It has been found that the t copula [95] is suitable for modeling the
dependence structure for frequency domain speech signals [96]. Thus,
a multivariate source prior based on the Student’s distribution is pro-
posed to model the speech sources in the IVA algorithm. The heavy
tails of the Student’s t distribution make it more fit to model the high
amplitude data within the spectrum of non-stationary speech signals.
The univariate Students t distribution takes the form:
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p(s
(k)
i ) =
Γ(ν+K
2
)√
νpiΓ(ν
2
)
(
1 +
|s(k)i |2
ν
)− ν+1
2
(4.3.10)
where Γ(.) is the Gamma function and ν is the degree of freedom. The
plots in Figure 4.1 display the heavier tails of the univariate Student’s
t distribution, for all values of the parameter ν, as compared with
the super Gaussian distribution. The height of tails of the Student’s
t distribution is inversely proportional to the value degree of freedom
parameter ν. The lower the value of ν the heavier the tails. As ν
increases the PDF approaches the Gaussian distribution PDF [96]. A
plot of a bivariate Student’s t distribution, with degrees of freedom (ν)
set to four, is given in Figure 4.2. The degrees of freedom parameter ν
adjusts the variance and leptokurtic nature of the PDF [94].
The multivariate Student’s t distribution, adopted as a source prior
for the IVA algorithm, takes the form [97]:
p(si) ∝
(
1 +
(si − µi)HΣ−1i (si − µi)
ν
)− ν+K
2
(4.3.11)
where µi and Σi are the mean and the covariance matrix, respectively
and ν is the degrees of freedom parameter. The heavier tails of the
distribution makes it suitable for certain types of speech signals [93].
The multivariate Student’s t distribution can be shown to model
the higher-order dependencies between frequency bins in the IVA ap-
proach. The marginal probability density function (PDF) is a univari-
ate Student’s t distribution. The product of the marginal probability
density functions is not the same as the joint density function in Equa-
tion (4.3.11) when the covariance matrix is diagonal (p(sˆ1, · · · , sˆN) 6=∏N
1=1 p(sˆi)). Therefore, the variables of the multivariate Student’s t
Section 4.3. Independent Vector Analysis (IVA) 111
Figure 4.1. Univariate Student’s t distribution as a function of the
degrees of freedom parameter(ν) and univariate super-Gaussian distri-
bution.
distribution are dependent and it can be used as a source prior for the
IVA algorithm to retain the dependence across the frequency bins.
Assuming zero mean µi and identity covariance matrix Σi due to
the orthogonality of Fourier bases, Equation (4.3.11) can be rewritten
as:
p(si) ∝
(
1 +
∑K
k=1 |s(k)i |2
ν
)− ν+K
2
(4.3.12)
The nonlinear multivariate score function for the multivariate Stu-
dent’s t distribution to extract the ith source at the kth frequency can
be derived using the NG-IVA as:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log q(sˆ
(1)
i , · · · , sˆ(k)i )
∂sˆ
(k)
i
(4.3.13)
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Figure 4.2. Bivariate Student’s t distribution with degrees of freedom
(ν = 4).
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log
(
1 +
∑K
k=1 |sˆ(k)i |2
ν
)− ν+K
2
∂sˆ
(k)
i
(4.3.14)
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
ν +K
ν
sˆ
(k)
i
1 + ( 1
ν
)
∑K
k=1 |sˆ(k)i |2
(4.3.15)
The constant ν+K
ν
can be absorbed by the learning rate η in the
update equation. A normalised score function is:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
sˆ
(k)
i
1 + ( 1
ν
)
∑K
k=1 |sˆ(k)i |2
(4.3.16)
The separation performance of the different algorithms including
the selection of the degree of freedom for the Student’s t source prior
will be discussed in the results section.
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4.4 Experimental Results
In this section, the separation performance of the different separation
algorithms is evaluated. The FastICA algorithm and the IVA algorithm
with the original super Gaussian source prior and the new multivariate
Students t source prior are evaluated using simulated room impulse re-
sponses and real room impulse responses. The simulated room impulse
responses (RIRs) are based on the image source method (ISM) [71],
which are artificial and do not represent a real life room environment.
They are however normally used for performance comparison purposes.
The real room impulses response are called binaural room impulse re-
sponses (BRIRs), which were recorded in a real classroom environment
with very high RT60 of 565ms [74]. The following smoothing function is
used for the FastICA because it grows at a slow rate that gives a more
robust estimator [58]:
G(y) =
√
a+ y, G′(y) =
1
2
√
a+ y
(4.4.1)
where a = 0.1.
Selecting the degrees of freedom ν, for the Student’s t distribution,
is a challenging task, as the source prior is used to model the speech
mixtures instead of the separate original speech signals. Increasing ν
results in lighter tails of the distribution. As ν → ∞, the Student’s t
distribution approaches the Gaussian distribution. Therefore, the value
of ν should not be set too high. The separation performance of the IVA
algorithm using the Student’s t source prior was tested with different
values of ν. The outcome of this empirical procedure was that the value
four for ν produces the best separation performance.
Section 4.4. Experimental Results 114
Two different speech signals of length of approximately four seconds
were chosen randomly from the TIMIT dataset [66] and convolved into
two mixtures using both room impulse responses. These mixtures were
then separated using the different algorithms. The separation perfor-
mance of the algorithms was measured using the objective measure of
signal to distortion ratio (SDR) [76] in decibels (dB) as well as the sub-
jective measure of perceptual evaluation of speech quality (PESQ) [81].
The evaluation results of the IVA method with new Student’s t source
prior are compared with the original IVA method [20] with the super
Gaussian source prior as well as the FastICA method [58]. To improve
the reliability of results, the SDR values at each source position were
averaged over five speech mixtures. Results of the FastICA with post-
processing are not included as the IVA algorithm does not require such
processing.
4.4.1 Evaluation with the Image Source Method (ISM)
In these experiments, the room impulse responses are generated using
the image source method (ISM) [71]. The RT60 was set to 200ms. The
different experiment parameters are given in Table 4.1. The sources
were moved to six different positions around the room and five different
sets of speech signals were used for the evaluation at each position.
The speech mixtures were created using the ISM RIRs and then
separated using the FastICA [58] and IVA [20] algorithms with both
source priors. The results of the IVA with the Student’s t source prior
are compared with the IVA method and the FastICA method. The sep-
aration performance of the three algorithms for both sources, expressed
in SDR (dB), at the six source positions, is shown in Figure 4.3. The
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Table 4.1. Experiment Parameters for ISM
Sampling rate 8kHz
STFT frame length 1024
Degrees of freedom 4
Reverberation time 200 ms
Positions of Microphones [3.42 2.60 1.50] m and [3.48 2.60 1.50] m
Room dimensions 7m x 5m x 3m
Source signal duration 4 s (TIMIT)
separation performance (SDR) is averaged over the five speech signal
mixture pairs at the six source positions. The SDR values are generally
high because the room impulse responses are synthetic with a quite low
RT60.
The negative SDR values for the ICA algorithm demonstrate the in-
ability of the algorithm to mitigate for the permutation problem with-
out any pre-processing or post-processing. The results for the original
IVA algorithm confirm the algorithm addressed the permutation am-
biguity. The IVA algorithm with Student’s t source prior showed a
decent improvement over the original IVA algorithm at all six source
positions. Table 4.2 shows the average SDR in dB of the two sources
at the six positions. The average recorded separation performance im-
provement using the new Student’s t source prior is approximately 0.78
dB compared with the original IVA method.
4.4.2 Evaluation with Binaural Room Impulse Responses (BRIRs)
In these experiments, the ICA algorithm and the IVA algorithm
with both source priors are evaluated using the BRIRs, which were
recorded using a dummy head to simulate the effect of a human
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Figure 4.3. The graph shows the separation performance SDR (dB)
at six different source positions using ISM. SDR was averaged over
five mixtures. a) Source1 b) Source2. The performance of the ICA
algorithm is poor due to the permutation probelm. The Student’s t
source prior consistently enhances the separation performance of the
IVA algorithm.
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Table 4.2. SDR (dB) values for the IVA algorithm with both source
priors using ISM responses. The Student’s t source prior for the IVA
shows improvement for all mixture.
Position Original IVA IVA Student’s t Improvement
Position-1 9.36 10.47 1.11
Position-2 9.48 10.38 0.90
Position-3 11.65 12.47 0.82
Position-4 10.47 11.31 0.84
Position-5 10.38 10.87 0.49
Position-6 10.53 11.04 0.51
head in a real acoustic environment [74]. The BRIRs are real room
recordings with very high RT60 of 565ms. They provide realis-
tic evaluation of the separation performance of BSS algorithms in
highly reverberant environments. BRIRs were measured for 21 differ-
ent relative source locations, consisting of all combinations of seven
source azimuths (0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦) and three source dis-
tances (0.15m, 0.40m, and 1m) from the centre point between the ears
of the head. All measurements were repeated on three separate oc-
casions, with equipment taken down and reassembled in between. In
order to increase the reliability of the experiments, the room impulse
responses were averaged over the three measurements.
The room layout and experimental setup are illustrated in Figure
4.4. The microphones were placed at the centre of the room with inter-
microphone distance of 15cm. The sources were placed at 1 m from the
centre of the microphones as this is approximately the critical distance.
The first source s1 was placed at a fixed position perpendicular to both
microphones at angle (0◦) and the second source s2 was placed at all six
different angles (15◦ to 90◦) relative to source s1 in the room. Changing
source positions represents speakers moving in the room which provide
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Figure 4.4. 2D plan of room and experimental setup for the BRIRs
showing locations of sources and microphones.
thorough evaluation of separation performance of the algorithms. The
summary of different parameters used in the experiments is provided
in Table 4.3.
The speech mixtures were created by using the BRIRs with high
RT60 of 565ms and then separated using the three algorithms; the Fas-
tICA algorithm [58] and the IVA algorithm [20] with the Student’s t
source prior and the original super Gaussian source prior. The separa-
tion performance of the three algorithms for both sources, expressed in
SDR (dB), at different angles, is shown in Figure 4.5. The graphs show
the average SDR of five mixture signals at each angle for each source.
The results show the poor separation performance of the ICA al-
gorithm where SDR is always negative as no pre-processing or post-
processing applied which is generally required for this method to ad-
dress the permutation problem. The original IVA algorithm with the
multivariate super Gaussian source prior demonstrated its capability to
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Table 4.3. Experiment parameters for BRIRs.
Sampling rate 8kHz
STFT frame length 1024
Degrees of freedom 4
Reverberation time 565 ms
Room dimensions 9 m x 5 m x 3.5 m
Source signal duration 4 s (TIMIT)
Source distance 1 m
mitigate the permutation ambiguity. The IVA algorithm with Student’s
t source prior showed a considerable improvement on the original IVA
algorithm at all six source positions. Table 4.4 shows the average SDR
in dB of the two sources at the six angles. The average recorded sepa-
ration performance improvement using the new Student’s t source prior
is approximately 1.31 dB compared with the original IVA method. It
is worth noting the Student’s t source prior provided better separation
improvement with the real BRIRs than with the simulated ISM. This
confirms the suitability of the Student’s t distribution to model speech
signals in real life scenarios.
Table 4.4. SDR (dB) values for both source priors for the IVA method
using real BRIRs. The Student’s t source prior shows improvement at
all separation angles.
Angle Original IVA IVA with Student’s t Improvement (dB)
15◦ 2.71 3.01 0.30
30◦ 3.55 4.22 0.67
45◦ 2.54 4.30 1.76
60◦ 4.00 5.53 1.53
75◦ 3.91 4.91 1.00
90◦ 3.60 5.20 2.60
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Figure 4.5. The graph shows the separation performance SDR (dB) at
six different separation angles using real BRIRs. a) Source1 b) Source2.
Results were averaged over five mixtures. The Student’s t source prior
enhances the separation performance of the IVA algorithm at all sepa-
ration angles.
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The subjective measure of perceptual evaluation of speech quality
(PESQ) [81] is used to measure the separation performance of the al-
gorithm using the BRIRs. The PESQ is a commonly used measure to
examine the quality of the separated signal as it compares the original
signals. A score is given between 0-4.5, 0 for very poor separation and
4.5 for excellent separation.
The signals were separated from mixtures using the IVA method
with both source priors in the same settings as in Table 4.3. The
PESQ scores for separated signals were measured as shown in Table
4.5. All the PESQ scores for each mixture are the average of PESQ
scores of five speech mixtures at the six different source location az-
imuths varying from (15 ◦ to 90 ◦). The PESQ scores for the Student’s
t source prior is compared with the PESQ score of the estimated sig-
nals separated by the original IVA method in the same settings. This
subjective study confirms the improved separation performance for the
IVA method with the Student’s source prior. The average separation
performance improvement PESQ score is approximately 0.75 (35%).
Table 4.5. PESQ scores for the IVA algorithm with the two source pri-
ors. The Student’s t source prior enhances the separation performance
of the IVA algorithm at all source locations
Angle super Gaussian source prior Student’s t source prior
15◦ 1.72 2.13
30◦ 2.14 2.65
45◦ 1.65 2.71
60◦ 2.42 3.15
75◦ 2.35 2.93
90◦ 2.19 3.32
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4.5 Summary
In this chapter, the separation performance of the ICA and IVA tech-
niques for FD-BSS was evaluated. The heart of the IVA method is the
multivariate source prior used to model the speech signals because the
non-linear score function used to retain the inter-frequency dependency
is obtained from the PDF of the source prior. A new multivariate Stu-
dent’s t source prior was introduced for the IVA algorithm. The mul-
tivariate Student’s t distribution was proven to better model the spec-
trum of speech signals. The tails of the Student’s t distribution can
be tuned to closely match the generally heavy tail distribution of the
frequency domain speech signals due to the high amplitude data points.
Real recorded speech signals and real room environments were used to
evaluate the performance of the various algorithms. The experimen-
tal results in the highly reverberant real room environments, confirm
that the proposed Student’s t source prior consistently improves the
separation performance of the IVA algorithm. Also, the results demon-
strated the limitation of the ICA algorithm in CBSS speech separation
applications without additional algorithmic scheme in order to correct
the serious permutation ambiguity. Due to the poor performance of
the ICA method for convolutive mixtures, it is not considered for the
remainder of the thesis.
In the next chapter, a new energy driven multivariate mixed source
prior with clique based dependency structure for the IVA algorithm
is introduced. The proposed source prior is a mixture of the original
multivariate super Gaussian distribution and the multivariate Student’s
t distribution. The Student’s t distribution is used to model the high
amplitude and the original super Gaussian distribution to model the
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lower amplitude components of the speech signal. The mixing ratio is
adjusted according to the energy of the observed mixtures.
Chapter 5
ENERGY DRIVEN MIXED
SOURCE PRIOR FOR THE
INDEPENDENT VECTOR
ANALYSIS ALGORITHM
5.1 Introduction
The independent vector analysis algorithm (IVA) is a frequency do-
main technique that solves, algorithmically, the permutation problem
in blind source separation (BSS) by preserving the dependency within
each source vector. The separation performance of the IVA algorithm
relies on the multivariate source prior adopted to model the sources.
The model is used to derive the nonlinear score function that retains the
dependency between different frequency bins [21]. Various statistical
models to represent the statistical dependence within the IVA method
have been proposed [88, 89, 91]. Statistical models that can enhance
the dependency structure within each source vector would improve the
separation performance of the IVA method.
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In this chapter, a new enhanced multivariate source prior for the
IVA algorithm is introduced. The proposed source prior is a mixture of
two distributions, instead of a single distribution; namely the original
multivariate super Gaussian distribution as in [20] and the multivariate
Student’s t distribution. Human speech is highly random in nature
and can have variable amplitude components [77]. The Student’s t
distribution is a super Gaussian distribution with heavier tails which
is proven efficient in modelling certain types of speech signals [94]. In
the proposed source prior, the Student’s t distribution models the high
amplitude components of the speech signal [94] and the original super
Gaussian distribution is used to model the lower amplitude components.
In order for the mixed source prior to adapt to different types of speech
signals, it is empowered with an energy driven scheme that adjusts
the weight of each distribution according to the energy of the observed
mixtures.
Moreover, the process exploits the frequency bins dependency struc-
ture to enhance the separation performance. The adjacent frequency
bins generally have much stronger dependency as compared to distant
frequency bins [87, 98]. Therefore, the fully connected frequency bin
structure is decomposed into smaller cliques whilst retaining adequate
overlap between adjacent cliques. The new energy driven mixed source
prior with clique based dependency structure is evaluated in different
real room environments. The results confirm that this approach con-
sistently improves the separation performance of the IVA algorithm.
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5.2 Source Prior for the IVA method
The IVA algorithm models independence between sources using a cost
function which retains the inherent frequency dependency within each
source vector, whilst removing the dependency among the sources [21].
The cost function is minimised when the vector sources are independent
while preserving dependency within the components of each source vec-
tor. The learning algorithm is derived by minimising the cost function
using the gradient descent algorithm. The nonlinear multivariate score
function ϕ(k), which maintains dependency between frequency bins for
source sˆi, is written in the general case as [20]:
ϕ(k)(sˆi
(1) · · · sˆi(k) · · · sˆ(K)i ) = −
∂logq(sˆi
(1) · · · sˆi(k) · · · sˆ(K)i )
∂sˆi(k)
(5.2.1)
The particular nonlinear score function is based on the source prior
selected to represent the frequency domain information of the sources.
The performance of the IVA algorithm greatly depends on the mul-
tivariate model used as a source prior. Therefore, the selection of a
suitable multivariate source prior plays a major role in the IVA algo-
rithm.
5.2.1 The super Gaussian Source Prior
In the original IVA method [20], the source prior representing the inter-
frequency dependencies is a dependent multivariate super-Gaussian dis-
tribution in the form [20]:
p(si) = α exp
(
−
√
(si − µi)HΣ−1i (si − µi)
)
(5.2.2)
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where (.)H denotes Hermitian transpose, µi and Σi are respectively
the mean vector and covariance matrix of the ith source signal at the
kth frequency bin. Equation (5.2.2) shows there is a variance depen-
dency between the frequency bins. In other words, the variance of
one frequency component is directly proportional to the variance for
other frequency components. By setting a zero mean vector and the
covariance matrix to identity matrix because the frequency bins are
uncorrelated due to the orthogonality of Fourier bases, the source prior
of Equation (5.2.2) can be written as:
p(si) = α exp
(
−
√√√√ K∑
k=1
∣∣∣∣∣ sˆi(k)σi(k)
∣∣∣∣∣
2)
(5.2.3)
where σi
(k) is the standard deviation of the ith source at the kth fre-
quency bin. By setting σi
(k) to unity, the original nonlinear multivariate
score function can be derived as [20]:
ϕ
(k)
(sˆi
(1) . . . sˆi
(K)) =
∂
√∑K
k=1
∣∣∣sˆi(k)∣∣∣2
∂sˆi(k)
=
sˆi
(k)√∑K
k=1 |sˆi(k)|2
(5.2.4)
Equation (5.2.4) represents the multivariate score function used as
interdependency model for the original IVA method with the super
Gaussian multivariate source prior. However, as discussed before, this
score function is not unique. It depends on the types of sources selected
to model the source signals. A source prior based on the Student’s t
distribution is presented in the next section.
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5.2.2 The Student’s t Source Prior
The multivariate Student’s t distribution is well suited to model certain
types of speech signals [93]. The multivariate Student’s t distribution,
when adopted as a source prior for the IVA algorithm, takes the form:
p(si) ∝
(
1 +
(si − µi)HΣ−1i (si − µi)
ν
)− ν+K
2
(5.2.5)
where µi and Σ
−1
i are the mean and the inverse covariance matrix,
respectively and ν is the degrees of freedom parameter, which can tune
the variance and the leptokurtic nature of the Student’s t distribution
[94]. The tails of the distribution becomes heavier when the degrees
of freedom parameter ν decreases which makes it suitable for certain
types of speech signals [93].
A score function for the original IVA method can be derived from
the general IVA score function (5.2.1) and the multivariate Student’s
t distribution. Due to the orthogonal Fourier bases, the covariance
matrix is set to the identity matrix and when zero mean is assumed,
the nonlinear multivariate score function is obtained as:
ϕ(k)(sˆi
(1) · · · sˆ(K)i ) =
sˆ
(k)
i
1 + ( 1
ν
)
∑K
k=1 |sˆ(k)i |2
(5.2.6)
The separation performance of the IVA method can potentially be
improved by using a source prior that combines different distributions
instead of a conventional single distribution source prior. Hence, a
new mixed source prior that can adapt to different speech sources is
proposed in detail in the next section.
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5.2.3 Mixed Source Prior for the IVA Method
Speech signals are statistically nonstationary and their statistical prop-
erties can vary from a signal to another. Therefore, a single distribution
may not be suitable to model all speech sources. To improve the sepa-
ration performance of the IVA algorithm, a mixed source prior is pro-
posed. The new multivariate source prior uses a mixture of the original
super Gaussian and Student’s t distributions. Owing to its heavy tails,
the Student’s t distribution is deployed to model the high amplitude
information in the speech sources. The super Gaussian distribution is
used to model the remaining information [99]. The new mixed multi-
variate source prior for the IVA algorithm takes the following form:
p(si) = λd.fSt + (1− λd).fG (5.2.7)
where fSt and fG are respectively the multivariate Student’s t distri-
bution and the multivariate super Gaussian distributions, λd  [0, 1] is
a weighting parameter that determines the ratio of each distribution
in the mixed source prior at frequency bin k. Replacing the multivari-
ate Student’s t by Equation (5.2.5) and the original multivariate super
Gaussian by Equation (5.2.2), the new source prior is written as:
p(si) =λd
(
1 +
(si − µi)HΣ−1i (si − µi)
ν
)− ν+K
2
+
(1− λd) exp
(
−
√
(si − µi)HΣ−1i (si − µi)
) (5.2.8)
The nonlinear score function for the IVA algorithm with the mixed
source prior can be derived from Equation (5.2.8). Using Equations
(5.2.4) and (5.2.6), the overall non linear score function for source sˆi
can be written as:
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ϕ(k)(sˆi
(1) · · · sˆi(K)) ∝λd
(
sˆ
(k)
i
1 + 1
ν
∑K
k=1 |sˆ(k)i |2
)
+(1− λd)
(
sˆ
(k)
i√∑K
k=1|sˆ(k)i |2
) (5.2.9)
The nonlinear score function for the IVA method using the mixed
source prior is a multivariate function that can retain the inter-
frequency dependency as all the frequency bins are accounted for dur-
ing the learning process. The weight of each distribution in the source
prior can be determined for particular speech signals by adjusting the
value of λd  [0, 1]; λd = 1 yields a pure Student’s t distribution and
λd = 0 yields a pure super Gaussian distribution as a source prior.
The separation performance of the IVA algorithm with this new mixed
multivariate source prior is evaluated and discussed in Section 5.4. The
new mixed source prior is also adopted for the fast version of the IVA
algorithm and it is discussed in detail in the next section.
5.3 The Mixed Source Prior for the FastIVA algorithm
The proposed mixed source prior is also adopted as a source prior for the
FastIVA method which is a fast converging version of the IVA method.
The Newton’s method, which can converge quadratically, is used as a
learning gradient. The objective function used by the FastIVA algo-
rithm is given as [43]:
JFastIV A =
N∑
i=1
[
E[F (
K∑
k=1
|sˆ(k)i |2)]−
K∑
k=1
λ
(k)
i (w
(k)
i
H
w
(k)
i − 1)
]
(5.3.1)
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where wHi is the ith row of the unmixing matrix W, and λi is the ith
Lagrange multiplier. F (·) represents the nonlinear function which is the
summation of the desired signals in all frequency bins. This nonlinear
score function may take several different forms as explained in [43].
Using the appropriate normalisation, the learning rule for the FastIVA
method can be derived as:
w
(k)
i ←E
[
F
′
(
K∑
k′=1
|sˆ(k′)i,o |2) + |sˆ(k)i,o |2F
′′
(
K∑
k′=1
|sˆ(k′)i |2))
]
w
(k)
i
− E
[
(sˆ
(k)
i,o )
∗F
′
(
K∑
k′=1
|sˆ(k′)i,o |2)x(k)
] (5.3.2)
where F
′
(·) and F ′′(·) represent the first and the second derivative
of F (·) respectively, (·)∗ denotes the complex conjugate. When the
learning rule is used for all the sources, an unmixing matrix W(k) can
be constructed and uncorrelated as follows:
W(k) ← (W(k)(W(k))H)−1/2W(k). (5.3.3)
The nonlinear score function F (·) can take different forms based on
the source prior it is derived from. The selection of the source prior is
crucial to the separation performance of the algorithm.
5.3.1 The super Gaussian Source Prior
A particular super Gaussian distribution is used as a source prior for
the FastIVA algorithm as in [43]. Assuming unity variance and zero
mean, this super Gaussian source prior is written as:
F
( K∑
k′=1
|sˆi(k)|2
)
=
√√√√ K∑
k′=1
|sˆi(k′)|2 (5.3.4)
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With the appropriate normalisation, the nonlinear score function
for the FastIVA method using the original super Gaussian distribution
as a source prior can be derived as follows:
F ′′
( K∑
k′=1
|sˆi(k)|2
)
=
(
1√∑K
k′=1 |sˆi(k′)|2
)3
(5.3.5)
Similar to the normal IVA method, the separation performance of
the FastIVA method can be further improved by carefully selecting an
appropriate source prior.
5.3.2 The Student’s t Source Prior
The source prior using the Student’s t distribution takes the form:
p(si) ∝
(
1 +
(si − µi)HΣ−1i (si − µi)
ν
)− ν+K
2
(5.3.6)
The nonlinear score function for the FastIVA method can be derived
from the source prior in (5.3.6). When the covariance matrix is set to an
identity matrix due to Fourier bases, the mean is assumed to be zero
and with appropriate normalisation, the nonlinear multivariate score
function for the Student’s t source prior based FastIVA algorithm can
be written as:
F ′′(
K∑
k′=1
|sˆ(k′)i |2) =
1−∑Kk′=1 |sˆ(k′)i |2(
1 +
∑K
k′=1 |sˆ(k
′)
i |2
)2 (5.3.7)
This nonlinear multivariate score function will preserve the inter-
frequency dependency as all the frequency bins are accounted for dur-
ing the learning process. The separation performance of the FastIVA
method can also be improved by using the new mixed source prior that
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can be adjusted based on different speech sources. The approach is
explained in the next section.
5.3.3 Mixed source prior for the FastIVA Method
A mixture of the original multivariate super Gaussian and multivariate
Student’s t source priors is also adopted as a source prior for the Fas-
tIVA method [100]. The latter accounts for the high amplitude samples
and the former for the lower samples as explained in Section 5.2.3. The
new mixed multivariate source prior for the FastIVA method can be
expressed, in general form, as:
p(si) = λd.fSt + (1− λd).fG (5.3.8)
When fSt is replaced by the multivariate Student’s t distribution in
Equation (5.3.6) and fG is replaced with the original super Gaussian
distribution in Equation (5.3.4), the general equation for the new source
prior takes the form:
p(si) =λd
(
1 +
(si − µi)HΣ−1i (si − µi)
ν
)− ν+K
2
+ (1− λd)
(√√√√ K∑
k′=1
|sˆi(k′)|2
) (5.3.9)
The nonlinear multivariate score function for the FastIVA method
can be derived using the mixed multivariate source prior shown in equa-
tion (5.3.9). The overall score function for the FastIVA method based
on the new mixed source prior for source sˆi can be obtained as:
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F ′′(
K∑
k′=1
|sˆ(k′)i |2) =(λd)
(
1−∑Kk′=1 |sˆ(k′)i |2(
1 +
∑K
k′=1 |sˆ(k
′)
i |2
)2)
+ (1− λd)
(
1√∑K
k′=1 |sˆi(k′)|2
)3 (5.3.10)
Equation (5.3.10) represents the nonlinear multivariate score func-
tion for the FastIVA algorithm with λd as a weighting parameter, which
can be used to control the ratio of both distributions in the mixed source
prior to cater for different types of speech signals. The separation per-
formance of the FastIVA algorithm with this new mixed multivariate
source prior is evaluated and discussed in the next section.
5.4 Experimental Results
The new mixed source prior for the IVA and FastIVA methods is eval-
uated using two different room impulse responses. Firstly, it is evalu-
ated with simulated room impulse responses (RIRs) based on the image
source method (ISM) [71]. These RIRs are synthetic and do not rep-
resent a real life room environment. They are however normally used
to compare the performance of different algorithms. For more robust
evaluation of the algorithms, the proposed mixed source prior is further
evaluated with real binaural room impulse responses (BRIRs), which
were recorded in a real classroom environment with very high RT60 of
565ms by Shinn, et al. [74]. The value of the degrees of freedom for
the Student’s t distribution was set to the value of four, which is em-
pirically found to to yield best separation performance. The weighting
parameter λd = 0.5 was used in the mixed source prior as it will assign
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equal weight to both the original super Gaussian distribution and the
Student’s t distribution in the mixed source prior.
Two different speech signals of length of approximately four seconds
were chosen randomly from the TIMIT dataset [66] and convolved into
two mixtures. These mixtures were then separated by using the IVA
and FastIVA algorithms with the new mixed source prior. The separa-
tion performance of the algorithms was measured using the objective
measure of signal to distortion ratio (SDR) in decibels (dB). The eval-
uation results using both room impulse responses are compared with
the original IVA method [20] and original FastIVA method [43] with
the super Gaussian source prior.
5.4.1 Evaluation with the Image Source Method (ISM)
In these experiments, the room impulse responses are generated using
the image source method (ISM) [71]. The RT60 was set to 200ms. The
different experiment parameters are given in Table 5.1. For increased
reliability, five different sets of speech signals were used and sources
were placed at six source positions in the same room. The separation
performance (SDR) is averaged over the six positions for the five speech
signal mixture pairs. For each set of speech signals the SDR values are
averaged for both estimated source signals.
5.4.1.1 The IVA Algorithm
The separation performance results of the original IVA method [20]
and the IVA method with the new source prior are shown in Table 5.2.
Since the room impulse responses are simulated at relatively low RT60
of 200ms, the obtained SDR values are generally high.
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Table 5.1. Experiment Parameters for ISM
Sampling rate 8kHz
STFT frame length 1024
Weighting parameter 0.5
Degrees of freedom 4
Reverberation time 200 ms
Positions of Microphones [3.48 2.50 1.50] m and [3.44 2.50 1.50] m
Room dimensions 7m x 5m x 3m
Source signal duration 4 s (TIMIT)
The results confirm that the new mixed source prior based IVA
method produces better separation performance than the original IVA
method, for all the five sets of speech signals. The average separation
performance improvement using the new mixed source prior is approx-
imately 0.92 dB compared with the original IVA method.
Table 5.2. SDR (dB) values for both source priors for the original IVA
method for five speech mixtures with ISM [71]. SDR was averaged over
six source positions. The mixed source prior shows improvement over
the super Gaussian source prior for all mixtures.
s-Gaussian [20] Mixed Source Prior Improvement (dB)
Set-1 9.24 10.38 1.14
Set-2 8.33 9.21 0.88
Set-3 9.11 9.94 0.83
Set-4 8.85 9.77 0.92
Set-5 8.48 9.32 0.84
5.4.1.2 The FastIVA Algorithm
The separation performance results of the original FastIVA method
with the super Gaussian source prior [43] and the FastIVA method
with the new source prior for all five speech mixtures are shown in
Table 5.3. Again, the obtained SDR values are relatively high due to
the relatively low RT60 of 200ms.
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Table 5.3. Improvement in separation performance of the FastIVA
algorithm with new source prior in terms of SDR (dB) for five speech
mixtures using the ISM [71]. SDR was averaged over six source posi-
tions. The proposed source prior shows improvement over the super
Gaussian source prior for all mixtures
s-Gaussian [43] Mixed Source Prior Improvement (dB)
Set-1 9.44 10.36 0.92
Set-2 9.75 10.82 1.07
Set-3 10.36 11.32 0.96
Set-4 10.18 11.76 1.58
Set-5 9.82 11.06 1.24
The results demonstrate that, for all the mixtures, the proposed
mixed source prior improves the separation performance of the FastIVA
method. It improves the average separation performance of the FastIVA
method by approximately 1.15 dB.
5.4.2 Evaluation with Binaural Room Impulse Responses (BRIRs)
In these experiments, the separation performance of the IVA and Fas-
tIVA methods with new mixed source prior is evaluated with BRIRs,
which were obtained from [74]. As these BRIRs are real room record-
ings with high RT60 of 565ms, they provide realistic evaluation of the
separation performance of BSS algorithms in highly reverberant en-
vironments. In order to evaluate the separation performance of the
proposed mixed source prior, five different source location azimuths
(15◦, 30◦, 45◦, 60◦, 75◦) relative to the first source, in the room, were
considered. The room layout and experimental setup are illustrated
in Figure 5.1. Changing source positions represents speakers moving
in the room which provide thorough evaluation of separation perfor-
mance of the algorithm. All the experiments at all the source location
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Figure 5.1. 2D plan of room and experimental setup for evaluating
the mixed source prior using BRIRs, showing locations of sources and
microphones.
azimuths were repeated three times to improve the reliability of the
results. The summary of different parameters used in the experiments
is provided in Table 5.4.
Table 5.4. Experiment parameters for BRIRs.
Sampling rate 8kHz
STFT frame length 1024
Weighting parameter 0.5
Degrees of freedom 4
Reverberation time 565 ms
Room dimensions 9 m x 5 m x 3.5 m
Source signal duration 4 s (TIMIT)
Source distance 1 m
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The speech mixtures were created using the BRIRs with high RT60
of 565ms and then separated using the IVA and FastIVA algorithms
with the new mixed multivariate source prior and the results were
compared with the original IVA method [20] and original FastIVA
method [43], respectively. In order to improve the reliability of re-
sults, the SDR values at each angle were averaged over eighteen speech
mixtures.
5.4.2.1 The IVA Algorithm
The separation performance of the IVA algorithm, expressed in SDR,
using both source priors is shown in Figure 5.2. The data show variable
separation performance at different angles with the best performance
at angle 45◦. The bar plots confirm that the IVA method with new
mixed source prior has better separation performance compared to the
original IVA method at all five source positions. The average recorded
separation performance improvement using the new mixed source prior
is approximately 0.85 dB compared with the original IVA method.
5.4.2.2 The FastIVA Algorithm
Figure 5.3 shows the SDR separation performance, in (dB), of both
FastIVA algorithms at five different positions. The data reveal that
the FastIVA algorithm with the new mixed source prior enhances the
separation performance at all azimuth angles. On average, the new
mixed source prior improves the separation performance of the FastIVA
method by approximately 0.9 dB using the real BRIRS.
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Figure 5.2. The graph shows the SDR (dB) values at five different
separation angles. Real BRIRs from [74] were used. Results were av-
eraged over eighteen mixtures. The mixed source prior enhances the
separation performance of the IVA algorithm at all separation angles.
The performance of the proposed mixed source prior can be fur-
ther improved by changing the weight of the distributions in the mixed
source prior according to the nature of speech signals. Therefore, a new
energy driven mixed source prior that can adapt to different speech
mixtures is proposed in the next section.
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Figure 5.3. The bar graph provides SDR (dB) for the FastIVA method
[43] and the proposed mixed source prior FastIVA for five different
angles. All the SDR values are averaged over eighteen random mixtures.
Real BRIRs from [74] were used. The new mixed source prior enhance
the separation performance at all separation angles.
5.5 Energy Driven Mixed Source Prior for the Original IVA
Method
In the mixed source prior for the original IVA method, equal weights
were given to both the Student’s t and the original super Gaussian
distributions for all speech sources. As speech signals have different
statistical properties, selecting a ratio for both distributions based on
the variations in the speech sources, can potentially improve the sepa-
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ration performance of the technique. In this section, the source prior is
modified so that the weights of both distributions in the mixed source
prior are adjusted automatically according to the energy of the ob-
served speech mixture signals. This technique is found to be success-
ful only with access to mixture signals not the original sources [101].
To enhance the separation performance of the algorithm, the struc-
ture of the dependency model is exploited. The dependency among
neighbouring frequency bins is generally stronger and much weaker be-
tween distant frequency bins [98]. Hence, a clique based approach is
adopted where the fully connected frequency spectrum is decomposed
into smaller cliques retaining considerable overlap between adjacent
cliques.
5.5.1 Clique Based IVA Method
In the original IVA method, the inter-frequency dependency is pre-
served by using the multivariate source prior. It adopts a spherically
symmetric dependency model that assigns the same kind of dependency
to neighbouring frequency components and to frequency components
that are located far apart. The model can be depicted as a total clique,
as shown in Figure 5.4 (a), where all of the line connections represent
the same weight of dependency. Such a source prior does not model
speech accurately because, in real speech signals, the dependency of
neighbouring frequency components is much stronger than that of dis-
tant frequency components [98].
Therefore, in order to enhance the frequency dependency within the
IVA method, the single and fully connected statistical model is divided
to several overlapping cliques of fixed size. This dependency model
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Figure 5.4. The IVA dependency models [102]. The line connections
of each clique represent a fixed spherical dependency weight. (a) A
global clique to represent spherical dependency. (b) A chain of cliques
to represent dependency propagation through the overlaps of the chains.
is locally spherical and the dependency among the frequency compo-
nents is propagated through overlaps of cliques so that the dependency
between the components weakens as the distance separating them in-
creases [102]. The model is depicted in Figure 5.4 (b).
The multivariate probability density function of clique based depen-
dency model can be written in the form [98]:
p(si) ∝ exp
(
−
C∑
c=1
√√√√ lc∑
k=fc
∣∣∣∣ sˆ(k)iσi(k)
∣∣∣∣2
)
(5.5.1)
where fc and lc are the first and last indices of the cth clique, respec-
tively. C is the number of cliques. This new dependency structure
consists of several cliques of fixed and identical size and the centre fre-
quency increases with clique propagation. For instance, in order to
deploy the clique based dependency structure for the case of 1024 fre-
quency bins, the fully connected statistical model of the IVA method
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is decomposed into 128 cliques each of fixed size of 256 frequency bins
and clique ranges are [f1, l1] = [1, 256], [f2, l2] = [17, 272], . . . , [fc, lc] =
[769, 1024]. The model improves the dependency structure for the IVA
method because the strength of the dependency between the frequency
bins is obtained as a function of the distance between them with some
overlap. Consequently, it would improve the separation performance of
the IVA method with the new energy driven mixed source prior. Find-
ing the energy of the measured speech signals and tuning the mixed
source prior accordingly is discussed in the next section.
5.5.2 Energy Calculation of Measured Speech Mixtures
As discussed in Section 5.2.3, the mixed source prior for the original
IVA method is given as:
p(si) =λd
(
1 +
(si − µi)HΣ−1i (si − µi)
ν
)− ν+K
2
+
(1− λd) exp
(
−
√
(si − µi)HΣ−1i (si − µi)
) (5.5.2)
The corresponding nonlinear score function for the above mixed
source prior can be obtained as:
ϕ(k)(sˆi
(1) · · · sˆi(K)) ∝λd
(
sˆ
(k)
i
1 + 1
ν
∑K
k=1 |sˆ(k)i |2
)
+(1− λd)
(
sˆ
(k)
i√∑K
k=1|sˆ(k)i |2
) (5.5.3)
The parameter λd, in the score function (5.5.3), is a weighting pa-
rameter, that defines the ratio of the Student’s t and the original super
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Gaussian distributions in the mixed source prior. The observed speech
mixtures can have different energies due to the different statistical prop-
erties of the speech source signals. Therefore, the mixed source prior
can adapt to model different speech mixtures, if the value of λd is tuned
in line with their local energy. The weighting parameter becomes fre-
quency dependent i.e. λ
(k)
d and is estimated according to the energy
of the observed speech mixture. The frequency bins are divided into
smaller non-overlapping blocks because different frequency ranges can
have different energy. To model a particular block, an appropriate value
for λ
(k)
d can be selected. λ
(k)
d is calculated as the normalised energy of
the speech mixtures in the frequency domain blocks. The normalised
energy of a particular block can be calculated as follows:
Eb =
1
Et
( lb∑
k=fb
||x(k)p ||2
)
(5.5.4)
where Eb is the energy of the particular block, Et is the total energy
of the source mixture and ||(·)|| denotes Euclidean norm. fb is the first
index of the block and lb is its last index. x
(k)
p denotes the vector of
all frequency components k, calculated by dividing the entire speech
observation into subblocks indexed by p.
The energy of a particular block is, generally, a measure of the am-
plitude information of the mixture signals in that block. The higher the
energy the higher the amplitude. As a result, the value of the weighting
parameter λ
(k)
d is selected to reflect amplitude level within each block.
As a high energy indicates high amplitude information, λ
(k)
d is tuned so
that the percentage of the Student’s t distribution in the mixed source
prior is higher than that of the original super Gaussian distribution.
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The Student’s t distribution can improve the modelling of the high am-
plitude information due to its heavy tail nature. Likewise, when the
energy of a particular block is relatively low, it indicates lack of high
amplitude information. Therefore, in order to appropriately model the
speech sources, the mixed source includes higher percentage of the orig-
inal super Gaussian distribution than the student’s t distribution. The
weighting parameter λ
(k)
d is tuned to assign more weight to the origi-
nal super Gaussian distribution in the mixed source prior. The energy
driven mixed source prior should provide more accurate model to the
underlying non-stationary speech signals by accustoming to the nature
of the measured speech mixture. This, consequently, results in separa-
tion performance improvement of the IVA method. The experimental
setup and the evaluation results of the performance of the new energy
driven mixed source prior based IVA algorithm are discussed in the
next section.
5.5.3 Experimental Results
The proposed energy driven mixed Student’s t-original super Gaussian
source prior for the original IVA method is evaluated using three differ-
ent types of room impulse responses; a synthetic room impulse response
and two real room impulse responses are employed. It is evaluated with
simulated room impulse responses (RIRs) based on the image source
method (ISM) [71]. These RIRs do not represent a real life room envi-
ronment, but they are useful in comparing the performance of different
algorithms. For real life environment, the proposed mixed source is
further evaluated with two real room impulse responses; BRIRs [74]
and Hummerstone [75].
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The value of the degrees of freedom for the Student’s t distribu-
tion was set to the value of four, which is empirically found to yield
best separation performance. Two different speech signals of length
of approximately four seconds were chosen randomly from the TIMIT
dataset [66] and convolved into two mixtures. The weighting param-
eter λ
(k)
d in the mixed source prior was tuned according to the energy
of the measured speech mixtures as explained in Section 5.5.2. These
mixtures were then separated using the IVA algorithm with new en-
ergy driven mixed source prior. The separation performance of the
algorithms was measured using the objective measure of signal to dis-
tortion ratio (SDR) in decibels (dB) as well as the subjective measure
of perceptual evaluation of speech quality (PESQ) [81]. The separation
performance was compared with the fixed mixed source prior, the orig-
inal super Gaussian source prior and Student’s t source prior for the
original IVA method [20].
5.5.3.1 Evaluation with Image Source Method (ISM)
In these experiments, the room impulse responses are generated using
the image source method (ISM) [71]. The different experiment param-
eters are given in Table 5.5. The RT60 was set to 250ms to provide
higher reverberation time than used for the fixed mixed source prior.
For increased reliability, five different sets of speech signals were used
and sources were placed at six source positions in the same room. The
separation performance (SDR) is averaged over the six positions for the
five speech signal mixture pairs. For each set of speech signals the SDR
values are averaged for both estimated source signals. The separation
performance of the new energy mixed source prior is compared with
the performance of the original super Gaussian source prior.
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Table 5.5. Experiment Parameters for ISM
Sampling rate 8kHz
STFT frame length 1024
Degrees of freedom 4
Reverberation time 250 ms
Positions Microphones [3.48 2.50 1.50] m and [3.44 2.50 1.50] m
Room dimensions 7m x 5m x 3m
Source signal duration 4 s (TIMIT)
The separation performance results of the IVA method with the
new energy driven mixed source prior and the original IVA method [20]
are shown in Table 5.6. The relatively high SDR values are due to the
relatively low RT60 of 250ms. The results confirm that the new energy
driven mixed source prior IVA method produces better separation per-
formance than the original IVA method, for all the five sets of speech
signals. The average separation performance improvement using the
proposed source prior is approximately 1 dB.
Table 5.6. SDR (dB) values for both source priors for the original
IVA method with image room impulse response [71]. The energy driven
mixed source prior shows improvement for all mixtures.
s-Gaussian [20] Proposed Source Prior Improvement (dB)
Set-1 8.58 9.53 0.95
Set-2 9.01 9.93 0.92
Set-3 8.61 9.70 1.09
Set-4 7.24 8.12 0.88
Set-5 8.03 9.09 1.06
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5.5.3.2 Evaluation with Real Room Impulse Responses from Hummerstone
In these experiments, the separation performance of the IVA method
with the proposed energy driven mixed source prior is evaluated with
real room impulse response, which were obtained from Hummerstone
[75]. These are room impulse responses recorded in real life environment
in four different rooms. The types of the four rooms and their respective
reverberation time RT60 are shown in Table 5.7. The four rooms have
different sizes, geometry and reverberation time RT60. Therefore, they
offer extensive evaluation of algorithm over a range of reverberation
times and room settings. In addition, in each room, the source location
azimuths relative to the second source can be varied from −90 ◦ to 90 ◦,
allowing for evaluation at different positions for moving sources.
Table 5.7. Room types and the respective RT60. Hummerstone
Room Type RT60 (ms)
A Medium office 320
B Small class room 470
C Large lecture room 680
D Large seminar theatre 890
For this set of experiments, the source location azimuths in step
of 15 ◦ was considered from 15 ◦ to 90 ◦ in all the rooms. The sepa-
ration performance was measured objectively with SDR in dB. The
mixtures were then separated by using the new energy driven mixed
source prior and its separation performance is compared with the origi-
nal IVA method [20]. The separation performance of both methods for
all four rooms is shown in Figure 5.5. The results at all the separation
angles are the average of twelve mixtures for increased reliability of the
results as in [101].
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Figure 5.5. The separation performance (SDR) for different rooms.
SDR values (dB) were averaged over twelve mixtures at each separa-
tion angle. Energy driven mixed source prior enhance the separation
performance of the IVA algorithm in all types of reverberant conditions.
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The results in Figure 5.5 reveal that the energy driven mixed source
prior consistently improves the separation performance of the IVA al-
gorithm in all rooms at all the separation angles. In room A, the SDR
values for both the algorithms is the highest as the RT60 is the lowest at
320ms. The SDR values drop for both algorithms as the reverberation
time RT60 rises (Rooms B, C and D). However, in all cases, the pro-
posed technique performs better than the original IVA method at all the
separation angles. This demonstrates the robustness of the technique
in different settings including extremely difficult and highly reverber-
ant environments. The proposed source prior tunes the weight of both
distributions according to the energy of the measured mixtures and it
provides better separation compared with the original IVA method [20]
at all the separation angles. The average separation performance im-
provement using the proposed source prior is approximately 0.6 dB.
5.5.3.3 Evaluation with Binaural Room Impulse Responses (BRIRs)
In these experiments, the separation performance of the IVA method
with new energy driven mixed source prior is evaluated with BRIRs,
which were obtained from [74]. As these BRIRs are real room record-
ings with high RT60 of 565ms, they provide realistic evaluation of the
separation performance of BSS algorithms in highly reverberant envi-
ronments. The length of the speech signals was chosen to be approx-
imately five seconds. Six different source location azimuths varying
from 15 ◦ to 90 ◦ with a step of 15 ◦ relative to the first source, in the
room, were considered. The room layout and experimental setup are
illustrated in Figure 5.6. Changing source positions represents speakers
moving in the room which provide thorough evaluation of separation
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Figure 5.6. 2D plan of room and experimental setup for for evaluating
the energy driven mixed source prior using BRIRs, showing locations
of sources and microphones.
performance of the algorithm. All the experiments at all the source
location azimuths were repeated three times to improve the reliabil-
ity of the results. The summary of different parameters used in the
experiments is provided in Table 5.8.
Table 5.8. Different parameters used in experiments (BRIRs).
Sampling rate 8kHz
STFT frame length 1024
Degrees of freedom 4
Reverberation time 565 ms (BRIRs)
Room dimensions 9 m x 5 m x 3.5 m
Source signal duration 5 s (TIMIT)
Source distance 1 m
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The speech mixtures were created by using the BRIRs with high
RT60 of 565ms and then separated using the IVA algorithms with the
proposed mixed multivariate source prior and the results were compared
with the original IVA method [20], in terms of SDR and PESQ. In order
to improve the reliability of evaluation, the results at each angle were
averaged over eighteen speech mixtures.
The separation performance of the IVA algorithm at different an-
gles was measured objectively using SDR in dB. The results using both
source priors is shown in Figure 5.7. The data show variable separation
performance at different angles and confirm that the IVA method with
new energy driven mixed source prior consistently achieves improved
separation performance compared to the original IVA method at all
six source positions. The average recorded separation performance im-
provement using the new mixed source prior is approximately 1 dB
compared with the original IVA method.
Additionally, in this experiment, a subjective measure of perceptual
evaluation of speech quality (PESQ) is used to measure the separation
performance of the algorithm using the BRIRs. The PESQ is a com-
monly used measure to examine the quality of the separated signal as
it compares the estimated (original) signals. A score is given between
0-4.5, 0 for very poor separation and 4.5 for excellent separation.
The signals were separated from mixtures using the energy driven
mixed source prior based IVA method in the same settings as in Table
5.8. The PESQ scores for separated signals were measured as shown
in Table 5.9. All the PESQ scores for each mixture are the average
of PESQ scores for six different source location azimuths varying from
(15 ◦ to 90 ◦). The PESQ scores for the proposed energy driven source
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Figure 5.7. Separation performance in terms of SDR (dB) values for
the energy based mixed source prior and the original IVA algorithm.
The energy based mixed source prior enhances the separation perfor-
mance of the IVA algorithm at all source locations in the room.
prior is compared with the PESQ score of the estimated signals sepa-
rated by the original IVA method in the same settings. This subjective
study also confirms the improved separation performance for the IVA
method with the energy driven mixed source prior. The average sepa-
ration performance improvement PESQ score is approximately 0.25.
5.5.4 Comparative Evaluation of Different Source Priors
The final set of experiments will establish the advantage of automat-
ically adapting the weight of distributions in the mixed source prior
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Table 5.9. PESQ values for the IVA algorithm with the two source
priors. PESQ scores are averaged over six different locations in the
room. The proposed scheme enhances the separation performance of
the IVA algorithm at all source locations
Original Source Prior [21] Proposed Source Prior
Set-1 1.66 1.97
Set-2 2.04 2.27
Set-3 2.09 2.32
Set-4 1.92 2.11
Set-5 2.02 2.21
based on the mixture energy. The proposed source prior is compared
with the fixed mixed source prior and the Student’s t source prior. For
all three methods, the mixtures were created by using the room impulse
response generated by the BRIRs [74] with reverberation time RT60 of
565ms. The experimental settings are similar to the parameters given
in Table 5.8. For the fixed mixed source prior and the value of the
weighting parameter was set to λd = 0.5.
The same set of mixtures were separated using the IVA method
with the three source priors at six different source location azimuths
(15 ◦ to 90 ◦). The separation performance in terms of SDR is shown
in Figure 5.8. For increased reliability of evaluation, the SDR value at
each angle were averaged over twelve speech mixtures. It is evident,
from plots in Figure 5.8, the superiority of the proposed energy driven
mixed source prior based IVA method over the other two methods.
The adjustment of mixing ratio according to the statistical properties
of the measured mixtures, makes the technique well suited to model
different types of speech sources which leads to separation performance
enhancement of the IVA algorithm. The data also illustrate that the
fixed mixed source prior outperforms the Student’s t source prior.
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Figure 5.8. The separation performance of the IVA algorithm with
three different source priors. Mixture were generated by BRIRs. The
energy based mixed source prior is superior for all source locations.
5.6 Summary
In this chapter, a new enhanced multivariate source prior for the IVA
algorithm was introduced as a mixture of two distributions, instead
of single distribution. The source prior is constructed by mixing the
original multivariate super Gaussian distribution as in [20] and the mul-
tivariate Student’s t distribution with a certain ratio. Human speech
is highly random in nature and can have variable amplitude compo-
nents [77]. In the proposed source prior, the Student’s t distribution
has been used to model the high amplitude components of the speech
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signal [94] and the original super Gaussian distribution to model the
lower amplitude components. In order for the mixed source prior to
adapt to different types of speech signals, it was empowered with an
energy driven scheme that adjusts the weight of each distribution ac-
cording to the energy of the observed mixtures as well as a clique based
dependency model.
This mixed source prior was adopted for the IVA and the FastIVA al-
gorithms and compared with different single distribution source priors.
The detailed experimental studies using simulated and real room en-
vironment with different reverberation times confirmed consistent sep-
aration performance improvement of the energy driven mixed source
prior based IVA.
In the following chapter, online IVA algorithm for speech separa-
tion is introduced. The algorithm is enhanced by an adaptive learning
scheme to improve the performance in terms of convergence time and
steady state separation and accuracy. Two source priors are used to
evaluate the proposed scheme. A switched source prior technique, that
combines the advantages of both source priors, is proposed.
Chapter 6
ONLINE IVA WITH
ADAPTIVE LEARNING FOR
SPEECH SEPARATION
USING VARIOUS SOURCE
PRIORS IN REAL ROOM
ENVIRONMENTS
6.1 Introduction
Independent vector analysis (IVA) is a method to tackle BSS in the
frequency domain. The technique has proven efficient in separating
independent speech signals from convolutive mixtures [20]. It solves,
algorithmically, the problematic permutation problem inherent in in-
dependent component analysis (ICA) [58]. IVA extends ICA from a
univariate source signal model to a multivariate one. The multivariate
source prior models statistical inter dependency across the frequency
bins of each source.
158
Section 6.1. Introduction 159
The original IVA method proposed in [20] runs in an offline batch
manner where the entire set of input samples is gathered before cal-
culating the parameters. This approach is not applicable to practical
online systems. A block-based approach can be applied to implement
a real time BSS system [103]. However, this approach encompasses
heavy computational load. A fully online version of the IVA algorithm
was proposed in [104] which exploits the multivariate super Gaussian
distribution as a sources prior. The algorithm is suitable for practi-
cal embedded systems, where the coefficients of the separation filter
are updated at every time frame. The auxiliary version of the algo-
rithm was implemented in [105]. Online IVA with Student’s t source
prior for convolutive speech mixtures was proposed in [106]. Previ-
ously, several implementations of online ICA based techniques were
proposed in [107–112]. However, they entail additional post process-
ing techniques to address the permutation problem which may render
them unsuitable for embedded systems applications due to the added
computational complexity.
Often online IVA methods use a fixed learning rate to update the
unmixing matrix. If the learning rate is set to a high value, the solu-
tion converges faster with large fluctuations. For small learning rate
value, the convergence is slower with smoother solution. In this chap-
ter, the contribution is to introduce a new adaptive learning scheme
to improve the performance of the online IVA in terms of convergence
time and steady state separation performance and accuracy [113, 114].
The scheme exploits gear-shifting to combine the advantages of the high
and small values of the learning rate. The learning rate is controlled
by a Frobenius norm as a measure of the proximity to the target so-
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lution, which is extracted from the learning gradient adopted. Two
source priors are used to model the speech signals; the super-Gaussian
distribution proposed in the original IVA [20] based on a spherically
symmetric Laplace (SSL) distribution and a generalized Gaussian dis-
tribution proposed in [89] which exploits fourth order inter-frequency
correlation and was previously only tested on the batch IVA. Finally, a
switched source prior that combines the better performance attributes
of both source priors, is introduced.
Firstly, the proposed scheme is evaluated using simulated room im-
pulse responses based on the image source method (ISM) [71] which was
used by the original online IVA algorithm [104]. Then, it is evaluated
in real room environments using two different room impulse responses;
binaural room impulse responses (BRIRs) [74] and Hummerstone real
impulse responses [75]. Real recorded speech signals, from the TIMIT
acoustic-phonetic continuous speech corpus [66], are used as the source
signals. The separation performance is measured objectively by the
signal to distortion ratio (SDR) [76]. The learning algorithm for the
online IVA is discussed in the next section.
6.2 Online IVA Learning Algorithm
The noise free frequency domain convolutive blind source separation
(FD-CBSS) batch IVA mixing and separation models are described
as [20]:
x
(k)
j [n] =
N∑
i=1
h
(k)
ji s
(k)
i [n] (6.2.1)
sˆ
(k)
i [n] =
M∑
j=1
w
(k)
ij x
(k)
j [n] (6.2.2)
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where x
(k)
j [n], s
(k)
i [n] and sˆ
(k)
i [n] are respectively the j th observation
value of M observations, the ith source signal and ith estimated source
of N sources at the kth frequency bin. h
(k)
ji [n] and w
(k)
ij [n] are the mixing
and unmixing filter coefficients at the k-th frequency bin respectively.
k = 1, 2, · · · , K, and K is the number of frequency bins. n is the
short-time Fourier transform (STFT) time block index.
The coefficients of the unmixing matrices w
(k)
ij can be updated by
the batch update rule as [20]:
w
(k)new
ij = w
(k)old
ij + η∆w
(k)
ij (6.2.3)
where ∆w
(k)
ij is the gradient for the coefficients and η is the learning
rate.
In the online IVA algorithm, the coefficients of the unmixing model
are updated at every time frame. Thus, the time frame index n is
introduced to the unmixing model [104] as follows:
sˆ
(k)
i [n] =
M∑
j=1
w
(k)
ij [n]x
(k)
j [n] (6.2.4)
where w
(k)
ij [n] is the unmixing coefficient at time block n, frequency bin
k between source i and microphone j, sˆi is the ith estimated source,
and x
(k)
j [n] is the observation value of M observations at time frame n
and frequency bin k. Therefore, the coefficients of the online unmixing
filter are updated as follows:
w
(k)
ij [n+ 1] = w
(k)
ij [n] + η∆w
(k)
ij [n] (6.2.5)
where ∆w
(k)
ij [n] is the gradient at the current time frame n. This is
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the critical variation between the batch IVA and online IVA algorithms
and will be discussed in subsection (6.2.1).
The IVA algorithm deploys a cost function for multivariate random
variables that attempts to remove dependency between the sources and
retain the dependency between frequency bins of each source. To mea-
sure independence, the cost function of the IVA (C) uses the Kullback-
Leibler (KL(·)) divergence between the joint probability density func-
tion (PDF) of the estimated source vectors p(sˆ1, · · · , sˆN) and the prod-
uct of their marginal individual PDFs
∏N
1=1 q(sˆi) [20]:
C = KL
(
p(sˆ1, · · · , sˆN)‖
N∏
1=1
q(sˆi)
)
(6.2.6)
= const.−
K∑
k=1
log |det(W(k))| −
N∑
i=1
E log q(sˆ) (6.2.7)
where det(·) is the matrix determinant operator, |·| denotes the absolute
value and E[·] represents the statistical expectation operator.
The source prior q(sˆ) in the cost function is a vector across all fre-
quency bins. Each source is multivariate and the cost function would
be minimised when the dependency between the source vectors is re-
moved but the inherent frequency dependency between the components
of each vector can be retained. The online natural gradient IVA will
be derived next.
6.2.1 Online Natural Gradient IVA
The learning algorithm for the parameters of the unmixing filters is de-
rived by minimising the KL(·) divergence. A gradient descent method
[42] is employed by differentiating the cost function C(·) with respect
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to the separating filter coefficients (matrices) (w
(k)
ij ). The gradients for
the coefficients (∆w
(k)
ij ) can be obtained [20]:
∆w
(k)
ij = −
∂C
∂w
(k)
ij
(6.2.8)
= w
−H(k)
ij − E
[
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i )xˆ∗(k)j
]
(6.2.9)
where (W(k)
−1
)H ≡ w−H(k)ij , (·)∗ is the complex conjugate and (·)H
denotes Hermitian transpose.
The natural gradient [42] can be obtained by multiplying the gradi-
ent matrices ∆W(k) ≡ {∆w(k)ij } with the scaling matrices W(k)HW(k):
∆w
(k)
ij =
N∑
l=1
(Iil − E
[
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i )sˆ∗(k)l
]
w
(k)
ij (6.2.10)
where Iil is the il -th element of the identity matrix I (Iil = 1
when i = l and Iil = 0 when i 6= l). ϕ(k)(sˆ(1)i , · · · , sˆ(k)i ) =
[ϕ(k)(sˆ
(1)
i ), · · · , ϕ(k)(sˆ(N)i )]T is the nonlinear score function vector.
For the online algorithm, the expectation in Equation (6.2.10) is
omitted and the resultant online scored correlation <(k)il at the current
time frame n is defined as [104]:
<(k)il [n] = ϕ(k)
(
sˆ
(1)
i , · · · , sˆ(k)i
)
sˆ
(k)∗
l [n] (6.2.11)
Thus, the online natural gradient at the current time frame n is
given as:
∆w
(k)
ij [n] =
N∑
l=1
(
Iil −<(k)il [n]
)
w
(k)
ij [n] (6.2.12)
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6.2.2 Nonholonomic Constraint
A nonholonomic constraint is adopted in [104] to address the problem
of the gradient fluctuation due to energy changes in source signals.
The gradient is obtained by replacing the identity matrix I with a
diagonal matrix Λ(k) based on the scored correlation (Λ
(k)
ii [n] = <(k)ii
and Λ
(k)
il [n] = 0 when i 6= l). Equation (6.2.12) becomes:
∆w
(k)
ij [n] =
N∑
l=1
(
Λ
(k)
il [n]−<(k)il [n]
)
w
(k)
ij [n] (6.2.13)
As the diagonal elements of (Λ
(k)
il [n]− <(k)il [n]) are always zero, the
algorithm is more robust to large changes in the local magnitude of the
source signals and thus converges faster. In addition, the constraint
cuts N multiplications at each frequency bin. The online update rule
with a normalised learning rate is given by:
w
(k)
ij [n+ 1] = w
(k)
ij [n] + η
√
(ξ(k)[n])−1∆w(k)ij [n] (6.2.14)
where (
√
(ξ(k)[n])−1) is a normalisation factor and ξ(k)[n] is defined as:
ξ(k)[n] = βξ(k)[n− 1] + (1− β)
N∑
j=1
|x(k)j [n]|2/N (6.2.15)
where β  [0, 1] is a smoothing factor which improves the robustness
of the algorithm as it counts for the mean energy across the mixtures.
Normally, a small positive arbitrary constant is added to ξ(k)[n] to
avoid division by zero. In the following section, a new adaptive learn-
ing scheme, to enhance the separation performance for the online IVA
algorithm, is introduced. Instead of a fixed learning rate, the proposed
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scheme controls the learning rate of the algorithm as a function of the
proximity to the target solution.
6.2.3 Adaptive Online IVA Learning Algorithm
The gradient ∆w
(k)
ij [n] converges to zero as Λ
(k)
il [n] approaches <(k)il [n]
i.e. (Λ
(k)
il [n]−<(k)il [n]) approaches zero. We therefore assign:
g(k)[n] =
∥∥∥Λ(k)[n]−<(k)[n]∥∥∥
F
(6.2.16)
where ‖ · ‖F denotes the Frobenius norm.
The descending behaviour of g(k)[n] is utilised as a gear-shifting type
operator for the learning algorithm. In the initial stages the learning
rate is set to a high value to move faster towards the solution. Then
it decreases as the system converges to reduce the fluctuations and
improve stability. A new normalised learning rate at time frame n is
defined as:
η(k)[n] = η0
g(k)[n]
g(k)[1]
(6.2.17)
where η0 is the initial learning rate. η
(k)[n] will start with the initial
value η0 for the first frame and then it decreases as n increases. In a
non-stationary environment g(k)[1] could be reinitialised. Then η(k)[n]
is smoothed:
η(k)[n] = λη(k)[n− 1] + (1− λ)η(k)[n] (6.2.18)
where η  [0, 1] is a smoothing factor. The online update equation is
adjusted accordingly as:
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w
(k)
ij [n+ 1] = w
(k)
ij [n] + η
(k)[n]
√
(ξ(k)[n])−1∆w(k)ij [n] (6.2.19)
The multivariate source priors used to model the speech source sig-
nals in the IVA algorithm are discussed in the following section.
6.3 Multivariate Source Priors
The nonlinear multivariate score function vector for the IVA,
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = [ϕ(k)(sˆ(1)i ), · · · , ϕ(k)(sˆ(N)i )]T , that maintains the de-
pendencies between the frequency bins with each source vector, is given
in the general form:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log q(sˆ
(1)
i , · · · , sˆ(k)i )
∂sˆ
(k)
i
(6.3.1)
The performance of the IVA algorithm greatly depends on the mul-
tivariate inter-dependency model used as a source prior. The particular
nonlinear score function depends on the source prior selected to model
the speech signals. The selection of a suitable score function is integral
to the performance of the IVA method. In this work, two multivari-
ate source priors are used for the online IVA algorithm, which will be
discussed next.
6.3.1 Super Gaussian Source Prior
The IVA algorithm proposed in [20] defines the source prior as a de-
pendent multivariate super-Gaussian distribution in the form:
p(si) = α exp
(
−
√
(si − µi)HΣ−1i (si − µi)
)
(6.3.2)
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where µi and Σi are respectively the mean vector and covariance ma-
trix of the ith source signal. This source prior indicates variance de-
pendency between the frequency bins. Since the frequency bins are
uncorrelated due to the orthogonality of Fourier bases, the mean vec-
tor µi can be set to zero and the covariance matrix Σi to an identity
diagonal matrix. Therefore, Equation (6.3.2) can be rewritten as:
p(si) = α exp
(
−
√√√√ K∑
k=1
∣∣∣∣∣ sˆi(k)σi(k)
∣∣∣∣∣
2)
(6.3.3)
where σi
(k) is the standard deviation of the ith source at the kth fre-
quency bin that determines the scale of each element of a source vector.
Assuming unity standard deviation σ
(k)
i :
p(si) = α exp
(
−
√√√√ K∑
k=1
| sˆi(k)|2
)
(6.3.4)
The corresponding multivariate nonlinear score function vector to
extract the ith source at the kth frequency is obtained as [20]:
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log
(
− exp
(√∑K
k=1|sˆ(k)i |2
))
∂sˆ
(k)
i
(6.3.5)
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
∂
√∑K
k=1|sˆ(k)i |2
∂sˆ
(k)
i
=
sˆ
(k)
i√∑K
k=1 |sˆ(k)i |2
(6.3.6)
This is a multivariate function which takes into account the inter-
frequency dependency between the source vectors in the learning pro-
cess [20]. However, the form of the multivariate score function may vary
based on different types of dependency. The following subsection intro-
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duces an alternative multivariate source prior which uses a generalized
Gaussian distribution to model the source vectors.
6.3.2 Generalized Gaussian Source Prior
A new multivariate generalized Gaussian distribution was found to be
suitable as source prior for IVA algorithm [89]. The family of multi-
variate generalized Gaussian distributions has the form:
p(si) = α exp
(
−
( 1
α
√
(si − µi)HΣ−1i (si − µi)
)β)
(6.3.7)
The distribution parameters are set as β = 2
3
and α = 1, to yield a
particular source prior in the form:
p(si) = α exp
(
− 3
√
(si − µi)HΣ−1i (si − µi)
)
(6.3.8)
The source prior can preserve the dependency across the frequency
bins within each source vector [20], similar to the original super Gaus-
sian distribution used to derive the IVA algorithm. The distribution
has heavier tails as compared with the original super Gaussian dis-
tribution used in [20] as illustrated by univariate distributions shown
in Figure 6.1. It can better model certain types of statistically non-
stationary speech signals [92] and is more robust to outliers present in
such signals [89], which can achieve better separation performance. A
multivariate generalized Gaussian distribution is plotted in Figure 6.2.
With the assumption that the mean vector µi of the sources is zero
and the covariance matrix Σi is an identity diagonal matrix (due to the
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Figure 6.1. Univariate generalized-Gaussian distribution and univari-
ate super-Gaussian distribution.
orthogonality of Fourier bases), Equation (6.3.8) can be rewritten as:
p(si) = α exp
(
− 3
√√√√ K∑
k=1
∣∣∣∣∣ sˆi(k)σi(k)
∣∣∣∣∣
2)
(6.3.9)
Assuming unity standard deviation σ
(k)
i :
p(si) = α exp
(
− 3
√√√√ K∑
k=1
| sˆi(k)|2
)
(6.3.10)
The proposed source prior is applied to derive the corresponding
multivariate nonlinear score function vector to extract the ith source
at the kth frequency is obtained as:
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Figure 6.2. Bivariate generalized Gaussian distribution.
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log q(sˆ
(1)
i , · · · , sˆ(k)i )
∂sˆ
(k)
i
(6.3.11)
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) = −
∂ log
(
− exp
(
3
√∑K
k=1|sˆ(k)i |2
))
∂sˆ
(k)
i
(6.3.12)
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
∂
3
√∑K
k=1|sˆ(k)i |2
∂sˆ
(k)
i
(6.3.13)
ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
2
3
sˆ
(k)
i
3
√
(
∑K
k=1 |sˆ(k)i |2)2
(6.3.14)
The constant (2
3
) can be absorbed by the learning rate η in the
update equation. The normalised nonlinear score function becomes:
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ϕ(k)(sˆ
(1)
i , · · · , sˆ(k)i ) =
sˆ
(k)
i
3
√
(
∑K
k=1 |sˆ(k)i |2)2
(6.3.15)
The above derived nonlinear score function is multivariate which
takes into account independence between the source vectors and de-
pendency between the frequency bins within each source vector in the
learning process. In addition, it introduces fourth order relationships
between different frequency components within each source vector cap-
turing more information describing the dependency structure. There-
fore, it can better model the inter-frequency dependency which can
improve the separation performance of the algorithm [65]. The experi-
mental setup and the evaluation results of the performance of the new
adaptive learning scheme for the IVA algorithm with both source priors
are presented in the next section.
6.4 Experimental Results
Experiments were conducted to evaluate the separation performance of
the online IVA algorithm with the proposed adaptive learning scheme
using both source priors. A two-input (speaker) two-output (mi-
crophone) (TITO) system under spatially stationary conditions was
adopted. The different algorithms are evaluated using simulated and
real room impulse responses. The simulated room impulse responses
(RIRs) are based on the image source method (ISM) [71]. As they
are simulated responses, they do not characterise a real life room en-
vironment, but they are useful for initial comparative studies. For
vigorous evaluation of the algorithms, they are further evaluated with
real binaural room impulse responses (BRIRs) which were recorded in
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a real classroom environment with very high RT60 of 565ms [74]. Real
recorded speech signals, from the TIMIT acoustic-phonetic continuous
speech corpus [66], were used as the source signals.
Speech signals obtained from the TIMIT database [66] were con-
catenated to form longer speech signals of length up to 300 seconds to
allow for convergence. Two different randomly selected speech signals
were convolved with both corresponding room impulse responses and
then mixed to generate the mixture signals at the microphones. These
mixtures were then separated using the different algorithms. The ob-
jective measure of signal to distortion ratio (SDR) [76] in decibels (dB)
is used to evaluate the separation performance of the algorithms. The
separation performance was evaluated in terms of the convergence time
and the steady state SDR. The steady state is considered to be the
average SDR of the last 50 seconds and the convergence time is defined
as the time it takes the algorithm to reach 80% of the final steady state
SDR. The accuracy of the steady state SDR is measured by the stan-
dard deviations from the average steady state SDR. It is assumed the
speakers would remain stationary for the duration of the speech signals.
For all experiments, a 2048-point FFT with Hanning window and
sampling rate of 8kHz were used to convert the time signals to the
frequency domain to ensure it is sufficient to cover the time domain
room impulse responses. The magnitude of the Frobenius norm g(k)[n]
in Equation (6.2.16) is calculated as the average magnitude of the first
256 frequency bins at each time frame n. The smoothing factor β in
Equation (6.2.15) was chosen to be 0.5 as in [104] and the smoothing
factor λ in Equation (6.2.18) was empirically set to 0.99. For all algo-
rithms the leaning rates η and η0 were set to the largest values that
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make the system converge fast whilst maintaining stability for all source
positions. Larger values of η may make the algorithm converge faster
but produces high fluctuations in the steady state, which may lead to
instability. The general experimental conditions are given in Table 6.1.
The evaluation results of the new scheme using both room impulse
responses are compared with the original online IVA method [104] with
both the super Gaussian source prior and the generalized source prior.
The Student’s t distribution, when adopted as a source prior for the
online IVA, produced inconsistent results as compared with the batch
IVA, due to the sensitivity of the distribution. To make the evaluation
more reliable, each experiment was conducted ten times. The system
performance was considered to be the average performance produced
by the ten mixtures. For each set of speech signals the SDR values
are averaged for both estimated source signals. Initial values of the
separation filter matrix were chosen as identity matrix at each frequency
bin.
Table 6.1. Experimental conditions for all room impulse responses
Sampling rate 8kHz
Length of the FFT 2048
Window type Hanning
Source signal duration 300 s (TIMIT)
Smoothing factor β 0.5
Smoothing factor λ 0.99
6.4.1 Evaluation with the Image Source Method (ISM)
In these experiments, the room impulse responses are generated using
the image source method (ISM) [71]. The RT60 was set to 200ms. Fig-
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Figure 6.3. 2D plan of the simulated room environment showing the
locations of sources and microphones. The heights of the sources and
microphones are 1.5m.
ure 6.3 shows the environment of the simulated room and the locations
of sources and microphones. The centre of the microphones was 1m and
3m away from each wall with inter-microphone distance of 8 cm. The
locations of the sources were 30 cm at −30◦ and 40◦ from the centre of
the microphones. All the heights of the sources and microphones are
1.5 m. The leaning rates η and η0 were set to the largest values that
maintain the system stability for all source positions. η was set to 1.0
and η0 to 3.0. The different experiment parameters for this method
are given in Table 6.2. Only one source location is considered for this
method. The purpose is to test the proposed scheme and the new gen-
eralized Gaussian source prior and compare the results with the original
online IVA algorithm with the super Gaussian source prior. The de-
tailed evaluation will be using real room environments in the following
subsection.
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Table 6.2. Experiment Parameters for ISM
Room dimensions 7m x 5m x 2.75m
Reflection coefficients 0.79
Reverberation time 200 ms
Positions of Microphones [2.96 1 1.5] m, [3.04 1 1.5] m
Inter-microphone distance 8 cm
Positions of the Sources −30◦, 40◦
Source distance 30 cm
Sound propagation speed 343 m/s
η for original method 1.0
η0 for proposed scheme 3.0
The source signals were separated from the generated mixtures us-
ing the online IVA algorithms with the proposed scheme using the super
Gaussian and the generalized Gaussian source priors. The results were
compared with the original IVA algorithm using both source priors.
Figure 6.4 shows the behaviour of the proposed adaptive learning oper-
ator η(k)[n] as function of the frame number for one mixture. It starts
at η0 then it decreases exponentially with frame number as a function
of the proximity to the solution. This demonstrates the validity of the
scheme.
Figure 6.5 shows the SDR convergence plots for the proposed scheme
as compared with the original online IVA algorithm using both source
priors over a period of 100 seconds. The plots demonstrate a con-
siderable separation performance improvement in terms of the conver-
gence speed and the steady state separation performance. The proposed
scheme provides faster convergence speed and higher SDR value with
less fluctuations in both cases. Figure 6.6 compares the performance of
the proposed scheme using both source priors. The plots show the gen-
eralized Gaussian source prior provides faster convergence whereas the
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Figure 6.4. The behaviour of proposed adaptive learning operator as
function of the frame number for one mixture.
super Gaussian source prior provides better steady state performance.
The numerical results and analysis will follow.
The convergence time in seconds, steady state SDR in (dB) and
steady state SDR standard deviation in (dB) for the online IVA algo-
rithm with the proposed scheme are compared with the same measures
of the original IVA algorithm using the super Gaussian and general-
ized Gaussian source priors. The results are shown in Table 6.3 and
Table 6.4 respectively. The results exhibit consistent performance im-
provement of the proposed scheme in all three measures; convergence
time, steady state SDR value and accuracy. The algorithm converges
faster to a higher SDR value with smaller fluctuations using both source
priors.
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Figure 6.5. SDR convergence plots for the proposed scheme using each
source prior over a period of 100 seconds (a) super Gaussian source prior
(b) generalized Gaussian source prior.
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Figure 6.6. Comparison of SDR convergence plots using the proposed
scheme with both source priors over a period of 100 seconds.
Table 6.3. Performance measures of the on line IVA with the proposed
scheme and the original IVA method using the super Gaussian source
prior.
Algorithm Original Proposed Improvement
Convergence time (s) 40 26 15
Steady State SDR (dB) 19.97 21.11 1.14
Standard deviation (dB) 0.343 0.232 0.111
Table 6.4. Performance measures of the on line IVA with the proposed
scheme and the original IVA method using the generalized Gaussian
source prior.
Algorithm Original Proposed Improvement
Convergence time (s) 27 18 9
Steady State SDR (dB) 19.34 20.38 1.04
Standard deviation (dB) 0.245 0.228 0.017
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The online IVA with the proposed scheme using the super Gaussian
source prior converges faster than the original IVA by approximately
15 seconds (35%). The average steady state SDR improvement is ap-
proximately 1.14 dB with standard deviation reduction of 0.111 dB
(32%). With the generalized Gaussian source prior, it converges faster
by 9 second (33%), taking into account the original IVA algorithm con-
verges faster using the generalized source prior as illustrated in the
plots and tables. The proposed scheme with the generalized Gaussian
source prior converges faster than with the super Gaussian source prior
by approximately 8 seconds (30%). The average steady state SDR im-
provement is approximately 1.04 dB with standard deviation reduction
of 0.017 dB (7%). The scheme converges fastest using the generalized
Gaussian source prior and accomplishes better steady separation per-
formance using the super Gaussian source prior. Next, the algorithm
is evaluated in real room environments.
6.4.2 Evaluation with Binaural Room Impulse Responses (BRIRs)
In these experiments, the room impulse responses are obtained from
the BRIRs, which were recorded using a dummy head to simulate the
effect of a human head in a real acoustic environment [74]. The BRIRs
are real room recordings with very high RT60 of 565ms. They pro-
vide realistic evaluation of the separation performance of BSS algo-
rithms in highly reverberant environments. BRIRs were measured for
21 different relative source locations, consisting of all combinations of
seven source azimuths (0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦) and three source
distances (0.15m, 0.40m, and 1m) from the centre point between the
ears of the head. All measurements were repeated on three separate
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occasions, with equipment taken down and reassembled in between. In
order to increase the reliability of the experiments, the room impulse
responses were averaged over the three measurements.
The room layout and experimental setup with the locations of
sources and microphones are illustrated in Figure 6.7. The microphones
were placed at the centre of the room with inter-microphone distance of
15cm. The sources were placed at 0.4 m from the centre of the micro-
phones. The first source s1 was placed at a fixed position perpendicular
to both microphones at angle (0◦) and the second source s2 was placed
at five different angles (15◦ to 75◦), with 15◦ increment, relative to
source s1 in the room. Changing source positions represents speakers
moving in the room which provide thorough evaluation of separation
performance of the algorithms. The leaning rates η and η0 were set to
the largest values that maintain the system stability for all source posi-
tions. η was set to 0.5 and η0 to 2 respectively. These values are lower
than the values assigned for the ISM method due to the high reverber-
ant real room environment. The summary of different parameters used
in the experiments for this method is provided in Table 6.5.
Table 6.5. Experiment parameters for BRIRs.
Room dimensions 9 m x 5 m x 3.5 m
Reverberation time 565 ms
Positions of Microphones Centre of the room
Inter-Microphone distance 0.15m
Source 1 position 0◦
Source 2 positions 15◦, 30◦, 45◦, 60◦, 75◦
Source distance 0.4 m
η for original method 0.5
η0 for proposed scheme 2.0
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Figure 6.7. 2D plan of room environment and experimental setup for
the BRIRs showing locations of sources and microphones.
The sources were separated from the generated mixtures using the
various algorithms with the super Gaussian and the generalized Gaus-
sian source priors. Figure 6.8 shows the behaviour of the proposed
adaptive learning operator η(k)[n] as function of the frame number for
one mixture. It decreases exponentially with frame number such that it
starts at η0 then it drops as a function of the proximity to the solution.
This further confirms the validity of the scheme in real life scenarios.
Figure 6.9 shows the SDR convergence plots for the proposed scheme as
compared with the original online IVA algorithm using both source pri-
ors with source s2 at angle 45
◦ over a period of 100 seconds. The plots
demonstrate a significant improvement in the convergence time as well
as in the steady state separation performance in terms of SDR value
and accuracy (smoothness). Figure 6.10 compares the performance of
the proposed scheme using both source priors. The plots show the gen-
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Figure 6.8. The behaviour of proposed adaptive learning operator as
function of the frame number for one mixture.
eralized Gaussian source prior provides faster convergence whereas the
super Gaussian source prior provides better steady state performance.
The data for all source positions will presented in table format along
with numerical analysis.
The convergence times in seconds, steady state SDR in (dB) and
steady state SDR standard deviation in (dB) for different algorithms
at different source angles are respectively shown in Table 6.6, Table 6.7
and Table 6.8.
The results exhibit consistent performance improvement of the pro-
posed scheme in all three measures; convergence time, steady state
SDR and accuracy. Table 6.6 shows consistent and considerable im-
proved performance of the proposed scheme in terms of the convergence
speed. It reduces the convergence time by approximately an average
of 20.4 seconds (46%) using the super-Gaussian source prior (minimum
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Figure 6.9. SDR convergence plots for the proposed scheme using each
source prior with source s2 at angle 45
◦ over a period of 100 seconds
(a) super Gaussian source prior (b) generalized Gaussian source prior.
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Figure 6.10. Comparison of SDR convergence plots using the pro-
posed scheme for both source priors with source s2 at angle 45
◦ over a
period of 100 seconds.
Table 6.6. Convergence time in seconds for various algorithms at
different source s2 positions
Algorithm 15◦ 30◦ 45◦ 60◦ 75◦ Average
s-Gaussian 75 42 38 35 31 44.2
s-Gaussian/Adaptive 50 22 17 16 14 23.8
Improvement 25 20 21 19 17 20.4
g-Gaussian 75 40 35 30 25 41
g-Gaussian/Adaptive 40 17 15 14 14 20
Improvement 35 23 20 16 11 21
33% and maximum 55%) as compared with the original IVA algorithm
and by an average of 21 seconds (51%) using the generalized Gaussian
source prior (minimum 44% and maximum 57%) as compared with
the original online IVA using the same source prior. The online IVA
algorithm with the proposed scheme using the generalized Gaussian
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Table 6.7. Average steady state SDR in (dB) for various algorithms
at different source s2 positions
Algorithm 15◦ 30◦ 45◦ 60◦ 75◦ Average
s-Gaussian 9.25 13.20 14.94 15.82 16.33 13.91
s-Gaussian/Adaptive 9.39 13.44 15.25 16.10 16.68 14.17
Improvement 0.14 0.24 0.31 0.28 0.35 0.26
g-Gaussian 9.18 13.18 14.85 15.71 16.22 13.83
g-Gaussian/Adaptive 9.24 13.25 14.95 15.78 16.32 13.91
Improvement 0.06 0.07 0.10 0.07 0.10 0.08
Table 6.8. Average steady state SDR standard deviation in (dB) for
various algorithms at different source s2 positions
Algorithm 15◦ 30◦ 45◦ 60◦ 75◦ Average
s-Gaussian 0.357 0.310 0.289 0.277 0.295 0.306
s-Gaussian/Adaptive 0.214 0.186 0.160 0.138 0.166 0.173
Improvement 0.143 0.124 0.129 0.139 0.129 0.133
g-Gaussian 0.312 0.322 0.294 0.292 0.305 0.305
g-Gaussian/Adaptive 0.203 0.211 0.190 0.158 0.153 0.183
Improvement 0.109 0.111 0.104 0.134 0.152 0.122
source prior converges faster than the original algorithm using the su-
per Gaussian source prior by approximately 24.2 seconds (55%). The
proposed scheme with the generalized Gaussian source prior converges
faster than with the super-Gaussian source prior. The former is faster,
on average, by 3.8 seconds (16%).
In terms of the steady state performance, the online IVA algorithm
with the proposed scheme converges to a higher SDR value with smaller
fluctuations using both source priors as illustrated by Figure 6.9 and
Tables 6.7 and 6.8. This demonstrates the success of the adaptive learn-
ing scheme in reducing the learning rate as the algorithm convergence
to the target solution. The average steady state SDR improvements are
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approximately 0.26 dB and 0.08 dB using the super-Gaussian source
prior and the generalized Gaussian source prior respectively as com-
pared with the original algorithm with the respective source priors.
The online IVA algorithm with the proposed scheme using the super
Gaussian source prior achieves better steady separation performance
as compared with the original algorithm using the generalized Gaus-
sian source prior by approximately 0.34 dB. The proposed scheme with
the super Gaussian source prior outperforms that with the generalized
Gaussian source prior in the steady state separation performance by
approximately 0.26 dB.
The smoothness of the steady state SDR using the proposed scheme
in Figure 6.9 and the data in Table 6.8 confirm the improved accuracy
expressed in standard deviation. The average steady state accuracy
provided by the scheme is approximately 0.173 dB and 0.183 dB using
the super Gaussian source prior and the generalized Gaussian source
prior, respectively, as compared with the original online IVA, where
the average accuracy was approximately 0.306 dB and 0.305 dB. This
yields approximate percentage improvement of (43%) and (40%). The
accuracy of the super Gaussian source is slightly higher than that of
the generalized Gaussian source prior.
The results show that the generalized Gaussian source prior out-
performs the super Gaussian source prior in terms of the convergence
speed and vice versa when it comes to the steady state performance.
Based on these outcomes, a switching technique between the two source
priors that acquires the best aspect of each distribution is proposed in
the following section.
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6.5 Switched Source Prior
The results obtained from evaluating the online IVA algorithm with the
adaptive learning scheme using the super Gaussian source prior and
generalized Gaussian source prior demonstrated a superiority of the
first in terms of the steady state SDR and of the latter in terms of the
convergence time. As a result, a new source prior switching technique is
introduced. The technique initially starts the learning algorithm with
the generalized Gaussian source prior to achieve faster convergence time
and then switches to the super Gaussian source prior as the algorithm
approaches the steady state to yield higher separation performance.
This switching process is controlled by the adaptive learning scheme.
While the adaptive learning rate η(k)[n] is still greater than a threshold
value (a ratio of the initial learning rate η0), the generalized Gaussian
source prior is used. Once it reaches that threshold it switches to
the super Gaussian source prior. The switched source prior takes the
following form:
P (si) =

fgG if η
(k)[n] ≥ ηTH
fsG otherwise
(6.5.1)
where fgG is the multivariate generalized Gaussian distribution and fsG
is the multivariate super Gaussian distributions. ηTH is the threshold
learning rate at the switching point:
ηTH = αη0 (6.5.2)
where α is the ratio and set to around 0.25 (25%).
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6.6 Experimental Results
The separation performance of the online IVA algorithm with the pro-
posed adaptive learning scheme switched source prior is evaluated us-
ing different room impulse responses and settings. Firstly, the source
prior switching technique is applied to the same date sets in Section
6.4 using the ISM method and the BRIRs. Then, the adaptive learn-
ing scheme and the switched source prior are further evaluated with
real room impulse responses obtained from Hummerstone [75], which
provide different real evaluation environments. The general experimen-
tal conditions are given in Table 6.1. The separation performance was
measured objectively with SDR in dB.
6.6.1 Image Source Method (ISM)
The source prior switching technique is evaluated using the room im-
pulse response based on the image source method ISM [71]. The algo-
rithm was applied to the same experimental setup in subsection 6.4.1.
The different experiment parameters for this method are given in Table
6.2. α in Equation (6.5.2) was set to 0.2. Figure 6.11 shows the SDR
convergence plot using the proposed technique and the plots of the in-
dividual source priors from Figure 6.6. It is evident the plot takes the
better performance features of each source prior i.e faster convergence
time and higher steady state separation performance.
The new separation performance measures, namely the convergence
time in seconds, steady state SDR in (dB) and steady state SDR stan-
dard deviation in (dB), for the online IVA algorithm with the proposed
switched source prior compared with the measures of the individual
source priors are shown in Table 6.9. The results demonstrate the su-
Section 6.6. Experimental Results 189
Figure 6.11. SDR convergence plot for the proposed scheme with
switched source prior using ISM over a period of 100 seconds.
periority of the proposed technique in all three measures. Although the
convergence time is slightly slower (by 2s) than the generalized Gaus-
sian source prior, it corresponds to higher steady state SDR and faster
than the super Gaussian source prior.
Table 6.9. Performance measures of the on line IVA with the proposed
scheme using all source priors.
Source Prior s-Gaussian g-Gaussian Switched
Convergence time (s) 26 18 20
Steady State SDR (dB) 21.11 20.38 21.12
Standard deviation (dB) 0.232 0.228 0.230
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Figure 6.12. SDR convergence plot for the proposed scheme with
switched source prior using BRIRs, source s2 at angle 45
◦ over a period
of 100 seconds.
6.6.2 Binaural Room Impulse Responses (BRIRs)
The source prior switching technique is evaluated using the binaural real
room impulse response (BRIR) [74]. The algorithm was applied to the
same experimental setup in subsection 6.4.2. The summary of different
parameters used in the evaluation for this method is provided in Table
6.5. α in Equation (6.5.2) was set to 0.25. Figure 6.12 shows the SDR
convergence plot using the proposed technique and the plots of the
individual source priors provided from Figure 6.10. It is evident the plot
takes the better properties of each source prior i.e faster convergence
time and higher steady state separation performance.
The average new separation performance measures, namely the con-
vergence time in seconds, steady state SDR in (dB) and steady state
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SDR standard deviation in (dB), for the online IVA algorithm with the
proposed switched source prior compared with the measures of the indi-
vidual source priors are shown in Table 6.10. The results demonstrate
the superiority of the proposed technique in all three measures.
Table 6.10. Performance measures of the online IVA with the pro-
posed scheme using all source priors.
Source Prior s-Gaussian g-Gaussian Switched
Convergence time (s) 24 20 20.2
Steady State SDR (dB) 14.17 13.91 14.16
Standard deviation (dB) 0.173 0.183 0.175
6.6.3 Binaural Real Room Impulse Responses from (Hummer-
stone)
The proposed adaptive learning scheme with the switched source prior
technique for the online IVA method is evaluated with other real room
impulse responses, which were obtained from Hummerstone [75]. These
are room impulse responses recorded in real life environment in four
different rooms. The four rooms have different sizes, geometry and
reverberation time RT60. In each room, the source location azimuths
relative to the second source can be varied from −90 ◦ to 90 ◦, allowing
for evaluation at different source positions around the room. Therefore,
they offer broad evaluation environments for speech BSS algorithms
over a range of experimental parameters and room settings. The types
of the four rooms and their respective reverberation time RT60 are
shown in Table 6.11. The plans of the rooms can be found in Chapter
3.
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Table 6.11. Room types and the respective RT60. Hummerstone
Room Type RT60 (ms)
A Medium office 320
B Small class room 470
C Large lecture room 680
D Large seminar theatre 890
Two different randomly selected speech signals, from the TIMIT
database [66], were convolved with the corresponding room impulse
response and then mixed to generate the mixture signals at the mi-
crophones. The mixtures were separated using the original online IVA
algorithm, online IVA algorithm with adaptive learning the the super
Gaussian source prior and with the generalized Gaussian source prior
as well as the online IVA algorithm with the switched source prior.
The separation performance of the different online IVA algorithm im-
plementations is evaluated, compared and analysed. The performance
measures adopted are the convergence time and the steady state SDR
value and accuracy as defined the previous experiments. The experi-
mental parameters, used for this method, are similar to the parameters
used in the BRIR method provided in Tables 6.1 and 6.5 with the
exception of the reverberation time and room layout.
In this set of experiments, the proposed adaptive learning scheme
and the switched source prior demonstrated consistent performance
improvement across the rooms and source locations. Figure 6.13 shows
an example of the SDR convergence plots for the proposed scheme
as compared with the original online IVA algorithm using both source
priors over a period of 150 seconds. This example is selected from Room
C with source s2 at angle 45
◦. The plots exhibit large fluctuations due
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the higher reverberation time RT60 of 680ms and different room design
(cinemastyle lecture theatre). The plots show noticeable improvements
in the convergence time and the steady state separation performance in
terms of SDR value and accuracy (smoothness). This demonstrates the
robustness of the scheme in different room settings including extremely
difficult and highly reverberant environments.
Figure 6.14 shows the SDR convergence plot of the proposed
switched source prior and the plots of the individual source priors.
The plots confirm the generalized Gaussian source prior provides faster
convergence whereas the super Gaussian source prior provides better
steady state performance. They also confirm the success of the switched
source prior as it achieves the best combination of performance mea-
sures. The various separation performance measures, the convergence
time in seconds, steady state SDR in (dB) and steady state SDR stan-
dard deviation in (dB), for the various online IVA algorithms are com-
pared in Table 6.12. The results demonstrate the superiority of the
proposed technique in all three measures.
Table 6.12. Performance measures of the on line IVA with the pro-
posed scheme using the switched source prior.
Algorithm Conv. time (s) SS SDR (dB) SS Std. Dev. (dB)
s-Gaussian 49 11.52 0.483
s-Gaussian/Adaptive 33 11.97 0.343
Improvement 16 0.45 0.14
g-Gaussian 34 11.11 0.603
g-Gaussian/Adaptive 21 11.63 0.243
Improvement 13 0.52 0.36
Switched 21 12.07 0.283
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Figure 6.13. SDR convergence plots for the proposed scheme using
each source prior in room C with source s2 at angle 45
◦ over a period of
150 seconds (a) super Gaussian source prior (b) generalized Gaussian
source prior.
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Figure 6.14. SDR convergence plot for the proposed switched source
prior as compared with the individual source priors, in room C with
source s2 at angle 45
◦, over a period of 150 seconds.
The proposed switched source prior reduces the convergence time
of the online IVA algorithm by approximately 28 seconds (57%) and
by 13 seconds (38%), improves the steady state SDR by approximately
0.55 dB and 0.96 dB and reduces the error by approximately 0.2 dB
(41%) and 0.32 dB (41%), as compared with original algorithm using
the super Gaussian and generalized source priors, respectively.
6.7 Summary
An online BSS algorithm can be implemented in real time as the sys-
tem receives the data which make it suitable for embedded systems.
Online algorithms based on the ICA technique require a post process-
ing stage to mitigate the permutation problem, which contributes to
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the computational load. The online IVA algorithm proposed in [104]
deploys a multivariate sources prior to, algorithmically, solving the per-
mutation problem by preserving dependency across the frequency bins
within each source.
The online IVA method [104] uses a fixed learning rate to update
the separation filter coefficients that imposes a trade-off between the
convergence time and fluctuations in the steady state. In this chapter,
a new robust adaptive learning based scheme was proposed to improve
the separation performance of the online IVA algorithm. The scheme
introduces a robust way to control the learning rate as the algorithm
approaches the target solution. The new algorithm was implemented
using the original super-Gaussian distribution [20] and a generalized
Gaussian source [89] which was introduced to the online IVA for the
first time.
The scheme was tested and compared with the original IVA al-
gorithm in real room environments and real recordings. The experi-
mental results have shown the new scheme yields faster convergence
time together with higher and smoother steady state separation perfor-
mance measured by SDR with both source priors, albeit with a small
additional computational cost calculating the learning rate at every
time frame. The results also demonstrated that the generalized Gaus-
sian source prior outperforms the super Gaussian source in convergence
speed and vice versa in steady state performance. Hence, the switched
source prior was introduced to acquire the best aspect of each distri-
bution. In the next chapter, conclusions are drawn from the thesis
summarising the contributions and discussing suggestions for future
work.
Chapter 7
SUMMARY, CONCLUSION
AND FUTURE WORK
7.1 Summary and Conclusions
The work presented in this study represents some promising strides to-
wards the solution of the cocktail party problem (CPP) within the blind
source separation (BSS) framework. The aim was mainly to add some
novel contributions to enhance the performance of the independent vec-
tor analysis (IVA), including its different versions, in separating speech
sources from their observed mixtures in real reverberant environments.
The main challenge to blind audio source separation (BASS) is the
convolutive mixing of the sources in real room environments. This
necessitates conducting the process in the frequency domain (FD) to
avoid the computational complexity of the convolution operation in
the time domain. In Chapter 2 background theory and fundamentals
related to the subject of convolutive blind source separation (CBSS)
were introduced. It also highlighted previous related work within the
topic and their limitations. Independent component analysis (ICA),
a prominent FD-BSS technique, was discussed which led to the per-
mutation problem in FD-BSS. Then, the independent vector analysis
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(IVA) algorithm, based on an improved model of the ICA method to
address the permutation problem inherent to ICA, was reviewed in its
natural gradient form (NG-IVA) and fast fixed point form (FastIVA).
The heart of the IVA method is the multivariate source prior used to
model the speech signals because the non-linear score function used to
retain the inter-frequency dependency is obtained from the probability
distribution function (PDF) of the source prior.
In Chapter 3, techniques and settings related to the implementation
and evaluation of speech and blind audio source separation (BASS) sys-
tems were outlined. Different experimental setups were described, in-
cluding information on datasets for speech sources, room environments
and models as well as the performance parameters used in the evalu-
ation criteria. The separation performance of the different algorithms
was mainly measured objectively by signal to distortion ratio (SDR)
in dB [76] or subjectively by perceptual evaluation of speech quality
(PESQ) (on a scale of 0-4.5) [81] in simulated [71] and binaural real
room impulse responses (BRIRs) [74,75].
The contributions of this thesis satisfy the research objectives out-
lined in the introduction chapter. The objectives were addressed by
introducing new methods to enhance the performance of the IVA al-
gorithm in its various forms. The contributions can be summarised as
follows:
1. A new multivariate Student’s t distribution the source prior for
the batch IVA algorithm.
2. A novel energy driven mixed distribution model as a source prior
for the batch IVA algorithm.
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3. A particular multivariate generalized Gaussian distribution as the
source prior for the online IVA algorithm.
4. A novel adaptive learning scheme to improve the performance of
the online IVA algorithm.
5. A novel switched source prior technique for the adaptive learning
online IVA algorithm.
In Chapter 4, a new multivariate Student’s t distribution is pro-
posed as the source prior for the batch IVA algorithm. A Student’s t
PDF can better model certain frequency domain non stationary speech
signals due to its tail dependency property. The tails of the distribution
can be tuned to closely match the generally heavy tail distribution of
the frequency domain speech signals due to the high amplitude data
points. The chapter, initially, provided an experimental comparison be-
tween the batch versions of ICA and IVA. The results demonstrated the
poor performance of the standard ICA due to the permutation prob-
lem and the IVA directly addresses the problem. Then, the separation
performance of the IVA algorithm with the new source prior is com-
pared with the original super Gaussian source prior in simulated and
real room environments with a variety of settings. The experimental re-
sults confirmed that the proposed Student’s t source prior consistently
improves the separation performance of the IVA algorithm.
Using simulated room impulse responses [71], the average recorded
SDR improvement using the new Student’s t source prior was approxi-
mately 0.75 dB compared with the original IVA method. In real highly
reverberant environment [74], the average recorded SDR improvement
was approximately 1.31 dB compared with the original IVA method.
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This confirms the suitability of the Student’s t distribution to model
speech signals in real life scenarios. The subjective study confirmed the
improved separation performance for the IVA method with the Stu-
dent’s source prior. The average separation performance improvement
PESQ score was approximately 0.75.
In Chapter 5, a novel multivariate source prior for the IVA algo-
rithm was introduced. The proposed source prior is a mixture of two
distributions, instead of a single distribution; namely the original mul-
tivariate super Gaussian distribution and the multivariate Student’s t
distribution. Human speech is highly non stationary with variable am-
plitude components. In the proposed mixed source prior, the Student’s
t distribution models the high amplitude components and the origi-
nal super Gaussian distribution is used to model the lower amplitude
components of the speech signal. Firstly, equal weights were assigned
to both the original super Gaussian distribution and the Student’s t
distribution in the mixed source prior. Then, it was further enhanced
with an energy driven scheme that adjusts the weight of each distri-
bution according to the normalised energy of the observed mixtures at
the frequency domain blocks of a clique based dependency model. As a
results, the mixed source prior was able to adapt to different statistical
properties of speech signals.
The fixed mixed source prior was adopted for the IVA and the Fas-
tIVA algorithms and compared with the original single super Gaussian
source prior. The detailed experimental studies using simulated [71]
and real room environment [74] with different reverberation times con-
firmed consistent separation performance improvement of the fixed
mixed source prior based IVA. Table 7.1 shows the approximate av-
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erage recorded SDR improvements of both algorithms in simulated and
real room environments.
Table 7.1. Average SDR (dB) improvements of the IVA and the Fas-
tIVA algorithms with the fixed mixed source prior in simulated and real
room environments.
Algorithm IVA FastIVA
Simulated RIRs [71] 0.92 1.15
Real BRIRs [74] 0.85 0.90
The energy driven mixed source prior with clique based dependency
structure was evaluated in different simulated and real room environ-
ments and compared with the original single super Gaussian source
prior. The results confirmed that this approach consistently further
improved the separation performance of the IVA algorithm. Table
7.2 shows the approximate average recorded SDR improvements of the
IVA algorithm in simulated [71] and two types of real room environ-
ments [74, 75]. The subjective study also confirmed the improved sep-
aration performance for the IVA method with the energy driven mixed
source prior. The average separation performance improvement PESQ
score was approximately 0.25. The energy driven source prior outper-
formed the fixed mixed source prior and both single super Gaussian
and Student’s t source priors.
Table 7.2. Average SDR (dB) improvements of the IVA algorithm
with the energy driven mixed source prior in simulated and real room
environments.
RIR SDR improvement (dB)
Simulated RIRs [71] 1.0
Real BRIRs (1) [74] 1.0
Real BRIRs (2) [75] 0.6
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In Chapter 6, a novel adaptive learning scheme was developed for
online IVA algorithm to update the separation filter coefficients. The
scheme automatically controls the learning rate as a function of proxim-
ity to the target solution to achieve a faster convergence and more ac-
curate steady state solution. It starts with the highest possible learning
rate and reduces it as the algorithm converges. In addition, a particu-
lar multivariate generalized Gaussian distribution was adopted as the
source prior for the online IVA algorithm. The nonlinear score function
derived from this source prior has an informative and strong depen-
dency structure and thereby improves the separation performance.
The scheme was tested using the original super Gaussian and the
generalized Gaussian source priors and compared with the original IVA
algorithm in real room environments [74] with various experimental
settings. The experimental results demonstrated the robustness of the
new scheme in yielding faster convergence time as well as higher and
smoother steady state separation performance with both source priors.
The results also revealed the generalized Gaussian source prior outper-
forms the super Gaussian source in convergence speed and vice versa
in steady state separation performance. This led to the introduction
of a novel switched source prior technique that combines both advan-
tages. The experimental results confirmed the success of the technique
to achieve its objective. The approximate average recorded improve-
ments of the adaptive learning online IVA algorithm with various source
priors compared with the original online IVA are shown in Table 7.3.
The methods and techniques presented in the contribution chapters
of this thesis were implemented in real reverberant room environments.
They were also analysed and evaluated with real recoded speech signals
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Table 7.3. Performance measures improvements of the online IVA
with the proposed scheme using all source priors.
Source Prior s-Gaussian g-Gaussian Switched
Convergence time (s) 20.4 (46%) 24.2 (55%) 24 (54%)
Steady State SDR (dB) 0.26 0.08 0.25
Standard deviation (dB) 0.133 (43%) 0.122 (40%) 0.131 (43%)
and a robust evaluation criteria. Therefore, the findings of the thesis
can be considered a reliable resource for researchers to build on the
suggested ideas and develop future pioneering solutions to the cocktail
part problem.
7.2 Future Work
There are different potential areas of improvement to the work pre-
sented in this thesis. The techniques can be further enhanced and sev-
eral topics could be further researched. Following are some suggestions
for future work:
The performance of the IVA method depends mainly on the de-
pendency model for speech signals. Therefore, alternative multivariate
source prior distributions that would improve the separation of speech
sources should be further investigated. Moreover, a stronger interfre-
quency dependency structure may mitigate the permutation problem
and potentially improve the separation performance of the algorithm.
In the future, other dependency structures needs to be exploited. For
example, the cliques based approach could be improved by looking at
different ways of grouping the frequency bins into bands that are more
suitable for speech signals. Also using different source priors within
frequency bins or bands [115] could be investigated.
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In this work the degrees of freedom parameter, for the multivariate
Students t source prior, was empirically selected. The estimation of the
parameter, from only the mixtures, is a challenging task which makes
it a potential area of study. As this parameter can be estimated for
pure speech signals in different ways, such as the tail index estimation
method [116], a potential solution for this problem is to provisionally
separate the mixtures, then estimate the degrees of freedom for each
source.
When the Student’s t source prior was adopted for the online IVA
method, the results were inconsistent due to the sensitivity of the distri-
bution. Although good separation performance using the source prior
by applying an empirical scaling factor was reported in [106], the appli-
cability of the Student’s t source prior for the online IVA needs further
investigation.
The mixed super Gaussian Student’s t source prior proved efficient
in improving the separation performance of the IVA algorithm. It would
be interesting to look at mixing different combinations of various dis-
tributions including the generalized Gaussian source prior adopted in
this thesis. In addition using the mixture models with the online IVA.
The online IVA techniques proposed in this work were simulated in
Matlab environment. It would be useful, to implement and test the
performance of the enhanced online IVA methods as applications on
real time embedded systems.
In this study, to convert the time signals to the frequency domain,
a 1024-point FFT was considered for the batch IVA algorithm and
2048-point FFT for the online IVA algorithm. This was to ensure it is
sufficient to cover the time domain room impulse responses and the IVA
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algorithm can maintain good SDR performance values at the outputs.
To reduce the computational complexity of the algorithms, reducing
the number of frequency bins while maintaining acceptable separation
performance could be a subject of future work.
The performance of the IVA algorithm declines in high reverberant
room environments [25]. Thus, using a dereverberation method, such
as beamforming [117], linear prediction or other methods [118–122],
as a preprocessing stage could help to reduce the effect of the high
reverberation. However, these methods were mainly developed for one
source applications, while the CPP has at least two sources. Combining
dereverberation methods with the IVA algorithm is a potential area of
research [123].
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