In this paper we study the existence of multiple solutions for the non-Abelian Chern-SimonsHiggs (N × N )-system:
sciences. In this respect we mention, knot invariants [19] , Jones polynomial [58] , quantum field theory [4] , string theory [42, 59] , high-temperature superconductivity [37, 43, 55, 57] , optics [7] , and condensed matter physics [32, 49, 50] .
In superconductivity, Hong-Kim-Pac [28] and Jackiw-Weinberg [34] introduced the ChernSimons terms into the Abelian Higgs model to describe particles carrying both magnetic and electric charges. In addition, in [28] and [34] the authors showed that, by neglecting the Maxwell term, one could attain a self-dual BPS-regime (Bogomol'nyi [8] and Prasad-Sommerfield [48] ) with a 6th-order potential. Since then, many other physical Chern-Simons models have been introduced with analogous features [6, 9, 23, 29, 33, 38] . Starting with the work in [10, 45, [51] [52] [53] 56] , a rather complete description of (electro-magntic) abelian Chern-Simons vortices is now available in literature, see [54, 61] for a detailed account.
However, more recently there has been a growing interest towards non-Abelian vortices concerning particle interactions other than electro-magnetic ones (e.g. weak, strong, electro-weak etc). Indeed within the general framework of Supersymmetry, it has been noted that non-Abelian vortices assume a relevant role towards the delicate issue of "confinement". With this point of view, and after the "pure" non-Abelian Chern-Simons-Higgs model of Dunne [20] [21] [22] , several other models have been discussed in [18, 35, 36, 39, 40, 44, 47] , which have introduced also genuinely new non-Abelian ansatz in order to attain self-duality. In this way, one can reduce the equations of motion governing non-Abelian Chern-Simons-Higgs vortices in the (self-dual) BPS-regime into the following nonlinear elliptic system of PDE's:
with a suitable coupling matrix K = (K ij ) determined by the physical model under consideration. In (1.1), we have λ > 0 a coupling parameter and n i ∈ N is the number of assigned (vortex) points p i1 , . . . , p in i (counted with multiplicity) for the i-th component, i = 1, . . . , n.
For the "pure" Chern-Simons-Higgs model in [20] , the matrix K = (K ij ) coincides with the Cartan matrix corresponding to the (non-Abelian) gauge group G describing the internal symmetries of the model. Typically G admits a finite-dimensional semi-simple Lie algebra L and n = rank L. The first rigorous existence result about the system (1.1) in R 2 is due to Yang [60] , who uses a direct minimisation approach to establishes a planar (topological) solution for a general class of coupling matrices K, which include all possible choices of Cartan matrices. The existence of non-topological planar solutions was pursued by a perturbation approach (in the spirit of [11] ) for the Lie-Algebras of rank 2 given respectively by A 2 , B 2 and G 2 in [2, 3] , see also [14] . While, the existence of mixed-type planar SU (3)-vortices can be found in [15, 16] . See also [30, 31] for results in the skew-symmetric case. The periodic case was first dealt in [46] , where the authors proved the existence of multiple doubly periodic SU (3)-vortices, solution of (1.1)-(1.2) with N = 2. This result was extended in [26] , where (1.1) is considered with a general 2 × 2 nonsingular coupling matrix K, including all Cartan's type. See also [41] for the construction of bubbling solutions.
However, when the system (1.1) involves three or more components over a doubly periodic domain, then the results available are less satisfactory. In fact, only recently Han-Yang [27] were able to extend the constraint-minimisation approach of [46] and established the existence of a doubly periodic solution for the system (1.1)-(1.2) with N ≥ 3. A possible extension of [27] to the system (1.1) with a more general n × n nonsingular coupling matrix K of Cartan-type, was claimed in Han-Lin-Yang [25] .
The aim of this paper is to show that actually (1.1)-(1.2) with N ≥ 3 admits a second doubly periodic solution (other than the topological one in [27] ), which we obtain via a min-max procedure of "mountain-pass" type [1] . As already mentioned, the multiple solvability of the system (1.1) is relevant from the physical point of view. Indeed, it indicates that (asymptotically) each "vacua" states of the system may support a vortex configuration with the same set of vortex points (assigned component-wise) at the same (qunatized) energy level. The main difficulty to apply a variational approach to the "action" functional corresponding to (1.1) (see (2.17) below) is to show that it satisfies a "compactness" property, expressed by the so called Palais-Smale (PS)-condition. Such condition becomes rather involved when we deal with three or more components, which might allow enough room for a compactness loss. We manage to resolve such a compactness issue for (1.1)-(1.2), when N = 3, 4, 5, and prove the following: Theorem 1.1 Consider the non-Abelian Chern-Simons-Higgs system (1.1) over a doubly periodic domain Ω and with the matrix K in (1.2) (i.e the Cartan matrix of SU (N +1)). For N = 3, 4, 5 and any given set of points p j1 , . . . , p jn j (j = 1, . . . , N ) on Ω repeated with multiplicity, there exists a large constant λ 1 > 0 such that when λ > λ 1 the system (1.1) admits at least two distinct solutions.
Remark 1.1
The constant λ 1 in our statement satisfies the following lower bound:
In fact the condition: λ > λ 0 is necessary for the existence of a doubly periodic solution of (1.1)-(1.2), as shown in [27] .
The rest of our paper is organised as follows. In Section 2 we present the variational formulation of the problem and furnish a new approach (different from [27] ) to solve the associated constraint equations for the system (1.1)-(1.2). In Section 3 we prove our main theorem by showing first that the solution obtained in [27] corresponds to a local minimum for the "action" functional I in (2.17) below, which we show then to admits a mountain-pass structure [1] . Section 4 is devoted to the proof of the Palais-Smale-condition. The last section is a linear algebra Appendix which contains useful facts needed in Section 2.
Variational formulation and resolution of the constraints
In this section, we carry out a variational formulation for (1.1) and solve the associated constrained problem when K is the Cartan matrix (1.2) of SU (N + 1), with N ≥ 3. It is well known that K in (1.2) is non-degenerate and positive definite.
Moreover by setting:
we easily check that,
and note that,
Furthermore, consistently with (2.3), it is convenient to set
and let
In what follows we replace the given unknown u i by its translation u i → u i + ln r i , which (by an abuse of notation) we still denote by u i , namely:
with r i given by (2.3). Furthermore we use the following notations:
which help us to write (1.1) as follows:
once we take into account that,
To find a doubly periodic solution of (1.1), we define the following background functions [5] , 12) and observe that e u 0 i ∈ L ∞ (Ω), ∀i = 1, . . . , N . We set u i = u 0 i + v i , i = 1, . . . , N , and we will use the following N -vector notation:
In this way, the system (2.10) can be rewritten component-wise as follows:
To formulate the system (2.14) in a variational form, as in [25] , we rewrite (2.14) equivalently as follows: 15) where, the matrices A and M are defined in (2.1) and (2.6) respectively, and we have set:
Since the matrices A and M defined in (2.1) are symmetric, we obtain a variational formulation for the system (2.15), by considering the following (action) functional:
Indeed, the functional (2.17) is well-defined and of class C 1 on the Hilbert (product) space (W 1,2 (Ω)) N considered with the usual norm:
It is easy to check that every critical point of I in (W 1,2 (Ω)) N defines a (weak) solution for (2.15). Although I is not bounded from below, we show that it admits a local minimum.
To this purpose, it is useful to consider a constrained minimization problem, firstly introduced in [10] for the abelian Chern-Simons-Higgs equation, and subsequently refined in [27, 46] for the non-Abelian Chern-Simons-Higgs system (1.1). The main difficulty to pursue such a constraint approach is to show that the given "natural" constraints are actually uniquely solvable with respect to the mean value of each component.
To be more precise, we use the decomposition: W 1,2 (Ω) = R ⊕Ẇ 1,2 (Ω), where,
is a closed subspace of W 1,2 (Ω). Therefore, for any v i ∈ W 1,2 (Ω), we set v i = c i + w i , with w i ∈Ẇ 1,2 (Ω), and c i =
1
|Ω| Ω v i dx, i = 1, . . . , N. Consequently, the integration of (2.14) over Ω gives the following natural constraints:
Clearly, for any w = (w 1 , . . . , w N ) τ with w i ∈Ẇ 1,2 (Ω) i = 1, . . . , N , the equations (2.18) are solvable with respect to e c j only if,
On the other hand, (2.19) can be ensured by requiring that,
Thus, we define the admissible set:
Therefore, for any w ∈ A , to get a solution of (2.18), it is equivalent to show that,
admits a (unique) solution, with fixed ε j ∈ {0, 1} and,
In [25] the above equations (2.22) are shown to be uniquely solvable when one takes ε j = 1, ∀j = 1, . . . , N . In what follows, we shall handle such a uniqueness solvability issue of (2.22), for any choice of ε j ∈ {0, 1}.
To this purpose we set t j = e c j > 0, j = 1, . . . N and we show that, for any assigned ε j ∈ {0, 1}, the N -system of equations:
admits a unique non-degenerate solution, smoothly depending on (w 1 , . . . , w N ), wherê
For fixed ε j ∈ {0, 1}, j = 1, . . . , N we set:
and for s ∈ [0, 1] we consider the following one-parameter family of functions
We set,
In what follows, we always use C to denote a universal positive constant whose value may change from line to line. Lemma 2.1 There exists a constant C > 1, such that for given ε = (ε 1 , . . . , ε N ) with ε j ∈ {0, 1}, s ∈ [0, 1], and (t 1 , . . . , t N ) satisfying: Φ s,ε (t 1 , . . . , t N ) = 0, we have:
Proof. To establish (2.30) we observe that, t j > 0, ∀ j = 1, . . . , N , and by setting:
we see that u j satisfies
Since M in (2.6) is positive definite, with the help of Hölder's inequality and in view of the notation (2.8), we find constants α 0 > 0, β 0 > 0 such that,
Hence (2.31) implies that,
from which we readily get,
To obtain the reverse inequality, in view of (2.32), we can estimatê
for suitable C > 0 (depending only on r j , j = 1, . . . , N ).
In case ε j = 1, then we can use (2.21) to derive:
and (2.36) is established in this case.
In case ε j = 0, then we can use (2.24) to deduce:
and (2.36) follows in this case as well.
As a consequence of Lemma 2.1, we can take R ≫ 1 sufficiently large, such that the topological degree of Φ s,ε on Ω R = {(t 1 , . . . , t N ) : 0 < t j < R, j = 1, . . . , N } is well defined for every s ∈ [0, 1] and for every ε = (ε 1 , . . . , ε N ) with ε j ∈ {0, 1}, j = 1, . . . , N .
By the homotopy invariance of the topological degree we find
On the other hand, for any given (w 1 , . . . , w N ) ∈ A , we have:
As a consequence, deg(Φ s=1,ε , Ω R , 0) = 1 and we conclude that, for any given (w 1 , . . . , w N ) ∈ A the system (2.24) admits at least one solution.
To show that such a solution is actually unique and depends smoothly on (w 1 , . . . , w N ), we show that ∀ s ∈ [0, 1] every solution of the equation:
is actually non-degenerate. More precisely the following holds:
Proof. By the above calculation for Φ s=0,ε , we see that the claim obviously holds for s = 0. So we are left to consider the case where 0 < s ≤ 1. To this purpose, we compute the Jacobian of Φ s,ε . According to (2.27) and (2.36), we easily find that ∂φ j,s ∂t j = 1 and
As above, by setting u j = u 0 j + w j + ln t j , j = 1, . . . , N , we find,
Therefore, if we use (2.27) we derive,
. . , N . Similarly, we find: 
and
Therefore, the assumptions (A.8) and (A.9) of the Appendix are satisfied. Furthermore, concerning the coefficients α j,1 and α j,2 , defined in (2.41)-(2.42) j = 1, . . . , N, we observe that, since (w 1 , . . . , w N ) ∈ A , then for s ∈ (0, 1] we can estimate:
Consequently, by using the above estimate, for every s in (0, 1] we have:
and in turn,
In other words, for j = 1, . . . , N , the coefficients α j,1 and α j,2 in (2.41), (2.42) satisfy also the assumption (A.19) of Theorem A.1 of the Appendix, and therefore we may conclude that,
and the proof is completed.
Corollary 2.1 For every (w 1 , . . . , w N ) τ ∈ A , ε = (ε 1 , . . . , ε N ) with ε j ∈ {0, 1}, j = 1, . . . , N and s ∈ [0, 1], the equation:
admits a unique (non-degenerate) solution, smoothly depending on (w 1 , . . . , w N ).
Proof. It is clear that, for s = 0 the given statement follows form (2.34). Furthermore, by the Implicit Function Theorem, there exists δ > 0 sufficiently small, such that for s ∈ [0, δ), problem (2.35) admits a unique (non-degenerate) solution. Let
(2.43)
We claim that, s 0 = 1. While it is clear that s 0 > 0, if by contradiction, we suppose that s 0 < 1, then there would exist s 0 < s n < 1 and t
By virtue of Lemma 2.1, we can pass to a subsequence if necessary, to find that,
By the non-degeneracy of t (i) , i = 1, 2, (as given by Theorem 2.1), we can first rule out the possibility that, t (1) = t (2) . Indeed, if this was the case, then by the Implicit Function Theorem, for sufficiently small δ > 0, and for s ∈ (0, 1) such that: s 0 − δ < s < s 0 we would get that the equation (2.35) would admit at least two solutions, in contradiction with the definition of s 0 in (2.43). Thus,Proposition 3.1 ( [27] ) There exists λ > 0 such that for every λ > λ the functional J in (3.1) attains its minimum value at the point w λ which belongs to the interior of A . Namely,
and v * λ = w λ + c + (w λ ) defines a critical point for I in (2.17).
By setting, c * λ = c + (w λ ) = (c * 1,λ , . . . , c * N,λ ) τ we may write,
We will show that actually v * λ is a local minimum for I in (2.17).
, as given by (3.2), defines a local minimum for functional I in (2.17).
Proof. For fixed w ∈ A , we denote by c * (w) = (c * 1 (w), . . . , c * N (w)) the unique solution of (2.22) with ε j = 1, ∀j = 1 . . . , N, as given by Corollary 2.1. For c = (c 1 , . . . , c N ) τ ∈ R N we easily check that,
Moreover, by a straightforward computation we find:
while,
By setting v * = w + c * (w) = (v * 1 , . . . , v * N ) τ , then by the definition of c * (w) and (2.22), we see that,
In particular from (3.4)-(3.7) we conclude that,
Hence from (3.8) we infer that, for any given w in A , the Hessian matrix of I(w + c), as a function of c = (c 1 , . . . , c N ), is a strictly diagonally dominant tri-diagonal matrix at the point c = c * (w), and therefore it is strictly positive-definite. In particular this property holds for w λ the minimun point of J in (3.1). Therefore we conclude that, for δ > 0 sufficiently small and for (v 1 , . . . , v N ) τ = (w 1 +c 1 , . . . , w N + c N ) τ satisfying:
we have that (w 1 , . . . , w N ) τ belongs to the interior of A and also (by the smooth dependence of c * (w) with respect to w (see Corollary 2.1)) that the vector c = (c 1 , . . . , c N ) is sufficiently close to c * (w) to guarantee that,
As a consequence, for any v satisfying (3.9), we have:
To proceed further, we need the following "compactness" property of I.
where a 0 is a constant and · * denotes the norm of the dual space of
Using a standard terminology, Proposition 3.2 asserts that the functional I satisfies the PalaisSmale (PS)-condition. We suspect that such property should hold also when N ≥ 6.
We provide the proof of Proposition 3.2 in the following section. Based on Proposition 3.2, we can carry out the proof of Theorem 1.1 and obtain a second solution of (2.14) (other than (v * 1,λ , . . . , v * N,λ ) τ in (3.2)) by a Mountain-pass construction. To this purpose, we need to reduce to the case where we know that v * λ is a strict local minimum of I. Indeed, if on the contrary, for small δ > 0, we have:
then we conclude, from Corollary 1.6 of [24] , that the functional I admits a one parameter family of degenerate local minimizers, and a second solution of (2.14) is certainly guaranteed in this case. Thus, we can assume that v * λ = (v * 1,λ , . . . , v * N,λ ) τ is a strict local minimum for I. So that for sufficiently small δ > 0, we have that,
On the other hand, we easily check that,
Therefore, for a sufficiently large ξ 0 > 1, we let
and conclude that,
We introduce the set of paths,
and define:
Clearly,
and in view of Proposition 3.2, we can use the "Mountain-pass" theorem of Ambrosetti-Rabinowitz [1] to obtain that a 0 defines a critical value of the functional I, to which it corresponds to a critical point different from (v * 1,λ , . . . , v * N,λ ) τ . Thus the proof of Theorem 1.1 is completed.
4 The (PS)-condition for N = 3, 4, 5.
We devote this section to establish the (PS)-condition. Let {(v 1,n , . . . , v N,n )} be a sequence in (W 1,2 (Ω)) N satisfying (3.10)-(3.11) and denote by,
where u 0 j is given by (2.12) . In what follows, we always use the decomposition:
By recalling (2.3) and (2.4) , we note that,
and (4.2), allow us to obtain the following:
Thus, by taking (φ 1 , . . . , φ N ) = (1, 0, . . . , 0), . . . , (0, . . . , 0, 1) separately in (4.3), we find:
2 j e 2u j,n − r j r j−1 e u j,n +u j−1,n − r j r j+1 e u j,n +u j+1,n − r j e u j,n dx + b j = λ Ω 2r 2 j e u j,n (e u j,n − 1) − r j r j−1 e u j,n (e u j−1,n − 1) − r j r j+1 e u j,n (e u j+1,n − 1) dx
Hence by using still (4.2), we can sum up the identities (4.4) over j = 1, . . . , N, and arrive at the following identity:
with U n = (e u 1,n , . . . , e u N,n ) τ .
Since the matrix M is positive definite, from (4.5) we see that, as n → +∞: In addition, from (4.6) and (4.7), we derive that for some suitable constant C > 0. Therefore, if we take (φ 1 , . . . , φ N ) = (w 1,n , . . . , w N,n ) in (4.3), in view of (4.8)-(4.10), we find positive constants β 1 > 0 and β 2 > 0 such that,
At this point, our main effort will be to obtain an uniform estimate for the term:
Ω e u j,n +u j+1,n (w j,n + w j+1,n )dx, for every j = 1, . . . , N . We start by showing that w j,n is uniformly bounded in L p , for any p > 1. To this purpose, for fixed j ∈ {1, · · · , N } we take:
and from (4.3) we obtain:
2 j+1 e 2u j+1,n + r j−1 r j−2 e u j−1,n +u j−2,n +r j+1 r j+2 e u j+1,n +u j+2,n − r j−1 r j e u j−1,n +u j,n − r j r j+1 e u j,n +u j+1,n + 2r j e u j,n − r j−1 e
For any 1 < q < 2, we know that,
and every ϕ in (4.13) satisfies: ϕ + ϕ ∞ ≤ C, for suitable C > 0. Thus, from (4.12) and (4.13) we derive:
∇w j,n q ≤ C q , for some C q > 0.
As a consequence, for any p ≥ 1, there exists C p > 0 such that:
w j,n p ≤ C p , ∀n ∈ N and j = 1, . . . , N. (4.14)
Next, in (4.3) we take φ j = ϕ ∈ W 1,2 (Ω) for every j = 1, . . . , N , and by simple calculations, we get,
and since
a jk = r j , we find:
Therefore, we can choose ϕ = N j=1 r j w j,n + in (4.15), and in view of (4.14) we find,
As usual, we have denoted by f + (x) = max{f (x), 0} the positive part of f = f (x). More generally we define:
with r j in (2.3)-(2.4), and show the following:
Proof. If j = 1 then (4.17) reduces to (4.16). Hence we take j ≥ 2 and proceed by induction. Note that, by the symmetry:
it suffices to prove the uniform estimate for W and (4.19) is the exact reason for which we need the restriction on N ∈ {3, 4, 5}.
To check (4.19) , observe that it is equivalent to: 20) and by (4.18) it suffices to check it only for 1 ≤ j ≤ [
. But for such j's the value of r j is increasing with respect to j, and so (4.19) holds if and only if r [
If N = 2k is even then [
, while for N = 2k + 1 odd we have: [
2 ] = k + 1 and r k+1 = 
Thus, by using (4.19) with j = 1, we let:
and rewrite (4.21) as follows:
Therefore, by choosing ϕ = (W (2) n ) + in (4.21) and by recalling (4.8), we obtain:
At this point, by virtue of (4.14) and (4.16), we can use the Moser-Trudinger inequality (see [5] ), to conclude that,
and we arrive at the desired conclusion. Next, let us carry out our induction procedure, so for j ≥ 3 we assume that,
and we are left to prove that a similar estimate holds for (W (j) n ) + . To this purpose, we are going to use (4.3) with φ j−1 = −r j ϕ, φ j = (1 + r j−1 )ϕ, φ k = 0 for 1 ≤ k ≤ j − 2 and φ k = ϕ for k ≥ j + 1, and obtain the following:
Exactly as above, by using (4.19) and by letting:
we find:
Therefore, by taking ϕ = (W (j) n ) + we derive:
and the last estimate follows as above, from the induction hypothesis (4.21), (4.14) and the MoserTrudinger inequality [5] . Again by the symmetry (4.18), we can argue similarly simply by replacing in the above arguments each index involved, say k, with N + 1 − k and obtain:
At this point, we observe that: r 1 w 1,n +r 2 w 2,n =Ŵ
n . Thus, from Lemma 4.1, we obtain in particular that, 
Proof. For N = 3, (4.26) follows already from (4.14), (4.24) and (4.25). So we let, N ≥ 4 and set,
(4.27) CLAIM 1:
To establish (4.28) we apply (4.3) with φ 1 = −r 2 ϕ, φ 2 = (1 + r 1 )ϕ, φ N −2 = (1 + r N −3 )ϕ, φ N −1 = (1 + r N )ϕ and φ N = −r N −1 ϕ. Note that for N = 4 the definition above is consistent since
For N = 4 we have that, r 1 = r 4 = 2 and r 2 = r 3 = 3, so we obtain:
Hence, by taking ϕ = (Z n ) + , and by using (4.25) and the Moser-Trudinger inequality as above, we derive:
and (4.28) follows for N = 4.
For N = 5, we have: 29) and in this case from (4.3) we obtain:
e 2u 2,n − (2 + r 1 + r 2 )r 2 r 3 e u 2,n +u 3,n + 2(1 + r 2 )r 
e 2u 2,n − (2 + r 1 + r 2 )r 2 r 3 e u 2,n +u 3,n + (1 + r 2 )r At this point, we observe that, (2 + r 1 + r 2 ) 2 ≤ 8(1 + r 1 )(1 + r 2 ), and so we can check that the terms within the brackets in the last two integrals above are positive.
As a consequence for ϕ = (Z n ) + , arguing as above we find: To establish (4.30), we observe that, from Lemma 4.1 and (4.28), we have:
So, for j = 2, 3, we can take φ j−1 = −r j ϕ, φ j = (1 + r j−1 )ϕ, φ j+1 = (1 + r j+2 )ϕ, φ j+2 = −r j+1 ϕ, in (4.3) and obtain:
Now notice that, for j = 2, 3 we have:
and by (4.29) we can check directly that,
Hence (4.32) can be expressed as follows:
(r j−1 r j e u j−1,n +u j,n − r j+1 r j+2 e u j+1,n +u j+2,n )ϕdx +λ Ω 2(1 + r j−1 )r 2 j e 2u j,n − (2 + r j−1 + r j+2 )r j r j+1 e u j,n +u j+1,n + 2(1 + r j+2 )r 2 j+1 e 2u j+1,n ϕdx +λr j+1 r j+2 r j+3 Ω e u j+2,n +u j+3,n ϕdx = o(1) ϕ .
Consequently, for j = 2, we set: Thus, by taking ϕ = (r 2 w 2,n + r 3 w 3,n ) + , we can estimate:
e r 1 w 1,n (r 2 w 2,n + r 3 w 3,n ) + dx + {w 4,n ≥0} e r 4 w 4,n (r 2 w 2,n + r 3 w 3,n ) + dx + C 2 ≤ C Ω e (r 1 w 1,n +r 2 w 2,n +r 3 w 3,n ) + + e (r 2 w 2,n +r 3 w 3,n +r 4 w 4,n ) + (r 2 w 2,n + r 3 w 3,n )
as it follows from (4.31) and again by using (4.14) together with the Moser-Trudinger inequality. Thus (4.30) is established for j = 2. For j = 3, we argue similarly and for,
we obtain:
As above, for ϕ = (r 3 w 3,n + r 4 w 4,n ) + we obtain the following estimate:
e r 2 w 2,n (r 3 w 3,n + r 4 w 4,n ) + dx + {w 5,n ≥0} e r 5 w 5,n (r 3 w 3,n + r 4 w 4,n )
(e (r 2 w 2,n +r 3 w 3,n +r 4 w 4,n ) + + e (r 3 w 3,n +r 4 w 4,n +r 5 w 5,n ) + )(r 3 w 3,n + r 4 w 4,n )
and (4.30) is established. Thus, the proof of (4.26) is completed.
The Proof of Proposition 3.2:
According to (4.8) and Lemma (4.2), for j = 1, . . . , N , we can estimate:
Ω e u j,n +u j+1,n (w j,n + w j+1,n )dx ≤ C 1 ( {w j,n ≥0}}∩{w j+1,n ≥0} e w j,n +w j+1,n (w j,n + w j+1,n )dx ) + C 2
where the last estimates follows as above, by (4.14), Lemma 4.2 and the Moser-Trudinger inequality. At this point, by virtue of (4.11) we may conclude also that,
In particular, along a subsequence, as n → +∞, we may conclude that,
Moreover, from (4.4), we derive that, (along a subsequence) there holds:
with a suitable L j > 0. Consequently, by setting:
as n → +∞, we have:
Therefore, from (4.15), we get:
which implies that,
A Appendix of Linear Algebra
For N ≥ 2 and for j = 1, . . . , N we let, β j,1 ∈ R for j = 2, . . . , N, β j,2 ∈ R for j = 1, . . . , N − 1 and set
as follows: is expressed in terms of the quantities:
We wish to identify the determinant of T
l . To this purpose we define the quantities F (k) l via a recursive formula, starting with the case k = l, where we set, F
as follows:
More importantly, for 1 ≤ k ≤ l recursively we set:
and so on.
Remark A.1 In view of (A.5), it suffices to take the summation in (A.6) up to the index k = l−1, instead of l as indicated there.
Notice that the value of F (k) l depends on the same terms of the matrix T (k) l , as specified in (A.3). In fact, the following holds:
Proof. First of all, by virtue of (A.5), we can check that, for 1 ≤ j < k we have:
So, for such choice of indices, we have:
consistently with the definition of F (k) l . Hence we let, 1 ≤ k < l and for j ∈ {k, . . . , l − 1} we are going to verify (A.10) and (A.11) by an induction argument on k. Actually, we provide the details only for (A.10), as (A.11) follows similarly.
For k = l − 1 we see that,
and in this case we have only the choice of j = k = l − 1. Hence,
which gives exactly (A.10), since in this case we have:
Next, we take k ∈ {1, . . . , l − 2} and by induction we assume that, for j ∈ {k + 1, . . . , l − 1} the identity (A.10) holds for
j−1 on the right-hand side of (A.10) and (A.11) is independent of α j,2 and α j+1,1 . Therefore if such term vanishes then F (k) l is independent of both α j,2 and α j+1,1 . Proposition A.1 Let i ∈ {1, . . . , N − 1} and let k, l ∈ N be such that k ≤ i ≤ l ≤ N . We have:
Although it is intuitively clear, we wish to clarify the notation adopted in (A.12) and (A.13) before presenting the proof of Proposition A.1. We have set,
where,
Proof of Proposition A.1
In order to establish (A.12), we proceed by induction on k. Indeed, if k = i then
as follows by the assumption:
depends on the terms α i,2 and α i+1,1 (recall (A.4)), we see that,
Next, for 1 ≤ k < i, suppose that
To establish that the same identity also holds for s = k, we observe that,
, where the last identity is a consequence of the definition in (A.14)-(A.18).
To prove (A.13), we use the derivation formulae (A.10) and (A.11) which under the given assumptions imply that F (k) l is increasing separately with respect to α i,2 and α i+1,1 . In other words, in case ε i,2 = 0 and ε i+1 = 1 we have that:
and (A.13) follows by taking t = α j+1,1 . Similarly, if ε i,2 = 1 and ε i+1 = 0 then,
and in this case (A.13) follows by taking t = α i,2 .
The main purpose of this Appendix is to establish the following result:
Theorem A.1 Let 1 ≤ k ≤ l ≤ N and assume that (A.8) and (A.9) hold. For given τ j ∈ [0, 1] j = 1, . . . , l, we suppose that,
The proof will be given in several steps. Firstly, we proceed to prove (A.20) in case:
Thus, we let T , which is clearly singular. Indeed, the sum of the odd columns coincides with the sum of the even columns and it is given by the column with all entries equal to 1. Hence we have the linear dependence of the column-vectors and (A.28) follows.
To establish (A.27) we proceed by induction on n ∈ N, with 0 ≤ l − k ≤ n. Indeed, for n = 1 then either k = l and F (l) l = 1 or k = l − 1 and
Thus, we assume that n > 1 and suppose that, Hence, for l ≥ 3 and l − k = n, we need to prove that F (k) l ≥ 0. To this purpose we observe that,
According to our induction assumption (A.29), we see that F Proof. Again we proceed by induction on n ∈ N, such that 1 ≤ l − k ≤ n. Hence for n = 1, by direct inspection we easily check that (A.30) holds for k = l − 1. Hence we let n > 1, and by induction we assume that, 
