ABSTRACT This paper considers active vibration control of a dynamic hysteresis system with a piezoelectric actuator using acceleration sensors for data acquisition. A Hammerstein model is proposed with a BP neural network model and an autoregressive model with exogenous input representing, respectively, the static hysteresis and the rate-dependent characteristics. It is shown that the tracking errors of our model are less than 7% within a frequency range of 10-100 Hz, showing that the obtained model can describe the system hysteresis well. A µ-synthesis strategy is used for vibration control with a nonlinear inverse compensation based on the obtained model. The experimental results show that the proposed robust control method can effectively attenuate the vibration with more than 60% vibration reduction within a frequency range of 35-80 Hz.
I. INTRODUCTION
Many application fields such as aerospace applications, astronomical observations, and military operations are increasingly in demand for stabilized platforms with very high vibration isolation capabilities. In aerospace vehicles, micro vibrations below 100 Hz are ubiquitous and can often be fatal. Hence an intelligent vibration isolation system, consisting of intelligent materials as actuators with advanced control technology for vibration control, is often desirable. However, the rate-dependent hysteresis nonlinearity commonly associated with the input and output behavior of the intelligent materials could result in significantly low system accuracy and poor stability.
To achieve high-precision vibration control of the intelligent materials, the modeling accuracy should be high in the first place. At present, the hysteresis models of intelligent materials are mainly divided into three types: physical models, phenomenological models and intelligent models.
Physical models attempt to describe the physical mechanism of the hysteresis in the intelligent materials [1] . Since the physical mechanisms of different materials differ, the main disadvantage of these models is that they are not universal. The Jiles-Atherton model, proposed by Jiles and Atherton in 1983, is based on the domain wall theory of the ferromagnetic materials [2] . The Duhem model describes the hysteresis problem caused by friction [3] , [4] . The Stoner-Wohlfarth model is based on the principle of energy minimization [5] .
Regardless of the physical mechanism inside the system, a phenomenological model is directly based on the relationship between the system input and output signals. The model parameters have no specific physical significance. Since the modeling process is not based on a specific mechanism, a phenomenological model can be universally applied. However, one major disadvantage of the existing models is that they are usually rate-independent. Physicist F. Preisach proposed the Preisach model based on the ferromagnetic materials. Russian mathematician M. Krasnoselskii generalized this model, making the Preisach model a pure mathematical model for hysteresis without considering specific materials [6] . Another widely used model is the Prandtl-Ishlinskii (PI) model, which is a special type of Preisach model. A distinct feature of the PI model is that it has a simple structure and has an analytic inverse [7] , [8] . The traditional PI model is a weighted stack of a certain number of linear Play operators (backlash operators) with different thresholds. These operators are all rate-independent.
Intelligent models are usually models with simple structures created from sample input and output data. Commonly used intelligent models include artificial neural networks, fuzzy trees, and support vector machines [9] - [12] . Intelligent models have received much attention in recent years. However, further research on models with simple calculation process and friendly for real-time online control method is needed.
The main objective for active vibration control is to attenuate and isolate the vibration of a structure by applying active control. The vibration isolation platforms composed of intelligent materials and intelligent structures with active control systems have a wide range of applications in precision measurement, accurate positioning and many other fields. In particular, piezoelectric ceramics occupies an important position in micron/nano-scale vibration control. At present, mainly the following active control methods are used:
Adaptive filter control: Since the adaptive filter control has a certain adaptability and capability for dealing with errors of the model, changes in the environment and other issues, it is widely used in active vibration control [13] , [14] . Elliott [15] established a filtered-xLMS control method using the internal model principle. Moon et al. used an adaptive filtering method to isolate an optical experiment platform. Wang and Zhang [16] built an offline model of a giant magnetostrictive material actuator in a certain frequency range, obtained the initial value of the filter through the model, and then used the x-LMS algorithm to perform adaptive filter control on the vibration isolation platform. Since linear adaptive filter control is extremely sensitive to the initial value selected and has a small bandwidth, it is necessary to know information about the source signal in advance, such as the frequencies of the source signal. In addition, the filtering control considers the system as a linear system, ignoring the hysteresis of intelligent materials.
Robust control: Due to modeling errors, changes in system parameters and external disturbances, there are always uncertainties in the models. The objective of robust control is to ensure that the control system maintains good performance in spite of the modeling errors. Roy et al. used the LQG control method based on a genetic algorithm to control the vibration of the shell structure of smart fiber-reinforced polymer (FRP). Guo et al. [18] used eddy current sensors to collect displacement signals and performed H ∞ control on a giant magnetostrictive material actuator. However, in actual vibration control, the acceleration signal is often used as the feedback signal. The measurement of the displacement signal is relatively difficult in most isolation platforms.
Intelligent control, such as neural network control and fuzzy control: Bryant et al. [19] used an adaptive neural network (ANN) to control a three-degree-of-freedom vibration isolation platform. Kwak designed a fuzzy control rule for vibration control of piezoelectric ceramic actuators and verified that a fuzzy controller can be used to control the SISO system without prior knowledge. Srivastava et al. used three layers of BP networks for vibration control of FRP cantilever beams.
In this paper, a piezoelectric actuator (PEA) is used as the control object. An eddy current sensor and acceleration sensor are used respectively to establish the static and dynamic model of the system. The static hysteresis nonlinearity and the dynamical part of the Hammerstein model are respectively represented by a BP Neural Network model and an autoregressive model with exogenous input (ARX). It is validated through the experimental data that the identified Hammerstein model has very high accuracy. On this basis, using acceleration sensor for data acquisition, the µ-Synthesis theory is applied for active vibration control of the PEA. The experimental results show that the control strategy proposed in this paper can effectively reduce vibration by more than 60% within a certain frequency range, without the specific information of the vibration source signal.
II. HAMMERSTEIN MODEL FOR PEA
The Hammerstein model is a typical modular nonlinear model. It is a series of a static nonlinear block N (·) and a dynamic linear block G(·). Its structure is shown in Fig. 1 , where u(t) is the input signal, y(t) is the output signal and v(t) is the intermediate variable. This paper studies a PEA control system, which is shown in Fig. 2 . Appling sinusoidal signals with different frequency, the input-output characteristic curve is shown in Fig. 3 .
Experiments show that the output of the PEA remains almost unchanged when the frequency of the input signal is below 5 Hz. However, the output changes significantly when the frequency of the input increases beyond 5Hz. In other words, the PEA shows a static rate-independent hysteresis at low frequency (<5 Hz), while it shows a strong rate-dependent characteristic in the high frequency range (>5 Hz). We believe that the rate-dependency is mainly caused by system dynamics and eddy-current loss, which can be represented by a high order linear dynamic system. Therefore, in this study we use a BP Neural Network model to represent the static hysteresis of PEA, which is the nonlinear block N (·) in the Hammerstein model. An ARX model is used to describe the rate-dependent characteristics, i.e., the linear model in the Hammerstein model. The structure is shown in Fig. 4 . 
A. BP Neural Network MODEL
As is well known, neural networks have good input-output mapping capability and can be adapted to approximate wide classes of nonlinear functions. In this work, a Back Propagation (BP) Neural Network is applied to model the hysteresis operator. The learning rule used for the BP Neural Network is the steepest descent method. By back propagation constantly adjusting the network weights and thresholds, the sum of squared errors will be minimized.
To train the network, we used the training tool provided in Matlab/Simulink software package. In the training process, a Neural Network itself provides an error signal vector to adjust the free parameters of the network to minimize the squared differences between the unknown system and the network. The only work a user needs to perform is to offer sufficient input and output data of a hysteresis dynamics.
However, a standard Neural Network cannot deal with a multi-valued mapping problem. In order to overcome this difficult, another dimension, which includes the elementary hysteresis characteristic (EHO) as shown in the following diagram, is added to make the problem a single-valued mapping, then the network can be used to approximate the hysteresis system. The model structure is as follows:
Prandtl-Ishlinskii (PI) model is a phenomenological-based hysteresis modeling method. Instead of considering the physical significance, it regards hysteresis as a linear weighted stacking of a series of Play operators. In this paper, it is used as an elementary hysteresis operator. The PI model is given by:
where p is the number of the Play operators and r i is the threshold of the i th Play operator, whose weight is ω i . Any PI model could be used as an EHO for the PEA.
B. ARX MODEL
In the Hammerstein model of the PEA, an ARX model is used to represent the linear dynamic block. The ARX model is a rational transfer function model as follows:
where ε(t) is the noise.
FIGURE 5. Elementary Hysteresis Operator (EHO) based Neural Network
Model.
FIGURE 6.
Experimental setup (a. using the eddy current sensor b. using the accelerometer).
C. MODEL IDENTIFICATION AND VALIDATION
It is noted that in active vibration control, acceleration sensors are commonly used for measurements instead of displacement sensors. Hence the process of modeling and the real time vibration control must be done with the acceleration sensor. However, from the frequency response characteristics of the acceleration sensor, it is known that effective information at low frequencies cannot be obtained with an acceleration sensor. Therefore, when establishing a static model, it is still necessary to use a displacement sensor for signal measurement. The data acquisition system used in our model identification experiment is shown in Fig. 6 . Fig. 6 (a) shows a setup with an eddy current sensor (measuring the displacement) while Fig. 6 (b) shows a setup with a piezoelectric accelerometer (measuring acceleration). The identification process is as follows:
1) BP NEURAL NETWORK MODEL
First, the dSPACE (DS1103) generates a low-frequency (5 Hz) sinusoidal input signal, which is applied to the PEA via the driver. An eddy current sensor (8 mV/µm) is used to measure displacements. The input and output data saved by the dSPACE are used to identify the BP Neural Network model.
FIGURE 7.
Identification of the ARX model.
2) ARX MODEL
Now identify an inverse model of the BP Neural Network model by reversing the above data. As shown in Fig. 7 , assuming that the static hysteresis model is accurate, the system is completely compensated by connecting to an inverse compensation controller so that v(k) = r(k). Thus, the sample data for identification is [r(k), y(k)] T . A pseudorandom binary signal (PRBS) is applied to the PEA, and the accelerometer (169 pc/g) is used to measure the output. Using the least-squares method to identify the model, a transfer function of the ARX model is obtained as
Our modeling accuracy is measured using the following performance indicators:
where y i is the output of the Hammerstein model andỹ i is the output of the PEA. The results are shown in Fig. 8 and Table 1 . As seen in Fig. 8 and Table 1 , the output error between the Hammerstein model and the actual PEA is small, and the relative error defined above is generally less than 7%. As the input frequency increases, the error increases gradually. In fact, the relative error is less than 3% up to 80 Hz. Whether the input signal is a single-frequency signal or a multi-frequency signal, the model can accurately describe the rate-dependent hysteresis of the PEA in the range of 10-100 Hz.
III. ROBUST CONTROL
Since the implementation of the controller is based on the dSPACE/SIMULINK, so this paper uses discrete control method with a sampling frequency of 5kHz. The basic structure for the PEA vibration control system adopted in this study is shown in Fig. 9 . The inverse model of the BP Neural Network model is connected in series in the front of the PEA to eliminate the static hysteresis. Modeling errors are treated as model uncertainties. It is assumed that the nonlinearity is completely eliminated after the inverse compensation and hence the resulting system is considered as a linear time invariant system. Our vibration control law is synthesized using the µ-Synthesis method.
In this structure, N −1 (z) is the inverse compensation controller. m (z) is the additive uncertainty. W m (z) is the bound of the uncertainty. K (z) is the controller. d is the vibration source. W m (z) is the uncertainty weighting function. The weighting function W e (z) is designed in frequency domain such that the external disturbance suppression will be enforced in the desired frequency range. Here W e (z) is selected as a discretization of a first-order low-pass filter:
with a sampling frequency of 5kHz.
A. MODEL UNCERTAINTY
Due to parameter perturbations, sensor sensitivities and measurement errors, the established model G(z) cannot accurately describe the true dynamic linear block. That is, there is modeling uncertainty in the system. The additive uncertainty of the dynamic system can be described as
whereG(z) is the true linear dynamics of PEA, m (z) is the normalized uncertainty with m (z) ∞ ≤ 1 [21] . The applied inverse model provides feed forward control, and the maximum steady-state error e m is obtained at different frequencies within 10-100 Hz according to Fig. 10 . Then, the additive uncertainty for each frequency is estimated as Thus, an upper bound of the uncertainty can be estimated by satisfying the following inequality:
After running the experiments, a bound of the model uncertainty is shown in Fig. 11 .
A weighting function is chosen as
The system in Fig. 9 can be reformulated as the following standard structure in Fig. 12 : Therefore, the control objective is to find a stabilizing controller K (z) such that 1) The closed-loop system is stable for any ∞ ≤ 1.
2) The transfer function from d to z e satisfies T z e d ∞ ≤ 1 The problem is equivalent to finding a stabilizing controller K (z) so that the closed-loop system in Fig. 13 is stabilized for any˜
The open-loop transfer function of Fig. 13 is
A reasonable approach to solve the problem is to solve the following optimization problem
where D˜ =˜ D. Here
which is usually solved iteratively for D and K through the so-called D-K iteration [21] , [22] . This results in a VOLUME 6, 2018 7 th order controller. Finally, using MATLAB to reduce the order of the controller, a final robust controller is obtained as
The peak µvalue is 0.990.
IV. VIBRATION CONTROL EXPERIMENT
Real-time vibration control experiments with sinusoidal signals at frequencies of 35, 45, 50, 55, 60, 65, 70, and 80 Hz are conducted using the setup shown in Fig. 6(b) . Additionally, this paper designed a standard H ∞ robust controller and compared the two control methods. The results are shown in Fig. 14 . The vibration reduction percentages are listed in Table 2 . The H ∞ controller K ∞ is The vibration reduction percentages is defined as
where M 1 and M 2 are the root mean square values of the output before and after applying the control, respectively. It can be observed that the vibration control strategy is effective within 35-80 Hz. The vibration reduction 76836 VOLUME 6, 2018 percentages are greater than 60%, which is better than those of the standard H ∞ robust control.
V. CONCLUSION
In this paper, a Hammerstein model is proposed to describe the rate-dependent hysteresis of a PEA, which used an acceleration sensor to measure the data. A BP Neural Network model and an ARX model are used to represent the static nonlinear block and the dynamic linear block, respectively. The proposed Hammerstein model can describe the nonlinearity of the system accurately within 10-100 Hz. Existing neural network modeling methods can only be modeled offline, and when the input signal changes, the model will no longer be applicable. The neural network-based modeling method proposed in this paper is generally applicable to different input signals in a certain frequency range. Based on this model, a µ-Synthesis control method combined with an inverse compensation is applied for active vibration control of the PEA. The control strategy can reduce the vibration effectively within 35-80 Hz. The results of real-time vibration control experiments are shown to support the conclusion. In fact, it is feasible to use the proposed method for a system with an operating frequency range exceeding 1-100 Hz. The actual vibration systems studied in this paper mostly work in the low frequency range, so that the interest frequency range of this paper is 1-100Hz.
