This study analyses volatility persistence of the US stock market, after taking into account the role of breaks and outliers. By employing a wavelet-based algorithm, it identifies several outliers which are comfortably associated with major events such as the 'Black Monday' and the Asian crisis. There is also evidence of clustering of breaks and a substantial variation in the properties of the identified segments.
I. Introduction
Modelling the volatility of financial time series is a primary area of investigation in financial economics and econometrics. Understanding its behaviour is critical as it is a fundamental measure of risk and has considerable implications in numerous financial activities, such as asset pricing and portfolio selection. The most common properties of volatility, the fat (heavy)-tailed distribution and volatility clustering, have been thoroughly analysed particularly after the introduction of the seminal (G)ARCH models by Engle (1982) and Bollerslev (1986) .
However, it is commonly accepted that financial markets have been severely influenced by extreme events such as financial crashes of foreign countries, wars, natural catastrophes and terrorist attacks. Consequently, it seems rather imperative that the modelling of financial time series (Charles and Darné, 2005; Bali and Guirguis, 2007) takes this into account. The two approaches that seem to be focal in the relevant strands of literature are to incorporate breaks in the mean and/or volatility dynamics and to identify and correct for the presence of outliers prior to fitting a particular model.
The presence of breaks and outliers may have undesirable effects on the estimates of the underlying volatility process. The impact of each one on volatility has been exhaustively examined. However, their joint impact on volatility has not been dealt with in depth yet. This article builds upon the notion that the behaviour of volatility is simultaneously affected by breaks in the mean and/or volatility dynamics and outliers. To this end, it proposes a methodological framework that integrates recent approaches for the detection of breaks and outliers. It employs a wavelet-based outlier detection method. The number and timing of potential breaks in outlier-corrected returns are identified non-parametrically. The actual detected breaks are confirmed using a variety of robustness tests that leads to segments with statistically different properties. Comparing the volatility persistence of the original returns, outlier-corrected returns, returns with sudden changes and segments determined by the break detection procedure will reveal to which extent breaks and outliers influence the behaviour of volatility.
In order to examine the research issue, this article utilizes returns from five US stock market indices over a long period. It finds outliers in all series associated with prominent events such as the "Black Monday", the Asian crisis or the recent financial crisis. The break analysis provides evidence of breaks in the mean and/or volatility dynamics in outlier-corrected returns, with noticeable differences across identified segments. The examination of GARCH models reveals that the series are highly persistent, if breaks are not accounted for, while ignoring outliers induces biases to GARCH parameters estimates.
The rest of the article is organised as follows. Section 2 briefly reviews the relevant literature. Section 3 contains the methodology. Section 4 provides an overview of the data. Section 5 presents the results and Section 6 concludes.
II. Literature Review
The notion of breaks in the mean and/or volatility dynamics has attracted the attention of the research community at least since Diebold (1986) and Lamoureux and Lastrapes (1990) . They demonstrate that the persistence in volatility is overestimated due to unaccounted for multiple structural changes. Mikosch and Starica (2004) point out that regime shifts in variance generate IGARCH effects. Hillebrand (2005) and Krämer and Azamo (2007) establish that neglecting structural breaks in the parameters of a GARCH model causes overestimation of persistence. More recently, Karoglou (2010) demonstrates that by accounting for breaks in the mean and/or volatility dynamics it is possible to arrive substantially closer to normality than by employing some GARCH-type models; and the two seem not to coexist.
Given the grave implications of the existence of breaks in modelling financial series, a number of procedures to detect them have been developed (see for example the LM-type tests of Andrews (1993) , the Bai and Perron (1998 2003) methodology, as well as the more popular CUSUM tests of Inclàn and Tiao (1994) ). Leipus (1999, 2000) , and subsequently Kim et al. (2000) , Lee et al. (2004) and Sansó et al. (2004) modify the Inclan and Tiao CUSUM statistic to allow for dependent heterogeneous underlying processes, such as GARCH-type processes. The modification is based on scaling the CUSUM statistic with a long run variance estimator. This algorithm has been used for the detection of breaks in financial time series in a number of studies (Andreou and Ghysels, 2002; de Pooter and van Dijk, 2004; Rapach et al., 2008; McMillan and Wohar, 2011; Vivian and Wohar, 2012) . In this article the identification of breaks in the mean and/or volatility dynamics is based on the modified version of the CUSUM statistic. It employs a non-parametric approach proposed by Kokoszka and Leipus (2000) scaled by a large number of different long run variance estimators to secure the findings against break under-reporting in contrast to other empirical studies that use a single long run variance estimator.
Outliers are observations that reflect extraordinary, infrequent events or rare large shocks that have important effects on modelling time series. In fact, the probability of these movements is much higher than what is expected by the normal distribution (and occur in clusters). The evidence of excess kurtosis observed in returns may reflect the existence of extreme stock market movements, as well.
The modelling of outliers seems to be the source of severe econometric issues, as their existence may erroneously suggest or hide true heteroscedasticity (van Dijk et al, 1999) , lead to biases to the maximum likelihood estimators even in the case of a single outlier (Sakata and White, 1998; Carnero et al., 2007) and may also induce bias in the out-of-sample forecasts (Ledolter, 1989; Chen and Liu, 1993a; Franses and Ghijsels, 1999; Charles, 2008) .
Furthermore, outliers in time series are related to "smearing" and the "masking" effects (see Bruce and Martin, 1989) . The former is referred to the fact that the presence of some outliers may bias the diagnostics resulting in false identification of other outliers. The latter is associated to the occurrence of large outliers which prevent the identification of others. More recently, Rodrigues and Rubia (2011) show that outliers may induce large size distortions in break detection algorithms, as the existence of additive outliers may mask the presence and number of potential breaks.
The severe problems of outliers' existence motivate the development of a number of methods to detect and accommodate them. For instance we refer the tests proposed by Tsay (1986 Tsay ( , 1988 , Chang et al. (1988) and Chen and Liu (1993b) based on ARMA models, while the recent literature focuses on detection and correction of outliers within the GARCH framework proposed by Franses and Ghijsels (1999) , Charles and Darné (2005) , Doornik and Ooms (2005) , Zhang and King (2005) , Bali and Guirguis (2007) , Ané et al. (2008) , Grané and Veiga(2010) and Hotta and Tsay (2012) . Along these lines, this study focuses on the detection and correction of outliers to emphasize the existence of large shocks that may affect the stock markets. In doing so, it employs a wavelet procedure applied to the residuals of volatility models as proposed by Grane and Veiga (2010) . This procedure is more reliable than others as detects less false outliers. Further, it avoids the joint estimation of the parameters of the underlying model and the detection of outliers, the presence of which may affect the parameters estimation.
III. Methodology

Outlier detection
This study applies a wavelet-based outlier detection algorithm proposed by Grané and Veiga (2010) to detect and correct outliers from the dataset. In the econometric literature, outliers are often distinguished to additive and innovative type. This study focuses on the detection of additive outliers. The innovative outliers are extreme disturbances that affect all observations after their occurrence (see Pena, 2001 ) and seem to overlap with the notion of breaks. For that reason they are treated as synonymous.
The procedure of Grane and Veiga (2010) is chosen since it is based on the residuals of an estimated model, which is estimated only once, in contrast to other proposed algorithms who suggest an iterative procedure (see for instance Ghijsels, 1999 and Doornik and Ooms, 2005) . The adopted algorithm allows for a recursively manner of outliers' identification. It avoids the joint estimation of the parameters of the underlying model and the outliers, the presence of which may affect the parameters estimation 2 . Moreover, the wavelet-based outlier procedure appears to be more reliable than others such as Franses and Ghijsels (1999) and Doornik and Ooms (2005) procedures, since it reduces the probability of false detected outliers. 
Detecting breaks in volatility
Regarding the number and timing of the potential breaks, this article employs a CUSUM-type test designed to detect breaks in unconditional volatility.
Specifically, it utilizes a modified version of the Inclan and Tiao (1994) algorithm, as proposed by Kokoszka and Leipus (2000) that allows for dependent processes.
The Inclan and Tiao (1994) The KL statistic was fundamentally designed to test for a single break;
however it can be applied in a sequential manner to identify multiple breaks, similar to the ICSS algorithm proposed by Inclan and Tiao (1994) . This study adopts the sequential segmentation procedure to detect multiple breaks based on the KL statistic. First, the entire sample is tested for the presence of a single break.
If a break is detected, the sample is split into two sub-samples with break date set as the split point. Second, each sub-sample is examined separately for a single break. If a new change point is detected, the sub-sample is further divided into two new segments. This procedure continues until no more breaks are found in any of the sub-samples. The significance level in each testing step must take into account the number of breaks that have already been detected. This is achieved by using a significance level of /( + 1), where = 0.05 is the nominal significance level at the first step and the number of breaks, when testing for the ( + 1) break.
Third, the identified set of breaks is ordered and cross-checked using adjacent breakpoints. If a previously identified break point does not reject the null, it is dropped from the final set of breaks. Further restrictions can be imposed on the algorithm, for example we can allow for a maximum number of breaks and a minimum distance between adjacent breaks (de Pooter and van Dijk, 2004 ).
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The KL statistic requires a consistent estimator ̂2 of the long run variance of { }. There are a number of procedures in order to estimate the long run variance, such as estimators which depend on the kernel function one uses. For that purpose, this study employs seven different estimators for the long run variance 2 :
(i) the Newey and West (1987) estimator.
(ii) the Newey and West (1994) estimator.
(iii) the Andrews (1991) quadratic spectral estimator. As the number of detected breaks will differ across long run variance estimators, the actual detected breaks will be confirmed using a variety of methods designed to test for the equality of means and/or variances of two contiguous segments. Specifically, the tests of the "Awarding breakdates" stage as proposed by Karoglou (2010) are adopted. In this stage, the standard t-test and the Satterthwaite-Welch t-test are used for the equality of means and the standard Ftest, the Siegel-Tukey test with continuity correction (Siegel and Tukey (1960) and Sheskin (1997) ), the adjusted Bartlett test (see Sokal and Rohlf (1995) and Judge et al. (1985) ), the Levene test (1960) (days in our study) over which a shock to volatility decays to half its original size.
For a stationary GARCH(1,1) the unconditional variance of is given by
(1 − − ) ⁄ . Notice that when = 0, is unidentified and set equal to zero then the series is characterized by conditional homoscedasticity. The parameters are estimated using the quasi maximum likelihood estimation (QMLE).
The standard GARCH model is augmented with dummy variables to account for the identified breaks in unconditional volatility. In particular, we estimate 
IV. Data
The data set consists of daily closing values of five US stock market March 2013 resulting in a total of 7782 observations. Table 1 provides some descriptive statistics for the stock index (log) returns.
[ Table 1 around here]
The stock market returns demonstrate the usual properties of financial data; specifically, a small mean is dominated by a large standard deviation. The NASDAQ index is the most volatile series, while the MSWRLD the least.
Moreover, returns are highly non-normal, showing evidence of negative skewness and significant kurtosis. The kurtosis ranges from 11.612 for the NASDAQ index and the events that may be associated with. A total of 18 outliers is detected which is relatively low compared to other studies (for instance see Charles and Darné, 2012) , ranging from two for MSWRLD and NASDAQ indices to six for the DJIA index. It is worth mentioning that the S&P 500 and NYSE indices exhibit exactly the same outliers; this pair has the highest correlation. On the other hand the pair with the lowest correlation, NASDAQ and MSWRLD, has no common outliers.
V. Empirical Results
The detected outliers are negative, with the exception of the outlier in the MSWRLD index in January 17, 1991 which is in accordance with the literature that negative outliers occur more frequently than positive ones (Jansen and de Vries, 1991) . Noteworthy the majority of these negative outliers are common among the examined indices. This can be explained by the fact that markets appear to be higher related during periods of extreme negative variations (see for instance Longin and Solnik, 2001; Ang and Bekaert, 2002; Ané and Kharoubi, 2003) .
[ Table 2 For the DJIA no breaks are detected for the non-outlier adjusted returns and two when the outliers are taken into account. Similar results hold for the rest of the indices 9 . Table 3 reports the results on the timing of the identified breaks and Table   4 presents descriptive statistics of each identified segment 10 .
[ Table 3 around here]
The break detection reveals that the changes in unconditional volatility of the US stock market returns can be captured at least by two breaks, as in the case of DJIA while the dynamics of the NASDAQ index seems to be more complex, as nine breaks have been identified. It is interesting to note that the number of [ Table 4 around here]
Another interesting aspect of the break analysis is the existence of a large segment from 1983 to 1997/1998 in the S&P 500, MSWRLD, NASDAQ and NYSE indices which spans on average fifteen and a half years (about the 50% of the total number of observations). A second large segment (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) ) is also identified in MSWRLD index that accounts for the 33% of the total sample.
Moreover, it is worth noting that a larger segment that runs from 1983 to 2007 that covers twenty-five years (more than the 80% of the total observations) is identified in the DJIA index. These large segments appear to be relatively calm, in contrast to the small segment during 2007/08-2009 (spanning on average 266 days) identified in all examined indices which reveals an episode of significant high volatility with standard deviation over 2%.
Regarding the descriptives for the identified segments as represented in Table 4 , substantial differences across segments are noticed. In ten segments the distribution is positively skewed and negatively in the other segments, while almost all segments are leptokurtic. Furthermore, the normality assumption is not rejected in nine segments. Lastly, the 26% of the segments does not exhibit conditional heteroscedasticity. These results indicate the importance of breaks in the mean and/or volatility dynamics when fitting a model.
The final part of the analysis is devoted to the volatility persistence of stock markets returns. A benchmark GARCH model is employed to the original returns, the outlier-corrected returns, the returns with sudden changes in variance and to the identified segments. [ Table 5 around here]
The degree of persistence is slightly increased when the outlier corrected notably only in three segments the half-life is greater than the full sample half-life.
Across the segments the half-life ranges from 5 to 72 days and the median (mean) value is 26 (31). Therefore, the results regarding the volatility persistence in identified segments reveal a substantial reduction from the GARCH (1,1) process 12 The findings are similar to other studies, see for example, Aggarwal et al. (1999) Ewing and Malik (2010) , and Wang and Moore (2009) . 13 Overall, our results are in accordance with Lamoureux and Lastrapes (1990) who argue that standard GARCH model overestimates the persistence in volatility since relevant sudden changes in variance are ignored. 14 Similar results for sub-sample GARCH estimates have been employed in Rapach et al. (2008) , McMillan and Wohar (2011) and Vivian and Wohar (2012) 
VI. Conclusion
This study examines the volatility modelling, emphasising on the volatility persistence, by evaluating the impact of breaks in the mean and/or volatility dynamics and outliers. Employing a wavelet-based outlier detection method, it finds several outliers in the US stock market indices (S&P 500, MSWRLD, NASDAQ, DJIA and NYSE). The identified outliers are associated with high impact events such as the financial crises, wars and terrorist attacks. Due to the fact that outliers may bias the presence and the timing of breaks, a CUSUM-type statistic to detect breaks in the outlier corrected data is applied. The dynamics of the examined series are quite complex with the number of identified breaks ranging from two to nine. The break analysis reveals clustering of breaks in periods with high uncertainty such as the recent financial crisis and the European debt crisis. The properties of the identified segments appear to vary substantially, pointing the importance of accounting for outliers and breaks. Regarding the volatility persistence, the existence of outliers bias the parameters estimates of the volatility persistence, while ignoring the possible breaks lead in spuriously high estimates of volatility persistence. Therefore, the volatility modelling is noticeably improved when breaks and outlier are taken into account.
A further interesting direction would be to study the volatility of other stock markets through the analysis of breaks and outliers and examine the possible transmission mechanisms across markets. 
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