This chapter provides a review of the statistical and modelling disciplines, their techniques and potential contribution to sustainable forest management (SFM). The main topics covered are: Mensuration and models for sustainable forest management (SFM) Inventory and monitoring for forest sustainability: criteria and indicators Models of tropical forests for the conservation of biodiversity Integrating information and models across spatial and temporal scales for SFM Climate and carbon models in relation to sustainability New techniques for the statistical analysis of sustainability data Uncertainly analysis in modeling and monitoring for SFM Forest data, information and model archives There are major contributions to be made, in particular in the areas of information and model integration where a synthesis of information and models across both spatial and temporal scales is required. There is a great need for international collaboration on the development of open and shared forest data and model repositories/archives, as well as continued development of forest information systems.
Introduction
First we give a brief introduction to the topic of sustainable (multi-functional) forest management (SFM) and some of its obvious challenges. We then give descriptions of "statistics" and "modelling" (S & M) and discuss briefly their relationship to SFM. The main body of the chapter focuses on a number of important areas in which there are further challenges to achieving the aims of SFM. The ways in which S & M have potential to meet these challenges and so contribute to research, understanding, and practice of SFM are reviewed and discussed.
Sustainable (multi-functional) Forest Management (SFM)
Forests have always had multiple uses and have always provided multiple services for society, including timber production. However, during the last two decades, and in particular since the Earth Summit in Rio de Janeiro in 1992, forest management has become increasingly complex. This has most significantly been so for the tropical forests of developing nations, where there have been large human populations directly dependent on non-timber products for their livelihood and survival. Hence the social and economic values of non-timber forest products to such forest-dependent communities must be included as part of the forest management envelope. The increasing scientific evidence that unique ecosystems and irreplaceable biodiversity resources are being lost through deforestation of tropical forest regions, and by climate change (whatever its cause) has heightened awareness of the need for forest management planning to include biodiversity conservation considerations. It is also of major importance to take into account the carbon sequestration role of forests and the potential they have to ameliorate global warming trends. Of course, the traditional role of forest management, to ensure the efficient production of timber products, remains of high economic importance for all the world's forested regions.
We have arrived at the concept, clearly enunciated in the Rio Earth Summit resolutions, of 'sustainable multifunctional forest management', the objective of which is the optimization of the production of multiple products -timber, wood for fuel, cork, berries, game, medicinal plants, etc… while maintaining the equilibrium of the forest ecosystem and satisfying society's current and future needs and demands for recreation, biodiversity, landscape and environmental conservation. This is not an easy task! Strictly speaking, optimization of all functions of multifunctional forestry is impossible, because the various functions compete for the same limited resources. Hence, optimization can only be in terms of a composite measure of those multiple functions .
The different types of data that arise in SFM (e.g. species labels, risk classes, biodiversity indices, etc…), together with a range of aims, invoke the use of a wide range of established techniques, based on assumed models. For analysis of structure in attribute space there is association/correlation analysis and latent-variable models (such as principle components and factor analysis). Examining dependencies and prediction models calls for regression analysis (including for example, mixed models and the multi-layer-perception neural network). In case-space the methods of cluster analysis and classification (e.g. multiple discriminant analysis, decision trees, etc…) are available. Simultaneous analysis in attributespace and case-space has ordination methods such as canonical correlation analysis and correspondence analysis which have been much used in population ecology studies. Methods are known as supervised or unsupervised according to whether they involve fitting procedures (Hastie et al. 2001) . All these techniques are used fairly routinely in SFM-related activities, from the analysis and use of satellite imagery, through modeling stand growth, to finding appropriate SFM indicators and indicator species, to mention just a few examples. However, there is much scope and need for the development and application of new models and methods appropriate to new problems as they arise in SFM.
Noise in data may arise from stochasticity, or from sampling and from measurement error, and leads to uncertainty in conclusions and risks in decision making. Characterizing these sources of error, their nature, properties, and detailed structure, and how they percolate through a SFM system is important if decision making in SFM is to be evidence based.
Statistics is the scientific methodology of the soft sciences (Rennolls 1995a) , and is often concerned with clarifying definitions of what is meant by entities and constructs, their attributes, measures and derived measures (indices, indicators etc…). Hence, statistics in SFM asks for clear definitions of biodiversity and sustainability. It asks about the meaningfulness of propositions/models (i.e. that they should be invariant under a change of measurement scale), and if those propositions/models can be demonstrated to be true in some sense, and identifiable and estimable from the data that might be available. For example, is it meaningful to aim for SFM in a climate-change scenario? Answers depend not only on the scales of measurement (and the resolution of measurements), but more importantly on the spatial and temporal scales within which each of the component features of SFM is meaningfully placed. It seems that in much SFM activity to date, basic definitions are not clear, and issues of meaningfulness, and achievability are assumed .
Statistics is closely related to machine-learning-based data mining, and knowledge discovery in databases (KDD). Statistics, data mining, and KDD depend heavily on data-visualization techniques, (Andrienko and Andrienko 2005) . These range from the simple scatter-plot and histogram to multidimensional techniques, kernel-smoothing and other non-parametric summarization methods. Tabular techniques range from the 2-way contingency table up to the data hypercube used in KDD. It is probably the case that in an area as complex as SFM, with multiple data sources, over a range of spatial and temporal scales that rational evidence-based policy and decision making will only be possible with extensive visualization support, including the use of geographic information systems (GIS). The ultimate use of discovered information and knowledge is in its deployment within information and decisionsupport systems. It is probably in the designing of such systems that there is most need for inter-disciplinary interaction and collaboration.
Modeling
The statistical models mentioned in the last section are data-driven. They merely attempt to describe the patterns and relationships inherent in a data set, and hence are often called descriptive or empirical models. Statistical modeling adopts the principle of parsimony: that the simplest model that adequately describes the data is the best model (Baker 2004). However, this principle can be a liability when science insists that the real world is complex, and that correspondingly complex models are required. Scientists are by definition modelers, and can and should make use of all of the models and techniques of statistics, when they are appropriate. Statistical modelers become scientific modelers as soon as they replace their parsimonious statistical models by models that come from the scientific theories of the domain from within which the data were collected. They should do so whenever possible. Hence, there should be no essential dichotomy between data-driven statistical modeling and science-driven modeling.
The main topics we cover in the following sections of this chapter are: Mensuration and models for SFM. Inventory and monitoring for forest sustainability: criteria and indicators. Models of tropical forests for the conservation of biodiversity Integrating information and models across spatial and temporal scales for SFM Climate and carbon models in relation to sustainability New techniques for the statistical analysis of sustainability data Uncertainly analysis in modelling and monitoring for SFM Forest data, information and model archives
Mensuration and models for SFM

Forest mensuration and sustainability
The measurement of a single forest stand, and of a single tree, must be fundamental to any sustainability monitoring programme that attempts to compare forests over time and space. Traditional forest mensuration has used sample plots, randomly or systematically located, to measure trees and hence to estimate stand state variables, such as mean number stocking, mean diameter at breast height (dbh), and stand top-height. Sample plots are usually of a fixed size but plots with a fixed number of trees can also be used (Paulo et al. 2005) . The variable-plot method, using a relascope/angle-gauge, provides an estimate of basal area stocking (Bitterlich 1947 , Holgate 1967 and top-height (Garcia 1998), and variations in its use have much potential in relation to plot mensuration for SFM (Gregoire et al. 1995 , Jordan et al. 2004 . All mensurational terms have specific meanings: for example, mean basal area is usually meant to be the quadratic mean diameter calculated from the mean basal area per tree; stocking is usually interpreted as the relascope measure consisting of the fraction that stem basal-area (at 1.3m) is of ground area, rather than mean basal area per tree, or number of trees per unit area. For stands consisting of simple mixtures of species, the measurement of each of the species on each plot should provide no problem. However, if the stand contains many species, mostly rare, and occurring in different layers within the canopy, as in the case of a tropical forest, then some form of nested sampling might be required. The gradsect of Gillison and Brewer (1985) , a transect which is oriented along the line of maximum gradient, while it reveals maximal sample species abundance, introduces a sampling bias for other stand variables. LIDAR offers ultra-high resolution 3-dimensional structural measurement of canopy surfaces and within-stand structure that offer much in terms of accuracy of stand measurement, but poses considerable analytical and processing challenges (Magnussen 1999 , Hill et al. 2005 . Integration of all forms of mensurational and sensing data, for SFM purposes, using data-fusion techniques, is the vision of 'Digital Forestry' (Zhao, G.A. et al. 2005) .
The validity of all mensurational measures depends implicitly on assumptions about how the tree or sample plot is selected. Appropriate use of mensurational data depends on how it is defined/obtained/sampled, and this information should always be captured in measurement metadata. For example, the usual measurement of stand top-height often involves selecting the largest girth trees in a plot for height measurement. This means that the bivariate heightdiameter relationship, and its spatial structure influence the way that top height should be estimated from the collected data: simple proportionality approaches are erroneous, (Matérn 1976 , Rennolls 1978 , 1979 , Garcia 1998 , Magnussen 1999b . The use of spatial models in the analysis of forest data was pioneered by Matérn (1960) .
A problem arises for the monitoring of sustainability over space and time because different countries, and even different regions in the same country, have differing mensurational practices. This problem of mensurational incomparability has been long known by organizations involved in attempting to combine forestry information from different countries (Köhl et. al. 1997 (Köhl et. al. , 2000 . Clear metadata for all mensurational datasets are essential. Models for inter-conversion between differing standards need to be developed ) if valid analyses of wide-scale spatio-temporal sustainability are to be possible: the administrative alternative of harmonization is prohibitively expensive.
Forest growth and yield models Models of forest growth and dynamics, used to predict the effects of different management practices on forest ecosystem behaviour over time, increasingly play a key role in supporting sustainable forest management (Munro 1974) . Models have evolved with the evolution of forest management objectives, and in so doing they have made use of increased knowledge about ecosystem functioning and technology development. Forest models were originally empirical growth and yield models, but today have evolved into a spectrum of models that ranges from state-space stand-level models (Garcia 2002), through distribution-based models, and individual-tree models to complex process-based ecophysiological models (Thornley 2006) . Each of these models has an area of application for which it remains the best model for management purposes.
Empirical forest models for SFM
Empirical forest models may be developed from any data collected from a forest -not necessarily growth and yield data! The data and models could relate to tree total biomass or biomass by components (Reed and Tomé 1998); tree health or mortality (Rennolls and Peace 1986) ; tree species (and hence biodiversity: Laumonier 1999a, 2000) ; seed, insect, pathogen, or fire dispersal; movement of animals around the forest, and the way in which they damage trees, or tree stability (Rennolls et al. 1990 ). Such models can get very complex and become much more than merely empirical models. If the forest data are measurements on trees, over a stand, and over time, then the models might be either standstructure models or growth models. All features of a forest, and their associated models would seem to be of relevance in relation to SFM, because each feature might conceivably be a means by which the desired sustainability is undermined.
Most empirical growth models use site-index (stand height at a predefined age) to characterize site productivity, though there are important exceptions. Such empirical models are adequate for describing growth and yield for the range of silvicultural practices and site conditions that were used to produce the sample-plot data to which the models were fitted. Some of the main contributions to the methodology of site-index and growth modeling are Bailey and Clutter (1974) , Borders et al. (1988) , Garcia (1983 , 1993 , 2005 ), Rennolls. (1995a , Amaro et al. (1998), and Cieszewski and Bailey (2000) , though there still seem to be some open questions concerning appropriate parameter characterizations for multivariate site-index and growth-model development.
Empirical growth and yield models exist for almost all of the most important temperate and boreal forest types, but they are not appropriate for yield predictions under conditions of changing climate, and are not valid for new silvicultural management treatments (Amaro and Tome 1999, Amaro et al. 2003) .
There are many empirical and descriptive stem models available, but process-based stem models are needed to relate stem form to SFM drivers (e.g. pipe models that relate canopy structure and stem form: Shinozaki et al. (1964) , Valentine 1985 , Rennolls 1994 , Mäkelä and Vanninen1998, Mäkelä 2002 ).
Distributional models of dbh are particularly important in empirical growth models because they lead to the assortment outputs. applied the important FVS model, which uses an empirical (non-parametric) diameter distribution model, in the context of climate uncertainty, and Zumrawi et al. (2002) considered the scaling properties of this model. Parametric distributional models have been given considerable attention over the last few decades, with the Weibull, the Beta, and the S B being most popular (Hafley and Schreuder 1977) . A recent addition to the toolkit is the LL distribution (Wang and Rennolls 2005) . Each of these is extendable into bivariate and higher-dimensionality multivariate models (Schreuder and Hafley 1977) . However, such models have limited usage in SFM unless the model parameters can be related to local stand and environmental variables, (Rennolls et al. 1985) .
Individual Tree Models for SFM
Individual-tree models are most suitable for the simulation of complex forests, and the effects of novel management interventions on them. In temperate and boreal forests, mixed and uneven-aged stands, and/or individual-tree based management strategies, such as continuous cover forestry, are most appropriately modeled using individual-tree models. Mitchell (1975) presented the earliest complete individual-tree forest model, TASS, which is still used as a practical forest management tool in British Columbia (Mitchell and Cameron 1985) . However, calibration of individual-tree models usually requires complete spatiotemporal data on large sets of contiguous trees. Such data sets are very expensive to collect and are not generally available. Further issues, often regarded as problematic, are that individual-tree models are computationally demanding, that their predictions are sensitive to initial configurations of trees, and that they might need to be smoothed for use in stand-level management. Yiu and Ashton (1995) argue that individual-tree models, hybridized with appropriate stand-level models or constraints, would be the ideal way of developing models suitable for use in tropical forests. Gap models are spatially explicit, but the modeling unit could in principle be either a tree or an area unit (Koehler and Huth 1998, Koehler et al. 2000) . The Hubbell (2001) 'neutral' individual-tree dispersal-based (gap) model (i.e. all trees of all species-labels have identical dynamics!) is distance independent. Hubbell's model has led to a recent breakthrough in forest biodiversity modeling, with the random drift phenomenon being central to this characterization. Chave (2004) provided a recent review of this ecological research on forest biodiversity. By using nodes on a lattice as the modelling unit in Hubbell's model, a simple gap model is obtained. It is clear that there is much scope for the convergence of forest-biodiversity modeling and forest-dynamics modelling, which will be of much use in support of future efforts towards sustainable forest management.
Process-based forest models for SFM
Process-based models (Dixon et al.1990 , Makela 2002 , Thornley 2006 have been developed to aid understanding of forest behaviour through the capture of knowledge of plant/soil and carbon/nutrient/water processes and interactions in the form of an integrated model. Such models are useful for long-term predictions, especially under changing management and climate. Practical problems with this type of model are their requirement either for very detailed data or extensive prior knowledge of process parameters of the component sub-models (Gertner et al. 1999) . Process-based models also require detailed climate and soil conditions to be specified: but usually neither detailed current soil condition nor future climate are known! Furthermore, the detail on the timber outputs of such models is generally inadequate. For example, the assessment of wood quality, or the choice of harvesting procedures and the estimation of their costs, depends on high-resolution information on spatial structure of a forest stand -such information is not usable in most process-based models -and features such as wood quality cannot be produced as outputs by (existing) stand-level process-based models.
Models of the 3PG type (Landsberg and Waring, 1997; Sands and Landsberg, 2002) are intermediate between very detailed process-based models and growth and yield models, in terms of their soil and climate data input requirements. This is may be one of the reasons why the 3PG model has been calibrated for several species and regions (Almeida et al. 2004; .
Models for the conservation of biodiversity in tropical forests
Plant and faunal biodiversity depend on initial status (e.g., whether a biodiversity 'hot spot' or remote island), site conditions (e.g., climate, natural disturbance regime, site productivity) and anthropogenic effects (e.g., fragmentation, harvesting, pollution). Sustaining this biodiversity requires knowledge of the surviving species and of their requirements for survival and proliferation, and involves managing the environment to enhance survival and moderate unwanted proliferation. Given the extent and rate of anthropogenic change (conversion of natural vegetation to agricultural and urban use, pollution, climate change), it may be argued that it is more important to provide for the process of speciation, rather than to provide for individual species. In either case, the key issues for biometricians and modelers include inventory of species and habitats, and monitoring and assessment of natural and anthropogenic changes, including climatic trends, natural disturbance regimes, site productivity, fragmentation (by broad-scale land conversion as well as by intrusion of linear barriers such as pipelines and roads), harvesting and hunting, and pollution such as nitrogen deposition. Modelers have dealt with these components rather unevenly, and it appears that no model has attempted to integrate all these aspects.
Floral and faunal inventory of terrestrial biodiversity is uneven in the tropics (and elsewhere). Known 'hot spots' and charismatic taxonomic groups tend to be over-sampled, while large areas and many taxa remain underrepresented. Maps indicating 'hot spots' and advocating greater conservation efforts rarely draw on all the information available (i.e. they rely on samples and expert opinion, rather than species distribution models, Guisan and Thuiller 2005), and tend not to indicate precision. Biometricians could contribute to bio-inventory efforts by helping to highlight areas of potential high biodiversity that remain undersampled, and by drawing attention to areas where the variance of current estimates is high. An inverse relationship between productivity and biodiversity has been reported for several habitats (Mittelbach et al. 2001 , Venterink et al. 2003 , and remote sensing is now routinely used to monitor and map carbon fluxes, but the relationship between productivity and richness does not appear to have been applied in bio-inventory. Site productivity has been neglected in the sustainability debate in other ways. Site index is a standard yardstick for sustainable plantation management, but site productivity assessment in tropical forests remains neglected and warrants further research (Vanclay 1992 , Vanclay et al. 1997 , with important implications for sustainable harvests and for expected species richness.
Much attention has been devoted to anthropogenic impacts on tropical forests: the consequences of fragmentation on species richness (Köhler 2003), time to recovery following harvesting (e.g. Vanclay 1990 ), estimation of allowable cut (e.g., Vanclay 1996) , and (in temperate forests) the consequences of nitrogen deposition (e.g. Spiecker et al. 1999) . However, there have been few attempts to consider the interactions between these various anthropogenic disruptions. If fragmentation leads to a gradual decline in species richness in tropical forests, what is the implication for allowable cut and for other environmental services? Can nutrient removal through harvesting timber (and other non-wood harvests) help to mitigate the impact of nitrogen deposition (or other pollution)? Modelers have supported studies of fragmentation (Turner 1996) , sustainable harvesting (Vanclay 1994) , pollution (Spiecker et al. 1996) , and subsistence land use (Prabhu et al. 2003) , but such studies remain to be integrated so that holistic system-wide impacts and opportunities can be examined.
Hybrid Forest Models
One approach that has been identified as a valuable way forward in sustainable forest modeling is the development of methodologies to combine a stand-level growth and yield model with a stand-level process-based model. In so doing, it is hoped that the users of such 'hybrid' models might benefit from the strengths of both model types, while the weaknesses of one model might be compensated by the strengths of the other (Monserud 2003) . Most of the attempts at hybridization of process-based and empirical models base the linkage on the site index/mean annual increment in volume relationship (e.g. Almeida et al. 2003) . Tomé et al. (2005) used a link between basal area and total above-ground biomass.
However, following Yiu and Ashton (1995) , it is suggested that a forest model that is able to predict detailed spatial stand structure, and able to make detailed biodiversity predictions, under a wide range of climactic, environmental, and management scenarios, will need to be a 'super-hybrid', combining the strengths of stand-level empirical growth and yield models, and stand-level process-based models, and an individual-tree-model representation of standstructure dynamics. The integrated models of Rennolls and Blackwell (1988) and Daniels and Burkhart (1988) represent early work in developing such super-hybrid models: they use a nested range of forest models, from individual-tree models, through stand-level models, to process-based model structures.
Requirements specification for an integrated SFM model '
At present, there is no single model that fully meets all the requirements for evaluating the sustainability of multi-functional forest management. Currently there are models each of which addresses one or more of the requirements. The modeling requirements envelope of an integrated SFM-model would include the following:
• take forest inventory data as its input • give 'good' predictions under climate change scenarios • take into account the full species list and genetics of the plant material • provide information on the effect of different silvicultural alternatives on all forest outputs -not only on tree growth, but also on other forest products and services • provide reliable predictions of mature stand structure and wood quality • take account of the effects of several different types of forest damage event -insect defoliations, acidic deposition, fire, wind-throw, etc…
This 'wish-list' at least serves the purpose of providing a target towards which forest modelers might aspire.
Decision support tools (DSS) for SFM
The integration of forest growth models into decision-support systems is a means of transferring new knowledge from scientists to policy makers and forest managers. Decisionsupport tools for optimal sustainable multi-purpose forest management need to be tailored for different user groups and stakeholders. 
Inventory and monitoring for forest sustainability: Criteria and Indicators
Forest sustainability assessments at broad geographic scales require data of the scope and breadth that only national forest inventories are currently capable of providing. Traditionally, these inventories have been based on the design-based sampling paradigm (Schreuder et al. 1993) , and have focused on individual tree attributes such as species, age, diameter, height, mortality, removals, and regeneration and collective tree attributes such as forest cover type and proportion crown cover. This traditional approach is well-suited for estimating some indicators associated with the Montréal Process and the Ministerial Conference on the Protection of Forests in Europe (MCPFE), such as forest area and timber supply. However, to address the entire set of criteria and indicators, new approaches are required. First, the traditional (T) variables are inadequate as indicators for criteria such as ecosystem health, water, and soil resources. Second, the additional (A) variables often require different sampling designs. Third, new approaches to estimation, particularly for addressing issues of uncertainty, are required. The statistical challenges include construction of suitable sampling designs, integration of them with traditional sample designs, compensation for inadequate sample sizes, integration of data in multiple forms and from multiple sources, and the estimation of uncertainty.
For purposes of addressing the Montreal Process and MCPFE criteria and indicators, national inventory programs have augmented traditional sampling regimes to include information on A variables such as tree crown condition, lichen diversity, air pollutants, understory vegetation, soil chemistry and erosion, and down woody material (dead wood). These attributes are sufficiently different in kind from the T variables that separate sampling designs may be required (McRoberts 2004) . For example, information on down woody material is collected from line transects, soil information is collected from soil cores, while tree-crown condition and air-pollutant injury are usually visually estimated. Because the greatest portion of costs for a forest inventory is attributed to travel to and from sample locations, the sampling designs for A variables are often integrated with the traditional sampling designs. This integration often takes the form of sampling the A variables at, or in close proximity to, the sampling locations for the T variables. Several undesirable effects may result. First, while the sampling design may be appropriate for the T variables, it may be inadequate for the A variables. As a first example, the strata constructed for stratified sampling of volume may be of virtually no use for stratified sampling of biodiversity or soil resources. As a second example, air-pollutant injury usually requires the presence of sensitive bio-indicator species such as lichens. The presence of these species tends to be highly spatially clustered, a condition for which traditional inventory sampling designs are often inadequate. This approach often does not produce estimates of the A variables with adequate precision. One cause is that sampling the A variables is usually substantially more costly than sampling the T variables. As a result, the A-variable sampling design is often less intense. For example, the ratio of A-variable plots to T-variable plots in the USA is 1:16 (Bechtold and Patterson 2005). A second cause is that natural variability for the A variables is often much greater than for the T variables, meaning that, even with comparable samples sizes, the precision of estimates for the A variables will be less.
Model-based approaches merit consideration as solutions to some of these difficulties (Smith 1976) . Rennolls (1981 Rennolls ( , 1983 provide an early example of the use of the model-based paradigm. The detrimental effects of inadequate sample sizes for particular A variables may be partially alleviated by developing models to predict them from observations of T variables.
This approach has been used successfully in the USA for predicting down woody material from T variables (Woodall et al. 2004) . As a second example, the probability of the presence of pollutant-sensitive bio-indicator species may be predicted from models based on T variables, and used as ancillary information for adaptive cluster sampling as outlined by Ståhl et al. (2001) .
New approaches to estimation are also required for some C & I variables (Requardt et al. 2004) . For example, tree-species richness is a measure of biodiversity for criteria of both the Montreal Process and the MCPFE. Because the total number of species occurring in any area will always be as great or greater than the number observed on sample plots, traditional sample-based estimators of species richness are inherently biased (Dorazio and Royle Policy makers and public administrators have historically asked the question of forest inventories, "How much?" and have been satisfied with sample-based estimates for large geographic areas such as counties, provinces, or regions. Forest managers and private landowners have always demanded results with high spatial resolution, the ideal requirement being a spatially explicit map. Increasingly, policy makers and public administrators are also asking the question, "Where?" and are demanding maps. This demand is particularly acute for C&I variables. Some indicators, such as area of productive timberland, are oriented toward the contributions of forest land, while other indicators, such as fragmentation or invasive species, are oriented toward threats to the contributions. Estimates of the amount of productive forest land per county threatened by an invasive insect are no longer sufficient; land managers and planners now require spatially explicit estimates so they can manage or eliminate the threat. The design of forest biodiversity reserves in large trans-national regions also requires spatially explicit maps.
It is important that map users realize that maps produced from forest inventories are estimates, and have associated errors and uncertainty. The analyses necessary to produce the spatially explicit map estimates for sustainability analyses must often integrate or combine spatial data for multiple indicators (Stein et al. 2005) . There are several important steps to the process. First, a sample of ground-based field inventory data for both T and A variables is required, though it may be possible to replace ground inventory by high resolution aerial photography, or use of new remotely sensed/scanned data, for example from LIDAR. These data are used to establish a predictive regression model between the A and T variables. This fitted model may then be used in conjunction with the more extensive data on T variables to obtain model-based estimates of contributions and threats where T variables are measured, but A variables are not. One may similarly make use of remotelysensed covariate data that is available over wide spatial regions, usually from satellite imagery, to obtain estimates over the whole domain covered by the imagery (McRoberts et al. 2002 , Tomppo et al. 2002 , LeMay and Temesgen 2005 . Note that even interpolation approaches such as kriging are essentially model-based, because they require models of spatial semi-variograms to be chosen and fitted. Alternative (non-parametric) approaches include nearest neighbour methods (Tomppo 1991 , McRoberts et al. 2002 , most similar neighbour (LeMay and Temesgen 2005) , and gradient nearest neighbour (Ohmann and Gregory 2002) . Geographic information system techniques may then be used to integrate the maps to produce spatially explicit map estimates, and predictions of where contributing forest lands are threatened. Estimates of total areas of contribution or threat are obtained by aggregation. The uncertainty associated with the predictions for individual mapping units (e.g. pixels) needs to be estimated as a measure of map reliability. This can be a difficult task, because there are several confounding sources of map error (Rennolls 2002) , and the map uncertainty will not be spatially homogeneous (Rennolls 1999b , Gertner et al. 2002 . Estimation of the uncertainty associated with the estimated total area at threat has its theoretical and computational difficulties, particularly if small mapping units such as the pixels of even moderate resolution satellite imagery are used.
Integrating information and models across spatial and temporal scales for SFM
The shift towards SFM has prompted demand for information and supporting models across a wide range of spatial scales. This information and the supporting models (ideally) must be compatible and consistent as we scale operations through stand, forest, regional, and ultimately to the global scale. Because forests cover about 30% of the earth's land areas (FAO, 2005) , this task of acquiring the necessary information at local and broader scales, and consistently integrating this information and models across spatial scales is challenging, to say the least.
Time scales for forest models also vary vastly. Photosynthesis sub-models of leaves in forest process models might have seconds as its natural time unit. However, daily and seasonal time scales are clearly appropriate at lower levels of temporal resolution. The annual time unit is the common basis from most stand-level models. Rotation time is a natural time unit for economic and sustainability analysis. Time scales for climatic and geologically based models are very long. Consistency, of models over time scales is an important requirement. The hybridization is a possible route to building models which span more than one time scale.
The need for forest models that scale from stand to landscape
Traditional forests models and inventories have focused on one stand, with stand measures (such as timber volume) that are additive: estimates or forecasts for a forest, composed of several stands, is simply the sum of the estimates or forecasts for each stand. For many nontimber forest products, (such as scenic beauty, species or landscape biodiversity, water quantity and quality, forest fire susceptibility, wildlife needs) the forest attribute or measure used is not simply additive over its sub-compartments. Assessment of such attributes needs to involve both temporal and spatial interactions of management options at the landscape level. Measures or indicators of scenic beauty and recreation might use multiple criteria analysis techniques (Mendoza and Prabhu 2003) , based on expert evaluation, or contingent valuation (Li and Mattsson 1995) . Non-timber benefits might be assessed through stand characteristics such as area of old forest, deadwood volume, through structural biodiversity indices or landscape metrics such as habitat suitability indices.
Hence, we need to add to the requirements specifications of the previous section the rather demanding requirement that the model should provide pertinent output measures or indicators of multifunctional sustainable forest management at the landscape level. That is, that our model should scale from forest compartment or stand through the forest level to the landscape scale.
Models, mapping and GIS
Some of the challenges of estimating maps from multi-source information at a single time, together with uncertainty maps of such estimated maps have been indicated above.
Combining such map estimates into a sequence of map estimates in order to monitor changes over short periods of time is required for SFM, but is a complex process involving many statistical methods and modeling stages. As the information needs increase to longer time periods, and to increased detail at all levels, models and methods used to link these sources of information and provide consistency across scales will necessarily become more complex. Linkages between series of remotely sensed images and spatially explicit growthforecast models are required, and these need to be integrated in a GIS framework. Such linkage between the GIS data and forecast models (e.g. Laumonier et al. 1999, Coops and Waring 2001) can improve the ability to estimate impacts of a variety of forest policies on forest attributes and economic returns.
Many methods to integrate across scales are in development, but have not been thoroughly evaluated in terms of their accuracy. There are issues of positional accuracy of all data sources. Sometimes it is not possible to estimate accuracy, since the analysis, depending on a mixture of scales in time and space, is intractable. Stage (2003) noted that long term field installations are commonly used to assess accuracy. However, often only limited circumstances are covered by these installations, they only cover prior circumstances, and are limited in both space and time.
Compromises must be made in terms of scale and the detail needed. For example, it is not possible to obtain habitat information for every species, nor is it possible to test every management intervention that might be considered. For some interventions, there will be little data, and models will not be designed to extend to very extreme cases. Nelson (2003) noted that the level of details needed likely vary with the scale of analysis; using one large model for all scales and information needs is not likely to be feasible.
Climate and carbon models in relation to sustainability
There has been much modeling activity over many years at many centres throughout the world in the area of climate change. Most national forest authorities have policies that include the conduct of a national carbon inventory, so that compliance with the Kyoto protocol of the CBD may be evaluated. Most national forest authorities make projections or predictions, but the level of sophistication of the underlying model-base varies considerably.
There seems to be a partial dichotomy in the approaches being used. North American and Australian efforts have focused on the development of holistic global models, whereas the the European approach has been (with some exceptions) more oriented toward a carboninventory audit. Much relevant recent climate and carbon work on both modeling and metrics at the global scale may be found on the US National Academy of Sciences site (http://dels.nas.edu/basc/reports.shtml).
The NASA Goddard Institute for Space Studies has been working on global climate change models for 25 years (Hansen et al. 1983) . The MIT Joint Program on the Science and Policy of Global Change' was founded in 1991 as an interdisciplinary organization, and focuses on the integration of natural and social science aspects of the climate issue. The Australian Government has a Greenhouse programme which is developing a sophisticated integrated greenhouse-gas model adapted to Australian conditions and requirements. The Lawrence Livermore Laboratory has taken a rather less detailed approach and considered extreme scenarios.
At the European level, the aim is to develop a "Quality (information) System for greenhouse gas (GHG) emissions and sinks". Ray et al. (2002) are rather tentative about the use of mathematical computer models, and apply the Ecological Site Classification (ESC) model to the UKCIP98 scenarios. R. describe an inventory-audit approach that makes use of the model C-Flow as well as a range of the Rothamsted models for carbon capture and release. Broadmeadow et al. (2005) report new sampling designs for monitoring UK forest carbon.
The Hadley Centre of the Meteorological Office in the UK, adopts a model-based approach, and runs a sophisticated programme in weather research, based on the use of powerful computational facilities and detailed physics-based models. Betts (2005) advocates the need for the development of integrated global modeling of all interacting systems (20 years after the Americans started doing it). The Hadley approach is a very high resolution approach requiring large data sets and powerful computational solutions. It is not clear if this level of resolution is appropriate to make meaningful global projections and predictions. Lenton and van Oijen (2002) use cellular automata to develop global models of Gaia as a self-adaptive system. Addition of local interactions into the model introduces instabilities, which are in turn quelled by extra variability and natural selection. Rial et al. (2004) in considering the non-linearities inherent in multi-component climate models, gives examples, over a range of time scales, of sudden and rapid transitions of climate that we do not adequately understand. Such examples warn us not to be too confident in our welldeveloped models. There are many uncertainties!
New techniques for the statistical analysis of sustainability data
Many new management methods for sustainable forestry are based on the results from broad-scale, long-term experiments. A good example is the use of thinning as a primary tool to increase the structural complexity of forests to promote forest biodiversity in the Pacific The mixed-effects model Though the mixed-effects model is the same in form as earlier variance-components and multi-level models, the routine use of mixed-effects models was only realized with the relatively recent arrival of inexpensive computing power and suitable software (e.g. Pinheiro and Bates 2000). Heterogeneous and auto-correlated observations (in space and in time) are often primary problems in analyzing experimental data. On the other hand, such features are hallmarks of broad-scale long term forest experimental data. In fact, it is true to say that the whole of forest research in this area is built on such problematic data.
With the use of mixed-effects models, we can accommodate within a unified framework several random effects (e.g. the effects due to individual experimental units) as correlated sources of variance, (Gregoire et al. 1997 , Peek et al. 2002 . Use of parametric mixed-effects models is now common in forest research (McRoberts 1996 , Zhao, D. et al. 2005 . The approach is particularly useful for experiments with pseudo replications (i.e., replications correlated in space, time, or both). By accounting for correlations among the data, we can make proper inferences from such experimental data. The mixed model is a descriptive parametric model, with the functional dependence on the parameters being either linear or non-linear. Statistical inference from the mixed-effects model framework still depends on the normality assumption for the error distributions. Such statistical inference is termed distribution-dependent and parametric (the parameters in this case being the means and variances of the assumed normal distributions).
Nonparametric statistical approaches
The assumption of a normal distribution for model errors has concerned researchers for a long time. In real-life, data that meet the normality assumption on the model errors are uncommon, and often the response is not a continuous measure (a requirement of the normality assumption, if interpreted strictly). An important approach that alleviates the need for the normality assumption is the randomization method. These ideas go back to the randomization distribution, used by R. A. Fisher (1936) in his classic, The Design of Experiments. Again, it is only with the arrival of inexpensive computing power that randomization techniques can be adopted practically, (Efron 1979a) . Methods within this framework include randomization tests, Tukey's jack-knifing, Efron's bootstrapping (Efron, 1979b) , and Monte Carlo tests. Manly (1997) provided an excellent overview on the use of randomization methods in biology. Theoretical approximations of the randomization process provide non-parametric estimators of population parameters such as species richness (Chao and Shen, 2004) . The use of Monte Carlo approaches to estimate the parameters of complex Bayesian models is the foundation of modern spatial point-pattern analysis (e.g. Diggle 2003) , an area which has an important potential contribution to make to research related to sustainable forest management.
Another issue in the analysis of much complex forest experimental data is that it is often either not possible, easy, or convenient to formulate an explicit parametric trend or response model (either linear or nonlinear in its parameters). It is often sufficient to approximate response trends using non-parametric data-smoothing approaches. Several modern statistical methods are based on the approximation of the true response function by a series expansion in terms of a set of basis functions (Hastie et al. 2001) . Examples include smoothing splines (Wahba 1990) , generalized additive models (GAM) (Hastie and Tibshirani 1986, 1990) , artificial neural networks, and wavelet representations. Guan et al. (1997) used neural networks to approximate complex uncertainty functions.
Mixed-effects models and nonparametric modeling approaches can also be merged to produce semi-parametric and non-parametric mixed-effects models. Verbyla et al. (1999) used smoothing splines to analyze longitudinal experiments, and Guan et al. (2005) applied a semi-parametric mixed-effects model based on smoothing splines to analyze effects of thinning on microclimates. Such techniques have the potential to contribute significantly to the way in which sustainability data is analyzed in the future.
Uncertainly analysis in modeling and monitoring for SFM
Model users often use models as if they were a true representation of a deterministic reality. However, reality, and data obtained from it, are often stochastic in nature, or so complex that it may be regarded as so. Even in simple parametric trend models the response variable, conditional on the regressor variables, has an error distribution, and hence parameter estimates are uncertain also. More general error-in-regressor models introduce more uncertainties into parameter estimation. Prediction from fitted models is therefore uncertain, and the sensitivity of predictions can depend critically on how the sample data are distributed over time and space.
Assessing the quality of a modeling system, which is to be used to assess sustainability, is a difficult task. This is particularly true for multi-component systems, whose prediction qualities are determined by the interactions of those components as well as by their inputs. In such a system, the outputs from one component are used as inputs for other components. Errors from components propagate and accumulate throughout the entire system, and the effects will be evident in the final predictions.
Error and uncertainty analysis constitute a fundamental aspect of simulation studies of models (e.g. Gertner et al. 1981; Recknagel; 1984; Dale et al. 1984; Gertner 1987; Hannes et al. 1991; Summers et al. 1993 , McRoberts 1996 . Important objectives of this type of analysis include identification and quantification of different sources of input uncertainty, which propagate through the model to produce error in model predictions and projections. One framework for conducting error-uncertainty analysis is with an error budget (Gelb et el. 1974; Gertner et al. 1992 Gertner et al. , 1995 Gertner et al. , 1996 Gertner et al. , 2004 Guan et al. 1997 ).
An error budget can be considered to be a catalogue of the different error sources that allow an (additive) partition of the prediction variance (and bias) in terms of their sources. Additivity of the error budget is ensured by the inclusion of interaction terms in the budget model to take account of non-additive effects. An error budget may be regarded as a form of mixedeffects model and this framework can be used to formulate a model of the effects at different temporal and spatial scales .
All major sources of error may be accounted for by building ANOVA-like tables that show how prediction variance originates from the propagation of different sources of model-input error. The components that contribute the most toward the final prediction variance or bias can be identified, and thus the absolute and relative contributions of the various sources of errors may be examined, partitioned, compared, and assessed in different ways. For example, errors may be partitioned as:
sampling errors, measurement errors, grouping errors, and expert-opinion error, etc. errors contributed by different inputs, groups of inputs, and modules, etc. errors associated with stochastic and non-stochastic input variables. controllable and uncontrollable sources of uncertainty, etc.
Error budgets allow optimization of both data collection and field experimentation in terms of error management (Köhl 2001) . When a model is used for formulating and testing sustainability hypotheses, the estimated uncertainty can and should be accounted for as if the hypotheses were tested with real-world data (Parysow and Gertner 1999).
The primary benefit of the use of an error budget is acknowledgment that error and uncertainty exist, and that they are reported. When using the SFM model, the model user will know that there is uncertainty, and will use the model with full knowledge of the uncertainty and risk (probability and cost) of making incorrect predictions. The SFM model user can assess the probable costs of making mistakes due to SFM-model uncertainties versus the costs for improving the models.
Forest data, information and model archives
Forest mensurationists have been collecting and storing forest and tree data for centuries so that eventually an understanding of how forests grow and yield timber can be developed. This empirical research has been paralleled by long-term data-collection exercises of forest ecologists and environmental scientists. Such long-term data has been regarded in the forest research sector as a crucial and valuable resource to be conserved for eventual use. In recent decades, the relatively cheap availability of large computer storage resources, combined with the ability to rapidly manipulate, search analyze and re-analyze this forest data has meant that such data has become even more useful than in the pre-computer era. Also, the automatic capture of forest data by various remote sensing techniques has seen an explosion in the amount of forest data that is now stored in computer databases. The importance of conserving such vast information resources has been well recognised in many national and international projects, e.g. the EU EFIS project (Schuck et al. 2005 ) the FAO FRA2000 project, and the IUFRO GFIS Task Force (Paivenin et al. 2001) . Other projects catalogue information about long-standing forest experiments from permanent and temporary sample plots (e.g. TROPIS, Vanclay 1999, Baker and Howard 2001) . However, there has been little progress in developing international collaboration on systems to implement open access data archives of historical data for wider SFM analysis. In the context of the European NEFIS project, Rennolls et al. (2004a) make recommendations on the need for using modeling methods to satisfy harmonization requirements, while Rennolls et al. ( , 2005a outline the architectural and ontological features required in the construction of international forest data repositories. suggested that data archives need to store historical satellite imagery to facilitate future SFM growth and change modelling. Rennolls et al. (2001) argue that a Forest Model Archive (FMA) is also needed, and some prototypes do now exit (www.forestmodelarchive.info). Such open, shared archives of forest models would encourage international SFM collaboration, and help to support and enable the building of hybrid models which scale across the spatial and temporal scales that are involved in SFM.
Conclusions and recommendations
In the last two decades, there have been substantial developments in both statistical techniques and the forest modelling. The needs of multi-functional SFM call for consistent and openly accessible information which spans a range of spatial and temporal scales. It seems likely that this will only occur by the development of underpinning models which are consistent, and scale appropriately over the levels of the space and time hierarchy.
The challenge of developing such a scalable model-base is very substantial. The quantity of data available from automatic sensing devices is increasing very rapidly, and to deal with such data volume, in conjunction with the increasing complexity of models needed, will mean that expanding computing resources will need to be fully used. It is likely that grid-technology will need to be integrated in the programme. It is clear that there will be much interdisciplinary collaboration required, between statisticians and modelers on the one hand, and software, information and knowledge engineers on the other, if the needs of policy and decision makers in SFM are to be met.
Having stated this need for inter-disciplinary collaboration, it may also be noted that there is some danger that professionally trained statisticians and mathematical modelers might be dropped from team efforts. With increasing computing power, and easy access to statistical and modeling software packages, it is possible that forest scientists might regard it as advantageous to take over these central modeling activities themselves. Rennolls (2004a) has argued that this would not be a satisfactory approach, because the current challenges are of such magnitude that continued involvement of statisticians and mathematical modelers in the development of new techniques is of crucial importance.
In the area of sustainable multi-functional forestry, it is clear that the most desperate situation continues to exist in the developing world. Economic income from timber trade is crucial to the economic survival of many developing countries, and rapid clearance of the remaining tropical forests of the world continues. Tropical forest biodiversity resources are bound to be lost. Conservation activities, including research into SFM modeling and information management, can play an important role. However the scientists and biometricians of the developing nations do not have the time or the resources to deal with the issues before it is too late. The richer developed nations of the world, all of which have temperate or boreal forests, do not have the biodiversity threats that face the developing nations of the tropics. It should be the duty of global science to address these issues, and to develop effective means for the sharing of scientific and technical expertise, and to support financially as well as scientifically the solution of these major global forest sustainability problems.
