A methodology for the concurrent optimization of beam orientations and beam weights in conformal radiotherapy treatment planning has been developed and tested on a cohort of five patients. The algorithm is based on a beam-weight optimization scheme with a downhill simplex optimization engine. The use of random voxels in the dose calculation provides much of the required speed up in the optimization process, and allows the simultaneous optimization of beam orientations and beam weights in a reasonable time. In the implementation of the beam-weight optimization algorithm just 10% of the original patient voxels are used for the dose calculation and cost function evaluation. A fast simulated annealing algorithm controls the optimization of the beam arrangement. The optimization algorithm was able to produce clinically acceptable plans for the five patients in the cohort study. The algorithm equalized the dose to the optic nerves compared to the standard plans and reduced the mean dose to the brain stem by an average of 4.4% ͑Ϯ1.9, 1 SD͒, p value ϭ0.007. The dose distribution to the PTV was not compromised by developing beam arrangements via the optimization algorithm. In conclusion, the simultaneous optimization of beam orientations and beam weights has been developed to be routinely used in a realistic time. The results of optimization in a small cohort study show that the optimization can reliably produce clinically acceptable dose distributions and may be able to improve dose distributions compared to those from a human planner.
I. INTRODUCTION
In recent years there has been an increased interest in the use of ''inverse planning'' to improve radiotherapy treatment planning. The term inverse planning is usually associated with intensity-modulated radiotherapy ͑IMRT͒, but can also be applied to conformal radiotherapy treatment planning with geometric field shaping but uniform fluence. The process involves a human planner deciding the desired dose distribution required for a particular patient. The desired dose distribution must then be described as a series of dosevolume, dose-threshold, and/or mean-dose constraint points for organs at risk ͑OARs͒ and the planning target volume ͑PTV͒. An optimization algorithm uses these constraints in order to optimize the parameters available for change, e.g., fluence profiles in the case of IMRT.
When devising a conformal radiotherapy treatment plan, the human planner must choose a number of parameters to categorize the plan. For example, they must choose the type of radiation to use, i.e., electrons, photons, protons, or a mixture, the energy of the radiation, the number of incident beams, the beam arrangement, whether to use wedges, and finally determine the beam weights to produce the dose distribution. Therefore a radiotherapy plan consists of a large number of dependent variables that are often set by a human planner in a sequential manner. Computer optimization techniques can be used to optimize radiotherapy treatment plans, but the time required to optimize all the parameters is prohibitive even with modern computers. For this reason, often a subset of parameters is chosen such as the beam weights. In this situation, the human planner chooses the type of radiation, radiation energy, and beam arrangement, and the computer optimization routine determines the best beam weights to satisfy the planning constraints devised by the human planner.
There have been many attempts to optimize the beam arrangements for conformal radiotherapy. [1] [2] [3] [4] [5] [6] [7] Due to the complexity of the problem and the large search space involved, the beam weights and beam orientations are not simultaneously optimized. Instead, the beam arrangement is devised and the beam weights subsequently determined. Although this models how a human planner arrives at a treatment plan, it would seem advantageous to simultaneously optimize both the beam orientations and beam weights. In this paper we propose a method for the routine optimization of conformal radiotherapy treatment plans via a process of concurrently optimizing the beam orientations and beam weights.
II. METHOD
The optimization algorithm is based on the beam-weight optimization algorithm developed by Oldham et al. 8 More detailed information regarding the optimization routine can be found there 8 and is simply summarized here. The beamweight optimization algorithm employs a downhill simplex algorithm to minimize the cost function. The cost function has three separate components for the three types of patient structures. The first structure is the planning target volume ͑PTV͒. The cost function for the PTV takes the simple form of a quadratic cost function that tries to produce a uniform dose to the PTV. The second type of structure is an organ at risk ͑OAR͒. Dose-threshold or dose-volume constraints can be devised for the OARs whilst the mean dose to the structure can also be minimized. 5 The third structure is tissue not included in OARs or the PTV and is described as rest-ofbody ͑ROB͒ tissue. The mean dose to the ROB can be minimized with the algorithm. The relative importance of the different structures, and various cost function components in the case of OARs, is controlled via the use of importance factors. The importance factors are set by the human planner using a trial-and-error method to devise a suitable parameter set.
It is expected that when optimizing the beam arrangement, local minima may be present in the search space. Although it is possible to find the global minimum of such a search space by randomly restarting a downhill search technique, there is no guarantee that the global minimum will be found. For the optimization algorithm it was decided to employ an optimization engine capable of escaping from local minima. Therefore, a fast simulated-annealing algorithm is used to control the optimization of the beam arrangement. By carefully setting the parameters in the fast simulatedannealing algorithm, the global minimum can consistently be found. Rowbottom et al. 5 describe the method of determining the fast-simulated annealing parameters to ensure that the final beam arrangement is independent of the starting position and that the global minimum is reached in a reasonable time scale for a beam-orientation optimization algorithm. To reduce the initial search space, some beam orientations are removed from the search space a priori. There are two examples of where beam orientations can be removed from the search space. First, beam orientations that would result in a collision between the treatment gantry and patient couch are removed. Second, if an OAR has a low radiation tolerance and can be completed avoided, e.g., the lens of the eye, then beam orientations passing through the OAR are removed from the search space. A similar technique was developed for the determination of beam arrangements for IMRT in the case of postsurgical irradiation of the parotid. The starting beam arrangement is chosen at random from the pool of viable beams. The possible range of gantry angle in the pool is 0°-360°in 5°increments, and Ϫ90°-90°in 5°increments for the couch angle. The beam weights of the arrangement are optimized using the downhill simplex algorithm and the final cost function value is used as the starting cost function value for the beam-arrangement optimization. Grains of gantry and couch angle are added to each beam in the beam arrangement, with the size of the grains controlled by a Cauchy distribution, to produce the new beam arrangement to be tested. The new beam arrangement is taken through the beam-weight optimization routine and a new cost function value is produced. The new arrangement is chosen if the change in cost is less than zero. Although this appears to be a downhill technique, the long tails of the Cauchy distribution allow the escape from local minima via a process of tunneling. 10 The fast simulated annealing algorithm considers 500 beam arrangements. Experience with the algorithm has shown that the global minimum is usually reached within the first 250 iterations, so the total number tested by the algorithm is set to twice this value.
The simultaneous optimization of beam orientations and beam weights is a CPU intensive task. In order to develop an optimization algorithm in a reasonable time scale, certain methods need to be introduced to speed-up the optimization process. One of the main reasons for the CPU intensive nature of the optimization is that the large number of voxels representing the patient must be looped over numerous times to calculate the cost function for each iteration. A potential method to speed up the optimization would be to reduce the number of voxels representing the patient. This is certainly not a new technique and Langer et al. 11 presented a method of beam-weight optimization using relatively few random points for a pelvic radiotherapy case in 1990. In addition, Niemierko et al. 12 presented a method of using random voxels for the rapid evaluation of treatment plans. They concluded that using random sampling reduced the number of calculation points required to achieve a given accuracy compared to a rectangular grid and highlighted the potential speed-up in calculation using this method.
To help reduce the time for optimization the use of random voxels in the dose calculation algorithm within the beam-weight optimization routine was introduced. The sampled volume of the patient was reduced to 10% of the original by randomly selecting 10% of each structure outlined. The ROB voxels representing normal tissue not considered at risk was also taken into account and reduced to 10% of the original volume. In this process the relative volume of the PTV, OARs, and ROB was maintained. It was found that this method was required as it negated the possibility of having an outlined structure with no voxels in the random voxel representation of the patient. As expected, in the case of having no or very few voxels of a structure in the beam-weight optimization it was found that no control could be gained over the dose distribution in that region. Other methods were also introduced to reduce the time for optimization algorithm. These included employing a fast, but less accurate dose calculation, neglecting inhomogeneity correction, and altering the tolerance value for the downhill simplex algorithm. Reducing the tolerance value for the downhill simplex algorithm allows the beam-weight optimization algorithm to stop when all vertices of the simplex are within a higher tolerance range and so arrive at a solution more quickly than using a small tolerance value. For the normal beam-weight optimization algorithm the tolerance value is set to 0.0001 whereas in the simultaneous optimization algorithm the tolerance value was set to 0.01.
To test the ability of the optimization routine to produce acceptable radiotherapy plans, a patient cohort of five patients with tumors of the mid-brain were considered. The patients represented a variety of tumor types and volumes as outlined in Table I . ''Standard'' treatment plans were devised by a human planner based on the work of Perks 13 and consisted of eight geometrically shaped noncoplanar beams from four beam directions. Each beam direction contained an open and wedged beam ͑60°nominal wedge angle͒, combined to determine the optimal wedge angle. Table I shows the standard beam arrangement for each patient in the cohort. A gantry angle of 0°corresponds to an anterior field with increasing angle clockwise around the patient. The couch angle of 0°corresponds to the couch position perpendicular to the gantry and increasing couch angle as the table is moved clockwise. The plan was recreated on our research treatmentplanning system, VIRTUOS, 14 and the beam weights were optimized using the downhill-simplex algorithm using all the patient voxels. The process of developing noncoplanar plans can be a time-consuming process and so it was hoped that a computer algorithm could be developed to reduce this time whilst still producing acceptable plans.
The aim of the study was to determine whether the new optimization algorithm could produce acceptable treatment plans with the same number of beams as the standard plan via the concurrent optimization of beam orientations and [15] [16] [17] [18] For simplicity, in the optimization algorithm the wedge orientation was chosen in the direction of the greatest angle between the surface and the perpendicular direction of the central axis of the beam. The wedge is therefore considered simply as a missing tissue compensator and helps to minimize the dose gradient across the PTV for the single beam direction. It was noted that for the beams chosen in the standard plans, the wedge-angle orientation was often chosen in this manner and hence the optimization algorithm was, in a limited way, mimicking the process of a human planner. A secondary consideration was whether the manually optimized plans could be improved by the use of the optimization algorithm.
As the dose-model and beam-weight optimization algorithms in the optimization routine differ from the one used for the standard plans, the optimised beam arrangement was put onto VIRTUOS and the beam weights reoptimized using the same beam-weight optimization algorithm as used for the standard plans. At this stage an inhomogeneity correction was included in the optimization of the beam weights. Table II gives the final cost function value when optimizing the beam weights using 1%, 5%, 10%, 20%, 33%, 50%, 100% of the original patient voxels chosen at random. The final cost function value given in Table II was recalculated from the final beam weights using the full patient dataset. The final cost function values given are all relative to the full patient dataset calculation, i.e., where 100% of the voxels were used in the beam-weight optimization. Table II shows that using less than 10% of the patient voxels results in a higher final cost function value as the dose distribution can no longer be controlled with so few voxels in the dose calculation within the beam-weight optimization algorithm. Figure 2 is a dose-volume histogram ͑DVH͒ for an example patient for two competing plans. Both plans contain the same beam arrangement, but plan A was calculated using the whole patient dataset in the beam-weight optimization algorithm, whereas plan B was calculated using just 10% of the patient voxels chosen at random, but preserving the relative volume of the structures. The figure shows negligible degradation in the dose distribution from using random voxels in the beam-weight optimization algorithm.
III. RESULTS
The beam arrangement contained eight beams from four beam directions as described earlier. For a single beam arrangement, the beam-weight optimization algorithm using all the patient voxels required 123 s to find a solution on a DEC AlphaStation 233, whereas the random voxel version required just 23 s. This represents a considerable increase in the speed of optimization by the introduction of choosing random voxels for the dose calculation within the beamweight optimization. When considering the fact that to optimize the beam orientations many hundreds or thousands of beam arrangements are required for testing and each arrangement needs to have optimized beam weights, the speed-up can be seen to have even more significance.
The ability of the algorithm can initially be demonstrated with an example patient. Figure 3 is a three-dimensional representation of an example patient showing the location of the PTV and OARS. The brain is outlined for this patient, but has been omitted from the figure so as not to obscure the PTV and other OARs. For the optimization plan, the inverse planning constraints and the importance factors are given in Table III. Table III highlights the amount of information required a priori regarding the desired dose distribution. The DVH for the example patient is given in Fig. 4 for the standard treatment plan and the optimization algorithm plan. It can be seen from Fig. 4 that the optimization routine has attempted to equalize the dose to the two optic nerves by increasing the dose to the right optic nerve whilst reducing the dose to the left optic nerve. This equalization results in a reduction of the maximum dose to the left optic nerve from 75.8% to 62.7% whilst at the same time increasing the maximum dose to the right optic nerve from 11.3% to 44.9%. The dose-threshold constraint for the optic nerves given to the optimization algorithm was 50% relative dose. The integral dose to the brain stem has been reduced compared to the standard plan with a mean dose of 34.9% for the standard plan compared to 28.6% for the optimized plan. The maximum dose is similar in the two cases. The integral dose to the brain has been reduced with the mean dose in the optimized plan 2.7% lower than the standard plan. However, the volume of brain receiving more than 90% dose is higher for the optimized plan. 5.3% of the brain receives more than 90% dose in the standard plan compared to 8.5% for the optimized plan. Figure 5 provides a graphical representation of the beam arrangements for the standard plan and the computer optimized plan. Figure 5 shows that the near-vertex beam in the standard plan delivers a significant dose to the brain stem, whereas in the optimized plan, a similar beam is employed, but angled away from the vertex so as to only partially irradiate the OAR. The change in this beam direction results in a reduction in the mean dose to the brain stem for the optimized plan.
The optimization algorithm took approximately 50 min to determine the optimal beam arrangement for the example patient on a DEC AlphaStation 233. The optimization tested 500 beam arrangements within the fast simulated-annealing algorithm. It should be noted that the time for optimization is noninteractive time for the human planner. The only human input required by the algorithm is the dose prescription and importance factors which is a very small amount of time at the beginning of the optimization process. Figure 6 shows the minimum, maximum, and mean dose to the PTV averaged over the five patients for the standard and optimized plans. The error bars are due to the spread in values over the patient population. Figure 6 shows that the optimization algorithm has been able to produce acceptable dose distributions for the PTV. Figure 7 shows the maximum doses for the OARs, aver- aged over the patient population, for the standard and optimized plans. The variability over the patient cohort led to the large error bars seen in the figure. The mean OAR doses, averaged over the patient cohort, are shown in Fig. 8 . Figures  7 and 8 show that the optimization algorithm has been successful in finding clinically acceptable solutions. For the majority of OARs there is little difference between the standard and optimized plans. In the case of the optic nerves the optimization algorithm attempted to equalize the dose to the two structures and this is reflected in the maximum doses received. The optimization algorithm has reduced the mean dose to the brain stem from 50.1% ͑Ϯ21.7͒ to 45.7% ͑Ϯ22.0͒, a statistically significant reduction of 4.4%, p valueϭ0.007 using a paired Student's T-test. The dose to ''nonoutlined'' or ROB tissue for the patient cohort is very similar for the standard and optimized plans. The mean ROB dose averaged over the patient population was 7.7% ͑Ϯ4.2͒ for the standard plans compared to 7.6% ͑Ϯ4.5͒ for the optimized plans. The maximum ROB dose was lowered by the optimized plans with an averaged maximum dose of 58.8%
͑Ϯ24.8͒ compared to 63.1% ͑Ϯ21.2͒ for the standard plans. However the reduction was not statistically significant for the patient population.
IV. DISCUSSION AND CONCLUSIONS
When considering optimizing the beam arrangement in radiotherapy it is important to also consider the beam-weight optimization. The value of the beam weights can have a significant effect on the dose distribution for a given beam arrangement and so an ideal procedure is to simultaneously optimize the beam orientations and beam weights within an optimization routine. The major drawback to this approach is the time for optimization as several hundred beam arrangements need to be tested and for each new beam arrangement a beam-weight optimization algorithm must be applied. To help overcome this problem, the patient dataset was represented by randomly selecting patient voxels. This technique allowed just 10% of the original patient voxels to be used in the optimization, greatly reducing the time for the beamweight optimization part of the algorithm.
The use of random voxels in the dose calculation algorithm within the beam-weight optimization algorithm works well in the case of conformal radiotherapy. This is mainly due to the fact that the beam intensity is constant, or linearly varying in the case of a wedge. Therefore it is not possible to produce holes in the resulting dose distribution as it would be for IMRT treatment planning if insufficient voxels were sampled. The dose gradients for such beams is also not as great as for IMRT, reducing the error in the evaluation of the dose-volume constraints with the use of random voxels.
The determination of the wedge orientation in the current optimization algorithm is limited to providing missing tissue compensation. Other automatic techniques have been developed to optimize the wedge orientation. The simplest technique involves minimizing the dose gradient across the PTV. 15 the wedge orientation selection directly into the beam-weight optimization algorithm. The use of more complicated techniques for determining the wedge orientation into the optimization algorithm would increase the time for treatment plan optimization, but may lead to greater improvements in the final dose distribution. The optimization algorithm can be viewed as advantageous in a number of ways. The human planner is required to determine the desired dose distribution for a given patient and treatment technique and assign the relative importance of the various structures. The optimization routine is then able to find a beam arrangement that is at least as ''good'' as the human planner would have devised, but in a fraction of the time. For the patient cohort presented the optimization routine has been able to provide modest improvements in the dose to critical structures such as the optic nerves and brain stem. In addition, the algorithm provides flexibility in that the input parameters can easily be altered to account for a change in the desired distribution. For example, if a clinician decides to accept a higher dose to the brain in order to reduce the dose to the brain stem, then the desired dose distribution can be altered and a new plan found.
With the yearly increase in computing speed the future will provide the opportunity to optimize a greater number of variables in the treatment planning process. The increased computer speed and power will allow the reduction of many of the simplifying assumptions that were necessary with the current technique to produce a reasonable treatment plan in a realistic time scale. The fact that reasonable treatment plans have been found with such simplifying assumptions provides a level of confidence that future developments will produce at least as ''good'' treatment plans. The widespread introduction of IMRT in clinics around the world has introduced inverse planning to a much wider audience. The skills required for the inverse planning side of the optimization, i.e., setting the dose constraints and importance factors for the structures to produce the desired dose distribution, will be invaluable in optimization of IMRT and non-IMRT treatment plans for radiotherapy.
