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Abstract
The main result of this paper is an analogue to the theorem of
Chevalley-Shephard-Todd for pseudoreflection groups over Dedekind
domains. An intermediate result is that every finitely generated regu-
lar graded algebra over a Dedekind domain is isomorphic to a tensor
product of blowup algebras.
Introduction
The famous theorem of Chevalley-Shephard-Todd states that the ring of
invariants of a finite pseudoreflection group G over a ground field in which
|G| is invertible is isomorphic to a polynomial ring over this field. The main
goal of this paper is to generalize these results from ground fields to ground
rings, more specifically to ground rings which are Dedekind domains. The
restriction to Dedekind domains is natural, since in the important case of
irreducible pseudoreflection groups over the complex numbers, every such
group can be defined over the ring of integers of an algebraic number field.
In many cases, in particular in all the exceptional cases in the classification
of irreducible complex pseudoreflection groups by Shephard and Todd [7],
this ring of integers is in fact a principal ideal domain, and for principal ideal
domains we find especially nice results. There is a proof of the theorem of
Chevalley-Shephard-Todd due to Smith [8], which is based on the fact that
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a finitely generated graded algebra over a field is isomorphic to a polynomial
ring if and only if its global dimension is finite. A Noetherian ring has finite
global dimension if and only if it is regular, and our approach in this paper
is based on a similar characterization of all finitely generated regular graded
algebras over a Dedekind domains: every such algebra is isomorphic to a
tensor product of blowup algebras; over a principal ideal domain, such a
tensor product is always a polynomial ring.
Section 1 starts with various basic properties of tensor products of blowup
algebras. These are used in Section 2 to proof that every finitely generated
regular graded algebra over a Dedekind domain R is isomorphic to a tensor
product of blowup algebras of ideals in R (see Theorem 2.1), and that such
an algebra is isomorphic to a polynomial ring if and only if the degree-d-
part is a free R-module for every d ∈ N (see Theorem 2.4). In Section 3
we apply this to rings of invariants of finite pseudoreflection groups over
Dedekind domains. The first main result is that the ring of invariants of a
pseudoreflection group over a Dedekind domain R is isomorphic to a tensor
product of blowup algebras if and only if the ring of invariants over the
localization Rp is a polynomial ring for every maximal ideal p ⊂ R. Here
as in every other main result of Section 3 we can replace "tensor product of
blowup algebras" by "polynomial ring" if we assume that R is a principal
ideal domain. Then we prove criteria under which rings of invariants over
discrete valuation rings are polynomial rings (see Propositions 3.4 and 3.10).
By putting these results together, we obtain that the ring of invariants of a
pseudoreflection group over a Dedekind domain R is isomorphic to a tensor
product of blowup algebras if the group order is invertible in R (see Theorem
3.8); this is the direct generalization of the theorem of Chevalley-Shephard-
Todd. In Theorem 3.11 we assume that for every maximal ideal p ⊂ R the
canonical group homomorphism from the given pseudoreflection group G ⊆
Gln(R) to Gln(R/p) is injective, and then prove that the ring of invariants
over R is isomorphic to a tensor product of blowup algebras if and only if for
every p the ring of invariants over R/p is isomorphic to a polynomial ring,
the ring of invariants over Quot(R) is a polynomial ring, and the generators
for all these polynomial rings have the same degrees.
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1 Blowup algebras
In this section we develop some basic results on blowup algebras and tensor
products of these, which we will need to prove the structure theorem in the
next section. We shall always assume that R is a Dedekind domain and
I1, . . . , In are nonzero ideals in R. Although the results in this section are
quite elementary, I did not find them in the literature. We first recall the
definition of a blowup algebra (see [3]): for a nonzero ideal I ⊆ R, the blowup
algebra of I in R is the graded algebra BIR :=
∑
n∈N0
In. We introduce the
following notation for tensor products of blowup algebras:
BI1,...,InR := BI1R⊗R · · · ⊗R BInR.
We can make each blowup algebra BIR into a graded ring in several different
ways, since we can choose an arbitrary integer d > 0 and then assign the
degree d to all elements of I. When we want to make RI1,...,In into a graded
ring, then we can choose one of these gradings for each of the factors BIiR.
When we write in the following that some graded ring S is isomorphic to
BI1,...,In, then this always means that for one of the gradings on BI1,...,In
defined above there is a graded isomorphism S ∼= BI1,...,In; we use the same
convention in the special case of polynomial rings R[x1, . . . , xn].
Our first step is to compute certain localizations of the algebras BI1,...,InR,
which we will need for our later results.
Lemma 1.1. Let P ⊆ R be a prime ideal and U := R\P . Then we have
U−1BI1,...,InR
∼= RP [x1, . . . , xn].
Proof. Since U−1(BI1R ⊗R · · · ⊗R BInR)
∼= (U−1BI1R) ⊗U−1R · · · ⊗U−1R
(U−1BInR) we only have to concider the case n = 1. In this case we have
U−1BI1R = ⊕n∈N0U
−1In1 , and for every n, U
−1In1 is isomorphic to a nonzero
ideal in RP . But RP is a principal ideal domain and thus U
−1In1 is iso-
morphic to RP itself. Together with the fact that BI1R is generated by its
degree-1-part as an R-algebra, we obtain that indeed U−1BI1R
∼= RP [x].
If I 6= (0) is a principal ideal, then the blowup algebra BIR is isomorphic
to the polynomial ring R[x]. As an analogue to the well-known result that
dimR[x1, . . . , xn] = dimR + n, we now compute the Krull dimension of
BI1,...,In.
Proposition 1.2. If R is not a field, the Krull dimension of BI1,...,InR is
n + 1.
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Proof. Let P be a nonzero prime ideal in R. By Lemma 1.1 and the fact that
RP is a discrete valuation ring we have dimBI1,...,InR ≥ dimRP [x1, . . . , xn] =
n + 1. We prove the reverse inequality by induction on n: the case n = 0
is trivial. For n > 0 we write S := BI1,...,InR and T := BI1,...,In−1R. So by
induction we have dimT ≤ n, and we want to show dimS ≤ n + 1. The
definitions imply S = T ⊗RBInR, and we define a map ϕ : T → S, a 7→ a⊗1.
Now let Q ⊂ S be a prime ideal, and define P := ϕ−1(Q). It is sufficient to
prove that we have ht(Q) ≤ ht(P ) + 1. Since S and T are finitely generated
R-algebras and hence Noetherian, this will follow if we can show that the
dimension of the fiber ring Quot(T/P )⊗T S is at most one (see [6, Theorem
7.12]).
We have Quot(T/P )⊗TS = Quot(T/P )⊗T (T⊗RBInR) = Quot(T/P )⊗R
BInR =
⊕
m∈N0
(Quot(T/P )⊗RI
m
n ). As aK := Quot(T/P )-algebra, this ring
is generated by the summand with m = 1, which is K⊗R In. This is a subset
of K ⊗R R ∼= K, so its dimension as a K-vectorspace is at most one. Hence
the K-algebra K ⊗R BInR is isomorphic to a quotient of K[x] and hence its
Krull dimension is indeed at most one.
Our next goal is to prove that under our general assumptions BI1,...,InR
is always a regular ring. We begin with a well-known lemma, which will
be important again in the next section. Since I did not find a proof of this
statement in the literature, I give a proof here for convenience.
Lemma 1.3. Let R = ⊕i≥0Ri be a graded ring.
a) R is regular if and only if the localization Rm is regular for every homo-
geneous maximal ideal m ⊂ R.
b) The homogeneous maximal ideals in R are precisely the ideals of the form
(p, R+)R where p is a maximal ideal in R0.
Proof. a) From Bruns and Herzog [2, Exercise 2.2.24] we know that R is
regular if and only if Rp is regular for every homogeneous prime ideal
p ⊂ R. This together with the definition of regularity already proves the
"only if"-part of the statement and for the "if"-part it only remains to
show that every homogeneous prime ideal is contained in a homogeneous
maximal ideal; then the statement follows from the fact that localizations
of regular rings are again regular. So let p ⊂ R be a homogeneous prime
ideal. Then p∩R0 is a proper ideal in R0 and thus contained in a maximal
ideal n ⊂ R0. Now we definem := (n, R+)R. This is clearly a homogeneous
ideal, and it is maximal because R/m ∼= R0/n. It is also clear that p ⊆ m.
b) Let m ⊂ R be a homogeneous maximal ideal. Let p := m∩R0; this defines
a prime ideal in R0. Then n := (p, R+)R is a proper ideal in R with m ⊆ n,
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and hence m = n since m is a maximal ideal. Now R/n ∼= R0/p and thus
n is maximal if and only if p is a maximal ideal in R0.
Now we can prove the following result:
Lemma 1.4. Under our general assumptions in this section, the ring BI1,...,InR
is always regular.
Proof. We write S := BI1,...,InR. From Lemma 1.3 we know that we only have
to prove that Sm is regular for every ideal m ⊂ S of the form m = (p, S+)S
where p is a nonzero prime ideal in R. In this case Sm is a localization of
(R\p)−1S, and by Lemma 1.1 this last ring is isomorphic to the polynomial
ring Rp[x1, . . . , xn], which is regular because Rp is regular. Now the claim
follows from the fact that localizations of regular rings are again regular.
2 Regular graded algebras
The main goal of this section is to prove the following theorem:
Theorem 2.1. Let R =
⊕
i∈NRi be a graded ring which is finitely generated
as an R0-algebra. Assume that R0 is a Dedekind domain. Then the following
two statements are equivalent:
(i) R is regular.
(ii) There exist nonzero ideals I1, . . . , In in R0 (not necessarily distinct)
such that R ∼= BI1,...,InR0.
This result is well known in the case that R0 is a field, see for example
Bruns and Herzog [2, Exercise 2.2.25]. For the proof of the theorem, we need
a lemma:
Lemma 2.2. Let R =
⊕
i∈Nn
Ri be a graded ring which is finitely generated
as an R0-algebra. Assume that R0 is a Dedekind domain, but not a field and
that R is regular. Then R is an integral domain; in particular, all modules
Ri are torsion-free as R0-modules.
Proof. We first prove that R is torsion-free as an R0-module. For f ∈ R\{0}
we define If := {a ∈ R0 : a · f = 0}; so we want to show that If = {0}
for every f . It is sufficient to prove this in the case that f is homogeneous.
The set If is clearly a proper ideal in R0, so there exists a maximal ideal
nf ⊂ R0 which contains If . Next we define mf := (nf ∪ R+)R. We have
R/mf ∼= R0/nf and thus mf is a maximal ideal in R; in particular, we can
define the localization Rmf and this is a regular local ring and hence an
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integral domain. Let ε be the canonical map R→ Rmf . For every a ∈ If we
have ε(a) · ε(f) = ε(0) = 0 and hence ε(a) = 0 or ε(f) = 0 because Rmf is
an integral domain. If ε(a) = 0, there exists an c ∈ U := R\mf such that
c · a = 0; let c0 denote the degree-0-part of c. Then we have c0 · a = 0, but
c0 6= 0 because c /∈ R+ ⊆ mf . Since R0 is an integral domain, this implies
a = 0. In the other case, if ε(f) = 0, there exists c ∈ U such that c · f = 0.
Again we define c0 to be the degree-0-part of c. Then we have c0 · f = 0
because f is homogeneous and hence obtain c0 ∈ If ⊆ nf ⊂ mf . Together
with c− c0 ∈ R+ ⊆ mf , this implies c ∈ mf which is a contradiction. So we
finally get If = {0} for every f , and thus R is a torsion-free R0-module.
Now we prove that R is an integral domain. So assume there exist r, s ∈
R\{0} such that r · s = 0. We write r =
∑
n rn and s =
∑
n sn with
rn, sn ∈ Rn for every n ∈ N0. Since R0 is an integral domain, p := R+ is
a prime ideal in R. Let η denote the canonical homomorphism R → Rp.
Since R is regular, Rp is a regular local ring and hence an integral domain,
so we obtain either η(r) = 0 or η(s) = 0. Without loss of generality, we may
assume η(r) = 0. This implies that there is a t ∈ R\p such that r · t = 0. We
can write t =
∑
n tn with tn ∈ Rn for every n. Let d ∈ N0 be the smallest
number such that rd 6= 0. Since t /∈ p, we have t0 6= 0. Then the degree-d-
part of r · t is rdt0, and thus r · t = 0 implies rd · t0 = 0. But we have t0 ∈ R0,
and since we have already proved that R is a torsion-free R0-module, this
implies rd = 0. But this contradicts our choice of d, so we have proved that
R is an integral domain.
Remark 2.3. We want to apply the theorem later to rings of invariants which
are clearly integral domains. Nevertheless, Lemma 2.2 is important also
in that situation, because we will use induction on dimR in the proof of
Theorem 2.1 and it is a priori not clear that the integrality hypothesis remains
true in the induction step.
Proof of Theorem 2.1. The implication (ii) =⇒ (i) follows from Lemma
1.4. We prove the converse by induction on dimR ≥ 1. If dimR = 1, we use
that R/R+ ∼= R0 and thus R+ is a prime ideal in R which is not maximal;
in fact, it is a minimal prime ideal because dimR = 1. Hence Lemma 2.2
implies R+ = {0} and thus R = R0. Now we assume dimR > 1. Then there
exists a d > 0 such that Rd 6= 0. We may assume that d is minimal with
this property. By the structure theorem for finitely generated torsion-free
modules over Dedekind domains (see Jacobson [4, Theorem 10.14]), Rd is as
an R0-module isomorphic to a dirct sum of ideals in R0; in particular, we
can write Rd as Rd = I ⊕M where I is isomorphic to some nonzero ideal
in R0 and M is an R0-module. We use this to define a homogeneous ideal
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J ⊆ R as J := (I)R. Next we define S := R/J . Then S is again a graded
ring with S0 ∼= R0 and dimS < dimR. So in order to apply induction, we
have to prove that S is regular.
For the proof of this, it is by Lemma 1.3 sufficient to prove that the
localization Sm is regular for every homogeneous maximal ideal m ⊂ S. So
let m be such an ideal, and let n be a homogeneous maximal ideal in R such
that n = m, where n is the image of n under the projection map R→ S. By
Lemma 1.3 b) we have n = (p, R+)R for some nonzero prime ideal p ⊂ R0
and Sm ∼= Rn/Jn. By assumption, R and thus Rn is regular; so in order
to prove that Rn/Jn is regular, it is sufficient to prove that there exists a
regular system of parameters in Rn containing a set of generators of Jn (see
Bruns and Herzog [2, Proposition 2.2.4]). In order to achieve this, we first
prove that Jn is a principal ideal in Rn generated by some g ∈ Rd. For this,
we first note that U0 := R0\p is a multiplicatively closed subset in R which
consists only of homogeneous elements of degree 0, so the localization U−10 R
is still a graded ring with degree-0-part (R0)p. The degree-d-part of U
−1
0 R
is Ip ⊕Mp, and Ip is isomorphic to an ideal in (R0)p. But since (R0)p is a
discrete valuation ring, we find that this ideal is principal, so Ip is generated
by one element g and we may choose g in such a way that g ∈ I. Then
g also generates U−10 J as an ideal in U
−1
0 R. But we can also view Rn as a
localization of U−10 R and hence g generates Jn.
So in order to prove that there exists a regular system of parameters in Rn
containing a set of generators for Jn, we only have to prove that there exists
such a system of parameters containing g, or equivalently, that g /∈ (nn)
2. So
suppose we would have g ∈ (nn)
2. Then there exists an h ∈ R\n such that
gh ∈ n2. We write h =
∑
i∈N hi with hi ∈ Ri. We have R+ ⊆ n and thus
h0 /∈ n; in particular h0 6= 0, and because n
2 is a homogeneous ideal, we have
gh0 ∈ n
2. This implies that we can write gh0 =
∑
j γjδj for certain γj, δj ∈ n.
Since n is a homogeneous ideal, we may assume that all the γj and δj are
homogeneous. Further gh0 is homogeneous of degree d and by our choice of
d we get that in each product γjδj one factor is of degree 0 and the other one
of degree d. So without loss of generality we may assume γj ∈ R0 ∩ n = p
and δj ∈ Rd ∩ n = Rd for each j. We can write each δj as δj = λj + µj
with λj ∈ I and µj ∈ M . This implies gh0 =
∑
j γjλj +
∑
j γjµj and using
g ∈ I we obtain gh0 =
∑
j γjλj. We have chosen g in such a way that it
generates U−10 I as an U
−1
0 R0-module. So we have elements ηj ∈ U
−1
0 R0 with
λj = ηjg, and obtain gh0 =
(∑
j γjηj
)
g and hence h0 =
∑
j γjηj. Now we
can find ω ∈ R0\p such that there exist elements θj ∈ R0 with ηj =
θj
ω
for
each j. This implies h0ω =
∑
j γjθj , and this is a contradiction because the
right hand side is an element of p as γj ∈ p for all j, while the left hand side
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is not. So we proved that S is indeed regular.
By induction we now get that BI1R0 ⊗R0 · · · ⊗R0 BImR0
∼= S for certain
ideals Ii ⊆ R0; we call this isomorphism α. Then α maps each Ii ⊆ BIiR0
to a submodule of Sdi for some di ∈ N. The canonical projection β : R→ S
restricts to a surjective homomorphism of R0-modules Rdi → Sdi . Since Sdi
is torsion-free and finitely generated, it is projective, and hence there exists
a homomorphism of R0-modules β
′ : Sdi → Rdi with β ◦ β
′ = id. Define
I ′i := β
′(α(Ii)); then β restricts to an isomorphism I
′
i → α(Ii). Since α
is an isomorphism, the inverse of the restricted β defines a homomorphism
of R0-algebras ψi : BIiR0 → R such that β ◦ ψi is the restriction of α to
1⊗· · ·⊗1⊗BIiR0⊗1⊗· · ·⊗1, and ψ1, . . . , ψm together give a homomorphism
ϕ0 : BI1R0 ⊗R0 · · · ⊗R0 BImR0 → R such that β ◦ ϕ0 = α. Further we
define Im+1 := I. By definition, this is isomorphic to an ideal in R0 and we
can extend ϕ0 to a map ϕ : BI1R0 ⊗R0 · · · ⊗R0 BIm+1R0 → R which maps
1⊗ · · · ⊗ 1⊗ Im+1 ⊆ BI1R0 ⊗R0 · · · ⊗R0 BIm+1R0 to I ⊆ Rd.
It remains to prove that ϕ is an isomorphism. We first prove that it
is surjective. It is sufficient to prove that the image of ϕ contains every
homogeneous element t ∈ R and we show this by induction on deg t. The case
deg t = 0 is trivial, so we assume deg t > 0. We define s := ϕ0(α
−1(β(t))) ∈
imϕ0 ⊆ imϕ ⊆ R. Now β ◦ ϕ0 = α implies β(s) = β(t), and thus t −
s ∈ ker β = J . Since J is by definition generated by its degree-d-part, we
can write t − s =
∑
i riai with ri ∈ Jd and ai ∈ R. Now by construction
we obtain ri ∈ imϕ for every i, and since deg ai = deg t − d, ai ∈ imϕ
by induction. Finally the fact that imϕ is a subalgebra of R implies that
t = s +
∑
i riai ∈ imϕ and we thus proved that ϕ is surjective. Since
dimR ≥ dimS + 1 = m + dimR0 + 1 = dim(BI1R0 ⊗R0 · · · ⊗R0 BIm+1R0)
by Proposition 1.2 and BI1R0 ⊗R0 · · · ⊗R0 BIm+1R0 is an integral domain by
Lemmas 1.4 and 2.2, ϕ is also injective. This finishes the proof.
We can also answer the question, under which conditions a finitely gener-
ated regular graded algebra over a Dedekind domain R0 is indeed isomorphic
to the polynomial ring R0[x1, . . . , xn]. This is the content of the next theo-
rem.
Theorem 2.4. Let R =
⊕
i∈NRi be a graded ring which is finitely generated
as an R0-algebra. Assume that R0 is a Dedekind domain. Then the following
two statements are equivalent:
(i) R is regular and for every i, Ri is free as an R0-module.
(ii) R is isomorphic to the polynomial ring R0[x1, . . . , xn].
Proof. The implication (ii) =⇒ (i) is clear. The strategy for the other
implication is the same as in the proof of Theorem 2.1. The case dimR = 1
8
works exactly as before and in the case dimR > 1 we again let d by the
smallest positive number with Rd 6= 0. Then Rd ∼= R
k
0 for some k > 0 and we
choose a basis g1, . . . , gk of Rd. Again we define J := (g1)R and S := R/J .
Then dimS = dimR−1 and S0 ∼= R0. The proof that S is again regular works
exactly as in the proof of Theorem 2.1, we just substitute I by 〈g1〉R0 and
M by 〈g2, . . . , gk〉R0. We now have to prove that all modules Sm are free: we
already know that S is regular and hence an integral domain by Lemma 2.2; in
particular, all modules Sm are torsion-free and thus projective because R0 is
a Dedekind domain. By the structure theorem for finitely generated torsion-
free modules over Dedekind domains (see [4, Theorem 10.14]), we have Sm ∼=
Rl0⊕I for some ideal I ⊆ R0 and some integer l ≥ 0. Next the projection map
R→ S restricts to a surjective homomorphism Rm → Sm ofR0 = S0-modules
whose kernel is Jm and thus a free module (it is isomorphic to Rm−d). Now
since Sm is projective, we get that Rm ∼= Sm⊕Jm ∼= R
l
0⊕I⊕Jm and since Rm
and Jm are free, we obtain that I is a principal ideal by the structure theorem
mentioned above, and thus Sm is indeed free. So we can apply induction and
obtain an isomorphism α : R0[x1, . . . , xn−1]→ S.
We define the map ϕ : R0[x1, . . . , xn] → R in the same way as in the
proof of Theorem 2.1, but since this construction is much less technical in
the situation here, we write it down again for this special case. For every
i ∈ {1, . . . , n − 1} we have α(xi) is homogeneous, say in Sdi . Then we find
some ti ∈ Rdi such that β(ti) = α(xi). Now we just define ϕ to be the
homomorphism of R0-algebras which maps xi to ti for i ≤ n − 1 and xn to
g1. The proof that ϕ is an isomorphism is again the same as in the proof of
Theorem 2.1 (with the construction of ϕ above, ϕ0 is just the restriction of
ϕ to R0[x1, . . . , xn−1]).
Corollary 2.5. Let R =
⊕
i∈NRi be a graded ring which is finitely generated
as an R0-algebra. Assume that R0 is a principal ideal domain. Then the
following two statements are equivalent:
(i) R is regular.
(ii) R is isomorphic to the polynomial ring R0[x1, . . . , xn].
3 Arithmetic invariants of pseudoreflection groups
In this section we apply Theorems 2.1 and 2.4 to rings of arithmetic invariants
of pseudoreflection groups. Let R be a Dedekind domain which is not a field,
G a finite group, and consider an R-representation of G, that is, a group ho-
momorphism G→ Gln(R). We then define a G action on the polynomial ring
R[x1, . . . , xn] via (σ · f)(a) := f(σ
−1 · a) for all σ ∈ G, f ∈ R[x1, . . . , xn], a ∈
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Rn. The object we want to study is the subalgebra R[x1, . . . , xn]
G of G-
invariant elements in R[x1, . . . , xn]. More precisely, our aim is to find out
under which conditions this subalgebra is isomorphic to a polynomial ring
R[y1, . . . , ym] or, more generally, to an algebra BI1,...,ImR with certain nonzero
ideals I1, . . . , In in R. By a classical result of Noether (see Benson [1, The-
orem 1.3.1]) R[x1, . . . , xn] is a finitely generated R[x1, . . . , xn]
G-module and
hence dimR[x1, . . . , xn]
G = dimR[x1, . . . , xn] = m + 1, so in the above situ-
ation we have n = m by Proposition 1.2. First we want to figure out the re-
lation between R[x1, . . . , xn]
G and (U−1R)[x1, . . . , xn]
G for a multiplicatively
closed subset U ⊂ R. This is the content of the following lemma:
Lemma 3.1. Let R,G,M,U be as above.
a) We have (U−1R)[x1, . . . , xn]
G = U−1(R[x1, . . . , xn]
G).
b) If R[x1, . . . , xn]
G ∼= BI1,...,InR, then (U
−1R)[x1, . . . , xn]
G ∼= BU−1I1,...,U−1In(U
−1R).
c) If R[x1, . . . , xn]
G ∼= R[y1, . . . , yn], then U
−1R[x1, . . . , xn]
G ∼= U−1R[y1, . . . , yn].
Proof. a) If f ∈ (U−1R)[x1, . . . , xn]
G, then f is a multivariate polynomial
with coefficients in U−1R, so there exists a u ∈ U such that u · f has
coefficients in R, and hence u · f ∈ R[x1, . . . , xn]. But since f is G-
invariant, we have for all σ ∈ G: σ · (u · f) = u · (σ · f) = u · f , so
u · f ∈ R[x1, . . . , xn]
G and thus f ∈ U−1R[x1, . . . , xn]
G. The reverse
inclusion is clear.
b) For every ideal I ⊆ R we have
U−1(BIR) = U
−1(
⊕
m∈N0
Im) =
⊕
m∈N0
U−1Im =
⊕
m∈N0
(U−1I)m = BU−1I(U
−1R).
Together with the assumption and part a), this implies
(U−1R)[x1, . . . , xn]
G = U−1(R[x1, . . . , xn]
G) ∼= U−1(BI1,...,InR)
= U−1(BI1R⊗R · · · ⊗R BInR)
∼= (U−1BI1R)⊗U−1R · · · ⊗U−1R (U
−1BInR)
= (BU−1I1U
−1R)⊗U−1R · · · ⊗U−1R (BU−1InU
−1R)
= BU−1I1,...,U−1In(U
−1R).
c) is a special case of b).
The lemma implies in particular that, if R[x1, . . . , xn]
G ∼= BI1,...,InR, then
for every prime ideal p ⊂ R, Rp[x1, . . . , xn]
G is a polynomial ring (note that
Rp is a discrete valuation ring and hence a principal ideal domain). The next
theorem shows that the converse is also true:
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Theorem 3.2. Let R be a Dedekind domain, G a finite group with a represen-
tation G → Gln(R). Assume that for every nonzero prime ideal p in R, the
ring of invariants Rp[x1, . . . , xn]
G is isomorphic to Rp[x1, . . . , xn]. Then there
exist nonzero ideals I1, . . . , In in R such that R[x1, . . . , xn]
G ∼= BI1,...,InR. If
for every d ∈ N the R-module R[x1, . . . , xn]
G
d is free, then R[x1, . . . , xn]
G ∼=
R[y1, . . . , yn].
Proof. By Theorem 2.1 and Theorem 2.4, it is sufficient to prove that the ring
R[x1, . . . , xn]
G is regular. Hence, by Lemma 1.3 a) we have to prove that the
localization R[x1, . . . , xn]
G
m
is regular for every homogeneous maximal ideal
m ⊂ R[x1, . . . , xn]
G. By Lemma 1.3 b) we find that m = (p, R[x1, . . . , xn]
G
+)
for some nonzero prime ideal p ⊂ R. Now we find that R[x1, . . . , xn]
G
m is a lo-
calization of (R\p)−1R[x1, . . . , xn]
G. But (R\p)−1R[x1, . . . , xn]
G is by Lemma
3.1 a) isomorphic to Rp[x1, . . . , xn]
G and hence by assumption a polynomial
ring over Rp and thus regular. This implies that also R[x1, . . . , xn]
G
m is regu-
lar.
With these results our main question is reduced to the special case that R
is a discrete valuation ring. So in the following we assume that R is a discrete
valuation ring with maximal ideal (pi), K := Quot(R), and F := R/(pi). As
above, let further G be a finite group with an R-representation G→ Gln(R).
Then this induces representations G → Gln(K) and G → Gln(F ). First
of all, Lemma 3.1 implies that if R[x1, . . . , xn]
G is a polynomial ring, then
K[x1, . . . , xn]
G is also a polynomial ring. The converse however is not true
(see Example 3.13), so our goal is now to prove some necessary or sufficient
conditions under which R[x1, . . . , xn]
G is a polynomial ring provided that
K[x1, . . . , xn]
G is a polynomial ring. For this we will make use of the ring of
invariants F [x1, . . . , xn]
G over the residue field.
We first consider an easier question: suppose we have elements f1, . . . , fn ∈
R[x1, . . . , xn]
G which are algebraically independent over R withK[x1, . . . , xn]
G =
K[f1, . . . , fn]. Under which conditions is R[x1, . . . , xn]
G = R[f1, . . . , fn]?
This is answered by the following lemma.
Lemma 3.3. With the above notation, we have R[M ]G = R[f1, . . . , fn] if
and only if the classes of f1, . . . , fn in F [V ]
G are algebraically independent.
Proof. First assume that there is an invariant f ∈ R[x1, . . . , xn]
G\R[f1, . . . , fn].
Since f ∈ R[x1, . . . , xn]
G ⊆ K[x1, . . . , xn]
G = K[f1, . . . , fn], there is a poly-
nomial p ∈ K[x1, . . . , xn] such that f = p(f1, . . . , fn). Then there is an
l ∈ N such that pil · f ∈ R[f1, . . . , fn]. We may assume that l is minimal
with this property, and since f /∈ R[f1, . . . , fn], we have l > 0. There is a
polynomial q ∈ R[y1, . . . , yn] such that pi
lf = q(f1, . . . , fn). By the algebraic
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independence of f1, . . . , fn, q = pi
lp. By the minimality of l, not all coef-
ficients of q are divisible by pi, so the image q of q in F [x1, . . . , xn] is not
zero. On the other hand, since l > 0, the class of pilf in F [x1, . . . , xn] is
zero, so pilf = q(f1, . . . , fn) implies a nontrivial relation between the classes
of f1, . . . , fn over F , so these classes are algebraically dependent.
Conversely, if the classes of f1, . . . , fn are algebraically dependent, there
exists a polynomial 0 6= q ∈ F [y1, . . . , yn] such that q(f1, . . . , fn) = 0. We
choose a polynomial q ∈ R[y1, . . . , yn] which is mapped to q under the canon-
ical projection R[y1, . . . , yn] → F [y1, . . . , yn]. Then q(f1, . . . , fn) must be
divisible by pi, so there is an f ∈ R[x1, . . . , xn] with pif = q(f1, . . . , fn).
Since f1, . . . , fn are invariants, f is also an invariant. Furthermore, f1, . . . , fn
are algebraically independent over K, so there is only one polynomial p ∈
K[y1, . . . , yn] such that f = p(f1, . . . , fn), and by the above we have p =
1
pi
q.
But since q 6= 0, we have p /∈ R[y1, . . . , yn] and, by the uniqueness of p, this
implies f /∈ R[f1, . . . , fn]. This finishes the proof.
The next proposition gives a sufficient condition for R[x1, . . . , xn]
G to be
a polynomial ring.
Proposition 3.4. Let R be a discrete valuation ring with maximal ideal (pi),
F := R/(pi) and K := Quot(R). Let G be a finite group with a representation
G→ Gln(R). If the rings of invariants K[x1, . . . , xn]
G and F [x1, . . . , xn]
G are
polynomial rings whose generators have the same degrees, then R[x1, . . . , xn]
G
is also a polynomial ring.
The proof requires the following statement due to Kemper [5, Proposition
16], which we will need again later.
Lemma 3.5. Let G be a finite group and let G → Gln(K) be a represen-
tation of G over a field K. If the representation is faithful (that is, the
homomorphism is injective), then for elements f1, . . . , fn ∈ K[x1, . . . , xn]
G
the following two properties are equivalent:
(i) The polynomials f1, . . . , fn are algebraically independent and we have
deg f1 · · ·deg fn = |G|.
(ii) K[x1, . . . , xn]
G = K[f1, . . . , fn].
For the proof of this, we refer to [5].
Proof of Proposition 3.4. We first note that the assumptions imply that for
every degree d we have
dimKK[x1, . . . , xn]
G
d = dimF F [x1, . . . , xn]
G
d .
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Since R is a principal ideal domain, R[x1, . . . , xn]
G
d is a free R-module; let
B = {b1, . . . , bk} be a basis. Then B is also a K-basis of K[x1, . . . , xn]
G
d and
hence |B| = dimK K[x1, . . . , xn]
G
d . Let λ1, . . . , λk ∈ R such that the image of
λ1b1 + . . . + λkbk under the canonical projection map ϕ : R[x1, . . . , xn]
G →
F [x1, . . . , xn]
G is zero. Then 1
pi
(λ1b1+. . .+λkbk) ∈ R[x1, . . . , xn]
G
d = 〈b1, . . . , bk〉R,
so by the linear independence all λi are divisible by pi. Hence the image of B
under ϕ is F -linearly independent and thus by the dimension formula above
an F -basis of F [x1, . . . , xn]
G
d . In particular F [x1, . . . , xn]
G
d is contained in the
image of ϕ. Since this is true for all d, we obtain that ϕ is surjective. Now
we write F [x1, . . . , xn]
G = F [f1, . . . , fn]. Then by the above there exist ho-
mogeneous polynomials g1, . . . , gn ∈ R[x1, . . . , xn]
G such that for every i we
have deg gi = deg fi and ϕ(gi) = fi. Then g1, . . . , gm are algebraically inde-
pendent over R and their degrees are by assumption the same as the degrees
of the generators for K[x1, . . . , xn]
G. This implies together with Lemma 3.5
that they are generators for K[x1, . . . , xn]
G themselves. Further their images
under ϕ are algebraically independent, and thus they are indeed generators
for R[x1, . . . , xn]
G by Lemma 3.3.
An important special case in which the assumptions of Proposition 3.4
are satisfied is the following:
Corollary 3.6. Let R be a discrete valuation ring with maximal ideal (pi),
F := R/(pi) and K := Quot(R). Let G ⊆ Gln(R) be a finite pseudoreflection
group such that |G| is invertible in R. Then R[x1, . . . , xn]
G is a polynomial
ring.
For the proof we need the following stronger version of Lemma 3.5, which
I did not find in the literature.
Lemma 3.7. Let K be a field, G a finite group, and G→ Gln(K) a faithful
K-representation of G such that the ring of invariants K[x1, . . . , xn]
G is a
polynomial ring. Assume that there exist algebraically independent homoge-
neous polynomials f1, . . . , fn ∈ K[x1, . . . , xn]
G such that deg f1 · · ·deg fn ≤
|G|, then K[x1, . . . , xn]
G = K[f1, . . . , fn].
Proof. From Lemma 3.5 we know that K[x1, . . . , xn]
G = K[f1, . . . , fn] if and
only if deg f1 · · ·deg fn = |G|, so we have to show that deg f1 · · ·deg fn < |G|
cannot be the case. We assumed that K[x1, . . . , xn]
G is a polynomial ring,
so there exist homogeneous invariants g1, . . . , gn such that K[x1, . . . , xn]
G =
K[g1, . . . , gn]. We may change the order of the fi and gi in such a way
that for i < j we have deg fi ≤ deg fj and deg gi ≤ deg gj. Again by
Lemma 3.5 we have deg g1 · · ·deg gn = |G|, and hence if deg f1 · · ·deg fn <
|G| we have d := deg fi < deg gi for some index i. Then every element of
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K[x1, . . . , xn]
G
≤d is contained in K[g1, . . . , gi−1] and thus the transcendence
degree of the K-algebra S generated by K[x1, . . . , xn]
G
≤d is at most i−1. But
this is a contradiction since f1, . . . , fi are algebraically independent elements
of S.
Proof of Corollary 3.6. Since |G| is invertible in R, it is also invertible in K
and in F and thus K[x1, . . . , xn]
G and F [x1, . . . , xn]
G are polynomial rings
by the Chevalley-Shephard-Todd theorem. Let f1, . . . , fn be homogeneous
generators of F [x1, . . . , xn]
G. Then deg f1 · · ·deg fn ≤ |G| by Lemma 3.5.
Let g
(0)
i be any polynomial in R[x1, . . . , xn] which is mapped to fi by the
projection map p : R[x1, . . . , xn]→ F [x1, . . . , xn]; we define
gi := R(g
(0)
i ) :=
1
|G|
∑
σ∈G
σ · g
(0)
i .
Here R is the Reynolds operator R[M ] → R[M ]G. Then gi is an invariant
which is still mapped to fi by p because p(σ · g
(0)
i ) = fi for every σ ∈
G since fi is an invariant. In particular, gi is homogeneous with deg gi =
deg fi and g1, . . . , gn are algebraically independent; Lemma 3.7 implies that
K[x1, . . . , xn]
G = K[g1, . . . , gn]. Thus the assumptions of Proposition 3.4 are
satisfied and we obtain that R[x1, . . . , xn]
G is a polynomial ring.
By combining this corollary with Proposition 3.2, we immediately obtain
the following theorem, which is the main result of this paper.
Theorem 3.8. Let R be a Dedekind domain, and let G ⊂ Gln(R) be a finite
pseudoreflection group such that |G| is invertible in R. Then there exist
nonzero ideals I1, . . . , In ⊆ R such that R[x1, . . . , xn]
G ∼= BI1,...,InR.
Furthermore, if R[x1, . . . , xn]
G
d is free for every d, then R[x1, . . . , xn]
G ∼=
R[y1, . . . , yn].
We write down an important special case of this theorem explicitly:
Corollary 3.9. Let R be a principal ideal domain, and let G ⊆ Gln(R) be a
finite pseudoreflection group such that |G| is invertible R. Then R[x1, . . . , xn]
G ∼=
R[y1, . . . , yn].
If we add an additional assumption on the representation, we can also
prove the converse of Proposition 3.4.
Proposition 3.10. Let R be a discrete valuation ring with maximal ideal
(pi), F := R/(pi), and K := Quot(R). Let G be a finite group together
with a faithful R-representation G → Gln(R). Assume that K[x1, . . . , xn]
G
is a polynomial ring K[f1, . . . , fn]. Then the following two statements are
equivalent:
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(i) F [x1, . . . , xn]
G is a polynomial ring F [g1, . . . , gn], and for every i ∈
{1, . . . , n} we have deg fi = deg gi.
(ii) R[x1, . . . , xn]
G is a polynomial ring, and the group homomorphism G→
Gln(F ) given by the representation G → Gln(R) and the projection
R→ F is injective.
Proof. Let ϕ denote the homomorphism G → Gln(F ) mentionend in (ii).
We first prove the implication (i) =⇒ (ii). The fact that R[x1, . . . , xn]
G is a
polynomial ring is just Proposition 3.4, and the injectivity of ϕ follows since
by Lemma 3.5 we have |G| = deg f1 · · ·deg fn and |im(ϕ)| = deg g1 · · ·deg gn;
the equality of these to products follows from (i).
The proof of the implication (ii) =⇒ (i) proceeds as follows. By assump-
tion R[x1, . . . , xn]
G is a polynomial ring, write R[x1, . . . , xn]
G = R[h1, . . . , hn].
Then we have deg(h1) · · ·deg(hn) = |G| and by Lemma 3.3, the classes of
h1, . . . , hn in F [x1, . . . , xn] are algebraically independent. By our assump-
tion on ϕ, the representation G → Gln(F ) is faithful, so we can now apply
Lemma 3.5 again and thus get F [x1, . . . , xn]
G = F [f1, . . . , fn]. This proves
the claim.
This together with Proposition 3.2 immediately implies the following re-
sult for rings of invariants over arbitrary Dedekind domains:
Theorem 3.11. Let R be a Dedekind domain with K := Quot(R), and let
G ⊆ Gln(R) be a finite pseudoreflection group such that K[x1, . . . , xn]
G is
a polynomial ring K[f1, . . . , fn]. Assume that for every nonzero prime ideal
p ⊂ R with |G| ∈ p the homomorphism G→ Gln(R/p) given by the inclusion
G → Gln(R) and the projection R → R/p is injective. Then R[x1, . . . , xn]
G
is isomorphic to BI1,...,InR for some nonzero ideals I1, . . . , In ⊆ R if and only
if for every nonzero prime ideal p ⊂ R with |G| ∈ p the ring of invariants
(R/p)[x1, . . . , xn]
G is a polynomial ring (R/p)[g1, . . . , gn] with deg gi = deg fi
for every i ∈ {1, . . . , n}.
Again we write down the result for the special case that R is a principal
ideal domain explicitly.
Corollary 3.12. Let R be a principal ideal domain with K := Quot(R), and
let G ⊆ Gln(R) be a finite pseudoreflection group such that K[x1, . . . , xn]
G is
a polynomial ring K[f1, . . . , fn]. Assume that for every prime element p ∈ R
which divides |G| the homomorphism G→ Gln(R/(p)) given by the inclusion
G→ Gln(R) and the projection R→ R/(p) is injective. Then R[x1, . . . , xn]
G
is isomorphic to R[x1, . . . , xn] if and only if for every prime element p ∈ R
which divides |G| the ring of invariants (R/(p))[x1, . . . , xn]
G is a polynomial
ring (R/(p))[g1, . . . , gn] with deg gi = deg fi for every i ∈ {1, . . . , n}.
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The following example shows that in the situation of Proposition 3.10, it
is possible that F [x1, . . . , xn]
G is a polynomial ring, but the degrees of the
generators are not the same as for K[x1, . . . , xn]
G.
Example 3.13. We consider the discrete valuation ring R = Z(3) = {
a
b
|a, b ∈
Z, 3 ∤ b} and the group G = S3. It can easily be checked that we can define
an R-representation of G by mapping the transpositions (1, 2) and (2, 3) to(
1 3
0 −1
)
and
(
−2 −3
1 2
)
, respectively. Then we have K = Quot(R) = Q
and F = R/(3) = F3. Since the two matrices given above define reflec-
tions, the ring of invariants K[x1, . . . , xn]
G is a polynomial ring. Explicitly,
K[x1, . . . , xn]
G = K[f, g] with f := x2+3xy+3y2 and g := 2x3+9x2y+9xy2
where x ans y are the indeterminants in K[x1, . . . , xn]. We can also compute
the ring of invariants F [x1, . . . , xn]
G explicitly. It is also a polynomial ring,
which is generated by the two polynomials f ′ := x and g′ := x4y2+x2y4+y6.
Since we have deg(f ′) · deg(g′) = |G|, this implies with Lemma 3.5 that
the group homomorphism G→ Gl2(F ) is injective. This could of course also
have been checked directly. Now Proposition 3.10 implies that R[x1, . . . , xn]
G
is not a polynomial ring. Indeed, suppose that R[x1, . . . , xn]
G is a polynomial
ring. Then the two generators of this R-algebra also generate K[x1, . . . , xn]
G
and thus are of degrees 2 and 3. This implies they are scalar multiples of f
and g. Since the coefficients of f do not have a common divisor in Z, and the
same is true for the coefficients of g, we find that R[x1, . . . , xn]
G = R[f, g].
But this is not true since the invariant g2 − 4f 3 is divisible by 27, and be-
cause f and g are algebraically independent h := 1
27
(g2 − 4f 3) /∈ R[f, g]. As
we know from the proof of Proposition 3.4, these results are also related to
the projection map ϕ : R[x1, . . . , xn]
G → F [x1, . . . , xn]
G. Indeed, we have
ϕ(f) = f ′2, ϕ(g) = f ′3, and ϕ(h) = g′. So the image of R[f, g] under ϕ has
transcendence degree one over F , and also does not contain f ′, but only f ′2
and f ′3.
We did not find any example of a finite pseudoreflection group G over a
Dedekind domain R with |G| ∈ R× such that R[x1, . . . , xn]
G is not a poly-
nomial ring, but only a tensor product of blowup algebras, so we make the
conjecture that such a pseudoreflection group does not exist. By Theorem
2.4 this is equivalent to the conjecture that R[x1, . . . , xn]
G
d is a free module
for every d ∈ N. We state this conjecture more generally, not limited to
pseudoreflection groups
Conjecture 3.14. Let R be a Dedekind domain and let G be a finite group
with an R-representation G→ Gln(R). Then for every d ∈ N, the R-module
R[x1, . . . , xn]
G
d is free.
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