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Figure 1: Illustration of how we will explain local predictions from a black box model and features values from the learner.
Many studies [2, 3, 7–10, 14, 18, 21, 25, 29, 31, 32, 35, 36] report high
failure rate in CS1 courses. Thus, building predictive models to es-
timate the learner performance in the beginning of these courses is
essential to allow early interventions [1, 4, 7, 11–13, 16, 17, 26, 29, 30,
34]. However, Computing in Education literature [5, 23, 28, 31, 33]
notes the lack of studies on early learner behaviours that can be
effective or ineffective, that is, programming behaviours that po-
tentially lead to success or failure, respectively. Hence, beyond the
prediction, it is crucial to explain what leads the predictive model
to make the decisions (e.g., why a given student s is classified as
‘passed’). Indeed, interpreting why a model makes a certain predic-
tion is essential for stakeholders to verify which student behaviours
should be encouraged and which ones need to be improved upon.
Thus, in recent works [22, 24, 27], we extracted useful infor-
mation from fine-grained log-data collected from CodeBench, an
Online Judge (OJ) used at Federal University of Amazonas to sup-
port programming classes. Using this data, we then depicted how
CS1 students solve the programming problems, how they deal with
errors and deadlines, etc. Additionally, we used these programming
behaviours (see our previous work [24]) as features in machine
learning models to predict the learners performance in the begin-
ning of the course. Still, we compared an optimised Deep Learning
(DL) architecture versus a SoA Genetic Algorithm (GA) to find an
optimised pipeline to predict the student performance. Moreover,
we also fine-tuned a XGBoost model, as this algorithm is recom-
mended to tabular-data [6, 15] as ours. The DL and the XGBoost
models achieved cutting-edge results, statistically surpassing the
GA approach and SoA related works.
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However, the DL and XGBoost models are non-linear techniques
that construct black box models. As our goal is to detect and under-
stand early effective and ineffective behaviours, we need to ‘open’
such a black box to explain the model’s decision. To do so, in this
work in progress, we use a state-of-the-art unified approach to
interpret black-box model predictions [19], which uses SHapley
Additive exPlanations (SHAP) method [20]. SHAP method can be
used to explain linearly a complex model (e.g. DL or XGboost) in
instance level. In our context of CS1 performance prediction, this
method gets the predictive model and the features values for a
given student as input and the possibility of explanation of which
feature values are increasing or decreasing the learner chances of
passing as output. That is, using SHAP we can identify early effec-
tive and ineffective behaviours in student-level granularity. More
than that, using this local explanation as building blocks, we can
also extract global data insight and give a summarisation of the
model. Thus, our analysis can be useful to support learners (e.g. via
formative feedback) and instructors decisions, as a move towards
an human/AI OJ system to support CS1 classes.
In Figure 1 we show an example of how we will use the SHAP
values to give explanation of an individual prediction. In this hypo-
thetical case, the learner has a high value of system access, grade in
the assignment, and procrastination, whilst he/she has a low value
of error rate when solving the problems from the assignment. Us-
ing these values as input, the predictive model estimates that the
learner’s probability of passing is 80%. The explanation is given
by showing the cumulative change in percentage values across
features over the base value. The model’s base value is the average
prediction over the training set, the value that would be predicted
if there was no prior information – there are no features for the
current instance. Thus, in this hypothetical case, the system access
of the student increased 10% her/his chances of passing, her/his as-
signment grade increased 25%, whereas the procrastination, which
is high, decreased her/his chances of passing in 10%. Finally, the
error rate value (low) increased her/his chances by 15%.
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