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Общая характеристика работы
Мотивация исследования. Исторически человечество всегда стреми-
лось к созданию и развитию новых материалов. В самом деле, “информаци-
онная эра”, в которой мы живем, зародилась на основе полупроводниковых
процессоров и технологий магнитной записи, которые успешно развивают-
ся вот уже на протяжении 40 лет. Экспоненциальный рост, как мощности
процессоров, так и плотности записи информации стал возможен благода-
ря способности контролировать свойства материалов даже на атомных мас-
штабах. Бурный рост возможностей вычислительной техники естественным
образом сопровождается развитием математических моделей и численных
методов для эффективного использования ресурсов многопроцессорных си-
стем. Это позволяет исследователям проводить реалистичное моделирование
физических свойств современных материалов.
Одним из важнейших достижений современной вычислительной физи-
ки является разработка теории динамического среднего поля (DMFT)1 для
решения модели Хаббарда, которая позволяет исследовать системы с силь-
ными корреляционными эффектами. Эти материалы активно исследуются в
последние годы вследствие открытия в них явлений высокотемпературной
сверхпроводимости, колоссального магнетосопротивления и других интерес-
ных свойств, имеющих большие перспективы для практических применений.
Основные вычислительные и временные затраты в методе DMFT приходят-
ся на решение эффективной примесной модели Андерсона. Вне зависимости
от выбранного метода решения исследователь сталкивается со следующими
проблемами: обработка больших объёмов данных, организация расчётов на
многопроцессорных системах и вычисление сложных корреляционных функ-
ций для воспроизведения результатов экспериментов.
Цель диссертационной работы заключается в разработке вычисли-
тельного комплекса для исследования электронной структуры и магнитных
свойств реальных физических систем в рамках теории динамического сред-
него поля методом точной диагонализации. Данный комплекс позволяет эф-
фективно использовать ресурсы современных вычислительных систем и ве-
сти расчеты физических свойств сложных соединений на нескольких сотнях
1 Georges Antoine, Kotliar Gabriel, Krauth Werner, Rozenberg Marcelo J. Dynamical mean-ﬁeld theory
of strongly correlated fermion systems and the limit of inﬁnite dimensions // Rev. Mod. Phys. 1996. — Jan.
Vol. 68, no. 1. P. 13.
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и тысячах процессоров.
В соответствии с поставленной целью в диссертационной работе решают-
ся следующие задачи:
• создание программного комплекса, позволяющего проводить расчёт элек-
тронных и магнитных свойств методом точной диагонализации. Разра-
ботанный комплекс состоит из следующих модулей:
– модуль распределенного хранения массивов большого объёма в опе-
ративной памяти (размером больше 20 Гбайт);
– модуль перемножения сверхбольших разреженных матриц (размер-
ностью более 108 × 108) на вектор;
– модуль межпроцессных коммуникаций, позволяющий минимизиро-
вать обмен данными, хранимыми распределенно;
• тестирование предложенной численной схемы с использованием модели
Хаббарда на квадратной решётке для демонстрации эффективности и
определения границ применения;
• создание on-line сервиса, который позволяет широкому кругу исследо-
вателей проводить расчёты электронной структуры сильнокоррелиро-
ванных систем через сеть Internet;
• применение разработанного программного комплекса для расчёта элек-
тронной и магнитной структуры реальных физических систем:
– исследование электронной структуры соединения Sr2RuO4, кото-
рое демонстрирует значительные корреляционные эффекты;
– моделирование электронных и магнитных свойств системы, состо-
ящей из отдельных атомов кобальта, размещенных на платиновой
подложке, с целью микроскопического описания эксперименталь-
ного спектра проводимости вблизи уровня Ферми.
Автором на защиту выносятся следующие положения:
1. предложенный формат распределенного хранения матрицы гамильто-
ниана позволяет эффективно обрабатывать матрицы сверхбольшой раз-
мерности на многопроцессорных вычислительных системах;
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2. разработанная вычислительная схема метода точной диагонализации
для расчёта электронной структуры на распределённых вычислитель-
ных системах позволила впервые проводить исследование сильнокорре-
лированных систем с числом эффективных орбиталей в гамильтониане
модели Андерсона равным Ns = 17;
3. в рамках исследования электронной структуры соединения Sr2RuO4
была показана важность учёта недиагональных элементом матрицы ку-
лоновского взаимодействия;
4. при помощи разработанного комплекса решена многочастичная модель,
описывающая электронные и магнитные свойства поверхностной нано-
системы Co/Pt(111). Это позволило дать микроскопическое объяснение
особенностей экспериментального спектра проводимости вблизи уровня
Ферми, и проследить механизмы формирования магнитного момента
атома кобальта.
Актуальность работы
В существующих пакетах программ, решающих задачу DMFT, уже преду-
смотрена возможность применения параллельных вычислений, однако, стре-
мительное развитие современных супер-ЭВМ ставит проблему полного ис-
пользования их мощностей для решения задач предсказательного моделиро-
вания. Задача оптимизации распределения потоков команд и данных на вы-
числительных системах, состоящих из тысяч процессоров, радикально отли-
чается от параллельных вычислений на кластерах с несколькими десятками
ядер. Эта задача не имеет единого универсального решения, пригодного для
любых пакетов программ и типов вычислительных комплексов. Для каждой
супер-ЭВМ необходимо учесть особенности ее архитектуры и соответственно
перестроить вычислительный алгоритм для достижения наилучшей эффек-
тивности. Разработка подобного вычислительного комплекса и обеспечивает
актуальность работы.
Научная новизна работы заключается в следующем:
1. при помощи разработанного вычислительного комплекса на основе ме-
тода точной диагонализации впервые было проведено исследование силь-
нокоррелированных систем в области низких температур с числом эф-
фективных орбиталей в гамильтониане модели Андерсона равнымNs =
17;
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2. проблема экспоненциальной зависимости размерности задачи от чис-
ла эффективных орбиталей была частично сведена к росту количества
требуемых процессоров при помощи организации распределённого хра-
нения разреженных матриц большой размерности;
3. разработан новый формат хранения матрицы гамильтониана и метод
её перемножения на вектор, что позволило проводить реалистичное мо-
делирование современных материалов;
4. в рамках метода точной диагонализации впервые была использована
четырёхоператорная форма матрицы кулоновского взаимодействия;
5. впервые в рамках теории динамического среднего поля было учтено
влияние недиагональных элементов матрицы кулоновского взаимодей-
ствия на спектр электронных возбуждений соединения Sr2RuO4;
6. впервые проведено исследование электронных свойств поверхностной
наносистемы Co/Pt(111) в рамках модели Андерсона методом точной
диагонализации, которое позволило обнаружить орбитальную поляри-
зацию спектра проводимости.
Практическая значимость работы. Разработанная библиотека про-
цедур и функций предназначенная для работы с большими разреженными
матрицами на распределённых многопроцессорных системах позволяет про-
водить диагонализацию матриц размерностью более 5× 108. Данная библио-
тека содержит в себе формат распределённого хранения разреженных мат-
риц, процедуру заполнения матрицы гамильтониана, процедуру перемноже-
ния разреженной матрицы на вектор. На основе созданной библиотеки ав-
тором работы был разработан вычислительный комплекс метода точной диа-
гонализации, позволяющий проводить исследование сильнокоррелированных
систем в области низких температур. Библиотека может быть использована
для решения широкого круга задач науки и техники.
Апробация работы была выполнена на кафедре теоретической физики
и прикладной математики УрФУ и в Университетском центре параллельных
вычислений УрФУ. Основные положения диссертации докладывались на:
1. заседаниях кафедры теоретической физики и прикладной математики;
2. семинаре «Распределённые и высокопроизводительные вычисления» (Но-
восибирск 2008);
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3. международной конференции «Вычислительные и информационные тех-
нологии в науке, технике и образовании — 2008» (Алматы 2008);
4. второй международной научной конференции «Суперкомпьютерные си-
стемы и их применение» (Минск 2008).
Публикации. Материалы диссертации опубликованы в 6 печатных ра-
ботах, из них 2 статьи в рецензируемых журналах, 3 статьи в сборниках
трудов конференций и 1 тезис доклада.
Публикации в журналах, входящих в перечень рецензируемых научных
журналов, в которых должны быть опубликованы основные научные резуль-
таты диссертаций на соискание ученых степеней доктора и кандидата наук:
• Искаков С. Н., Мазуренко В. В. Эффективное решение уравнений тео-
рии динамического среднего поля на многопроцессорных системах //
Вычислительные методы и программирование. 2009. Т. 9, № 2. С. 281–285.
• Mazurenko V. V., Iskakov S. N., Rudenko A. N. et al. Renormalized spectral
function for Co adatom on the Pt(111) surface //Phys. Rev. B . 2010. —Nov.
Vol. 82, no. 19. P. 193403.
Структура и объем диссертации: Диссертация состоит из введения,
четырёх глав, заключения и списка литературы. Объем диссертации состав-
ляет 112 страниц, включая 30 рисунков и 4 таблицы, список цитируемой ли-
тературы представлен из 81 наименования.
Данная работа была выполнена на кафедре теоретической физики и при-
кладной математики Уральского Федерального Университета при поддерж-
ке гранта «Развтие научного потенциала высшей школы» № 2.1.1/779, гран-
та Президента Российской Федерации МК-1162.2009.2, гранта Федерального
агентства по науке и инновациям № 02.740.11.0217.
Содержание работы
Во введении обоснована актуальность диссертационной работы, сфор-
мулирована цель и аргументирована научная новизна исследования, показана
практическая значимость полученных результатов и представлены выноси-
мые на защиту научные положения.
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Первая глава посвящена анализу проблемы исследования электронной
структуры сильнокоррелированных систем. Одной из базовых моделей для
описания физики сильнокоррелированных систем является многочастичная
модель Хаббарда2:
H = −
∑
i,j,σ
tijd
†
iσdjσ +
∑
ijkl,σ,σ′
(ij|U |kl)d†iσd
†
jσ′dlσ′dkσ, (1)
где d†iσ (diσ) — оператор рождения (уничтожения) электрона на i-м узле ре-
шётки, tij =
∫
φ∗i (x)∇
2φj(x)dx — интеграл перескока между узлами i и j,
(ij|U |kl) =
∫ ∫ φ∗i (x)φk(x)φ∗j (x′)φl(x′)
|x−x′| dxdx
′ — элемент четырёхоператорной матри-
цы кулоновского взаимодействия, φ(x) — функция Ванье. В случае реальных
систем, число эффективных орбиталей становится бесконечно большим, и на-
прямую использовать данную модель невозможно. Для того, чтобы преодо-
леть данные ограничения, существуют различные приближения.Так, в рам-
ках теории динамического среднего поля, решёточная задача для модели Хаб-
барда сводится к решению эффективной примесной модели Андерсона:
HAM =
∑
i,σ
εiniσ +
∑
ijkl,σ,σ′
(ij|U |kl)d†iσd
†
jσ′dlσ′dkσ + (2)
∑
p,i,σ
[
Vpic
+
pσdiσ + V
∗
pid
+
iσcpσ
]
+
∑
p,σ
εpc
+
pσcpσ
где εi — энергия примесных орбиталей,
∑
p,i,σ
[
Vpic
+
pσdiσ + V
∗
pid
+
iσcpσ
]
— взаи-
модействие примеси с резервуаром, εp — энергия эффективных орбиталей
резервуара. Для решения модели Андерсона существует ряд численных ме-
тодов: квантовый метод Монте-Карло (QMC — Quantum Monte Carlo), метод
точной диагонализации (ED — Exact Diagonalization), итеративная теория
возмущений, метод ренорм-групп3 и др. Каждый из данных методов имеет
ряд преимуществ и недостатков, связанных с аппаратной сложностью чис-
ленного моделирования систем с большим числом частиц.
Второй подраздел посвящен практической реализации метода точной
диагонализации. Приводятся существующие численные схемы диагонализа-
ции разреженных матриц и алгоритмы диагонализации матриц, построенные
2 Hubbard J. Electron Correlations in Narrow Energy Bands //Proceedings of the Royal Society of
London. Series A. Mathematical and Physical Sciences. 1963. Vol. 276, no. 1365. Pp. 238–257.
3 Georges Antoine, Kotliar Gabriel, Krauth Werner, Rozenberg Marcelo J. Dynamical mean-ﬁeld theory
of strongly correlated fermion systems and the limit of inﬁnite dimensions //Rev. Mod. Phys. 1996. — Jan.
Vol. 68, no. 1. P. 13.
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на теории подпространств Крылова, такие как метод Ланцоша 4 и метод Ар-
нольди5.
В третьем подразделе описаны существующие подходы к параллелиза-
ции численных схем метода точной диагонализации в рамках решения уравне-
ний теории динамического среднего поля. Указываются технические пробле-
мы, которые возникают при решении квантово-механических систем с боль-
шим числом эффективных орбиталей.
Рис. 1. Зависимость размерности за-
дачи от числа орбиталей (пунктир-
ная линия), минимальное число тре-
буемых процессоров (сплошная ли-
ния)
Во второй главе описана разработан-
ная в данном исследовании библиотека про-
цедур для эффективного решения уравне-
ний теории динамического среднего поля ме-
тодом точной диагонализации. Представлен
распределенный формат хранения матрицы
гамильтониана на многопроцессорных систе-
мах, а также приводится реализация алго-
ритмов, направленных на работу с распреде-
ленно-хранимыми массивами.
В первом подразделе описывается ал-
горитм кодирования квантово-механических
состояний. В рамках данного алгоритма
предлагается представлять набор базисных
функций в виде последовательности сочета-
ний двоичных чисел, упорядоченной в лекси-
кографическом порядке.6 Данный подход да-
ёт возможность реализовать эффективную
параллельную схему заполнения матрицы га-
мильтониана и сократить объём требуемой
памяти, поскольку нет необходимости хранить все элементы последователь-
ности, так как каждый последующий элемент получается из предыдущего по
строгому закону.
Во втором подразделе данной главы приводится реализация алгоритма
заполнения матрицы гамильтониана. Отличительной особенностью метода
4 Templates for the Solution of Algebraic Eigenvalue Problems: a Practical Guide, Ed. by Z. Bai,
J. Demmel, J. Dongarra et al. SIAM, Philadelphia, 2000.1
5 Maschhoﬀ K., Sorensen D. A portable implementation of ARPACK for distributed memory parallel
architectures. 1996.
6 Липский B. Комбинаторика для программистов.Мир, 1988.
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точной диагонализации является необходимость напрямую работать с мат-
рицей гамильтониана (2), что, в свою очередь, увеличивает объём необходи-
мой оперативной памяти для её хранения. В разработанной библиотеке ал-
горитмов была организована схема распределённого хранения разреженных
матриц, позволяющая сократить объем памяти, требуемой на каждом узле
многопроцессорной системы (см. рисунок 1).
В третьем подразделе приведен разработанный формат хранения раз-
реженных матриц на распределенных вычислительных системах. При реше-
нии задачи теории динамического среднего поля методом точной диагона-
лизации матрица гамильтониана является сильно разреженной и имеет ре-
гулярный спектр, что позволяет минимизировать число межпроцессорных
коммуникаций и объем передаваемых данных. Исходя из этого, появляется
возможность модернизировать существующие форматы хранения разрежен-
ных матриц для эффективного использования ресурсов многопроцессорной
системы. В качестве основы используется формат хранения сжатой строки
(Compressed Row Storage – CRS), представленный в первой главе. Поскольку
для каждого процессора необходимо получить данные лишь с малого чис-
ла процессоров, то формат хранения можно модернизировать, организовав
сдвиг в массиве индексов, с помощью чего будет учтена особенность мало-
го числа взаимодействующих процессоров. Так для задачи размерностью
165, 636, 900 запущенной на 256 процессорах, каждому из них требуется полу-
чить данные не более чем с 30 других процессоров. При этом, для минимиза-
ции числа коммуникаций перед началом перемножения матрицы на вектор,
происходит сборка необходимых частей вектора в единый массив на каждом
процессоре.
На рисунке 2 приведён пример распределённого формата CRS для мат-
рицы размерностью 6 × 6 на трёх процессорах. На данном рисунке матри-
ца H вначале разбивается равномерно на три процессора (по две строки на
каждый), далее каждая подматрица преобразуется в формат CRS, в рамках
которого все ненулевые значения матрицы записываются в массив Hvalue, а
для определения индексов элемента используются вспомогательные массивы
row_ind и col_ind. При этом для каждого процессора данные массивы фор-
мируются лишь для своей части матрицы гамильтониана. Далее, учитывая
структуру матрицы, проводится сдвиг в массивах индексов. Для примера на
рисунке 2 приведены вектора (ν1, ν2, ν3), которые будут использованы каж-
дым из процессоров во время выполнения процедуры перемножения матрицы
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H × ν =


h00 h01 0 0 h04 0
0 h11 0 0 0 h15
h20 0 h22 0 0 0
0 h31 0 h33 0 0
0 0 0 0 h44 0
0 0 h52 0 h54 h55

×
( v0
v1
v2
v3
v4
v5
)
⇓
CPU 1: col_idx1 =
(
0 1 4 1 5
)
→
(
0 1 2 1 3
)
Hvalue1 =
(
h00 h01 h04 h11 h15
)
; row_ind1 =
(
0 3
)
; νT
1
=
(
v0 v1 v4 v5
)
;
CPU 2: col_idx2 =
(
0 2 1 3
)
→
(
0 2 1 3
)
Hvalue2 =
(
h20 h22 h31 h33
)
; row_ind2 =
(
0 2
)
; νT
2
=
(
v0 v1 v2 v3
)
;
CPU 3: col_idx3 = ( 4 2 4 5 ) → ( 2 0 2 3 )
Hvalue3 =
(
h44 h52 h54 h55
)
; row_ind3 =
(
0 1
)
; νT
3
=
(
v2 v3 v4 v5
)
;
Рис. 2. Пример распределённого CSR формата хранения при использовании 3 CPU.
на вектор. Видно, что размерность данных векторов меньше, чем размерность
исходного, а так же, что каждому из процессоров необходимо взаимодейство-
вать лишь с частью общего числа процессоров.
Результаты данной главы опубликованы в работах [2–5].
В третьей главе описывается разработанный программный комплекс
для решения уравнений теории динамического среднего поля. Рассмотрены
основные алгоритмы работы комплекса и приведены результаты анализа их
производительности при решении задач, связанных с диагонализацией сверх-
больших матриц. Также представлен результат разработки on-line сервиса,
предоставляющего пользователю возможности проводить расчёт электрон-
ной структуры методом точной диагонализации.
В первом подразделе представлена модернизированная схема DMFT-рас-
чёта. Основным блоком данной вычислительной схемы является решение при-
месной задачи, в рамках которой необходимо провести диагонализацию мат-
рицы гамильтониана. При этом, как было сказано ранее, в силу независи-
мости блоков гамильтониана, его можно представить в виде совокупности
матриц, которые необходимо диагонализовать. Поскольку размерность мат-
риц различна, то возникает вопрос об эффективности применения многопро-
цессорной системы, как для матриц малой размерности, так и для матриц
существенно большей размерности.
На основании данных, полученных в ходе вычислительного эксперимен-
та, предложена новая схема расчёта основного состояния системы, позволяю-
щая наряду с эффективностью расчётов при большой размерности проводить
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эффективный расчёт электронной структуры на малых размерностях. В вы-
числительной схеме можно выделить следующие основные блоки:
• процедура распределения массивов между процессорами;
• диагонализация матриц малой размерности;
• распределение полученных результатов между процессорами;
• диагонализация матриц большой размерности.
На первом этапе вычисляется массив, содержащий значения размерностей
матрицы гамильтониана для каждой пары состояний с n↑ частицами со спи-
ном вверх и n↓ частицами со спином вниз. Далее производится сортировка
полученного массива по возрастанию значения размерности матрицы гамиль-
тониана. Исходя из результата вычислительного эксперимента, выбирается
минимальная размерность гамильтониана Hsmin, для которой оправдано, с
точки зрения производительности, использование распределённого хранения.
Все остальные состояния, для которых Hs < Hsmin, равномерно распределя-
ются между узлами многопроцессорной системы, после чего каждый из узлов
кластера проводит диагонализацию независимо от других. Затем происходит
распределение данных между процессорами.
Следующим этапом является проведение расчёта для состояний большой
размерности, при которых Hs ≥ Hsmin, в данном случае каждый сектор
гамильтониана диагонализуется одновременно на всех доступных процессо-
рах, при этом текущая матрица хранится распределённо. Нахождение соб-
ственных значений и собственных векторов гамильтониана в рамках данного
цикла проводится параллельным методом Арнольди. Для хранения матрицы
гамильтониана в приведенном цикле используется разработанный в данном
диссертационном исследовании формат распределённого хранения матрицы
гамильтониана модели Андерсона.
Во втором подразделе рассматривается эффективность и производитель-
ность разработанного программного комплекса. Основное внимание при оцен-
ке эффективности было уделено масштабируемости схемы диагонализации
сверхбольших матриц, основанном на методе Арнольди и формате распреде-
лённого CSR. В таблице 1 приведены результаты расчёта наибольших матриц
для систем с числом орбиталей Ns = 14, Ns = 16 и Ns = 17 при использова-
нии различного числа процессоров. Как видно из таблицы, ускорение от ис-
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Таблица 1. Производительность метода диагонализации матрицы гамильтониана. Ns - чис-
ло орбиталей в гамильтониане, Hdim - размерность матрицы гамильтониана, nnzmax - наи-
большее число ненулевых элементов в строке, Np - число процессоров, Mexch. - средний
объем передаваемых данных для каждого процессора, Mdata - необходимый объем памяти
для каждого процессора, Tsetup - время необходимое для заполнения матрицы гамильтони-
ана, Tcomm - время, расходуемое на межпроцессорные коммуникации, Tcomp - полной время
расчёта, Ttotal - общее время диагонализации матрицы.
Ns Hdim nnzmax Np Mexch Mdata Tsetup Tcomm Ttotal
14 11,778,624 13 32 23 300 17 66 188
14 11,778,624 13 64 22 150 10 71 149
14 11,778,624 13 128 15 75 3.2 47 74
14 11,778,624 13 256 7 40 1.7 35 50
14 11,778,624 13 512 4 20 1.0 22 34
16 165,636,900 15 256 120 500 52 330 602
16 165,636,900 15 512 54 270 25 200 382
17 590,976,100 16 512 100 1000 92 620 1300
пользования многопроцессорной системы для Ns = 16, полученное из соотно-
шения T256/T512 = 1.58, довольно близко к идеальному и выше, чем подобное
отношение для Ns = 14 (T32/T64 =1.26). Неидеальность параллелизации объ-
ясняется тем, что для вычислений требуется производить обмен большими
блоками данных, однако, при увеличении числа используемых процессоров,
уменьшается как объём передаваемых данных, так и число процессоров, с
которыми необходимо провести обмен конкретному процессору.
На рисунке 3 представлена зависимость времени выполнения процеду-
ры диагонализации матрицы гамильтониана от числа процессоров (слева),
а также ускорение работы комплекса для матрицы размерностью 11,778,624
(справа). Видно, что при увеличении числа процессоров время расчёта суще-
ственно сокращается, однако при дальнейшем их увеличении наступает насы-
щение, и ускорение практически не изменяется. Основываясь на полученных
данных, можно сделать примерную оценку возможности применения разрабо-
танного комплекса для систем с большим числом орбиталей. Так, например,
для Ns = 18 наибольший сектор содержит около 82 миллиардов ненулевых
элементов, что требует около 1.5 Терабайт памяти. При помощи разработан-
ного комплекса данная задача может быть решена при использовании много-
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Рис. 3. слева – время выполнения процедуры диагонализации; справа – ускорение работы
комплекса в зависимости от числа процессоров идеальное(пунктирная линия) и реальное
(сплошная линия)
процессорной системы с числом ядер примерно равным 2000. Исследование
систем с числом орбиталей Ns = 20 требует хранить около 1200 миллиардов
ненулевых элементов, что в рамках разработанного программного комплекса
возможно лишь на передовых суперкомпьютерных системах.
В третьем подразделе данной главы рассматривается разработанный on-
line сервис, предоставляющий возможность проведения расчётов электронной
структуры методом точной диагонализации широкому кругу исследователей.
Для организации взаимодействия между клиентским приложением и диспет-
чером запросов используется механизм web-сервисов. Запрос пользователя
после отправки становится в очередь задача, где определяется доступность
ресурсов для запуска расчёта. В случае, когда их достаточно для выполне-
ния вычислений, запрос пользователя передаётся на выполнение многопро-
цессорной системе. Затем диспетчер отслеживает статус задачи и после её
завершения возвращает пользователю результат расчёта.
На рисунке 4 изображен пользовательский интерфейс разработанного on-
line сервиса, при помощи которого пользователь может задавать параметры
исследуемой системы и анализировать полученный результат. Данный on-line
сервис в сочетании с разработанным программным комплексом для расчёта
электронной структуры методом точной диагонализации представляют собой
удобный инструмент по изучению сильнокоррелированных систем для широ-
кого круга исследователей.
Результаты данной главы опубликованы в работах [5–7].
В четвертой главе представлены результаты исследования современ-
ных материалов при помощи разработанного программного комплекса. При-
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Рис. 4. Пользовательский интерфейс on-line сервиса. Форма ввода параметров модели
(слева), отображение результирующей функции Грина (справа).
ведены результаты численных расчётов и их сравнение как с предыдущими
теоретическими исследованиями, так и с экспериментальными данными.
В первом подразделе данной главы описывается исследование элек-
тронной структуры соединения Sr2RuO4. Данная система вызывает интерес
благодаря своим необычным физическим свойствам. Например, фотоэмисси-
онные и оптические эксперименты демонстрируют значительные корреляци-
онные эффекты. В предыдущих теоретических работах электронная струк-
тура Sr2RuO4 была исследована при помощи метода LDA+DMFT, используя
в качестве примесного решателя алгоритм Хирша-Фая в рамках квантового
метода Монте-Карло (HF-QMC).7,8
Из-за особенностей метода HF-QMC, в расчетах в матрице кулоновско-
го взаимодействия могут быть учтены только вклады плотность-плотность.
В данной диссертационной работе было показано, что учёт недиагональных
элементов матрицы играет важную роль при описании электронной структу-
ры и позволяет достичь лучшего согласия с экспериментальными данными.
Для этого был использован следующий примесный гамильтониан:
7 Liebsch A., Lichtenstein A. Photoemission Quasiparticle Spectra of Sr2RuO4 // Phys. Rev. Lett.
2000. — Feb. Vol. 84, no. 7. Pp. 1591–1594.
8 Pchelkina Z. V., Nekrasov I. A., Pruschke Th. et al. Evidence for strong electronic correlations in the
spectra of Sr2RuO4 // Phys. Rev. B. 2007. — Jan. Vol. 75, no. 3. P. 035122.
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Рис. 5. Плотность состояний, полученная из DMFT расчёта для T = 200 К с учётом
(сплошные линии) и без учёта (пунктирные линии) J ′-взаимодействия.
H =
∑
mσ(ǫm − µ)nmσ +
∑
kσ ǫknkσ +
∑
mkσ Vmk[d
+
mσckσ +H.c.]
+
∑
m Unm↑nm↓ +
∑
m<m′σσ′(U
′ − Jδσσ′)nmσnm′σ′ (3)
−
∑
m 6=m′ J
′[d+m↑dm↓d
+
m′↓dm′↑ + d
+
m↑d
+
m↓dm′↑dm′↓],
где d
(+)
mσ – операторы уничтожения (рождения) электрона на примесной ор-
битали m со спином σ, c
(+)
kσ – операторы уничтожения (рождения) электрона
на k-орбитали резервуара со спином σ. Данный гамильтониан содержит не
только кулоновское взаимодействие вида плотность-плотность (U , U ′, J), но
и более сложные типы взаимодействий J ′, которые соответствуют процессам
переворота спина и одновременному двойному переносу электронов по двум
спиновым каналам между орбиталями примеси. Основываясь на предыдущих
работах7 для проведения расчётов параметры модели были выбраны следую-
щим образом: U = U ′ = 1.2 эВ, J = 0.2 эВ. Что касается параметра J ′, его
значение было выбрано равным J ′ = 0.1 эВ с целью получения наилучше-
го согласия теоретических и экспериментальных оценок эффективной массы
носителей заряда.
В электронном гамильтониане было учтено 3 уровня примеси, при этом
на каждую примесную орбиталь приходилось по Nk = 4 уровней в резерву-
аре, что, согласно предыдущим работам9, является достаточным для реали-
стичного описания физических свойств современных материалов. Наиболь-
шая размерность матрицы гамильтониана для данной системы была равна
N = 41409225. При этом число ненулевых элементов в каждой строке матри-
цы гамильтониана для данной системы было равно в среднем nnzrow ∼ 70.
На каждую DMFT-итерацию требовалось приблизительно τ ∼ 3 часа при
9 Koch Erik, Sangiovanni Giorgio, Gunnarsson Olle. Sum rules and bath parametrization for quantum
cluster theories // Phys. Rev. B . 2008. — Sep. Vol. 78, no. 11. P. 115102.
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использовании 128 процессорных ядер. Рост времени расчёта для данной си-
стемы вызван тем, что скорость сходимости собственного значения в рамках
алгоритма Арнольди существенно больше, чем для системы, содержащей оди-
ну примесную орбиталь. Для моделирования была выбрана температура из
экспериментального диапазона, равная T = 200 K.6 Для расчёта функции
Грина в рамках процедуры Ланцоша10 было использовано 20 возбуждённых
состояний, что позволяет достигнуть достаточной точности для данного зна-
чения температуры.11
Вычисленные спектральные функции дляNs=15 представлены на рисун-
ке 5. Плотность состояний для случая, не учитывающего J ′-взаимодействие
находится в хорошем согласии с результатами, полученными при помощи ме-
тода HF-QMC в работе Либша и Лихтенштейна.7 В случае учёта J ′-взаимо-
действия, видно, что происходит дополнительная перенормировка спектраль-
ной плотности вблизи уровня Ферми.
Для количественной оценки подобных эффектов перенормировки была
вычислена эффективная масса носителей заряда по следующей формуле12:
m∗ = 1−
dReΣ(ω)
dω
|ω=0, (4)
где Σ(ω) – собственно-энергетическая часть. Для параметров кулоновского и
обменного взаимодействия U = 1.2 эВ, J = 0.2 эВ было получено, что m∗ =
2.1, которое меньше, чем в эксперименте.13 В случае учёта J ′-взаимодействия
в гамильтониане системы параметр эффективной массы носителей заряда
равен m∗=2.48, что хорошо согласуется с экспериментально наблюдаемым
значением, равным 2.5.13
Во втором подразделе приводятся результаты исследования при по-
мощи разработанного программного комплекса поверхностной наносистемы,
представляющей собой атом кобальта на платиновой подложке. Среди инте-
ресных свойств данной системы выделяются следующие особенности спектра
проводимости вблизи уровня Ферми:
10 Lin H. Q., Gubernatis J.E. Exact Diagonalization Methods for Quantum Systems // Computers in
Physics. 1993. Vol. 7. P. 400.
11 Capone Massimo, de’ Medici Luca, Georges Antoine. Solving the dynamical mean-ﬁeld theory at very
low temperatures using the Lanczos exact diagonalization // Phys. Rev. B. 2007. Vol. 76, no. 24. P. 245116.
12 Georges Antoine, Kotliar Gabriel, Krauth Werner, Rozenberg Marcelo J. Dynamical mean-ﬁeld theory
of strongly correlated fermion systems and the limit of inﬁnite dimensions // Rev. Mod. Phys. 1996. — Jan.
Vol. 68, no. 1. P. 13.
13 Puchkov A. V., Shen Z.-X., Kimura T., Tokura Y. ARPES results on Sr2RuO4 : Fermi surface
revisited // Phys. Rev. B . 1998. —Nov. Vol. 58, no. 20. Pp. R13322–R13325.
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• пик ниже уровня Ферми, ширина которого составляет 0.15 эВ, что зна-
чительно больше, чем пик, обусловленный Кондо-эффектом;14
• асимметрия спектра относительно нулевого напряжения;
• сильная зависимость спектра проводимости от значения внешнего маг-
нитного поля;
• дополнительные возбуждения выше уровня Ферми.
Современные теоретические исследования данной наносистемы проводились
в основном методами теории функционала плотности, которые не позволяют
учесть многочастичные особенности реальной физической системы. В ряде
работ авторы смогли воспроизвести пик ниже уровня Ферми.15,16 Однако его
ширина в разы превышает экспериментальные значения. Это является ре-
зультатом того, что в этих исследованиях не были учтены многочастичные
кулоновские корреляции для 3d-состояний кобальта.
Для преодоления этой проблемы исследуемая система моделируется в
рамках следующей примесной модели Андерсона:
H =
∑
mσ(ǫm − µ)nmσ +
∑
kσ ǫknkσ +
∑
mkσ Vmk[d
+
mσckσ + c
+
kσdmσ] +∑
m,m′,m′′,m′′′ Umm′m′′m′′′d
+
mσdm′′′σd
+
m′σ′dm′′σ′, (5)
где ǫσm(ǫk) – энергия эффективных орбиталей примеси (подложки), d
+
mσ(c
+
kσ)
– оператор рождения частиц на примеси (подложке). Исходя из результа-
тов LDA-расчётов, электронная конфигурация атома кобальта на платиновой
подложке близка к d8 (nd = 7.6). При проведении вычислительного экспери-
мента химический потенциал µ выбирался исходя из данного условия. Также
для определения полной матрицы кулоновского взаимодействия были исполь-
зованы значения U = 6.6 и JH = 0.9, полученные из расчёта в приближении
локальной электронной плотности.
На рисунке 6 приведены результаты вычисления электронной структу-
ры, полученной в рамках многочастичной модели Андерсона(сплошная ли-
14 Madhavan V., Chen W., Jamneala T. et al. Tunneling into a Single Magnetic Atom: Spectroscopic
Evidence of the Kondo Resonance // Science. 1998. Vol. 280, no. 5363. Pp. 567–569.
15 Lazarovits B., Szunyogh L., Weinberger P. Magnetic properties of ﬁnite Co chains on Pt(111) // Phys.
Rev. B . 2003. — Jan. Vol. 67, no. 2. P. 024415.
16 Growth and properties of small Co islands on a strained Pt surface // Journal of Magnetism and
Magnetic Materials. 2003. Vol. 258-259. Pp. 365 – 368. Second Moscow International Symposium on Magnetism.
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Рис. 6. Плотность состояний, по-
лученная из LDA-расчёта (точеч-
ная линия) и из расчёта мно-
гочастичной модели Андерсона
(сплошная линия) в сравнении
с экспериментальным спектром
проводимости (пунктирная ли-
ния).
ния), в сравнении с экспериментальным спектром проводимости17 (пунктир-
ная линия). Как видно из рисунка, плотность состояний примеси многоча-
стичной модели с учётом всех недиагональных элементов матрицы кулонов-
ского взаимодействия находится в хорошем согласии с экспериментальным
спектром проводимости. Пик в районе −0.05 эВ обусловлен вкладом от сле-
дующих орбиталей: xy, yz, xz и x2 − y2, которые сильно гибридизуются с
5d-состояниями платины. Состояния выше уровня Ферми имеют 3z2−r2 сим-
метрию.
Другим важным источником информации о свойствах примесной систе-
мы является спиновая восприимчивость, которая может быть вычислена по
следующей формуле:
G(ω) =
∑
nn′
Sznn′S
z
n′n
ω + En − En′
[
e−βEn − e−βEn′
]
, (6)
где Sznn′ – матричный элемент оператора спина, En – собственное значение
матрицы гамильтониана, β – обратная температура. На рисунке 7 (слева)
представлена результирующая спиновая восприимчивость. Видно, что основ-
ной вклад обусловлен орбиталями с симметрией xy(x2 − y2) и 3z2 − r2, что
означает наличие для них локального момента, а орбитали с симметрией
yz(xz) из-за сильной гибридизацией с электронами подложки демонстрируют
коллективизированный тип магнетизма. Также была вычислена полная спи-
новая восприимчивость с использованием следующей комбинации Sznn′S
z
n′n +
1
2
(
S+nn′S
−
n′n + S
−
nn′S
+
n′n
)
, спектральное представление которой представлено на
рисунке 7 (справа). Видно, что полная спиновая восприимчивость обладает
возбуждениями высокой энергии, которые обусловлены орбиталью с симмет-
17 Meier Focko, Zhou Lihui, Wiebe Jens, Wiesendanger Roland. Revealing Magnetic Interactions from
Single-Atom Magnetization Curves // Science. 2008. Vol. 320, no. 5872. Pp. 82–86.
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Рис. 7. Результаты расчёта спиновых корреляционных функций для 〈SzSz〉 (слева) и для
полной восприимчивости (справа)
рией 3z2 − r2. Эти спектры могут быть использованы для моделирования
экспериментов по сканирующей туннельной микроскопии.
Таким образом, проведённое исследование позволило сделать вывод об
орбитальной поляризации спектра проводимости Co/Pt(111). Особенности
спектра, обусловленные разными 3d-состояниями кобальта, проявляются на
разных энергетических диапазонах. Расчёт многочастичных корреляционных
функций даёт важную информацию о степени локализации магнитных мо-
ментов 3d-орбиталей кобальта.
Результаты данной главы опубликованы в работах [1, 5].
В Заключении сформулированы основные выводы, перечислены полу-
ченные в данной работе результаты.
ОСНОВНЫЕ ВЫВОДЫ И РЕЗУЛЬТАТЫ
На основе проведённых исследований в данной диссертационной работе сфор-
мулированы следующие результаты и выводы:
• была разработана библиотека процедур и функций для организации эф-
фективной работы с разреженными матрицами большой размерности.
Данная библиотека может использоваться для решения современных
задач науки и техники и содержит в своем составе:
– формат хранения больших разреженных матриц на многопроцес-
сорных распределённых вычислительных системах. Формат поз-
воляет эффективно обрабатывать матрицы размерностью больше,
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чем 5 × 108 за счёт использования алгоритмов распределенного
хранения данных, что более чем в 3 раза превосходит возможно-
сти существующих численных схем;
– процедуру эффективного заполнения матрицы гамильтониана. В
рамках разработанного формата хранения, производится заполне-
ние матрицы гамильтониана в параллельном режиме без необхо-
димости проводить межпроцессорные коммуникации. Таким обра-
зом, время выполнения алгоритма уменьшается пропорционально
числу задействованных процессоров вычислительной системы, что
обеспечивает производительность, близкую к идеальной;
– процедуру перемножения матрицы гамильтониана на вектор. Ис-
пользование ряда разработанных в диссертационном исследовании
методик для осуществления межпроцессорных коммуникаций при-
водит к ускорению работы алгоритма на p-процессорной системе,
равному Sp ∼ 0.7 · p при диагонализации матриц размерностью
более 1× 108. Это является существенным достижением в области
параллельных алгоритмов для распределенных вычислительных
систем;
• на базе разработанной библиотеки был создан программный комплекс
для расчёта электронной структуры и магнитных свойств современных
сильнокоррелированных материалов в рамках теории динамического
среднего поля методом точной диагонализации. Комплекс впервые поз-
волил проводить исследования в области низких температур с учётом
полной четырёхындексной матрицы кулоновского взаимодействия;
• впервые в рамках теории динамического среднего поля методом точной
диагонализации был проведено исследование модели Хаббарда на квад-
ратной решетке для числа эффективных орбиталей Ns = 17. На этом
примере была выполнена оценка производительности и масштабируе-
мости разработанной численной схемы в зависимости от размерности
задачи, показавшая результаты, не уступающие современным алгорит-
мам по решению уравнений теории динамического поля для систем с
общей памятью;
• в рамках созданного программного комплекса разработан модуль, поз-
воляющий исследователю выделять и анализировать вклад конкретно-
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го квантово-механического состояния в энергию системы. Это дает воз-
можность получить больше информации об элементарных возбуждени-
ях, происходящих в исследуемой системе. Тем самым достигается более
глубокое понимание электронных и магнитных свойств сильнокоррели-
рованных систем;
• проведена апробация разработанного программного комплекса на мо-
дельных и реальных системах. Исследована электронная структура силь-
нокоррелированного соединения Sr2RuO4. Сравнение значений эффек-
тивной массы носителей заряда, вычисленных для различных видов
взаимодействия, позволило сделать вывод о важности учёта недиаго-
нальных элементов матрицы кулоновского взаимодействия;
• проведено моделирование физических свойств наносистемы, состоящей
из атома кобальта на платиновой поверхности, Co/Pt(111). В рамках
исследования впервые было учтено влияние всех элементов матрицы
кулоновского взаимодействия. Полученная в результате расчётов спек-
тральная функция системы позволила объяснить особенности экспери-
ментального спектра проводимости вблизи уровня Ферми. Для мик-
роскопического анализа процесса формирования магнитного момента
были вычислены многочастичные спиновые корреляционные функции.
Проведенное исследование позволяет проследить процесс возникнове-
ния магнетизма в сильнокоррелированных системах и может быть ис-
пользовано для изучения других магнитных систем, характеризующих-
ся сильными электрон-электронными корреляциями;
• разработан on-line сервис, предоставляющий широкому кругу исследо-
вателей возможность решать уравнения теории динамического средне-
го поля методом точной диагонализации как в учебных, так и науч-
ных целях. On-line сервис предоставляет возможность интерактивного
определения параметров гамильтониана и визуализировать результаты
моделирования.
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