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Abstract
When dealing with non-stationary systems, for which many time series are available, it is com-
mon to divide time in epochs, i.e. smaller time intervals and deal with short time series in the
hope to have some form of approximate stationarity on that time scale. We can then study time
evolution by looking at properties as a function of the epochs. This leads to singular correlation
matrices and thus poor statistics. In the present paper, we propose an ensemble technique to deal
with a large set of short time series without any consideration of non-stationarity. We randomly
select subsets of time series and thus create an ensemble of non-singular correlation matrices. As
the selection possibilities are binomially large, we will obtain good statistics for eigenvalues of
correlation matrices, which are typically not independent. Once we defined the ensemble, we ana-
lyze its behavior for constant and block-diagonal correlations and compare numerics with analytic
results for the corresponding correlated Wishart ensembles. We discuss differences resulting from
spurious correlations due to repeatitive use of time-series. The usefulness of this technique should
extend beyond the stationary case if, on the time scale of the epochs, we have quasi-stationarity
at least for most epochs.
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I. INTRODUCTION
Non-equilibrium stationary states (NESS) have attracted large amounts of attention in
recent years [1–6] but more recently increasing attention is given to non-stationary situa-
tions, as they actually cover a wide range of observational as well as of experimental data.
Such data cover a wide range of fields including astronomy, financial markets and meteorol-
ogy or chemical engineering, fractures and colloids, as well as numerical results for models
of such systems and dynamical systems among many others. Among such systems the ones,
that have several near stationary states with more or less abrupt transitions are of par-
ticular interest. Such systems are wide spread and of relevance. They include bi-stable,
and multi-stable systems with smooth transitions as well as systems that might run into
catastrophic instability. We can think of both types ocurring as first order phase transitions
under temperature change depending on conditions. Beyond that, we may hope that non-
stationary systems may be quasi-stationary over sufficiently short time periods. Yet abrupt
non-stationarities may occur and we may hope to obtain either warnings or at least post-
event learning from a correlation analysis of known facts over a short time period before the
abrupt events.
For the sake of illustration, let us think of a chemical reactor that should produce certain
end products in a stationary fashion, but in fact the state is only quasi-stationary. This
reactor may have other states that produce less of the desired and more undesirable products
and a transition might prove costly. Yet this might get much worse if breaking stationarity
may lead to explosions with release of toxic substances, that may in addition cause great
cost of lives and health, such as in Bhopal 1984 [7]. To use a Wishart model as a model for
non-stationarity was first put forward in [8] and used for credit risk analysis in [9, 10].
Our interest was triggered by studies of financial markets, where the very attempt to
define states of quasi-stationary evolution is relatively new [11]. In this paper, the correla-
tion matrix of short time series was detected to be a good basis to specify the states and
clustering techniques were used to identify these states. An attempt to detect conditions
under which change may occur was not made and may also be futile in this context, as
the clustering technique by definition assigned each correlation matrix to a state and thus
borders become unclear. One could use different clustering algorithms to detect larger dif-
ferences in clusterings, but this might depend very much on the definition of distance we
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use [12].
We believe that in some sense eigenvalues do indicate very relevant aspects of dynamics
and recently it was shown, that this is also true for the correlation matrices. Using Metropolis
dynamics the larger eigenvalues of the correlation matrix of a 2-D Ising model at critical
temperature, can display a power law, that can be directly derived from the power law of
space correlations in this system [13]; it was further shown that such a power law will survive
if a sufficiently large random subset of time series is used. Yet long time series are essential
to see this effect because the number of large eigenvalues rapidly becomes too small as the
correlation matrix becomes more and more singular with shorter time series. The use of
the power map originally introduced for noise reduction [14, 15] was suggested in [16] as an
appropriate tool to detect correlations if powers very near to identity are used, indeed in
[13] this can be explicitly seen. Yet while the power map does detect correlations efficiently,
information as to the nature of the correlation at this point has not been given.
The power map is not transparent due to the nonlinearity and therefore we propose a
different path: we shall choose at random, subsets of time series that yield non-singular
correlation matrices and treat these as an ensemble. The number of non-zero eigenvalues we
have can now be increased dramatically as the combinatorial choices are very large. Keeping
in mind that finally there is no more information available than there is in the original data
matrix, we limit the actual number of selections from a single data matrix resulting from
many short time series.
We propose to use uncorrelated and correlated Wishart ensembles as solvable or approxi-
matively solvable examples to exemplify our method and see the results, but the results can
also be used as prior distribution to which experimental data can be compared to obtain
clarification of the data.
In the next section, we shall present briefly the characteristics of data ensembles and the
correlation matrices we can obtain. This will also serve to fix notation. Next we will present
basic results obtained from supersymmetric calculations to derive the formula for correlated
Wishart ensembles with arbitrary correlations. We analyze the special case of block-wise
correlated subsets of time series and then compare these results with numerical calculations
where we restrict the block situation to two blocks. Note that the bulk of the spectra will be
well-described by the analytics while the outliers will only be approximated as the analytic
result we present is for large N, T with a fixed ratio κ = N/T and independent time series.
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Finally we give some conclusions and an outlook to applications that are under way.
II. CONSTRUCTION OF ENSEMBLE
Multivariate analysis of time series is an old problem, but its systematic application to
quasi-stationary systems has generated an increased interest in large numbers of short time
series. Examples thereof result from financial markets [11, 16], but other fields including
traffic, chemical reactors, astronomical data, dynamical systems, pixel by pixel analysis of
experimental registers by CCD camera etc provide a wide range of data. Time series can also
be obtained numerically from dynamical systems such as Ising models and TASEP [6, 16].
The correlation matrix (or the covariance matrix) is the preferred object of analysis if long
time series are available. The matrices themselves, their eigenvalues and the eigenfunctions
may be analyzed to extract meaningful information. But difficulties appear for short time
series.
The building blocks for the correlation(covariance) matrices are rectangular N × T data
matrices A = [Aij ], with i = 1, 2, . . . , N and j = 1, 2, . . . , T . Each row in the data matrix
A is a time series of length T , measured at usually equidistant times. It can be obtained
from observations or experimetal measurements of observables like stock prices, temperature,
intensity, astronomical observations and so on. The matrix C = AAt/T , with At denoting
the transpose of matrix A, is the N × N covariance matrix. Wishart matrices are random
matrix models used to describe universal features of covariance matrices [17]. We consider
the case for real entries Aij ∈ R, known in the literature as Wishart orthogonal ensemble
(WOE). For WOE, the matrix elements of A are real independent Gaussian variables with
fixed mean µ and variance σ2 i.e. Aij ∈ NR(µ, σ2). In order to arrive at correlation matrices,
one needs to normalize µ = 0 and σ2 = 1. In the context of time series, C may be
interpreted as the correlation matrix, calculated over stochastic time series of time horizon
T for N statistically independent variables. By construction, C is a real symmetric positive
semidefinite matrix. For T < N , C is singular and has exactly (N −T −1) zero eigenvalues.
Note that, stationarity improves when short time series are used. In real applications, one
needs to understand the role of correlations and thus, correlated WOE (CWOE) models
provide the null hypothesis. CWOE is defined by real-symmetric matrices C = AAt/T , with
A = χ1/2A. Here, χ is a real symmetric positive definite non-random N × N matrix that
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accounts for the correlations in time series (rows) of data matrix A and Aij ∈ NR(0, 1). On
ensemble average, C = χ.
We analyze highly singular correlation matrices (N >> T ) by constructing ensembles of
correlation matrices from a given correlation matrix by randomly selecting short observa-
tional time series. By randomly choosing m rows out of N given rows of A(A) such that
m = aT with a being a real number close but smaller than unity, we construct an ensemble of
m×T dimensional matrices. While making selections, we ensure that no two rows are same
in a given matrix and no two matrices are same in the ensemble. Using these, we obtain an
ensemble of m×m non-singular correlation matrices and analyze eigenvalue distribution.
If the number N of time series available is large compared to the number of entries T in
each time series, the discussion of eigenvalues becomes statistically unsatisfactory. A typical
example would be financial time series of increaments of 40 consecutive closing prices for
a selection of N = 400 shares from some index (say a selection from Standard and Poors
500). In this case we would obtain but 39 non-zero eigenvalues (40 for covariance matrices)
from the 400 × 400 correlation matrix, which might be all over the place. We propose to
select m time series (experimental, observational or computational) that is smaller then the
length T of the time series at random. If we allow all different choices, we would end up
with a very large ensemble of correlation matrices (in our example, we might choose m = 36
leading to
(
400
36
) ≈ 2.5× 1051 choices, which is an unpractically large number). So we choose
a random subset of a few thousand and get excellent statistics for eigenvalues. Having more
members in the ensemble would increase the amount of spurious information, which enters
unavoidably if we allow repeated time series in different members of the ensemble. If on
the other hand we do not allow repetitions the results would depend very much on the
selection we make and statistics would be less adequate. An alternative may be to make an
ensemble of ensembles with different but totally independent choices, and calculate averages
and variances of specific satistical quantities obtained for a lower level ensemble. We choose
not to go this more complicated route.
The question arises, how stable and informative the corresponding results are. The
purpose of the present paper is to take this simple idea and compare it to cases where
analytic results can be derived from well-known results [18, 19]. We start by analyzing
white noise time series and the resulting correlation matrices known as the Wishart ensemble
[17, 20] as well as for correlated Wishart ensembles with constant correlations [21]. Here, the
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level densities are known analytically and the n-point correlation function converges to the
universal result [20]. Because the case of constant correlations will mimick real situations
only very roughly, we shall study in more detail the situations where subsets of time series
are more correlated among each other than with the time series of other subsets. This will
be typical case of market sectors of stock exchanges. To emphasize the characteristics of
such a block structure, we shall restrict ourselves in graphical displays to two blocks in this
paper.
We shall see that clear signatures of the correlations (or lack thereof) can be obtained with
very good statistics. This distinguishes the present linear method both from the clustering
techniques [11] and the power-law technique [16], which are inherently non-linear. The
first is a transparent standard technique but requires considerable previous insight into the
problem on hand, while the second turns out to be quite stable but interpretation is an open
problem.
III. SUPERSYMMETRY APPROACH
Time series analysis is an imperative tool to study dynamics of variety of complex sys-
tems. Wishart correlation matrices are standard models employed for statistical analysis of
ensembles of time series. We provide here a brief sketch of the derivation using standard
supersymmetric steps; for further details refer to [18, 19, 22, 23].
In multivariate analysis, it is desirable to derive a “null hypothesis” from a statistical
ensemble to understand the measured eigenvalue density of the given correlation matrix.
The random matrix ensemble we consider is CWOE with arbitrary correlations that gives
the ’empirical’ (population) correlation matrix C upon averaging over the probability density
function P (A|C) (normalized to unity),
P (A|C) = [2πdet(C)]−T/2 exp
[
−1
2
tr(AtC−1A)
]
. (1)
By construction,
∫
d[A]P (C)AAt/T = C, with measure d[A] =
∏N
i=1
∏T
j=1 dAij being prod-
uct of differentials of all independent elements in A. It is important to mention that, in
the supersymmetric approach, one assumes T ≥ N to ensure invertibility of C. In order
to be able to derive the ensemble averaged eigenvalue density (one-point function), we may
replace C by diagonal matrix Λ of its eigenvalues {Λ1,Λ2, . . . ,ΛN} since the domain RN×T
6
of A is orthogonally invariant.
The ensemble averaged eigenvalue density for correlation matrix AAt is defined by,
S(x) =
1
N
∫
d[A]P (A|Λ)
N∑
i=1
δ(x− Λi) . (2)
In terms of resolvent, Equation 2 reads
S(x) =
1
Nπ
lim
ǫ→0+
ℑ
[∫
d[A]P (A|Λ)tr
(
1N
(x− iǫ)1N −AAt
)]
(3)
In case of CWOE (also WOE), the eigenvalue density for the correlation matrices is de-
rived using supersymmetry technique [18, 19]. In supersymmetric approach, the eigenvalue
density is written as the derivative of the generating function. The generating function in
turn is mapped onto a suitable superspace which leads to drastic reduction in degrees of
freedom. Then, the eigenvalue density is derived by introducing eigenvalue coordinates for
the supermatrix and integrating over the anticommuting Grassmann variables.
The generating function Z as a function of source variable J is the starting point of the
supersymmetry approach,
Z(J) =
∫
d[A]P (A|Λ)det(x
+1N + J1N − AAt)
det(x+1N − AAt) ; x
+ ∈ C . (4)
Note that x+ = x + iǫ and Z(0) = 1. The one-point function is then computed by the
derivative,
S(x) = − 1
πN
∂Z(J)
∂J
∣∣∣∣
J=0
. (5)
The generalized Hubbard-Stratanovich transformation [24, 25] and superbosonization for-
mula [26] have been used to express the generating function as an integral over a suitable
superspace. In fact, these are equivalent [27]. The determinant in the denominator of
Equation (4) can be expressed as a Gaussian integral over a vector in ordinary commuting
variables. Similarly, the determinant in the numerator can be expressed as a Gaussian inte-
gral over a vector in anticommunting variables. Combining these expressions, we obtain a
Gaussian integral over a rectangular supermatrix B which is n× (2|2) dimensional,
B = [ua, va, ζ∗a , ζa], Bt =


ub
vb
ζb
−ζ∗b


1≤b≤n
. (6)
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Here, ζi, ζ
∗
i are Grassmann variables. Using this and d[B] = (2π)−N
∑N
i=1 duidvi∂ζ
∗
i ∂ζi,
ui, vi ∈ R in Equation (4) and performing the Gaussian integral over A, we apply the duality
relation between ordinary spaces and superspaces det(1N + iBBtΛ) = sdet(14+ iBtΛB), one
can then rewrite the determinant as a superdeterminant. Importantly, the supermatrix BtΛB
is 4 × 4 dimensional and the original matrix BBt is N × N dimensional. This dimensional
reduction is the advantage of the supersymmetry technique. The left upper block (boson-
boson block) of supermatrix BtΛB is a Hermitian matrix. We now use the generalized
Hubbard-Stratonovich transformation to replace the supermatrix BtΛB by a supermatrix
σ with independent matrix elements. For the required power of superdeterminant in the
expression for the generating function, we write a super-Fourier representation
sdet−T/2(14 + iBtΛB) =
∫
d[ρ]I(ρ) exp(− i
2
str(BtΛBρ)) . (7)
The Fourier transform gives a supersymmetric Ingham-Siegel distribution,
I(ρ) =
∫
d[σ]sdet−T/2(14 + iσ) exp(
i
2
str(σρ)) . (8)
Here,
σ =

σ0 τ
τ ∗ iσ112

 and ρ =

ρ0 ω
ω∗ iρ112


are supermatrices of dimension 4 × 4 with real-symmetric 2 × 2 diagonal blocks. The off-
diagonal blocks are Grassmann variables with the structure
τ =

η η∗
ξ ξ∗

 and τ ∗ =

 η∗ ξ∗
−η −ξ


(similarly, for ω). The super-integration measure is d[σ] = (2π)−2dσ0aadσ0abdσ0bbdσ1∂η∂η
∗∂ξ∂ξ∗,
where σ0aa, σ0bb are diagonal and σ0ab is the off-diagonal elements of σ0. The measure d[ρ]
is defined in a similar fashion. Using these and integrating over the supermatrix B, the
generating function is a supermatrix integral,
Z(J) =
∫
d[ρ]I(ρ)
N∏
i=1
sdet−1/2(x+14 − Jγ − 1
2
ρΛi) . (9)
Here, the matrix γ = diag(02,−12) is diagonal. For arbitrary small J , using Equations (8)
and (9), we have Z(J) =
∫
d[σ]
∫
d[ρ]eL with a Langrangian L given by
L = −1
2
N∑
i=1
str ln(x+14 − 1
2
ρΛi) +
T
2
str ln ρ− strρ , (10)
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and we end up with a scalar polynomial equation resulting from the saddle point equation
that can be solved numerically,
1
2
N∑
i=1
Λi
2x+ − ρ0Λi +
T
2ρ0
− 1 = 0 . (11)
This is the main analytic result of the paper which we test with numerics for different WOE
models in the following section. The one-point function is then given in terms of the complex
solution, say ρ0(x), of this saddle point equation,
S(x) = −2ℑρ0(x)/πNx , (12)
in the limit N, T → ∞ with fixed ratio κ = N/T . Note that the eigenvalue density is
normalized to unity. Equation (11) is valid for CWOE with arbitrary correlations and the
structure of the correlation matrix enters via its eigenvalues Λi (1 ≤ i ≤ N). Equation (11)
is another version of a classical result [28–31].
IV. NUMERICAL RESULTS
For the random selections, we have two choices: (a) ’Non-Singular Random Selection
Ensemble’ (NSRSE) in which a given time series can appear many times but at most once
in the construction of any correlation matrix to avoid singularities. As mentioned above,
we will have binomially many choices but the members of the ensemble are not entirely
independent. We will usually not have N and T very large but even so we will find that
the behavior of the bulk is not significantly affected although the outliers are. Alternatively,
for sufficiently large N and T , we could use a random matrix model ’Exclusive Random
Selection Ensemble’ that constructs an ensemble that excludes any repeatition of time series
in its construction. We can use this ensemble to calculate the expectation values of the
quantities we are interested in and avergae those over all or a subset of possible selections.
In this case, we expect to a large extent coincidence with correlated Wishart ensembles
but the procedure is rather unyieldy and we should rather focus on the first choice namely
NSRSE.
We now proceed to analyze three special cases. We start with the case of uncorrelated
time series, where we should reproduce the Marc˘enko-Pastur distribution [28, 32]. Next,
we pass to the case of constant correlations where we, in addition, have an outlier that
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should be described. Finally, we proceed to the block structure, which we illustrate by
using two blocks of time series which have constant internal correlation and relatively small
correlation between the two blocks. Note that our results need not agree with theory for
Wishart matrices because starting with a single representative of this ensemble in the large
space, we select the smaller matrices from that space and repetitions of the selection will
turn out to be important.
A. Uncorrelated Non-Singular Random Selection Ensemble
As a first example, we study uncorrelated NSRSE, correlation matrices of which will be
obtained from a data set A of white noise time series by selecting m time series in L samples
from the
(
N
m
)
possible selections. The corresponding eigenvalues will be obtained numerically
below and compared to the solution of the polynomial equation. This corresponds to average
eigenvalues Λi = 1 for i = 1, . . . , N in Equation (11) that results in a quadratic equation
which can be solved analytically to obtain,
ρ0(y) =
κ
2πy
[(y+ − y)(y − y−)]1/2 . (13)
Here, κ = N/T and y± = T (1±
√
κ) /4 define the spectral support of the eigenvalue density.
This describes the distribution of non-zero eigenvalues for WOE in the limit N, T →∞ with
fixed κ. Hence, in order to be able to compare with the Marc˘enko-Pastur distribution and
numerics, one needs to re-scale the variables as x+ → x′T/4 and ρ(x+) → 4ρ(x′)/T in
Equation (11).
We compare numerical NSRSE eigenvalue densities with the analytical result given by
Equation (13) in Figure 1. For Monte-Carlo simulations, we start with a singular data
matrix of dimension 1000× 100 (κ = 10). One can normalize these 1000 time series in two
ways: (1) by rescaling each time series by its respective mean and standard deviation (micro-
canonical normalization) and (2) by rescaling all the time series by their average mean and
average standard deviation (canonical normalization). Then, by randomly selecting the rows
of this data matrix as explained above, we construct a 5000 member ensemble of 90 × 100
(a = 0.9) data matrices (κ = 0.9). Using these, we construct the L = 5000 members
of NSRSE and diagonalize these to obtain the eigenvalues. In Figure 1(a), we show the
numerical histogram for the 1000 eigenvalues of the correlation matrix corresponding to the
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initial 1000× 100 data matrix obtained using microcanonical normaliztion and similarly for
canonical normalization in Figure 1(b). The spectral bounds are in agreement with the solid
curve obtained using Equation (13). However, as we have a single copy of correlation matrix,
there are a lot of fluctuations in numerics. We do not find any significant differences between
microcanonical and canonical normalizations for NSRSE. Then, we apply ensemble technique
and eigenvalue histograms for microcanonical and canonical normalizations respectively are
shown in Figure 1(c) and 1(d). The agreement with the solid curves obtained using Equation
(13) is excellent. Again, we do not observe any significant differences in the microcanonical
and canonical normalizations for NSRSE using the ensemble technique.
B. Correlated Non-Singular Random Selection Ensemble With Constant Linear
Correlations
Going further, we consider correlated NSRSE A = χ1/2A with constant linear correlations
defined by χj,k = δj,k + υ (1 − δj,k); υ being the correlation coefficient. The numerical
histograms obtained for correlated NSRSE with constant linear correlations defined by υ =
0.1, 0.5 and 0.9 are shown respectively in Figures 2(a), 2(b) and 2(c). The parameters used
in the calculations are L = 5000, N = 1000, κ = 10 and a = 0.9. The solid histograms
correspond to microcanonical normalization and empty histograms correspond to canonical
normalization. The solid curves are obtained by numerically solving Equation (11) with
Λi = 1− υ for i = 1, . . . , N − 1 and ΛN = Nυ + 1− υ (a third order polynomial equation).
Insets in each of these pictures show the distribution of the outlier ΛN . The agreement
of the polynomial equation solution in the bulk of the spectrum is excellent except for
small deviations in the tails with increasing correlation coefficient υ. Notice the increasing
difference between the bulk and the outlier along with shrinking of spectral bounds for
the bulk distribution with increasing υ. The histograms for microcanonical and canonical
normalizations are similar for the bulk distribution while there are differences in outliers
noticeable with increasing υ.
The shape of the farthest peak (outlier) is Gaussian for the numerical histograms whereas
it resembles a semicircle for the respective solutions from the polynomial equation. The
saddle point approximation must be good where many peaks overlap. It must be worse
for individual peaks (outliers). But as seen from Figure 2, the saddle point approximation
11
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FIG. 1. Density of non-zero eigenvalues of a singular correlation matrix C obtained from a data
matrix A of dimension 1000 × 100; κ = 10 with (a) micro-canonical and (c) canonical normal-
ization. Ensemble averaged eigenvalue density for a 5000 member NSRSE of correlation matrices
constructed using 0.9T × T (κ = 0.9) dimensional A matrices with (b) micro-canonical and (d)
canonical normalization. Numerical results are histograms and solid curves are obtained from
Equation (13).
works remarkably well even for the outliers: it reproduces their position and gives a width
not too far from reality. However, it cannot reproduce the shape of the peaks. The exact
problem is highly complex and thus, one cannot expect to get all the features by a simple
polynomial equation.
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FIG. 2. Ensemble averaged eigenvalue density for a 5000 member ensemble of 90× 90 dimensional
correlated NSRSE matrices with constant linear correlations defined by (a) υ = 0.1, (b) υ = 0.5
and (c) υ = 0.9. Here, κ = 10. Numerical results are histograms and solid curves are obtained
from Equation (11). Insets give the distribution of the outlier.
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C. Block Non-Singular Random Selection Ensemble
(a) (b)
(c) (d)
FIG. 3. Ensemble averaged non-singular block correlation matrices constructed using 90 × 100
dimensional data matrices A with constant block correlations: (a) υ1 = υ2 = 0.1; (b) υ1 = 0.1,
υ2 = 0.5; (c) υ1 = 0.5, υ2 = 0.1 and (d) υ1 = υ2 = 0.5.
As is usual in financial market analysis, one deals with block matrices where each block
represents a sector. For instance, energy, utility and technology are a few sectors in stocks.
Inspired by this, we consider a simple 2 × 2 model for a two sector NSRSE model. The
corresponding data matrix has the structure At =
[
A1 A2
]
with A1 and A2 representing
14
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FIG. 4. Ensemble averaged eigenvalue density for a 5000 member block NSRSE of correlation ma-
trices constructed using 0.9T×T (κ = 0.9) dimensional A matrices with constant block correlations
defined by (a) υ1 = υ2 = 0.1; (b) υ1 = 0.1, υ2 = 0.5; (c) υ1 = 0.5, υ2 = 0.1 and (d) υ1 = υ2 = 0.5.
Numerical results are histograms and solid curves are obtained from Equation (11). Insets give the
distribution of the outliers.
data matrix in each sector with respective dimensions N1×T and N2×T ; N = N1+N2. In
each sector, we consider constant linear correlations with correlation coefficients c1 and c2.
For numerics, we construct a L = 5000 member block NSRSE with N = 1000, κ = 10,
a = 0.9, N1 = 0.2N and N2 = 0.8N . To generate the ensemble, for each member, random
selections of time series from the given A matrix are done depending on the weights (say,
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these are p1 and p2): p1 = N1 ∗m/N and p2 = N2 ∗m/N . These are the number of time
series randomly chosen from each sector. Figure 3 shows the structure of ensemble averaged
correlation matrices constructed using canonical normalization with (a) υ1 = υ2 = 0.1; (b)
υ1 = 0.1, υ2 = 0.5; (c) υ1 = 0.5, υ2 = 0.1 and (d) υ1 = υ2 = 0.5. The block structure
remains intact with the weighted random permutations. This is obvious as the χ matrix is
invariant under permutations.
In Figure 4, we compare the eigenvalue histograms (solid ones corresponding to micro-
canonical normalization and empty ones corresponding to canonical normalization) of block
NSRSE for (a) υ1 = υ2 = 0.1; (b) υ1 = 0.1, υ2 = 0.5; (c) υ1 = 0.5, υ2 = 0.1, (d) υ1 = υ2 = 0.5
with the solid curve obtained using Equation (11) with Λi = 1 − υ1 for i = 1, . . . , N1 − 1,
ΛN1 = N1υ1+1−υ1, Λi = 1−υ2 for i = N1+1, . . . , N2−1, ΛN2 = N2υ2+1−υ2 (fifth order
polynomial equation). We find good agreement in the bulk distributions with deviations in
the tails for larger correlation coefficients υ1 and υ2. Insets show the distributions of the
two outliers (ΛN1 and ΛN2). It can be single peaked, overlapping peaks or double peaked
as the positions depend on correlation coefficients υ1 and υ2. The choice of normalization
generates differences in the distribution of outliers. The saddle point approximation gives
the approximate positions and widths of the peaks but not the shape. In conclusion, the
repeatition of time series in the construction of NSRSE strongly affects the outliers. In sad-
dle point approximation, the bulk of the spectrum is order N correction and if the outlier
is far away from the bulk, it is only order 1 correction term. Thus, the latter is a very small
perturbative term.
V. CONCLUSIONS AND OUTLOOK
We have presented an entirely new way to treat large numbers of time series pertaining
to the same system and therefore likely to display some correlation. Basically the propo-
sition consists in dividing the entire set of time series in different ways, thus obtaining the
Non-Singular Random Selection Ensemble from the data. This allows to obtain a spectral
distribution for an ensemble of correlation or covariance matrices and also to get distribu-
tions of particular eigenvalues, say the largest or the smallest one. The same will hold for
eigenfunctions. This opens a new alley for investigations of systems that are not stationary
on longer time scales but quasi-stationary on a short time scale as defined by the lenght of
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the epochs we choose. We can then study the temporal evolution of such an ensemble. This
in turn may give hints to instabilities emerging in the system which might be sufficiently
strong to be used to give an early warning.
The next step will be to show how such an ensemble behaves, when at or near a critical
transition. At this point we are studying this in financial markets and in two dynamical
systems, namely the TASEP [6] and the 2-D Ising model near criticality [16]. The range
of potential applications is very wide and in the present paper we have performed the first
tests using correlated random matrices as a model where analytic results are available. The
case we generically discuss is a set of time series, which are strongly correlated within each
of two subsets leading to a block structure in the correlation matrix. This is a toy model
for financial markets with its tradicional divison into market sectors. Preliminary results on
financial markets can be viewed in a master thesis [33] and further work in this direction is
in progress.
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