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[1] Time series of optical depth of Arctic stratus clouds are investigated for scaling

properties and biases with respect to a plane-parallel model. The study is based on 3 years
of infrared spectrometer and microwave radiometer measurements made at the
Atmospheric Radiation Measurement North Slope of Alaska site. Power spectra of
radiance and radiance emissivity are found to indicate scaling with a spectral coefficient
on the order of 5/3 over 0.5–10 hours, consistent with the Kolmogorov-Obukhov
prediction [Kolmogorov, 1941] for three-dimensional turbulence. Irradiance emissivities
inferred from the data set, using an independent column approximation and 6-hour
time intervals, are further analyzed to find reduction factors for the same mean optical
depth in a plane-parallel representation. These factors are estimated to average 0.82 in
March and 0.48 in September but with a high degree of variability: The most
inhomogeneous quarters of these data sets exhibit reduction factors of 0.57 (March) and
0.20 (September). Observed reduction factors for radiance and irradiance are found to
depend primarily on the ratio of mean optical depth to variance, a result consistent with
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1. Introduction
[2] Characterization of the statistics of horizontal variability of atmospheric properties has been an objective of
considerable interest for many years [e.g., Syroka and
Toumi, 2001; Ishida, 1986]. Scaling of cloud liquid water
content, for example, has recently been found to span a
range from centimeters to kilometers [Davis et al., 1999].
Another statistical approach is the use of distribution
functions for representing the horizontal variability of cloud
thickness [Barker and Wielicki, 1997]. Apart from their
fundamental geophysical importance, these characterizations address an increasing need to accurately represent
variability within unresolved, subgrid scales of global
climate models (GCMs).
[3] In this paper we take a statistical approach to the
analysis of thermal radiance emitted downward from Arctic
clouds. Our study is motivated by the fact that thermal, i.e.,
longwave downward radiation, is the dominant source of
radiant energy at the surface in the Arctic throughout most
of the year [Curry et al., 1996]. Cloudiness can increase the
longwave downward irradiance by up to 30% [Intrieri et al.,
Copyright 2003 by the American Geophysical Union.
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2002a]. Hence assessing the effect of cloud horizontal
variability on the longwave downward irradiance is of
considerable interest for modeling the polar climate and
sea-ice extent [Wang and Key, 2002].
[4] Our study relies primarily on 3 years of downwelling
radiance recorded at Barrow, Alaska, by the Atmospheric
Radiation Measurement’s (ARM) Atmospheric Emitted
Radiance Interferometer (AERI) [Smith et al., 1995;
Knuteson et al., 1999]. These spectra have a spectral resolution of 0.5 cm1 and are recorded about every 7 min. In
section 2, our assumptions relating infrared emissivity and
optical depth are presented, along with a bispectral algorithm
used to retrieve cloud radiance emissivity and optical depths
for clouds of moderate thickness. For thicker clouds, cloud
thickness is inferred from ARMs microwave radiometry data
over the same time period. The combination is a nearly
continuous record of vertically integrated optical depth over
a span of 3 years (1999 – 2001). In section 3, we use power
spectra of month-long segments of this data set to identify the
time range over which the cloud field exhibits scaling. For
moving 6-hour windows, we calculate the mean optical
depth, hdi, and a homogeneity parameter, n = (hdi/s)2
(as used by Barker et al. [1996]), where s2 is the variance
d of for the window. The resulting data set of parameters,
spanning 1999 –2001, is then used to examine the difference
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in irradiance emissivity between observations and planeparallel cloud geometry, the latter being a common representation in climate models [Tiedtke, 1996].

2. Optical Depth and the Bispectral Retrieval
Algorithm
[5] The connection between vertically integrated optical
depth, d, and cloud radiance emissivity, erad, is provided by
the effective emissivity relation [Rathke and Fischer, 2002]
erad  1  expðd= cos qÞ

ð1Þ

where q is the angle of view with respect to zenith. Here d
and erad are wavelength-dependent, as well as functions of
time and horizontal coordinates. Equation (1) implicitly
accounts for scattering effects and partial cloud cover within
a given (narrow) field of view, and therefore, erad and d must
be interpreted as an ‘‘effective’’ emissivity and optical
depth. They depend on cloud microphysical properties
(particle phase and size, water content), as well as
macrophysical properties (height and thickness). Here d,
for example, is proportional to the vertically integrated
cloud liquid or ice water content, the liquid (or ice) water
path (LWP), using the approximation
d  kabs LWP:

ð2Þ

At a wavelength of 962 cm1, a spherical droplet of liquid
water with radius 10 mm is predicted by Mie theory to
have an absorption coefficient of kabs = 0.0614 m2g1
[Wiscombe, 1980].
[6] Within a given time window, the radiance emissivity
for this zenith angle determines a probability density function for optical depth, r(d0). Then the time average of
radiance emissivity is
Z1
herad ðqÞi ¼



0
rðd0 Þ 1  ed = cos q dd0 :

ð3Þ

0




eirrad;PPH  1  eF hdi ;

ð6Þ

where F is the diffusivity factor, 1.66 [Paltridge and Platt,
1976].
[9] Regarding the observational record, a first inclination
is to use liquid water path values from microwave radiometer measurements [Liljegren, 1994] to deduce a cloud’s
effective emissivity. The ARM data set at Barrow is nearly
continuous over the 3 years considered here (1999 – 2001),
recorded at 5-min intervals. Two factors make such an
approach incomplete for our purpose, however. First, ice
occurs commonly in Arctic clouds, but microwave radiometer retrievals are largely insensitive to ice content. Second,
LWP retrievals from microwave radiometry [Liljegren,
1994] exhibit high relative errors when cloud thickness is
less than 20 g/m2 [Dong et al., 2000], whereas such clouds
are commonplace in the Arctic [e.g., Curry et al., 1996].
[10] Therefore we present here an algorithm for inferring
optical depths based on downwelling infrared radiance spectra
measured at the North Slope of Alaska (NSA) ARM site by
the Atmospheric Emitted Radiance Interferometer (AERI)
[Smith et al., 1995; Knuteson et al., 1999]. Figure 1 is
presented to show that the influence of clouds in these spectra
is most evident in the 8 – 12 mm (750 – 1250 cm1) window, in
particular in ‘‘microwindows,’’ frequencies between lines of
strong radiative emission from gases. Figure 1 also demonstrates the sensitivity of the approach, clearly distinguishing a
cloud with d = 0.1 from another with d = 1.5 (at 962 cm1).
These optical depths were inferred using a bispectral retrieval
algorithm, which we now describe.
[11] Given a cloud temperature Tcld, d(x) gives rise to a
cloud downwelling radiance given by
I ðnÞ  Bðn; Tcld ÞeðnÞ;

ð7Þ

received at the ground according to

The angle brackets indicate an average over a 6-hour
window; that is, we assume ergodicity.
[7] The emissivity associated with downwelling hemisphere-integrated radiance, hereafter ‘‘irradiance emissivity,’’
is obtained next. We associate with any given zenith angle
a vertical optical depth of a single column corrected by
1/cosq. This is the ‘‘independent column approximation’’
(ICA) [Ronnholm et al., 1980; Cahalan et al., 1994]. The
irradiance emissivity is then
Zp=2
heirrad i ¼

where Ei is the exponential integral. In the zero-scattering
approximation, equation (5) is approximated as

2herad ðqÞi sin q cos q dq;

ð4Þ

0

where we have assumed heradi does not depend on
azimuthal angle.
[8] Averages such as appearing in equation (3) may be
taken for observed or model distributions of d. For example,
we define a plane-parallel horizontal (PPH) emissivity
average by using a monodispersion for r(d0), so that
herad,PPHi is given by equation (1) with d = hdi, and


eirrad;PPH ¼ 1  ehdi ð1  hdiÞ  hdi2 EiðhdiÞ;

ð5Þ




I ðnÞ ¼ t ðnÞ Bðn; Tcld ÞeðnÞ þ B n; Tbkg ½1  eðnÞ
½1  t ðnÞ ;

þ Bðn; Tatm Þ
ð8Þ

where I is the observed downwelling radiance, B(n, Tcld) is
the Planck function at Tcld, t(n) is the atmospheric
transmissivity from the cloud to the surface, Tatm is the
average temperature of the atmosphere below the cloud, and
Tbkg is the radiative temperature corresponding to the
‘‘background,’’ clear-sky downwelling radiance. (For the
remainder of this section ‘‘n’’ refers to wavenumber).
[12] Figure 2 shows time series of downwelling radiance
in the 1233 and 962 cm1 microwindows, expressed in
equivalent brightness temperatures. During March 2000,
many measurements correspond to clear-sky conditions.
These appear as low brightness values, 180 K in the
1233 cm1 microwindow and 150 K in the 962 cm1
microwindow. Also shown are clear-sky brightness
temperatures in these microwindows, based on the subarctic
winter model atmosphere of McClatchey et al. [1972]. The
approximate agreement (5 – 10 K root-mean-square error)
leads us to the conclusion that ‘‘clear-sky’’ parameters t,
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Figure 1. ARM/AERI spectra taken at Barrow, Alaska, on
1 March 2001. The bold line is the spectrum of a cloud with
retrieved optical depth of 0.1 at 962 cm1, taken at 2130 GMT.
The thin line is the spectrum of a cloud with retrieved optical
depth of 1.5 at 962 cm1, taken at 0334 GMT. Radiance units
are mW/(m2 St cm1).

Tbkg, and Tatm derived from the McClatchey et al. [1972]
model atmosphere are satisfactory throughout the month.
Similar comments apply to August, although with less
confidence because there are fewer cloudless measurements
for comparison.
[13] Tcld and e are inferred from AERI spectra by a
simple, bispectral retrieval algorithm. Retrieving Tcld and e
from two spectral observations in the thermal infrared
window region was first proposed by Inoue [1985]. Assuming that t, Tbkg, and Tatm are known, a retrieval of Tcld and e
is possible, if one can find two microwindows (centered at
frequencies n1 and n2) for which e(n1) = ae(n2), regardless
of cloud particle size. While Inoue [1985] had to rely on
spectral observations prescribed by the specifications of the
advanced very high resolution radiometer (AVHRR) satellite instrument, with the continuous spectral record of the
AERI spectrometer, it is possible to choose the pair of
microwindows best suited for this purpose.
[14] In order to discriminate the pair of microwindows for
which the retrieval error for Tcld and hence e is smallest, we
consider only the cloud contribution in equation (8), i.e.,
equation (7), so that we obtain
a¼

eðn1 Þ I ðn1 ÞBðn2 ; Tcld Þ
¼
¼ const;
eðn2 Þ I ðn2 ÞBðn1 ; Tcld Þ

Tcld  c2 ðn2  n1 Þ

1 I1 n2
ln
a I2 n1

3

#
:

I 0 ðn1 Þ  f I ðn1 Þ  ½1  tðn1 Þ Bðn1 ; Tatm ;1 Þg=t ðn1 Þ



I 0 ðn2 Þ  I ðn2 Þ  ½1  tðn2 Þ B n2 ; Tatm;2 =t ðn2 Þ

ð12Þ

ð9Þ

and, after rearranging,
, "

We have calculated a and a with the radiative transfer
model DISORT [Stamnes et al., 1988] for all microwindows
in the 770– 2600 cm1 spectral range for the range of cloud/
surface temperature contrasts expected in the Arctic spring
and summer and for liquid water and ice clouds. The clouds
were assumed to be composed of spherical particles,
distributed according to a Gamma-Hansen [Hansen, 1971]
size distribution, characterized by an effective particle radius
reff and an effective variance veff. Narrow and broad size
distributions were considered (veff = 0.021 and veff = 0.370 for
liquid water clouds with reff = 2, 4, . . ., 16 mm, and veff = 0.050
and veff = 0.400 for ice clouds with reff = 5, 10,. . ., 40 mm).
[15] Having a and a, we have estimated Tcld with
equation (11) for all pairs of microwindows in the 770–
2600 cm1 spectral range. The smallest error was found for
n1 = 962 cm1 and n2 = 1233 cm1, so that we based our
bispectral algorithm on radiance observations in these
microwindows. The algorithm consists of two steps:
(1) assuming t, Tatm,1 and Tatm,2, a primitive atmospheric
correction is applied and I0 is determined

ð10Þ

where c2 is Planck’s second constant. The retrieval error for
Tcld is thus a function of Tcld and e, n1 and n2, the noise I1,
and the effective emissivity ratio a and its standard
deviation a:

Figure 2. Time series of downwelling infrared radiance
(expressed in brightness temperatures) measured by the
AERI in (a) March 2000 and (b) August 2000 at the NSA
ARM site. Brightness temperatures are averaged over the
width of the microwindows centered at 962 cm1 (959.998 –
964.337 cm1) and 1233 cm1 (1230.976– 1235.316 cm1).
The dotted lines indicate clear-sky Tbkg values calculated for
these microwindows and the McClatchey et al. [1972]
(a) subarctic winter and (b) subarctic summer atmospheres.
See color version of this figure in the HTML.
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Table 1. Parameters for the Bispectral Retrieval Algorithm
Subarctic Winter Atmosphere
a

a
Tbkg, Kb
Tc
Tatm, Kd

Subarctic Summer Atmosphere

n1 = 962 cm1

n2 = 1233 cm1

n1 = 962 cm1

n2 = 1233 cm1

0.98 ± 0.04
130 (100 – 159)
0.98 (1.00 – 0.96)
252 (248 – 256)

0.98 ± 0.04
164 (127 – 181)
0.96 (0.99 – 0.93)
247 (246.8 – 247.3)

0.97 ± 0.04
170 (103 – 238)
0.79 (0.98 – 0.59)
283 (281 – 285)

0.97 ± 0.04
191 (131 – 239)
0.82 (0.97 – 0.66)
280 (279 – 281)

a

Average is given plus/minus standard deviation.
The minimum values correspond to the background radiance at the height of the tropopause (9 km in winter, 10 km in summer). The
maximum values correspond to the background radiance at the height of 1 km in these atmospheres but with the water vapor column doubled
in all layers.
c
The minimum values correspond to the transmission from the surface to a height of 1 km in these atmospheres but with the water vapor
column halved in all layers. The maximum values correspond to the transmission from the surface to the tropopause in these atmospheres but
with the water vapor column doubled in all layers.
d
The minimum values correspond to the average radiative temperature of these atmospheres from the surface to the tropopause. The
maximum values correspond to the average radiative temperature of these atmospheres from the surface to a height of 1 km.
b

and (2) assuming a, Tbkg,1 and Tbkg,2, Tcld and e(n1) are
found so that


I 0 ðn1 Þ  B n1 ; Tbkg;1

 ¼ eðn1 Þ ¼ aeðn2 Þ
Bðn1 ; Tcld Þ  B n1 ; Tbkg;1


I 0 ðn2 Þ  B n2 ; Tbkg;2

;
¼a
Bðn2 ; Tcld Þ  B n2 ; Tbkg;2

ð13Þ

with 0 < e(n1)  1 and 200 K < Tcld < Tsurf + 30 K. The only
additional information required is the surface temperature
Tsurf, which is provided in the ARM/AERI data set as
ambient air temperature at hatch opening. Any measurement
for which the two latter conditions cannot be met is labeled
‘‘clear.’’ The parameters needed for the application of this
algorithm are supplied in Table 1.
[16] Previously (equation (11)), we neglected errors associated with the atmospheric correction, that is, errors due
to errors in the specification of t, Tbkg and Tatm. More
realistic error estimates were obtained by repeating the
retrievals with the bispectral algorithm and varying all
parameters between their minimum and maximum expected
values (Table 1). The results of this error analysis are shown
for n1 = 962 cm1 in Figure 3. The (maximum) total
uncertainty is about 5 K for Tcld and about 15% for e in
most cases. The largest errors occur for thin clouds; for this
reason, cloudy scenes with retrieved optical depth smaller
than about 0.1 (corresponding to emissivity smaller than
about 0.1) are excluded from this study, as described in
section 3. The uncertainty is larger for the summer case
because of the potentially larger errors in the atmospheric
correction (larger water vapor content of the atmosphere).
[17] Principal limitations of the method are the assumptions of a single cloud layer, and complete cloud cover
within the field of view of the AERI during the time of a
measurement (about 1 min.).
[18] To summarize, Figure 4 shows retrieved optical
depths using the two algorithms based on the ARM data
sets at Barrow. Optical depths derived from microwave
radiometry are clearly inadequate for thin clouds, d  0– 1,
corresponding to LWP  0 – 20 g/m2 using equation (2). For
medium-thickness clouds, 0.1 > d > 3, the bispectral
retrieval algorithm is more reliable, but for yet thinner
clouds, limitations of the bispectral algorithm become
important. We have therefore merged the two data sets in
the following way: For any contiguous time period for

which ARM microwave radiometry indicates d > 3, we
use those values for d. For all other time periods we use
AERI-derived values for d. For any retrieval with d < 0.1,
the optical depth is set to zero.

3. Results and Discussion
[19] Emissivities and temperatures retrieved for two
months using the bispectral algorithm are presented in
Figure 5. These two months were selected because of a
near-continuous record of the ARM/FTIR data set. Qualitatively, it is clear that retrieved emissivities track the
radiance very closely, as expected. For August 2000, the
variability in retrieved temperature is quite small in relative
terms (smaller than 5% of the mean value for the month)
compared to the variability of retrieved optical depths,
which spans the full physically permissible range (0 – 1)
on an almost daily basis. For March 2001, the variability of
temperature is greater but (in relative terms) still much less
than the variability of the emissivity.
[20] Power spectra of the downwelling radiance and
emissivity are presented in Figure 6. Straight line fits to
octave-averaged points appear to indicate scaling over 0.5–
10 hours. With the exception of radiance for March 2001,
spectral coefficients are within ±0.1 of the KolmogorovObukhov prediction [Kolmogorov, 1941] for the density
fluctuation of a passive scalar in three-dimensional turbulence, 5/3. It is not known whether the unexpectedly high
spectral coefficient for radiance in March 2001 (bR = 1.93 ±
0.09) is representative of the month; considering that the
corresponding emissivity exhibits a significantly lower
value (be = 1.76 ± 0.06), a possible explanation is that the
radiance power spectrum includes scaling in temperature as
well as in optical depth.
[21] In order to simulate a 200– 300 km spatial grid
scale of a global climate model, we have broken each
monthly data set into 6-hour windows. The windows are
advanced in increments of 3 hours, yielding eight values
of hdi and eight values of the homogeneity parameter n =
(hdi/s)2 per day. Moreover, windows with hdi smaller than
0.2 were discarded, so that the analysis would address
only detected cloud. Figure 7 is a scatterplot of the March
and September data sets, spanning years 1999 – 2001,
processed in this way. Geometric means of these distributions are displayed in Table 2. Although quite broad, the
distributions in hdi for the two months are clearly distin-
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[22] The distributions in n displayed in Figure 7 are wide
enough to include many 6-hour periods for which clouds are
much more inhomogenous, however. Results considering
only the most inhomogeneous one fourth of 6-hour measurement periods are displayed in Table 3. These subsets of
March and September fall generally inside category ‘‘B,’’
broken stratocumulus.
[23] We next direct our attention to reduction factors that
should be applied to a plane-parallel representation of cloud
within a 6-hour time window which, as stated above, is
meant to simulate the horizontal resolution of a typical
GCM. Equating the average emissivity to plane-parallel
functions of the 6-hour-average optical depth defines a
radiance plane-parallel reduction factor, crad,
crad ¼ 

cosðqÞ
logð1  herad iÞ;
hdi

ð14Þ

where heradi is the average radiance emissivity observed or
simulated within a given 6-hour time window. For the
irradiance reduction factor, cirrad, we have
cirrad ¼

1
1 
eirrad;PPH heirrad i;
hdi

ð15Þ

where heirrad,PPHi1 is the inverse of equation (5). In
deciding how to display reduction factors obtained according to this definition, it is useful to consider some theoretical
results. Cahalan [1994] presented an approach in which the
reflectivity (or equivalently, the emissivity as given by
equation (1)) is written as a Taylor expansion of planeparallel cloud reflectivity about log(d). The zeroth-order part
of that expansion is used to derive an expression for c for a
given cloud thickness distribution, r(d0). For the bounded
cascade model, for example, this approach produces the
functional equivalent of crad = f (n) (omitting, notationally,
dependence of the bounded cascade parameter ‘‘c,’’ which

Figure 3. Retrieval error in Tcld and e(962 cm1) as a
function of e(962 cm1) for the bispectral retrieval
algorithm for clouds located in the McClatchey et al.
[1972] (a) subarctic winter atmosphere and (b) subarctic
summer atmosphere. The curves were obtained by varying
the different parameters entering equation (8).
guishable from each other, with generally thicker clouds
in September. This pattern is consistent with known
seasonality of cloudiness in the Arctic (see, e.g., Intrieri
et al. [2002b] and Curry et al. [1996] for recent climatologies]. Figure 7 also suggests that September and
March are not nearly so distinguishable in terms of
homogeneity as they are in terms of thickness. As Table 2
shows, the geometric mean of the homogeneity parameter
for March, n = 3.3, is slightly higher than for September, n =
2.4. For comparison, the ‘‘overcast stratocumulus’’ cloud
classification of Barker et al. [1996] type ‘‘A,’’ spans the
range 1.5 < n < 22, whereas the ‘‘broken stratocumulus
classification,’’ type ‘‘B’’, spans 0.4 < n < 3 [Barker et al.,
1996].

Figure 4. Optical depths at 962 cm1 retrieved from
downwelling infrared radiance data according to the
bispectral algorithm (solid line), and microwave data, based
on ARM/MWR retrievals of LWP [Liljegren, 1994]
(dashed-dotted) during March 2001. The origin is midnight
of March 1, 2001 (GMT).
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Figure 5. Recorded radiance, retrieved emissivity, and retrieved cloud temperature for selected months
in 1998 –2001. The origin in each graph is midnight GMT of the first of the month. Emissivities
correspond to a frequency of 962 cm1.
determines the spectral coefficient) [Cahalan, 1994, equation (B2)]. Another distribution function is the g distribution,

rðdÞ ¼

1
n
ðnÞ hdi

n

crad;g0 ¼

0

dn1 exp n

d
hdi

[Barker, 1996]. Cahalan’s zeroth-order approach to the g
distribution also produces the functionality crad = f (n),

ð16Þ

1
Y
k¼0

1þ

1
1
exp 
nþk
nþk

[Barker, 1996].

Figure 6. Power spectra of the radiance and emissivity appearing in Figure 5. Straight lines are fit to
octave-averaged data points. Uncertainties are at the 95% confidence level based on deviations of these
points from the best fit straight line shown.

ð17Þ
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Figure 7. (a) Scatterplot of observed values of mean optical depth, hdi, and homogeneity parameter, n,
for September (open circles) and March (solid circles) 1999 – 2001 at Barrow. Log-binned histograms for
(b) n, March; (c) n, September; (d) hdi March; and (e) hdi, September. See color version of this figure in
the HTML.
[24] Exact relationships, not using the zeroth-order approach, are obtainable using numerical and analytical methods. For example, numerical realizations of the bounded
cascade model (BCM) in optical depth lead to herad,BCMi
using equation (3) and to crad,BCM using equation (14).
Alternatively, analysis of the g distribution of equation
(16) leads to the exact result,
crad;g ¼

n cos q
hdi
log 1 þ
:
n cos q
hdi

ð18Þ
cirrad;g 

That is, unlike the zeroth-order prediction, functionality of
the form crad = crad[(n cosq)/hdi] is suggested. Consequently,
we have chosen to display in Figure 8 reduction factors as a
function of the ratio n/hdi (cosq = 1 for these measurements).
Also shown are exact analytical results for a g distribution,
equation (18), and exact numerical results for the bounded
cascade model, obtained as described above. Although there
is considerable scatter, the trend is clearly one that favors the
g distribution, for which the root-mean-square error in c is
0.07. We also display reduction factors based on the zerothorder approximation for the g distribution, equation (17); this

September
March

hdib

cradc

erad, % error

2.4
3.3

4.0
0.9

0.59
0.88

8
8

n
F hdi
log 1 þ
:
F hdi
n

ð19Þ

with g function and zero-scattering approximated. This
function is displayed in Figure 9 along with observations.
Observations deviate from equation (19) with a root-meansquare error of 0.08.

4. Conclusions
[26] We have analyzed time series of Arctic cloud optical
depth, determined from AERI and microwave radiometer
Table 3. Cloud Statistics for 1999 – 2001, Most Inhomogeneous
Quarters

Table 2. Cloud Statistics for 1999 – 2001
na

function is graphed assuming hdi = 4, but the overall match to
observations is no better at other values. Using the ratio of
geometric-mean values of n and hdi from Tables 2 and 3,
equation (18) allows us to infer corresponding reduction
factors, also presented in Tables 2 and 3.
[25] Using the zero-scattering approximation (equation (6))
in equation (15), the reduction factor for irradiance also
appears as an exclusive function of n/hdi,

cirradd
0.48
0.82

eirrad, % error
4
6

September
March

a

a

b

b

Value is geometric mean of 6-hour homogeneity values (n).
Value is geometric mean of 6-hour mean optical depth values (hdi).
c
Value is based on the ratio of geometric means (n/hdi) and equation (18).
d
Value is based on the ratio of geometric means (nhdi) and equation (19).

na

hdib

cradc

erad, % error

1.1
1.4

8.9
1.5

0.27
0.68

10
22

cirradd
0.20
0.57

eirrad, % error
4
13

Value is geometric mean of 6-hour homogeneity values (n).
Value is geometric mean of 6-hour mean optical depth values (hdi).
c
Value is based on the ratio of geometric means (n/hdi) and equation (18).
d
Value is based on the ratio of geometric means (n/hdi) and equation (19).
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measurements made at the ARM NSA site, in order to
investigate the impact of horizontal cloud inhomogeneity on
downward longwave radiation, an important variable for
polar climate. The horizontal variability of cloud thickness
retrieved from the measurements leads to irradiance planeparallel reduction factors (cirrad) of 0.48 typical of September, and 0.82 typical of March, based on 6-hour time
windows, using the independent column approximation.
The range of reduction factors is quite large, with the most
horizontally inhomogeneous quarter exhibiting reduction
factors as low cirrad  0.2 (for September). Observed
reduction factors, also calculated within the ICA, compare
favorably with exact values based on the g distribution, with
root-mean-square deviations of 0.07 – 0.08.
[27] The corresponding irradiance emissivity biases are
on the order 4 – 13%. For comparison with actual irradiance
values, Intrieri et al. [2002a] showed that the net surface
cloud radiative forcing at the SHEBA ice camp during the
winter of 1998 averaged about 20 W m2 during that time,
with an uncertainty of 15%. During a 3-day period in April
1998 reported by Intrieri et al. [2002a], the downwelling
longwave irradiance attributable to clouds reached a maximum of 60 W m2, which is about 25% of the total
longwave downward irradiance. Thus biases of 13% in this
cloud forcing should not be neglected.
[28] Considering cloud optical depth as a proxy for cloud
thickness, these results argue for inclusion in climate
models of the radiative effects of cloud horizontal variability in a way that depends on the ratio n/hdi (or equivalently,
hdi/s2). Presently, climate models either ignore subgrid
cloud variability or use a constant reduction factor for all
types of clouds [Tiedtke, 1996]. If a climate model were to
predict the variance (s2) as well as mean (hdi) of cloud
thickness for a given grid cell, Figure 9 could provide a
useful indication of the irradiance reduction factor likely to
occur, as well as the uncertainty in that value.
[29] We should qualify these conclusions by restating
approximations or assumptions that might be relevant. First,
estimates of the plane-parallel bias made in section 3 are
based on an ergodic assumption, that statistics in time are
the same as statistics in space. To address to this objection,

Figure 8. Reduction factors for radiance emissivity, crad.

Figure 9. Reduction factors for irradiance emissivity,
cirrad.

one would need ground-based spatiotemporal information
not available in the ARM/AERI/MWR archive for Barrow.
Second, the ICA is applied throughout. Finally, considering
that cloud temperature usually shows much less horizontal
variability than cloud optical depth [Rathke et al., 2002]
(see also Figure 5), it can be expected that these results will
not be affected greatly by inclusion of temperature variability. However, we have not undertaken a quantitative examination of this statement.
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