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a b s t r a c t
Historically, a hierarchy of ocean models have been used to investigate the dynamics of basin-scale, deep,
meridional overturning circulations (MOCs). Near the base of this hierarchy are idealized solutions forced
only by a surface buoyancy ﬂux. Our goal is to provide a complete dynamical description of such
‘‘base’’ solutions, therebyplacing thehierarchyonaﬁrmer foundation. For thispurpose,weobtain solutions
to two types of models: a variable-density, layer ocean model (VLOM) and an ocean general circulation
model (COCO), the former allowing for nearly analytic solutions and the latter for more accurate represen-
tation of processes. Solutions are obtained in an idealized, ﬂat-bottombasin extending 40 in longitude and
from the equator to 60N, and for simplicity density depends only on temperature. Our standard runs are
forced by a surface heatingQ, which is spread uniformly throughout layer 1 in VLOMand at depths less than
hmin in COCO; it quickly relaxes upper-ocean temperature to a prescribed T
⁄(y) that decreases linearly in the
latitude band 30–50N from 23 C in the south to the temperature of the deep ocean, 3 C, in the north.
At the very bottomof our hierarchy are solutions to dynamically simpliﬁed versions of themodels (i.e., no
sub-mixed-layer entrainment or detrainment in VLOM, and nomixing andmomentum advection in COCO)
that adjust to a steady statewithout anMOC. Initially,Q forms an upper layer of thickness h1 = hmin and tem-
perature T = T⁄(y), and there is near-surface, eastward ﬂow across the basin in the latitude band where
Ty– 0. At the eastern boundary, Kelvinwaves cancel this current by adjusting h1 to a (nearly) parabolic pro-
ﬁle he(y) that thickens poleward and eventually extends to the ocean bottom just south of 50N. Subse-
quently, Rossby waves propagate across the basin, adjusting the solution to a state in which
h1(x,y) = he(y) andT = T⁄(y) aboveh1 everywhere in thebasin. After this adjustment, theonly remainingﬂows
are zonally oriented, isopycnal, overturning cells within the upper layer, caused by thermal-wind shear in
the latitude band where Ty– 0.
Our standard runs,which are solutions to the fullmodels, necessarily adjust to a steady statewithanMOC.
Along and near the eastern boundary, Kelvin-wave adjustments still maintain the structure he(y), and Ross-
bywaves begin to carry that structure offshore.Near 50N,however, theRossbywaves are stronglydamped.
In VLOM, the damping is accomplished by a detrainment that prevents h1 from becoming larger than a pre-
scribed maximum value. In COCO, it results primarily from horizontal diffusion, which thins h1 by cooling
the deep ocean there. Because of the damping, there is an across-basin pressure gradient that drives north-
ward geostrophic transport, forming the surface branch of the MOC; furthermore, the eastward-ﬂowing
MOC branch is located in a northern boundary layer where the damping is active. Because there is no wind
forcing, there is no steady-state barotropic ﬂow, and the deep response mirrors that in the upper layer. In
most solutions, the upper and deep circulations are closed by diffusive upwelling mostly in the interior
ocean and by downwelling primarily at the eastern boundary, the exceptions being for two of the extended
solutions noted below.
A useful aspect of VLOM is that it allows a closed, analytic expression forMðHeÞ, whereM is the MOC
transport and He is the eastern-boundary thermocline depth in the tropics. For realistic parameter choices,
M is essentially proportional toH2e , in agreement with prior estimates based on ad hoc principles or deter-
mined empirically from numerical solutions. VLOM also provides an approximation for He(j), where j is
the coefﬁcient of vertical diffusion. Then, M½HeðjÞ describes the approximate dependency of M on j,
and it varies likej23, again consistentwith prior results. In COCO solutions,M exhibits similar dependencies
on He and j, a consistency traceable to he(y) being established in both systems by similar processes;
however, the j23 relationship is not as precise because upwelling sources other than interior diffusion also
contribute signiﬁcantly toM.
0079-6611 2012 Elsevier Ltd.
doi:10.1016/j.pocean.2012.01.002
⇑ Corresponding author.
E-mail address: schloess@hawaii.edu (F. Schloesser).
Progress in Oceanography 101 (2012) 33–62
Contents lists available at SciVerse ScienceDirect
Progress in Oceanography
journal homepage: www.elsevier .com/ locate /pocean
Open access under CC BY-NC-ND license.
We also report four solutions that extend our standard runs in straightforward and insightful ways. They
are solutions in which: (i) the MOC eastward branch is the surface ﬂow of nearly isopycnal, nearly closed,
thermal-wind cells that extend to the ocean bottom, a very different structure than for the northern bound-
ary layer in the COCO standard run; (ii) T⁄ depends on both x and y, and theMOCdownwelling branch shifts
to thenorthernboundary; (iii)Q isweakened enough to allowupper-layer temperature advection to impact
the response; and (iv) theMOC upwelling branch is externally imposed by an exchange of water across the
southern boundary of the basin. Despite the differences among these solutions and the standard runs, the
underlying processes that generate the MOC and determine its strength remain unchanged, an indication
that the MOC processes discussed here have general applicability.
 2012 Elsevier Ltd.
of our understanding of the dynamics at work in more complex
solutions is inferred from them.
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The Atlantic Meridional Overturning Circulation (AMOC) is a
major part of the general ocean circulation that supplies deep
water to all the ocean basins. It is also a key element in the global
climate system, providing one of the primary pathways by which
the ocean transports heat poleward. Given its importance, many
observational and theoretical studies have been undertaken to
estimate its strength and structure and to understand its underly-
ing dynamics. Despite this effort, our understanding of the pro-
cesses that drive the AMOC is still incomplete. One reason for
this lack is the sheer complexity of the problem: The AMOC is dri-
ven by the surface buoyancy ﬂux in the North Atlantic, internal dif-
fusion that provides energy for the upwelling branch (e.g.,
Sandström, 1916; Munk and Wunsch, 1998), and upper-ocean
transport into the South Atlantic from the Southern Ocean (e.g.,
Wyrtki, 1961; Toggweiler and Samuels, 1995); it is also inﬂuenced
by winds, basin geometry, bottom topography, advection, and
small-scale processes (e.g., Vallis, 2000; Spall and Pickart, 2001;
Nakano and Suginohara, 2002). See Vallis (2006) and Kuhlbrodt
et al. (2007) for recent reviews.
Given this complexity, a useful (essential) modeling approach is
to develop a hierarchy of solutions, one that begins with a dynam-
ically simple, ‘‘base’’ solution and adds processes in an orderly
manner. Existing AMOC models in fact vary in dynamical sophisti-
cation from simple box models (e.g., Stommel, 1961; Rooth, 1982;
Rahmstorf, 1996; Scott et al., 1999; Gnanadesikan, 1999) to inter-
mediate systems (e.g.., Stommel and Arons, 1960; Kawase, 1987;
Pedlosky and Spall, 2005) to state-of-the-art, ocean general circu-
lation models (OGCMs) (e.g., Bryan and Cox, 1967; Bryan, 1987; Co-
lin de Verdière, 1988; Suginohara and Aoki, 1991; Winton, 1996;
Marotzke, 1997; Park and Bryan, 2000). It has proven invaluable
to contrast solutions in this hierarchy, the simpler solutions often
providing the dynamical ‘‘language’’ needed to discuss the more
complex ones (Held, 2005). In this study, our overall goal is to pro-
vide a complete dynamical description of the particularly insight-
ful base solution reviewed next, thereby placing the model
hierarchy on a ﬁrmer foundation.l
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Although differing in details, all such base solutions share a
umber of basic properties. In the upper ocean, there is eastward,
eostrophic ﬂow across the basin in the latitude band where
1y > 0, and typically the ﬂow also has a northward component
o that water tends to converge to the northeastern corner of the
asin. A northward-ﬂowing, western-boundary current provides
ost of the water for the eastward interior current, and it is in turn
upplied by westward ﬂow in a basin-scale anticyclonic gyre. The
eep-ocean circulation mirrors that in the upper ocean, a conse-
uence of the lack of wind forcing and hence any barotropic re-
ponse. The upper and deep ﬂow ﬁelds are joined by sinking
rimarily in the northeastern corner of the basin and by upwelling
ither in the interior ocean or by exchange across the southern
oundary, thereby closing the MOC; upwelling is also known to oc-
ur at the western boundary due to horizontal diffusion across
loping isopycnals associated with the boundary current (Veronis,
975). The overturning strength is generally in agreement with
calings inferred from ad hoc principles or determined empirically
rom OGCM solutions, which predict that the overturning transport
varies with thermocline depth He like M  H2e and, when the
outhern boundary is closed, with the vertical-diffusion coefﬁcient
like M  j2=3 (e.g., Robinson and Stommel, 1959; Bryan, 1987;
arotzke, 1997; Park and Bryan, 2000).
In addition to the regions of diapycnal upwelling and downwel-
ing noted above, there are also intense verticalmotions along ocean
oundaries within an upper layer where isopycnals are oriented
early vertically (Bryan, 1987; Winton, 1996; Spall and Pickart,
001); as discussed in this paper (also see Sumata and Kubokawa,
001), they result from the closure of thermal-wind-shear circula-
ions in the upper ocean driven by q1y. The phenomenon is particu-
arly striking along the eastern boundary, where strong isopycnal
ownwelling extends from the surface to considerable depths; as a
esult, isopycnals are oriented nearly vertically in the upper ocean
long and offshore from the eastern boundary, forming a distinct
ayer; furthermore, the layer thickensmarkedly to thenorth, eventu-
lly extending overmuch of the water column (Marotzke, 1997; Ru,
000; Sumata and Kubokawa, 2001), see Fig. 9 below).
Finally, there is also a deep, secondary circulation. It consists of
astern-boundary upwelling just south of the primary MOC down-
elling region in the northeastern corner, southwestward ﬂow
ithin the diffusive thermocline, and a compensating northeast-
ard ﬂow at depth (Colin de Verdière, 1988; Winton, 1996; Maro-
zke, 1997; Sumata and Kubokawa, 2001)..1.2. Dynamics
Despite their apparent simplicity, the dynamics of base solu-
ions are still not completely understood. Solutions to even simpler
ystems point toward the importance of several processes. Here,
e review a few of these studies that are most relevant to our
ork.1.1. Background
A base solution that has been extensively studied is obtained in
a rectangular basin without topography and is forced by a surface
buoyancy ﬂux Q that relaxes near-surface density q1 to a pre-
scribed proﬁle that increases poleward (e.g., Colin de Verdière,
1988; Suginohara and Aoki, 1991; Marotzke, 1997; Sumata and
Kubokawa, 2001). In prior solutions (and in our standard runs),
the southern boundary of the basin is closed, and the upward
branch of the meridional overturning circulation (MOC) is deter-
mined by diapycnal diffusion; however, it is straightforward to al-
low for an exchange of water across the southern boundary, so that
some or all of the upwelling branch occurs external to the basin
(Toggweiler and Samuels, 1995, see Section 5.4). Base solutions
of this sort contain many basic features of the AMOC, and much
the upper ocean to the depth where surface density matches a
background density. Subsequently, Marotzke and Scott (1999)
and Ru (2000) noted that the thickening is associated with down-
welling, rather than convection. Sumata and Kubokawa (2001) pro-
vided a dynamical explanation for the downwelling, although they
did not apply their results to AMOC solutions; in this process, the
bottom of the upper layer thickens poleward along the eastern
boundary via Kelvin-wave adjustments, thereby eliminating the
depth-integrated transport (see the discussion of Eq. (33)).
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by an externally prescribed source and sink: The source was lo-
cated in the northwestern corner of the basin to represent the
MOC downwelling branch, and the compensating sink was spread
uniformly throughout the interior ocean to simulate upwelling due
to internal diffusion. The resulting ﬂow ﬁeld develops a deep cyclo-
nic circulation like that in the base solution of OGCMs. Kawase
(1987) extended the Stommel and Arons (1960) model to allow
the sink to develop internally, replacing their uniform upwelling
with Newtonian cooling, c(h2  H2), that relaxes the layer thick-
ness h2 back to its initial state H2 with a time scale c1. The stea-
dy-state response differs markedly depending on c: For
sufﬁciently weak c, the ﬂow ﬁeld consists of a basin-scale cyclonic
gyre as in the Stommel and Arons (1960) model, whereas for large
c the upwelling all occurs in a western-boundary current and there
is no interior ﬂow. Kawase (1987) also discussed the time-depen-
dent response to a switched-on mass source, noting the impor-
tance of adjustments by Kelvin and Rossby waves (also see
Johnson and Marshall, 2002).
Pedlosky and Spall (2005) obtained solutions to a 2-layer model
in which both the source and sink develop internally. Speciﬁcally,
the layer-1 continuity equation contains the relaxation term,
c[h1  H⁄(y)], where H⁄(y) is a prescribed thickness that has the
value H1 in the tropics and thins poleward, a simple representation
of the buoyancy forcing in more complex systems. (To conserve
mass, the layer-2 continuity equation contains the same term but
with opposite sign.) Consistent with the base solution, the stea-
dy-state response in layer 1 has an eastward surface ﬂow across
the basin in the latitude band where Hy < 0. Along the western
boundary, the eastward ﬂow acts to thin h1; as in the Kawase
(1987) model, this thinning then spreads throughout the basin
via wave adjustments, and the extent of the spreading depends
on the strength of c. Along the eastern boundary, Kelvin-wave
adjustments keep h1 close to H1. Consequently, h1 is thicker along
the eastern, rather than western, boundary, causing the zonal pres-
sure gradient that drives the northward surface branch of the MOC.
When Rossby waves attempt to carry the coastal value offshore,
they are damped by the buoyancy forcing wherever h1 > H⁄; this
process detrains water from layer 1 into layer 2, generating the
downwelling branch of the model MOC. An advantage of this solu-
tion is that it focuses attention on the importance of eastern-
boundary processes (Kelvin-wave adjustments and Rossby-wave
damping) in MOC dynamics. One limitation is that it is unclear
what processes their buoyancy forcing (damping) corresponds to
in the real ocean or in OGCMs. Another is that h1 thins poleward,
in contrast to the marked deepening of the nearly isopycnal, upper
layer in the base solution.
Marotzke (1997) and Ru (2000) also focussed attention on the
importance of boundary processes by obtaining solutions to mod-
els with a passive interior ocean (‘‘212-dimensional’’ systems). In
these models, Rossby waves are undamped in the interior ocean,
and hence propagate the eastern-boundary density structure
across the basin completely unchanged. Without an active interior
ocean, the MOC upwelling branch all occurs by diffusion within
both boundary layers, and its downwelling branch results from
convergence of a northward-ﬂowing, eastern-boundary current
onto the northern edge of the basin. It is noteworthy that the
MOC strength in their solutions attains realistic values, despite
the lack of diffusive upwelling in the interior ocean; this property
must result from their use of strong diffusion (j  5 cm2 s1) near
the boundaries.
Consistent with the base solution, the Marotzke (1997) and Ru
(2000) solutions also develop a nearly isopycnal upper layer along
the eastern boundary that thickens poleward. Marotzke (1997)
ﬁrst proposed a thermodynamic explanation for the thickening,
hypothesizing that deep convection homogenized the density in1.2. Present research
Despite this progress, unresolved (or at best partially resolved)
questions remain about base solutions. They include: What is the
role of boundary adjustments, particularly the poleward thicken-
ing of the eastern-boundary upper layer, in the MOC dynamics?
What processes establish the across-basin, zonal pressure gradient
that drives the northward-ﬂowing, surface branch of the MOC?
What processes cause its eastward-ﬂowing branch also to have a
northward component, so that water converges to the northeast
corner of the basin? What is the impact on the MOC of thermal-
wind-shear circulations within the nearly isopycnal upper layer?
In particular, do the intense vertical motions caused by their clo-
sure at boundaries affect diapycnal overturning? What are the
dynamics of the deep, secondary overturning circulation? Just
how do vertical and horizontal mixing of momentum and density
impact the strength and structure of the MOC’s descending
branch? Our purpose is to provide a complete description of
base-solution dynamics, one that answers these, and other,
questions.
To address these issues, we obtain and analyze solutions using
two types of ocean models: 2- and 212-layer versions of a layer mod-
el in which density within layer 1 is allowed to vary spatially
(VLOM); and a full OGCM (COCO). Each model has its own advan-
tages. Advantages of COCO are that it more accurately represents
processes neglected or parameterized in VLOM and, due to its
higher resolution, solutions have a more realistic vertical structure.
Advantages of VLOM are that: (i) solutions are forced by a buoy-
ancy ﬂux Q that relaxes the layer-1 temperature to an externally
prescribed T⁄, rather than by a relaxation of h1 to H⁄ as is required
in constant-density layer models (e.g., Pedlosky and Spall, 2005);
(ii) parameterized mixing processes correspond more closely to
familiar processes in OGCMs; (iii) solutions can be obtained
(nearly) analytically, thereby allowing key processes to be readily
isolated and studied; and (iv) solutions are able to simulate all
the basic properties of the base solutions noted above. As such,
VLOM provides a powerful tool for identifying processes at work
in COCO and other OGCMs. Indeed, it is hard to imagine how we
could have analyzed our COCO solutions in the detail that we did
without foreknowledge of VLOM results.
Our standard runs (Sections 3 and 4) are obtained in a closed
basin, and they are forced by a surface buoyancy ﬂux Q that de-
pends only on y and is strong enough to eliminate the importance
of density advection near the ocean surface. We also report three
solutions without these restrictions in which: T⁄ depends on both
x and y (Section 5.2); Q is weakened to values that are low enough
for upper-layer temperature advection to impact the response
(Section 5.3); and there is an exchange of water across the south-
ern boundary (Section 5.4). A fourth solution is obtained for a
smoother Q in a shallow basin, for which the MOC eastward branch
has a very different (broader) structure than it does in the standard
run (Section 5.1). Interestingly, the same processes identiﬁed in the
standard runs are active in these extended solutions, pointing to-
ward their general applicability.
In all of our solutions, we set salinity to a constant value. The
importance of salinity, e.g., its variability in solutions to coupled,
ocean–atmosphere models and its role in allowing for multiple
equilibria is well known. It is not important in our ocean-only
study, however, which considers the dynamics of MOC solutions
forced by speciﬁed surface density distributions. We also note that,
as for prior base solutions, our numerical solutions are not eddy
resolving. An underlying assumption of our study, then, is that
large-scale MOC dynamics do not depend crucially on the precise
representation of small-scale processes.
The paper is organized as follows. Section 2 describes our exper-
imental design and the two models. Sections 3 and 4 report stan-
dard and special-case solutions for VLOM and COCO, respectively,
and Section 5 discusses the four related solutions that extend the
standard runs. Section 6 provides a summary and discussion. The
paper also includes several appendices. Appendix A derives the
equations of motion for the ‘‘baroclinic’’ component of the 2-layer
model that are solved in Section 3. Appendix B obtains a solution to
the 212-layer model that provides an explanation for the secondary
circulation. Appendix C discusses basic properties of the boundary
layers (horizontal Ekman and Munk layers) that are present in
solutions.
1.3. New results
Given the extent of prior research of base solutions, it is rather
surprising that they still have unexplored aspects. To conclude our
introduction, then, we highlight some of our new results, and note
the sections where they are discussed.
No-MOC states: In dynamically simpliﬁed versions of VLOM and
COCO, Q-forced solutions do not develop an MOC. Such conceptual
solutions are useful as they lie at the very bottom of a hierarchy of
3-dimensional MOC solutions; moreover, they focus attention on
the additional processes that are needed to prevent them from
occurring (Sections 3.1 and 4.1).
Thermal-wind circulations: In all VLOM solutions, closed ther-
mal-wind cells are present within layer 1 that are dynamically dis-
tinct from the depth-averaged ﬂow (Section 3.1; see the discussion
of Eq. (A.15)). In COCO solutions, thermal-wind circulations also
exist but (except for the conceptual, no-MOC solution) they do
not form closed cells, due primarily to temperature advection be-
low the depth where Q is active. At the eastern boundary, they
cause strong downwelling, which is the reason why upper-layer
temperatures in COCO remain nearly depth independent there;
at the western boundary, they cause upwelling, a process that
helps to destabilize the no-MOC state (Section 4.1.2).
Eastern- and western-boundary adjustments: Along the eastern
boundary, the upper layer thickens markedly to the north in both
VLOM and COCO, a result of dynamical adjustments by north-
ward-propagating Kelvin waves in the presence of the poleward
density gradient q1y (Sections 3.1 and 4.2.2). In contrast, the upper
layer remains thin along the western boundary, a consequence of
southward Kelvin-wave propagation, the damping of Rossby waves
in the interior ocean, and other processes (Section 4.1.2). The
resulting stratiﬁcation difference between the eastern and western
boundaries establishes the zonal pressure gradient that drives the
northward branch of the MOC.
As noted is Section 1.1.2, prior studies have also explored the
impacts of Kelvin- and Rossby-wave adjustments on MOC dynam-
ics. Our speciﬁc contribution is to identify modiﬁcations of those
adjustments that result from variations in q1.
Northern boundary layer: The MOC eastward branch does not oc-
cur uniformly across the latitude band where q1y > 0, but rather is
conﬁned to the region where Rossby-wave damping is active. In
the COCO standard run, it occurs in a northern boundary layer of
two parts: an outer zonal Munk layer and an inner zonal Ekman
layer (Sections 4.2.3, C.2, and C.3). In a COCO solution with differ-
ent model parameters (shallow basin and smoother T⁄), much of it
occurs within nearly isopycnal, nearly closed, thermal-wind over-
turning cells (Section 5.1).
Deep secondary circulation: The underlying dynamics of the sec-
ondary, deep overturning cell are traced to intensiﬁed diffusion
along the eastern boundary across the bottom of the upper layer
(Section 4.2.5; Appendix B).
MOC transport relations: The VLOM solution captures the MOC
scaling laws previously determined by ad hoc assumptions or in-
ferred empirically from OGCM studies, thereby providing a frame-
work for understanding the physical processes that cause them in
more complex systems, as well as suggesting processes that cause
them to fail (Sections 3.5 and 4.4).
Rossby-wave propagation: The surface-density gradient, $q1,
impacts the propagation velocity of baroclinic Rossby waves cr in
both VLOM and COCO. For one thing, cr still exists even in the limit
that g0 ? 0 (see the discussion of Eq. (11b)); for another, when
q1x– 0 Rossby waves propagate meridionally as well as westward
(Section 5.2).
Location of MOC downwelling branch: When cooling is conﬁned
to the northwestern basin, the primary MOC downwelling branch
is located more realistically along the northern, rather than east-
ern, boundary of the basin (Section 5.2). On the other hand, tem-
perature advection cannot generate such a shift (Section 5.3).
2. Models
In this section, we describe our experimental design and the
two ocean models that we use in the main text, namely, COCO and
the 2-layer version of VLOM. (The 212-layer version of VLOM is dis-
cussed in Appendix B.) Because the derivation of the equations of
motion for VLOM is somewhat lengthy, it is provided in Appendix
A.
2.1. Experimental design
The model domain for all of our solutions is an idealized (box)
version of the North Atlantic that extends meridionally from
ys = 0 to yn = 60N, zonally from xw = 0 to xe = 40, and has a ﬂat
bottom at a depth D = 4000 m except for the solution discussed
in Section 5.1 for which D = 1000 m. Closed, no-slip conditions
are applied at basin boundaries, except for the solutions in Sec-
tion 5.4 that are forced from the southern hemisphere. In both
VLOM and COCO, density is assumed to vary linearly with temper-
ature according to
q ¼ qoð1 aTÞ; ð1Þ
where qo = 1.028 g/cm3 is a background density and
a = 1.5  104 C1 is the coefﬁcient of thermal expansion. Thus,
there is a one-to-one correspondence between density and temper-
ature, and the two variables can viewed as being interchangeable.
For the solutions presented in Sections 3 and 4, the models are
forced by a heat (buoyancy) ﬂux of the form
Qðx; yÞ ¼  T  T
ðyÞ
dt
hðzþ z0Þ; ð2Þ
where dt is a relaxation time that measures the strength of the heat-
ing, h(n) is a step function (h = 1 for nP 0 and is zero otherwise),
and T⁄(y) has an idealized shape that represents surface cooling to-
wards the north,
TðyÞ ¼
Ts; y 6 y1;
Ts þ ðTn  TsÞ yy1L ; y1 < y 6 y2;
Tn; y > y2;
8><>: ð3Þ
with Ts = 23 C, Tn = 3 C, y1 = 30N, y2 = 50N, and L = y2  y1. In
VLOM, Q acts homogeneously throughout layer 1 (z0 = h1), and
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dt? 0 (dt = 1 day) for the analytic model (numerical model), ensur-
ing that the layer-1 temperature T1 = T⁄(y) (T1  T⁄). For COCO,
z0 = hmin = 100 m, so that the heating is conﬁned to the upper
100 m, and dt = 1 day. In order to separate the dynamics of MOC
sinking from effects of the northern boundary, T⁄(y) is kept constant
between y2 and yn. We also report solutions for a smoother T⁄ (Sec-
tion 5.1), when T⁄ is a function of both x and y (Section 5.2), and for
weak Q with dt = 150 days (Section 5.3).
The property of VLOM that T1 is vertically uniform and neces-
sarily relaxed to T⁄(y) throughout layer 1 is a signiﬁcant simpliﬁca-
tion, since layer 1 is intended to represent the water column in
more realistic systems from the ocean surface to the thermocline.
As we shall see, however, VLOM and COCO solutions are very sim-
ilar, suggesting that this requirement is not too restrictive. Indeed,
the primary way they differ is in the location of the MOC down-
welling branch, which occurs along the eastern boundary south
of y2 in VLOM but just north of y2 in COCO (Sections 3.2.2 and
4.2.3); in addition, the models differ in the stability of no-MOC
states, which are inherently less stable in COCO (Sections 3.1 and
4.1).
For VLOM, the initial state is a state of rest with h1 = hmin,
h2 = D  hmin, T1 = T⁄, and T2 = Tn. For COCO, the initial state is a
state of rest with T = Ts for z > hmin and T = Tn for z < hmin. Most
numerical solutions are spun up for a period of 100 years with an
acceleration parameter of 0.1 in the temperature equation (Bryan,
1984), by which time they have adjusted close to equilibrium: To
maintain numerical stability, solutions with larger vertical diffu-
sivity (Section 4.4), shallow D (Section 5.1), and forced by T⁄(x,y)
(Section 5.2) require weaker acceleration; the latter two solutions,
as well as the weak-Q solution (Section 5.3), require longer integra-
tion times to allow their bottom temperatures to reach equilib-
rium. Unless stated otherwise, the COCO solutions shown are all
taken from the ﬁnal year of their integrations. Note that initially
(after a few days of integration in the COCO runs with dt = 1 day)
the models are unstratiﬁed in the region y J y2, a property that
also holds for all the equilibrium solutions except for the weak-Q
solution.
2.2. VLOM
Equations of motion for both the numerical and analytic ver-
sions of VLOM are derived in Appendix A. Both versions build in
the properties that T2 = Tn and that the barotropic response is set
to zero, thereby allowing the layer-1 equations to be decoupled
from layer 2. Here, we brieﬂy review the analytic version consid-
ered in Section 3, which assumes further that T1 = T⁄(y). Details of
the numerical version are provided in Appendix A.
In Cartesian coordinates, the steady-state momentum and con-
tinuity equations for VLOM in regions where h2– 0 are
fV1þ
D h1
2D
g0h21
 
x
¼ mhr2U1
h i
; ð4aÞ
fU1þ
D h1
2D
g0h21
 
y
¼ mhr2V1
h i
; ð4bÞ
h1tþ$  V1 ¼ w1; ð4cÞ
where U1 and V1 are the depth-integrated, zonal and meridional
currents in layer 1, and g0 = ga(T1  T2) = ga(T⁄  Tn). Eq. (4) are
the same as (A.12), reproduced here in a slightly different form.
We enclose the horizontal mixing terms in brackets to indicate that
they are retained only formally to allow for boundary currents. For
completeness, we note that the layer-2 currents are given by
V2 = V1 in regions where h2– 0, V1 = V2 = 0 where h2 = 0, and con-
straints (A.13) and (A.14) allow h2 to be determined.
Water is allowed to transfer between the two layers at the
velocity w1 = w1e + w1m + w1d, thereby allowing for the upwelling
and downwelling branches of the MOC. The three parts of w1 are
w1e ¼ hmin  h1t1e hðhmin  h1Þ; ð5aÞ
w1m ¼ jh1 hðD h1Þ; ð5bÞ
w1d ¼ h1  hmaxt1d hðh1  hmaxÞ; ð5cÞ
each simulating the effects of a speciﬁc mixing process in COCO.
Velocity w1eP 0 simulates entrainment into a surface ‘‘mixed
layer’’ of thickness hmin with a time scale of t1e. Velocity w1mP 0
is another form of entrainment that is always active, and it corre-
sponds to vertical diffusion in COCO. Conversely, velocity w1d 6 0
represents detrainment from layer 1 with a time scale t1d whenever
dynamics attempts to make h1 thicker than hmax; it simulates pro-
cesses in COCO that tend to stratify the water column just south
of y2 (see Section 4.2.3), and generates all the downwelling for
the MOC descending branch. In the analytic solutions, t1e? 0 and
t1d? 0 so that (5a) and (5c) essentially require that h1P hmin and
h1 6 hmax, respectively. Unless speciﬁed otherwise, j = 0.4 cm s1
and hmax = 500 m, the latter estimated by the depth at which u
and v in the COCO standard solution change sign in the western
ocean near y2 (as in the bottom-left panel of Fig. 9).
With these deﬁnitions, note that layer 1 has a different interpre-
tation in two situations: When h1 > hmin it is the dynamically active
region above the thermocline, and when h1 = hmin, it is a simple
constant-thickness mixed layer. In the former case, h1 is deter-
mined by transport divergence ð$  V1Þ as well as by interior diffu-
sion (wm and wd); in the latter, h1 is maintained at hmin by mixed-
layer entrainment (we) that counteracts dynamically induced
upwelling. Note that collectively the three terms impact h1 much
as the single damping term in the Pedlosky and Spall (2005) model
does; the advantage of the separation is that the parameterized
mixing processes can be related to familiar processes in OGCMs.
Eq. (4) describe the depth-integrated ﬂow in layer 1. The com-
plete ﬂow ﬁeld also has a ‘‘shear’’ component within layer 1, the
thermal wind, for which the depth-averaged transport is identi-
cally zero. It is given by (A.15) and, because of the restriction that
T1 is depth independent in VLOM, it has no dynamical impact on
the depth-averaged ﬂow.
2.3. COCO
Our OGCM is COCO 3.4, a level model developed at the Center
for Climate System Research, University of Tokyo.1 It solves a ﬁ-
nite-difference form of the standard hydrostatic, Boussinesq, primi-
tive equations on spherical coordinates, and we use a version that
has a free surface. It uses Leonard’s third-order schemes for the
advection of tracers (Leonard, 1979, 1991; Leonard et al., 1993,
1994), allowing for small explicit diffusivity. Details of COCO can
be found in Hasumi (2000, 2006). For all but one solution, the grid
has 36 vertical levels with a uniform resolution of 20 m in the upper
400 m, gradually decreasing to 540 m near the bottom, and its hor-
izontal resolution is 0.5  0.5; the exception is for a solution with
D = 1000 m for which the vertical resolution is uniformly 20 m
(Section 5.1).
Coefﬁcients of vertical viscosity m and diffusivity j are both
0.1 cm2 s1, and a simple convective-adjustment scheme removes
unstable stratiﬁcation by vertically mixing density (temperature).
The parameterization of horizontal mixing is Laplacian, with coef-
ﬁcients mh = 2  108 cm2s 1 for viscosity and jh = 106 cm2 s1 for
1 The Center recently became the Division of Climate System Research within the
Atmosphere and Ocean Research Institute at the University of Tokyo.
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diffusion. We also report a test solution (Section 4.3) with horizon-
tal diffusion replaced by isopycnal (Redi, 1982; Cox, 1987) and
thickness (Gent and McWilliams, 1990; GM) diffusion, where the
mixing coefﬁcients, ji and jGM, respectively, are 5  106 cm2 s1.
3. VLOM solutions
In this section, we obtain and discuss solutions to (4), the equa-
tions for the baroclinic response of the 2-layer version of VLOM.
We begin by reporting a solution without diffusive mixing below
the mixed layer (i.e., with w1m =w1d = 0), which has no MOC (Sec-
tion 3.1); it is dynamically (and mathematically) the simplest of
our solutions, and thus lies at the very bottom of a hierarchy of
3-dimensional base solutions. Next, we derive the solution with
subsurface diffusion, which does have an MOC (Section 3.2). It con-
tains all the features of the base solution reviewed in Section 1, ex-
cept for the deep, secondary circulation, which requires an
additional layer (Appendix B); furthermore, the processes that
determine the MOC in VLOM (dynamical adjustments by Kelvin
and Rossby waves, diffusive mixing, etc.) are all identiﬁable in
COCO solutions as well. We then report examples of solutions,
including our standard run (Section 3.3) and several special cases
(Section 3.4). We conclude by deriving measures for the model’s
overturning transport M, showing that they are consistent with
the dependencies discussed in prior studies that are inferred from
ad hoc assumptions and OGCM solutions (Section 3.5).
For simplicity, we use Cartesian coordinates and the equatorial
b-plane approximation (f = by) in all derivations; however, we
evaluate solutions in spherical coordinates, so that they are as
comparable as possible to the COCO solutions reported in Section 4.
Further, for notational convenience we write variables as functions
of space only, even though they sometimes also depend on time.
3.1. Solution without overturning
Consider the initial response to (4) when w1d = w1m = 0 and vis-
cosity is signiﬁcant only in the western-boundary layer. Since
T1 = T⁄(y), there is a meridional pressure gradient in layer 1 propor-
tional to g0y ¼ gaTy, and the response across the interior ocean is
therefore
U1 ¼ D hmin2Df g
0
yh
2
min; V1 ¼ 0; h1 ¼ hmin: ð6Þ
Note that U1 = 0 south of y1 because g0y ¼ 0 there. Fig. 1a (top-left
panel) schematically illustrates this stage of the adjustment, show-
ing an eastward current across the basin in layer 1 overlying a com-
pensating, westward ﬂow in layer 2 (Stage 1). Along the eastern
boundary there is a convergence of layer-1 water due to U1 that
tends to deepen h1. Conversely, U1 drains layer-1 water from the
coast along the western boundary, a process that if unchecked
would force h1 < hmin; however, the entrainment velocity w1 = w1e
ensures that enough water is upwelled from layer 2 for h1 to remain
at hmin.
At the same time, slower baroclinic adjustments begin that
eventually require all ﬂow to vanish. Along the eastern boundary
(x = xe), Kelvin waves radiate northward, and after their passage
the coastal layer thickness he(y) 	 h1(xe,y) adjusts to ensure that
there is no ﬂow into the coast. Setting U1(xe,y) = 0 and ignoring vis-
cosity in (4b) implies that
q021h
2
e
 
y
¼ 0; y 6 y0; ð7Þ
where qi = qo(1  aTi), qij = qi  qj, and y0 is deﬁned just below. An
integral of (7) then yields
heðyÞ ¼ He qn  qsqn  q
 1
2
¼
He; y 6 y1
He Ly2y
 1
2
; y1 < y 6 y0;
8<: ð8Þ
where He = hmin is the value of he south of y1. According to (8), he
thickens northward as q⁄ approaches qn, and eventually he = D at
a latitude y0 < y2. It is remarkable that a similar balance holds for
the upper layer in continuously stratiﬁed models (Sumata and
Kubokawa, 2001; see Section 4).
North of y0, the model ocean consists of only one layer at x = xe,
and (4b) no longer applies. The analogous constraint to (7) is that
the depth-integrated, meridional pressure gradient vanishes
throughout the water column. According to (A.3),
ðq1h2e Þy ¼ 0; y > y0; ð9Þ
which implies
heðyÞ ¼ heðy0Þ q1ðy
0Þ
qðyÞ
 1=2
¼ D 1 q
ðyÞ  qðy0Þ
qðyÞ
 1=2
; y > y0;
ð10Þ
where the constant of integration required by (9) is chosen so that
he in the two regions match at y = y0. Note that he  D in (10), the
small deviation from D corresponding to a change in sea level.
Fig. 1a (top-right panel) schematically illustrates the response
at this stage of the adjustment, that is, shortly after the passage
of Kelvin waves along the eastern boundary (Stage 2). Along the
coast h1 = he, whereas more than a Rossby radius of deformation
offshore the ocean remains in state (6). As a result, the inﬂow in
layer 1 is channeled into a northward, geostrophic, coastal current
in layer 1 and a compensating, southward ﬂow in layer 2, both cur-
rents vanishing at y = y2 where g0 = 0. Note that if the adjustment
stopped at Stage 2, the response would have an MOC, with east-
ward ﬂow across the basin in layer 1 channeled northward in an
eastern-boundary current, a commonly held view of essential
MOC dynamics. Because b– 0, however, the eastern-coastal re-
sponse, (8) and (10), does not remain trapped to the coast, but
rather propagates westward via baroclinic Rossby waves.
Eliminating U1 and V1 from (4) gives
h1t þ crh1x ¼ w1; ð11aÞ
where
Fig. 1a. Schematic plot of the spin-up of the no-MOC solution for VLOM, illustrating
the response during the initial adjustment (Stage 1; top-left), just after the eastern-
coastal adjustment (Stage 2; top-right), during the Rossby-wave adjustment (Stage
3; bottom-left), and the ﬁnal, steady steady-state (Stage 4; bottom-right).
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cr ¼ bD h1D
g0h1
f 2
þ h
2
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0
y
2Df
: ð11bÞ
The ﬁrst term on the r.h.s. of cr is the familiar propagation speed of a
baroclinic Rossby wave in a constant-density, 2-layer model. The
second term exists only because density varies in layer 1 (g0y – 0),
and is equal to the westward, depth-averaged ﬂow that compen-
sates for the eastward, layer-1 ﬂow driven by Ty. Note that the ﬁrst
term vanishes as y? y2 but the second does not; thus, the second
term ensures that the baroclinic Rossby-wave adjustment occurs
for all y 6 y2. (An additional term, analogous to the last term in
Eq. (11), is present in the constant-density, layer models of Rhines
and Young, 1982, Luyten et al., 1983, except that it is caused by
sloping layer interfaces rather than a temperature gradient.) A gen-
eralization of Eq. (11) that allows formeridionally propagating Ross-
by waves is reported in Section 5.2.
Since w1 = 0 (w1m = w1d = 0 by assumption and h1P hmin), (11a)
then implies that he propagates unchanged across the basin as an
interfacial front. Fig. 1a (bottom-left panel) illustrates this Ross-
by-wave adjustment (Stage 3). West of the front, the ocean is in
the state (6) with h1 = hmin; everywhere east of it, h1 is adjusted
to he and the ocean is in a state of no motion ðV1 ¼ 0Þ there.
Along the western boundary, upwelling by w1e continues to
keep h1 = hmin. Since g0h
2
1
 
x
¼ g0h2min
 
x
¼ 0 west of the Rossby-
wave front, it follows from (4b) that V1 = 0 so that no western-
boundary current is ever generated. Thus, this western-boundary
upwelling supplies all the additional layer-1 water needed to
deepen h1 behind the Rossby-wave front. The upwelling continues
until the baroclinic Rossby wave arrives at the western boundary,
thereby establishing balances (8) and (10) everywhere in the basin
and eliminating the depth-averaged, layer-1 ﬂow (Fig. 1a, bottom-
right panel; Stage 4). To conﬁrm these results, we obtained the cor-
responding solution to the numerical version of VLOM (Eq. (A.11)),
and the spin-up and steady-state responses are essentially the
same as above (not shown).
Although the depth-averaged circulation vanishes in steady
state, there is still shear ﬂow within layer 1 due to thermal wind
(Appendix A). Furthermore, because of the neglect of momentum
advection in (A.1) and the restriction that temperature is vertically
uniform throughout the upper layer, the shear ﬂow is dynamically
distinct from the depth-integrated ﬂow, and so can simply be
added onto it. According to (A.15), the ﬂow in the interior ocean
consists of eastward ﬂow in the upper and westward ﬂow in the
lower half of layer 1. At the eastern and western boundaries, addi-
tional meridional Ekman layers provide upwelling and downwel-
ling branches, which close the circulation to form isopycnal
overturning cells (Appendix C.1).
It is noteworthy that such overturning cells can be maintained
despite energy loss within the viscous boundary layers. Tempera-
ture advection by sheared alongshore currents in the boundary
layers (Eq. (C.4a)) tends to warm the upper and cool the lower
half of layer 1, thereby lowering the potential energy available
to the cells. Strong temperature mixing within layer 1 instanta-
neously compensates for this energy loss by ensuring that tem-
perature remains vertically uniform. As we shall see, such
overturning cells also exist in the COCO no-MOC solution but, be-
cause temperature advection by the shear ﬂow is thermodynam-
ically important below a depth of hmin, only in the limit that
viscosity vanishes (Section 4.1).
The existence of this no-MOC solution suggests the possibility
that poleward cooling by T⁄(y) need not drive any diapycnal over-
turning at all! Indeed, if the real ocean can reach this state, then
there is no relationship between the meridional SST gradient and
MOC strength. This property, of course, contradicts numerous re-
sults from similar, idealized modeling studies using OGCMs, which
do generate diapycnal overturning cells. One or more of the
processes neglected in obtaining this no-MOC solution is thus
essential for establishing the overturning. As discussed next, the
key process in VLOM is wd, without which a steady-state down-
welling branch cannot exist.
3.2. Solution with overturning
When w1 also includes w1d, a no-MOC solution is no longer pos-
sible, since layer-1 water is the required to detrain into layer 2
wherever h1 > hmax. In contrast, w1e and w1m force layer-2 water
to entrain into layer 1. In steady state, these processes balance,
generating the descending and ascending branches of the model
MOC.
The initial spin-up of the solution is the same as described in
Section 3.1: State (6) is established across the interior ocean (Stage
1), then coastal Kelvin waves adjust he to (8), and there is upwell-
ing along the western boundary north of y1 that keeps h1 = hmin
(Stage 2). Subsequently, however, Stages 3 and 4 of the response
are altered markedly by w1m and w1d, with w1m thickening h1 in
the interior ocean and w1d damping Rossby waves near and south
of y2 (Section 3.2.1). Fig. 1b schematically illustrates Stages 3 and 4
of the adjustment for the special case in whichw1m = 0 for which h1
remains at hmin south of y1 (Section 3.4). A ﬁnal adjustment stage
(Stage 5), involving multiple reﬂections of Rossby waves from the
eastern boundary, is required for the solution to attain equilibrium
(Section 3.2.4).
3.2.1. Interior ocean
The interior response is determined by (11) with w1
=w1m + w1d, that is,
h1t þ crh1x ¼ w1m þw1d ¼ jh1 
h1  hmax
t1d
hðh1  hmaxÞ: ð12Þ
For the moment, ignore w1d. Then, (12) describes the thickening of
h1 in the interior ocean at the rate j/h1 until the arrival of a Rossby
wave from the eastern boundary. After the passage of the wave, h1
is adjusted to the steady-state balance
h1x ¼ jcrh1 ; ð13Þ
in which h1 deepens monotonically to the west since cr < 0. We look
for a solution to (13) that satisﬁes the boundary condition,
h1(xe,y) = he, a condition that assumes the eastern-boundary adjust-
ment by coastal Kelvin waves occurs much more rapidly than deep-
ening due to w1m. Using (11b), the solution is
Fig. 1b. Schematic plot of the spin-up of the MOC solution for VLOM with w1m = 0,
illustrating the response during (Stage 3; left) and after (Stage 4; right) the Rossby-
wave adjustment for the solution. In this case, w1d relaxes h1 to hmax north of ye, the
latitude where he = hmax. In the VLOM standard run, t1d? 0 so that the eastern-
boundary layer has an inﬁnitesimal width (Section 3.2.2); for convenience, t1d and,
hence, the boundary width are assumed to have ﬁnite values in the plots. The
response differs from the standard run with w1m– 0 in that h1 remains at hmin
south of y1; as a result, the steady-state response therefore lacks an anticyclonic
gyre in layer 1.
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ðh4e  h41Þ ¼ jðxe  xÞ; ð14Þ
a quartic equation that can be solved for h1 either analytically or
numerically.
When w1d is included and t1d? 0, (12) implies that h1 cannot
thicken to be more than hmax. By setting h1 = hmax in (14), we can
solve for the location, x = x00(y), where h1 ﬁrst reaches hmax. Let
y00(x) be the inverse function of x00(y). The pink line that lies along
the northern edge of the blue-shaded region in Fig. 2 (below) is
y00(x) for the standard model parameters noted in Section 2.2. The
curve intersects the eastern boundary at the latitude where
he(y) = hmax, located somewhat south of the latitude y0 where
he = D. For y < y00 (Region 1; blue-shaded region in Fig. 2), h1 deep-
ens westward until h1 = hmax at x = x00(y) or until x = xw. For
y00 6 y < y2 (Region 2; white region south of y2 in Fig. 2), he > hmax
so that h1 = hmax everywhere in the interior ocean. For notational
convenience, we deﬁne the latitude at the eastern endpoint of
y00(x) to be y00e 	 y00ðxeÞ.
Since h1 is known in the interior ocean so are the velocities, U1,
V1 and w1. Speciﬁcally, in Region 1 they are
U1¼Dh12fD g
0h21
 
y
; V1¼Dh12fD g
0h21
 
x
; w1¼ jh1 ; y< y
00ðxÞ;
ð15aÞ
where h1 is the solution to (14), and the total transport due to
entrainment w1m in the interior ocean is then
W in ¼
Z xe
xw
Z y00 ðxÞ
0
j
h1
dxdy: ð15bÞ
In Region 2, they are
U1 ¼ D hmax2Df g
0
yh
2
max; V1 ¼ 0; w1 ¼ 0; y00ðxÞ 6 y < y2; ð15cÞ
since h1 = hmax there.
3.2.2. Eastern boundary
Eqs. (15c) do not describe the complete solution in Region 2, as
an eastern-boundary layer is required to bring U1 to zero at x = xe.
The boundary layer is contained in the region where w1d thins h1
from he(y) at the coast to hmax offshore; according to (12), its width
scale is crt1d and, with the restriction that t1d? 0, it is inﬁnitesi-
mally thin. Let xe 	 xe  , where  is an arbitrarily small positive
number. Since h1 jumps from he at x = xe to hmax at x ¼ xe north
of y00e , there is an inﬁnitesimally thin, northward, boundary current
along the eastern boundary there. Its transport is given by an inte-
gration of (4b) across the current,
VeðyÞ 	
Z xe
xe
V1dx ¼ g
0
Df
D
2
h2e  h2max
 
 1
3
h3e  h3max
  
: ð16Þ
The total amount of eastern-boundary detrainment can be found by
integrating the continuity Eq. (4c) from xe to xe and y
00
e to y2 to get
Wd ¼
Z y2
y00e
Z xe
xe
w1dxdy ¼
Z y2
y00e
Z xe
xe
ðU1x þ V1yÞdxdy
¼ 
Z y2
y00e
U1ðxe ; yÞdy; ð17Þ
where U1ðxe ; yÞ is given in (15c) and we use the properties that
Veðy00Þ ¼ 0; Veðy2Þ ¼ 0, and U1(xe) = 0. According to (17), all the inte-
rior transport that ﬂows across the basin north of y00e is detrained by
w1d within the boundary layer.2
3.2.3. Western boundary
In the western-boundary layer, we seek to determine the coast-
al layer thickness, hw(y) 	 h1(xw,y), the transport of the western-
boundary current VwðyÞ, and the amount of coastal upwelling Ww
if any. As for the eastern-boundary layer, by integrating (4c) it is
possible to ﬁnd these ﬁelds without having to solve for the
across-current structure of the western-boundary current.
Let xþw be any longitude just beyond the outer edge of the wes-
tern-boundary layer. Integrating (4c) from x = xw to xþw and apply-
ing the boundary condition that U1(xw) = 0 yields
ðVwÞy þ U1ðxþw; yÞ ¼
Z xþw
xw
w1eðx; yÞdx 	WwðyÞ; ð18aÞ
where U1 xþw; y
 	
is provided by (15). Note that contributions to w1
from w1m and w1d are neglected in the integral, the former because
the boundary layer is assumed to be very narrow and the latter be-
cause h1 < hmax and hence w1d = 0. A ﬁnal, useful expression, ob-
tained from (4a) without the negligible viscosity term, is
VwðyÞ 	
Z xþw
xw
V1ðx; yÞdx ¼ g
0
fD
D
2
h^2w  h2w
 
 1
3
ðh^3w  h3wÞ
 
ð18bÞ
where h^wðyÞ ¼ h1 xþw; y
 	
, which allows hw to be determined from Vw.
Eq. (18a) must be integrated southward, consistent with the prop-
agation direction of coastal Kelvin waves along a western boundary.
It requires an initial condition at y = y2, which must be Vwðy2Þ ¼ 0
since g0(y2) = 0 and hw(y2) is ﬁnite.
It is not generally possible to solve (18a) analytically for all y,
but a solution can be found numerically using a simple and instruc-
tive algorithm. Let nn = y2  nDy and nnþ12 ¼ y2  nþ
1
2
 	
Dy deﬁne y
values on a numerical grid, where n = 0,1,2, . . . and Dy is a small
grid step. Then, a ﬁnite-difference version of (18a) isFig. 2. Horizontal map of layer-1 thickness h1 (contours), transport/width vectors
V1 (arrows), and w1 (shading) from the VLOM standard solution. Units for the ﬁelds
are meters, cm2 s1, and 105 cm s1, respectively. To show weaker ﬂows, arrow
lengths are proportional to jV1j1/2 and the unit of the sample vector is (cm2 s1)1/2;
vectors smaller than 1/15 of the sample vector are omitted. The eastern-boundary
downwelling region is indicated by the dark-red area in the northeast corner. The
line y00(x) is indicated by the 500-m contour line (pink). Region 1 is the blue-shaded
area south of y00(x), Region 2 extends from y00(x) to 50N, and Region 3 is the area
north of 50N. (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article.)
2 Since the existence of he requires the dominance of Kelvin-wave adjustments, it is
conceptually awkward that the wd boundary layer is thinner than a Rossby radius of
deformation. It is straightforward, however, to extend the above analysis to allow for
td – 0. In this case, the boundary layer is determined by an equation similar to (11)
with wm replaced by wd, and when td is sufﬁciently large, its width is broader than a
Rossby radius.
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Vwðnnþ1Þ ¼ VwðnnÞ þ U1 xþw; nnþ12
 
DyWw nnþ12
 
Dy: ð19Þ
At each spatial step, (18a) is ﬁrst solved withWw nnþ12
 
¼ 0 to ﬁnd a
test value for Vwðnnþ1Þ; V0w, and then (18b) is solved using V0w to ﬁnd
a test value of hw; h
0
w. If h
0
w P hmin, then Vwðnnþ1Þ ¼ V0w and hw ¼ h0w.
If h0w < hmin; hw ¼ hmin; then, (18b) provides Vwðnnþ1Þ and (19) can
be back-solved for Ww nnþ12
 
.
Note that the numerical solution also provides
Ww ¼
Z y2
0
WwðyÞdy 
X
n
Ww nnþ12
 
Dy; ð20Þ
the total upwelling transport along the western boundary. Other
than for the Veronis (1975) effect, the possibility of dynamically-in-
duced, western-boundary upwelling has not been recognized in
previous MOC modeling studies. Consistent with this absence,
although Ww can occur in our steady-state solutions, it is absent
(Ww ¼ 0) for realistic model parameters.
3.2.4. Final adjustment
In a closed basin, the spin-up of the MOC solution is not com-
plete after the initial Rossby waves cross the basin (Stages 3 and
4), and a ﬁnal adjustment is required (Stage 5). The western-
boundary current, VwðyÞ, extends to the equator, increasing the va-
lue of h1(xw,0) above its initial value hmin. This value is carried rap-
idly eastward along the equator by equatorial Kelvin waves and
poleward along the eastern boundary by coastal Kelvin waves,
thereby increasing He from its initial value hmin to h1(xw,0). Accord-
ing to (8), then, he(y) thickens everywhere along the boundary
south of y00e , generating another packet of interior Rossby waves,
which increases h1 everywhere south of y00(x) (Region 1), leading
to a further increase in h1(xw,0), and so on. At the same time,
he(y) increases north of y00(x) (Region 2), thereby strengthening
the detrainment of water from layer 1 by Wd. These gradual
spin-up processes, which involve multiple wave reﬂections from
basin boundaries, continue until the upwelling and downwelling
branches of the solution balance, that is, until
W 	W in þWd þWw ¼ 0; ð21Þ
where the three transports are deﬁned in (15b), (17), and (20). For a
given set of model parameters (hmin, hmax, and j),W is a function of
the, as yet unspeciﬁed, thickness He. It is straightforward to devise
an iterative, numerical scheme that solves (21) for He.
3.3. Standard run
Figs. 2 and 3 illustrate the VLOM standard solution for which
hmin = 100 m, hmax = 500 m, and j = 0.4 cm2 s1. With these choices
for hmax and j, properties of the solution are similar to those of the
COCO standard solution (Section 4).
Fig. 2 provides a horizontal map of h1(x,y) (white contours), w1
(shading) and layer-1 horizontal currents (vectors). For
y00(x) < y < y2 (Region 2), the ﬂow is eastward across the basin,
and Wd detrains all of it into layer 2 at the eastern boundary
(3.9 Sv). For the above choices of hmin and hmax; Ww ¼ 0 so that
the westward current is supplied entirely by the northward, west-
ward-boundary current Vw (shown in the lower panel of Fig. 3).
South of y00(x) (Region 1), there is an anticyclonic circulation
throughout the interior ocean; its dynamics are essentially those
of the diffusion-driven ﬂows discussed by Stommel and Arons
(1960) and Kawase (1987). Layer-2 water entrains into layer 1
throughout the region; according to (21), its total transport is
W in ¼ Wd. Since V2 = V1, the layer-2 circulation is just the oppo-
site of that in layer 1, closing the MOC.
Fig. 3 plots meridional sections of layer thicknesses (upper pa-
nel) and meridional transports (lower panel). Along the eastern
boundary, he(y) (solid curve) increases from He = 186 m at y = y1
to D at y = y0  49.96N. Just offshore from the western boundary,
h^wðyÞ ¼ h1 xþw; y
 	
(dash-dotted curve) is thicker than he south of
y00e due to entrainment by w1m and is equal to hmax north of y
00(xw).
Along the western boundary, hw(y) = h1(xw,y) (dashed curve) is
equal to He at the equator and thins monotonically to 104 m at
y2. The total across-basin transport V1ðyÞ (solid curve) increases
from the equator to y00(xw)  47N. It is composed of two parts, a
northward, western boundary current VwðyÞ (dashed) and an inte-
rior transport, VinðyÞ ¼ V1  Vw (dashed-dotted curve). South of
y00e ; Vin is determined by the basin-wide, anticyclonic gyre and is
directed southward; north of y00e , it is the northward transport of
the eastern-boundary current (16).
Interestingly, there are small jumps in Vw and Vin across y1 vis-
ible in the lower panel of Fig. 3. There is a jump in h1 (and h^w) as
well, too small to show up in the upper panel. They occur because
T⁄(y) has a jump in slope across y1; as a result, g0y and hence cr also
jump across y1, and the westward integration of (13) then gener-
ates a jump in h1. Since the jumps vanish for a smoother choice
of T⁄ in which Ty is continuous across y1, they are not dynamically
important.
As for the no-MOC solution, the MOC response also includes a
thermal-wind component given by (A.15). It differs from the one
for the no-MOC case only because h1 has a different structure. In
particular, north of y00(x), the thermal-wind cell extends only to
hmax. Since the thermal-wind component does not impact the
depth-averaged ﬂow (Appendix A), it plays no dynamical role in
determining the diapycnal overturning. In contrast, the thermal-
wind and overturning circulations do interact in COCO, the former
helping to ensure that he remains thick and hw thin (Section 4.1.2).
3.4. Special cases
Here, we present several special cases of the solution in Sec-
tion 3.2, namely, solutions for parameter choices that allow wes-
tern-boundary upwelling (Ww – 0), and with w1m = 0 and w1d = 0.
When western-boundary upwelling exists (Ww – 0), it can be
shown to occur only north of y1 in either of two locations: near
y2 when hmax is less than a critical value hcr, or near y1 when j is
less than jcr. Fig. 4 illustrates these properties, plotting hw(y) for
various choices of j and hmax. For reference, the ﬁgure also includes
hw for the standard solution (j = 0.4 cm2 s1, hmax = 500 m) for
which Ww ¼ 0 (thick curve). When hmax is reduced to hcr = 490 m
Fig. 3. Meridional sections from the VLOM standard solution, showing he (solid), hw
(dashed), and h^w (dash-dotted) in the top panel, and V1 (solid), V1w (dashed), and
Vin ¼ V1  V1w (dash-dotted) in the bottom panel. In the top panel, there is a change
in vertical scale at a depth of 500 m. For y 6 y00e ; Vin is the zonally integrated,
southward transport across the interior ocean within the basin-wide anticyclonic
gyre, whereas for y > y00e it is V1e .
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(thick-dashed curve), hw = hmin at y2, and there is upwelling near y2
for smaller values of hmax (not shown); for j > jcr, however, it can
be shown that Ww 
Wd regardless of the choice of hmax, so that
the contribution of upwelling near y2 to the total MOC overturning
is negligible. When j is reduced to jcr = 0.148 cm2 s1 (thin-
dashed curve), hw = hmin at y1, and there is upwelling near y1 for
smaller values of j. As j decreases below jcr, the upwelling
strengthens and spreads northward, attaining its maximum and
extending to 48.2N when j = 0 (thin curve).
When w1m = j = 0, VLOM has no process that can thicken h1
south of y1, and the equilibrium response is the above solution
with He = hmin in (8). Since Rossby waves are undamped when
w1m = 0, it follows that y00ðxÞ ¼ y00e , and hence that h1 = he(y) every-
where south of y00e and is equal to hmax north of y
00
e (Fig. 1b). There
is still eastern-boundary detrainmentWd north of y00e , which is bal-
anced entirely by western-boundary entrainmentWw. In this case,
then, the MOC is conﬁned entirely north of y1.
When w1d = 0, there is no process that can detrain water out of
layer 1, and so w1m thickens h1 until h1 = D everywhere in the ba-
sin. As a result, there is no MOC and the steady-state ﬂow ﬁeld con-
sists of thermal-wind overturning cells that extend throughout the
water column.
3.5. Overturning strength
We deﬁne the overturning transport of the model MOC to be
M ¼ Wd; ð22Þ
the strength of the MOC downwelling branch, which for the stan-
dard solution is 3.9 Sv. Other deﬁnitions for M are possible. One
is M ¼W in ¼ Wd Ww, the upwelling generated by diffusion
south of y00(x); it excludes the contribution of western-boundary
upwelling Ww from MOC strength, a reasonable choice since Ww
tends to generate a zonal, rather than meridional, overturning cell.
Another is the maximum value of the across-basin meridional
transport, V1ðyÞ ¼
R xe
xw
V1ðx; yÞdx. When Ww is negligible, which is
the case for realistic parameter values, all three deﬁnitions are
equivalent.
Here, we derive expressions for M that illustrate its depen-
dence on both He (thermocline depth) and j. To summarize, an ex-
act expression forMðHeÞ follows directly from (22). The solution to
(21) gives the function He(j), which has a closed-from
approximation. It follows that M0ðjÞ 	M½HeðjÞ provides an
approximate expression for the dependence ofM on j.
3.5.1. Dependence ofM on He
It is straightforward to obtain an expression for the dependence
ofM on He. With the aid of (15c) and (17), (22) can be rewritten
MðHeÞ ¼ Wd ¼ 12 f
1g
Dq
qo
H2e 1
hmax
D
 
; ð23Þ
where f1 is the average value of f1 from y00e to y2 and Dq = qn  qs;
g0(y1) = gDq/qo and (7) are used to make the replacement
g0ðy00eÞh2max ¼ g0ðy1ÞH2e . It follows from (8) that y00e ¼ y2  LH2e=h2max;
L ¼ y2  y1, so that f1 is an explicit function only of He and hmax,
not j.
As might be expected, (23) is proportional to the north-to-south
density difference, Dq. It is also nearly proportional to H2e , because
f1 is a slowly varying function of He. It does not, however, depend
strongly on hmax provided that hmax/D
 1, a counterintuitive re-
sult given that the existence of the descending branch depends on
w1d. Fig. 5 plotsMðHeÞ curves, determined by numerical iterations
of (21), for hmax = 300 m (dot-dashed), 500 m (thick), and 1000 m
(dashed); they are close for small He and gradually diverge as He in-
creases, because of the dependence of y00e and hence f1 on H
2
e=h
2
max.
The ﬁgure also plots the approximate curve, M0ðHeÞ, obtained by
replacing f1 with f(y2)1 in (23), when hmax = 500 m (thin); it is
everywhere less than its exact counterpart since f ðy2Þ1 < f1
and the two curves gradually diverge as f1 increases with He. All
the curves end at He = hmax because wd requires that h1 6 hmax
everywhere in the basin.
Although the derivation of (23) assumes a speciﬁc form of inte-
rior detrainment, wd, the near-quadratic dependence ofM with He
is a general property of solutions regardless of the speciﬁc form of
wd. To see this property, integrate (4b) across the basin to get
V1ðyÞ ¼ g
0ðy1Þ
2f
H2e 1
2
3
he
D
 h
2
w
h2e
1 2
3
hw
D
 " #
: ð24Þ
A key step in deriving (24) is the replacement, g0ðyÞh2e ¼ g0ðy1ÞH2e ,
which builds in the property that he is thick and related to He by
(7). The maximum value of V1 then provides an alternate measure
ofM, one that does not depend explicitly on the choice of wd (i.e.,
the parameter hmax) but rather on the variable hw(y).
Fig. 4. Meridional sections of hw(y) for various choices of j and hmax, showing hw for
the standard solution with hmax = 500 m (thick curve), and in solutions with hmax
reduced to hcr = 490 m (dashed curve), j reduced to jcr = 0.148 cm2 s1 (thin-
dashed curve), and j = 0 (thin curve). For the j = 0 curve, hw(y) = hmin from the
equator to 48.2N, and farther north it increases abruptly to merge with the black
curve.
Fig. 5. Curves of MðHeÞ from VLOM determined by numerical iterations of (21)
when hmax is 300 m (dot-dashed), 500 m (thick) and 1000 m (dashed), and from the
approximation to MðjÞ obtained by replacing f1 with f12 in (23) when
hmax = 500 m (thin). Also included are data points from several COCO runs: ⁄’s
correspond to solutions differing from the standard solution only by the value of jv;
}’s to solutions with V1s – 0; and thes to the solution with the smooth T⁄ given by
(34).
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Although hw(y) cannot be precisely determined without know-
ing w1, it is nevertheless possible to place stringent bounds on its
structure. For example, hwmust allow V1 to increase monotonically
from the equator to a latitude near the southern edge of the north-
ern boundary region, a property required by the existence of diffu-
sive entrainment throughout the interior ocean (Restriction 1).
Furthermore, we assume that hw 6 He for yP y1, a restriction that
holds for all the COCO solutions shown in Section 4; it ensures that
V1ðy1ÞP 0 (Restriction 2), and hence that V1 P 0 for all y > y1
(using Restriction 1). Finally, V1ðy1Þ must be a signiﬁcant fraction
(half or more) of the maximum value of V1, since much of the
entrainment happens south of y1 (Restriction 3).
We have numerically examined V1ðyÞ in (24) for a range of val-
ues hw and He, the latter affecting V1 also through he. Fig. 6 is an
example, plotting V1ðyÞ when He = 180 m for values of hw that
range from hmin to He. For hw J 120 m, V1 continues to increase
up to a latitude of 48–49N, and the maximum value of V1 is
MðHeÞ ¼ / gDq2f ðymÞH
2
e ; ð25Þ
where ym is the latitude where V1 is maximized (the maximum can
be obtained by solving V1yjy¼ym ¼ 0) and / is an empirical factor
somewhat less than 1. Finally, Restriction 3 requires that
hw[ 150 m, in which case / = 0.8–0.9. Thus, regardless of the pre-
cise structure of hw, the formula gDqH2e=½2f ðymÞ estimates M to
within 10–20%.
It is noteworthy that (23) does not depend explicitly on either j
or Ww. As a result, it is independent of the processes that deter-
mine the MOC upwelling branch, and so holds regardless of what
they are. (See Section 5.2 for a discussion of a case where the ana-
log of Eq. (23) depends weakly on j.) Furthermore, (25) provides
the leading-order structure ofM regardless of the form of interior
mixing. Both expressions therefore draw attention to He, the thick-
ness of the eastern-boundary thermocline in the tropics (y < y1), as
being a fundamental measure of MOC strength. The relationship
betweenM and the square of thermocline depth has been empir-
ically established in prior OGCM studies (e.g., Marotzke, 1997; Park
and Bryan, 2000) although the dynamical reasons that determine it
are still under debate. In this regard, (23) and (25) are useful be-
cause they are based on a dynamical model and the processes that
cause them are clear.
3.5.2. Dependence ofM on j
A closed-form expression like (23) does not exist forMðjÞ. It is
possible, however, to develop a useful approximation that is valid
when j is small, Ww ¼ 0, and H2e 
 h2max. In the limit that j? 0,
h1(x,y)? he(y) and y00ðxÞ ! y00e; with the aid of (8), it follows that
as j? 0,
W in 
Z xe
xw
Z y00e
ys
j
he
dydx ¼ j LxLy
He
	W 0in; ð26Þ
where Lx = xe  xw and Ly ¼ y1  ys þ 23 L 1 H2e=h
2
max
 
. Assuming
thatWw ¼ 0, the balanceW 0in ¼ Wd provides an approximate rela-
tionship between He and j,
HeðjÞ ¼ qojDq
2LxLy
f1ð1 hmax=DÞ
" #1
3
: ð27Þ
Inserting (27) into (23) and imposing the restriction H2e 
 h2max then
yields the approximation forMðjÞ,
M0ðjÞ 	M½HeðjÞ ¼ j23 Dqqo
 1
3 1
2f 2
gL2x L
02
y ð1 hmax=DÞ
 1=3
; ð28Þ
where f2 = f(y2) and L
0
y ¼ y1  ys þ 23 L. The properties that M0ðjÞ is
proportional to j23 and Dq13 are consistent with scalings determined
from previous OGCM solutions in which the MOC is closed by diffu-
sion (e.g., Bryan, 1987; Marotzke, 1997; Park and Bryan, 2000).
Fig. 7 plots exact expressions forMðjÞ and WwðjÞ determined
by numerical iteration of (21) (solid and dash-dotted curves,
respectively), together with M0ðjÞ (dashed curve). For
j > jcr = 0.148 cm2 s1,M andM0 are very close for small j and di-
verge slightly as j increases. For j < jcr, they diverge sharply as j
decreases, because M is then increasingly determined by Ww
(Fig. 4).
4. COCO solutions
Our COCO solutions validate and extend the VLOM solutions
discussed in Section 3. As we shall see, corresponding COCO and
VLOM solutions are remarkably similar, both in their overall
structure and underlying dynamics: They differ perhaps most
signiﬁcantly in the structure of the MOC eastward branch (Sec-
tion 4.2.3), and in that temperature advection is more active in
COCO because Q is conﬁned to depths less than hmin. Following
the organization of Section 3, we ﬁrst report a solution without
an MOC (Section 4.1), a conceptual solution to a reduced set of
equations. Then, we discuss solutions that have an MOC, including
the COCO standard run (Section 4.2) and special cases (Section 4.3).
Finally, we discuss the strength of the model MOC and its sensitiv-
ity to model parameters (Section 4.4).
Fig. 6. Curves of V1ðyÞ from VLOM determined from (24) for several values of hw
with He = 180 m. The dashed line plots 12 gDqH
2
e=f ðymÞ for ym ¼ 49:5N.
Fig. 7. Plots from the VLOM standard solution, showing MðjÞ (solid) and WwðjÞ
(dot-dashed) determined by a numerical iteration of (21). Also plotted is the
approximation of M0ðjÞ from (28) (dashed). There is a critical value of
j, jcr = 0.148 cm2 s1, above which there is no western boundary upwelling near y1.
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As we shall see, the deep ocean in solutions is occupied by
nearly homogeneous water with T  Tn and warmer water is con-
ﬁned to the upper ocean. It is therefore useful to divide the COCO
response into upper (layer 1) and lower (layer 2) regions, where
the layer-1 thickness h1 is by the depth of the Tn + 0.1  C = 3.1 C
isotherm; this deﬁnition most clearly separates the MOC’s surface
and subsurface branches, and allows for a practical measure of
overturning strength (Section 4.4). It is sometimes also useful to
view layer 1 as consisting of two sublayers: an upper sublayer di-
rectly inﬂuenced by Q where T = T⁄ overlying a diffusive thermo-
cline where T gradually decreases from T⁄ to 3.1 C.
4.1. Solution without overturning
4.1.1. Conceptual response
Consider an idealized version of COCO without momentum-
advection and mixing terms, except for weak (mh? 0) viscosity
to allow for eastern and western boundary layers. We also assume
that dt? 0 in Q so that T = T⁄ for zP hmin = 100 m.
With these model restrictions, the spin-up stages are theoreti-
cally the same as those illustrated in Fig. 1a. Shortly after Q
switches on, layer 1 forms south of y2, with T jumping from Tn to
T⁄ across z = hmin; moreover, because the conceptual model ne-
glects vertical diffusion, the jump remains throughout the spin-
up. The radiation of barotropic waves quickly ensures that the
depth-integrated transport vanishes (Stage 1). After this adjust-
ment the layer-1 response in the interior ocean, including the ther-
mal-wind circulation, is
u¼ gq

y
fqo
ðzþhminÞ
gqy
2fqo
h2min
D
; v ¼w¼0; T ¼ TðyÞ; zPhmin:
ð29Þ
According to (29), the layer-1 zonal ﬂow consists of an eastward
current proportional to (z + hmin) plus a westward, depth-indepen-
dent current due to the compensating barotropic response. As a re-
sult, there is weak westward ﬂow near the bottom of the layer in
layer 1, but the net layer-1 transport is eastward. The layer-2
(z < hmin) ﬂow is (29) without the z-dependent (thermal-wind)
part of u and with T = Tn.
In response to the eastward transport, there is downwelling
and upwelling along the eastern and western boundaries, respec-
tively, conﬁned within inﬁnitesimally thin (since mh? 0) merid-
ional Ekman layers (see Appendix C.1). The eastern-boundary
downwelling begins to thicken h1 along the coast. In contrast,
the western-boundary upwelling attempts to make h1 thinner
than hmin, bringing cool, layer-2 water into the region z > hmin;
this water is immediately warmed by Q to T⁄, thereby keeping
h1 = hmin and effectively entraining water into layer 1, just as
w1e does in VLOM.
Subsequently, the thickening of h1 at the eastern boundary is ar-
rested by the arrival of coastal Kelvin waves from the south (Stage
2); they adjust h1(xe,y) to he(y) deﬁned in (8) and (10) with He = h-
min, thereby ensuring that the depth-integrated, geostrophic ﬂow
into the coast vanishes in layer 1. Rossby waves then carry he
across the basin (Stage 3), and when they reach the western
boundary, the ocean is adjusted to steady state (Stage 4). In the
interior ocean, the steady-state solution in layer 1 is
u ¼ gq

y
fqo
zþ 1
2
he
 
; v ¼ w ¼ 0; T ¼ TðyÞ; zP he; ð30Þ
and the layer-2 response is a state of rest with T = Tn. In contrast to
(29), the thermal-wind circulation now has equal eastward and
westward branches within layer 1. At the eastern and western
boundaries, they are joined adiabatically by downwelling and
upwelling, respectively, within meridional Ekman layers (Appendix
C.1). The Ekman layers also have an alongshore ﬂow but, in the limit
mh? 0 it has zero transport and hence has no impact on the solution
(Eqs. (C.4a) and (C.5)).
Note that T = T⁄ at depths greater than hmin, the bottom of the
layer where Q is active (hmin 6 he). This deep warming results from
the eastern-boundary downwelling associated with the closure of
the thermal-wind circulation and from offshore Rossby-wave
propagation. It is further maintained by the westward advection
of warm water from the eastern coast within the subsurface
branch of the thermal-wind circulation. Since the warming exists
at depths greater than hmin, however, the deep stratiﬁcation in
(30) is fragile, and can be destroyed by a number of processes
(Section 4.1.2).
As for VLOM, the existence of closed, overturning cells in COCO
does not violate energy conservation, but only in the limit that
mh? 0. Because Q is active only above z = hmin, temperature
advection in the sheared boundary currents lowers potential en-
ergy at depths greater than hmin. When mh? 0, the transport of
the boundary currents vanishes (C.5), eliminating this energy loss.
For the COCO no-MOC solution, the overturning cells gain their ki-
netic energy from the release of available potential energy during
their spin up, and they continue in steady state since there is no
energy loss in an inviscid system.
4.1.2. Numerical solutions
Because it is not possible to eliminate mixing (both explicit and
numerical) from COCO, we were not able to obtain the above no-
MOC solution numerically, even by integrating a version of COCO
as similar as possible to the conceptual model. To gain insight into
how mixing prevents a no-MOC state, we carried out a suite of
spin-down experiments, in which the initial state was the above,
idealized, no-MOC state and mixing parameters were varied. Solu-
tions were obtained on a highly resolved grid (Dx = 0.5, Dy =
(1/32), and Dz = 5 m), in a smaller basin (xe = 10), and integrated
for only a few months. All the runs responded similarly: The initial
stratiﬁcation remained virtually unchanged along the eastern
boundary, deteriorated rapidly along the western boundary where
h1 thinned to be close to hmin in only a few weeks time, and grad-
ually eroded in the interior ocean.
A destabilizing process along both boundaries is advection by
alongshore currents within the meridional Ekman layers, which,
because the layers have a ﬁnite width in the numerical solutions
(mh9 0), have a ﬁnite, alongshore transport (C.5). They carry cool
subsurface water southward, thereby tending to stratify layer 1
and effectively thinning h1. Along the eastern boundary, this ten-
dency is overcome by two counteracting processes: strong down-
welling within the Ekman layer that keeps T1 close to T⁄; and
Kelvin-wave adjustments that quickly return h1 to he(y) because
the integration of (8) is poleward and, hence, determined by the
boundary condition h1(xe,y1) = He, which is unaffected by advec-
tion. In contrast, along the western boundary both processes en-
hance the tendency: There is upwelling within the Ekman layer,
and the integration of coastal Eq. (18) is southward and so linked
to the value of h1(xw,y2), which has also thinned. We conclude that
the eastern-boundary stratiﬁcation, he(y), cannot be maintained at
the western boundary with ﬁnite viscosity, due to meridional
advection, upwelling, and the southward propagation of Kelvin
waves, all of which tend to thin h1.
Although slower acting, the gradual erosion of the initial state
in the interior ocean is also signiﬁcant. According to (30), there is
a narrow band of warming just south of y2 where he is strongly
tilted. In the deep ocean, horizontal diffusion (jhTyy) quickly cools
the band to temperatures below 3.1 C, effectively thinning h1
there by 300 m after 2 months. As a result, the initial zonal ﬂow
in (30) spreads throughout the water column, with a net westward
(eastward) transport below (above) h1. This diffusion is also
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dynamically important at later times, as it damps Rossby waves
from the eastern boundary (Section 4.2.3).
4.2. Standard run
The spin-up stages of the no-MOC solution can still be identiﬁed
in solutions to the complete version of COCO that retains all mix-
ing and advection terms. The early response is essentially un-
changed from the no-MOC solution (Stages 1 and 2; top panels of
Fig. 1a). Subsequently, however, the density jump at the bottom
of layer 1 broadens due to diffusion (Section 4.2.1), thickening h1
throughout the basin, analogous to the increase of h1 by w1m in
VLOM. Near y2, the westward propagation of the eastern-boundary
stratiﬁcation by Rossby waves is disrupted (damped), thinning h1
there similar to the effect of w1d on h1 in VLOM (Section 4.2.3).
The ﬁrst part of the spin-up is completed when the eastern-bound-
ary Rossby waves arrive at the western boundary (Stages 3 and 4;
Fig. 1b except that h1 is thicker than hmin throughout the interior
ocean due to diffusion). A second and more gradual adjustment,
involving multiple reﬂections of waves from basin boundaries, is
required for the solution to attain equilibrium (Stage 5).
Figs. 8–11 illustrate the 3-dimensional structure of the steady-
state response of the COCO standard solution, which uses the
parameter values noted in Section 2.3, showing horizontal maps
for layer-1 variables, meridional sections, zonal sections, and over-
turning transports, respectively. In addition to h1 (contours), Fig. 8
plots two derived ﬁelds, namely, the depth-integrated, layer-1 cur-
rents V1 ¼ ðU1;V1Þ 	
R 0
h1 ðu;vÞdz (vectors) and the velocity
(shading)
w1 	 $  V1 ¼ wh  vh  $h1; ð31Þ
where qh = q(x,y,h1) is the value of a variable at the bottom of the
layer and (31) follows from a vertical integration of the continuity
equation. Velocity w1 is not the total velocity at the bottom of layer
1, wh, but rather is the velocity at which ﬂuid crosses the bottom of
(entrains into) layer 1. Over the interior of the layer, w1 represents a
nearly vertical, diapycnal exchange between layers 1 and 2, and so
is comparable to the VLOM entrainment velocities deﬁned in Eq.
(5). If the layer outcrops, however, as it does near y2 in Fig. 8, w1
can represent a horizontal ﬂow into a region where layer 1 no longer
exists. Finally, since there is no barotropic ﬂow, the layer-2 currents
are V2 = V1, the mirror image of those in layer 1.
4.2.1. Overview
Thickness h1 is everywhere considerably larger than
hmin = 100 m (Fig. 8). South of y1, the stratiﬁcation has an exponen-
tial proﬁle for z < hmin (Fig. 9; Fig. 10, lower panels), indicating
that the thickening there results primarily from the familiar diffu-
sive balance, wTz = jTzz. Note also that h1 increases and the strati-
ﬁcation broadens to the west (Fig. 8; Fig. 10, bottom-right panel),
indicating that a balance like (13) involving Rossby-wave propaga-
tion holds. North of y1, the thermal structure is more complex
(Fig. 9; Fig. 10, left and top-right panels), a consequence of the east-
ern-boundary stratiﬁcation varying markedly along the coast (Sec-
tion 4.2.2) and the presence of the northern boundary layer
(Section 4.2.3).
The layer-1 ﬂow ﬁeld (Fig. 8), the upper branch of the MOC, is
strikingly similar to that of the VLOM solution (Fig. 2). There is a
curve y00(x) that separates regions where h1 is relatively ﬂat
(y > y00; Region 2) and where it shallows southward (y < y00; Region
1); it extends from about 40N near the western boundary to the
northeast corner of the basin. South of y00(x),w1 drives equatorward
and westward ﬂow in the interior ocean (Stommel and Arons,
1960) that returns poleward in a western-boundary current. North
of y00(xw), the western-boundary current bends offshore to supply
water for eastward ﬂow in the interior ocean; part of it bends
southward to recirculate in the interior ocean, and the rest ﬂows
across the basin just south of y2 to downwell either along y2 or near
the eastern boundary.
South of y1, the vertical structure of the layer-1 ﬂow ﬁeld in the
interior ocean is simple, consisting of southwestward ﬂow extend-
ing to the mid-thermocline (Fig. 9, middle-left panel; Fig. 10, bot-
tom-right panel). North of y1 but still south of y00, the layer-1
circulation is more complex: Although layer 1 still has eastward
ﬂow in its upper part due to thermal wind (Fig. 9, top-left and mid-
dle-left panels), its depth-integrated transport is westward (Fig. 8),
a consequence of the secondary circulation (Section 4.2.5). North of
y00, the layer-1 ﬂow is entirely eastward and, hence, the layer-1
transport is also eastward (Fig. 9, middle-left panel).
Although w1 has a considerably more complex structure than
w1 in VLOM (compare Figs. 2 and 8), the two ﬁelds share common
features. For one thing, y00(x) also separates regions of strong
(w1 > 0; y < y00) and weak (w1  0; y > y00) entrainment. For another,
the strongest downwelling occurs along y2 within 5 of the north-
east corner of the circulation (x = xe, y = y2). In later subsections, we
discuss speciﬁc areas of upwelling and downwelling near the east-
ern, western, and northern boundaries in greater detail.
It is noteworthy that the COCO solution has a Region 2 where
w1  0, just as in VLOM. With the aid of (31), the temperature
equation evaluated at z = h1 can be written,
w1Tz ¼ jTzz þ jhr2T; ð32Þ
where Tt þ vh  ð$T þ Tz$h1Þ ¼ 0 since it describes the change in T
along the bottom of layer 1, which by deﬁnition has the constant va-
lue of 3.1 C. In Region 1, where T changes slowly in x and y and
jhr2Th is small, (32) reduces to the classical balance, w1Thz = jThzz.
In Region 2, where w1  0 (Fig. 8), the terms on the right-hand side
of (32) must balance. Such a balance is possible because the jv and
jh terms tend to deepen and shoal the layer interface, respectively.
Fig. 11 illustrates the solution’s primary overturning circulation,
plotting the across-basin meridional transport V1ðyÞ ¼R xe
xw
V1ðx; yÞdx, and the meridional streamfunction wq(y,T) in den-
sity (temperature) coordinates; it is straightforward to show
that V1ðyÞ ¼ wqðy;3:1 CÞ. Regarding V1ðyÞ, it follows from
w1 ¼ $  V1 that the net entrainment into layer 1 along any latitude
Fig. 8. Horizontal map of layer-1 thickness h1 (contours), transport/width vectors
V1 (arrows), and w1 (shading) for the COCO standard solution. Layer 1 is deﬁned as
the region where T > 3.1 C, the temperature at which wq(y,T) is maximum. Units
for the three ﬁelds are meters, cm2 s1, and 105 cm s1, respectively. To show
weaker ﬂows, arrow lengths are proportional to jV1j1/2 and the unit of the sample
vector is (cm2 s1)1/2; vectors than 1/15 of the sample vector are omitted.
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is WðyÞ 	 R xexw w1dx ¼ V1y, so that there is zonally-integrated
entrainment (detrainment) wherever V1y is positive (negative).
For both V1 and w, upwelling occurs at all latitudes south of
49.5N, with downwelling conﬁned to 49.5–50.5N. The peak value
of w is 5.3 Sv at 50N and z  1700 m and of V1ðyÞ is 4.7 Sv at
49.5N, the difference occurring because w is computed on level
surfaces whereas V1 is determined relative to h1(x,y). Note that
V1ð50Þ ¼ 4:5 Sv, slightly smaller than the maximum value half a
degree to the south. The slight drop is caused by diffusion in the
northeast corner of the circulation, which tends to cool T near
the bottom of layer 1 and hence decreases h1 (Section 4.2.3). Most
of V1 detrains from layer 1 horizontally as the ﬂow crosses 50N,
where it downwells isopycnally in a region where density is verti-
cally uniform.
4.2.2. Eastern boundary
A striking property of the eastern-boundary stratiﬁcation
(Fig. 9; top panels) is the presence of an upper layer north of y1
where isotherms are oriented nearly vertically. Its thickness,
h^1eðyÞ, increases markedly northward; furthermore, it contains a
thermal-wind circulation like (30) with its surface, eastward and
subsurface, westward branches connected by coastal downwelling.
Another noteworthy feature is that the thickness of the diffusive
thermocline, h^2eðyÞ 	 h1ðxe; yÞ  h^1eðyÞ, decreases north of y1. It at-
tains a minimum thickness near ycr = 40N, and remains sharp far-
ther north where it is associated with downwelling from above and
upwelling from below (Fig. 9, top-right panel). The downwelling
and upwelling into the diffusive layer are parts of the secondary
circulation discussed in Section 4.2.5 and in Appendix B.
Sumata and Kubokawa (2001) provided an explanation for the
poleward thickening of h^1eðyÞ. They showed that, in order to cancel
the thermal-wind circulation at the coast, h^1e must adjust to have a
structure described by
h^1ey ¼
qyh^1e
2Dq
; ð33Þ
where DqðyÞ ¼ qdðxe; y;h^1eÞ  qðyÞ and qd(xe,y,z) is the eastern-
boundary stratiﬁcation below h^1e. Indeed, the h^1eðyÞ curve (not
shown) derived from (33) closely follows the bottom of the upper
layer in the COCO solution (Fig. 9, top panels). The thickening of
he (y) in the VLOM solution occurs for the same reason: Note that
(33) is the same as (7), except that (7) sets qd = qn and so assumes
Fig. 9. Meridional sections from the COCO standard run, showing ﬁelds along the eastern boundary (top), 20E (middle), and the western boundary (bottom). All the panels
plot T (contours) and currents (shading), the top-left and middle-left panels plotting u, the bottom-left panel v, and the right panels w. Units of u, v, w, and T are cm s1,
cm s1, 104 cm s1, and C, respectively. Values along boundaries are located 0.25 offshore for T andw and 0.5 offshore for u and v. The top-right panel also includes curves of
layer thicknesses from VLOM: he (’s) from (8) with He = 167 m, and h1e (red) and he (blue) determined from (B.11), (B.12a) and (B.14) for He = 100 m, H2e = 130 m, and
d = 45 m. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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the diffusive thermocline is inﬁnitesimally thin. The curve of ’s
(Fig. 9, top-right panel) plots he(y) from (8) when He = hmin
+ Dh = 167 m, where Dh = 67 m is the e-folding thickness scale of
the diffusive thermocline below z = hmin at x = xw and south of
y1, and the similarity of he to h^1e north of ycr is striking.
The solution to the 212-layer version of VLOM (Appendix B) sug-
gests a reason for the thinning of the diffusive thermocline. Similar
to the COCO solution, the 212-layer model has two sublayers in the
upper ocean: a Q-forced surface layer overlying an explicit repre-
sentation of the diffusive thermocline. Let h1e and h2e be the east-
ern-boundary thicknesses of the sublayers. To summarize the
solution’s dynamics, south of ycr the poleward radiation of both
ﬁrst- and second-baroclinic-mode Kelvin waves act to thicken h1e
and thin h2e, in order bring the depth-integrated geostrophic ﬂows
in each layer to zero at the coast; north of ycr, the Kelvin-wave
adjustments still continue, thickening h1e further and keeping h2e
thin despite the presence of diffusion. The red and blue curves plot
h1e and h1e + h2e from the 212-layer solution obtained in Appendix B,
and the two thicknesses follow their COCO counterparts very well
even south of ycr. Given this good agreement, we conclude that
VLOM and COCO share a common eastern-boundary dynamics.
4.2.3. Northern boundary
Because of the westward propagation of Rossby waves, the east-
ward MOC branch does not occur throughout the entire latitude
band where Ty – 0. Instead, it occurs within a boundary layer along
and south of y2 (Region 2), analogous to the Region 2 in VLOM
where h1P hmax and w1d is active. As discussed next, the boundary
layer in the COCO standard run has two parts: The outer part chan-
nels most of the eastward ﬂow to the northeast corner of the circu-
lation, whereas the inner one provides a means for water to
downwell just north of y2. The precise structure of the boundary
layer depends on model parameters (see Sections 4.3 and 5.1).
Outer layer: The southern edge of the outer boundary layer lies
along the curve y00(x), so that its width, dy00(x) 	 y2  y00(x), broad-
ens westward from being nearly zero at the eastern boundary to
about 10 near the western boundary (Fig. 8). Over much of the
outer layer, w1 is weak; however, near the eastern boundary where
dy00 changes rapidly, there are small-scale reversals of upwelling
and downwelling extending from the northeast corner. Fig. 10
(top panels) illustrates the vertical structure of the outer layer. In
the 48.75N section (top-left panel), west of about 38.5 all iso-
therms rise westward and v has a structure like a ﬁrst baroclinic
mode. Consistent with the westward broadening of the boundary
layer, a similar pattern exists farther south at y = 47.25N (top-
right panel), except that, due to the westward broadening of the
Fig. 10. Zonal sections of v and T from the COCO standard solution at y = 48.75N (top-left), y = 47.25N (top-right), y = 39.75N (bottom-left), and y = 24.75N (bottom-right).
The units of v and T are cm s1 and C, respectively. Velocity is interpolated onto the latitudes where temperature is deﬁned, which is important in order not to blur the
temperature ﬁeld, especially in the north where subsurface meridional temperature gradients are large.
Fig. 11. Plots of the meridional density streamfunction, wq(T,z), and layer-1
meridional transport, V1ðyÞ. The unit is Sverdrups for both plots.
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boundary layer, the longitude where all isotherms begin to rise
shifts westward to about 37.
The outer boundary layer has a number of features in common
with a zonal Munk layer (Appendix C.3): Both broaden westward,
have a cusp at x = xe, and reverse offshore. Furthermore, the width
scale of a zonal Munk layer varies like m
1
4
h, and we conﬁrmed that
dy00 has a similar dependence in test runs using different values
of mh (0.25, 4 and 16 times the standard value). Given these similar-
ities, we conclude that the basic dynamics of the outer boundary
layer are those of a zonal Munk layer.
The Munk layer is generated because the boundary conditions
along x = xe and y = y2 are inconsistent (Appendix C.3). In the
COCO standard run, this inconsistency is caused by the change in
h1(x,y2) from h1 = he(y) along x = xe to a smaller value offshore, as
indicated by the westward thinning of h1 near y2 (Fig. 10, top pan-
els). The precise processes that determine h1(x,y2) are not clear, but
they involve horizontal diffusion (jhTyy) and likely temperature
advection as well: Diffusion quickly thins h1 near y2 away from
xe (Section 4.1.2), requiring a Munk layer; as the Munk layer devel-
ops, its subsurface branch advects cooler water southward, raising
isotherms near y2 and further thinning h1.
Inner layer: The inner boundary layer consists of a narrow band
of downwelling from 50N to 50.5N ﬂanked by upwelling bands to
either side (Fig. 9, middle-right panel). The bands extend through-
out the water column, attaining their maximum values near
z = h1, the base of the thermocline, and are joined by meridional
currents to form a pair of counter-rotating overturning cells. These
properties are consistent with those of a zonal Ekman layer, which
acts to smooth the jump in thermal wind across y2: In the analo-
gous, idealized solution discussed in Section Appendix C.3, the zo-
nal Ekman layer also has two overturning cells with a narrow
width scale of LE ¼ ð2mh=f Þ
1
2 ¼ 19 km. Given these similarities, we
conclude that the basic dynamics of the inner boundary layer are
those of a zonal Ekman layer.
Associated with the southernmost cell south of 50.25N, there is
a northward volume ﬂux across 50N in layer 1. Its total transport,
deﬁned by the zonal integral of V1 along 50N, is 4.5 Sv, of which
about 3.6 Sv occurs within 5 of the eastern boundary, and it pro-
vides a measure of the strength of the MOC (Section 4.4).
Comparison to VLOM: The westward rise of isotherms north of
y00(x) due to horizontal diffusion is the process parameterized in
VLOM as a restoration of h1 toward a prescribed thickness hmax
by w1d. In VLOM, however, h1 immediately thins to hmax offshore
because of our choice that t1d? 0, whereas in COCO isotherms rise
more slowly. This difference impacts the location of the MOC
downwelling branch in the two solutions. In VLOM, all water de-
trains along the eastern boundary. In COCO, there is a general con-
vergence of layer-1 ﬂuid towardy2 in the outer layer so almost all
of the MOC downwelling happens just north of y2 (4.5 Sv) with
only little attributable to diffusive detrainment (0.2 Sv) (see the
discussion of Fig. 11).
4.2.4. Western boundary
Fig. 9 (bottom-left panel) shows a meridional section of T and v
along the western boundary. Isotherms above 3.1 C reach the min-
imum depth (hmin = 100 m) near y2 and deepen southward, consis-
tent with hw(y) of the VLOM standard solution (Figs. 2 and 4). As
expected from the anticyclonic circulation in layer 1 (Fig. 8), v in-
creases at the western boundary from the equator to about 35N,
due to the westward, recirculating ﬂow in the interior ocean south
of the southern edge of the northern boundary layer.
North of y1, there is strong upwelling at the western boundary,
which rapidly decays offshore and becomes weakly negative from
about 3 to 7 offshore (Fig. 8). The cause of this upwelling/down-
welling pair is horizontal diffusion across sharply tilted isotherms
(Veronis, 1975; Masuda and Uehara, 1992). An integral over the
area 0 < x < 7, 30N < y < 60N, which is broad enough to include
the pair, gives a net upwelling transport of Ww ¼ 0:9 Sv, a signiﬁ-
cant part of the overall MOC transport for our choice of
parameters.
As in VLOM, the ﬁnal adjustment to equilibrium (Stage 5) en-
sures that the basin-integrated upwelling and downwelling trans-
ports balance. A key part of that adjustment is the propagation of
the western-boundary stratiﬁcation at the equator to the eastern
boundary via equatorial and coastal Kelvin waves. That this pro-
cess is active is apparent in Fig. 9 in that the stratiﬁcation at
y = 0 in the bottom-right panel is essentially the same as that
south of y1 in the top panels. The western-boundary stratiﬁcation
is kept strong (i.e., hw remains thin) by the northward-ﬂowing wes-
tern-boundary current of the MOC, which drains layer-1 water
from the basin. The Kelvin-wave adjustment then ensures that
the eastern-boundary stratiﬁcation, and hence the interior stratiﬁ-
cation due to Rossby-wave propagation, remain strong. Without
these adjustments, the stratiﬁcation would continually weaken
(h1 thicken) throughout the basin due to diffusion.
4.2.5. Secondary circulation
In addition to the primary overturning circulation, the
COCO solution has a secondary one, similar to the one that has
been reported in other, similar, OGCM solutions (Section 1). It
is associated with eastern-boundary upwelling from ycr to just
south of y2 (Fig. 8; Fig. 9, top-right panel) and with southwest-
ward ﬂow emanating from the eastern boundary in the same lat-
itude band (Fig. 8). As measured by the net upwelling transport
across the 3.1 C isotherm in the area, 35 < x < xe, 30
N < y < 49.5N, its strength is We ¼ 1:1 Sv. (The latitude band
49.5–50.5N is excluded because that is where the main MOC
downwelling occurs.)
The 39.75N section in Fig. 10 (bottom-left panel), which is lo-
cated north of ycr but well south of the northern boundary layer,
illustrates the vertical structure of the secondary circulation. Near
the eastern boundary, isotherms are concentrated within a narrow
thermocline centered near 250 m, and the thermocline broadens to
the west with isotherms less than (greater than) 10 C deepening
(shoaling). This spreading drives a southward ﬂow within layer 1
that is largely conﬁned to the thermocline. Very close to the east-
ern boundary, there is a northward coastal current at depths shal-
lower than h1/2, likely due to the meridional Ekman layer that
cancels the thermal wind there (Appendix C.1). Similar features
can be seen in the 47.25N section (Fig. 10, top-right panel), which
is located near the northern edge of the eastern-boundary upwell-
ing zone.
The secondary circulation impacts the MOC primarily by
strengtheningM: It increases the net diffusive upwelling in the ba-
sin, since the MOC upwelling branch includes a contribution from
the eastern boundaryWe as well as the interior oceanW in. The ba-
sic structure of the overall overturning is otherwise not altered.
The deep cyclonic circulation differs from that in the (Stommel
and Arons, 1960; Kawase, 1987) models only in that part of the
upwelling that drives it is concentrated along the eastern
boundary.
The solution to the 212-layer version of VLOM (Appendix B) sug-
gests that diapycnal diffusion near the eastern boundary is the
cause of the secondary circulation. To summarize its dynamics, dif-
fusion north of ycr attempts to thicken the coastal thermocline, but
dynamical adjustments by Kelvin waves keep it thin. As a result,
water must entrain into the thermocline layer from above and be-
low. To conserve mass, this entrainment requires westward out-
ﬂow from the coast within the thermocline, and eastward inﬂow
both above and below it. When Rossby waves carry the coastal
stratiﬁcation offshore where Kelvin-wave adjustments no longer
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occur, diffusion quickly broadens the thermocline, generating a
southward, geostrophic current in the upper ocean (Sumata, 2002).
4.3. Special cases
We obtained additional solutions with j = 0, jh = 0, and using
alternate forms of horizontal density smoothing. A general conclu-
sion is that the processes that generate the MOC in the standard
run are not much changed in the tests.
With j = 0, the solution is very similar to the corresponding
VLOM solution with w1m = 0 (Section 3.4). South of y1, the depth
of the 3.1 C isotherm (bottom of layer 1) essentially thins to
hmin = 100 m and the upwelling across it is negligible. North of
y1, there is upwelling at and near the western boundary, due both
to mixed-layer entrainment and to the Veronis (1975) effect. Inter-
estingly, the eastern-boundary upwelling that generates the sec-
ondary circulation still remains, presumably supported by
entrainment due to horizontal diffusivity across the sharply tilted
bottom of layer 1. Consequently, the horizontal layer-1 circulation
is conﬁned north of y1, and consists of: the main MOC, which con-
nects upwelling at the western boundary to sinking in the north-
eastern corner; and the secondary circulation, in which
southwestward, interior ﬂow connects the eastern-boundary
upwelling to the western boundary layer. It is also noteworthy that
the deep ocean is still warmed, and the MOC still extends to the
ocean bottom even though j = 0, a consequence of the dynamical
adjustment of the layer-1 thickness at the eastern boundary to
he(y).
When jh = 0, the solution has the same overall structure as the
standard run. South of y1, the density and z-coordinate streamfunc-
tions are very similar to those for the standard run. North of y1,
however, they are signiﬁcantly weaker due to decreased boundary
upwellings, namely, a reduced Veronis (1975) effect along the wes-
tern boundary and less entrainment across the sharply tilted, diffu-
sive thermocline along the eastern boundary. As might be
expected, there are indications of numerical problems in that spu-
rious convective advection occurs sporadically in the interior
ocean, and isotherms develop a large-scale undulation.
We also replaced horizontal diffusion by a combination of GM
thickness and isopycnal (Redi, 1982; Cox, 1987) diffusion with
jGM = ji = 5  106 cm2 s1, a form of smoothing commonly used
in coarse-resolution OGCMs. The resulting solution is a somewhat
more smoothed version of the main run. One noteworthy differ-
ence is that the northern boundary layer is now solely determined
by a balance of Rossby-wave adjustment and diffusion, and is not
affected by viscosity as in the standard run. Because the Rossby-
wave damping is also stronger than in the standard run, northward
transports are strengthened near the eastern boundary, and the
associated temperature advection spreads the baroclinic ﬂow
north of y2 = 50N. Along the eastern boundary, the diffusive ther-
mocline at the bottom of layer 1 is signiﬁcantly thicker, and layer-1
isotherms aren’t quite vertical. Finally, the density and z-coordi-
nate streamfunctions are smoother and somewhat stronger than
in the control run, presumably a result of both, increased upwelling
due to strengthened diffusion, and increased northward conver-
gence in the northern boundary layer due to stronger Rossby wave
damping.
4.4. Overturning strength
As for VLOM, we relate the MOC strength, M, to detrainment
from layer 1. There are, however, several detraining regions in
the COCO standard run (red areas in Fig. 8), and it is not clear if
all of them should be interpreted as contributing to the MOC over-
turning. For example, the large area of detrainment in the western
ocean north of 25N is due to the Veronis effect. The detrainments
along the western (eastern) boundaries near 10N (38N), as well
as along y00(x) near the northeastern corner of the circulation might
be viewed as contributing to M, but their net transport is small.
We therefore deﬁne the MOC transport to be M ¼maxV1ðyÞ, a
zonally integrated measure that does not include the aforemen-
tioned transports. We note that this deﬁnition is equivalent to
M ¼maxwqðy; TÞ since it occurs for T = 3.1 C; indeed, we chose
the 3.1 C isotherm to deﬁne layer 1 primarily because it maxi-
mizes wq.
As noted in Section 3.5.1,MðHeÞ is a fundamental MOC relation-
ship in VLOM, which is derived from the deﬁnitionM ¼ Wd, and
so does not directly involve the processes that determine the MOC
upwelling branch. Therefore, with sensible deﬁnitions of He and hw,
(25) should also hold for COCO. Fig. 5 plots data points (⁄’s) from
COCO solutions for different j (and hence He) values, where He =
hmin + Dh and Dh is deﬁned just after (33). Despite the scatter, it
is noteworthy how close the data points are to the curve for the
VLOM standard run (thick). One possible cause for the scatter is
the above deﬁnition of He for COCO. Another possibility is that hmax
in COCO, deﬁned by the depth where u(x,y2,z) = 0 in the western
ocean, does not have a ﬁxed value but rather increases with He
(from 600 m for He = 170 m to 1500 m for He = 460 m). To check
this idea, Fig. 5 also plots MðHeÞ from (23) for several values of
hmax (dashed curves), and the scatter is reduced.
Fig. 12 plots transport values from COCO solutions for various
j, including data points forM (), as well as upwelling transports
in the interior oceanW in (s), western boundaryWw (}), and east-
ern boundaryWe ðrÞ. Also plotted are curves that best ﬁt the data
points: M ¼ 4100j23 þ 3:9 Sv, W in ¼ 4000j23 Sv, Ww ¼ 2:3 Sv; and
We ¼ 1:2 Sv. The interior upwelling W in is generated by vertical
diffusion, and closely follows the classical j23 scaling (e.g., Weland-
er, 1986; Colin de Verdière, 1988; Winton, 1996; Marotzke, 1997;
Zhang et al., 1999; Vallis, 2000; Prange et al., 2003). When j is suf-
ﬁciently (realistically) small, however, the total overturning,
M ¼W in þWw þWe, does not vary as j23, becauseWw andWe then
contribute signiﬁcantly to it. Consistent with this result, M does
not follow the j23 scaling exactly in other prior studies (e.g., Bryan,
1987; Park and Bryan, 2000).
It is noteworthy that theMðjÞ curves for VLOM and COCO are
as similar as they are, given the different parameterizations of ver-
tical diffusion in the two models. For the same j, however,M val-
ues are smaller in VLOM than they are in COCO (compare Figs. 7
and 12). One reason for this difference is that in addition to W in,
COCO has signiﬁcant contributions from We and Ww. Another is
Fig. 12. Plots of transport data points from a set of COCO solutions for various j,
showing M (), W in (s), Ww (}), and We (r). Also shown are best-ﬁt curves:
M ¼ 4100j23 þ 3:9 Sv, W in ¼ 4000j23 Sv, Ww ¼ 2:3 Sv, and We ¼ 1:2 Sv.
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that in COCO an advective–diffusive balance holds only below the
mixed layer at z < hmin, so that the interior diffusive upwelling
scales like w  j/(h1  hmin), whereas it is w1m  j/h1 in VLOM.
5. Related solutions
Here, we report four solutions that extend the standard runs
discussed in Sections 3 and 4 in straightforward and instructive
ways. Furthermore, we show that the same processes identiﬁed
in the standard runs are also at work in these solutions, supporting
their applicability in even more complex situations. In the ﬁrst
solution, a COCO solution forced by a smoother T⁄(y) and obtained
in a shallower basin, the MOC eastward branch occurs in nearly
isopycnal, nearly closed, thermal-wind overturning cells, rather
than a northern boundary layer (Section 5.1). The second and third
solutions are forced respectively by a T⁄(x,y) that shifts the
MOC downwelling branch to the northern boundary (Section 5.2)
and by a weak Q in which temperature advection is thermodynam-
ically important (Section 5.3). In the fourth solution, the upward
MOC branch is caused by a prescribed southern-hemisphere
upwelling rather than by diffusion within the basin (Section 5.4).
5.1. Solutions with a broader MOC eastward branch
The COCO standard run has a prominent northern boundary
layer near and south of y2, a zonal Munk/Ekman layer traceable
to a jump in the density-driven current across y2 (Section 4.2.3;
Appendix C.3). The precise structure of the boundary layer, how-
ever, depends on model parameters. Here, we report solutions in
which the T⁄(y) proﬁle (3) is replaced with
TðyÞ ¼
Ts; y 6 y1;
Ts þ ðTn  TsÞ yy2L
 	2
; y1 < y 6 y2;
Tn; y > y2:
8><>: ð34Þ
For this T⁄, the geostrophic velocity (ug,vg) does not have a jump
across y2, although there still is a jump in ugy there. As a result,
the latitude y0, where he thickens to D along the eastern boundary,
shifts southward so that the abrupt change in stratiﬁcation is well
separated from y2, that is, dy0 	 y2  y0 is larger than several grid
steps (0.5). To illustrate the impact of these changes more clearly,
we obtained a suite of solutions for smaller ocean depths, D, for
which y0 is separated even farther from y2.
Figs. 13 and 14, comparable to Figs. 8 and 9 for the standard run,
illustrate the steady-state response of the smooth-T⁄ solution
when D = 1000 m. As for the standard run, we deﬁne layer 1 to
be the region T > 5.8 C, where the lower limit is the temperature
at which wq(y,T) attains its maximum value. (This lower limit is
considerably larger than 3.1 C in the standard run for the reasons
discussed below.) Transport vectors are also plotted north of y0
where layer 1 does not exist; in this region, they indicate trans-
ports associated with the surface branch of nearly isopycnal, ther-
mal-wind cells (see below).
South of y0, the layer-1 circulation closely resembles that of the
standard run: Its eastern-boundary stratiﬁcation is still determined
by (33) and he(y) thickens to D at y0 = 42N (Fig. 14, top panels);
there is a basin-scale anticyclonic gyre and a secondary circulation,
driven by interior and eastern-boundary detrainment, respectively
(Fig. 13; Fig. 14, top-right panel). North of y0, the standard and
smooth-T⁄ solutions differ signiﬁcantly because y0 is well separated
from y2 in the latter. In the smooth-T⁄ solution, there is no indica-
tion of a zonal Munk layer along and south of y2. Instead, a zonal
boundary layer, one that broadens and in which isotherms rise to
the west, is now centered on y0 (Fig. 14, right panels; see the dis-
cussion at the end of Appendix C.3).
The circulation north of y0 and extending to y2 consists of a ther-
mal-wind overturning circulations, similar to those that exist in
the no-MOC state (Eq. (30)) except that they are not perfectly iso-
pycnal or completely closed. Furthermore, they occupy the entire
water column, a property that is apparent from the structure of u
north of y0 and from w at the eastern and western boundaries
(Fig. 14, top-right and bottom-right panels). The cells form the
northernmost portion of the MOC circulation. All of their eastward,
upper-ocean ﬂow downwells at the eastern boundary within a
meridional Ekman layer (Appendix C.1). In contrast, only part of
their westward, subsurface ﬂow upwells at the western boundary,
the rest bending southward to form the deep, equatorward-ﬂow-
ing, western boundary current of the MOC. Closer to y2, the cells
become increasingly isopycnal and closed. At y2, there is a single-
celled, zonal Ekman layer generated by the jump in ugy across
along y2 (Fig. 14, middle-right panel; Appendix C.3).
Because of these differences in upper-ocean circulation be-
tween the smooth-T⁄ and standard solutions, the locations where
upper-ocean water is cooled by Q differ markedly. In the standard
run, the western-boundary current bends offshore just north of
y00(xw)  40N, the interior ﬂow is westward and weakly northward
across the basin, and the ﬂow is strongly northward only near the
eastern boundary (Fig. 8). As a result, about 75% of the poleward
heat transport across 49.5N (where the maximum of V1ðyÞ occurs)
happens within 10 of the eastern boundary, with only 15% and
10% occurring in the interior ocean (10 < x < 30) and near the
western boundary (x < 10), respectively. In contrast, in the
smooth-T⁄ solution the western-boundary current ﬂows farther
north before bending offshore, and there is little meridional ﬂow
elsewhere (Fig. 13). Thus, about 94% of the poleward heat transport
across 41N (the latitude where V1 is maximum) occurs in the wes-
tern-boundary current (x < 10).
In the standard run, the temperature of the water that down-
wells along y2 is very close to Tn. In the smooth-T⁄ run, however,
water downwells along the eastern boundary everywhere north
of y0, and so is warmer than Tn; indeed, bottom temperature rises
to a maximum of 5.9 C near (xe,y0) because of the strong downwel-
ling there, producing the warmest bottom temperatures anywhere
in the basin. At the western boundary, the part of this downwelled
water that ﬂows southward in the deep western boundary current
Fig. 13. Horizontal map of layer-1 thickness h1 (contours), transport/width vectors
V1 (arrows), and w1 (shading) for the smooth-T⁄ solution. Layer 1 is deﬁned as the
region where T > 5.8 C, the temperature at which wq(y, t) is maximum. The vectors
north of 44.2N indicate the eastward transport/width throughout the upper half of
the water column. Units for the three ﬁelds are meters, cm2 s1, and 105 cm s1,
respectively. To show weaker ﬂows, arrow lengths are proportional to jV1j1/2 and
the unit of the sample vector is (cm2 s1)1/2; vectors than 1/15 of the sample vector
are omitted.
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is therefore warmer than Tn; as a result, bottom temperatures
throughout the basin south of y0 are warmer (about 5.1 C) than
they are in the standard run (3.02 C).
We obtained several solutions for other ocean depths (not
shown). As D increases, y0 shifts poleward and the boundary layer
centered on y0 begins to intersect y2 in the western ocean. When
T⁄(y) is replaced by (3), y0  50N, its separation from y2 is then
comparable to or narrower than the Ekman-layer width, and the
y0-centered boundary layer merges with the Ekman layer along
y2 to form the Ekman–Munk layer in the standard solution.
Despite their differences in circulation and locations of diapyc-
nal exchange, the overturning strengths of the smooth-T⁄ solutions
with D = 4000 m and the standard runs are almost the same, with
M ¼ 3:8 Sv for VLOM andM ¼maxwqðy; TÞ ¼ 4:1 Sv for COCO, the
maximum occurring at (47N, 3.1 C). The similarity for VLOM hap-
pens because the change in T⁄ modiﬁes relationship (23) only
slightly to
MðHeÞ ¼ 12
R y2
y00e
qyf1dyR y2
y00e
qydy
g
Dq
qo
H2e 1
hmax
D
 
; ð35Þ
that is, f1 is replaced by an average weighted by the density gradi-
ent. The similarity also follows from (25), which does not explicitly
involve the detailed structure of q⁄(y). Likewise, the similarity for
COCO follows from (25), withM being somewhat smaller because
the boundary layer upwellings are somewhat weaker.
5.2. Solutions for T⁄(x,y)
A limitation of our previous solutions is that the MOC downwel-
ling branch is located along either y2 or the eastern boundary north
of y00 (y0 for the solution discussed in Section 5.1), whereas in reality
it occurs mostly in the northwestern regions of the basin. This dis-
crepancy can be overcome by allowing T⁄ to have a spatial struc-
ture that depends on both x and y. To illustrate, let T⁄ be given
by (3) except with y1(x) = x/3 + 30 and y2(x) = y1(x) + 20. Accord-
ingly, the strongest cooling occurs in the northwestern ocean (a
simple parameterization of cooling in the Labrador Sea), isotherms
in the ‘‘cooling band’’ where $T – 0 (y1 < y 6 y2) tilt poleward to-
ward the east, and the locations where T⁄ ﬁrst equals Tn and Ts oc-
cur at x2 = 30 and y1 (xe) = 43 along the northern and eastern
boundaries, respectively.
The resulting solutions are modiﬁed in structure from those dis-
cussed in Sections 3 and 4, but they are essentially dynamically
unchanged. During the spin-up, Kelvin waves still adjust the east-
ern-boundary layer thickness to he(y), and Rossby waves still carry
Fig. 14. Meridional sections from the smooth-T⁄ solution, showing ﬁelds along the eastern boundary (top), 20E (middle), and the western boundary (bottom). All the panels
plot T (contours) and currents (shading), the top-left and middle-left panels plotting u, the bottom-left panel v, and the right panels w. Units of u, v, w, and T are cm s1,
cm s1, 104 cm s1, and C, respectively. Values along boundaries are located 0.25 offshore for T and w and 0.5 offshore for u and v.
F. Schloesser et al. / Progress in Oceanography 101 (2012) 33–62 51
the eastern-boundary stratiﬁcation into the interior ocean. In this
case, however, he also extends along the northern boundary for
x > x2, and, as discussed next, the Rossby-wave propagation veloc-
ity now has a southward component within the cooling band,
allowing the northern-boundary coastal structure to propagate into
the interior ocean as well.
The property that T⁄ also depends on x allows Rossby waves to
propagate meridionally as well as zonally. Consider Rossby-wave
radiation in the analytic version of VLOM. With T⁄ a function of
both x and y, elimination of U1 and V1 from (4) gives
h1t þ cr  $h1 ¼ w1 þ bf 2
D h1
2D
 
h21g
0
x; ð36aÞ
where
cr ¼ bD h1D
g0h1
f 2
þ h
2
1g
0
y
2Df
 !
i h
2
1g
0
x
2Df
j; ð36bÞ
and i and j are unit vectors in the x- and y-directions, respectively.
Eqs. (36) are the extensions of (11) that allow g0x – 0. According to
(36), Rossby waves propagate due west only southeast of y1(x),
where g0 is constant. Within the cooling band, they propagate west-
ward and southward, and along the line y2(x) where g0 = 0 their
propagation direction is parallel to y2(x). The ﬁrst and second terms
on the right hand side of (36a) describe a local thickening of h1,
caused by diffusion (w1 = w1m) and the convergence of the den-
sity-driven ﬂow due to the latitudinal variation of f, respectively;
the deepening continues until either h1 thickens to hmax or Rossby
waves arrive from the boundary. These adjustments, particularly
the non-westward propagation of Rossby waves, are apparent dur-
ing the spin-up of numerical solutions to both VLOM and COCO.
For VLOM, it is straightforward to show that the no-MOC re-
sponse, the solution to (36a) with h1t =w1 = 0, is
g0ðx; yÞh21 ¼ gðDq=qoÞH2e . Thus, as for the no-MOC solution dis-
cussed in Section 3.1, isolines of h1 are still directed along lines
of constant T⁄. A similar no-MOC solution exists for the conceptual
version of COCO (Section 4.1.1), except with a thermal-wind cell in
layer 1. The surface branch of the cell weakens as it ﬂows north-
eastward because of the increase in f. Likewise, the subsurface
branch strengthens as it ﬂows southwestward. The resultant, sur-
face convergence and subsurface divergence are connected by iso-
pycnal downwelling, partially closing the thermal-wind circulation
in the interior, although most of the isopycnal downwelling still
occurs at the northern or eastern boundary.
Solutions with MOCs also exist for both VLOM and COCO.
Fig. 15 (top panel) illustrates the VLOM solution. Similar to the
standard run (Fig. 2), there is a thermally-driven ﬂow across the
basin along lines of constant T⁄ in Region 2 [y00(x) < y < y2(x)] where
h1 = hmax. Most of that ﬂow detrains at the northern boundary in
the longitudinal band, x00n < x < x2, where x
00
n is the value of x at
which y00 = yn. A striking difference from the standard run is the
presence of detrainment throughout Region 2 (red-shaded region),
which results from geostrophic convergence of the northwestward
ﬂow due to the poleward increase in f (see below). Fig. 15 (bottom
panel) and Fig. 16 illustrate the COCO solution, and the similarity of
the plots to their counterparts in Figs. 8 and 10 is striking. There is
a boundary layer along and southeast of y2(x), which transports
upper-ocean water to the northeast (Fig. 15, bottom panel) and is
dynamically similar to the northern boundary layer near
y2 = 50N in the standard run. Along the coast h1 = he(y), the pri-
mary MOC downwelling occurs at x = x2 along the northern bound-
ary, and there is upwelling along the northern boundary east of x2
and along the eastern boundary to about 55N (the brown region
below the mixed layer in the right panel of Fig. 16), indicating
the presence of a secondary circulation. As for the VLOM solution,
there is detrainment throughout the boundary layer (red-shaded
region southeast of y2 in the bottom panel of Fig. 15) due to b.
The detrainment in the interior ocean is generated by a well-de-
ﬁned physical process, namely, geostrophic convergence, and we
therefore include it in M. For VLOM, we deﬁne
M ¼ Wd ¼ Wn WA, where Wn is the transport of the water
that converges on the northern boundary and WA is the integral
of wd over the area of Region 2, A. Neglecting the coastal boundary
areas, A is deﬁned by the vertices, A ¼ xþw; y00ðxþwÞ

 
;
B ¼ xþw; y2ðxþwÞ

 
; C ¼ x2; yn
 	
, and D ¼ x00n; yn
 	
, so that its sides are
the straight line segments AB, BC, and DC and the curve DA along
y00(x) (Fig. 15, top panel). Further, let yd(x) be the straight line par-
allel to the isoline of T⁄ that intersects point D, and A0 ¼ xþw; ydðxþwÞ

 
be the point where yd intersects xþw. It is useful to divide A into two
parts, A0 and A00, located northwest and southwest of yd(x).
With the aid of geostrophy and the relation,
g0 x00n; yn
 	
h2max ¼ gðDq=qoÞH2e , the northern-boundary detrainment is
Wn ¼ 
Z x00n
x2
V1 x; yn
 	
dx ¼ 1
2
f1n g
Dq
qo
H2e 1
hmax
D
 
; ð37Þ
where yn is a latitude just south of the northern Ekman layer.
DetrainmentWn is analogous to the eastern-boundary entrainment
in the standard run; note that (37) is just (23) with f1 ! f1n . It
follows from wd ¼ $  V1, the divergence theorem, geostrophy, as
well as the properties that h1 = hmax in A; V1  n ¼ 0 along lines
BC and DA0, and g0 xþw; y
00ðxþwÞ

 
h2max ¼ g0 x00n; yn
 	
h2max ¼ gðDq=qoÞH2e ,
that
WA ¼WA0 þWA00 ¼ 
I
C0
V1  nd‘
I
C00
V1  nd‘
¼  1
2
g
Dq
qo
H2e 1
hmax
D
 Z B
A0
1
f
dyþWn
 1
2
g
qo
h2max 1
hmax
D
  Z A0
A
qy
f
dy
Z D
A
q‘
f
d‘
 !
; ð38Þ
Fig. 15. Horizontal maps of layer-1 thickness h1 (contours), transport/width vectors
V1 (arrows), and w1 (shading) for the VLOM (top) and COCO (bottom) solutions
forced by T⁄(x,y). For COCO, layer 1 is deﬁned to be the region where T > 3.25 C, the
temperature at which wq(Y,T) (deﬁned in the text) is maximum. Units for the ﬁelds
are meters, cm2 s1, and 105 cm s1, respectively. To show weaker ﬂows, arrow
lengths are proportional to jV1j1/2 and the unit of the sample vector is (cm2 s1)1/2;
vectors smaller than 1/15 of the sample vector are omitted. In the top panel, the
downwelling region is the red area with vertices at points A, B, C, and D, and y00(x),
the southeastern border of the region, is indicated by the 500-m contour line
(white).
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where ‘ is an arclength along y00(x); the expressions on the second
and third lines are the detrainments in regions A0 and A00; WA0
and WA00 , respectively.
The total overturning transport is then
M ¼ Wd ¼ ðWA0 þWnÞ WA00
¼ 1
2
g
Dq
qo
H2e 1
hmax
D
 Z B
A0
1
f
dyWA00 : ð39Þ
Note that the integral in (39), ðWA0 þWnÞ, is identical to (23) as
the y-coordinates of the limits of the two integrals are the same.
Furthermore, it then follows that jWA0 j
jWn j since
f1  f12 
 f1. Although WA00 cannot be evaluated analytically,
for realistic parameters jWA00 j<jWA0 j because the two quantities
are roughly proportional to their areas (Fig. 15). Thus, the MðHeÞ
relationship is still (23) except for the small correction due to
WA00 caused by the slanted isotherms of T
⁄(x,y). For the solution
shown in Fig. 15, M ¼ 4:3 Sv with Wn ¼ 3:6 Sv, WA0 ¼ 0:6 Sv,
andWA00 ¼ 0:1 Sv, conﬁrming thatM is dominated byWn and that
jWA00 j<jWA0 j
jWn j. The total overturingM is somewhat larger
than in the standard run because the area over which water is en-
trained into layer 1 by wm is larger, extending into the northeast
ocean due to the tilt of T⁄(x,y); as a result, He increases to 189 m
from its value of 186 m in the standard run.
For COCO, we deﬁne M to be the maximum of the density
streamfunction deﬁned next plus the area integral of wd southeast
of y2(x) and east of the western boundary layer. Because isolines of
sea-surface temperature (SST) are not oriented zonally, the usual
density streamfunction obtained by zonal integrations does not
provide useful information about diapycnal volume ﬂux. We there-
fore deﬁne a new density streamfunction, wq(Y,T), for which the
zonal integrations are replaced by integrations along isolines of
SST, so that Y is a pseudo-axis directed perpendicular to the SST
isolines. With this deﬁnition, the value of wq(Y,T) is the poleward
transport above the T isotherm across the SST isoline labeled Y.
The maximum value of wq(Y,T) is 4.5 Sv for the 3.15 C isotherm,
the temperature of the bottom of layer 1. Furthermore, wq attains
this maximum at the outcropping line of the isotherm, so that the
4.5 Sv exits layer 1 by crossing the outcropping line horizontally.
The area integral of wd (between the lines y  x/3 = 42N and
y  x/3 = 49N and for x > 10of wd) is 0.3 Sv, so that the total over-
turning isM ¼ 4:8 Sv.
5.3. Solutions for weak Q
Another potentially important mechanism for shifting the
downwelling branch to the northern boundary of the basin is
upper-ocean temperature advection, which in the standard runs
is effectively eliminated by the rapid adjustment of T1 to T⁄. To ex-
plore its effects, we obtained numerical VLOM and COCO solutions
with dt = 150 days for which Q is weak enough to allow tempera-
ture advection in the upper ocean to be thermodynamically impor-
tant. Fig. 17 illustrates the COCO response during its spin-up (top
panel) and in steady state (bottom panel). The equilibrium solution
exhibits an oscillation with a period of 70 years, and the ﬂow
ﬁeld shown is the average over the ﬁnal 140 years of the
integration.
In the northeastern ocean, a narrow, coastal plume of warm
water initially advects northward along the eastern boundary
and westward along the northern boundary. Its dynamics are the
same as those of coastal plumes generated by river outﬂow, and in-
volve the propagation of coastal Kelvin waves (see McCreary et al.,
1997, and references therein). Subsequently, a Rossby wave prop-
agates westward from the eastern boundary, weakening the coast-
al currents. As a result, the coastal plume reaches the western
boundary after about 1 year and then retreats. Fig. 17 (top panel)
shows the response after 9 years. At this time, there is no coastal
plume, layer 1 extends to 60N in the northeastern ocean, and its
Fig. 16. Meridional (left part of panels) and zonal (right part of panels) sections from the COCO run forced by T⁄(x,y), showing ﬁelds along the eastern and northern
boundaries. Both panels plot T (contours) and currents (shading): The left panel plots either v (eastern boundary) or u (northern boundary), and the right panel plots w. Units
of u, v, w, and T are cm s1, cm s1, 104 cm s1, and C, respectively. Values for T and w are located 0.25 offshore and for currents are 0.5 offshore.
Fig. 17. Horizontal maps of layer-1 thickness h1 (shading) and transport/width
vectors V1 (arrows) for the weak-Q solution, showing the responses at year 10 (top
panel) and at the end of the run (bottom). Layer 1 is deﬁned as the region where
T > 3.25 C, the temperature at which wq(Y,T) (deﬁned in the text) is maximum.
Units for the two ﬁelds are meters and cm2 s1, respectively. To show weaker ﬂows,
arrow lengths are proportional to jV1j1/2 and the unit of the sample vector is
(cm2 s1)1/2; vectors than 1/15 of the sample vector are omitted.
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western edge is located at the Rossby-wave front. As the Rossby
wave propagates farther, the meridional currents in the eastern
ocean weaken, and by year 35 layer 1 has retreated to be located
near its equilibrium latitude of 52.5N. In the northwestern ocean,
the western-boundary current gradually strengthens as j deepens
h1 in the interior ocean. As it does, it begins to advect warm upper-
layer water north of 50N, allowing layer 1 to exist there. Fig. 17
(bottom panel) shows the equilibrium response. The western-
boundary current overshoots to the northern boundary, maintain-
ing layer 1 north of 50N in the western ocean.
The equilibrium sea-surface temperature (SST) is fairly uniform
zonally except near the western boundary, and its meridional pro-
ﬁle is smooth (i.e., without a jump in slope as there is for Ty across
y2). Furthermore, SST is signiﬁcantly higher than T⁄ in many areas,
a result of the poleward advection of warmwater; for example, SST
averaged zonally from 20 to 40 is higher than T⁄(y) by more than
0.1 C in the region 47.5N < y < 54.5N. Because of the smooth SST,
the eastern-boundary and interior ﬂow ﬁelds are similar to those of
the smooth-T⁄ solution (Section 5.1). Speciﬁcally, y0 (the latitude
where layer 1 reaches the bottom) is well separated from the lati-
tude where SST  Tn, and there is no northern boundary layer. As a
result, the warmest water that sinks to the bottom is 3.2 C, war-
mer than Tn.
Except for the overshoot, the structure of the equilibrium re-
sponse is very similar to that of the standard and smooth-T⁄ runs.
Because of the meandering outcropping lines, however, the ordin-
ary density streamfunction is not a good indicator of the diapycnal
volume ﬂux between isopycnal layers. We therefore again use the
streamfunction wq(Y,T) deﬁned in Section 5.2. Its maximum value
is 4.0 Sv on the 3.2 C isotherm, and it occurs in the northernmost
band of grid boxes, so that the 4.0 Sv detrains from layer 1 horizon-
tally across the outcrop line of the 3.2 C isotherm. This MOC
strength is similar to that of the standard and smooth-T⁄ solutions,
likely because (25) still holds since the eastern-boundary structure
is still adjusted to he(y) and hw is thin.
Based on this solution, it is tempting to conclude that tempera-
ture advection is not an important process in determining MOC
strength. This conclusion, however, could be altered by wind forc-
ing, which will (among other things) generate a Subpolar Gyre that
strengthens advection in the eastern ocean. A proper discussion of
the effects of wind forcing is beyond the scope of this paper, and
we consider it in the second part of our study.
5.4. Solutions forced by southern-hemisphere upwelling
Our previous solutions all assume that the MOC upwelling
branch is generated by internal diffusion, w1m. Here, we consider
the impact of upwelling in the southern hemisphere, which is
caused either by southern-hemisphere diffusion or by Ekman drift
across an open southern boundary of the basin (Wyrtki, 1961; Tog-
gweiler and Samuels, 1995).
We parameterize this external upwelling as a near-surface,
northward transport across the southern boundary of the basin.
Speciﬁcally, we set
v sðx; zÞ 	 vðx;0; zÞ ¼ vohð10  xÞhðzþ zoÞ; ð40Þ
where zo = h1 or hmin for VLOM and COCO, respectively. With this
choice, vs is spread uniformly within 10 of the western boundary
and from the sea-surface to z = zo. For COCO, a compensating, deep
ﬂow is also imposed uniformly from 3000 m to the ocean bottom;
given the weak stratiﬁcation in the deep ocean, solutions are not
sensitive to the depth of its upper boundary. For VLOM, the analytic
solution in Section 3 is modiﬁed only in that (21) now takes the
form
V1s þW in þWw þWd ¼ 0; ð41Þ
where V1s 	
R
vsdxdz is the total inﬂow transport, and (41) is then
iterated to obtain He.
To isolate the impact of V1s, we consider solutions when j = 0.
In that case, the structure of the VLOM solution is simpler than it
is in the standard run in that y00ðxÞ ¼ y00e across the basin and
h1 = he(y) everywhere south of y00e . As a result, the surface ﬂow ﬁeld
resembles that in Figs. 2 and 3, except it lacks a basin-wide, anticy-
clonic gyre south of y00 and the transport of the western-boundary
current is V1s from the equator to y00. The structure of the corre-
sponding COCO solution differs similarly from its standard run.
Interestingly, the secondary circulation still exists in COCO without
j likely because of horizontal diffusion and potentially due to
numerical diffusion as well.
In VLOM, the overturning transport, M ¼ Wd, is still deter-
mined by (23), and so is independent of V1s. Thus, the curves of
MðHeÞ in Fig. 5 also apply for the V1s-driven solution. Similarly in
COCO, the MðHeÞ curve should be unchanged. The MOC strength
in COCO is again deﬁned to byM ¼maxwqðy; TÞ. Near the eastern
boundary south of y1, temperature is very nearly equal to T⁄ down
to a some depth where it abruptly drops to an abyssal value, and
we deﬁne this depth to be He. As V1s is increased, He increases
and y0 shifts equatorward, and as a result, the maximum of wq(y,T)
shifts to somewhat higher temperatures and lower latitudes. The
triangles in Fig. 5 plot values of M for several choices of V1s, and
they are close to the curves and other COCO data points in the ﬁg-
ure. This result conﬁrms that the relationMðHeÞ holds regardless
of the mechanism of the upwelling branch.
Fig. 18 plots the curveMðV1sÞ for VLOM, which is comparable to
theMðjÞ curve in Fig. 7. For most of the curve,MðV1sÞ is the linear
function M ¼ V1s because both W in ¼Ww ¼ 0 in (41). A critical
transport Vcr exists, however, such that western boundary upwell-
ing occurs (Ww – 0) when V1s < Vcr , and in that region MðV1sÞ
bends upward to intersect the M axis at a non-zero value. With
hmin = 100 m, the same as for the standard run, Vcr ¼ 2:84 Sv and
Mð0Þ ¼ 1:13 Sv. Fig. 17 also plots data points from several COCO
solutions. As expected, they follow the line M ¼ V1s, except that
they lie somewhat above it for all V1s because of upwelling due
to the Veronis effect and secondary circulation.
6. Summary and discussion
Near the base of a hierarchy of MOC models are idealized solu-
tions obtained in a ﬂat-bottom, rectangular basin and forced only
by a surface buoyancy ﬂux, Q. We investigate the dynamics of such
Fig. 18. Curve of MðV1sÞ from VLOM determined by numerical iterations of (21)
when hmax = 500 m. Also included are data points from COCO solutions for several
values of V1s (⁄).
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solutions using two types of ocean models: a variable-density,
layer ocean model (VLOM; Section 2.2 and Appendix A) and an
ocean general circulation model (COCO; Section 2.3). For our stan-
dard runs (Sections 3 and 4), Q has the form (2) in which T is re-
laxed to an externally prescribed T⁄(y) throughout layer 1 for
VLOM and above z > hmin for COCO, and dt is small (1 day or less)
so that near-surface temperatures to remain close to T⁄. To facili-
tate a comparison with VLOM solutions, we divide COCO solutions
into two ‘‘layers,’’ with layer 1 being the part of the water column
above the 3.1 C isotherm.
No-MOC states: At the very bottom of our solution hierarchy are
solutions without momentum advection and mixing, which adjust
to a steady state without an MOC (Sections 3.1 and 4.1; Fig. 1a). Ini-
tially, Q forms an upper layer of thickness h1 = hmin, and there is
near-surface, eastward ﬂow across the basin in the latitude band
where Ty – 0 (Fig. 1a, top-left panel). At the eastern boundary, Kel-
vin waves cancel this current by adjusting h1 to a (nearly) parabolic
proﬁle he(y) that thickens poleward, reaching the bottom at y0 just
south of the latitude y2 = 50N where T⁄ ﬁrst cools to the deep-
ocean temperature (Eq. (8) and the solution to Eq. (33); Fig. 1a,
top-right panel). Subsequently, Rossby waves propagate he across
the basin (Fig. 1a, bottom-left panel), adjusting the solution to a
steady state in which h1(x,y) = he(y) everywhere in the basin,
T = T⁄(y) above h1 (Fig. 1a, bottom-right panel), and the depth-aver-
aged ﬂow in layer 1 vanishes. We were able to obtain a no-MOC
state using a numerical version of VLOM without detrainment
(wd = 0), but not using COCO because it is not possible to make a
version that is sufﬁciently inviscid (Section 4.1.2).
Thermal-wind circulations: In the no-MOC solutions, although
the depth-integrated ﬂow vanishes, there are still shear ﬂows
within layer 1 that have no net transport. They are zonally ori-
ented, overturning cells associated with thermal-wind shear in
the latitude band where Ty – 0. Meridional Ekman layers provide
the downwelling and upwelling branches needed to close the cells
along the eastern and western boundaries (Appendix C.1). The Ek-
man layers also have sheared alongshore currents (Eq. (C.4a)),
which tend to stratify layer 1 and, hence, to prevent the closure
of the cells. In VLOM, the destabilizing process is counteracted by
the implicit strong mixing within layer 1 that keeps the layer tem-
perature vertically uniform. In COCO, the process is negligible only
when mh? 0, in which case the transports of the alongshore cur-
rents vanish (Appendix C.1). The existence of closed thermal-wind
overturning cells does not violate energy conservation: In VLOM,
their kinetic energy is maintained by the implicit mixing in layer
1, which continually adds potential energy to the system to bal-
ance the loss due to viscous dissipation; in COCO, it arises from
the release of available potential energy during their spin up, and
the cells remain in steady state because there is no dissipative loss
when mh? 0.
Thermal-wind circulations are also present in solutions with an
MOC. In VLOM, they are closed cells dynamically distinct from the
depth-averaged ﬂow, and they can simply be added to it (Appendix
A). In COCO, however, closed cells do not exist because tempera-
ture advection is active at depths greater than hmin. As a result,
in most COCO solutions distinct thermal-wind circulations are evi-
dent only near ocean boundaries where they cause intense vertical
motions. The exception is for the solution in Section 5.1, for which
thermal-wind overturning cells extend throughout the water col-
umn. Because the cells are not completely closed along the western
boundary, they allow diapycnal exchange there, thereby producing
the necessary energy to balance viscous dissipation.
MOC solutions: When the models include mixing, solutions ad-
just to a steady state with an MOC. The following summarizes
the processes that determine the MOC in our standard runs (Sec-
tions 3.3 and 4.2), and they are much the same for the special cases
(Sections 3.4 and 4.3) and related solutions (Section 5).
Near the eastern boundary, Kelvin-wave adjustments still main-
tain the structure he(y) (Figs. 3 and 9, top panels), and Rossby
waves begin to propagate that structure westward. Sufﬁciently
south of y2 = 50N, diffusion entrains water into layer 1 until the
arrival of eastern-boundary Rossby waves, establishing the pri-
mary MOC upwelling branch and generating an anticyclonic gyre
in the upper ocean, as in the Stommel and Arons (1960) and Kaw-
ase (1987) solutions (Region 1; Figs. 2 and 8). Along the western
boundary, h1(xw,y) 	 hw(y) remains close to its minimum value
hmin (Fig. 3, top panel; Fig. 9, bottom panel), and because
hw < h1ðxþw; yÞ, where xþw is a longitude just outside the western-
boundary layer, there is a northward western-boundary current
in layer 1.
The MOC eastward-ﬂowing branch occurs in a northern-bound-
ary layer near and south of y2 = 50N (Region 2) where Rossby
waves are strongly damped. In VLOM, the damping is accom-
plished by detrainment w1d that prevents h1 from becoming larger
than a prescribed maximum value hmax, and Region 2 is deﬁned by
the area where h1 = hmax (Section 3.2.1; Fig. 1b). In COCO, the
damping results from horizontal diffusion and temperature advec-
tion, which acts to thin h1 near y2, much as w1d does in VLOM; in
this case, Region 2 consists of an outer, zonal Munk layer and an
inner, zonal Ekman layer (Sections 4.2.3, C.2, and C.3). Because of
the damping in both models, the meridional tilt of h1 is less than
that of he(y) in Region 2, and hence there is a depth-integrated
eastward current across the basin within layer 1 there (Figs. 2
and 8). In VLOM, the eastward ﬂow detrains at the eastern bound-
ary to form the MOC downwelling branch; in COCO, it has a north-
ward component so that water downwells just north of y2, with
most of the downwelling occurring in the northeast corner of the
circulation.
As in previous studies (e.g., Winton, 1996; Marotzke, 1997), our
COCO solutions also develop a secondary circulation (Section 4.2.5),
consisting of eastern-boundary upwelling just south of the down-
welling region in the northeastern corner (Fig. 9, top-right panel)
and southwestward ﬂow within the diffusive thermocline (Fig. 8;
Fig. 10, top-right and bottom-left panels). Enhanced diffusion along
the eastern boundary is its cause (Appendix B). Speciﬁcally,
dynamical adjustments by Kelvin waves thin the thermocline
north of y1, and as a result diffusion becomes strong enough north
of a critical latitude, ycr, to entrain water into the thermocline both
from above and below. The secondary circulation impacts the MOC
by increasing the overall upwelling in the basin; in the COCO stan-
dard run, for example, the eastern-boundary contribution is
We ¼ 1:1 Sv, a signiﬁcant part of the overall upwelling. It also alters
the structure of the deep cyclonic circulation, since part of the
upwelling that drives it is concentrated along the eastern
boundary.
Zonal pressure gradient: The processes that ensure he > hw are
critical, as they establish the zonal pressure gradient that drives
the northward-ﬂowing, MOC surface branch. One cause of the gra-
dient is the different directions of Kelvin-wave propagation along
the eastern and western boundaries. Along the eastern boundary,
the propagation of Kelvin waves in effect integrates coastal equa-
tions, (7) or (33), poleward subject to the boundary condition
h1(xe,y1) = He, and it follows that he(y) necessarily thickens pole-
ward to D as g0 ? 0. Along the western boundary, Kelvin waves
integrate analogous coastal equations, (18a) and (18b) for VLOM,
equatorward. The solution to Eq. (18) for hw requires that the inte-
rior ﬁelds, h1 xþw; y
 	
and U1 xþw; y
 	
, are known, and sufﬁciently near
y2 they satisfy inequalities, h1 xþw; y
 	
< heðyÞ and U1 xþw; y
 	
> 0, due
to Rossby-wave damping. With the boundary condition,
Vwðy2Þ ¼ 0, it then follows from (18a) that VwðyÞP 0 and hence
from (18b) that hwðyÞ 6 h1 xþw; y
 	
so that hw < he.
In COCO, another process that ensures he > hw is the strong
upwelling and downwelling associated with the closure of
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thermal-wind circulations. Along the eastern boundary, the down-
welling helps to maintain a thick layer 1 in which isotherms are
oriented nearly vertically. Along the western boundary, the
upwelling tends to stratify layer 1 and hence thin hw; indeed, in
spin-down experiments of the no-MOC state, this process thins
hw from he nearly to hmin in only a few months (Section 4.1.2).
It is noteworthy that dynamics (Kelvin- and Rossby-wave
adjustments) rather than convection cause layer 1 to thicken in
the northeastern ocean, consistent with previous conclusions
(e.g., Marotzke and Scott, 1999; Ru, 2000). Convection does in fact
occur in COCO solutions when warmer subsurface water advects
northward beneath cooler surface water; however, it is of second-
ary importance to the thickening, acting to homogenize the already
thick layer 1 in regions where northward ﬂow extends to depths
below hmin.
MOC strength: A useful aspect of the analytic version of VLOM is
that it allows closed expressions that describe the dependence of
the MOC transport M on the depth of the tropical thermocline
He and the coefﬁcient of vertical diffusion j.
Exact and approximate expressions forMðHeÞ are given in (23)
and (25). These relationships are powerful because they depend on
only a few parameters (Dq, f, and He) and are independent of the
speciﬁc nature of the upwelling processes; moreover, because f1
and f1ðymÞ vary weakly with He; MðHeÞ is nearly proportion to
H2e (compare black and dashed curves in Fig. 5). The COCO solu-
tions exhibit a similar dependence on He (Fig. 5), the differences
between VLOM curves and COCO data points likely due to impre-
cise estimates of He and hmax. The strong dependence ofM on He
identiﬁes the tropical (y 6 y1), eastern-boundary, pycnocline depth
as an important measure ofM. It is noteworthy that similar rela-
tionships hold in our COCO solutions as well (Fig. 5), a consistency
traceable to the fact that similar dynamics are active in both sys-
tems, particularly concerning the establishment of he(y) along the
eastern boundary. They are also implicit in previous studies (e.g.,
Marotzke, 1997; Park and Bryan, 2000), but observational data is
not sufﬁcient to tell if the relationship holds in the real world.
VLOM also provides approximate expression (28) for the depen-
dency ofM on j, which varies like j23. There is, however, a jcr be-
low which this dependency breaks down because then Ww – 0
(Fig. 7). Data points ofM from COCO solutions also have a similar
dependency caused by interior diffusion (W in – 0), except that
they are offset by a roughly constant amount due to contributions
from boundary entrainments (Ww þWe ¼ 3:9 Sv) for all values of j
(Fig. 12). Consistent with our results, some OGCM solutions show a
j23 dependency (e.g., Welander, 1986; Colin de Verdière, 1988;
Winton, 1996; Marotzke, 1997; Zhang et al., 1999; Vallis, 2000;
Prange et al., 2003) but others do not, likely because other pro-
cesses than interior diffusion contribute signiﬁcantly to the
upwelling branch (e.g., Bryan, 1987; Park and Bryan, 2000).
Modiﬁcation of cr: It is noteworthy that the propagation velocity
of Rossby waves, cr, is modiﬁed by the horizontal density gradient
in the surface layer. Eqs. (11b) and (36b) are analytical expressions
for cr in VLOM, and they qualitatively describe the modiﬁcations in
COCO as well. Speciﬁcally, cr has an additional component directed
to the left of the density gradient $q1. For a poleward density gra-
dient (q1y > 0), the westward component of cr is strengthened,
most notably in regions where h1 is large. When there is a zonal
density gradient (q1x– 0), cr also has a meridional component.
Since the b term in cr vanishes along y2, where the water column
becomes homogeneous in our solutions, these additional velocity
components are crucial for allowing Rossby waves to cross the ba-
sin. Similar modiﬁcations to cr arise in wind-driven theory (Rhines
and Young, 1982; Luyten et al., 1983) and when vertical shear of
the background velocity ﬁeld is taken into account (Pedlosky,
1987; Killworth et al., 1997).
Related solutions: To begin to assess how well the processes
identiﬁed in our standard runs are active in more realistic settings,
we obtained solutions that extend our standard runs in straightfor-
ward and instructive ways (Section 5). Despite the marked differ-
ences in the ﬂow ﬁelds among these solutions and the standard
runs, the underlying processes that generate the MOC remain un-
changed. This consistency suggests that they will be applicable in
even more general situations.
In a solution with a smoother T⁄ and shallow ocean depth
(D = 1000 m), the northern-boundary layer is centered somewhat
farther south on the latitude y0 where the upper layer reaches
the bottom at the eastern boundary, and the MOC eastward branch
occurs within near isopycnal, nearly closed, thermal-wind over-
turning cells that extend to the ocean bottom (Section 5.1;
Fig. 13). When T⁄(x,y) is chosen so that the strongest cooling occurs
in the northwestern basin, the primary MOC downwelling branch
shifts to the northern boundary; in contrast to the T⁄(y)-forced
solutions, there is a broad band of additional downwelling due to
b that arguably also contributes to M (Section 5.2; Fig. 15). In a
solution with weak Q (dt = 150 days), temperature advection is
thermodynamically important; nevertheless, its steady-state circu-
lation in the northeastern ocean is not strong enough to shift the
MOC downwelling northward (Section 5.3; Fig. 17). Finally, to
investigate the impacts of southern-hemisphere forcing (e.g., Wyrt-
ki, 1961; Toggweiler and Samuels, 1995), we report solutions
forced by an externally prescribed inﬂow transport V1s across the
southern boundary of the basin; without diffusion (j = 0), the wes-
tern-boundary transport is constant from the equator to the north-
ern ocean since there is no anticyclonic circulation driven by
diffusion in the interior ocean (Section 5.4).
In conclusion, we have obtained and analyzed a suite of MOC
base solutions, discussing their dynamics in detail and addressing
hitherto unresolved aspects (Section 1.3). We expect that the pro-
cesses discussed here will also be active in more complex solutions
higher in a model hierarchy (e.g., solutions with wind forcing, bot-
tom topography, and eddies). In the next paper in this series, we
consider the impact of wind forcing.
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Appendix A. Variable-density, 2-layer model
The layer model is a simpliﬁed version of a general, variable-
density, 2-layer system that allows the responses in each layer to
be separated. Furthermore, it reduces to a 1-layer (barotropic) sys-
tem in regions where the bottom of layer 1 outcrops so that layer 2
extends throughout the water column. Much of this section is de-
voted to deriving the equations of motion for the layer-1 ﬂow.
With the restriction that T1 remains independent of z, the system
also allows for a shear ﬂow (thermal wind) within the upper layer,
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and we discuss that part at the end of this appendix and in Appen-
dix C.
We begin with the equation set
Vit þ fk Vi þ hih$pii ¼ mhr2Vi; ðA:1aÞ
hit þ $  Vi ¼ wi wi1; ðA:1bÞ
T1t þ v1  $T1 ¼ Q=h1 þ jr2T1; ðA:1cÞ
T2 ¼ Tn; ðA:1dÞ
where subscript i = 1,2 is a layer index, vi is the depth-averaged
layer velocity, Vi = (hiui,hivi), and wi is the across-interface velocity
at the bottom of layer i; there is no ﬂow across the ocean surface
or the ocean bottom so that w0 = w2 = 0. The pressure terms are
the average values of the pressure gradients in each layer,
h$p1i ¼
g
qo
q1$ðh1 þ h2Þ þ
h1
2
$q1
 
; ðA:2aÞ
h$p2i ¼
g
qo
½q2$ðh1 þ h2Þ  q21$h1 þ h1$q1; ðA:2bÞ
with q1 = qo(1  aTi) and q21 = q2  q1. Eqs. (A.1) differ from the
most general, 2-layer model in that the advection and entrain-
ment/detrainment terms are dropped from the momentum equa-
tions, and the latter terms are dropped from the temperature
equations. In the advection term of the T1 equation, absolute veloc-
ities are replaced by the depth-averaged velocities, assuming that
strong vertical mixing maintains a vertical uniform layer structure.
This simpliﬁcation is implicit in all layer models, and enables us to
obtain analytic solutions. Since there are no heating or detrainment
terms in the T2 equation, T2 must remain at its initial value Tn. The
above equations reduce to those for a 1-layer model when h1 = 0 or
h2 = 0, so that they apply everywhere in the model domain.
Equations for the barotropic response are obtained by adding
the equations for each layer. It follows from (A.2) that
$P ¼ h1h$p1i þ h2h$p2i ¼
g
2qo
$ q1h
2 þ q21h22
 
; ðA:3Þ
where h = h1 + h2. Summing Eqs. (A.1a) and (A.1b) over both layers,
then gives
Vt þ fk V þ $P ¼ mhr2V; $  V ¼ 0; ðA:4Þ
where V = V1 + V2 and we assume that h1t + h2t  0 to obtain the
second of equations (A.4). Since $P is a perfect differential, Eq.
(A.4) give the familiar equation for the barotropic streamfunction,
r2wt þ k  $w $f ¼ mhr4w; ðA:5Þ
where U = wy and V = wx. Because there is no wind forcing, (A.5)
implies that the steady-state response is
w ¼ 0: ðA:6Þ
Furthermore, this state sets up very rapidly via the propagation
barotropic waves. With respect to the much slower, baroclinic
adjustments of interest here, then, we can accurately assume that
(A.6) holds at all times.
Assuming that the barotropic response vanishes, it is then pos-
sible to separate the layer-1 and layer-2 equations. It follows from
(A.6) and the ﬁrst of Eq. (A.4) that $P ¼ 0, which can be expanded
to
$h ¼  1
2q1h
h2$q1 þ $ q21h22
 h i
: ðA:7Þ
Inserting (A.7) into (A.2a) then gives
h1h$p1i ¼
gh1h2
2hqo
ðh1$q21  2q21$h2Þ: ðA:8Þ
From (A.7), it follows that
h1 þ h2 ¼ D 1þ O Dqqo
  
; ðA:9Þ
where Dq is either q21 or involves $q1. Substituting (A.9) into (A.8)
and dropping terms of order O[(Dq/qo)2]then yields
h1h$p1i ¼
gh1h2
2hqo
½h1$q21 þ 2q21$h1 ¼
D h1
2D
$ g0h21
 
; ðA:10Þ
where g0 = g(q21/qo).
Since (A.10) involves only h1, the layer-1 (baroclinic) equations
are decoupled from layer 2. To summarize, they are
V1t þ fk V1 þ D h12D $ g
0h21
 
¼ mhr2V1; ðA:11aÞ
h1t þ $  V1 ¼ w1; ðA:11bÞ
T1t þ v1  $T1 ¼ Q=h1 þ jr2T1; ðA:11cÞ
where g0 = ag(T1  Tn). The equations for the analytic model consid-
ered in Section 3 are a simpler version of (A.11),
fk V1 þ D h12D $ g
0h21
 
¼ ½mhr2V1; ðA:12aÞ
h1t þ $  V1 ¼ w1; ðA:12bÞ
T1 ¼ TðyÞ: ðA:12cÞ
The neglect of V1t ﬁlters out inertial oscillations, but does not other-
wise impact the slowly varying, large-scale circulations of interest
here. We place the viscosity terms in brackets to indicate that they
are retained only formally in the analytic model to allow for bound-
ary currents. Finally, because Q is given by (2) with dt? 0, T1 is
ﬁxed to T⁄(y).
Eqs. (A.11) are the set that is solved to obtain the numerical
VLOM solutions mentioned in the main text. They are integrated
using the leap-frog scheme on a B-grid, with u and v points at
the corners of grid boxes and h1 and T1 points in their center. Deriv-
atives are represented by center differences except for T1 advec-
tion, which uses a ﬁrst-order upwind scheme. (Because advection
is essentially eliminated in the solutions forced by strong Q, it is
important only for the weak-Q solutions reported in Section 5.3.)
Since the depth of the ocean is D,h1 = min (h1,D), and if h1 = D in
either of the two terms used to obtain the pressure gradient, the
pressure gradient is set to zero. The model has a convection
scheme in which T1 = max (T1,T2). The grid has a horizontal resolu-
tion of 0.5  0.5, and horizontal mixing parameters are
mh = 108 cm2 s1 and jh = 106 cm2 s1, the same as in COCO.
The solutions to (A.11) or (A.12) provide only the layer-1 re-
sponse. To complete the solution, (A.6) implies that the layer-2
currents are given by V2 = V1 in regions where layer 1 exists
and that V2 = 0 where it does not. The constraint that $P ¼ 0 im-
plies that
q1ðh1 þ h2Þ2 þ q21h22 ¼ BðtÞ; ðA:13Þ
and volume conservation requires thatZZ
A
ðh1 þ h2Þdxdy ¼ ðH1 þ H2ÞA; ðA:14Þ
where A is the area of the basin, and H1 and H2 = D  H1 are the ini-
tial layer thicknesses. Since h1 is known, h2 can be obtained from
(A.13) as a function of h1 and B. Inserting h2 into (A.14) then allows
B(t) to be determined.
In addition to the depth-averaged component of the layer-1
ﬂow considered above, there is also a shear ﬂow (thermal wind)
in regions where $T1 – 0. If T1 is allowed to vary in z, the two parts
are strongly linked by the horizontal temperature advection term
in (A.1c). With the restriction that T1 remains depth independent
(a requirement in VLOM), however, the depth-averaged ﬂow is
independent of the shear part, and the latter depends only on h1.
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In the interior ocean, where horizontal mixing is negligible, and
assuming that T1 = T⁄(y) as in our standard run, the shear ﬂow is
then given by
u01 ¼
gqy
fqo
zþ h1
2
 
; v 01 ¼ 0; w0 ¼
gqy
2fqo
h1xz; zP h1: ðA:15Þ
Note that the
R 0
h1 u
0
1dz ¼ 0, so that there is no net transport. At basin
boundaries, horizontal Ekman layers ensure that the zonal ﬂow
vanishes; moreover, they provide upwelling and downwelling
branches that link the near-surface and subsurface zonal currents,
thereby forming a closed thermal-wind cell (Appendix C.1). A ther-
mal-wind solution can also occur in regions where layer 2 does not
exist, in which case h1? D in (A.15).
Appendix B. Solution with a diffusive layer
The 2-layer solution discussed in Section 3 captures many basic
MOC features present in similarly forced, OGCM solutions. It fails,
however, to simulate the secondary circulation located just south
of the eastward-ﬂowing branch of the MOC. It is associated with
upwelling from the deep ocean along the eastern boundary
(Fig. 8; Fig. 9, top-right panel), and southwestward ﬂow within
the diffusive thermocline beneath the thermally forced layer
(Fig. 8; Fig. 10, bottom-left panel). Here, we obtain an analytic solu-
tion to a 212-layer model very near the eastern boundary. In this
system, layer 2 is an additional, upper-ocean layer, a diffusive ther-
mocline formed by mixing warm and cold waters from layer 1 and
from a deep layer where pressure gradients are assumed negligible
(layer 3; the ‘‘12’’ layer). As we shall see, the solution is able to sim-
ulate the aforementioned features, suggesting that in the OGCM
solutions they also result from diapycnal diffusion.
B.1. Equations of motion
Equations of motion for the two active layers are
fU1 ¼ h1hp1yi þ ½mhV1xx; fU2 ¼ h2hp2yi þ ½mhV2xx; ðB:1aÞ
fV1 ¼ h1hp1xi þ ½mhU1xx; fV2 ¼ h2hp2xi þ ½mhU2xx; ðB:1bÞ
U1xþV1y ¼ w1; U2x þ V2y ¼ w2 w1: ðB:1cÞ
where
h$p1i ¼
1
2
$ g031h1 þ g031h
 	 1
2
h1$g031; ðB:2aÞ
h$p2i ¼
1
2
$ g031h
 	 1
4
ðhþ h1Þ$g031; ðB:2bÞ
are the depth-averaged pressure gradients in each layer,
h ¼ h1 þ h2; g0ij ¼ gaðqi  qjÞ; T1 ¼ T; T2 ¼ Tn, and
T2 ¼ 12 ðT1 þ T3Þ ¼
1
2
ðT þ TnÞ: ðB:3Þ
Eq. (B.3) assumes that the entrainment and detrainment terms
dominate the T2 equation, an assumption that is reasonable in our
our domain of interest (i.e., very near the coast). Further, because
there is no preferred direction for diffusion, it assumes that the
sources of layer-2 water are split equally between detrainment
from layer 1 and entrainment from layer 3. Finally, it implies that
g021 ¼ g032 ¼
1
2
g031; ðB:4Þ
a simpliﬁcation built into the pressure gradients.
The horizontal-mixing terms are enclosed in brackets because
they are not explicitly needed to obtain the solution. They are in-
cluded only in the limit mh? 0 to allow for an eastern-boundary
layer, namely, a meridional Ekman layer where w2e (deﬁned next)
transfers water into layer 2 (Section 4.2.3 and Appendix C).
The across-interface velocities are w1 = w2e  w2m and w2
=w2e +w2m, where
w2e ¼ d h22t2e hðd h2Þ; w2m ¼
j
2h2
; w2d ¼ h hmaxt2d ; ðB:5Þ
t2e? 0, and t2d9 0 to ensure that w2d is negligible in the coastal
balance. Velocities w2m and w2e are the analogs of w1m and w1e in
the 2-layer model, with w2m acting to thicken h2 gradually in the
interior ocean and w2e ensuring that layer 2 always has a ﬁnite
width (h2P d). Consistent with (B.3), w2m and w2e are present in
both w1 and w2, so that they entrain equal amounts of water into
layer 2 from layers 1 and 3. Velocities w2m and w2e parameterize
diapycnal (vertical and horizontal) diffusion in COCO, with horizon-
tal diffusion being particularly important in regions where h1 is rel-
atively sharply tilted.
B.2. Coastal layer thicknesses
We obtain equations for the coastal layer thicknesses,
h1e(y) 	 h1(xe,y) and h2e(y) 	 h2(xe,y) by integrating continuity
Eqs. (B.1c) across the boundary layer where w2e may be active.
The integrations give
W2e ¼ U1ðxe ; yÞ þ V1yDx;
2W2e þw2mDx ¼ U2ðxe ; yÞ þ V2yDx;
ðB:6Þ
where xe ¼ xe  Dx andW2e ¼
R xe
xe
w2edx, the latter assuming that t2e
and mh are small enough for all entrainment from w2e to occur for
x > xe regardless of the value of Dx. Taking the limit that Dx? 0
and using (B.1a) without horizontal mixing, Eq. (B.6) can be
rewritten
W2e ¼  12f h1e g031h1e þ g031he
 	
y þ 12f h
2
1eg
0
31y;
2W2e ¼ 12f h2e g031he
 	
y  12f h2eðhe þ h1eÞg031y;
ðB:7Þ
where he(y) = h1e + h2e. Eqs. (B.7) provide two coupled equations for
the three unknowns, h1, h2, andW2e. They are solved in two regions,
north and south of a critical latitude ycr (deﬁned below) using the
additional constraints,W2e = 0 or h2e = d. (Eqs. (B.7) actually provide
relations for h1e and he at x ¼ xe . Because the boundary layer that
allows for W2e is an inﬁnitesimally thin, meridional Ekman layer,
it does not impact layer thicknesses. As a result, Eqs. (B.7) also
determine h1e and he at x = xe.)
Suppose that h2e = H2 > d south of y1, so thatW2e = 0 in (B.7). It is
useful to deﬁne the non-dimensional variable
/ ¼ g
0
31ðyÞ
g031ðy1Þ
ðB:8Þ
to replace y. Then, Eqs. (B.7) can be rewritten
/ðh1e þ heÞ/ þ he ¼ 0; /he/ þ
1
2
ðhe  h1eÞ ¼ 0; ðB:9Þ
where we have utilized the relations, h1ey = h1e//y, and hey = he//y.
Solving for a single equation in he yields
/2he// þ 2/he/ þ 12he ¼ 0: ðB:10Þ
Eq. (B.10) has solutions of the form /a with a ¼  12 ð1 iÞ, so that a
general solution to (B.10) is he ¼ /12 B exp i ln/12
 
þ C exp
h
i ln/12
 
. Applying the boundary conditions that he = H = He + H2e
and h1 = He at y = y1 to determine B and C, gives
he ¼ /12 H cos ln/12
 
þ H1 sin ln/12
 h i
; y 6 ycr ; ðB:11Þ
where ycr is deﬁned below. The second of Eq. (B.9) then gives
h1e ¼ /12 He cos ln/12
 
 H sin ln/12
 h i
; y 6 ycr ; ðB:12aÞ
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and subtracting (B.12a) from (B.11) yields
h2e¼/12 ðHHeÞcos ln/12
 
þðHþHeÞsin ln/12
 h i
; y6ycr: ðB:12bÞ
According to (B.8), / becomes less than 1 as y increases from y1, and
hence ln/
1
2 becomes increasingly negative. It follows that h2e thins
monotonically until it attains its minimum thickness d at a critical
latitude ycr. In the same latitude interval, h1e thickens
monotonically.
The dynamical (Kelvin-wave) processes that thin h2 south of ycr
are still active north of ycr, where they attempt to make h2e < d. This
adjustment is prevented by W2e, which, since t2e? 0, instantly en-
trains enough water into layer 2 to keep h2e = d. Setting h2 = d in
(B.7) and eliminating W2e, yields
g031h
2
1e þ
1
2
g031h1ed
 
y
þ 1
2
dh1eg031y þ
1
4
d2g031y ¼ 0; y > ycr ;
ðB:13Þ
which, upon completing the square in (B.13) and using the property
that dy = 0, gives
g031 h1e þ
1
4
d
 2" #
y
¼  1
2
dh1e þ 316 d
2
 
g031y y > ycr; : ðB:14Þ
Let h1c be the value of h1e obtained from (B.12a) at ycr. It is straight-
forward to integrate (B.14) numerically, subject to the condition
that h1e = h1c at y = ycr, to obtain h1e(y). Note that when d = 0 (no dif-
fusion layer), h1e reduces to (7), the equation for he in the 2-layer
solution, as it should.
Fig. 9 (top-right panel) plots h1e (red curve) and he (blue curve)
when He = 100 m, H2e = 130 m, and d = 45 m. Layer 1 thickens and
layer 2 thins north of 30N, the latter reaching its minimum thick-
ness at ycr = 38.6N. North of ycr, h2e = d and h1e deepens according
to (B.14). The similarity of the analytic and COCO solutions is
apparent.
B.3. Coastal currents
Using (B.14) to eliminate h1ey from either of Eq. (B.7) gives
W2e ¼  18f g
0
31ydh1
h1
h1 þ d=4 > 0; y > ycr; ðB:15Þ
the entrainment (detrainment) from layer 3 (layer 1) needed to
keep h2e = d. According to (B.6), in the limit that Dx? 0 there are
zonal currents at the coast driven by W2e,
U1ðxe; yÞ ¼ 12U2ðxe; yÞ ¼W2e; ðB:16Þ
they are directed eastward and westward in layers 1 and 2, respec-
tively, providing sources and sinks for the across-layer transfers re-
quired by W2e. Note that, according to (B.16), the total zonal
transport in layers 1 and 2 is
U ¼ U1 þ U2 ¼ W2e; ðB:17Þ
and so is directed westward. The 212-layer model is essentially a 3-
layer system in which layer 3 is very deep, and its barotropic re-
sponse vanishes (U1 + U2 + U3 = 0). It follows that
U3ðxe; yÞ ¼ ½U1ðxe; yÞ þ U2ðxe; yÞ ¼W2e; ðB:18Þ
a statement that the entrainment into layer 2 from the deep ocean
drives a deep eastward current into the coast.
Offshore from the coast, wm2 thickens h2, and hence according to
(B.1b) generates a geostrophic, alongshore current. It is
straightforward to obtain the total transport/width, V = V1 + V2 at the
coast. When Eq. (B.1) are summed, the pressure terms can be written
as the perfect differential, $P ¼ 14$ g0h
2 þ g0h21
 
, and it follows that
V ¼  jf
bh2
: ðB:19Þ
Thus, there is a southward alongshore ﬂow at the coast where
h2 = d. It is also possible, but not as straightforward to obtain V1
and V2 at the coast. Eliminating Ui and Vi from (B.1) provides equa-
tions for h1x, h2x, and h1ey. Using (B.13) to eliminate h1ey then gives
two equations in the two unknowns, h1x and h2x. The resulting
expressions are complicated, but they show that both V1 and V2
are directed southward at the coast.
The above coastal currents are consistent with those in the
COCO standard run. Fig. 8 plots layer-1 transport/width vectors
from the COCO solution, which correspond to V = V1 + V2 in the
212-layer model. Consistent with (B.17) and (B.19), they ﬂow south-
westward away from the coast just south of downwelling region
near 50N. The deep circulation in COCO is just the reverse of that
in Fig. 8, consistent with (B.18).
Appendix C. Boundary layers
In this appendix, we obtain steady-state, analytic solutions to
idealized models that illustrate the basic properties of the bound-
ary layers present in the COCO solutions. The models are simpliﬁed
versions of COCO that neglect all advection and mixing terms ex-
cept for horizontal viscosity, and assume the ocean is stratiﬁed into
two layers with T1 = T⁄(y) and T2 = Tn. Furthermore, they assume
that the depth integral over the water column (from D to 0) of
the pressure gradient vanishes, a property quickly established by
the propagation of barotropic Rossby waves about the basin. As
such, the models are steady-state versions of the analytic VLOM -
model with thermal wind.
C.1. Meridional Ekman layers
One reason that meridional Ekman layers exist in COCO is to
provide the upwelling and downwelling branches of thermal-wind
cells. A simple example of this type of boundary layer is the steady-
state, no-MOC response to the conceptual COCO model (Sec-
tion 4.1), for which the layer-1 thickness is adjusted everywhere
to he(y) by the propagation of baroclinic (as well as barotrop-
ic) Rossby waves. As a result, the layer-2 response is a state of rest,
and the equations of motion for the layer-1 response are
 fv ¼ mhuxx; ðC:1aÞ
fu fu ¼ mhvxx; ðC:1bÞ
ux þ vy þwz ¼ 0; ðC:1cÞ
where fu⁄ is the pressure gradient generated by q⁄ and
u ¼ gq

y
fqo
zþ he
2
 
; ðC:2Þ
as in (30). Note that (C.1a) and (C.1b) only include the x-derivative
terms in the Laplacian operators, a typical (and accurate) approxi-
mation when the width of the layer is much less than the length
scale of alongshore variations.
For notational convenience, let either the western or eastern
boundary of the basin be located at x = 0. We seek solutions to
(C.1c), subject to the boundary conditions
u ¼ v ¼ 0 @ x ¼ 0: ðC:3Þ
The solution to (C.1a) and (C.1b) that satisﬁes (C.3) is
u ¼ uð1 ecjxj cos cxÞ; v ¼ uecjxj sin c j x j; ðC:4aÞ
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and then (C.4b) gives
w ¼ q

yg
2qof
ecjxj½czðzþ heÞð cos cx sin cxÞ  heyz sin c j x jhðxÞ;
ðC:4bÞ
where c ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f=ð2mhÞ
p
and the positive (negative) sign indicates a
solution for with a western (eastern) boundary. The solution con-
sists of an x-independent, zonal ﬂow, u⁄, plus a meridional Ekman
layer. The Ekman layer decays and oscillates away from boundaries
with a width scale LE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2mh=f
p
, which for typical model parameters
is very narrow (with mh = 2  108 cm2 s1 and f = 104 s1,
LE = 20 km), and it provides the vertical ﬂow that joins the surface
and subsurface branches of u⁄.
The maximum amplitude of v1 occurs at jxj = (p/4) LE where its
value is half (0.46 times) that of the interior zonal ﬂow. Without
the restriction that T is ﬁxed to T⁄ within layer 1, the current ad-
vects warmer water in the upper half of the layer to the north
and colder water in the bottom half to the south. At the western
boundary this circulation stratiﬁes layer 1 and destabilizes the
no-MOC state in COCO (Section 4.1.2). On the other hand, the
transport/depth of the boundary current,
V ¼
Z 0
1
vdx ¼
ﬃﬃﬃﬃﬃ
mh
2f
r
zþ he
2
 qyg
qof
; ðC:5Þ
is proportional to
ﬃﬃﬃﬃﬃ
mh
p
, so that in the limit mh? 0 the alongshore
transport vanishes and the COCO no-MOC state is arguably stable.
Meridional Ekman layers also exist whenever water is forced to
transfer from one layer to another, that is, when w(x,y,  h1)– 0.
An example of this type of boundary layer occurs during the
spin-up of the no-MOC solution at the end of Stage 2, when there
is upwelling through the bottom of layer 1 at the western bound-
ary (Section 4.1.1; top-right panel of Fig. 1a). It is straightforward
to extend the above solution to allow for this situation. The re-
sponse differs only in that h1 = hmin and u⁄ is given by (29). Another
example is the zonal Ekman layer discussed next.
C.2. Zonal Ekman layer
The COCO standard run has a narrow, inner boundary layer
along y2 (Section 4.2.3; middle-right panel of Fig. 9). To illustrate
its nature, we obtain a solution to an x-independent version of
the simpliﬁed model,
 fv þ fvhðy2  yÞ ¼ mhuyy; ðC:6aÞ
fu fuhðy2  yÞ ¼ mhvyy; ðC:6bÞ
vy þwz ¼ 0; ðC:6cÞ
where u⁄ and v⁄ are baroclinic currents in the outer boundary layer
that are zero north of y2 where baroclinicity vanishes. In the steady-
state response, u⁄ and v⁄, are the outer-layer currents evaluated
near y2. Here, we represent them by
u ¼ gq

y
qof
ðzþ hnÞhðzþ hnÞ 
gqy
2qof
hn
D
;
v ¼ vohðzþ hnÞ  vo hnD ; ðC:7Þ
where hn is the thickness of layer 1 south of y2, u⁄ is (29) with
hmin? hn, and v⁄ is an ageostrophic current generated by horizontal
viscosity that is much weaker than u⁄ except near xe (Section C.3).
For our purposes, the precise forms of u⁄ and v⁄ are not needed:
Their essential properties are that they increase monotonically with
depth (i.e., qy > 0 and vo > 0) and their depth integral vanishes (i.e.,
they are baroclinic).
It is convenient to ﬁnd solutions separately in the regions, y > y2
and y < y2. We then seek solutions to (C.6) that are bounded as
y? ±1 and satisfy the matching conditions
u;uy;v ; and vyare continuous at y ¼ y2: ðC:8Þ
As for the familiar (vertical) Ekman layer, it is convenient to ﬁnd
solutions in terms of the complex variables, q = u + iv and
q⁄ = u⁄ + iv⁄. With the restriction that f is constant, valid because
the Ekman layer is so narrow, the solution to (C.6a) and (C.6b) is
then
q ¼ q hðy0Þ  1
2
ecjy
0 jeicjy
0 j
 
; y070; ðC:9Þ
where y0 = y  y2. Upon taking the real and imaginary parts of q,
(C.9) expands into
u ¼ u hðy0Þ  1
2
ecjy
0 j cos cy0
 
 v 1
2
ecjy
0 j sin cy0; y070; ðC:10aÞ
v ¼ v hðy0Þ  1
2
ecjy
0 j cos cy0
 
 u 1
2
ecjy
0 j sin cy0; y070: ðC:10bÞ
and then (C.6c) gives w. The solution has two parts: y-independent
currents, u⁄ and v⁄, for y0 < 0, and a y-dependent, zonal Ekman layer.
According to (C.10b), v is antisymmetric about y0 = 0. It follows
from (C.6c) that w is symmetric and from the assumption that u⁄
and v⁄ increase monotonically that w has a downwelling branch
centered on y0 = 0. Let WðzÞ ¼ R11wdy be the net vertical trans-
port/width at any depth. Then, (C.6c) implies that
W ¼ R zD vðz0Þdz0. For forcing by u⁄ then, W = 0 and there is no
net downwelling; in this case, the meridional circulation of the Ek-
man layer consists primarily of two counter-rotating, overturning
cells in which the upward and downward transports essentially
cancel, consistent with COCO (middle-right panel of Fig. 9). In con-
trast, for forcing by v⁄ the meridional circulation consists primarily
of a single downwelling branch centered on y0. For each forcing,
there are also secondary overturning cells for larger jy0j, much
weaker because of the damping by expcjy0 j.
The existence of the Ekman layer for y0 < 0 requires that h1 is
ﬁxed to hn and that water instantly changes its temperature from
Tn to T⁄ and vice versa as it crosses between layers. Since neither
of these restrictions applies in the COCO standard run, it is surpris-
ing that its inner boundary layer resembles (C.10) so closely.
For the smooth-T⁄ solution in Section 5.1,
qy ¼ 2Dq
y y2
y1  y2
; ðC:11Þ
and so u⁄ / (y  y2). Let u⁄0 be u⁄ in (C.7) with qy replaced by (C.11).
Then, the solution, q0, forced by u⁄
0
is
q0 ¼ c
Z y
1
qdy: ðC:12Þ
It follows that v is symmetric and w is antisymmetric about y0 = 0,
and that W(z) = 0. For this solution, then, the meridional circulation
of the Ekman layer consists of a single, primary cell with its down-
welling (upwelling) branch located just north (south) of y0 = 0.
C.3. Zonal Munk layer
The COCO standard solution has a prominent outer layer south
of y2 (Section 4.2.3; Fig. 8). To illustrate its basic properties, we ob-
tain a solution for the depth-integrated response in layer 1 under
the simplifying restriction that the ocean depth is very deep
(D?1). The resulting equations are
 fV1 þ P1x ¼ mhU1yy; ðC:13aÞ
fU1 þ P1y ¼ 0; ðC:13bÞ
U1x þ V1y ¼ 0; ðC:13cÞ
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where P ¼ g0h21=2. Eqs. (C.13) are a steady-state, version of the ana-
lytic VLOM equations, (A.12), with h1t = w1 = 0 and without the fac-
tor of (1  h1/D). (We comment on the impact of D being ﬁnite at
the end of the subsection.)
Solving (C.13) for a single equation in P gives
bP1x ¼ mhP1yyyy; ðC:14Þ
where terms proportional to b are dropped from the right-hand side
of (C.14). Their neglect is reasonable because for realistic choices of
mh, the meridional width scale of solutions to (C.14) is much smaller
than the radius of the earth.
Since g0 = 0 for yP y2, the solution there is P1 = U1 = V1 = 0. So,
we only need to look for a solution to (C.14) in the domain y < y2,
subject to appropriate boundary conditions along x = xe and
y = y2. Along the eastern boundary, we require that U1(xe,y) = 0,
which in terms of P1 is
P1ðxe; yÞ ¼ 12 g
0h2e ¼
1
2
g0H2e 	 Pe: ðC:15aÞ
Along y = y2, we impose the conditions
P1ðx; y2Þ ¼ 0; P1yðx; y2Þ ¼
1
2
g0yh
2
n 	 Pny; ðC:15bÞ
where hn is an externally speciﬁed function of x that, for conve-
nience, we assume is constant. Finally, we require solutions to re-
main bounded as y? 1.
Conditions (C.15b) are unusual because g0(y2) = 0. (For example,
in a typical situation g0 is constant and there is a solid wall along y2,
in which case closed and no-slip conditions require P1 = Pe and
P1y = 0 there.) The ﬁrst conditionmust be imposed, since otherwise
h1?1 as g0 ? 0. The second builds in the property of the
COCO standard run that limy!y2h1ðx; yÞ 	 hnðxÞ is well deﬁned
(Fig. 10, top panels). Note that hn is externally prescribed in
(C.15b), whereas in COCO it develops internally likely due to hori-
zontal diffusion and temperature advection (Section 4.2.3); the ne-
glect of processes that can generate hn is a key simpliﬁcation built
into the analog model.
The method of Laplace transforms allows the solution to be
written in an instructive form. Let y0 = y  y2, x0 = xe  x, and take
the Laplace transforms of (C.14) and (C.15) in x0. The resulting solu-
tion for the Laplace transform of P1(x0,y0) is
bP1ðs; y0Þ ¼ Pes þ a2Pe þ PnyDa ea1y0  a1Pe þ PnyDa ea2y0 ; ðC:16Þ
where a 1
2
  ¼ ðiÞ12ðsb=mhÞ14 and Da = a1  a2. The inverse Laplace
transform of (C.16) can then be written
P1ðx0;y0Þ¼Peþ
X2
j¼1
Z cþi1
ci1
1
2
ð1iÞPe
g
 1ﬃﬃﬃ
2
p b
x0mh
 1
4Pny
g54
" #
e
1iﬃﬃ
2
p g
1
4ldg ðC:17Þ
where l ¼ b14ðx0mhÞ
1
4y0; c is a positive real number, the upper (low-
er) sign corresponds to j = 1 (j = 2), and the integration variable is
changed from s to g = x0s.
Although it is not possible to integrate (C.17) analytically, prop-
erties of the solution can be inferred from the form of the inte-
grand. In particular, if hn = Pny = 0, then P1 depends only on the
parameter l, rather than x0 and y0 separately, a statement that
(C.17) is a similarity solution. In that case, P1 is constant along
the curves, y ¼ loðx0mh=bÞ
1
4, where lo is any value of l. It follows
that P1 broadens quartically in both x0 and mh, that it has a cusp
at x0 = 0 since isolines of P1 are oriented meridionally there, and
that a measure of the boundary-layer width (lo = 1) is
LM ¼ ðx0mh=bÞ
1
4. Similarity does not hold when Pny– 0, since then
x0 also appears outside of l. Nevertheless, the above properties still
appear to hold quite well in the complete solution. Finally, since
the exponential in (C.17) is complex, P1 also oscillates, as well as
decays, in y0.
Note that Eqs. (C.13) imply that U1(x,y2) = P1y (x,y2)/f2– 0 and
V1ðx; y2Þ ¼ ðmh=f2ÞU1yy  mh=f 22
 	
P1yyy – 0, so that both U1 and V1
jump to zero across y2. An inner Ekman layer, similar to the one
discussed in Section C.2, is needed to smooth these jumps.
When D is ﬁnite, the boundary-layer problem is more compli-
cated. For one thing, the factors of 1 h1=D ¼ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2P1=g0
p
=D can-
not be neglected in (C.13), so that the analog of (C.14) is nonlinear.
For another, the latitude where he ﬁrst reaches D, y0, no longer coin-
cides with y2. In this case, there is an extra dynamical region (Re-
gion 20) where the model ocean is a 1-layer (barotropic) system,
g0y – 0, and the ﬂow ﬁeld is a nearly isopycnal, thermal-wind cell.
A boundary layer centered on y0 (Region 2) is then required to en-
sure that the Region-1 and Region-20 circulations blend smoothly.
Unfortunately, we have not been able to construct an analog,
boundary-layer model that is simple enough to represent this case
usefully. On the other hand, for almost all the COCO solutions (the
exception being the smooth T⁄ solution discussed in Section 5.1)
dy0 = y2  y0 is smaller than a meridional grid step of the numerical
model, Region 20 is therefore negligible, and the above solution is a
useful analog of the response.
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