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Abstract
Approximation properties of the sampling-type quasi-projection operators Qj(f, ϕ, ϕ˜) for
functions f from anisotropic Besov spaces are studied. Error estimates in Lp-norm are obtained
for a large class of tempered distributions ϕ˜ and a large class of functions ϕ under the assump-
tions that ϕ has enough decay, satisfies the Strang-Fix conditions and a compatibility condition
with ϕ˜. The estimates are given in terms of moduli of smoothness and best approximations.
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1 Introduction
The well-known sampling theorem (Kotel’nikov’s or Shannon’s formula) states that
f(x) =
∑
k∈Z
f(−2−jk) sinπ(2
jx+ k)
π(2jx+ k)
(1)
for band-limited to [−2j−1, 2j−1] signals (functions) f . Equality (1) holds only for functions f ∈
L2(R) whose Fourier transform is supported on [−2j−1, 2j−1]. However the right hand side of (1)
(the sampling expansion of f) has meaning for every continuous f with a good enough decay, which
attracted mathematicians to study approximation properties of classical sampling and sampling-type
expansions as j →∞. The most general form of such expansions looks as follows
Qj(f, ϕ, ϕ˜) = | detM |j
∑
k∈Zd
〈f, ϕ˜(M j ·+k)〉ϕ(M j ·+k),
where ϕ is a function and ϕ˜ is a distribution or function, M is a matrix, and the inner product
〈f, ϕ˜(M j · +k)〉 has meaning in some sense. The operator Qj(f, ϕ, ϕ˜) is usually called a quasi-
projection or sampling operator. The class of quasi-projection operators is very large. In particular,
it includes operators with a regular function ϕ˜, such as scaling expansions associated with wavelet
constructions (see [4, 5, 14, 16, 21, 29] and others) and Kantorovich-Kotelnikov operators and their
generalizations (see, e.g., [10, 11, 19, 34, 26]). One has an essentially different class of operators
Qj(f, ϕ, ϕ˜) if ϕ˜ is a distribution. This class includes the classical sampling operators, where ϕ˜ is the
Dirac delta-function. There are a lot of papers devoted to the study of approximation properties
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of such operators for different classes of functions ϕ (see, e.g., [2, 6, 7, 8, 18, 21, 27, 28, 33] and
the references therein). Consideration of functions ϕ with a good decay, in particular, compactly
supported ones, is very useful for apllications. The case, where ϕ is a certain linear combination of
B-splines and ϕ˜ is the Dirac delta-function, was studed, e.g., in [3, 9, 27, 28]. For a wide class of
fast decaying functions ϕ and a wide class of tempered distributions ϕ˜, quasi-projection operators
were considered in [21], in which error estimations in Lp-norm, 2 ≤ p ≤ ∞, were given in terms of
the Fourier transform of the approximated function f .
The goal of the present paper is to improve the results of [21] in several directions. In particular,
we obtain error estimates for the case 1 ≤ p < 2.
2 Notation
We use the standard multi-index notations. Let N be the set of positive integers, Rd be the d-
dimensional Euclidean space, Zd be the integer lattice in Rd, Td = Rd/Zd be the d-dimensional torus.
Let x = (x1, . . . , xd)
T and y = (y1, . . . , yd)
T be column vectors in Rd, then (x, y) := x1y1+· · ·+xdyd,
|x| :=
√
(x, x); 0 = (0, . . . , 0)T ∈ Rd; Zd+ := {x ∈ Zd : xk ≥ 0, k = 1, . . . , d}. If r > 0, then Br
denotes the ball of radius r with the center in 0.
If α ∈ Zd+, a, b ∈ Rd, we set
[α] =
d∑
j=1
αj , α! =
d∏
j=1
αj !, a
b =
d∏
j=1
a
bj
j , D
αf =
∂[α]f
∂xα
=
∂[α]f
∂α1x1 . . . ∂αdxd
.
If A is a d × d matrix, then ‖A‖ denotes its operator norm in Rd; A∗ denotes the conjugate
matrix to A; the identity matrix is denoted by I.
A d × d matrix M whose eigenvalues are bigger than 1 in modulus is called a dilation matrix.
Throughout the paper we consider that such a matrix M is fixed and m = | detM | unless other
is specified. Since the spectrum of the operator M−1 is located in Br, where r = r(M−1) :=
limj→+∞ ‖M−j‖1/j is the spectral radius ofM−1, and there exists at least one point of the spectrum
on the boundary of the ball, we have
lim
j→∞
‖M−j‖ = 0.
A matrixM is called isotropic if it is similar to a diagonal matrix such that its eigenvalues λ1, . . . , λd
are placed on the main diagonal and |λ1| = · · · = |λd|. Note that if the matrix M is isotropic then
M∗ and M j are isotropic for all j ∈ Z. It is well known that for an isotropic matrix M and for any
j ∈ Z we have
CM1 |λ|j ≤ ‖M j‖ ≤ CM2 |λ|j , j ∈ Z, (2)
where λ is one of the eigenvalues of M and the constants CM1 , C
M
2 do not depend on j.
By Lp we denote the space Lp(R
d), 1 ≤ p ≤ ∞, with the usual norm ‖f‖p =
(∫
Rd
|f |p)1/p for
p <∞, and ‖f‖∞ = ess sup |f |.
If f, g are functions defined on Rd and fg ∈ L1, then
〈f, g〉 :=
∫
Rd
fg.
If f ∈ L1, then its Fourier transform is
Ff(ξ) = f̂(ξ) =
∫
Rd
f(x)e−2πi(x,ξ) dx.
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Denote by S the Schwartz class of functions defined on Rd. The dual space of S is S ′, i.e. S ′
is the space of tempered distributions. Suppose f ∈ S, ϕ ∈ S ′, then 〈ϕ, f〉 := 〈f, ϕ〉 := ϕ(f). If
ϕ ∈ S ′, then ϕ̂ denotes its Fourier transform defined by 〈f̂ , ϕ̂〉 = 〈f, ϕ〉, f ∈ S.
If ϕ is a function defined on Rd, we set
ϕjk(x) := m
j/2ϕ(M jx+ k), j ∈ Z, k ∈ Rd.
If ϕ˜ ∈ S ′, j ∈ Z, k ∈ Zd, then we define ϕ˜jk by
〈f, ϕ˜jk〉 := 〈f−j,−M−jk, ϕ˜〉, ∀f ∈ S.
Denote by S ′N , N ≥ 0, the set of tempered distributions ϕ˜ whose Fourier transform ̂˜ϕ is a function
on Rd such that |̂˜ϕ(ξ)| ≤ Cϕ˜|ξ|N for almost all ξ /∈ Tdand |̂˜ϕ(ξ)| ≤ Cϕ˜ for almost all ξ ∈ Td.
Let 1 ≤ p ≤ ∞. Denote by Lp the set
Lp :=
ϕ ∈ Lp : ‖ϕ‖Lp :=
∥∥∥∥ ∑
k∈Zd
|ϕ(·+ k)|
∥∥∥∥
Lp(Td)
<∞
 .
It is known (see, e.g., [14]) that Lp is a Banach space with the norm ‖ · ‖Lp , and the following
properties hold: L1 = L1, ‖ϕ‖p ≤ ‖ϕ‖Lp , ‖ϕ‖Lq ≤ ‖ϕ‖Lp for 1 ≤ q ≤ p ≤ ∞. Therefore, Lp ⊂ Lp
and Lp ⊂ Lq for 1 ≤ q ≤ p ≤ ∞. If ϕ ∈ Lp and there exist constants C > 0 and ε > 0 such that
|ϕ(x)| ≤ C(1 + |x|)−d−ε for all x ∈ Rd, then ϕ ∈ L∞.
If A is a d× d matrix and 1 ≤ p ≤ ∞, then
BA,p := {g ∈ Lp : supp ĝ ⊂ ATd}
is a class of functions band-limited to ATd, and
EA(f)p := inf{‖f − g‖p : g ∈ BA,p}
is the best approximation of f ∈ Lp by band-limited functions g from the class BA,p. Additionally,
we consider the following special best approximation
E∗A(f)p := inf{‖f − g‖p : g ∈ BA,p ∩ L2},
which is equivalent to EA(f)p for all 1 ≤ p <∞ (see Lemma 8 below).
We will use the following anisotropic Besov spaces with respect to the matrix M . We say that
f ∈ Bsp,q(M), 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and s > 0, if f ∈ Lp and
‖f‖Bsp,q(M) := ‖f‖p +
( ∞∑
ν=1
m
s
d qνEMν (f)
q
p
) 1
q
<∞.
If A is a d× d nonsingular matrix, f ∈ Lp and s ∈ N, then
Ωs(f,A
−1)p := sup
|At|<1,t∈Rd
‖∆stf‖p,
where
∆stf(x) :=
s∑
ν=0
(−1)ν
(
s
ν
)
f(x+ tν).
This is the so-called (total) anisotropic modulus of smoothness associated with A. The classical
modulus of smoothness is defined by
ωs(f, h)p := sup
|t|<h
‖∆stf‖p, h > 0.
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As usual, if {ak}k is a sequence, then
‖{ak}k‖ℓp :=

( ∑
k∈Zd
|ak|p
) 1
p
, if 1 ≤ p <∞,
sup
k∈Zd
|ak|, if p =∞.
Finally, for an appropriate function h : Rd → C we denote the Fourier multiplier-type operator
Λh by
Λh(f) := F−1(hf̂), f ∈ L2.
3 Preliminary information and auxiliary results.
Sampling-type expansions
∑
k∈Zd〈f, ϕ˜jk〉ϕjk are elements of the shift-invariate spaces generated
by ϕ. It is well known that a function f can be approximated by elements of such spaces only if ϕ
satisfies a special property, the so-called Strang-Fix conditions.
Definition 1 A function ϕ is said to satisfy the Strang-Fix conditions of order s ∈ N if there
exists δ ∈ (0, 1/2) such that for any k ∈ Zd, k 6= 0, ϕ̂ is boundedly differentiable up to order s on
{|ξ + k| < δ} and Dβϕ̂(k) = 0 for [β] < s.
Approximation properties of the quasi-projection operators
Qj(f, ϕ, ϕ˜) =
∑
k∈Zd
〈f, ϕ˜jk〉ϕjk,
with ϕ˜ ∈ S′N , were studied in [29], [21] and [18] for different classes of functions ϕ. Since ϕ˜ is a
tempered distribution, the inner product 〈f, ϕ˜jk〉 has meaning only for functions f in S. To extend
the class of functions f , the inner product 〈f, ϕ˜jk〉 was replaced by 〈f̂ ,̂˜ϕjk〉 in these papers. In
particular, for ϕ ∈ Lp the following result was obtained in [21] (see Theorems 4 and 5).
Theorem 2 Let 2 ≤ p ≤ ∞, 1/p+ 1/q = 1, s ∈ N, N ∈ Z+, δ ∈ (0, 1/2), ε > 0. Let also M be an
isotropic dilation matrix, ϕ ∈ Lp, and ϕ˜ ∈ S ′N . Suppose
⋆ there exists Bϕ > 0 such that
∑
k∈Zd
|ϕ̂(ξ + k)|q < Bϕ for all ξ ∈ Rd;
⋆ ϕ̂ is boundedly differentiable up to order s on {|ξ + l| < δ} for all l ∈ Zd \ {0}; the function∑
l∈Zd, l 6=0
|Dβϕ̂(ξ + l)|q is bounded on {|ξ| < δ} for [β] = s, and the Strang-Fix conditions of
order s hold for ϕ;
⋆ ϕ̂̂˜ϕ is boundedly differentiable up to order s on {|ξ| < δ}, and Dβ(1 − ϕ̂̂˜ϕ)(0) = 0 for all
[β] < s.
If f ∈ Lp, f̂ ∈ Lq, and f̂(ξ) = O(|ξ|−N−d−ε) as |ξ| → ∞, then
∥∥∥∥f − ∑
k∈Zd
〈f̂ ,̂˜ϕjk〉ϕjk∥∥∥∥
p
≤

C|λ|−j(N+ dp+ε) if s > N + dp + ε
C(j + 1)1/q|λ|−js if s = N + dp + ε
C|λ|−js if s < N + dp + ε
,
where λ is an eigenvalue of M and C does not depends on j.
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There are several drawbacks in Theorem 2. First, an error estimate is obtained only for the
case p ≥ 2. Second, there are additional restrictions on the function f . Even in the case of regular
functions ϕ˜ for which the inner product 〈f, ϕ˜jk〉 has meaning for every f ∈ Lp, the error estimate
is obtained only under additional assumption f̂(ξ) = O(|ξ|−d−ε) as |ξ| → ∞. Third, although
Theorem 2 provides approximation order for Qj(f, ϕ, ϕ˜), more accurate error estimates were not
obtained in contrast to common results in approximation theory, where estimates are usually given
in the terms of moduli of smoothness.
The described shortcomings of Theorem 2 were avoided in [19], where the Kantorovich-type
quasi-projection operators Qj(f, ϕ, ϕ˜) with regular functions ϕ˜ and band-limited functions ϕ ∈ B
were studied. Here B is the class of functions ϕ given by
ϕ(x) =
∫
Rd
θ(ξ)e2πi(x,ξ) dξ,
where θ is supported in a parallelepiped Π := [a1, b1]× · · · × [ad, bd] and such that θ
∣∣
Π
∈ Cd(Π). In
particular, the following result was obtained in [19, Theorem 17].
Theorem 3 Let f ∈ Lp, 1 < p <∞, and s ∈ N. Suppose ϕ ∈ B, supp ϕ̂ ⊂ B1−ε for some ε ∈ (0, 1),
ϕ̂ ∈ Cs+d+1(Bδ) for some δ > 0; ϕ˜ ∈ B∪Lq, 1/p+1/q = 1, ̂˜ϕ ∈ Cs+d+1(Bδ) and Dβ(1− ϕ̂̂˜ϕ)(0) = 0
for all β ∈ Zd+, [β] < s. Then∥∥∥∥f − ∑
k∈Zd
〈f, ϕ˜jk〉ϕjk
∥∥∥∥
p
≤ Cωs
(
f, ‖M−j‖)
p
,
where C does not depend on f and j.
A similar estimate for other classes of functions ϕ and ϕ˜ follows from the results of Jia. Namely,
the next theorem can be obtained by combining Theorem 3.2 in [16] with Lemma 3.2 in [15].
Theorem 4 Let f ∈ Lp, 1 ≤ p < ∞ or f ∈ C(Rd) and p = ∞, M = mI, and s ∈ N. Suppose
ϕ and ϕ˜ are compactly supported functions, the Strang-Fix conditions of order s hold for ϕ, and
Dβ(1− ϕ̂̂˜ϕ)(0) = 0 for all β ∈ Zd+, [β] < s. Then∥∥∥∥f − ∑
k∈Zd
〈f, ϕ˜jk〉ϕjk
∥∥∥∥
p
≤ Cωs
(
f,m−j
)
p
,
where C does not depend on f and j.
Our goal is to avoid the mentioned above drawbacks of Theorem 2 in the case of ϕ ∈ Lp and
ϕ˜ ∈ S′N . For this, we need to specify the tempered distributions ϕ˜. We will say that a tempered
distribution ϕ˜ belongs to the class S ′N,p for some N ≥ 0 and 1 ≤ p ≤ ∞ if ϕ˜ ∈ S ′N and there exists
a constant Cϕ˜,p such that
‖Λ
̂˜ϕ
(Tµ)‖p ≤ Cϕ˜,pm
Nµ
d ‖Tµ‖p (3)
for all µ ∈ Z+ and Tµ ∈ BMµ,p ∩ L2.
Obviously, (3) is satisfied if ϕ˜ is the Dirac delta-function. If M is an isotropic matrix, then any
distribution ϕ˜ corresponding to some differential operator (see [21], [18]), namely
̂˜ϕ(ξ) = ∑
[β]≤N
cβ(2πiξ)
β , N ∈ Z+, j ∈ N,
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is also in S ′N,p. This easily follows from the well-known Bernstein inequality (see, e.g., [25, p. 115])
‖g′‖Lp ≤ σ‖g‖Lp, g ∈ Lp(R), supp ĝ ⊂ [−σ, σ].
To extend the operator Qj(f, ϕ, ϕ˜) with ϕ˜ ∈ S ′N,p to the space Bd/p+Np,1 (M), we need the following
lemmas.
Lemma 5 ([32, Theorem 4.3.1]) Let 1 ≤ p <∞, f ∈ Lp, and supp f̂ ⊂ [−σ, σ]d, σ > 0. Then∑
k∈Zd
max
x∈Qk,σ
|f(x)|p ≤ C(p, d)σd‖f‖pp,
where Qk,σ = [− 1σ , 1σ ]d + 2kσ .
Lemma 6 ([14, Theorem 2.1]) Let 1 ≤ p ≤ ∞, ϕ ∈ Lp, and {ak}k∈Zd ⊂ C. Then∥∥∥∥ ∑
k∈Zd
akϕ0k
∥∥∥∥
p
≤ ‖ϕ‖Lp ‖{ak}k‖ℓp .
Lemma 7 ([24, Proposition 5]) Let 1 ≤ p ≤ ∞, 1/p+ 1/q = 1, f ∈ Lp, and ϕ ∈ Lq. Then
‖{〈f, ϕ0k〉}k‖ℓp ≤ ‖ϕ‖Lq‖f‖p.
Lemma 8 Let 1 ≤ p <∞ and A be d× d matrix. Then
EA(f)p ≤ E∗A(f)p ≤ C(p, d)EA(f)p. (4)
Proof. We need to prove only the second inequality in (4). Let Q ∈ BA,p be such that ‖f−Q‖p ≤
2EA(f)p. If 1 ≤ p ≤ 2, then using the embedding BA,p ⊂ BA,2 (see, e.g., [25, Theorem 3.3.5]), we
get E∗A(f)p ≤ ‖f −Q‖p ≤ 2EA(f)p.
Now consider the case p > 2. Let T ∈ S be such that ‖f − T ‖p ≤ EA(f)p. Denote SAg :=
F−1χATd ∗ g. It is clear that SAT ∈ Lp ∩ L2 and SAQ = Q. Thus, taking into account that SA is
bounded in Lp for all 1 < p <∞ (see, e.g., [25, Section 1.5.7]), we derive
E∗A(f)p ≤ ‖f − SAT ‖p ≤ ‖f −Q‖p + ‖SA(Q − T )‖p
≤ ‖f −Q‖p + C1‖Q− T ‖p ≤ (1 + C1)‖f −Q‖p + C1‖f − T ‖p ≤ C2EA(f)p,
which proves the lemma. ✸
In particular Lemma 8 implies that for any f ∈ Lp, 1 ≤ p < ∞, there exists a function T ∈
BA,p ∩ L2 such that ‖f − Tµ‖p ≤ C(p, d)EA(f)p.
Lemma 9 Let 1 ≤ p < ∞, N ≥ 0, δ ∈ (0, 1], ϕ˜ ∈ S ′N,p, and f ∈ Bd/p+Np,1 (M). Suppose that
functions Tµ ∈ BδMµ,p ∩ L2, µ ∈ Z+, are such that
‖f − Tµ‖p ≤ C(p, d)EδMµ (f)p.
Then the sequence {{〈T̂µ, ̂˜ϕ0k〉}k}∞µ=0 converges in ℓp as µ→∞; a fortiori the sequence {〈T̂µ, ̂˜ϕ0k〉}∞µ=0
converges uniformly with respect to k ∈ Zd, and the limit does not depend on the choice of func-
tions Tµ;
∞∑
µ=n
‖{〈T̂µ+1 − T̂µ, ̂˜ϕ0k〉}k‖ℓp ≤ C ∞∑
µ=n
mµ(
N
d +
1
p )EδMµ (f)p, ∀n ∈ Z+
where the constant C depends only on ϕ˜, d, p, and M .
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Proof. Set
F (x) :=
∫
Rd
(
T̂µ+1(M
∗µ+1ξ)− T̂µ(M∗µ+1ξ)
)̂˜ϕ(M∗µ+1ξ)e2πi(ξ,x) dξ.
We have
‖{〈T̂µ+1, ̂˜ϕ0k〉 − 〈T̂µ, ̂˜ϕ0k〉}k‖pℓp = ∑
k∈Zd
∣∣∣∣ ∫
Rd
(
T̂µ+1(ξ) − T̂µ(ξ)
)̂˜ϕ(ξ)e−2πi(ξ,k) dξ∣∣∣∣p
= mp(µ+1)
∑
k∈Zd
|F (Mµ+1k)|p.
(5)
Since
supp T̂µ+1(M
∗µ+1·) ⊂ Td, supp T̂µ(M∗µ+1·) ⊂
√
d‖M−1‖Td,
one can easily see that
supp F̂ ⊂ [−σ, σ]d, where σ = σ(M,d).
Thus, by Lemma 5, taking into account that each set Qr,σ contains only finite number (depending
only on M and d) of points Mµ+1k ∈ Zd, k ∈ Zd, we obtain∑
k∈Zd
|F (Mµ+1k)|p ≤ C1σd
∫
Rd
|F (x)|p dx.
After the change of variables, the above inequality yields
mp(µ+1)
∑
k∈Zd
|F (Mµ+1k)|p ≤ C1σdmµ+1‖ΛF−1ϕ˜(Tµ+1 − Tµ)‖pp.
Using this estimate together with (5) and (3), we get
‖{〈T̂µ+1, ̂˜ϕ0k〉 − 〈T̂µ, ̂˜ϕ0k〉}k‖ℓp ≤ C2mµ(Nd + 1p )‖Tµ+1 − Tµ‖p.
Hence, for any n ∈ Z+, we have
∞∑
µ=n
‖{〈T̂µ+1, ̂˜ϕ0k〉 − 〈T̂µ, ̂˜ϕ0k〉}k‖ℓp ≤ C4 ∞∑
µ=n
mµ(
N
d +
1
p )‖Tµ+1 − Tµ‖p
≤ 2C4
∞∑
µ=n
mµ(
N
d +
1
p )EδMµ (f)p,
and it is easy to see that C4 depends only on ϕ˜, d, p, and M .
The latter series is convergent because f ∈ Bd/p+Np,1 (M), which yields that {{〈T̂µ, ̂˜ϕ0k〉}k}∞µ=0 is a
Cauchy sequence in ℓp. In particular, this implies that the sequence {〈T̂µ, ̂˜ϕ0k〉}∞µ=0 is convergent for
every k ∈ Zd. It remains to check that the limit does not depend on the choice of functions Tµ. Let
{T ′µ}µ be another sequence of functions with the same properties. Repeating all above arguments
with T ′µ instead of Tµ+1, we obtain
‖{〈T̂ ′µ, ̂˜ϕ0k〉 − 〈T̂µ, ̂˜ϕ0k〉}k‖ℓp ≤ C5mµ(Nd + 1p )‖T ′µ − Tµ‖p ≤ 2C5mµ(Nd + 1p )EδMµ(f)p,
where C5 depends only on ϕ˜, d, p, and M .
It follows that 〈T̂ ′µ, ̂˜ϕ0k〉−〈T̂µ, ̂˜ϕ0k〉 → 0 as µ→∞ for any k ∈ Zd, which completes the proof. ✸
Consider the functional 〈f, ϕ˜jk〉. If ϕ˜ ∈ S ′N , then 〈f, ϕ˜jk〉 has meaning whenever f ∈ S. Due to
Lemma 9 we can extend the linear functional 〈f, ϕ˜jk〉 from S to Bd/p+Np,1 (M) as follows.
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Definition 10 Let 1 ≤ p < ∞, N ≥ 0, ϕ˜ ∈ S′N,p, and the functions Tµ be as in Lemma 9. For
every f ∈ Bd/p+Np,1 (M) and k ∈ Zd, we set
〈f, ϕ˜0k〉 := lim
µ→∞
〈T̂µ, ̂˜ϕ0k〉
and
〈f, ϕ˜jk〉 := m−j/2〈f(M−j ·), ϕ˜0k〉, j ∈ Z+.
Now, the quasi projection operators
Qj(f, ϕ, ϕ˜) =
∑
k∈Zd
〈f, ϕ˜jk〉ϕjk
are defined on the space B
d/p+N
p,1 (M) for a wide class of appropriate functions ϕ.
Remark 11 If ϕ ∈ Lp, then the operator Qj(f, ϕ, ϕ˜) is well defined because the series
∑
k∈Zd
〈f, ϕ˜jk〉ϕjk
converges unconditionally in Lp, which follows from Lemmas 6 and 9.
Remark 12 If the Fourier transform of a function f has enough decay for the inner product 〈f̂ , ̂˜ϕ0k〉
to have meaning, then it is natural to define Qj(f, ϕ, ϕ˜) setting 〈f, ϕ˜0k〉 := 〈f̂ , ̂˜ϕ0k〉 (see Theorem 2).
Such an operator Qj(f, ϕ, ϕ˜) will be the same as one in correspondence with Definition 10.
Proof. We assume that f ∈ Lp, f̂ ∈ Lq, 1/p+1/q = 1, f̂(ξ) = O(|ξ|−N−d−ε) as |ξ| → ∞, ε > 0,
f ∈ Bd/p+Np,1 (M), ϕ˜ ∈ S′N , and M is an isotropic matrix.
First we consider the case p < 2. Let Tµ ∈ BδMµ,p be such that ‖f − Tµ‖p ≤ 2EδMµ(f)p
Since BδMµ,p ⊂ BδMµ,2 (see, e.g., [25, Theorem 3.3.5]), we have Tµ ∈ BδMµ,p ∩ L2 and, due to the
Hausdorff-Young inequality,
‖f̂ − T̂µ‖q ≤ ‖f − Tµ‖p ≤ 2EδMµ (f)p, (6)
Next we have
|〈f̂ , ̂˜ϕ0k〉 − 〈T̂µ, ̂˜ϕ0k〉| ≤ C1 ∫
|ξ|≤δ√d‖Mµ‖
(1 + |ξ|)N |f̂(ξ) − T̂µ(ξ)|dξ
+ C2
∫
|ξ|≥δ
√
d‖Mµ‖
(1 + |ξ|)N |f̂(ξ) − T̂µ(ξ)|dξ =: C1I1 + C2I2.
If |ξ| ≥ δ
√
d‖Mµ‖, then ξ 6∈ δMµTd, and hence T̂µ(ξ) = 0, which yields
I2 =
∫
|ξ|≥δ√d‖Mµ‖
(1 + |ξ|)N |f̂(ξ)|dξ −→
µ→∞
0.
Using Ho¨lder’s inequality and (6), we derive
I1 ≤ 2
( ∫
|ξ|≤δ
√
d‖Mµ‖
(1 + |ξ|)pN
)1/p
EδMµ(f)p ≤ C3‖Mµ‖N+
d
pEδMµ(f)p.
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Taking into account that f ∈ Bd/p+Np,1 (M) and the inequality ‖Mµ‖ ≤ C(d,M)mµ/d, which holds
for any isotropic matrix, we obtain that I1 → 0 as µ→∞. Thus
|〈f̂ , ̂˜ϕ0k〉 − 〈T̂µ, ̂˜ϕ0k〉| −→
µ→∞
0. (7)
Let now p ≥ 2. Denote Tµ = F−1(χδMµTd) ∗ gµ, where gµ ∈ S is such that
‖f̂ − ĝµ‖q ≤ EδMµ(f)p. (8)
Obviously, Tµ ∈ BδMµ,p ∩ L2 and T̂µ = χδMµTd ĝµ. Next we have
|〈f̂ , ̂˜ϕ0k〉 − 〈T̂µ, ̂˜ϕ0k〉|
≤
∫
Rd
(1 + |ξ|)N |f̂(ξ)− χδMµTd(ξ)f̂(ξ)|dξ +
∫
Rd
(1 + |ξ|)N |χδMµTd(ξ)(f̂ (ξ)− ĝµ(ξ)|dξ
=
∫
ξ 6∈δMµTd
(1 + |ξ|)N |f̂(ξ)|dξ +
∫
ξ∈δMµTd
(1 + |ξ|)N |f̂(ξ)− ĝµ(ξ)|dξ
Due to the same arguments as above, using (8) instead of (6), we conclude again that relation (7)
holds true. To complete the proof it remains to note that the limit of the sequence {〈T̂µ, ̂˜ϕ0k〉}µ
does not depend on the choice of appropriate functions Tµ. ✸
Lemma 13 Let 1 ≤ p <∞, 1/p+ 1/q = 1, δ ∈ (0, 1], ϕ ∈ Lp, and the functions Tν , ν ∈ Z+, be as
in Lemma 9.
(i) If N ≥ 0, ϕ˜ ∈ S′N,p, f ∈ Bd/p+Np,1 (M), and ν ∈ Z+, then
‖f −Q0(f, ϕ, ϕ˜)‖p ≤ ‖Tν −Q0(Tν , ϕ, ϕ˜)‖p + C
∞∑
µ=ν
mµ(
N
d +
1
p )EδMµ(f)p, (9)
where the constant C does not depend on f and ν.
(ii) If ϕ˜ ∈ Lq, f ∈ Lp, and ν ∈ Z+, then
‖f −Q0(f, ϕ, ϕ˜)‖p ≤ ‖Tν −Q0(Tν , ϕ, ϕ˜)‖p + CEδMν (f)p, (10)
where the constant C does not depend on f and ν.
Proof. We have
‖f −Q0(f, ϕ, ϕ˜)‖p ≤ ‖f − Tν‖p + ‖Tν −Q0(Tν , ϕ, ϕ˜)‖p + ‖Q0(f − Tν , ϕ, ϕ˜)‖p. (11)
Under assumptions of item (i), by Definition 10, using Lemmas 6 and 9, we derive
‖Q0(f − Tν, ϕ, ϕ˜)‖p ≤ C1‖{〈f − Tν , ϕ˜0k〉}k‖ℓp ≤ C2
∞∑
µ=ν
‖{〈Tµ+1 − Tµ, ϕ˜0k〉}k‖ℓp
≤ C3
∞∑
µ=ν
mµ(
N
d +
1
p )EδMµ(f)p.
(12)
Combining (11) and (12), we get (9).
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Under assumptions of item (ii), it follows from Lemmas 6 and 7 that
‖Q0(f − Tν , ϕ, ϕ˜)‖p ≤ ‖ϕ‖Lp‖{〈f − Tν , ϕ˜0k〉}k‖ℓp
≤ ‖ϕ‖Lp‖ϕ˜‖Lq‖f − Tν‖p ≤ C4EδMν (f)p.
(13)
Combining (11) and (13), we obtain (10). ✸
We will use the following Jackson-type theorem (see, e.g., [25, Theorem 5.2.1 (7)] or [30, 5.3.2]).
Lemma 14 Let f ∈ Lp, 1 ≤ p ≤ ∞, and s ∈ N. Then
EA(f)p ≤ CΩs(f,A−1)p,
where C is a constant independent of f and A.
Lemma 15 (See [35].) Let 1 ≤ p ≤ ∞, s ∈ N, and T ∈ BI,p. Then∑
[β]=s
‖DβT ‖p ≤ Cωs(T, 1)p,
where the constant C depends only on p and s.
4 Main results
Theorem 16 Let 1 ≤ p < ∞, N ≥ 0, s ∈ N, δ ∈ (0, 1/2). Suppose that ϕ ∈ Lp and ϕ˜ ∈ S′N,p
satisfy the following conditions:
1) ̂˜ϕ ∈ Cs+d+1(2δTd);
2) ϕ̂ ∈ Cs+d+1 (∪l∈Zd(2δTd + l));
3) the Strang-Fix conditions of order s hold for ϕ;
4) Dβ(1 − ϕ̂̂˜ϕ)(0) = 0 for all β ∈ Zd+, [β] < s;
5)
∑
l 6=0
sup
ξ∈2δTd
|Dβϕ̂(ξ + l)| ≤ Bϕ for all β ∈ Zd+, s ≤ [β] ≤ s+ d+ 1.
Then, for every f ∈ Bd/p+Np,1 (M) and j ∈ Z+, we have
‖f −Qj(f, ϕ, ϕ˜)‖p ≤ C
Ωs(f,M−j)p +m−j( 1p+Nd ) ∞∑
ν=j
m(
1
p+
N
d )νEδMν (f)p
 , (14)
and if, moreover, ϕ˜ ∈ Lq, 1/p+ 1/q = 1, then for every f ∈ Lp
‖f −Qj(f, ϕ, ϕ˜)‖p ≤ CΩs(f,M−j)p, (15)
where the constant C does not depend on f and j.
Proof. First of all note that it suffices to prove (14) and (15) for j = 0. Indeed,∥∥∥∥f − ∑
k∈Zd
〈f, ϕ˜jk〉ϕjk
∥∥∥∥
p
=
∥∥∥∥m−j/pf(M−j ·)− ∑
k∈Zd
〈m−j/pf(M−j·), ϕ˜0k〉ϕ0k
∥∥∥∥
p
.
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Obviously, m−j/pf(M−j ·) ∈ Bd/p+Np,1 (M0) whenever f ∈ Bd/p+Np,1 (M). We have also that
EδMν (m
−j/pf(M−j·))p ≤ EδMν+j (f)p
and
ωs(f(M
−j·), 1)p = mj/pΩs(f,M−j)p,
which yield (14) and (15) whenever these relations hold true for j = 0.
Let T ∈ BδI,p ∩L2 be such that ‖f − T ‖p ≤ 2EδI(f)p. Due to Lemma 13, we need only to check
that ∥∥∥∥T − ∑
k∈Zd
〈T, ϕ˜0k〉ϕ0k
∥∥∥∥
p
≤ C1ωs(f, 1)p. (16)
Since supp T̂ ⊂ δTd, without loss of generality, in what follows we assume that ̂˜ϕ ∈ Cs+d+1(Rd)
and supp ̂˜ϕ ⊂ 2δTd.
Using Lemma 1 from [21], Carleson’s theorem (with cubic convergence of the Fourier series), we
derive
F
( ∑
k∈Zd
〈T, ϕ˜0k〉ϕ0k
)
= Gϕ̂, (17)
where G(ξ) :=
∑
k∈Zd T̂ (ξ + k)̂˜ϕ(ξ + k).
Consider auxiliary functions ϕ∗ and ϕ(β), [β] = s, β ∈ Zd+, such that ϕ̂∗, ϕ̂(β) ∈ Cs+d+1(Rd),
ϕ̂∗(ξ) =
{
ϕ̂(ξ), ξ ∈ δTd,
0, ξ ∈ Td \ 2δTd,
ϕ̂(β)(ξ) = 0 for ξ ∈ Td,
and for any l ∈ Zd \ {0}
ϕ̂(β)(ξ + l) =

s
β!
ξβ
1∫
0
(1− t)s−1Dβϕ̂(tξ + l)dt, ξ ∈ δTd,
0, ξ ∈ Td \ 2δTd.
(18)
In view of condition 5), we can also provide that
∑
l 6=0
sup
ξ∈2δTd
∣∣∣∣∣Dβ′
(
ϕ̂(β)(ξ + l)
ξβ
)∣∣∣∣∣ ≤ B′ϕ, β′ ∈ Zd+, 0 ≤ [β′] ≤ d+ 1. (19)
By condition 3), taking into account the fact that supp T̂ ⊂ δTd and that, by Taylor’s formula
with the integral reminder,
ϕ̂(ξ + l) =
∑
[β]=s
s
β!
ξβ
1∫
0
(1− t)s−1Dβϕ̂(tξ + l)dt,
we have
G(ξ)ϕ̂(ξ) = T̂ (ξ)̂˜ϕ(ξ)ϕ̂∗(ξ) +G(ξ) ∑
[β]=s
ϕ̂(β)(ξ). (20)
It is easy to see that Dβ
′
ϕ̂∗, Dβ
′
ϕ̂(β) ∈ L for all β′ ∈ Zd+, 0 ≤ [β′] ≤ d + 1. It follows that the
functions ϕ∗ = F−1(ϕ̂∗) and ϕ(β) = F−1(ϕ̂(β)) are in Lp.
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Using (17) and (20), we have∥∥∥∥T − ∑
k∈Zd
〈T, ϕ˜0k〉ϕ0k
∥∥∥∥
p
≤
∥∥∥∥T − ∑
k∈Zd
〈T, ϕ˜0k〉ϕ∗0k
∥∥∥∥
p
+
∑
[β]=s
∥∥∥∥ ∑
k∈Zd
〈T, ϕ˜0k〉ϕ(β)0k
∥∥∥∥
p
=: I∗ +
∑
[β]=s
I(β).
(21)
By condition 4), using the Jensen inequality and taking into account the fact that supp T̂ ⊂ δTd
and that by Taylor’s formula with the integral reminder
ϕ̂(ξ)̂˜ϕ(ξ) = 1 + ∑
[β]=s
s
β!
ξβ
1∫
0
(1 − t)s−1Dβϕ̂̂˜ϕ(tξ)dt,
we obtain
I∗ =
∥∥∥F−1 {(1− (̂˜ϕϕ̂∗)) T̂}∥∥∥
p
≤
∑
[β]=s
s
β!
1∫
0
dt
(∫
Rd
∣∣∣∣ ∫
Rd
Dβϕ̂∗ ̂˜ϕ(tξ)ξβ T̂ (ξ)e2πi(x,ξ) dξ∣∣∣∣p dx)1/p
=
∑
[β]=s
s
β!
1∫
0
dt
(∫
Rd
∣∣∣∣ ∫
Rd
t−dF−1(Dβϕ̂∗ ̂˜ϕ)(y
t
)
DβT (x− y) dy
∣∣∣∣p dx)1/p.
Since, obviously, the function F−1(Dβϕ̂∗ ̂˜ϕ) is summable on Rd, this yields
I∗ ≤
∑
[β]=s
s
β!
‖F−1(Dβϕ̂∗ ̂˜ϕ)‖1‖DβT ‖p ≤ C2 ∑
[β]=s
‖DβT ‖p. (22)
Next, we fix β and estimate I(β). Set
ψ̂(ξ) =
ϕ̂(β)(ξ)
γ(ξ)
,
where γ is a 1-periodic functions (in each variable) such that γ ∈ Cd+1(Rd) and γ(ξ) = ξβ on 2δTd.
Using (18) and (19), we have∫
Rd
|ψ̂(ξ)| dξ =
∑
k∈Zd
∫
Td−k
|ϕ̂(β)(ξ)|
|γ(ξ)| dξ =
∫
2δTd
∑
k∈Zd |ϕ̂(β)(ξ + k)|
|ξβ | dξ ≤ B
′
ϕ.
Thus ψ̂ ∈ L1, and similarly Dβ′ ψ̂ ∈ L1 for all β′ such that [β′] ≤ d+ 1. It follows that ψ ∈ Lp.
Next, we set
ψ˜ = F−1
(̂˜ϕ γ)
and note that ψ˜ ∈ L1. Since ψ ∈ Lp, using Lemmas 6 and 5, we obtain
∥∥∥∥ ∑
k∈Zd
〈T, ψ˜0k〉ψ0k
∥∥∥∥
p
≤ ‖ψ‖Lp
∑
k∈Zd
|〈T, ψ˜0k〉|p
1/p ≤ Cβ∥∥T ∗ ψ˜∥∥p = Cβ∥∥∥F−1(T̂ ̂˜ψ)∥∥∥p
12
and ∥∥∥F−1(T̂ ̂˜ψ)∥∥∥
p
=
∥∥∥F−1 (T̂ ̂˜ϕγ)∥∥∥
p
=
∥∥∥F−1 (D̂βT ̂˜ϕ)∥∥∥
p
=
∥∥∥DβT ∗ F−1 ̂˜ϕ∥∥∥
p
≤
∥∥∥F−1 ̂˜ϕ∥∥∥
1
‖DβT ‖p.
Since the function F−1 ̂˜ϕ is obviously summable on Rd, it follows that∥∥∥∥ ∑
k∈Zd
〈T, ψ˜0k〉ψ0k
∥∥∥∥
p
≤ C′β‖DβT ‖p. (23)
Now let us show that ∑
k∈Zd
〈T, ψ˜0k〉ψ0k =
∑
k∈Zd
〈T, ϕ˜0k〉ϕ(β)0k . (24)
Since the functions
∑
k∈Zd〈T, ψ˜0k〉ψ0k and
∑
k∈Zd〈T, ϕ˜0k〉ϕ(β)0k are locally summable, it suffices to
check that their Fourier transforms coincide almost everywhere. Due to Lemma 1 from [21] and
Carleson’s theorem, we derive
F
( ∑
k∈Zd
〈T, ψ˜0k〉ψ0k
)
(ξ) =
∑
k∈Zd
T̂ (ξ + k)
̂˜
ψ(ξ + k)ψ̂(ξ),
F
( ∑
k∈Zd
〈T, ϕ˜0k〉ϕ(β)0k
)
(ξ) =
∑
k∈Zd
T̂ (ξ + k)̂˜ϕ(ξ + k)ϕ̂(β)(ξ).
Since supp T̂ ⊂ δTd ⊂ Td, we have for every ξ ∈ Td and l ∈ Zd that
F
( ∑
k∈Zd
〈T, ψ˜0k〉ψ0k
)
(ξ + l) = T̂ (ξ)
̂˜
ψ(ξ)ψ̂(ξ + l)
= T̂ (ξ)̂˜ϕ(ξ)ϕ̂(β)(ξ + l) = F( ∑
k∈Zd
〈T, ϕ˜0k〉ϕ(β)0k
)
(ξ + l),
which implies (24). Therefore, by (23) we have
I(β) =
∥∥∥∥ ∑
k∈Zd
〈T, ϕ˜0k〉ϕ(β)0k
∥∥∥∥
p
≤ Cβ‖DβT ‖p.
Combining this with (22) and (21), we obtain∥∥∥∥T − ∑
k∈Zd
〈T, ϕ˜0k〉ϕ0k
∥∥∥∥
p
≤ C
∑
[β]=s
‖DβT ‖p.
To prove (16) it remains to apply Lemmas 15 and14, which completes the proof. ✸
Theorem 17 Let 1 ≤ p < ∞, N ≥ 0, s ∈ N, and δ ∈ (0, 1/2). Suppose that ϕ˜ ∈ S′N,p and ϕ ∈ Lp
satisfy the following conditions:
1) suppϕ is compact;
2) the Strang-Fix conditions of order s hold for ϕ;
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3) Dβ(1 − ϕ̂̂˜ϕ)(0) = 0 for all β ∈ Zd+, [β] < s;
4) ̂˜ϕ ∈ Cs+d+1(2δTd).
Then, for every f ∈ Bd/p+Np,1 (M) and j ∈ Z+, we have
‖f −Qj(f, ϕ, ϕ˜)‖p ≤ C
Ωs(f,M−j)p +m−j( 1p+Nd ) ∞∑
ν=j
m(
1
p+
N
d )νEδMν (f)p
 ,
and if, moreover, ϕ˜ ∈ Lq, 1/p+ 1/q = 1, then for every f ∈ Lp we have
‖f −Qj(f, ϕ, ϕ˜)‖p ≤ CΩs(f,M−j)p,
where the constant C does not depend on f and j.
Proof. It is sufficient to prove the theorem for j = 0 (see explanations in the proof of Theo-
rem 16), and due to Lemma 13, we need only to check that∥∥∥∥T − ∑
k∈Zd
〈T, ϕ˜0k〉ϕ0k
∥∥∥∥
p
≤ C1ωs(f, 1)p, (25)
where T ∈ BδI,p ∩ L2 is such that ‖f − T ‖p ≤ CEδI(f)p.
Let us choose a compactly supported and localy summable function θ˜ such that
Dβ
̂˜
θ(0) = Dβ ̂˜ϕ(0) for all β ∈ Zd+, [β] < s.
An appropriate function θ˜ can be easily constructed, e.g., as a linear combination of B-splines.
Setting ψ˜ = ϕ˜− θ˜, we get Dβ ̂˜ψ(0) = 0 whenever [β] < s.
We have∥∥∥∥T − ∑
k∈Zd
〈T, ϕ˜0k〉ϕ0k
∥∥∥∥
p
≤
∥∥∥∥T − ∑
k∈Zd
〈T, θ˜0k〉ϕ0k
∥∥∥∥
p
+
∥∥∥∥ ∑
k∈Zd
〈T, ψ˜0k〉ϕ0k
∥∥∥∥
p
= I1 + I2. (26)
Since both the functions ϕ and θ˜ are compactly supported, due to Theorem 4 and Lemma 14, we
derive
I1 ≤ C2ωs(T, 1)p ≤ C2 (2s‖f − T ‖p + ωs(f, 1)p) ≤ C3ωs(f, 1)p. (27)
Let us estimate I2. Since ϕ has a compact support and supp T̂ ⊂ δTd, it follows from Lemmas 6
and 5 that
Ip2 ≤ C4
∑
k∈Zd
|〈T, ψ˜0k〉|p ≤ C5‖T ∗ ψ˜‖pp. (28)
Now we check that
‖T ∗ ψ˜‖p ≤ C6
∑
[β]=s
‖DβT ‖p. (29)
Taking again into account that supp T̂ ⊂ δTd, without loss of generality we can assume that ̂˜ψ ∈
Cs+d+1(Rd). By Taylor’s formula with the integral reminder, we have
̂˜
ψ(ξ) =
∑
[β]=s
s
β!
ξβ
1∫
0
(1− t)s−1Dβ ̂˜ψ(tξ)dt.
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Hence,
‖T ∗ ψ˜‖p =
∥∥∥∥F−1(̂˜ψT̂)∥∥∥∥
p
≤
∑
[β]=s
s
β!
(∫
Rd
dx
∣∣∣∣
1∫
0
dt(1− t)s
∫
Rd
Dβ
̂˜
ψ(tξ)ξβ T̂ (ξ)e2πi(ξ,x) dξ
∣∣∣∣p)1/p
≤
∑
[β]=s
s
β!
1∫
0
dt
(∫
Rd
dx
∣∣∣∣ ∫
Rd
Dβ
̂˜
ψ(tξ)D̂βT (ξ)e2πi(ξ,x) dξ
∣∣∣∣p)1/p
≤
∑
[β]=s
s
β!
1∫
0
dt
td−d/p
(∫
Rd
dx
∣∣∣∣ ∫
Rd
Dβ
̂˜
ψ(ξ)D̂βT
(ξ
t
)
e2πi(ξ,x) dξ
∣∣∣∣p)1/p
=
∑
[β]=s
s
β!
1∫
0
td/p
∥∥∥∥F−1{Dβ ̂˜ψ Q̂β,t}∥∥∥∥
p
dt,
(30)
where Qβ,t(x) = D
βT (tx). Taking into account that Dβ
̂˜
ψ ∈ Cd+1(Rd) whenever [β] = s, i.e.
F−1{Dβ ̂˜ψ} ∈ L1, we have∥∥∥∥F−1{Dβ ̂˜ψ Q̂β,t}∥∥∥∥
p
= ‖F−1{Dβ ̂˜ψ} ∗Qβ,t‖p
≤ ‖F−1{Dβ ̂˜ψ}‖1t−d/p‖DβT ‖p = C8t−d/p‖DβT ‖p. (31)
Combining these estimates with (30), we obtain (29). Next, similarly as in (27), using (29), (28),
and Lemmas 15 and 14, we get
I2 ≤ C9ωs(f, 1)p. (32)
Finally, combining (26), (27), and (32), we complete the proof. ✸
Remark 18 The conditions on smoothness of ̂˜ϕ in Theorem 17 can be relaxed and given in other
terms using different sufficient conditions for Fourier multiplier in Lp spaces, see e.g., [22] and [17].
For this, one needs to estimate the corresponding multiplier norm of the function Dβ
̂˜
ψ instead of to
show that F−1{Dβ ̂˜ψ} ∈ L1 in inequality (31). A similar conclusion is valid also for the smoothness
conditions on ϕ̂ and ̂˜ϕ in Theorem 16.
Remark 19 It is not difficult to verify that Theorems 16 and 17 are valid also in the spaces L∞
if we additionally suppose that f ∈ L2 ∩ L∞ and replace the best approximation EδMµ(f)p with
E∗δMµ (f)p. See also [20, Theorem 17] for the corresponding analogue of Lemma 14.
Let us compare Theorems 16 and 17 with Theorem 2 in the case of the isotropic matrix M ,
ϕ˜ ∈ S′N,p, and p ≥ 2. First let us show that the class of functions f considered in Theorem 2 is
smaller than B
d/p+N
p,1 (M). Let λ be an eigenvalue of M , f ∈ Lp, f̂ ∈ Lq, and f̂(ξ) = O(|ξ|−N−d−ε)
as |ξ| → ∞, ε > 0. Setting Vµf = F−1v ∗ f , where v ∈ C∞(R), v(ξ) ≤ 1, v(ξ) = 1 if |M−µξ| ≤ 1/2
and v(ξ) = 0 if |M−µξ| ≥ 1, using Pitt’s inequality (see, e.g., [13, inequality (1.1)])
‖f‖p ≤ C(p)
( ∫
Rd
|ξ|d(p−2)|f̂(ξ)|pdξ
) 1
p
, 2 < p <∞,
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and taking into account (2), we obtain
EMµ (f)p ≤ ‖f − Vµ(f)‖p ≤ C(p)
 ∫
|M−µξ|≥1/2
|ξ|d(p−2)|(1− v(ξ))f̂ (ξ)|pdξ

1
p
≤ 2C(p)
 ∫
|ξ|≥1/2‖M−µ‖
|ξ|d(p−2)|f̂(ξ)|pdξ

1
p
= O
(
|λ|−µ(d/p+N+ε)
)
, µ→∞.
It follows that f ∈ Bd/p+Np,1 (M).
Next let us compare the error estimates. Using (2), we have
Ωs(f,M
−j) ≤ C1ωs(f, |λ|−j),
where C1 does not depend on f and j, and
E|λ|µI(f) ≤ C2EσMµ (f)p ≤ C3EMµ−µ0 (f)p,
where C2, C3, σ, and µ0 do not depend on f and j. Hence
E|λ|µI(f)p = O
(
|λ|−µ(d/p+N+ε)
)
, µ→∞.
Using these relations and the following inverse approximation inequality (see [12]):
ωs(f, 2
−j)p ≤ C2−sj
(
j∑
k=0
22skE2kI(f)
2
p
) 1
2
, (33)
we can easily see that inequality (14) provides the following approximation order
‖f −Qj(f, ϕ, ϕ˜)‖p ≤

C|λ|−j(N+ dp+ε) if s > N + dp + ε
C(j + 1)1/2|λ|−js if s = N + dp + ε
C|λ|−js if s < N + dp + ε
,
which is better than one given in Theorem 2 in the case s = N + dp + ε, and the same in the other
cases.
On the other hand, there exist functions in B
d/p+N
p,1 (M) which do not satisfy assumptions of
Theorem 2. Indeed, let b ≤ N + d, ε > 0,
a > max
{
1, (d+N + ε− b)
(
1
2
− 1
p
)−1}
,
f̂(ξ) = κ(|ξ|)e
i|ξ|a
|ξ|b ,
where κ ∈ C∞(R), κ(u) = 0 for u = [0, 1], κ(u) = 1 for u ≥ 2. Obviously, the decay of f̂ is not
enough for Theorem 2. Let us verify that f := F−1(f̂) is in Lp and EMν (f)p = O(|λ|−γν), where
γ = dp +N + ε, i.e., f ∈ B
d/p+N
p,1 (M). Setting g(ξ) := |ξ|γ f̂(ξ) and using Proposition 5.1 from [23])
we conclude that the functions F−1f̂ and F−1g are smooth throughout Rd and
F−1(f̂)(x) = d0|x|−
b−d+da/2
a−1 exp
(
id1|x| aa−1
)
+ o
(
|x|− b−d+da/2a−1
)
as |x| → ∞,
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F−1(g)(x) = d0|x|−
b−γ−d+da/2
a−1 exp
(
id1|x| aa−1
)
+ o
(
|x|− b−γ−d+da/2a−1
)
as |x| → ∞.
It follows that f ∈ Lp and F−1g ∈ Lp, which yields that f ∈ H˙γp (the homogeneous Sobolev spaces).
Then, using the embedding H˙γp ⊂ B˙γp,∞ (the homogeneous Besov space, see, e.g., [1, Theorem 6.3.1])
and Jackson’s theorem, we obtain EMν (f)p ≤ Cω[γ]+1(f, |λ|j)p ≤ C‖f‖B˙γp,∞|λ|−γj .
Finally we consider an anisotropic case. Let d = 2, M = diag (m1,m2), and
∂r1
∂x
r1
1
f, ∂
r2
∂x
r2
2
f ∈ Lp,
where r1 > (
1
p +
N
d )(1 +
lnm2
lnm1
) and r2 > (
1
p +
N
d )(1 +
lnm1
lnm2
). Then, taking into account that for
1 < p <∞ and s > max(r1, r2), see, e.g., [31]
EMν (f)p ≤ CΩs(f,M−ν)p ≤ C
(
ω(1)s (f,m
−j
1 )p + ω
(2)
s (f,m
−j
2 )p
)
= O
(
m−r1j1 +m
−r2j
2
)
,
where ω
(ℓ)
s (f, h)p is the partial modulus of smoothness with respect to ℓ-th variable, we have that
f ∈ Bd/p+Np,1 (M), and by Theorem 16 with s > max(r1, r2), we get
‖f −Qj(f, ϕ, ϕ˜)‖p = O
(
m−r1j1 +m
−r2j
2
)
.
That is, the order of approximation by Qj(f, ϕ, ϕ˜) essentially depends on anisotropic nature of the
function f and the matrix M .
5 Conclusions
Error estimates in Lp-norm are obtained for a large class of sampling-type quasi-projection operators
Qj(f, ϕ, ϕ˜) including the classical case, where ϕ˜ is the Dirac delta-function. Theorems 16 and 17
provide essential improvements of the recent results in [21]. First, the estimates are given for a wider
class of approximated functions, namely for functions from anisotropic Besov spaces. Second, only
the case p ≥ 2 was considered in [21], while 1 ≤ p <∞ in Theorems 16 and 17. Third, the estimates
are given in terms of the moduli of smoothness and best approximations, while the results in [21]
provide only approximation order.
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