Let s, t, m, n be positive integers such that sm = tn. Let B(m, s; n, t) be the number of m × n matrices over {0, 1} with each row summing to s and each column summing to t. Equivalently, B(m, s; n, t) is the number of semiregular bipartite graphs with m vertices of degree s and n vertices of degree t. Define the density λ = s/n = t/m. The asymptotic value of B(m, s; n, t) has been much studied but the results are incomplete. McKay and Wang (2003) solved the sparse case λ(1−λ) = o (mn) −1/2 using combinatorial methods. In this paper, we use analytic methods to solve the problem for two additional ranges. In one range the matrix is relatively square and the density is not too close to 0 or 1. In the other range, the matrix is far from square and the density is arbitrary. Interestingly, the asymptotic value of B (m, s; n, t) can be expressed by the same formula in all cases where it is known. Based on computation of the exact values for all m, n ≤ 30, we conjecture that the same formula holds whenever m + n → ∞ regardless of the density.
Introduction
Let s, t, m, n be positive integers such that sm = tn. Let B(m, s; n, t) be the number of m × n matrices over {0, 1} with each row summing to s and each column summing to t. Equivalently, B(m, s; n, t) is the number of semiregular bipartite graphs with m vertices of degree s and n vertices of degree t. The density λ = s/n = t/m is the fraction of entries in the matrix which are 1.
We are concerned in this paper with the asymptotic value of B(m, s; n, t). Historically, the first significant result was that of Read [20] , who obtained the asymptotic behavior for s = t = 3. This was extended by Everett and Stein [8] to the case where s and t are arbitrary constants, not necessarily equal. The first result to allow s and t to increase was that of O'Neil [18] , who permitted s, t = O (log n) 1/4− . This was improved by Mineev and Pavlov [17] to permit s = t ≤ γ(log n) 1/2 for fixed γ < 1 and also for 1 < s ≤ (t − 1) −1 γ(log n) 1/4 . McKay [13] obtained B(m, s; n, t) asymptotically whenever s, t = o (sm) 1/4 . This was improved by McKay and Wang [14] to the case st = o (mn) 1/2 . All the prior work so far mentioned considers matrices for which the density is quite small. Obviously B(m, n − s; n, m − t) = B(m, s; n, t) by complementation, so the very dense case is also handled. The intermediate range of densities, such as constant density, is considerably harder to deal with and until the present paper no exact asymptotics had been determined. Ordentlich and Roth [19] We will see below that this is remarkably accurate, being within a constant of the correct value over a wide range and perhaps always.
In the present paper, we will focus on two quite different cases, using analytic methods inspired by [15] . In one case, the matrix is relatively square and the density is not too close to 0 or 1. (This includes the range considered by Litsyn and Shpunt.) In the other case, the matrix is much wider than high (or vice-versa) but the density is arbitrary. In both cases, we obtain precise asymptotics.
Remarkably, both the results we establish in this paper and the earlier results in the sparse case can be expressed using the same formula. Proof. Part (a) was established by McKay and Wang [14] . Part (b) will be proved in Sections 2-4; specifically, it follows from (2.2) and Theorems 2 and 3. Part (c) follows from Theorem 4 in Section 5.
as N → ∞, so one or both such terms in (1.1) can be simplified depending on which of m, n tend to ∞.
In Section 6 we show how B(m, s; n, t) can be computed exactly for small m, n and show how the values for m, n ≤ 30 suggest the following conjecture. Calculations of the exact values for all m, n ≤ 30 show excellent agreement with Conjecture 1. There is less than 10% discrepancy between the exact value and the conjectured asymptotic value in all cases computed and less than 1% discrepancy whenever m+n ≥ 35. More precisely, write the quantity indicated by "o(1)" in (1.1) as ∆(m, s; n, t)/(Amn). Our experiments, including the exact values mentioned above and many numerical estimates described in Section 6, suggest that ∆(m, s; n, t) always lies in the interval (− 1 12 , 0). From [14] , (see [10, Corollary 5 .1]), we know that ∆(m, s; n, t) → − 1 12 as m, n → ∞ with st = o (mn) 1/5 . At the upper end, the greatest value we know is ∆(4, 2; 4, 2) ≈ −0.0171. In a future paper we will allow the row sums, and similarly the column sums, to be unequal within limits. For the case of sparse matrices, the best result is by Greenhill, McKay and Wang [10] . We also plan to address the issue of matrices over {0, 1, 2, . . . } with equal row sums and equal column sums. 
An integral for B(m, s; n, t)
Our proof of Theorem 1(b) occupies this section and the following two. We express B(m, s; n, t) as an integral in (m+n)-dimensional complex space then estimate its value by the saddle-point method.
It is clear that B = B(m, s; n, t) is the coefficient of x
Applying Cauchy's Theorem we have
where each contour circles the origin once in the anticlockwise direction. It will suffice to take the contours to be circles; specifically, we will put x j = re iθ j and y k = re iφ k for each j, k, where
This gives
where
where θ = (θ 1 , . . . , θ m ) and φ = (φ 1 , . . . , φ n ). In equation (2.3) it is to be noted that the integrand is invariant under the two substitutions θ j ← θ j +2π and φ k ← φ k +2π. In analyzing the magnitude of this integrand, it is often necessary to consider what might be called the "wrap-around" neighborhood of a point θ ∈ [−π, +π]. This neighborhood consists of the union of two half-open intervals [−π, −π + δ) and (π − δ, π]. To avoid numerous awkward expressions such as this, we find it convenient to think of θ j and φ k as points on the unit circle. To this end, we let C be the real numbers modulo 2π, which we can interpret as points on a circle in the usual fashion. Let z be the canonical mapping from C to the real interval (−π, π]; that is, if x lies on the unit circle, then z(x) is its signed arc length from the point 1. An open half-circle is C t = (t − π/2, t + π/2) ⊆ C for some t. With this notion of half-circle, we may define an important subset of the Cartesian product C N ; namely, defineĈ N to be the subset of vectors 
It is easy to see that the function x →x is well-defined and continuous for x ∈Ĉ N .
The principal part of the integral
To estimate the integral I(m, n), we show that it is concentrated in a rather small region, then we expand the integrand inside that region. For some sufficiently small > 0, let R denote the set of vector pairs θ, φ ∈Ĉ m ×Ĉ n such that
In this definition, values are considered in C. Let I R (m, n) denote the integral I(m, n) restricted to the region R. In the following section, we will show that I(m, n) ∼ I R (m, n). In the present section, we will estimate I R (m, n).
Our calculations are guided by the similar problem solved in [15] . In particular, we will use the following result which can be proved from a special case of [15, Lemma 3] . Let Im(z) denote the imaginary part of z. 
Then, provided the O( ) term in the following converges to zero, is is replaced by the weaker condition < 1 12 . Moreover, the error term is
for any ∆ satisfying 0 < ∆ < − as before.
In the following, we assume that m, n → ∞. A word of explanation about the symbol as used in the paper is in order. It represents a definite positive constant. Whenever an assertion is made which the reader can confirm only by knowing the value of , s/he should note that the assertion is correct as long as is small enough. There being only finitely many statements in the paper, there is some positive value for small enough for all of them. In short, all equations and inequalities should be read with an understood "for m, n sufficiently large and sufficiently small".
The following lemma will be needed soon. We use the notation R c for the complement of a region R. Recall that A = 
Proof. We'll be brief, because the idea is very much the same as found in the proof of Lemma 1, which can be consulted for details in [15] . Recalling the formula for the surface area of the ball of radius ρ in m-space, we have and Stirling's formula for the Gamma function,
we find the same bound for the integral over M 2 ∈ [a, ∞) as in Case (i). Combining the two cases completes the proof of the Lemma.
Let T 1 be the transformation which expresses the original m + n variables
where here and hereafter we use the abbreviationŝ
We have
Here, the function G is the composition F • T 1 , which is easily seen to be independent of the difference δ =θ −φ. The region of integration S = T −1 1 (R) is defined by virtually the same inequalities as was R with these two notes: we now write the first inequality as |µ| ≤ (mn) −1/2+2 ; and, second, neitherθ m norφ n is a variable of integration, but the definition of S includes the inequalities
arising from the R-inequalities |θ m | ≤ n −1/2+ and |φ n | ≤ m −1/2+ . The factor of 2πmn comes from the integration over δ (which has a range of 4π) and the Jacobian mn/2 of transformation T 1 .
In this section we prove 
Suppose further that, for some constant γ <
Then,
Proof. The assumption m ≥ n has been made only to avoid frequent use of the expressions max(m, n) and min(m, n). Two easy consequences of (3.1) will be used without repeatedly citing that equation:
For future reference we establish:
Indeed, for the first, log
The second then follows since log m = O(log n) and m ≥ n. In particular, both Am , An become infinite.
For |x| small, see [15] ,
Uniformly in the region S, where all |µ +θ j +φ k | are small,
Here and below, the undelimited summation over j, k runs over 1 We now proceed to a second change of variables, (θ,φ) = T 2 (σ, τ ) given bŷ
where, for 1 ≤ h ≤ 4, µ h and ν h denote the power sums 
and we find the following:
in which we have introduced the additional abbreviations
The determinant of the matrix T 2 is (mn) −1/2 , and so
, and To complete the evaluation of the integral, we need to consider a number of different regions within the space of the variables µ, σ j , τ k , as well as a number of different integrands. Let us introduce all of these at the outset. Define ρ σ , ρ τ > 0 by
.
The regions we shall use, in addition to T −1 2 (S), are these:
As integrands we will use three functions
The definition of L 1 has appeared already. The function L 2 consists of some of the summands found in L 1 :
The third function L 3 equals Re(L 2 ), the real part of L 2 :
For convenience we define two expressions in m, n that recur in our big-oh expressions,
Having made all the necessary definitions, the next step is to establish a few relationships among the regions and functions just defined. Summing for 1 ≤ j ≤ m − 1 the equation θ j = σ j + cµ 1 , and inserting the value of c, we find
In the region S we have | 
Similarly, |ν 1 | ≤ n 1/2 m −1/2+ ; using these, the reader can check that We also have the following bounds in 3 2 Q:
Similar bounds, but with m and n interchanged, hold in 3 2 Q for τ k , ν 2 , ν 3 , and ν 4 . These estimates, along with 3 , and the definition of M, allow us to conclude
We also record
Q.
Our strategy for evaluating the integral is presented in the next four equations, and summarized in equation Q. We can integrate E 3 over Q because the variables almost completely split. Using
for integration with respect to the σ's, and a similar formula for integration with respect to the τ 's, we find
It is immediate that the same result is obtained for integration over either 
Q.
Reviewing the previous derivation, we see that if one of the σ j were restricted to the range
then the exponent (m − 1)/2 above would be replaced by (m − 2)/2, and a new factor would be introduced. To see what this new factor is, we use the inequality
and note that in the latter interval of integration
It follows (using a similar argument if one of the |τ k | exceeds 
In B ∩ κQ we have, in addition to
and a similar bound for A 4 mν 4 ; thus,
The complement of M is the union of
Let's assume the first condition holds; the argument is entirely similar if it is the second. The region described by the assumed condition is contained in the region 
Summarizing, with H 3 an abbreviation for
n, and noting Looking back at equation (3.4), we have now bounded all four of the error terms -the four integrals of E 3 over various regions -appearing on the right side of that equation. We have
Also, by (3.3), log H −1 
It remains to compute the integral of E 2 over 1 2
Q.
We proceed in three stages, starting with integration with respect to µ. For the latter, the first step is to replace the limits of integration with ±∞:
To integrate over the real line, we use the formula (for β real) , say, andÂ
We need
Then, integration with respect to the σ j contributes a τ -free factor π An
16A 3 and for the final integrand we are left with
Again, we make use of Lemma 1. This time we take N = n − 1 and we claim that we may take δ = and the latter is O(n −1/4+4 ) by our condition on γ. This justifies the claim that δ may be taken to be 1/4 − 4 .
After calculations similar to the previous, we find the third and final factor, from integration with respect to the τ k 's, is equal to π Am
, where
We calculate this time that 
To obtain the formula for J(m, n) stated in the theorem, we combine the previous equation with (3.7). Start with the algebraic calculation 1 24
and the estimate
γ log n.
Then, 
This completes the proof of Theorem 2.
Concentration of the integral
In this section we will complete the estimation of I(m, n) by establishing the following. 
To motivate the definition of I 0 , recall that it was shown in the previous section to be within a constant of I R (m, n) under stronger conditions than we wish to assume in the present section.
We begin with two technical lemmas whose proofs are omitted.
Lemma 3. The absolute value of the integrand of I(m, n) is
Moreover, for all real z, 
Proof of Theorem 3. Our approach will be to bound F (θ, φ) over a variety of regions whose union covers C m+n \ R.
Take any small δ > 0. By the pigeon hole principle, there is some interval [x, x+δ] that contains at least δm/2π values of θ j . Let S 1 (x) be the set of (θ, φ) such that θ j ∈ [x, x+δ] for at least δm/2π values of j and φ k / ∈ [−x − 2δ, −x + δ] for at least n values of k. By Lemma 3, F (θ, φ) ≤ exp(−c 1 Amn ) for some c 1 > 0 and so the contribution from S 1 is at most
Next define S 2 (x) to be the set of (θ, φ) such θ j / ∈ [x − 2δ, x + 3δ] for at least m values of j. By the same argument as before with the roles of θ and φ reversed,
for some c 2 > 0. If we subtract x from each θ j and add x to each φ k the integrand F (θ, φ) is unchanged. Thus we can assume that x = 0 from now on, after multiplying (4.2) by 2π to cover all possible x. We will also fix δ = π/300. Define R 1 to be the set of (θ, φ) such that |θ j | > π/100 for at most m values of j, and |φ k | > π/100 for at most n values of k. Under our just-made assumption, we have proved that
for some c 3 > 0.
Assume (θ, φ) ∈ R 1 . Define S 0 = S 0 (θ), S 1 = S 1 (θ) and S 2 = S 2 (θ) to be the indices j such that |θ j | ≤ 1 100 π, 1 100 π < |θ j | ≤ 1 20 π, and |θ j | > 1 20 π, respectively. Similarly define
The value of F (θ, φ) can now be bounded using
Let I 2 (m 2 , n 2 ) be the contribution to R 1 F (θ, φ) of those (θ, φ) with |S 2 | = m 2 and 
and the double-primes denote restriction to j ∈ S 0 ∪S 1 and k ∈ T 0 ∪T 1 . Write m = m−m 2 and n = n − n 2 and defineθ =
, ν}, where S 3 is some subset of m − 1 elements of S 0 ∪ S 1 and T 3 is some subset of n − 1 elements of T 0 ∪ T 1 . From the previous section we know that the determinant of this transformation is 2/(m n ). The integrand of I 2 can now be bounded using
For an upper bound we can restrict the sums to j ∈ S 3 and k ∈ T 3 , since −x 2 + 9 4
x 4 < 0 for |x| ≤ 1 10 π. The integral now separates over the new variables and Lemma 4 gives that
Applying (4.1), we find that
for some c 4 > 0.
Finally we consider the case where m 2 = n 2 = 0 in the previous calculation. That is, we have that |θ j | ≤ π/20 and |φ k | ≤ π/20 for all j and k. Apply the same transformation as before and bound it by a separable integral as before. The total value of the separable bound is π 
Highly oblong matrices
In the case that m is much smaller than n, or vice-versa, we can use a similar but much simpler calculation to estimate B(m, s; n, t).
To be precise, we will assume that for some sufficiently small > 0 we have that
Unlike in the previous calculation, all values of λ except 0 and 1 are permitted. For a vector x = (x 1 , x 2 , . . . , x m ), define the scaled elementary symmetric function
Then B(m, s; n, t) is clearly the coefficient of x
n . Applying Cauchy's Theorem with x j = e iθ j for all j, we have
where θ = (θ 1 , . . . , θ m ). In Lemma 6 we will estimate K U (m, n), which is the contribution to K(m, n) of those θ inside a small region U, then in Lemma 7 we will show that the contributions from the other regions are negligible in comparison.
First we will prove a technical lemma that will be needed soon. For k ≥ 1, and vector x = (x 1 , x 2 , . . . , x m ), define the symmetric functions 
occur when there are only two distinct values. By direct computation, we now find that π 4 (x)/π 2 (x) 2 is minimized when half the entries are equal and positive while half are equal and negative, and minimized when one entry is positive and the rest are equal and negative (or vice-versa). This gives
The required inequality now follows.
Define U to be the set of vectors θ ∈Ĉ m such that 
Proof. In the integral (5.3), change variables from θ to (θ,θ 1 , . . . ,θ m−1 ). This transformation, which has Jacobian m, produces an integrand independent ofθ, so we can integrate overθ by multiplying by 2π the integral over (θ 1 , . . . ,θ m−1 ) withθ = 0.
As before, we useθ m as an abbreviation for − m−1 j=1θ j even though it is not one of the variables of integration. For θ ∈ U, we find that the integrand of K(m, n) has value exp n log 1 −
by Lemma 5(b) , where
Since the quadratic form Q(θ) is real, we have
To complete the proof of the lemma, we only need to note that the integral on the right differs from the same integral over T . These turn out to be the same, namely
Using the assumption (5.1), we find that the constraints defining U occur at more than n /3 standard deviations, so far more than the necessary fraction of exp −Q(θ) lies inside U. Finally, we note that the determinant of Q is
The lemma now follows.
Lemma 7. If m ≥ 4 and (5.1) holds, then
We wish to concentrate the integral in a box of size z 1 , but first we will achieve the box
. The absolute value of the integrand in (5.3) is 5) where the sum is over all subsets S, S of {1, 2, . . . , m} of cardinality t, and Σ S = j∈S θ j . If θ / ∈ V, then two of the θ j differ by at least z 2 . Without loss of generality, suppose |θ 2 − θ 1 | > z 2 where the difference is measured mod 2π. Let T be a subset of {3, 4, . . . , m} of cardinality t − 1. Then
choices for T , so we have that
for n sufficiently large. Multiplying by the total volume, which is less than (2π) m , we find For r 1 ≤ r ≤ z 2 we find that r m−2 f (r) is decreasing, so
At this point we can notice that f 0 (r) is in fact the same quadratic form that was called exp −Q(θ) in Lemma 6. Bounds (5.7) and (5.8) thus imply that
where the last step is proved in the proof of Lemma 6. It follows that
and the lemma now follows from Lemma 6. 
for any integer q > 0, as n → ∞ through integer multiples of m/t. 
Proof
This implies that the value ∆(m, s; n, t) defined in the Introduction converges to
as n → ∞ with bounded m, in accordance with our conjecture. Unfortunately, it does not appear that the existing theory of Edgeworth expansions includes error bounds explicit enough that we can increase m as n increases.
Exact values and estimates
In this section, we will explain how we computed the exact values of B(m, s; n, t) for many values of the parameters.
It is clear that B(m, s; n, t) is the constant term in
For small values of m and n, we can extract the constant term of G by using a method of summing over roots of unity. A technique of this nature was given by Good and Crook [9] and improved by McKay [12] . We will further improve it in this paper.
Let q 1 and q 2 be integers such that q 1 ≥ m − t + 1 and q 2 ≥ s + 1. Consider any field F which contains elements α, β of multiplicative order q 1 and q 2 , respectively. Let α be the multiplicative subgroup of F generated by α and define α n = α × · · · × α (n factors). Similarly define β and β m . As explained in [12] , if we sum G(x, y) over x ∈ β m and y ∈ α n , the contributions of the terms of the expansion of G(x, y) are zero except for those terms where each x j has degree divisible by q 2 and each y k has degree divisible by q 1 . This includes the constant term of G, but otherwise no terms with any x j of negative degree or any y k of positive degree (by the constraints on q 1 and q 2 ). However, the total x-degree of each term equals the total y-degree, so the only term giving non-zero contribution is the constant term. Since the constant term is independent of x, y, we have that Note that (6.1) is evaluated in the field F and the left side is whatever the constant term of G(x, y) is when it is expanded in that field. In principle we could take F to be the field of complex numbers, and so obtain the normal integer value of B(m, s; n, t) directly, but this poses numerical difficulties. In practice it is better to take F = GF(p) for various primes p, then the normal integer value of B(m, s; n, t) can be recovered using the Chinese Remainder Theorem. The roots α and β exist so long as p − 1 is divisible by both q 1 and q 2 . All the values we computed are available to interested researchers on the Internet [5] . For these parameters, the accuracy of the estimates derived in this paper is excellent, as explained earlier with the statement of Conjecture 1.
Beyond the point to which exact values are readily computed, they can nevertheless be estimated to good accuracy using sampling methods. The best approach of which we If we define u (1) = p (1) , then the matrix with columns u (1) , u (2) , . . . , u (n) has all column sums t and row sums s. It is not a uniform sample from this class of matrices, but nevertheless the method can be extended to estimate any statistic on the class. See [6] for details.
To further test Conjecture 1, we used this method to obtain accurate estimates of B(m, s; n, t) for all cases with max{m, n} ∈ {50, 100}. In every instance, we obtained 99% confidence intervals for ∆(m, s; t, n) lying inside the interval (− 1 12 , 0) mentioned at the end of the Introduction.
We also estimated a variety of values with max{m, n} = 1000 to approximately 4 digits accuracy, in each case obtaining an answer consistent with the conjecture.
