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1. INTRODUCTION 
The hierarchy of generalized density operators Df’ (or briefly g.d.0.) 
(p = 1, 2, *a*, n) associated with a quantum mechanical system of n particles 
were first discussed extensively by Lowdin in 1955 [I] and two valuable 
reviews of their formal mathematical properties have appeared recently [2,3]. 
But some important properties of the g.d.o.‘s seem to have been overlooked 
and the scope of the conceptual and computational implications of their rich 
mathematical structure does not appear to have been fully realized by most 
physicists. Our aim here is to give a systematic development of their theory 
which will provide a sound basis for further theoretical studies of many- 
body problems and for applications of these concepts to solid state physics 
and quantum chemistry. Particular emphasis will be placed on precise 
definitions of the spaces and operators introduced and on a rigorous mathe- 
matical development, heuristic arguments being invoked only in the physical 
interpretation of certain results and methods. Only in this way do we believe 
that significant progress can be achieved both conceptually and quantita- 
tively in most many-body problems facing us presently. 
2. PRELIMINARIES 
We consider a quantum mechanical system of n particles (n fixed) and 
denote by xi (i = 1, 2, .*a, n) the configuration coordinates (spatial and spin) 
of the ith particle, by di and Zi the associated one-particle configuration 
and state spaces. 
DEFINITION 1. The configuration space 8~~) of a p-particle system (p = 1, 
2, **-, n) is the direct product of the p one-particle conjiguration spaces Bi and 
the measure p cP) is the product measure of the measures pi on the &i)s. 
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DEFINITION 2. The state space Zcp, of up-particle system (p = 1, 2, .*., n) 
is the L2-space of all complex valued, Lebesgue square integrable functions 
cvP)(xl , *a-, x,) defined on &,, , i.e., CD(P) E Xc,, ;f and only if 
s I @‘p) I2 dtLCD) < CO. 
With the inner product dejined by 
(D(p), Y(p)) = j @‘)!%)dPCpj (1) 
these spaces .8cQ) are separable, infinite dimensional Hilbert spaces. 
The following theorem is well known, if seldom properly proved in 
quantum mechanics, and with its generalization (Theorem 2), it is the basic 
representation theorem for many-particle wave functions. 
THEOREM 1 (Orbital representation theorem). I’ {+(xJ} (i = 1, 2, .a*, n) 
are any n complete orthonormal (c.o.n.) bases for XI , **a, Xn , then a c.o.n. 
basis for Stn, is given by the set: 
hdn(xl , **a( x,) = Q4 ... uk,hJ) (2) 
with (h)n = (h, , h,, **., k,) and (kc = 1,2, ..*, co; L’= 1, 2, a**, n). A proof 
can be found, e.g., in G. Hellwig [4], and of course the theorem holds for any 
*d (p = 1,2, *-a, n). 
THEOREM 2 (Basis representation theorem). If 
are any s c.o.n. basesfor XtD1) , .a., &‘cP,, with CizI p, = n, then a c.o.n. basis 
for Z(n) is given by the set 
Making use of Theorem 1, the proof is immediate in view of the definition 
and properties of &in, and Xtn, , in particular of the product nature of the 
measure p(n) . One should note that Theorem 2 contains in particular the 
geminal representation (in terms of 2-particle wave functions if n is even, 
2-particle wave functions and one l-particle wave function if n is odd). 
The further characterization of the state spaces and observables of systems 
of identical particles will be considered only in the next paper where certain 
specific aspects of the g.d.o. theory of such systems will be discussed. 
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3. COMPLETELY CONTINUOUS OPERATORS-THE CROSS OPERATOR 
The class of completely continuous operators in Hilbert spaces is of 
particular interest not only because of its rich mathematical structure but 
also here because many operators of quantum mechanics belong to it. Since 
its theory appears to be rather unfamiliar to many physicists, we shall give a 
brief outline of some essential definitions and properties, referring the reader 
to Refs. 5-8 for proofs and further elaboration. As these studies will repeatedly 
illustrate, the recognition of the complete continuity of an operator not only 
allows one to obtain directly many spectral properties and representations, 
but also leads one naturally to some of the powerful approximation methods 
of functional analysis. 
DEFINITION 3. An operator’ T, mapping a Hilbert space Xl into a Hilbert 
space X8 , T : XI + 2. , is called completely continuous (or briefly cc) if for 
every bounded sequence of elements { fi} of XI , the transformed sequence 
{Tfi} contains a strongly convergent subsequence (to an element in zKJ. 
There exists several other equivalent definitions of cc operators in a Hilbert 
space; in particular the following one which will be stated as 
LEMMA 1. An operator T is cc iff there exists a sequence of finite rank 
operators (i.e., an operator whose range is finite dimensional), 
{T,} (n = 1,2, --.) such that II T - Tn II-0 (see Ref. 6). 
The significance of this lemma for approximation purposes is obvious and it 
underlies general approximation methods such as the method of moments, etc. 
As an example of a cc operator, we introduce the cross operators defined by: 
DEFINITION 4. Let f and g be any two elements of the Hilbert spaces XI 
and SE. , respectively. The cross operator (g of) is given by 
(g of) h = (h, f) g for every h E #I . 
One can easily show that this operator is a cc mapping of sI into sa 
and its particular usefulness in the present context is a reflection of the intrin- 
sic tensor product nature of the state spaces. (See following papers.) 
Among others, one should note the following properties of cc operators: 
(i) They are bounded and possess a (unique) adjoint T*, also cc. 
1 All operators considered are assumed linear. 
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(ii) The products AT and TA of a cc operator T by a bounded linear 
operator A are cc, as is any finite linear combination of cc operators. 
(iii) Every finite rank operator is cc. 
(iv) cc operators defined everywhere on an i$%zite dimensional Hilbert 
space possess no inverse. 
In the sequel, we shall make use of three basic theorems on cc operators: 
THEOREM 3 (Polar decomposition)a. If T is a cc operator mapping Xl 
into Z2 , then T is of the form T = W[T] where [T] = ( T*T)l12 and W is a 
partially isometric operator of domain Xl and range in S2 . This “polar decom- 
position” is unique, except that if T is of finite rank, W is unitary but no longer 
unique. 
THEOREM 4 (Polar representation). Let {fi} and (g,} be two o.n. sets of 
elements in Sl and H2 and (pi} 6 e a sequence of real positive numbers, converg- 
ing to 0 ;f injnite. Then a bounded operator T is cc iff it has a “polar representa- 
tion” : 
T = c cl&i Oh, (5) 
i 
The {pi} are the nonzero proper values of [TJ and each appears as many 
times as its (finite) multiplicity; the { fi}’ s are the corresponding proper 
functions of [T] and the gi’s are given by Tfd = pigi (or g, = Wfi). 
These two theorems not only contain the Sasaki theorems [9], but also 
show how to construct the polar representation of a given cc operator. If 
every operator on a finite dimensional space has at least one proper value, this 
is in no way the case for operators in infinite dimensional spaces, not even 
for cc ones, although every cc operator T possesses at least one invariant sub- 
space.3 But to every cc symmetric operator Ton a Hilbert space Z’ corresponds 
a basis whose elements are proper vectors of T as shown by the next theorem. 
THEOREM 5 (Characterization of cc symmetric operators). Every cc sym- 
metric operator T on X admits a c.o.n. set of proper vectors. Its nonzmo (real) 
proper values hi are of finite multiplicity and form a sequence converging to zero 
if infinite. If (vi} is the set of corresponding functions ( Tvi = hzq+ , Xi # 0), then 
T has the representation: 
T = 1 h(Pi O~I), (6) 
i 
a This theorem holds for any linear, bounded operator. 
8 An invariant subspace M of an operator T in 2’ is a proper subspace {0} f M f 2 
such that T(M) C M. 
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where every hi appears as many times as its multiplicity. Conversely, every 
operator defined by (6) is a cc symmetric operator with the hi’s and yi’s having 
the stated properties. 
One should note that zero can be a proper value of T of infinite multiplicity; 
furthermore, if zero is a proper value, then the set {vi} is not complete in 2, 
but it is complete in the range of T; i.e., every vector Tf, f E SF, can be ex- 
panded in terms of the (pi}: 
Tf = C (f, Vi> FJ~ . 
I 
The class of all cc operators on a Hilbert space 2 denoted by (cc), forms a 
Banach space (complete normed space) if the metric adopted is the usual 
operator norm Ij T 11 , with 
II T II = Syp pi . 
There exists two important subclasses of cc operators, namely the Hilbert- 
Schmidt class (UC) which is the set of all cc operators such that the squares 
of the (positive) proper values pi of [T] form a convergent series and the 
trace class (TC), the set of all cc operators such that the k’s themselves form a 
convergent series. One easily sees that the trace class is properly contained 
in the Schmidt class which is itself properly contained in the class of cc 
operators since 
while the converse statements are false. 
These two subclasses4 are themselves Banach spaces, with metrics defined 
by the respective norms: 
1) T Ilo = [c 11 Tfn ~ls]l’~ = [x pi2]lip (Schmidt norm) (8) 
I t 
11 T II7 = Trace T = c pi (trace norm). (9) 
An important property for computational purposes is that in each of these 
spaces, the set of all finite rank operators is a dense subset, i.e., that every 
operator of these spaces can be approximated arbitrarily closely in the appro- 
priate metric by a finite rank operator5 (see Lemma 1). (The trace class can 
‘ They can actually be turned into Hilbert spaces, by introducing an appropriate 
inner product. 
6 A detailed discussion of these questions is given in Refs. .6 and 7. 
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also be defined equivalently as the set of all products of two operators of 
the Schmidt class.) 
4. THE F-MAPPINGS 
In this section, we shall consider the mappings induced by a wave func- 
tion Y E S&j . This preliminary study allows a much deeper under- 
standing of the nature of the generalized density operators and leads in 
particular in an elegant and natural way to some of their essential properties 
and representations. For convenience, we use the collective symbols 
x = ( x1, x2, ‘**, xp), y = (x$+i , *.*, x,), x’ = (xi’, me., xB’), and 
y’ f (x$+1, a.*, x,‘), dx E dPtB) , dy = dP(*) , dx dy = dtLfnj . 
If p and q are any two integers such that p + q = n, bcn) can be decom- 
posed as the direct product &t9) x g(p) with p(n) = up; furthermore, 
integrals over elements of 6t,j , 8~~) , a.. are independent of the order of the 
successive integrations since product measures are always used here. 
Every wave function Y(x, y), viewed as defined on the direct product 
bc,) x &‘cQ) , defines two linear mappings T,q and T,P between the p- and 
q-particle state spaces #‘t,, and Ztq) by 
T,nf(x) = j Y(x, y)f(x) dx = element in .Xtq, (10) 
and 
Tqpg(y) = j Y(x, Y) g(y) 4 = element in 4,) , 
where f(x) and g(y) denote respectively any element in &&, and Sip, . 
THEOREM 6. The Y-mappings T,q (resp. T,P) associated with the n-particle 
wave function Y(x, y) are cc mappings of all of XtQj (resp. #(,I) into St@) 
(resp. &‘c~,), and hence are bounded. (Proof: see Mikhlin [12, p. 49 ff.]) 
We then have from the general theorems of the preceding section: 
COROLLARY 1. The Y-mapping T,q admits the polar representation 
Tpq = 1 p.i(‘)(gi(‘) ofi’“‘), 
t 
where the (real) numbers FJP) are the propff vaZues of [Tg”] = (Tz*TDQ)1/2 
and (f tp)} the o.n. set of the associated proper functions; furthermore, the g?‘s 
are given by 
TD”fp’ = #pi(p) 
and form an o.n. set in .x?(~, . A similar result holds for T,,P. 
(12) 
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COROLLARY 2. The Y-mapping T,Q belongs to the Schmidt class (UC) since 
/I T,” 11 = C (&“)2 = J 1 Y((x, y) I2 dx dy < 00 (= 1 if Y is normalized) 
0 i 
(similarly for T,p). 
Another important result is given by: 
THEOREM 7 (Kernel representation theorem).6 The wave function Y(y(x, y) 
admits the representation 
Y(x, y) = c p!“‘gp’(y)p(x). (13) 
1 
Furthermore this representation is unique in the following sense: the 
~1’) are necessarily the (real positive) proper values of [T,q]; {fap)} is the 
o.n. set of associated proper functions (defined uniquely up to a unitary 
transformation) and the gi’s are given by TDqfi”) = &‘)gp). 
PROOF. (See Schatten). 
This representation theorem should not be confused with the general 
representation Theorem 2; there the sets {fi}, {g,} were c.o.n. sets in Zcp, 
and .%t,, and the representation obtained held for any Y in Xc,); here the 
{f p’}, (gp’} are o.n. but not necessarily complete sets and will be different 
for different Y’s. 
Theorem 7 apparently gives rise to two representations for Y in terms of 
the proper functions of [T,q] and [Tq”], but actually these two representations 
are identical as shown by the following theorem. 
THEOREM 8 (Duality). Let T,Q and T,P be the Y-mappings defined by (10) 
and {&‘)}, {pi”)} be the sets of nonzero proper values of [T,“] and [T,P]; then, 
the polar representation of T,q is 
T,’ = 1 #(gF) @fj”‘), 
and implies the following “duality relations,” 
Tzpfp) = &“gp’ 
T,%‘gl”) zz ,$‘lfi(P’ 
(12) 
(12’) 
s Part of the results contained in Theorems 7 and 13 are essentially due to E. Schmidt 
[Math. Ann. 63 (1907), 4331 and first noticed in this context by B. C. Carlson and 
J. M. Keller [Whys. Rw. 121 (1961), 6591. 
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Furthermore, the sets {pip} and {pie) are identical, i.e., [TDq] and [T,P] 
have the same nonzero proper values with the same (finite) multiplicity, and 
the polar representation of T,P is given by 
T,” = c piQ(fj*) (S&i’“‘) (11’) 
with 
paQ) = pj*’ = pcLi . (14) 
PROOF. (12) follows from Corollary 1, i.e., from the polar representation 
theorem. Making use of the kernel representation (13), we obtain for T,g 
from its definition (10’): 
Hence 
proving (11’) because since the polar representation is unique (Theorem 4), 
the CL!*) must be the nonzero proper values of [Tap], i.e., identical to the 
&)‘s’including multiplicity. (12’) follows from (11’) by setting g = gj*) 
(j = 1, 2, **-). 
If we consider now the Y-mappings associated with the complex conjugate 
of Y, F(x, y), we have similarly: 
with the same (real) pp.‘s.. 
The next theorem will be essential for our later developments. 
THEOREM 9. The (unique) a4oints of T,q and T,* are given by 
( T,q)* = FqP and (T,Y)* = TDa”. (15) 
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PROOF. Since the Y-mappings are linear and bounded, they each possess 
a unique adjoint. Making use of the polar representation (1 l), we then obtain 
since the pi’s are real. 
5. THE GENERALIZED DENSITY OPERATORS 
In the preceding section, we have seen that Y((x, y), regarded as the kernel 
of an integral operator, defines two cc mappings T,q and T,P between the p- 
and q-particle spaces, and we have also derived in this way an important 
representation of Y, (13). H ere we shall consider the hierarchy of generalized 
density operators ZP of domain and range in .%?c,, , (p = 1,2, **a, n) and 
obtain their essential properties very directly from those of the Y-mappings. 
Considering, for fixed (x, x’), Y(x, y) and p(x,’ y) as elements in Z(n) , 
the integral 
D*(x, 4 = i W, y) p(x’, y) dy, (p = 1,2, ‘*a, n) (16) 
defines a kernel on the direct product space bc,) x &‘te,) and hence an 
integral operator D* of domain and range in %tD, . Since it is obvious from 
its definition that the kernel D’(x, x’) is bounded and Hermitian, i.e., 
D’(x, x’) = DP(x’, x), the following definition is justified: 
DEFINITION 6. The “pth order density operator DP” associated with the 
wave function Y(x, y) E Sin, is the operator D* defined everywhere in St9, 
by the kernel D”(x, x’), i.e., 
Dpf(x) = / D’(x, x’) f (x') dx’ 
= jj Wd%'df(x') dx'4, (p = 1, 2, **a, ?z). (17) 
The physical interpretation of this hierarchy of operators acting in the 
1, 2, **a, n-particle spaces has often been discussed [IO] and we shall not 
discuss it now. The next theorem establishes some immediate properties of 
the g.d.o.‘s. 
THEOREM 10. The pth-order density operator D”, p = 1, 2, **a, n, is 
linear, bounded and self-adjoitat operator. 
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PROOF. The linearity and boundedness are obvious and one easily shows 
the self-adjointness by proving that D” is symmetric (symmetry and bounded- 
ness imply self-adjointness), i.e., that (D’lfi ,fi) = (fi , DpfJ for any two 
elementsf, , fi E iS?c9j . 
It is often useful to consider in conjunction with D”, the qth order density 
operator DR, with q = n -p, defined in the same way as DP by the kernel 
I.e., 
D”(Y 9 Y’) = / Vx, Y) %, Y’> dx, (16’) 
Dq&9 = 1 Dq(y, ’) g(9) dy’ 
= II ‘-% Y) F(x, y’) g(f) dx 4’. (17’) 
Obviously, Dq is also linear, bounded and self-adjoint. 
THEOREM 11. The pth and 9th order density operators DP, 04, (p = 1, 2, 
a**, n - 1) have the product decomposition: 
Dp = TqppPq = Tqp(Tqp)* (18) 
Dq = TPqTqp = T,q( T,q) *. (18’) 
PROOF. Since TPq is an operator of domain X(9) and range in Zip, , 
Tpgf is an element of Xc,); T,P having X&j for domain and range in Zig, , 
the composite mapping TqpTDq has a meaning and is equal to Dp because 
both of these operators, as integral operators, are determined by the same 
kernel. The second part of (18) follows from Theorem 9. 
Theorem 11 could serve as an alternate definition of the Dp’s; here we 
shall use it primarily to obtain very directly further properties of the g.d.o.‘s 
but the reader should already be alerted to the interesting computational 
features of operator decompositions of the form TT*, as illustrated, e.g., by 
the works of Kato [ll] and others. 
THEOREM 12. The density operators DP and Dq (p = 1,2, **a, n - 1) are 
cc; furthermore, they belong to the trace class and so also to the Schmidt class. 
PROOF. The complete continuity results directly from the product 
decomposition (18) and the complete continuity of the T’s. They belong 
to the trace class because they are the products of two operators of the 
Schmidt class (Corollary 2. of Theorem 6). 
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COROLLARIES 
(i) The Dp’s and DQ’s admit a (unique) polar representation 
The hip’s, (&Q’s) are the nonzero, real proper values of DP, (DQ); they are 
at most of finite multiplicity and form a sequence converging to zero if 
infinite. The (pip’s, (~QQ’s) are the associated proper functions of Dp, (DQ); they 
form an o.n. set in .2&, , (XfQ)) which is complete iff 0 is not a proper 
value. 
PROOF. By direct application of Theorem 5 since we have established that 
the Dp’s are both cc and symmetric. 
(ii) The Kernels DP(x, x’) and DP(y, y’) haoe the representations 
D”(x, ’) = c h&p(x) q6p’(x’) (20) i 
D’(Y, ’> = c h“&‘(y) &‘(Y’), (20’) 
where the X’s and qo’s have the above properties. 
THEOREM 13 (Duality). The pth and pth order density operators, Dp 
and DQ, have the same nonfzero proper values with the same (finite) multiplicity, 
the ith one being given by : 
hip EG jjiQ EE Ai = pi=, (21) 
where pi is the ith proper value of [T, ] Q or [TQP]. The proper functions @) 
and q$~) satisfy the duality relations: 
T Q-!V) _ 
9 9% 
(a) 
- tWi 
Tavq$’ = pi&“s (22) 
PROOF. It follows directly from the product decomposition (18) and the 
properties of the Y-mappings given earlier since one has then, in addition to 
(21): 
v’i9) =fi” &’ =gp. (23) 
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Indeed, (18), (ll’), (14) give 
hence 
D’ = c t~t( fp) @f p,‘) q.e.d. 
(Similar proof for D*.) 
THEOREM 14. The nth order density operator Dn, defined by the kernel 
Y(x) p(x’), where x = (x1 , *.I, x,), is the orthogonal projection operator on the 
Y-ray in &&, , i.e., 
D”Ip = (@, Y) Y (24) 
OY 
D”=Y@p. (247 
It is defined everywhere in Xt,, , linear, bounded, self-adjoint and idem- 
potent. It is also positive’ and of trace 1 (idempotency and trace 1 require 
normalization to 1 of Y : I/ Y I/ = (Y, Y) = 1). The proof of this theorem is 
immediate (all properties mentioned belong to every projector in a Hilbert 
space). As will be shown now, the Dp’s (and D*‘s) possess also all these 
properties with the exception of the idempotency. 
THEOREM 15. The density operators D” and DQ (p = 1,2, ..., n - 1) 
are positive and are of trace 1. 
PROOF. The positivity follows from (18), since one has then for every 
f E3E4s) 
(W,ff) = G”qYC’)*f,f) = O”,“% T,“*f> = II T,“*f II2 2 0. 
By definition of the trace of an operator, one has 
TrD” = c (D”fi ,fi) = c 11 T,“*fi 11’ = 11 T,’ 11; = 11 Y 11’ = 1, 
t t 
since Y is assumed normalized to 1. 
’ For a definition of positive and positive definite operators, see Ref. 12, p. 3. 
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COROLLARIES 
(i) All proper values {Xi”)> of DP are 2 0. 
(ii) All d g 1 I ia ona e ements of any matrix representation of DP are >, 0. 
(iii) All proper values {Xp)} of 0~ < 1. 
(iv) The sum of the proper values of DP is equal to 1, each Xfp) being counted 
as many times as its multiplicity. 
c xj9) = 11 Y 112 = 1. 
I 
(25) 
(i), (ii) are direct consequences of the positivity of DP. 
(iii) follows from (iv) and the fact that all hjP)‘s are > 0. 
(iv) is a well-known property of the trace of an operator and can be 
obtained directly from the definition of the trace by taking as c.o.n. set, the 
set of all proper functions of D”. 
One should note that Theorem 15 implies that the Dp’s are symmetric 
(part of the definition of positivity) and also cc because of: 
THEOREM 16. Every positive operator of finite trace is cc. (A direct proof 
of this theorem is easily constructed.) 
An essential problem in the g.d.o. theory is the so-called representability 
problem, i.e., the problem of obtaining a complete characterization of the 
Dp’s. An answer to this question requires obtaining necessary and sufficient 
conditions on an operator on SC?(,) such that they will ensure the existence 
of at least one n-particle wave function Y from which the tentative density 
operator can be derived according to the definition of DP. 
If the state space of the system is Zen, , the representability problem is 
answered by the next theorem; but, of course, such a state space corresponds 
only to a system of n distinguishable particles; the representability problem 
for systems of identical particles will be considered in the following papers. 
THEOREM 17. Every positive operator of trace 1 on .%to, is a pth order 
density operator, derivable from an element !P(x, y) in .%Yt,,, and conversely. 
PROOF. Theorem (16) ensures the cc of the tentative density operator; 
it is also symmetric (part of the definition of positivity), so it admits the polar 
representation (Theorem 5) 
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with 
(trace 1) 
(the @J’s being o.n. in .?FtP)). 
Consider now the expression 
where {gig)} is any o.n. set in Xc,,, , it is clear that this expression defines an 
element Y(x, y) of 2% (%) and one verifies immediately that the associated 
pth order density operator DP is the given operator. This shows that the 
conditions given are sufficient and the converse was established in Theorem 
15. 
The reader will recognize this last theorem as the equivalent for the 
g.d.o.‘s of the von Neumann theorem on the characterization of a statistical 
operator. 
6. SUMMARY AND CONCLUSIONS 
We have shown that the principal properties of the generalized density 
operators are direct consequences of those of completely continuous opera- 
tors induced by the wave function Y. By using the appropriate function 
spaces together with their associated operators we are able to systematically 
organize the important theorems from which we extract the structure of the 
density operators in a simple and transparent manner. It is to be noted that 
the cross operator which was used so effectively in deriving the properties 
of the density operators and their kernels should not be regarded as just 
another formal operator introduced as a mathematical convenience. Indeed, 
it is a reflection of the tensor product nature of Xtn, resulting from X(9, 
and .#‘cq, . The kernel representation theorem is likewise a reflection of this 
same fact as is the duality theorem. These features will be clarified in later 
papers after we have discussed tensor algebras on a Hilbert space. 
The introduction of the Schmidt and trace norms and the fact that finite 
rank operators, defined on the Banach spaces generated by these norms, lie 
dense in these spaces will permit us to introduce the methods of functional 
analysis and therefore to construct bona fide approximation procedures 
(with resulting a priori error estimates) for quantum mechanical calculations. 
In this way we will gain both geometrical and physical insight into many- 
body problems. 
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