Abstract Effective learning in multi-label classification (MLC) requires an appropriate level of abstraction for representing the relationship between each instance and multiple categories. Current MLC methods have focused on learning-to-map from instances to categories in a relatively low-level feature space, such as individual words. The fine-grained features in such a space may not be sufficiently expressive for learning to rank categories, which is essential in multi-label classification. This paper presents an alternative solution by transforming the conventional representation of instances and categories into meta-level features, and by leveraging successful learning-to-rank retrieval algorithms over this feature space. Controlled experiments on six benchmark datasets using eight evaluation metrics show strong evidence for the effectiveness of the proposed approach, which significantly outperformed other state-of-the-art methods such as Rank-SVM, ML-kNN (Multilabel kNN), IBLR-ML (Instance-based logistic regression for multi-label classification) on most of the datasets. Thorough analyses are also provided for separating the factors responsible for the improved performance.
Introduction
Multi-label classification (MLC) refers to the problem of instance labeling where each instance may have more than one correct label. MLC has a broad range of applications. For example, a news article could belong to multiple topics, such as politics, finance and economics, and also could be related to China and USA as the regional categories. An image could have flower as the object type, yellow and red as the colors, and outdoor as the background category. A computer trouble report could be simultaneously related to a networking issue, a software problem, an urgency-level category, a regional code, and so on. MLC is technically challenging as it goes beyond the scope of well-studied binary classifiers, such as two-class Support Vector Machines (SVM), Naive Bayes probabilistic classifiers, etc. Approaches to MLC typically reduce the problem into two sub-problems: the first is learning to rank categories with respect to each input instance, and the second is learning to place a threshold on each ranked list for a yes/no decision per category. The first sub-problem is the most challenging part and therefore has been the central focus in MLC. A variety of approaches has been developed and can be roughly divided into two types: binary-classifier based methods versus global optimization methods, and the latter can be further divided into model-based and instance-based methods. Binary-classifier based methods are the simplest. A representative example is to use a standard SVM (binary-SVM) (Vapnik 2000) to learn a scoring function for each category independently from the scoring functions for other categories. Other kinds of binary classifiers could also be used for such a purpose, such as logistic regression, Naïve Bayes probabilistic classifiers, boosting algorithms, neural networks etc. In the testing phase, the ranked list of categories is obtained for each test instance by scoring each category independently with its binary classifier and then sorting the scores. Binary-classifier based methods have been commonly used due to their simplicity, but also have been criticized for the lack of global optimization in category scoring. These methods are common baselines in benchmark evaluations of stronger methods for MLC. Elisseeff and Weston (2001) proposed a large-margin approach, namely Rank-SVM, which is a representative example of model-based methods. Unlike conventional binary SVM which maximizes the margin for each category independently, Rank-SVM maximizes the sum of the margins for all categories, conditioned on partial-order constraints. That is, ranking the relevant categories of each instance higher than the irrelevant categories is an explicit optimization criterion in this method. The scoring function is parameterized by the weights of input features for every category. Experiments by the authors of Rank-SVM showed improved performance of this method over binary SVM in gene classification on a micro-array dataset (namely 'the yeast dataset'). Zhang and Zhou (2007) proposed an instance-based approach which is named as Multi-label k-Nearest Neighbor (ML-kNN). Cheng and Hüllermeier (2009) proposed another variant called Instance-Based Logistic Regression (IBLR). Multi-label versions of kNN have been studied in text categorization for a long time and commonly used as strong baselines in benchmark evaluations (Creecy et al. 1992; Yang 1994 Yang , 1999 . ML-kNN and IBLR are relatively new variants which are similar to each other in the sense that both use Euclidean distance to identify the k nearest neighbors for each test instance, but also differ from each other in how the local probabilities are estimated for categories. ML-kNN gives an equal weight to each label occurrence in the neighborhood of the input instance while IBLR varies the weight of each label according to how distant it is to the test instance. Further, ML-kNN assumes independence among category occurrences while IBLR explicitly models pairwise dependencies among categories using logistic regression. IBLR also makes combined use of instance-based features (such as the similarity score of each neighbor) and conventional features (such as words in the test document) in the logistic regression). The evaluations by the authors of ML-kNN showed its superior performance over Rank-SVM, BoosTexter (Schapire and Singer 2000) and Adaboost.MH (Schapire and Singer 1999) , and the experiments by the authors of IBLR showed further performance improvement by IBLR over the results of ML-kNN on multiple datasets (Cheng and Hüllermeier 2009) .
MLC methods, including the ones discussed above, have been focused on learning-tomap using low level features. Binary SVM and Rank-SVM for text categorization, for example, use words in the document vocabulary as typical features. Rank-SVM for image classification, as another example, uses colors and intensity of pixels as typical features. Although these low-level features are directly observable and handy to process they may not be sufficiently expressive for characterizing the instance-category relationship, and may not provide a proper granularity level for systems to effectively learn the instance-to-category mapping. An open question for research therefore is: Can we transfer the lower-level features into higher-level features with which MLC classifiers or learning-to-rank algorithms would work more effectively? We answer this question in this paper by the following means:
1. We propose a general framework that supports automated transformation of a conventional instance representation (such as a bag of words per instance and a set of training instances per category) into meta-level features, enables a broad range of learning-to-rank algorithms in information retrieval (IR) to be leveraged for category ranking in MLC, and invokes supervised learning for instance-based threshold optimization. 2. We instantiate our framework with several state-of-the-art learning-to-rank algorithms, including RankSVM-IR (Joachims 2002) , SVM-MAP (Yue and Finley 2007) , LambdaRank ) and ListNet (Cao et al. 2007) , to illustrate the generality of our framework and to examine the effectiveness of these instantiations. 3. We conduct controlled experiments on multiple benchmark datasets to evaluate our approach in comparison with other state-of-the-art methods in MLC, including Rank-SVM, ML-kNN, IBLR and Binary SVM. Our approach outperforms the other methods significantly on most of the datasets, with p-values at the 5% level or smaller.
The rest of the paper is organized as follows. Section 2 describes our new approach. Section 3 outlines the design of our experiments. Section 4 presents the main results with discussions. Section 5 summarizes our findings and future work. This paper is the extended version of our paper in ACM SIGIR 2010 (Gopal and Yang 2010) . Here we present the same new framework for MLC, with larger and more thorough empirical evaluations and in-depth analyses for a broader range of learning-to-rank algorithms.
Method
Our approach consists of three components: supervised extraction of meta-level features, learning to rank categories based on meta-level features, and learning to optimize the threshold over ranked lists on a per-instance basis.
Meta-level feature extraction
We define the meta-level features for MLC based on both the original representation of each input instance and a training set of labeled instances. Let X be the input space of all possible instances, C be the set of categories over which the ranked lists of categories are formed, m be the number of categories, and φ(x, c) be the meta-level representation (a vector) of instance x ∈ X with respect category c ∈ C. The desirable properties of the meta-level representation are the following:
1. φ(x, c) should be highly informative about the relation of instance x to category c, and discriminative in separating the positive instances from the negative instances of category c. 2. The features in vector φ(x, c) should be automatically computable given instance x and a training set of labeled instances. 3. The transformed training data should allow a broad range of learning-to-rank algorithms to be used for category ranking per test instance in MLC.
Based on these criteria we define a set of vectors for representing each instance (x) based on its k-nearest-neighbor distances from the training instances in category c as the following:
) is the j th nearest neighbor (j = 1, 2, . . . , k) of x among those instances which belong to c in the training set, and d L 2 (x,x j ) = x −x j 2 is the L 2 distance between the two vectors.
) is the j th nearest neighbor (j = 1, 2, . . . , k) of x among those instances which belong to c in the training set, and d L 1 (x,x j ) = x −x j 1 is the L 1 distance between the two vectors.
• φ cos (x, c) 
vector, wherex j ∈ kNN cos (x, c) , and d cos (x,x j ) is the cosine similarity distance between the two vectors. (x,x c )), a 2-dimensional vector, wherex c is the centroid (vector average) of all instances that belong to category c.
We define φ(x, c) as the concatenation of the above vectors:
Finally, the full meta-level representation of instance x with respect to all categories is defined as:
Of course the meta-level features above are not exhaustive with respect to all possibly informative features; rather they are a set of concrete examples to illustrate the principle underlying our approach. Note that vector φ(x, c) has a dimensionality 3k + 2 and each φ cos (x, c) ,
Parameter k can be tuned on a held-out validation dataset; k is typically in the range from 10 to 100.
The meta-level features make a combined use of local information (through kNN-based features) about each instance as well as global information (through category centroids) about output categories in the training set and represent a feature space for constructing discriminative patterns across categories. Figure 1 illustrates the concept geometrically in a 2-D space. For simplicity we only plot φ L 2 (x, c) in this graph. Fig. 1 The feature representation of one particular instance, the black dot in the center, is shown in relation to each of the 3 categories. Each category is represented using its positive examples (points in the same color) in the training set and its centroid (triangle). The relation between the instance and a category is represented using the distance to the category centroid (shown by thick lines) and the distance to each of the k nearest neighbors (shown by the thin lines) from the same category. Note that the number of nearest neighbors is set to 3 2.2 Learning to rank categories for MLC In analogy to the standard notation in the learning-to-rank literature, we define Z as the space of all possible instances which are represented using meta-level features, Y as the space of all possible ranked lists of categories, and D = {(z i , y i )} i=1,..n as a training set of n pairs of z i ∈ Z and y i ∈ Y. Our goal is to find the optimal mapping f : Z → Y given D. In principle, any learning to rank method can be used to learn the ranking function. Learning to rank methods so far are designed for ranking documents with respect to ad-hoc queries where ad-hoc means that queries can be any combination of words and are not fixed in advance. Most learning-to-rank algorithms in text retrieval rely on a shared representation between queries and documents, i.e., a bag-of-words per query and per document. Such a shared representation facilitates a natural way to induce features for discriminating the relevance of query-document pairs. Typical features include the count of shared terms in the query and the document, the length of the document, the BM25 score of the document (Qin et al. 2010) etc. In order to apply any learning-to-rank retrieval algorithm to MLC in general, we need to find discriminative features to represent instance-category pairs. The meta-level features φ(x, c) we introduced in the previous section are exactly designed for such a purpose, allowing a broad range of learning-to-rank algorithms in IR to be deployed for MLC.
We follow the well-established learning-to-rank paradigm; in the training phase, a learning to Rank method is used to optimize model parameters with respect to partial-order preference between pairs of relevant and non-relevant category labels for each training document. In the testing phase, the trained system produces a ranked list of categories (in complete order) for each test document. A variety of learning-to-rank algorithms have been developed recently for ad-hoc retrieval, optimizing different loss functions and model selection criteria. For example, SVM-MAP (Yue and Finley 2007) is a large-margin approach designed to maximize the Mean Average Precision (MAP) of ranked lists, AdaRank.NDCG (Xu and Li 2007 ) is a boosting based method designed to optimize Normalized Discounted Cumulative gain (NDCG) of ranked lists. Methods which focus on other optimization criteria include MCRank ), FRank ), ListNet (Cao et al. 2007 ), LambdaRank ). All these methods can be used in our framework as "plug-in" learning algorithm in principle, to perform the task of ranking categories given an instance. We choose a subset of them as concrete examples for the instantiation of our approach and for thorough experiments (Sects. 4 and 5). These choices are briefly outlined below:
RankSVM-IR was proposed by Joachims (2002) for ranking documents given a query, originally named RankSVM. We rename it as 'RankSVM-IR' in order to make a distinction from the 'RankSVM' proposed by Elisseeff and Weston (2001) for multi-label classification. RankSVM-IR is a large-margin approach that enforces partial order constraints among documents given a query, i.e., a relevant document should be ranked higher than any irrelevant document. Its objective function optimizes the ROC-Area from a classification point of view. RankSVM-IR has been a strong baseline in benchmark evaluations of learning-to-rank methods for IR. We name its application to MLC with meta-level features as MLC-RankSVM-IR. SVM-MAP was proposed by Yue and Finley (2007) , as another large-margin approach and a specific instantiation of the more general SVM-struct (Tsochantaridis et al. 2006) . SVM-MAP is designed to optimize ranked lists with respect to the Mean Average Precision (MAP) which has been a conventional metric in the evaluations of retrieval systems. It has shown superior performance over RankSVM-IR and other methods when MAP is the choice of metric. We call its application to MLC with meta-level features as MCL-SVM-MAP. LambdaRank was proposed by Burges et al. (2007) , and has become one of the most popular and widely used learning-to-rank methods. It uses a neural network type of learning, and can be easily adapted to work with several IR metrics such as MAP, NDCG, Mean Reciprocal Rank etc. (Donmez et al. 2009 ). It has exhibited state-of-the-art performance in IR evaluations. We name its application to MLC with meta-level features as MLCLambdaRank. ListNet is proposed by Cao et al. (2007) as another neural network based method. It uses a probabilistic model to define its loss function and its authors have shown improved performance over RankSVM-IR, RankBoost (Freund et al. 2003) , RankNet (Burges et al. 2005) , etc., in evaluations on benchmark datasets (Qin et al. 2010) . We name its application to MLC with meta-level features as MLC-ListNet.
Learning to threshold for MLC
In order to enable the system to make classification decisions in MLC, we need to apply a threshold to the ranked list of categories for each test instance. A variety of thresholding strategies have been studied in the literature (Elisseeff and Weston 2001; Yang 2001) , and the choice of thresholding strategy may depend on the nature of classifiers. For binary-SVM, the natural and common choice is to set the threshold to zero, while for probabilistic binary classifiers (such as logistic regression or Naïve Bayes classifiers), the default choice of threshold is 0.5. However, learning-to-rank methods are very different from binary classifiers, and many of them do not produce probabilistic scores. Obviously, neither zero nor 0.5 nor any fixed constant is the optimal threshold on the ranked list of categories given an instance. We take an alternative strategy which was originally proposed by Elisseeff and Weston (2001) for Rank-SVM for MLC, where the threshold is optimized on a per-instance basis, conditioned on each ranked list. The system uses a training set to learn a linear mapping g from an arbitrary ranked list of categories to a threshold as:
where L ⊆ R m is the space of all possible vectors of system-scored categories, and T ⊆ R is the space of all possible thresholds. The optimal mapping is defined as the linear-leastsquared-fit (LLSF) solution given a training set of ranked lists with the optimal threshold per list. The optimal threshold given a list is defined as the threshold that minimizes some predefined metric (such as error-rate, F 1 etc.). In our experiments we chose the optimization criteria to select the threshold that minimizes the sum of false positives and false negatives. The training set can be automatically generated by (1) using a learning-to-rank algorithm to rank (score) all categories conditioned on each input instance, and (2) finding the optimal threshold on the ranked list of categories with respect to pre-specified metric. The LLSF function is learned from such a training set and then is applied in the testing phase, to the system-scored categories conditioned on each test instance. The categories whose scores are above or at the threshold receive a yes decision, and the categories whose scores are below the threshold receive a no decision. As a modification of the original learning-to-threshold method, we rescale the scores of categories for each test instance to make them sum to one; we have found the score normalization improves performance in our experiments.
Evaluation design

Datasets
We use six datasets in our experiments, namely emotion, scene, yeast, citeseer, Reuters21578, and vowel. Table 1 summarizes the statistics of the datasets. These datasets form a representative sample across different fields and they vary in training-set size and feature-space size. All the datasets have been used in previous evaluations of multi-label or multi-class classification methods, with conventional train-test splits. We follow such conventions in order to make our results comparable to the previously published ones. We briefly outline these datasets below:
Emotions is a multi-label audio dataset (Trohidis et al. 2008) , in which each instance is a song, indexed using 72 features such as amplitude, beats per minute etc. The songs have been classified under six moods such as sad/lonely, relaxing/calm, happy/pleased, amazed/surprised, angry/aggressive and quiet/still. Scene is an image classification dataset (Boutell et al. 2004 ). The images are indexed using a set of 294 features which decompose each image into smaller blocks and represent the color of each block. The images are classified based on the scenery (Beach, Sunset etc.) they portray. Yeast dataset (Elisseeff and Weston 2001 ) is a biomedical dataset. Each instance is a gene, represented using a vector whose features are the micro-array expression levels under various conditions. The genes are classified into 14 different functional classes. Citeseer is a set of research articles we collected from the Citeseer web site. Each article is indexed using the words in its abstract as the features, with a feature-set size of 14,601. We use the top level of 17 categories in the Citeseer classification hierarchy as the labels Reuters-21578 is a benchmark dataset in text categorization evaluations. The instances are Reuters news articles during the period 1987 to 1991, and labeled using 90 topical categories. We follow the same train-test split used by Yang (2001) . Vowel is a multi-class audio vowel recognition dataset (Ganapathiraju et al. 1998 ). There are 11 types of vowel sounds which form the output class labels. The training set consists of 528 speech data frames from eight speakers and the test set consists of 462 frames from seven speakers. The speech data was digitized and is represented using 10 features.
In our experiments, we use the scene, emotions, yeast, citeseer, Reuters21578 datasets for comparative evaluation of our approach and other state-of-the-art methods in MLC, as well as for evaluating our own approach with different learning-to-rank algorithms (MLC-RankSVM-IR, MLC-SVM-MAP, MLC-LambdaRank and MLC-ListNet). We used the Vowel dataset for an additional experiment, i.e., to assess the usefulness of our metalevel features in solving a multi-class classification problem.
MLC methods for comparison
We conduct controlled experiments to compare our approach with the following MLC methods which have performed strongly in benchmark evaluations:
1. Binary-SVM is a standard version of SVM for one-versus-rest classification, and a common baseline in comparative evaluation of classifiers (including MLC methods) (Elisseeff and Weston 2001; Joachims 1999). 2. Rank-SVM, the method proposed by Elisseeff and Weston (2001) , is representative of the model-based methods which explicitly optimize ranked lists of categories for MLC. 3. IBLR, the instance-based method recently proposed by Cheng and Hüllermeier (2009) .
The method has two versions, one uses kNN-based features only (IBLR-ML) and another (IBLR-ML+) uses word-level features in conjunction with kNN-based features. We tested both versions and found that IBLR-ML performed consistently better than IBLR-ML+, which agrees with the conclusion by the authors of IBLR (Cheng and Hüllermeier 2009) . We therefore use the results of IBLR-ML for method comparison in the rest of the paper. We used the Mulan (Tsoumakas et al. 2010 ) implementation provided by the authors.
4. ML-kNN, the instance-based method proposed by Zhang and Zhou (2007) is another strong baseline (Cheng and Hüllermeier 2009) . We used the publicly available Mulan implementation (Tsoumakas et al. 2010 ) of this method in our experiments.
All the systems produce scores for candidate categories given a test instance. Applying a threshold to those scores yields yes/no assignments of categories with respect to the instance. In Binary-SVM, we used the conventional threshold of zero for each category. In ML-kNN, IBLR-ML and Rank-SVM, we follow the same thresholding strategies as proposed by the authors of those methods. Specifically, for ML-kNN and IBLR we set the threshold to 0.5 since the score of each category is the system-estimated probability for category to be relevant to the given the test instance. For Rank-SVM we use the LLSF solution to predict a threshold for each test instance (Sect. 2.3) as proposed by Elisseeff and Weston (2001) .
Evaluation metrics
We select five standard metrics for evaluating ranked lists, and three standard metrics for evaluating classification decisions.
• 
AP(
• Ranking Loss (RankLoss) is a popular metric for comparing MLC methods in ranking categories (Schapire and Singer 2000; Elisseeff and Weston 2001; Cheng and Hüllermeier 2009; Zhang and Zhou 2007) . It measures the average number of times an irrelevant category is ranked above a relevant category in a ranked list:
RL(
• Normalized Discounted Cumulative Gain (NDCG) (Järvelin and Kekäläinen 2000) is a popular metric in recent IR evaluations. NDCG uses a logarithmic discounting factor to place a larger penalty when a relevant object is placed lower in the ranked list. For evaluating ranked lists of categories, NDCG is defined as:
DCG(
• Micro-averaged F 1 (Micro-F 1 ) is a conventional metric for evaluating classifiers in category assignments to test instances (Lewis et al. 1996; Yang 1999; Yang and Pedersen 1997 (FN c ) , respectively. The corresponding evaluation metrics are defined as:
• Macro-averaged F 1 (Macro-F 1 ) is also a conventional metric for evaluating classifiers in category assignments, defined as:
Macro-averaged
Both micro-averaged and macro-averaged are informative for method comparison. The former gives the performance on each instance an equal weight in computing the average; the latter gives the performance on each category an equal weight in computing the average.
• Hamming loss (HLoss) (Schapire and Singer 1999 ) is a generalization of error-rate to the case of multilabel classification:
• One-error measures the average number of times the top most label in the ranked list is irrelevant. The IR equivalent of One-error is 1 − prec@1. Let c
i ∈ C denotes the topmost category in the ranked list for x i , we have:
• Coverage measures the average depth that one needs to go down the ranked list for a test instance in order to retrieve all the relevant category of that instance. In IR terms, it measures the average rank at 100% recall. It is defined as:
We choose the above metrics to evaluate the performance of both the ranking algorithms as well as the classification results after thresholding. 
Experimental setting details
For term weighting in Citeseer and Reuters documents, we use the conventional TF-IDF scheme (namely 'ltc'). On the Emotions dataset, each feature was rescaled to a unit variance representation since we observed that the original values of the features are not comparably scaled. We did not use feature selection on any of the datasets for any method. All parameter tuning is done through a five-fold cross validation on the training set for each corpus. The tuned parameters include the number of nearest neighbors for the induction of meta-level features, ML-kNN and IBLR-ML, and the regularization parameter in Ranking-MLC (if any), Binary-SVM, Rank-SVM, as well as the learning rate in Ranking-MLC (if any). We set the number of epochs for stochastic gradient based methods to 50. For the number of nearest neighbors we tried values from 10 to 100 with the increments of 10; for the regularization parameter we tried 20 different values between 10 −6 to 10 6 . We increased the range if crossvalidation chose values on the boundaries.
Since our framework relies on the computation of meta-level features for each test instance, the scalability of our approach depends on how fast the nearest neighbors can be calculated. In our experiments, for computing the L 1 , L 2 distances we used the publicly available ANN (Approximate Nearest Neighbor) library, which has the option to compute approximate as well as exact nearest neighbors efficiently 3 ; we used the 'exact' option. Table 2 shows the CPU seconds for computing the nearest neighbors for all instances in a batch mode on the benchmark datasets. Run times could be considerably reduced using the approximate option. There is a rich body of work in scalable search of nearest neighbors (Kleinberg 1997; Arya et al. 1998; Roussopoulos et al. 1995; Yianilos 1993) .
For the learning-to-rank methods based on our MLC framework and Rank-SVM, we use the same training set to induce the classification models and to learn the regression function for instance-based thresholding (non-splitting strategy), rather than having a primary training set to learn the classification model and a secondary training set to train the threshold regression function (splitting strategy). The reason for this strategy is to avoid data sparsity issues. Many categories in benchmark datasets have a relatively small number of positive training instances. For example, the 'Vowel' training set has 48 positive instances per category on average; the 'Emotions' training set has 67 positive instances per category on average. The Reuters collection has a highly skewed category distribution, meaning that only a few categories have a significant number of positive training instances but the majority of categories do not. Thus splitting the training data into a primary training set, a secondary training set and then a tertiary set as the hold-out validation set would make the data sparsity issue more severe. We tested both strategies with 5-fold cross validation on our training sets (without using test data), and found the non-splitting strategy to exhibit better results in both category ranking (measured in MAP) and in category assignments (measured in F 1 ).
Results
We obtain four sets of results from our controlled experiments:
• The first set focuses on the comparison of our approach (using MLC-ListNet as a specific choice of the learning-to-rank algorithm) with other state-of-the-art MLC methods, including Binary-SVM, RankSVM, IBLR and ML-kNN. We use 5 datasets and 8 metrics for both rank-based and classification-based evaluations (Table 3 ).
• The second set focuses on the comparison of the above MLC methods under the condition that all the methods use the same thresholding strategy, i.e., instance-based regression for thresholding. We use 5 datasets and 3 metrics for classification-based evaluations (Tables 4 and 5).
• The third set focuses on the comparison of different instantiations of our framework, including MLC-SVM-MAP, MLC-RankSVM-IR, MCL-LambdaRank and MLC-ListNet. We use 5 datasets and 8 metrics for both rank-based and classification-based evaluations (Table 6 ).
• The fourth set examines the usefulness of our meta-level features compared to using the original features. We use the average performance of 2 metrics (Micro-F 1 and MAP) across 5 datasets for evaluations. (Fig. 2 ).
• The fifth set analyzes the usefulness of our meta-level features in solving a multi-class classification problem, which is related to multi-label classification. We test binary SVM on the vowel dataset, using conventional features and our meta-level features as alternatives; we also compare the results with 10 methods which were previously evaluated on that dataset (Table 6 ).
We discuss each of the result sets in detail in the next sections. are large-margin methods but the former outperforms the latter on 21 out of the 38 lines (the remaining two performed equally). These results are consistent with the previously reported evaluation on the Yeast dataset (Elisseeff and Weston 2001) , showing some success of Rank-SVM by reinforcing partial-order preferences among categories. Comparing Rank-SVM with MLC-ListNet, on the other hand, the latter outperforms the former in 37 out of the 40 lines showing the advantage of using of the meta-level features in the learning-to rank framework. Comparing MLC-ListNet, ML-kNN and IBLR-ML, these methods have one property in common: they are either fully instance-based or partially instance-based leveraging kNN-based features. IBLR-ML outperforms ML-kNN in 23 out of the 40 cases; this is more or less consistent with the previous report by Cheng and Hüllermeier (2009) in terms of the relative performance of the two methods. Nevertheless, both IBLR-ML and ML-kNN underperform MLC-ListNet in 38 and 35 cases.
Relative performance of the MLC methods
Effectiveness of thresholding strategies in the MLC methods
Each of the MLC methods we compare in Table 3 has its own thresholding strategy, and the different strategies could be partly responsible for the difference in performance between these methods. In order to measure the effects of the thresholding strategies, we evaluate the performance of each method under two conditions: using its default thresholding strategy, or using the instance-based regression method. Table 4 shows the results on 5 datasets; since thresholding strategies do not affect ranked lists but influence classification decisions, we only need the classification-based metrics (Micro-F 1 , Macro-F 1 and HLoss) for the evaluation. We can clearly see in the results that by using instance-based regression for thresholding, the performance of all the methods improved substantially in both Micro-F 1 and Macro-F 1 across almost all datasets. On average, there is 6.15% improvement in Micro-F 1 and a 9.78% improvement in Macro-F 1 respectively. However, the HLoss scores present an inconclusive picture. Further investigation is required regarding the nature of the evaluation metric and its consistence with other well-reserved metrics. The results shown in Table 5 compare the performance of all the five MLC methods where the same instance-based regression is used for thresholding in each method. Although the results of Binary-SVM, Table 4 Results of using instance-based regression to threshold in Binary-SVM, RankSVM, IBLR and MLkNN. In the two columns under each method, one shows the result of using the method's default thresholding strategy and the other shows the results of using the instance-based regression RankSVM, IBLR and ML-kNN have improved, MLC-ListNet remains the best performer on average. MLC-ListNet has the best performance in 10 out of the total 12 cases while Binary-SVM is the best in the remaining 2 cases. These results suggest that the superior performance of MLC-ListNet comes from the use of meta-level features and the effective learning-to-rank algorithm as the main factors.
Statistical significance tests
We perform significance tests on all the results in Table 3 and Table 5 . We use the signtest for Micro-F 1 , and the Wilcoxon signed rank test for the rest of the evaluation metrics. The sign-test is suitable for comparing binary predictions of two systems on all categorydocument pairs (Liu 1999) . Each prediction is considered as a random event. The null hypothesis is that both the systems are equally good; the alternative is that one of the systems is better. The Wilcoxon signed-rank test is a non-parametric statistical test for pairwise comparison of methods and a better alternative to the paired t-test when the performance scores are not normally distributed. For Macro-F 1 , the F 1 scores on each category are used to compare two systems. In the case of MAP, RankLoss, NDCG, OneError, Coverage and HLoss, the performance scores on each test instance are used to compare systems. In both Table 3 and Table 5 , we report the significance test results of comparing MLC-ListNet with every other method. A * indicates a p-value of 5% or lower, and a ** indicates a p-value of 1% or lower. It can be observed in these tables that MLC-ListNet significantly outperformed the other methods at the 5% level or lower in most cases and at the 1% level or lower in a large number of the cases, which is indeed strong evidence for the effectiveness of our approach. We do not use ANOVA tests for multi-set comparison of systems because ANOVA assumes a normal distribution on the data, but the performance scores we have for system comparison do not necessarily satisfy such an assumption. The Friedman test has been recently advocated for comparing classifiers on multiple datasets (Demšar 2006; Garcıa and Herrera 2008) ; This method does not assume a normal distribution. However, it treats each dataset as a random event, and requires a relatively large number of datasets for meaningful testing. It is not recommended to use the Friedman test when the number of datasets is 10 or less. Table 6 summarizes the performance of using different learning to rank methods-MLCRankSVM-IR, MLC-SVM-MAP, MLC-LambdaRank and MLC-ListNet on the five datasets of scene, emotions, yeast, citeseer, Reuters21578. Overall, the variance in performance among the learning-to-rank methods are smaller than those we observed in Table 3 , and the performance mean is higher. These indicate that all the learning-to-rank methods we tested are relatively effective in working with the meta-level features. In most cases no method totally outperforms the others. Relatively, MCL-ListNet has the best score in Rank Total, and is particularly strong in the NDCG metric, and MLC-RankSVM-IR has the second best score in Rank Total, and is particularly strong in the RankLoss metric. The suboptimal performance of LambdaRank could be partially explained by the difficulty of jointly tuning all the parameters in the method (such as the learning rate, and its reduction as a function of iterations). The difficulty is amplified because the system needs to be tuned with respect to a variety of metrics and on many datasets. Although the meta-level features are primarily designed to enable the use of learning-torank algorithms in solving the multi-label classification problem, it is also possible to use these meta-level features to produce an alternative representation of the input for conventional MLC methods, such as binary SVM, IBLR, ML-kNN and Rank-SVM. Instead of using the original features, such as words in text or pixels in images, one could use these meta-level features to represent each input instance in binary SVM, IBLR, ML-kNN and Rank-SVM. We examine whether or not this alternative representation would lead to significant performance improvements for those methods. Figure 2 summarizes our experimental results: Each method is evaluated on all the five datasets in two conditions, i.e., using the original features vs. using the meta-level features. The graph on top compares the performance in category assignments (classification decisions) with Micro-F 1 , averaged over the five datasets; while the graph below compares the performance in category ranking with MAP, again averaged over the five datasets. For reference we also include the performance of the learning-to-rank methods in these figures; notice that only the meta-level features are applicable to these methods. These results show that for the conventional MLC methods, meta-level features either hurt the performance (as for ML-kNN and IBLR) or have only a negligible performance improvement (as for Binary SVM) on average. In any case, the use of meta-level features does not enable the conventional MLC methods to close the performance gap compared to the learning-to-rank methods. This suggests that in order to fully leverage the meta-level features, it is important for the methods to have the ability to enforce partial-order constraints among categories or to optimize category ranking explicitly, which the learning-to-rank methods do but the conventional classifiers (except RankSVM) do not.
Effectiveness of meta-level features in multi-class classification on vowel
Given the encouraging results of our approach with the meta-level features in MLC, we are naturally interested in testing the effectiveness of such features in solving a similar problem: multi-class classification (MCC). MCC is similar to MLC in the sense that both problems require the learning methods to focus on one-to-many mapping from each instance to categories, and our meta-level features are designed to make such learning easier. On the other hand, MCC differs form MLC in the sense that each instance has one and only one correct category. Nevertheless, the similarity between MCC and MLC makes it interesting to try our meta-level features instead of the conventional features in MCC. In our experiments we took a common and simple approach to MCC: we train a standard binary SVM per category, and assign the category with the top score to each test instance. We evaluated SVM with two options: using original features, or using the meta-level features which we designed for MLC. We choose to use the vowel dataset for the experiments, which is a common benchmark in MCC and known as a difficult classification task. Table 7 shows the results of SVM using the two types of features, respectively; previously published results on this dataset are also included for comparison. Using the meta-level features reduced the error rate of SVM from 0.612 to 0.420. Whereas SVM with the original features is the worst-performing method, SVM with our meta-level features ties for second-best method.
Conclusion and future work
In this paper we produced a new approach for learning to rank categories in multi-label classification. By introducing meta-level features that effectively characterize the one-to-many relationships from instances to categories in MLC, and by formulating the category ranking problem as a standard ad-hoc retrieval problem, our framework enables the application of a broad range of learning-to-rank retrieval algorithms for MLC optimization with respect to various performance metrics. Our controlled experiments with this new approach on six benchmark datasets with eight performance metrics shows consistent and significant performance improvements of our method over the previous state-of-the-art methods (Rank-SVM, ML-kNN and IBLR-ML). This study provides useful insights into how to enhance the performance of MLC methods by improving the representation schemes for instances, categories and their relationships, and by creatively leveraging state-of-the-art algorithms for learning to rank. A logical extension of our approach is to explore different techniques for automated induction of meta-level features, including unsupervised methods (such as SVD or LDA) or supervised methods (such as sLDA or DiscLDA) or using a hybrid between meta-level features, instance-only features and category specific features. Another interesting direction for future research would be to extend our framework by jointly optimizing the learning-to-rank part and the learning-to-threshold part using a combined objective function, instead of treating them as two separate optimization problems.
