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Coherence is a basic notion for quantum states. Instead of quantum states, in this work, We
establish a resource theory for quantifying the coherence of Gaussian channels. To do this, we
propose the definitions of incoherent Gaussian channels and incoherent Gaussian superchannels.
PACS numbers: 03.65.Ud, 03.67.Mn, 03.65.Aa
I. INTRODUCTION
Coherence is a fundamental ingredient for quantum
physics and an important resource for quantum informa-
tion science. In the past few years there have been many
works focusing on the coherence of quantum states and
have achieved fruitful results both in theories and appli-
cations (recent reviews see [1, 2] and references therein).
However, the past research for coherence is only for quan-
tum states. Quantum information processings inevitably
involve quantum channels, then it is necessary to consider
the coherence of quantum channels. From a higher per-
spective, quantum states can be regarded as degenerated
quantum channels [3], or we call a resource possessed in
quantum states as static resource while a resource pos-
sessed in quantum channels as dynamic resource [4]. Re-
cently many researchers begin to exploit the coherence of
quantum channels [5–11].
All these research about coherence both for quan-
tum states or quantum channels mainly aims to the
finite-dimensional systems setting. When we consider
the case of infinite dimensional systems, we will en-
counter many difficulties. Firstly, a physical quantum
state in an infinite-dimensional system should be con-
vergent in some sense. Furthermore, the expressions for
finite-dimensional systems often become hard to evalu-
ate for infinite-dimensional systems even they are conver-
gent such as the relative entropy of coherence for quan-
tum states [12]. Quantum Gaussian states are a class
of infinite-dimensional states which play significant role
in quantum optics and in quantum information theory
(reviews see e.g. [13, 14]) with thermal states, coher-
ent states and squeezed states as special cases of Gaus-
sian states. Till now the coherence of quantum Gaussian
states has been discussed in many works e.g. [15–20].
In this work, we turn to study the coherence of Gaus-
sian channels under the quantum resource theory (QRT)
[21]. This paper is organized as follows. In section II, we
give the definitions of incoherent Gaussian channels and
incoherent Gaussian superchannels, we also explore the
structures of them. In section III, we establish a QRT
for quantifying the coherence of Gaussian channels, and
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explicitly provide such a measure. Section VI is a brief
summary. For clarity of the structure and easy reading,
we postpone most necessary proofs for this work to the
Appendix part.
II. INCOHERENT GAUSSIAN CHANNELS
AND INCOHERENT GAUSSIAN
SUPERCHANNELS
Let {|j〉}∞j=0 be an orthonormal basis of Hilbert space
H, we call the basis {|j〉}∞j=0 Fock basis and call each
state |j〉 Fock state. Note that the notion of coherence is
dependent on the chosen orthonormal basis, so we always
suppose the Fock basis is fixed, or call it reference basis.
When we consider the n-fold tensor Hilbert space H⊗n,
we adopt the tensor basis ({|j〉}∞j=0)
⊗n as its reference
basis.
For a state ρ onH⊗n, its characteristic function χ(ρ, λ)
is defined as
χ(ρ, λ) = tr[ρD(λ)], (1)
D(λ) = Πnj=1D(λj), (2)
D(λj) = exp(λja
†
j − λ
∗
jaj), (3)
where λ = (λ1x, λ1y , λ2x, λ2y, ..., λnx, λny)
t ∈ R2n, λj =
λjx + iλy, λjx, λy ∈ R, aj , a
†
j are the annihilation and
creation operators acting on the jth Hilbert spaceH, and
*, t, † represent the complex conjugation, transposition
and Hermitian conjugation. Notice that we use both no-
tations λj = (λjx, λjy) and λj = λjx + iλy according to
different contexts.
A state ρ on H⊗n is called a Gaussian state if its char-
acteristic function χ(ρ, λ) has the form
χ(ρ, λ) = exp[−
1
2
λtΩV Ωtλ− i(Ωd0)
tλ], (4)
where d0 = (d01x, d01y, d02x, d02y, ..., d0nx, d0ny)
t ∈ R2n
is called displacement vector, d0j = d0jx + id0jy , d0jx,
d0jy ∈ R, Ω = ⊕
n
j=1ω, ω =
(
0 1
−1 0
)
, V is a 2n × 2n
real symmetric matrix called covariance matrix satisfying
the uncertainty relation [22]
V + iΩ ≥ 0. (5)
2We see that a Gaussian state ρ is completely described
by (V, d0), then we denote ρ = ρ(V, d0), and also we
denote the set of all Gaussian states on H⊗n by GSn.
Notice that GSn is not a convex set.
Definition 1. We call a Gaussian state incoherent
Gaussian state if it is a thermal state.
This definition comes from the fact that the incoher-
ent state is defined as the diagonal state in reference basis
[12], and the diagonal Gaussian states are just the ther-
mal states (an explicit proof see [16]). We call the set of
all incoherent Gaussian states as IGSn, that is
IGSn = {⊗
n
j=1ρth(νj)|νj ≥ 1 ∀ j}, (6)
ρth(νj) =
2
νj + 1
∞∑
k=0
(
νj − 1
νj + 1
)k|k〉〈k|. (7)
A quantum channel is defined as a linear map from
quantum states into quantum states with the conditions
of complete positivity and trace preservation [23]. Now
we say that a quantum channel is Gaussian when it trans-
forms Gaussian states into Gaussian states. A Gaussian
channel φ on GSn can be described by φ(T,N, d) it acts
on ρ(V, d0) ∈ GSn as [24]
d0 → Td0 + d, (8)
V → TV T t +N, (9)
where d ∈ R2n is a displacement vector, while T and
N = N t are 2n × 2n real matrices, which must satisfy
the complete positivity condition
N + iΩ− iTΩT t ≥ 0. (10)
When N = 0, and T is a symplectic matrix, i.e.
TΩT t = Ω, (11)
we call such channel unitary Gaussian channel.
We denote the set of all Gaussian channels φ(T,N, d)
on GSn by GCn.
Definition 2. A Gaussian channel φ ∈ GCn is called
incoherent, if φ(ρth) ∈ IGSn for ∀ ρth ∈ IGSn.
We denote the set of all incoherent Gaussian channels
by IGCn.
We now determine the structure of IGCn.
Theorem 1. A Gaussian channel φ(T,N, d) ∈ GCn is
incoherent iff (if and only if)
d = 0, (12)
T = {tjTj}
n
j=1 ∈ Tn, (13)
N = ⊕nj=1ωjI2, (14)
ωj ≥ |1−
∑
k:r(k)=j
t2k detTk|, ∀ j, (15)
where tj , ωj ∈ R, Tj is a 2 × 2 real matrix for ∀ j; I2 is
the 2× 2 identity; Tn denotes the set of all 2n× 2n real
matrices such that for any matrix T ∈ Tn, the (2j−1, 2j)
two columns have just one 2 × 2 real matrix tjTj with
TjT
t
j = I2, i.e., orthogonal, located in (2r(j) − 1, 2r(j))
rows for ∀ j, r(j) ∈ {k}nk=1, and other elements are all
zero.
Note that the identity Gaussian channel φ(T =
I2n, N = 0, d = 0) ∈ IGCn, where I2n is the 2n × 2n
identity.
Superchannel is a completely positive linear map trans-
forming channels into channels [3, 25]. Gaussian super-
channel is hence defined as superchannel transforming
Gaussian channels into Gaussian channels. Let GSCn
denote the set of all Gaussian superchannels acting on
GCn. For φ(T,N, d) ∈ GCn, consider the Gaussian state
ρφ(V, d0) ∈ GS2n with
V =
(
TT tch2r +N TΣnsh2r
ΣnT
tsh2r I2nch2r
)
, (16)
d0 =
(
d
0
)
, (17)
Σn = ⊕
n
j=1
(
1 0
0 −1
)
, (18)
and r ∈ R, ch2r = e
2r+e−2r
2 , sh2r =
e2r−e−2r
2 . The fact
that ρφ is indeed a Gaussian state see e.g. section 5.5.2
in [14]. ρφ is called the Choi state of Gaussian channel φ.
From this correspondence between φ and ρφ, we provide a
characterization of GSCn. The idea is as follows. Suppose
Φ ∈ GSCn, which transforms φ ∈ GCn as Φ(φ) ∈ GCn,
then we will find a Gaussian channel which transforms
ρφ into ρΦ(φ). The result is Theorem 2 below.
Theorem 2. A Gaussian superchannel Φ ∈ GSCn
can be represented by Φ(A,O, Y, d), and for φ(T,N, d) ∈
GCn, we have Φ[φ(T,N, d)] = ψ(T
′, N ′, d′) with
T ′ = ATΣnOtΣn, (19)
N ′ = ANAt + Y, (20)
d′ = Ad+ d, (21)
where A,O, Y are all 2n × 2n real matrices, Y = Y t,
OOt = I2n, d ∈ R
2n, and
Y + iΩ− iAΩAt ≥ 0, (22)
iΩ− iOΩOt ≥ 0. (23)
We can also express any Gaussian superchannel in
terms of compositions of Gaussian channels, this is The-
orem 3 below.
Theorem 3. A Gaussian superchannel Φ(A,O, Y, d)
can be represented by Φ(φ) = φ2 ◦ φ ◦ φ1 for ∀ φ ∈ GCn
3with fixed φ1(T1, N1, d1), φ2(T2, N2, d2) ∈ GCn. One such
representation is
T1 = ΣnO
tΣn, N1 = 0, d1 = 0; (24)
T2 = A,N2 = Y, d2 = d. (25)
To establish a QRT for coherence of Gaussian channels,
we need to specify the definition of incoherent Gaussian
superchannel.
Definition 3. A Gaussian superchannel Φ ∈ GSCn is
called incoherent if Φ(φ) ∈ IGCn for ∀ φ ∈ IGCn.
We denote the set of all incoherent Gaussian super-
channels by IGSCn. The structure of IGSCn is as fol-
lowing Theorem 4.
Theorem 4. For Gaussian superchannel
Φ(A,O, Y, d), the following (1), (2) and (3) are
equivalent.
(1). Φ(A,O, Y, d) is incoherent.
(2). d = 0, A ∈ Tn, O ∈ Tn, Y = ⊕
n
j=1ηjI2, ηj ∈ R.
(3). Φ(φ) = χ2 ◦ φ ◦ χ1 for ∀ φ ∈ GCn, with fixed χ1,
χ2 ∈ IGCn.
III. FRAMEWORK FOR QUANTIFYING
COHERENCE OF GAUSSIAN CHANNELS.
With the definitions of incoherent Gaussian channels
and incoherent Gaussian superchannels, we now establish
a quantum resource theory for quantifying the coherence
of Gaussian channels.
We propose the following conditions that any coher-
ence measure for Gaussian channels should satisfy.
(C1). C(φ) ≥ 0 ∀ φ ∈ GCn, and C(φ) = 0 iff φ ∈ IGCn.
(C2). C[Ψ(φ)] ≤ C(φ), ∀ φ ∈ GCn, ∀ Ψ ∈ IGSCn.
Note that, (C2) is equivalent to (C3a)+(C3b) below.
This can be seen by Theorem 4 and the fact that the
identity Gaussian channel φ(T = I2n, N = 0, d = 0) ∈
IGCn.
(C3a). C(φ ◦ χ1) ≤ C(φ), ∀ φ ∈ GCn, χ1 ∈ IGCn.
(C3b). C(χ2 ◦ φ) ≤ C(φ), ∀ φ ∈ GCn, χ2 ∈ IGCn.
Theorem 5 below provides a way to construct a class
of coherence measures for Gaussian channels, the proof
is simple.
Theorem 5. If the functional C : GSn → R satisfies
(B1). C(ρ) ≥ 0 ∀ ρ ∈ GSn, and C(ρ) = 0 iff ρ ∈ IGSn;
(B2). C[χ(ρ)] ≤ C(ρ), ∀ ρ ∈ GSn, ∀ χ ∈ IGCn,
then
C(φ) = sup
ρth∈IGSn
C[φ(ρth)] (26)
is a coherence measure for Gaussian channels.
Consider the functional Cr : GSn → R,
Cr(ρ) = inf
σ∈IGSn
S(ρ||σ), ∀ ρ ∈ GSn, (27)
with S(ρ||σ) = tr(ρ log2 ρ)− tr(ρ log2 σ) the relative en-
tropy. It is easy to check that Cr satisfies (B1) and (B2),
and also Cr(ρ) has the analytical expression as [16]
Cr[ρ(V, d0)] =
n∑
j=1
f(nj)−
n∑
j=1
f(
νj − 1
2
), (28)
f(x) = (x + 1) log2(x+ 1)− x log2 x, x ∈ R, (29)
nj =
1
4
[V
(j)
11 + V
(j)
22 + d
2
0jx + d
2
0jy − 2], (30)
where S(ρ) =
∑n
j=1 f(
νj−1
2 ) is the entropy of ρ [24],
{νj}
n
j=1 are the symplectic eigenvalues of V [13], nj is
determined by the jth-mode covariance matrix V (j) and
displacement vector d0j .
Consequently,
Cr(φ) = sup
ρth∈IGSn
Cr[φ(ρth)] (31)
is a coherence measure for Gaussian channels.
It is straightforward to check that Cr satisfies (B3) and
(B4) below.
(B3). Cr(ρ1 ⊗ ρ2) = Cr(ρ1) + Cr(ρ2), ∀ ρ1 ∈ GSn1 , ρ2 ∈
GSn2 .
(C4). Cr(φ1 ⊗ φ2) = Cr(φ1) +Cr(φ2), ∀ φ1 ∈ GCn1 , φ2 ∈
GCn2 .
We give two concrete examples to show the calculation
of coherence Cr(φ).
Definition 4. We call a Gaussian channel φ(T,N, d) ∈
GCn a constant Gaussian channel if φ(ρ) = ρ
′ for
∀ ρ(V, d0) ∈ GSn where ρ
′(V ′, d′0) ∈ GSn is fixed.
Such constant Gaussian channel can be represented as
φ(T,N, d) = φ(T = 0, N = V ′, d = d′0).
Exmple 1. For a constant Gaussian channel, according
to Eq. (31),
Cr[φ(T = 0, N = V
′, d = d′0)] = Cr[ρ
′(V ′, d′0)]. (32)
Exmple 2. Coherence of displacement channels.
The displacement operator D(λ) = Πnj=1D(λj) in
Eqs. (2, 3) is a unitary Gaussian channel acting on the
state ρ as D(λ)ρD(−λ). For ρ(V, d0) ∈ GSn, we have
D(λ)ρ(V, d0)D(−λ) ∈ GSn, and its characteristic func-
tion is
χ(D(λ)ρ(V, d0)D(−λ), µ)
= tr[D(λ)ρ(V, d0)D(−λ)D(µ)]
= tr[ρ(V, d0)D(−λ)D(µ)D(λ)]
= exp(µλ∗ − µ∗λ)tr[ρ(V, d0)D(µ)]
= tr[ρ(V, d0 + 2λ)D(µ)]
= χ(ρ(V, d0 + 2λ), µ), (33)
4where we have used
D(−λ)D(µ)D(λ) = D(µ) exp(µλ∗ − µ∗λ). (34)
and Eq. (4). Thus the Gaussian channel of displacement
operator D(λ) can be written as
φ(T = I2n, N = 0, d = 2λ)
= ⊗nj=1φ(T = I2, N = 0, dj = 2λj). (35)
From (C4) and Eqs. (31, 28) we have
Cr[D(λ)]
=
n∑
j=1
Cr[D(λj)]
=
n∑
j=1
sup
ν≥1
Cr[ρ(νI2, 2λj)]
=
n∑
j=1
sup
ν≥1
[f(
ν − 1
2
+ |λj |
2) − f(
ν − 1
2
) ]
=
n∑
j=1
f(|λj |
2), (36)
the last step is because f(x) is a concave function.
Besides Cr, we can also define the coherence mea-
sures for Gaussian channels via the coherence measures
for Gaussian states based on the Bures metric and the
Hellinger metric [18] under Theorem 5.
We need to point out that there could be a divergence
problem when we define a coherence measure for Gaus-
sian channels under Theorem 5 since the supremum is
taken over the unbounded set {νj |νj ≥ 1}
n
j=1.
IV. SUMMARY
In this work, we proposed the definitions of incoherent
Gaussian channel and incoherent Gaussian superchannel,
established a resource theory for quantifying the coher-
ence of Gaussian channels. We proposed two representa-
tions for Gaussian superchannels and two representations
for incoherent Gaussian superchannels. We provided a
way to construct a class of coherence measures for Gaus-
sian channels via coherence measures for Gaussian states.
It is worth emphasizing that the definitions of incoherent
Gaussian channels and incoherent Gaussian superchan-
nel in this work are all resource-nongenerating operations
[21]. Two concrete examples are given to exemplify the
calculation of coherence measure Cr for Gaussian chan-
nels.
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Appendix
A. Proof of Theorem 1
Suppose φ(T,N, d) ∈ IGCn, then for any ρth(V =
⊕jνjI2, d = 0) we have φ(ρth) ∈ IGSn. From Eqs. (8, 9)
it follows that d = 0 and for any {νj|νj ≥ 1}
n
j=1, there
exist {ν′j |ν
′
j ≥ 1}
n
j=1 such that
T (⊕jνjI2)T
t +N = ⊕jν
′
jI2. (A1)
Write T as n× n block matrix T = (Tjk)jk with each
Tjk a 2 × 2 real matrix located in (2j − 1, 2j) rows and
(2k − 1, 2k) columns, and N = (Njk)jk similarly. Then,
Eq. (A1) yields
n∑
l=1
νlTjlT
t
kl +Njk = 0, j 6= k, (A2)
n∑
l=1
νlTjlT
t
jl +Njj = ν
′
jI2, (A3)
where T tkl = (Tkl)
t. Varying {νj|νj ≥ 1}
n
j=1 in Eqs. (A2,
A3) leads to
TjlT
t
kl = 0, j 6= k, (A4)
Njk = 0, j 6= k, (A5)
TjlT
t
jl = t
2
jlI2, tjl ∈ R, (A6)
Njj = ωjI2, ωj ∈ R. (A7)
Eqs. (A4, A6) together imply that in {Tjl}
n
j=1 there is at
most one nonzero matrix, we denote this matrix by tlTl
with tl ∈ R, TlT
t
l = I2.
Taking these conditions into Eq. (10) and using the
fact that for any 2× 2 real matrix M,
MωM t = ω detM, (A8)
we get
ωjI2 + iω(1−
∑
k:r(k)=j
t2k detTk) ≥ 0, ∀ j. (A9)
this evidently leads to Eq. (15).
B. Proof of Theorem 2
For φ(T,N, d) ∈ GCn, ρφ(V, d0) ∈ GS2n, consider any
Φ(X,Y0, d˜) ∈ GC2n with
d˜ =
(
d
0
)
. (A10)
Write
X =
(
A B
C D
)
, Y =
(
A′ B′
(B′)t D′
)
, (A11)
5A, B, C, D, A′, B′, D′, are all 2n× 2n real matrices.
According to Eq. (9) we have
XVXt + Y =
(
V ′11 V
′
12
V ′21 V
′
22
)
+ Y (A12)
with V ′11, V
′
12, V
′
21, V
′
22 are all 2n × 2n real matrices as
respectively
(ATT tAt +BBt)ch2r + (BΣnT
tAt +ATΣnB
t)sh2r
+ANAt, (A13)
(ATT tCt +BDt)ch2r + (BΣnT
tCt +ATΣnD
t)sh2r
+ANCt, (A14)
(CTT tAt +DBt)ch2r + (DΣnT
tAt + CTΣnB
t)sh2r
+CNAt, (A15)
(CTT tCt +DDt)ch2r + (DΣnT
tCt + CTΣnD
t)sh2r
+CNCt. (A16)
If XVXt + Y has the form of Eq. (16), noticing that
r is varying, then there must be
ATT tAt +BBt = T ′T ′t, (A17)
BΣnT
tAt +ATΣnB
t = 0, (A18)
ATT tCt +BDt = 0, (A19)
BΣnT
tCt +ATΣnD
t = T ′Σn, (A20)
CTT tCt +DDt = I2n, (A21)
DΣnT
tCt + CTΣnD
t = 0, (A22)
ANAt +A′ = N ′, (A23)
ANCt +B′ = 0, (A24)
CNCt +D′ = 0. (A25)
Let T = 0, N + iΩ ≥ 0, Eq. (A21) and Eq. (A19) yield
DDt = I2n, (A26)
B = 0. (A27)
Let N = 0, T = In, it is easy to check that such T , N
satisfy Eq. (10). For such case, Eq. (A21) yields
C = 0, (A28)
and then Eqs. (A24,A25) lead to
B′ = D′ = 0. (A29)
Let A′ = Y , D = O, and notice that for Φ(X,Y0, d˜) ∈
GC2n, Eq. (8) leads to Eq. (21), Eq. (10) leads to Eqs.
(22, 23), we then end this proof.
C. Proof of Theorem 3
For φ1(T1, N1, d1), φ2(T2, N2, d2), φ3(T3, N3, d3) ∈
GCn, ρ(V, d0) ∈ GSn, denote ρ(V˜ , d˜0) = φ4[ρ(V, d0)],
φ4(T4, N4, d4) = φ3 ◦ φ2 ◦ φ1, then repeatedly using Eqs.
(8, 9) we get
V˜ = T3T2T1V T
t
1T
t
2T
t
3 + T3T2N1T
t
2T
t
3 + T3N2T
t
3 +N3,
(A30)
d˜0 = T3T2T1d0 + T3T2d1 + T3d2 + d3, (A31)
T4 = T3T2T1, (A32)
N4 = T3T2N1T
t
2T
t
3 + T3N2T
t
3 +N3, (A33)
d4 = T3T2d1 + T3d2 + d3. (A34)
Now we can check that Eqs. (24, 25) realize Eqs. (19-21).
Taking Eq. (25) into Eq. (10) we get Eq. (22). Taking
Eq. (24) into Eq. (10) we get
iΩ− iΣnO
tΣnΩΣnOΣn ≥ 0. (A35)
Left multiply the left side of this equation by OΣn and
right multiply it by ΣnO
t, together with the fact that
ΣnΩΣn = −Ω, (A36)
we will get Eq. (23).
D. Proof of Theorem 4
Step 1. We prove (1)⇒ (2).
Suppose Gaussian superchannel Φ(A,O, Y, d) is in-
coherent, then for any φ(T,N, d) ∈ IGCn, we have
Φ[φ(T,N, d)] = ψ(T ′, N ′, d′) ∈ IGCn. From Theorem
1 and Theorem 2, similarly to the proof of Theorem 1,
we can get d = 0, A ∈ Tn, Y = ⊕jηjI2, ηj ∈ R. We need
to prove O ∈ Tn. Let
O′ = ΣnOtΣn, (A37)
then T ∈ Tn, A ∈ Tn, and
T ′ = ATO′ ∈ Tn. (A38)
Note that Tn is closed under multiplication, then AT ∈
Tn.
If A = 0, then T ′ = ATO′ = 0, we let O = O′ = In ∈
Tn.
Suppose Tn∋A = {sjAj}j 6= 0, then there exists at
least one j0 such that sj0 6= 0, Aj0A
t
j0
= I2. Let T =
{tjTj}j with TjT
t
j = I2, r(Tj) = j0 ∀ j, then Tn∋AT =
{sj0tjAj0Tj}j with r(Aj0Tj) = r(Aj0 ) ∀ j. Now write O
′
as n×n block matrix O′ = (O′jk)jk with each O
′
jk a 2×2
real matrix located in (2j − 1, 2j) rows and (2k − 1, 2k)
columns, then
Tn∋T
′ = ATO′ = {sj0Aj0
∑
j
tjTjO
′
jk}k. (A39)
Varying tj , Tj, for all j, and using the facts of Lemma
1 and lemma 2 below, we can get O′ ∈ Tn and further
O = Σn(O
′)tΣn ∈ Tn.
6Lemma 1. Let B1, B2 be two fixed 2×2 real matrices.
If for any t1, t2 ∈ R, there exists t ∈ R such that
(t1B1 + t2B2)(t1B1 + t2B2)
t = tI2, (A40)
then there exist s1, s2, s3 ∈ R such that
B1B
t
1 = s
2
1I2, (A41)
B2B
t
2 = s
2
2I2, (A42)
B1B
t
2 +B2B
t
1 = s3I2. (A43)
Expand Eq. (A40) and vary t1, t2 ∈ R we will get
Lemma 1. Note that there are 2× 2 real matrices B1, B2
satisfying Eqs. (A41, A42) but not satisfying Eq. (A43),
for example B1 = I2, B2 =
1√
2
(
1 1
1 −1
)
.
Lemma 2. Let B2 be a fixed 2× 2 real matrix. If for
any t1, t2 ∈ R and any 2 × 2 real matrix B1 6= 0, there
exists t ∈ R such that
(t1B1 + t2B2)(t1B1 + t2B2)
t = tI2, (A44)
then B2 = 0.
Proof of Lemma 2. Any 2 × 2 real orthogonal matrix
has one of the forms
Q1(θ) =
(
cosθ −sinθ
sinθ cosθ
)
, (A45)
Q2(θ) =
(
cosθ sinθ
sinθ −cosθ
)
, (A46)
and
Q1(θ1)Q1(θ2) = Q1(θ1 + θ2), (A47)
Q2(θ1)Q2(θ2) = Q1(θ1 − θ2), (A48)
Q1(θ1)Q2(θ2) = Q2(θ1 + θ2), (A49)
Q2(θ1)Q1(θ2) = Q2(−θ1 + θ2), (A50)
where θ, θ1, θ2 ∈ R. With the fact of lemma 1, taking
(A47-A50) into Eq. (A43) and varying B1, we will get
Lemma 2.
Step 2. From Theorem 3 we can get (2)⇒ (3).
Step 3. For χ1, φ, χ2 ∈ IGCn, we evidently have
Φ(φ) = χ2 ◦ φ ◦ χ1 ∈ IGCn, hence (3)⇒ (1).
[1] A. Streltsov, G. Adesso, and M. B. Plenio, Rev. Mod.
Phys. 89, 041003 (2017).
[2] M.-L. Hu, X. Hu, J. Wang, Y. Peng, Y.-R. Zhang, and
H. Fan, Physics Reports 762-764, 1 (2018).
[3] G. Gour, IEEE Transactions on Information Theory , 1
(2019).
[4] I. Devetak, A. W. Harrow, and A. J. Winter, IEEE
Transactions on Information Theory 54, 4587 (2008).
[5] K. Ben Dana, M. Garc´ıa Dı´az, M. Mejatty, and A. Win-
ter, Phys. Rev. A 95, 062327 (2017).
[6] K. Korzekwa, S. Czacho´rski, Z. Pucha la, and
K. Z˙yczkowski, New Journal of Physics 20, 043028
(2018).
[7] C. Datta, S. Sazim, A. K. Pati, and P. Agrawal, Annals
of Physics 397, 243 (2018).
[8] T. Theurer, D. Egloff, L. Zhang, and M. B. Plenio, Phys.
Rev. Lett. 122, 190405 (2019).
[9] Y. Liu and X. Yuan, arXiv:1904.02680 (2019).
[10] Z.-W. Liu and A. Winter, arXiv:1904.04201 (2019).
[11] J. Xu, arXiv:1907.07289 (2019).
[12] T. Baumgratz, M. Cramer, and M. B. Plenio, Phys. Rev.
Lett. 113, 140401 (2014).
[13] C. Weedbrook, S. Pirandola, R. Garc´ıa-Patro´n, N. J.
Cerf, T. C. Ralph, J. H. Shapiro, and S. Lloyd, Rev.
Mod. Phys. 84, 621 (2012).
[14] A. Serafini, Quantum Continuous Variables (CRC Press,
Boca Raton, 2017).
[15] Y. Peng, Y. Jiang, and H. Fan, Phys. Rev. A 93, 032326
(2016).
[16] J. Xu, Phys. Rev. A 93, 032111 (2016).
[17] Q. Zheng, J. Xu, Y. Yao, and Y. Li, Phys. Rev. A 94,
052314 (2016).
[18] D. Buono, G. Nocerino, G. Petrillo, G. Torre, G. Zonzo,
and F. Illuminati, arXiv:1609.00913 (2016).
[19] K. C. Tan, T. Volkoff, H. Kwon, and H. Jeong, Phys.
Rev. Lett. 119, 190405 (2017).
[20] F. Albarelli, M. G. Genoni, and M. G. A. Paris, Phys.
Rev. A 96, 012337 (2017).
[21] E. Chitambar and G. Gour, Rev. Mod. Phys. 91, 025001
(2019).
[22] R. Simon, N. Mukunda, and B. Dutta, Phys. Rev. A 49,
1567 (1994).
[23] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University Press,
Cambridge, 2000).
[24] A. S. Holevo, M. Sohma, and O. Hirota, Phys. Rev. A
59, 1820 (1999).
[25] G. Chiribella, G. M. DAriano, and P. Perinotti, EPL
(Europhysics Letters) 83, 30004 (2008).
