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THE ZAK TRANSFORM AND THE STRUCTURE OF SPACES
INVARIANT BY THE ACTION OF AN LCA GROUP
D. BARBIERI, E. HERNA´NDEZ, V. PATERNOSTRO
Abstract. We study closed subspaces of L2(X ), where (X , µ) is a σ-finite
measure space, that are invariant under the unitary representation associated
to a measurable action of a discrete countable LCA group Γ on X . We provide
a complete description for these spaces in terms of range functions and a
suitable generalized Zak transform. As an application of our main result, we
prove a characterization of frames and Riesz sequences in L2(X ) generated by
the action of the unitary representation under consideration on a countable set
of functions in L2(X ). Finally, closed subspaces of L2(G), for G being an LCA
group, that are invariant under translations by elements on a closed subgroup
Γ of G are studied and characterized. The results we obtain for this case are
applicable to cases where those already proven in [5, 7] are not.
1. Introduction
Closed spaces that are invariant under a certain kind of unitary operators are
of particular importance in several areas of Harmonic Analysis such as wavelets,
spline systems, Gabor systems and approximation theory [1, 19, 24, 30, 33]. As a
particular case of these spaces we have the so-called shift-invariant spaces which are
closed subspaces of L2(Rn) invariant under all integer translations. The structure
of shift-invariant spaces has been intensively studied in [4, 11, 12, 36, 37]. Recently,
shift-invariant spaces have been considered in the context of locally compact abelian
(LCA) groups. That is, when G is an LCA group, a shift-invariant space is a closed
subspace of L2(G) that is invariant under translations by elements of a closed
subgroup Γ of G. The case when Γ is a discrete countable subgroup of G with G/Γ
compact has been treated in [7, 31], and extended to the case of Γ closed and G/Γ
compact in [5].
The aim of this paper is twofold. First of all, we will give a comprehensive de-
scription of the structure of closed spaces that are invariant by a class of operators
that generalize translations, namely unitary representations of discrete groups aris-
ing from measurable group actions on measure spaces. Secondly, we will see how
a similar approach allows us to treat translations by elements of a closed subgroup
without any other assumption on it. Both cases are treated with a similar approach
by using a generalized Zak transform, properly adapted to each case.
More precisely, in the first part of the paper we will consider, when (X , µ) is
a σ-finite measure space, closed subspaces of L2(X ) invariant under the unitary
representation associated to a measurable action of a discrete countable LCA group
Γ on X . A measurable action of Γ on X is a measurable map σ : Γ×X → X that
satisfies σγ(σγ′(x)) = σγ+γ′(x) for all γ, γ
′ ∈ Γ, all x ∈ X and σe(x) = x for all
x ∈ X , where σγ : X → X is given by σγ(x) = σ(γ, x). The action is said to be
quasi-Γ-invariant if there exists a measurable function Jσ : Γ×X → R+ such that
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dµ(σγ(x)) = Jσ(γ, x)dµ(x). To each quasi-Γ-invariant action σ we can associate a
unitary representation Πσ of Γ on L
2(X ) given by
(1) Πσ(γ)f(x) = Jσ(−γ, x) 12 f(σ−γ(x)).
It is with respect to this unitary representation that we consider invariant subspaces
of L2(X ). We say that a closed subspace V of L2(X ) is (Γ, σ)-invariant if whenever
f ∈ V we have that Πσ(γ)f ∈ V, ∀ γ ∈ Γ.
This setting includes the case of shift-invariant subspaces of L2(Rn) treated
in [4, 11, 12, 36, 37] as well as those considered in the context of LCA groups
[7, 31]. But moreover, it includes other classical operators from Analysis such us
the dilation operator used in wavelet theory, which arises from the dilation action
σ : Z×Rn → Rn given by σ(j, x) = 2jx, j ∈ Z, x ∈ Rn. More examples are given in
Section 2 (see Example 2.1).
The main issue that arises when trying to address this problem can be understood
by noting that the previous papers where the structure of shift-invariant spaces is
established, such as [4, 7], use heavily the Fourier transform either in Rn or in the
LCA group G, as well as in the subgroup of translations Γ. But in our situation,
L2(X ) with (X , µ) a measure space, such a tool is not available. The novelty of
our approach is that we work with a version of the Zak transform adapted to our
setting.
The classical Zak transform is an isometric isomorphism from L2(Rn) onto
L2(T2n) given, for f ∈ L2(Rn), by
Zf(x, ξ) =
∑
k∈Zn
f(x+ k)e−2πikξ , (x, ξ) ∈ T2n .
The history of the Zak transform is well described in Chapter 8 of [19]: The Zak
transform was first introduced and used by Gelfand [16] for a problem in differen-
tial equations. Weil [41] defined this transform on arbitrary locally compact abelian
groups with respect to arbitrary closed subgroups. . . . Subsequently, the Zak trans-
form was rediscovered several times, notably by Zak [44, 45] for a problem in solid
state physics and Brezin [6] for differential equations. In representation theory and
in abstract harmonic analysis Z is often called the Weil-Brezin map, but in applied
mathematics and signal analysis it has become customary to refer to Z as the Zak
transform. . . .The popularity of the Zak transform in engineering seems largely due
to Janssen’s influential survey article [29].
Properties of the Zak transform, as well as applications in pure and applied
mathematics can be found in [28, 29], [19, Chapter 8], [17, 18, 22, 23, 42].
In our setting, the generalized Zak transform is defined in the following way: for
ψ ∈ L2(X ), α ∈ Γ̂ and x ∈ X ,
Zσ[ψ](α)(x) :=
∑
γ∈Γ
[(Πσ(γ)ψ)(x)]X−γ(α),
where Xγ denotes the character on Γ̂ associated to γ ∈ Γ.
The importance of such generalized Zak transform in the study of invariant
subspaces of L2(X ) has been pointed out in [22] where it is used to prove results
concerning properties of sequences generated by a single function ψ ∈ L2(X ) under
the representation Πσ given by (1).
Our main result characterizes (Γ, σ)-invariant subspaces of L2(X ), for σ-finite
measure space X , in terms of range functions and the generalized Zak transform.
As a consequence, we are able to characterize frames and Riesz sequences in L2(X )
generated by the action of the unitary representation given by (1) on a countable
(meaning countable or finite) family of elements in L2(X ). As easy corollaries of
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these characterizations we deduce the results obtained in [22] concerning character-
izations of cyclic sequences generated by a single function in terms of the so-called
bracket map. In addition, we also show that every (Γ, σ)-invariant subspace of
L2(X ) can be decomposed into an orthogonal sum of (Γ, σ)-invariant subspaces,
each of them generated by a single function whose Πσ-orbit is a Parseval frame for
the space it spans.
In the second part of the paper, we will then focus on subspaces of L2(G),
with G an LCA group, that are invariant under translations by elements of a closed
subgroup Γ of G, and still address this problem in terms of a suitable Zak transform.
The subgroup Γ is allowed to be non-discrete and hence the situation does not fit
directly in the setting previously considered in this paper. For this reason, we
need to work with a non-discrete version of the Zak transform and deal with some
technical issues. As a result, also in this case we can characterize the structure of
these spaces in terms of range functions but now using the non-discrete version of
the Zak transform. Since we ask Γ to be just closed – not discrete nor co-compact
– our results include more cases than those covered by [5, 7, 31].
The paper is organized as follows. Section 2 is devoted to give precise definitions
of the basic objects involved in the study, while Section 3 contains the main prop-
erties of the Zak transform for discrete LCA groups. The main result, where we
characterize (Γ, σ)-invariant subspaces of L2(X ) in terms of range functions and the
generalized Zak transform is given in Section 4. The proof of it uses the character-
ization of multiplicative invariant subspaces developed in [5], which is summarized,
for the readers convenience, in Subsection 4.1. Applications of this result are given
in Section 5 where we characterize frames and Riesz sequences in L2(X ) generated
by the action of Πσ on a countable set of L
2(X ). Finally, in Section 6 we consider
the case of an LCA second countable group G and provide a characterization of
subspaces of L2(G) that are invariant under translations by elements of a closed
subgroup Γ of G.
Note: Once this manuscript was submitted for publication we learned of the
paper by J. Iverson [27] where similar results are proved independently. In [27],
the results we prove in Section 6 for closed subspaces of L2(G) invariant under
translations of by a closed subgroup Γ of an LCA group G, are extended using
similar techniques, to the case of closed abelian subgroups Γ of a locally compact
group G. On the other hand, in Sections 4 and 5 we obtain results for closed
subspaces of a general L2(X ) space invariant under the action of a discrete LCA
group Γ, which are not included in [27]. Also we learned of the paper by S. Saliani
[39] on linear independence in spaces invariant under the action of LCA groups,
which appeared almost in the same days and contains ideas on similar topics.
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2. Preliminaries and notation
2.1. Basic on LCA groups. Let Γ be a locally compact abelian (LCA) group
with operation written additively. By Γ̂ we denote the dual group of Γ, that is,
the set of continuous characters on Γ. For γ ∈ Γ and α ∈ Γ̂ we use the notation
(γ, α) for the complex value that α takes at γ. For each γ ∈ Γ, the corresponding
character on Γ̂ is denoted by Xγ , where Xγ : Γ̂→ C and Xγ(α) = (γ, α).
We denote the Haar measures on Γ and Γ̂ by mΓ and mΓ̂ respectively. The
Fourier transform of a Haar integrable function f on Γ, is the function f̂ on Γ̂
defined by f̂(α) =
∫
Γ f(γ)(−γ, α) dmΓ(γ). We fix the Haar measures mΓ and mΓ̂
such that the inversion formula holds (for details see [38, Section 1.5]). Therefore,
the Fourier transform on L1(Γ) ∩ L2(Γ) extends to a unitary operator from L2(Γ)
to L2(Γ̂) that we denote equally either by ∧ or by FΓ.
The Fourier transform satisfies the following well known property: for any γ ∈ Γ,
(2) ̂f(· − γ) = (−γ, ·)f̂(·).
As usual, when Γ is discrete, we choose mΓ to be counting measure. Then, the
inversion formula holds with mΓ̂ normalized such that mΓ̂(Γ̂) = 1. With this
normalization of the Haar measure and supposing that Γ is countable, {Xγ}γ∈Γ
turns out to be an orthonormal basis for L2(Γ̂).
2.2. LCA groups acting on σ-finite measure spaces. We now state the precise
definition of the actions we shall work with. This type of actions, called quasi-Γ-
invariant actions, were previously considered in [22] within the abelian setting and
in [2] for countable discrete groups that can be non-abelian. Fix Γ a countable
discrete LCA group. Let (X , µ) be a σ-finite measure space and σ : Γ×X → X an
action satisfying the following conditions:
(i) for each γ ∈ Γ the map σγ : X → X given by σγ(x) := σ(γ, x) is measurable;
(ii) σγ(σγ′(x)) = σγ+γ′(x), for all γ, γ
′ ∈ Γ and for all x ∈ X ;
(iii) σe(x) = x for all x ∈ X , where e is the identity of Γ.
As Γ is discrete and countable, σ : Γ×X → X turns out to be a measurable action,
since if E ⊆ X is measurable set, then σ−1(E) = ⋃γ∈Γ[{γ}×σ−1γ (E)] is measurable
in Γ×X .
The action σ is said to be quasi-Γ-invariant if there exists a measurable pos-
itive function Jσ : Γ × X → R+, called Jacobian of σ, such that dµ(σγ(x)) =
Jσ(γ, x)dµ(x). As a consequence of the properties of σ and the definition of the
Jacobian we have:
(3) Jσ(γ1 + γ2, x) = Jσ(γ1, σγ2(x))Jσ(γ2, x), ∀ γ1, γ2 ∈ Γ, x ∈ X .
To each quasi-Γ-invariant action σ we can associate a unitary representation Πσ
of Γ on L2(X ) given by
Πσ(γ)ψ(x) = Jσ(−γ, x) 12ψ(σ−γ(x)).
From (3) it follows that Πσ is a unitary operator. To prove that Πσ is a represen-
tation see [2, Section 4.2].
The action σ has the tiling property if there exists a measurable set C ⊆ X such
that µ(σγ(C) ∩ σγ′(C)) = 0 if γ 6= γ′ and µ(X \
⋃
γ∈Γ σγ(C)) = 0.
We provide here relevant examples of concrete quasi-Γ-invariant actions satis-
fying the tiling property. In particular, they include the usual operators used in
Analysis such us translations, dilations and those arising from the action of the
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shear matrix. Note that, the tiling set C necessarily has positive measure but, as
the examples show, it can have either finite or infinite measure.
Example 2.1.
• Let us consider the group Z acting on R2 by
σ1(k, (x, y)) =
(
1 0
k 1
)(
x
y
)
= (x, kx + y).
The action σ1 satisfies conditions i-iii and J1(k, (x, y)) = 1. Moreover,
σ1 has the tiling property with tiling set C = {(x, y) ∈ R2 : 0 ≤ y ≤
x} ∪ {(x, y) ∈ R2 : x ≤ y ≤ 0}. The associated unitary representation on
L2(R2) is Πσ1 (k)ψ(x, y) = ψ(x,−kx+ y).
• A different action of Z on R2 is given by
σ2(j, (x, y)) =
(
2j 0
0 2j/2
)(
x
y
)
= (2jx, 2j/2y).
Also in this case σ2 satisfies conditions i-iii but we have that J2(j, (x, y)) =
23j/2. A tiling set for σ2 is C = C1 \ C2 where C1 = [−1, 1]2 and
C2 = [−1/2, 1/2]× [−1/
√
2, 1/
√
2]. The associated unitary representation
on L2(R2) is Πσ2(j)ψ(x, y) = 2
−3j/4ψ(2−jx, 2−j/2y).
• The group Zn acts on Rn by translations σ3(m,x) = m+x. For this action
J3(m,x) = 1, a tiling set is C = [−1/2, 1/2]n and the unitary representation
associated on L2(Rn) to σ3 is Πσ3(m)ψ(x) = ψ(x−m).
2.3. (Γ, σ)-invariant spaces on L2(X ). Given σ a quasi-Γ-invariant action of Γ
on X we can define (Γ, σ)-invariant spaces in L2(X ) as spaces that are invariant by
the operators Πσ(γ), γ ∈ Γ. More precisely, we have:
Definition 2.2. A closed subspace V of L2(X ) is said to be (Γ, σ)-invariant if
f ∈ V =⇒ Πσ(γ)f ∈ V, for any γ ∈ Γ.
For any subset A ⊆ L2(X ) we define
SΓσ (A) = span{Πσ(γ)φ : φ ∈ A, γ ∈ Γ} and EΓσ (A) = {Πσ(γ)φ : φ ∈ A, γ ∈ Γ}.
We call SΓσ (A) the (Γ, σ)-invariant space generated by A. If V = SΓσ (A) for
some finite set A we say that V is a finitely generated (Γ, σ)-invariant space, and a
principal or cyclic (Γ, σ)-invariant space if A has only a single function.
When L2(X ) is separable each (Γ, σ)-invariant space V is of the form V = SΓσ (A)
for some countable (meaning finite or countable) set A ⊆ L2(X ).
Remark 2.3. By [9, Proposition 3.4.5], the space L2(X ) is separable if and only if µ
is a σ-finite measure and the σ-algebra on X is countably generated, meaning that
it is generated by countable family of subsets of X . From now on, we will always
assume that L2(X ) is separable, even without mentioning it.
2.4. Vector valued spaces. Let (Ω, ν) be a σ-finite measure space and let H
be a separable Hilbert space. The vector valued space L2(Ω,H) is the space of
measurable functions Φ : Ω→ H such that ‖Φ‖2 = ∫
Ω
‖Φ(ω)‖2H dν(ω) < +∞. The
inner product in L2(Ω,H) is given by 〈Φ,Ψ〉 = ∫Ω〈Φ(ω),Ψ(ω)〉H dν(ω).
A function Φ : Ω → H is called simple if there exist x1, . . . , xn ∈ H and mea-
surable subsets E1, . . . , En of Ω such that Φ =
∑n
j=1 xjχEj , where χEj denotes
the characteristic function of Ej . When Ω is of finite measure, the set of simple
functions is dense in L2(Ω,H). Since we could not find a reference for this fact, we
provide a proof in the Appendix. More details about the subject can be found in
[13].
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2.5. Frames and Riesz bases. We briefly recall the definitions of frame and Riesz
basis. For a detailed exposition on this subject we refer to [8].
Let H be a separable Hilbert space, I be a finite or countable index set and
{fi}i∈I be a sequence in H. The sequence {fi}i∈I is said to be a frame for H if
there exist 0 < A ≤ B < +∞ such that
A‖f‖2 ≤
∑
i∈I
|〈f, fi〉|2 ≤ B‖f‖2
for all f ∈ H. The constants A and B are called frame bounds. When A = B = 1,
{fi}i∈I is called Parseval frame.
The sequence {fi}i∈I is said to be a Riesz basis for H if it is a complete system
in H and if there exist 0 < A ≤ B < +∞ such that
A
∑
i∈I
|ai|2 ≤ ‖
∑
i∈I
aifi‖2 ≤ B
∑
i∈I
|ai|2
for all sequences {ai}i∈I of finite support.
The sequence {fi}i∈I is a frame (or Riesz) sequence, if it is a frame (or Riesz
basis) for the Hilbert space it spans, namely span{fi : i ∈ I}.
3. A Zak transform associated to quasi-Γ-invariant actions
In [22] the authors introduced a definition of the Zak transform associated to
quasi-Γ-invariant action σ of a discrete and countable LCA group Γ. Recently, in
[2], an analogous noncommutative Zak transform was introduced for non-abelian
groups. In this section we will make use of the definition given in [22] and see how
the Zak transform allows us to think of L2(X ) as a vector valued space. The Zak
transform combined with range functions will allow us to prove a characterization
of (Γ, σ)-invariant spaces similar to those previously given in [4, 5, 7, 10].
Assume σ is a quasi-Γ-invariant action of Γ on X satisfying the tiling property
with tiling set C. Let Πσ be its associated unitary representation of Γ on L
2(X ).
Given ψ ∈ L2(X ) we can define the function ψσ : Γ×X → C as
(4) ψσ(γ, x) := Πσ(γ)ψ(x).
For a fixed x ∈ X the function ψσ(·, x) can be understood as the evolution of ψ
along the orbit of x, {σγ(x) : γ ∈ Γ}.
Lemma 3.1. For every ψ ∈ L2(X ), the sequence ψσ(·, x) = {ψσ(γ, x)}γ∈Γ belongs
to ℓ2(Γ) for µ-a.e. x ∈ X .
Proof. Using the tiling property of the action σ, we obtain
‖ψ‖2L2(X ) =
∫
X
|ψ(x)|2 dµ(x) =
∑
γ∈Γ
∫
σγ(C)
|ψ(x)|2 dµ(x)
=
∑
γ∈Γ
∫
C
|ψ(σγ(y))|2Jσ(γ, y) dµ(y)
=
∫
C
∑
γ∈Γ
|ψσ(−γ, y)|2 dµ(y) =
∫
C
‖ψσ(·, y)‖2ℓ2(Γ) dµ(y).
Since ψ ∈ L2(X ), it follows that ‖ψσ(·, y)‖2ℓ2(Γ) < +∞ for µ-a.e. y ∈ C.
Finally, by (3) it follows that for x ∈ X written as x = σγ0(y) with γ0 ∈ Γ and
y ∈ C
ψσ(γ, x) = ψσ(γ, σγ0(y)) = Jσ(γ0, y)
− 12ψσ(γ − γ0, y).
Thus, ‖ψσ(·, x)‖2ℓ2(Γ) = Jσ(γ0, y)−1‖ψσ(·, y)‖2ℓ2(Γ) and the lemma follows. 
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Definition 3.2 ([22]). Given any ψ ∈ L2(X ) define for α ∈ Γ̂ and x ∈ X such that
ψσ(·, x) ∈ ℓ2(Γ)
Zσ[ψ](α)(x) :=
∑
γ∈Γ
[(Πσ(γ)ψ)(x)] (−γ, α).
We call Zσ[ψ] the (generalized) Zak transform of ψ.
Note that Zσ[ψ](α)(x) is the Fourier transform of the sequence ψσ(·, x) evaluated
in α; i.e. Zσ[ψ](α)(x) := ψ̂σ(·, x)(α). By Lemma 3.1, Zσ[ψ](α)(x) is defined for µ-
a.e. x ∈ X and every α ∈ Γ̂.
In the next proposition we show that L2(X ) is isometrically isomorphic to the
vector valued Hilbert space L2(Γ̂, L2(C)). For this vector valued space, the norm
and inner product are
‖Φ‖2 =
∫
Γ̂
‖Φ(α)‖2L2(C) dmΓ̂(α) and 〈Φ,Ψ〉 =
∫
Γ̂
〈Φ(α),Ψ(α)〉L2(C) dmΓ̂(α),
respectively.
Proposition 3.3. The mapping Zσ : L
2(X ) −→ L2(Γ̂, L2(C)) defined by
Zσ[ψ](α)(x) =
∑
γ∈Γ
[(Πσ(γ)ψ)(x)] (−γ, α)
is an isometric isomorphism and satisfies
(5) Zσ[Πσ(γ)ψ] = XγZσ[ψ], ∀ γ ∈ Γ, ψ ∈ L2(X ).
Proof. For each ψ ∈ L2(X ), Zσ[ψ] is measurable as a function defined on Γ̂ × C.
Now, proceeding as in Lemma 3.1 and by Plancherel and Fubini’s Theorems we
have
‖ψ‖2L2(X ) =
∫
C
∑
γ∈Γ
|(Πσ(γ)ψ)(x)|2 dµ(x)
=
∫
C
‖ψσ(·, x)‖2ℓ2(Γ) dµ(x) =
∫
C
‖ψ̂σ(·, x)‖2L2(Γ̂) dµ(x)
=
∫
C
∫
Γ̂
|
∑
γ∈Γ
[(Πσ(γ)ψ)(x)] (−γ, α)|2 dmΓ̂(α) dµ(x)
=
∫
Γ̂
∫
C
|Zσ[ψ](α)(x)|2 dµ(x) dmΓ̂(α).(6)
Therefore, Zσ[ψ](α) ∈ L2(C) for mΓ̂-a.e α ∈ Γ̂. Moreover, using again Fubini’s
Theorem, one can see that Zσ[ψ] is measurable as a vector valued function from Γ̂
to L2(C). Continuing with (6), we obtain
‖ψ‖2L2(X ) =
∫
Γ̂
‖Zσ[ψ](α)‖2L2(C) dmΓ̂(α) = ‖Zσ[ψ]‖2.
Thus, Zσ[ψ] ∈ L2(Γ̂, L2(C)) and Zσ is an isometry.
Let us see now that Zσ is onto. Let Φ ∈ L2(Γ̂, L2(C)) be a simple function.
Then, Φ =
∑n
j=1 fjχEj , where fj ∈ L2(C) and Ej ⊆ Γ̂ is mΓ̂-measurable, for
j = 1, . . . , n. Since {Xγ}γ∈Γ is an orthonormal basis for L2(Γ̂), we can write
χEj =
∑
γ∈Γ a
j
γXγ where a
j := {ajγ}γ∈Γ ∈ ℓ2(Γ) for every j = 1, . . . , n, and then
Φ =
∑
γ∈Γ
∑n
j=1 fja
j
γXγ .
8 D. BARBIERI, E. HERNA´NDEZ, V. PATERNOSTRO
For γ ∈ Γ we define ψ on σγ(C) as ψ(σγ(x)) := J(γ, x)−1/2
∑n
j=1 fj(x)a
j
γ for
µ-a.e. x ∈ C. Since C is a tiling set, we then have ψ defined on X . Furthermore,
‖ψ‖2L2(X ) =
∑
γ∈Γ
∫
C
|ψ(σγ(x))|2Jσ(γ, x) dµ(x)
=
∑
γ∈Γ
∫
C
|
n∑
j=1
fj(x)a
j
γ |2 dµ(x) ≤
∑
γ∈Γ
∫
C
n∑
j=1
|fj(x)|2
n∑
l=1
|alγ |2 dµ(x)
=
n∑
l=1
‖al‖2ℓ2(Γ)
n∑
j=1
‖fj‖2L2(C) < +∞,
and thus ψ ∈ L2(X ). Now for α ∈ Γ̂ and x ∈ C we have
Zσ[ψ](α)(x) =
∑
γ∈Γ
ψ(σ−γ(x))J(γ, x)
−1/2(−γ, α)
=
∑
γ∈Γ
n∑
j=1
fj(x)a
j
−γ(−γ, α) = Φ(α)(x).
Therefore, the set of simple functions is contained in the range of Zσ. Since Γ is
discrete and then Γ̂ compact, mΓ̂(Γ̂) is finite and the set of simple functions is dense
in L2(Γ̂, L2(C)) (See Proposition A.2 in the Appendix). Hence, due to the fact that
the range of Zσ is closed, we conclude that Zσ is onto.
To verify that Zσ satisfies (5) observe that, since Πσ is a unitary representation,
and each α ∈ Γ̂ is a homomorphism, we have
Zσ[Π(γ0)ψ](α)(x) =
∑
γ∈Γ
[Πσ(γ)Πσ(γ0)ψ(x)](−γ, α) =
∑
γ∈Γ
[Πσ(γ + γ0)ψ(x)](−γ, α)
=
∑
γ∈Γ
[Πσ(γ)ψ(x)](−γ + γ0, α) = (γ0, α)Zσ[ψ](α)(x). 
4. Characterization of (Γ, σ)-invariant spaces of L2(X )
In this section we want to characterize (Γ, σ)-invariant spaces in terms of the
generalized Zak transform and range functions. Towards this end, we will evoke
the general machinery developed by Bownik and Ross in [5] where they defined and
characterized multiplicatively invariant spaces on L2(Ω,H).
4.1. Multiplicatively invariant spaces in L2(Ω,H). In order to make our ex-
position self contained, we hereby summarize the material we need concerning mul-
tiplicatively invariant spaces. See [5, Section 2] for details and proofs.
Fix (Ω, ν) a σ-finite measure space and H a separable Hilbert space.
A set D ⊆ L∞(Ω) is said to be a determining set for L1(Ω) if for every f ∈
L1(Ω) such that
∫
Ω f(ω)g(ω) dν(ω) = 0 ∀g ∈ D, one has f = 0. In the setting of
Helson [20, 21], a determining set is the set of exponentials with integer parameter,
D = {e2πik·}k∈Z ⊆ L∞(T).
Definition 4.1. A closed subspaceM ⊆ L2(Ω,H) is multiplicatively invariant with
respect to the determining set D for L1(Ω) (MI space for short) if
Φ ∈M =⇒ gΦ ∈M, for any g ∈ D.
For an at most countable subset Φ ⊆ L2(Ω,H) define MD(Φ) = span{gΦ: Φ ∈
Φ, g ∈ D}. The subspace MD(Φ) is called the multiplicatively invariant space gen-
erated by Φ, and we say that Φ is a set of generators for MD(Φ).
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MI spaces have been recently characterized in terms of measurable range func-
tions by Bownik and Ross in [5]. We recall that a range function is a mapping
J : Ω → {closed subspaces of H} equipped with the orthogonal projections PJ(ω)
of H onto J(ω). A range function is said to be measurable if for every a ∈ H,
ω 7→ PJ(ω)a is measurable as a vector valued function.
Theorem 4.2. [5, Theorem 2.4] Suppose that L2(Ω) is separable, so that L2(Ω,H)
is also separable. Let M be a closed subspace of L2(Ω,H) and D a determining set
for L1(Ω). Then, M is an MI space with respect to D if and only if there exists a
measurable range function J such that
M = {Φ ∈ L2(Ω,H) : Φ(ω) ∈ J(ω) a.e. ω ∈ Ω}.
Identifying range functions that are equal almost everywhere, the correspondence
between MI spaces and measurable range functions is one-to-one and onto.
Moreover, when M =MD(Φ) for some at most countable set Φ ⊆ L2(Ω,H) the
range function associated to M is
J(ω) = span{Φ(ω) : Φ ∈ Φ}, a.e. ω ∈ Ω.
4.2. Characterization of (Γ, σ)-invariant spaces. To our purpose of character-
izing (Γ, σ)-invariant spaces we will connect them with MI spaces. We start by
choosing Ω = Γ̂ and H = L2(C). We point out that since we assume that L2(X )
is separable, so is L2(C). Furthermore, the space L2(Γ̂) is also separable and then
L2(Γ̂, L2(C)) is separable as well. In this setting a range function is a mapping
(7) J : Γ̂ −→ {closed subspaces of L2(C)}
equipped with the orthogonal projections PJ(α) : L
2(C)→ J(α).
Our main result is:
Theorem 4.3. Let V ⊆ L2(X ) be a closed subspace and let Zσ be the Zak transform
of Proposition 3.3. Then, the following conditions are equivalent:
(1) V is a (Γ, σ)-invariant space;
(2) there exists a measurable range function J such that
V =
{
f ∈ L2(X ) : Zσ[f ](α) ∈ J(α) a.e. α ∈ Γ̂
}
.
Identifying range functions which are equal almost everywhere, the correspon-
dence between (Γ, σ)-invariant spaces and measurable range functions is one to one
and onto.
Moreover, if V = SΓσ (A) for some countable subset A of L2(X ), the measurable
range function J associated to V is given by
J(α) = span{Zσ[φ](α) : φ ∈ A}, a.e. α ∈ Γ̂.
The proof of Theorem 4.3 is based in the next lemma.
Lemma 4.4. Let V ⊆ L2(X ) be a closed subspace. Then, V is a (Γ, σ)-invariant
space if and only if Zσ[V ] ⊆ L2(Γ̂, L2(C)) is a MI space with respect to the deter-
mining set D = {Xγ}γ∈Γ. In particular, A ⊆ L2(X ) is a set of generators for the
(Γ, σ)-invariant space V if and only if the set Zσ[A] generates Zσ[V ] as a D-MI
space.
Proof. First note that, as a consequence of the uniqueness of the Fourier transform,
the set D = {Xγ}γ∈Γ is a determining set for L1(Γ̂). Then, the result follows from
the fact that the Zak transform is an isomorphism and by property (5). 
10 D. BARBIERI, E. HERNA´NDEZ, V. PATERNOSTRO
Proof of Theorem 4.3. Let us first show (1 )⇒ (2 ). By Lemma 4.4, Zσ[V ] is a D-
MI space in L2(Γ̂, L2(C)). Then by Theorem 4.2 there exists a measurable range
function J such that Zσ[V ] =
{
Φ ∈ L2(Γ̂, L2(C)) : Φ(α) ∈ J(α) a.e. α ∈ Γ̂}.
This, together with Proposition 3.3 implies that V =
{
f ∈ L2(X ) : Zσ[f ](α) ∈
J(α) a.e. α ∈ Γ̂}, proving (2 ).
To prove (2 )⇒ (1 ) observe that if V = {f ∈ L2(X ) : Zσ[f ](α) ∈ J(α) a.e. α ∈
Γ̂
}
, for some measurable range function J , then Zσ[V ] =
{
Φ ∈ L2(Γ̂, L2(C)) :
Φ(α) ∈ J(α) a.e. α ∈ Γ̂}. This implies that Zσ[V ] is a D-MI space. Indeed, if Φ ∈
Zσ[V ], Φ(α) ∈ J(α) a.e. α ∈ Γ̂ and thus, since J(α) is a subspace, Xγ(α)Φ(α) ∈
J(α) a.e. α ∈ Γ̂. Therefore, XγΦ ∈ Zσ[V ]. Then, Lemma 4.4 guarantees that V is
a (Γ, σ)-invariant space.
The bijective correspondence between measurable range functions and (Γ, σ)-
invariant spaces is due to Theorem 4.2.
Finally, when V = SΓσ (A) for some A ⊆ L2(X ), we know by Lemma 4.4 that
Zσ[V ] is generated by Zσ[A] as a D-MI space. Thus, Theorem 4.2 guarantees that
the range function J is J(α) = span{Zσ[φ](α) : φ ∈ A}, a.e. α ∈ Γ̂. 
When Zn acts by translations on Rn, it is known that there is a relationship
between the minimum number of functions that one needs to generate a shift-
invariant space and the dimension of the spaces defined by the range function
associated to it (see [40, Proposition 4.1]). This connection is also true for (Γ, σ)-
invariant spaces. In fact, we shall show that it is true at the general level of MI
spaces.
Keeping the notation of Section 4.1, suppose that M ⊆ L2(Ω,H) is a MI space
with respect to D generated by a finite number of functions in L2(Ω,H). Define
the length of M as
ℓ(M) := min{n ∈ N : ∃ Φ1, · · · ,Φn ∈M with M =MD(Φ1, . . . ,Φn)}.
The length of M can be expressed in terms of the range function associated to M
as follows:
Proposition 4.5. Let M ⊆ L2(Ω,H) be a MI space finitely generated and let J be
the range function associated to M through Theorem 4.2. Then,
ℓ(M) = ess sup
ω∈Ω
dim(J(ω)).
Proof. First put ℓ(M) = ℓ. SinceM can be generated by a set of ℓ functions, Theo-
rem 4.2 gives that dim(J(ω)) ≤ ℓ for a.e. ω ∈ Ω and then ess supω∈Ω dim(J(ω)) ≤ ℓ.
To see that indeed the equality must hold, it is enough to prove that {ω ∈ Ω :
dim(J(ω)) = ℓ} has positive ν-measure.
Suppose towards a contradiction that ν({ω ∈ Ω : dim(J(ω)) = ℓ}) = 0. Then,
dim(J(ω)) ≤ ℓ−1 for a.e. ω ∈ Ω. Following the ideas of the proof of [40, Proposition
4.1], we will construct a set of ℓ− 1 generators for M .
Let {Φ1, . . . ,Φℓ} ∈ L2(Ω,H) be a set of generators for M . Then, J(ω) =
span{Φi(ω) : 1 ≤ i ≤ ℓ} for a.e. ω ∈ Ω. Since dim(J(ω)) ≤ ℓ − 1 for a.e. ω ∈ Ω,
there must be a vector of the set {Φi(ω) : 1 ≤ i ≤ ℓ} belonging to the space spanned
by the others ℓ− 1 vectors. With this in mind, define the (ν-measurable) function
f : Ω → {1, . . . , ℓ} as f(ω) = min{1 ≤ i ≤ ℓ : J(ω) = span{Φj(ω) : 1 ≤ j ≤ ℓ, j 6=
i}}. Then, if Ωi := {ω ∈ Ω : f(ω) = i}, ν(Ω \
⋃ℓ
i=1 Ωi) = 0 and the union
⋃ℓ
i=1Ωi
is disjoint. Note that if ω ∈ Ωi, then J(ω) = span{Φj(ω) : 1 ≤ j ≤ ℓ, j 6= i}.
THE ZAK TRANSFORM AND THE STRUCTURE OF (Γ, σ)-SPACES 11
We define functions Ψ1, . . . ,Ψℓ−1 ∈ L2(Ω,H) such that:
on Ω1
Ψj = Φj+1, for 1 ≤ j ≤ ℓ− 1
and on Ωi, 2 ≤ i ≤ ℓ,
Ψj =
{
Φj if 1 ≤ j ≤ i− 1
Φj+1 if i ≤ j ≤ ℓ− 1.
Therefore, J(ω) = span{Ψj(ω) : 1 ≤ j ≤ ℓ−1} for a.e. ω ∈ Ω and by Theorem 4.2,
M =MD(Ψ1, . . . ,Ψℓ−1) which is a contraction and the proposition is proven. 
For a (Γ, σ)-invariant space V which is finitely generated, we can define the length
of V as ℓ(V ) := min{n ∈ N : ∃ φ1, · · · , φn ∈ V with V = SΓσ (φ1, . . . , φn)}. As an
immediate consequence of the above result and Lemma 4.4 we get:
Corollary 4.6. Let V ⊆ L2(X ) be (Γ, σ)-invariant space finitely generated and let
J be be the range function associated to V through Theorem 4.3. Then,
ℓ(V ) = ess sup
α∈Γ̂
dim(J(α)).
5. Frame and Riesz systems arising from quasi-Γ-invariant actions
In this section we investigate necessary and sufficient conditions for the system
EΓσ (A) to be a frame or a Riesz basis for SΓσ (A).
Theorem 5.1. Let A ⊆ L2(X ) be a countable set and let J be the measurable
range function associated to V = SΓσ (A). Then, the following two conditions are
equivalent:
(i) EΓσ (A) is a frame for V with frame bound 0 < A ≤ B < +∞.
(ii) For almost every α ∈ Γ̂, the set {Zσ[φ](α) : φ ∈ A} is a frame for J(α)
with uniform frame bounds A,B.
Proof. By the isometry property of Zσ and by (5) we have∑
φ∈A
∑
γ∈Γ
|〈f,Πσ(γ)φ〉L2(X )|2 =
∑
φ∈A
∑
γ∈Γ
|〈Zσ[f ], Zσ[Πσ(γ)φ]〉L2(Γ̂,L2(C))|2
=
∑
φ∈A
∑
γ∈Γ
|
∫
Γ̂
〈Zσ[f ](α), Zσ[φ](α)〉L2(C)(γ, α) dmΓ̂(α)|2.(8)
Assume (i) holds. For a fixed φ ∈ A, call F (α) := 〈Zσ[f ](α), Zσ[φ](α)〉L2(C) and
note that F ∈ L1(Γ̂). Then, by the Pontrjagin Duality [38, Theorem 1.7.2],
F̂ (γ) =
∫
Γ̂
〈Zσ[f ](α), Zσ[φ](α)〉L2(C)(γ, α) dmΓ̂(α)
and thus, (8) implies ∑
γ∈Γ
|F̂ (γ)|2 < +∞.
As a consequence we have that F̂ ∈ ℓ2(Γ) and then F ∈ L2(Γ̂). By Plancherel’s
Theorem we then get,∑
γ∈Γ
|
∫
Γ̂
〈Zσ[f ](α),Zσ[φ](α)〉L2(C)(γ, α) dmΓ̂(α)|2 dmΓ(γ)
= ‖F̂‖2ℓ2(Γ) = ‖F‖2L2(Γ̂)
=
∫
Γ̂
|〈Zσ[f ](α), Zσ[φ](α)〉L2(C)|2 dmΓ̂(α).
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From here the arguments leading to (ii) are an effortless adaptation of those in [4]
and [7, Theorem 4.1], hence we leave them for the reader.
Conversely, from (ii) and since Zσ is an isometry, it follows that for every f ∈
SΓσ (A) and for a.e. α ∈ Γ̂,
(9) A‖Zσ[f ](α)‖2L2(C) ≤
∑
φ∈A
|〈Zσ[f ](α), Zσ[φ](α)〉L2(C)|2 ≤ B‖Zσ[f ](α)‖2L2(C).
Therefore, integrating over Γ̂, (9) becomes
A‖Zσ[f ]‖2L2(Γ̂,L2(C)) ≤
∑
φ∈A
∫
Γ̂
|〈Zσ[f ](α), Zσ[φ](α)〉L2(C)|2 ≤ B‖Zσ[f ]‖2L2(Γ̂,L2(C))
and in particular, we have that α 7→ 〈Zσ[f ](α), Zσ[φ](α)〉 belongs to L2(Γ̂) for each
φ ∈ A. Thus, with similar arguments to those we used in the other implication, we
conclude∑
φ∈A
∑
γ∈Γ
|〈f,Πσ(γ)φ〉L2(X )|2 =
∑
φ∈A
∫
Γ̂
|〈Zσ[f ](α), Zσ[φ](α)〉L2(C)|2,
and hence, the frame property of EΓσ (A) follows immediately. 
In [22] it was proven that the unitary representation Πσ is dual integrable with
bracket map given by [ψ, φ](α) = 〈Zσ[ψ](α), Zσ [φ](α)〉L2(C). Then, if the set of
generators A has only one single function, Theorem 5.1 reduces to [22, Theorem
5.7] when the unitary representation involved is Πσ:
Corollary 5.2. Let ψ ∈ L2(X ) and define Ωψ = {α ∈ Γ̂ : ‖Zσ[ψ](α)‖2L2(C) > 0}.
Then, the following are equivalent:
(i) EΓσ (ψ) is a frame for S
Γ
σ (ψ) with frame bound 0 < A ≤ B < +∞.
(ii) For almost every α ∈ Ωψ, A ≤ ‖Zσ[ψ](α)‖2L2(C) ≤ B.
In the next theorem we state the analogous result to Theorem 5.1 for Riesz bases.
Theorem 5.3. Let A ⊆ L2(X ) be a countable set and let J be the measurable
range function associated to V = SΓσ (A). Then, the following two conditions are
equivalent:
(i) EΓσ (A) is a Riesz basis for V with bound 0 < A ≤ B < +∞.
(ii) For almost every α ∈ Γ̂, the set {Zσ[φ](α) : φ ∈ A} is a Riesz basis for
J(α) with uniform bounds A,B.
Proof. We proceed as in [7, Theorem 4.3] and [4]. Let {b(γ,φ)}γ∈Γ,φ∈A be a scalar
sequence with finite support. Then we have,
‖
∑
γ∈Γ,φ∈A
b(γ,φ)Πσ(γ)φ‖2L2(X ) = ‖
∑
γ∈Γ,φ∈A
b(γ,φ)Zσ[Πσ(γ)φ]‖2
=
∫
Γ̂
‖
∑
φ∈A
[
∑
γ∈Γ
b(γ,φ)Xγ(α)]Zσ[φ](α)‖2L2(C) dmΓ̂(α).(10)
For each φ ∈ A, let Pφ be the trigonometric polynomial Pφ =
∑
γ∈Γ b(γ,φ)Xγ . Note
that since {b(γ,φ)}γ∈Γ,φ∈A has finite support, only finitely many polynomials Pφ are
non-zero. In particular, for every α ∈ Γ̂, the scalar sequence {Pφ(α)}φ∈A has finite
support and moreover
(11)
∫
Γ̂
‖Pφ(α)‖2ℓ2(A) dmΓ̂(α) =
∑
φ∈A
‖Pφ‖2L2(Γ̂) =
∑
φ∈A
∑
γ∈Γ
|b(γ,φ)|2,
for a.e. α ∈ Γ̂.
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Suppose (ii) holds. Then, for {aφ}φ∈A = {Pφ(α)}φ∈A we have
(12) A
∑
φ∈A
|Pφ(α)|2 ≤ ‖
∑
φ∈A
Pφ(α)Zσ[φ](α)‖2L2(C) ≤ B
∑
φ∈A
|Pφ(α)|2,
for a.e. α ∈ Γ̂. Integrating over Γ̂ in (12) and using (10) and (11) we get
A
∑
φ∈A
∑
γ∈Γ
|b(γ,φ)|2 ≤ ‖
∑
γ∈Γ,φ∈A
b(γ,φ)Π(γ)φ‖2 ≤ B
∑
φ∈A
∑
γ∈Γ
|b(γ,φ)|2.
Hence, (i) holds.
Conversely, suppose, towards a contradiction, that (ii) fails. Then, by a similar
argument as the one given in the proof of [7, Theorem 4.1], there must exist a
measurable set W ⊆ Γ̂ with mΓ̂(W ) > 0, a sequence with finite support a =
{aφ}φ∈A and ε > 0 such that
(13) ‖
∑
φ∈A
aφZσ[φ](α)‖2L2(C) > (B + ε)‖a‖2ℓ2(A), ∀α ∈ W
or
(14) ‖
∑
φ∈A
aφZσ[φ](α)‖2L2(C) < (A− ε)‖a‖2ℓ2(A), ∀α ∈ W.
For each φ ∈ A such that aφ 6= 0, let mφ := aφχW ∈ L∞(Γ̂). By [7, Lemma 4.4]
there exists a sequence of trigonometric polynomials {Pφn }n∈N such that Pφn (α) →
mφ(α) when n → +∞ for a.e. α ∈ Γ̂ and ‖Pφn ‖L∞(Γ̂) ≤ C for all n ∈ N and some
C > 0. For every n ∈ N, let {bn(γ,φ)}γ∈Γ,φ∈A be the sequence of coefficient of Pφn .
Since, Eσ(A) is a Riesz sequence we have
(15) A
∑
γ∈Γ,φ∈A
|bn(γ,φ)|2 ≤ ‖
∑
γ∈Γ,φ∈A
bn(γ,φ)Π(γ)φ‖2L2(X ) ≤ B
∑
γ∈Γ,φ∈A
|bn(γ,φ)|2.
Using (11) and (10) we can rewrite (15) as
(16) A‖Pφn ‖2L2(Γ̂) ≤
∫
Γ̂
‖
∑
φ∈A
Pφn (α)Zσ[φ](α)‖2L2(C) dmΓ̂(α) ≤ B‖Pφn ‖2L2(Γ̂).
Note that (16) extends to mφ leading to
A‖mφ‖2L2(Γ̂) ≤
∫
Γ̂
‖
∑
φ∈A
mφ(α)Zσ [φ](α)‖2L2(C) dmΓ̂(α) ≤ B‖mφ‖2L2(Γ̂).
This last inequality contradicts (13), (14) because by integrating over Γ̂ in (13) and
(14) we get ∫
Γ̂
‖
∑
φ∈A
mφ(α)Zσ[φ](α)‖2L2(C) dmΓ̂(α) ≥ (B + ε)‖mφ‖2L2(Γ̂)
and ∫
Γ̂
‖
∑
φ∈A
mφ(α)Zσ [φ](α)‖2L2(C) dmΓ̂(α) ≤ (A− ε)‖mφ‖2L2(Γ̂).

As for the frame case, when A has only one element, Theorem 5.3 recovers [22,
Proposition 5.3].
Corollary 5.4. Let ψ ∈ L2(X ). Then, they are equivalent
(i) EΓσ (ψ) is a Riesz basis for S
Γ
σ (ψ) with bounds 0 < A ≤ B < +∞.
(ii) For almost every α ∈ Γ̂, A ≤ ‖Zσ[ψ](α)‖2L2(C) ≤ B.
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In the next theorem, we prove that each (Γ, σ)-invariant space can be decomposed
into an orthogonal sum of principal (Γ, σ)-invariant spaces. This is not new or
even surprising so far, since it follows from the well-known fact that every unitary
representation is the orthogonal sum of cyclic representations (cf. [15, Proposition
3.3]). But we shall actually prove more, namely that each principal (Γ, σ)-invariant
space involved in the decomposition can be chosen to be generated by a function
ψ such that EΓσ (ψ) is a Parseval frame for S
Γ
σ (ψ). This result is based in the
Decomposition Theorem for MI spaces [5, Theorem 2.6] (see also [21]).
Theorem 5.5. Let V ⊆ L2(X ) be a (Γ, σ)-invariant space. Then, there exist a
sequence of functions {ψn}n∈N ⊆ L2(X ) such that V can be decomposed into an
orthogonal sum
V =
∞⊕
n=1
SΓσ (ψn)
and, for each n ∈ N, EΓσ (ψn) is a Parseval frame for SΓσ (ψn).
Proof. Since V is a (Γ, σ)-invariant space, by Lemma 4.4,M := Zσ[V ] is a MI space
with respect to D = {Xγ}γ∈Γ. Thus, by [5, Theorem 2.6] M can be decomposed
into an orthogonal sumM =
⊕∞
n=1Mn where eachMn is a MI space and the range
function associated to Mn is Jn(α) = span{Φn(α)} with Φn ∈ L∞(Γ̂, L2(C)) such
that ‖Φn(α)‖L2(C) ∈ {0, 1} for a.e. α ∈ Γ̂.
Since, Γ̂ has finite measure, it follows that Φn ∈ L2(Γ̂, L2(C)) and Mn =
MD(Φn). Now, define ψn ∈ L2(X ) such that Zσ[ψn] = Φn. Then, since Zσ is
an isometric isomorphism and by Lemma 4.4 we have that V =
⊕∞
n=1 S
Γ
σ (ψn).
Moreover, since ‖Φn(α)‖L2(C) ∈ {0, 1} for a.e. α ∈ Γ̂, Corollary 5.2 implies that
EΓσ (ψn) is a Parseval frame for S
Γ
σ (ψn) and the theorem is proven. 
Remark 5.6. If {ψn}n∈N is a sequence as in Theorem 5.5 for the (Γ, σ)-invariant
space V , it follows that EΓσ (A) is a Parseval frame for V , where A = {ψn : n ∈ N}.
In particular this guarantees that every (Γ, σ)-invariant space V has a frame of the
form EΓσ (A) for some set A. This was already known when the group involved acts
by translations (see [4, 5, 7]).
So far, we know that every (Γ, σ)-invariant space has a frame of the form EΓσ (A)
for some set A. But the statement is not true anymore if we replace frame for Riesz
basis. That is, not every (Γ, σ)-invariant space has a Riesz basis of the form EΓσ (A)
for some set A. We now provide an example of this situation.
Example 5.7. Let W1 ⊆ Γ̂ be a measurable set with 0 < mΓ̂(W1) < 1/2. In
particular, we have mΓ̂(Γ̂ \W1) > 0. Further, let W2 ⊆ C be a measurable set
with 0 < µ(W2) < +∞ and consider the function Φ(α)(x) := χW1(α)χW2 (x). It
is immediately seen that Φ ∈ L2(Γ̂, L2(C)) and that for all α ∈ Γ̂, ‖Φ(α)‖2L2(C) =
χW1(α)µ(W2). Define ψ ∈ L2(X ) by Zσ[ψ] = Φ and put V = SΓσ (ψ). Then, the
following hold:
(i) EΓσ (ψ) is a frame for V but not a Riesz basis.
(ii) If A ⊆ L2(X ) and V = SΓσ (A) then, EΓσ (A) cannot be a Riesz basis for V .
Item (i) simply follows from Corollaries 5.2 and 5.4. To see (ii), suppose that A is
a set of generator for V and that EΓσ (A) is a Riesz basis for V . Then, by Theorem
4.3, for a.e. α ∈ Γ̂ , {Zσ[φ](α) : φ ∈ A} is a Riesz basis for J(α) where J is the
range function associated to V . Thus, denoting by |A| the number of elements of
A, we have that |A| = dim(J(α)) for a.e. α ∈ Γ̂. But, on the other hand, V has
length 1 and then |A| = 1 (cf. Corollary 4.6).
THE ZAK TRANSFORM AND THE STRUCTURE OF (Γ, σ)-SPACES 15
Now, take φ ∈ V such that V = SΓσ (φ). Then, since V is generated also by ψ
and EΓσ (ψ) is a frame for V we have that φ =
∑
γ∈Γ cγΠσ(γ)ψ for some sequence
of coefficients {cγ}γ∈Γ ∈ ℓ2(Γ). By (5), Zσ[φ] =
(∑
γ∈Γ cγXγ
)
Zσ[ψ] and then,
{α ∈ Γ̂ : Zσ[φ](α) 6= 0} ⊆ {α ∈ Γ̂ : Zσ[ψ](α) 6= 0} = W1. This means that Zσ[φ]
vanishes on a set of positive measure of Γ̂ (namely Γ̂ \W1) and then condition (ii)
in Corollary 5.4 is not satisfied for φ, implying that EΓσ (φ) cannot be a Riesz basis
for V .
6. Closed subgroups acting by translation
Let G be a second countable LCA group and let Γ be a closed subgroup of G
which does not need to be discrete. We devote this section to study closed subspaces
of L2(G) that are invariant under translations in Γ. When G/Γ is compact, the
structure of theses spaces has been analyzed first in [7] for the case when Γ is
discrete, and recently in [5] when Γ is not required to be discrete. The main results
of [5, 7] are a characterization of spaces invariant under translations in terms of
range function using fiberization techniques.
Our aim is to show how these spaces can be characterized in terms of range
functions without assuming that G/Γ is compact. For this purpose, we shall work
with an appropriate non-discrete generalized Zak transform Z which will reduce
to the mapping Zσ introduced in Section 3 when the action σ : Γ × G → G is
σ(γ, x) = γ + x and Γ is discrete. The mapping Z will be the one that will replace
the fiberization techniques of [5, 7]. Since we only assume that Γ is closed, our
results will be applicable to cases where those in [5, 7] are not.
6.1. Setting. Let G be a second countable LCA group. As it was pointed out
in [5] this is equivalent to say that G (or Ĝ) is σ-compact and metrizable. The
translation operator by an element y ∈ G is denoted by Ty : L2(G) → L2(G) and
is given by Tyf(x) = f(x− y).
Let Γ ⊆ G be a closed subgroup of G. We fix C a mG-measurable section of the
quotient G/Γ. Its existence is guaranteed by [32, Lemma 1.1] or [14, Theorem 1].
The classes in G/Γ are denoted by [x] = x + Γ, for x ∈ G. We define the
cross-section mapping τ : G/Γ → C by τ([x]) = [x] ∩ C. Through τ we can carry
over the topological and algebraic structure of G/Γ onto C. Therefore, in what
follows we will consider C as a topological space with the topology it inherits from
G/Γ through τ . Thus, τ is bijective continuous mapping with continuous inverse.
Furthermore, we can define a measure µ on C by
(17) µ(E) := mG/Γ(τ
−1(E))
for every set E in the Borel σ-algebra Σ = {E ⊆ C : τ−1(E) is mG/Γ-measurable}.
Since mG/Γ is Borel regular and τ and τ
−1 are continuous, µ is also a Borel regular
measure on C. Moreover, since C is Borel measurable with respect to mG, by
[14, Theorem 1], we have that {A ⊆ C : A is mG-measurable} ⊆ Σ. Measures
constructed as in (17) are usually called pushforward or image measures. For details
on the subject we refer to [3, Chapter 3, Section 3.6].
We need the following version of the so-called Weil’s formula, [26, Theorem
(28.54)]).
Theorem 6.1. Let G be an LCA group and Γ be a closed subgroup of G. Consider
C ⊆ G a mG-measurable section for the quotient G/Γ and let µ be the measure on
C given by (17). Then, for every f ∈ L1(G) one has that for µ-almost x ∈ C, the
function γ 7→ f(x + γ) is mΓ-measurable and belongs to L1(Γ). Furthermore, the
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function x 7→ ∫Γ f(x + γ) dmΓ(γ) is µ-measurable, belongs to L1(C) := L1(C, µ)
and, if mΓ and µ are fixed, the Haar measure on G, mG can be chosen so that
(18)
∫
G
f(y) dmG(y) =
∫
C
∫
Γ
f(x+ γ) dmΓ(γ) dµ(x).
Proof. First note that for every F ∈ L1(G/Γ), F ◦ τ−1 ∈ L1(C) and
(19)
∫
G/Γ
F ([x]) dmG/Γ([x]) =
∫
C
F (τ−1(x)) dµ(x).
This is in fact [3, Theorem 3.6.1], but it is easily seen since, by definition of µ, (19)
holds for F = χA with A ⊆ G/Γ mG/Γ-measurable. Then, by linearity, (19) holds
for simple functions in L1(G/Γ). Finally, using standard arguments of measure
theory (cf. [43, Theorems 10.3 and 10.20]), one can see that (19) extends to all
F ∈ L1(G/Γ). It is also true that every function in L1(C) is of the form F ◦ τ−1
for some F ∈ L1(G/Γ).
Now, if f ∈ L1(G), [26, Theorem (28.54)] implies that F ([x]) = ∫
Γ
f(x +
γ) dmΓ(γ) belongs to L
1(G/Γ) and the Haar measures can be chosen in order to
have
∫
G
f(y) dmG(y) =
∫
G/Γ
F ([x]) dmG/Γ([x]). Then, the result follows by apply-
ing (19). 
Remark 6.2.
(1) When Γ is assumed to be discrete and countable and mΓ is chosen to be
the counting measure, the measure µ in (17) is the restriction of mG to C.
This follows from an easily adaptation of the proof of [7, Lemma 2.10]. In
particular, we have that 0 < mG(C).
(2) When Γ is not discrete, it could be that 0 = mG(C). Then, µ 6= mG|C .
Indeed, if µ were mG|C , the right hand side of (18) would be 0 for every
f ∈ L1(G) which is a contraction. As an example, consider Γ = R ×
{0} ⊆ G = R2. Then, C = {0} × R and it has zero Lebesgue measure.
In this case, formula (18) becomes Fubini’s formula,
∫
R2
f(x, y) d(x, y) =∫
R
(∫
R
f(x, y) dx
)
dy.
The annihilator of Γ is the (closed) subgroup Γ∗ = {δ ∈ Ĝ : (γ, δ) = 1 for all γ ∈
Γ} of the dual group Ĝ of G. Let Ω be a mĜ-measurable section of Ĝ/Γ∗. The
section Ω of Ĝ/Γ∗ can be identified with Γ̂, through the bijective mapping π : Ω→ Γ̂
given by
(20) π(ω) : Γ −→ C, π(ω)(γ) = (γ, ω).
If τ˜ is the cross-section mapping for the quotient Ĝ/Γ∗ and the section Ω, then,
π ◦ τ˜ : Ĝ/Γ∗ → Γ̂ is an isomorphism which is in fact an homeomorphism (see [38,
Theorem 2.1.2]). Furthermore, it can be proven that mĜ/Γ∗((π ◦ τ˜)−1(·)) defines a
Haar measure on Γ̂, that we call mΓ̂. In the same way we saw (19), one can show
that for every F ∈ L1(Ĝ/Γ∗),∫
Ĝ/Γ∗
F ([ξ]) dmĜ/Γ∗([ξ]) =
∫
Γ̂
F ((π ◦ τ˜)−1(ξ)) dmΓ̂(ξ).
Now, we consider on Ω the measure ν defined by (17) but with mĜ/Γ∗ and the
cross-section mapping τ˜ associated to Ĝ/Γ∗ and Ω. Then, Theorem 6.1 and the
above discussion prove that for every G ∈ L1(Ω) := L1(Ω, ν),
(21)
∫
Ω
G(ω) dν(ω) =
∫
Γ̂
G(π−1((·, ω)) dmΓ̂((·, ω)),
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where (·, ω) are all the elements of Γ̂.
As we specified in Section 2.1, for each γ ∈ Γ, the corresponding character on Γ̂
is denoted by Xγ . We then define for each γ ∈ Γ, the functions X˜γ : Ω → C by
X˜γ(ω) := Xγ ◦ π−1((·, ω)) = (γ, ω). In particular, by the uniqueness of the Fourier
transform and (21), we conclude that D = {X˜γ}γ∈Γ is a determining set for L1(Ω).
This shall be relevant in Subsection 6.3.
6.2. A non-discrete generalized Zak transform. Let us keep the notation and
the hypotheses on G and Γ of Subsection 6.1. Throughout this section Ω is a mĜ-
measurable section for the quotient Ĝ/Γ∗ and C is a mG-measurable section for
the quotient G/Γ. We regard C and Ω as measure spaces with measures µ and ν
respectively, where both are given by (17). Furthermore. we consider the following
normalization of the Haar measures involved: first, we fixmΓ such that the Inversion
formula [38, Section 1.5] holds for mΓ and mΓ̂ = mĜ/Γ∗((π◦ τ˜ )−1(·)). In particular,
we have that mΓ and mΓ̂ are dual measures, meaning that Plancherel’s Theorem
is true. Then, for µ and the already fixed mΓ, we choose mG such that Theorem
6.1 holds.
Definition 6.3. Let ψ ∈ L1(G). For ω ∈ Ω and x ∈ C such that γ 7→ ψ(x − γ) ∈
L1(Γ) we define the Zak transform of ψ as
Z[ψ](ω)(x) :=
∫
Γ
ψ(x− γ)(−γ, ω) dmΓ(γ).
Note that, due to Theorem 6.1, the above definition makes complete sense for
all ω ∈ Ω and for µ-a.e. x ∈ C. Moreover, Z[ψ](ω)(x) = FΓ(ψ(x− ·))(ω) where FΓ
denotes the Fourier transform on Γ.
Our aim is to show that Z defines an isometric isomorphism between L2(G) and
L2(Ω, L2(C)). We need the following intermediate lemma. From now on, Cc(G)
will stand for the set of continuous functions on G with compact support.
Lemma 6.4. For ψ ∈ Cc(G), we have Z[ψ] ∈ L2(Ω, L2(C)) and ‖ψ‖L2(G) =
‖Z[ψ]‖. Moreover, Z[Tγψ] = X˜γZ[ψ] for all γ ∈ Γ.
Proof. First note that since ψ ∈ Cc(G), Z[ψ] is a continuous function on both
variables. Now, by Theorem 6.1, we know that
(22)
∫
G
|ψ(y)|2 dmG(y) =
∫
C
∫
Γ
|ψ(x− γ)|2 dmΓ(γ) dµ(x).
This implies that for µ-a.e. x ∈ C, ψ(x− ·) ∈ L2(Γ). By Plancherel’s Theorem and
(21), we have
(23)
∫
Γ
|ψ(x− γ)|2 dmΓ(γ) =
∫
Ω
|FΓ(ψ(x− ·))(ω)|2 dν(ω).
Thus, we can replace (23) in (22) and then, since Z[ψ] is continuous, we can apply
Fubini’s Theorem to obtain∫
G
|ψ(y)|2 dmG(y) =
∫
Ω
∫
C
|FΓ(ψ(x − ·))(ω)|2 dµ(x) dν(ω).
From here, we conclude that Z[ψ] ∈ L2(Ω, L2(C)) and ‖ψ‖L2(G) = ‖Z[ψ]‖.
To see that Z[Tγψ] = X˜γZ[ψ], use (2) to obtain,
Z[Tγψ](ω)(x) = FΓ[Tγψ(x− ·)](ω)
= FΓ[ψ(x− (γ + ·))](ω) = (γ, ω)FΓ[ψ(x− ·)](ω)
= (γ, ω)Z[ψ](ω)(x). 
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As a consequence of Lemma 6.4, Z : Cc(G)→ L2(Ω, L2(C)) defines an isometry
that can be extended by density to the whole L2(G). We keep on denoting by Z
the extension of Z : Cc(G) → L2(Ω, L2(C)) to L2(G). As we shall show in the
upcoming result, Z turns out to be an isomorphism.
Proposition 6.5. Let Z : L2(G)→ L2(Ω, L2(C)) be the extension to L2(G) of the
mapping of Lemma 6.4. Then, Z is an isometric isomorphism satisfying Z[Tγψ] =
X˜γZ[ψ] for all γ ∈ Γ and all ψ ∈ L2(G).
Proof. We only need to prove that Z is onto. This will require to deal with some
technical issues but roughly speaking, the idea is to show that there is a dense set
of L2(Ω, L2(C)) contained in the image of Z. We structure the proof on steps.
Step 1: Consider the set D := {Φ(ω;x) = FΓ(Ψ(·;x))(ω) : Ψ ∈ Cc(Γ × C)}.
Then, by Plancherel’s Theorem, D ⊆ C(Ω×C)∩L2(Ω×C). We shall show now that
D is dense in L2(Ω× C). Towards this end, take Φ ∈ L2(Ω × C) and ε > 0. Now,
choose Φ1(ω;x) =
∑n
j=1 αjfj(ω)gj(x) with fj ∈ L2(Ω), gj ∈ L2(C) and αj ∈ C for
each 1 ≤ j ≤ n such that ‖Φ− Φ1‖L2(Ω×C) < ε/2. This can be done since the set
span{f.g : f ∈ L2(Ω), g ∈ L2(C)} is dense in L2(Ω× C) (e.g. [34, pp. 51]).
Put Ψ1(γ;x) =
∑n
j=1 αjF−1Γ (fj)(γ)gj(x). Then, Ψ1 ∈ L2(Γ × C) and, due to
the density of Cc(Γ× C) in L2(Γ× C), we can choose Ψ ∈ Cc(Γ× C) with ‖Ψ1 −
Ψ‖L2(Γ×C) < ε/2. If we call Φ2(ω;x) = FΓ(Ψ(·;x))(ω) ∈ D, then, by Plancherel’s
and Fubini’s Theorems we have that ‖Φ1 − Φ2‖L2(Ω×C) = ‖Ψ1 − Ψ‖L2(Γ×C) <
ε/2. Therefore, ‖Φ− Φ2‖L2(Ω×C) < ε and consequently, D is dense in L2(Ω × C).
Finally note that, since Ĝ/Γ∗ is σ-compact, so is Ω. Then, by Proposition A.3,
L2(Ω, L2(C)) = L2(Ω× C) and we have that D is dense in L2(Ω, L2(C)).
Step 2: We now prove that D is contained in the range of Z. Let Φ ∈ D,
Φ(ω;x) = FΓ(Ψ(·;x))(ω) with Ψ ∈ Cc(Γ×C). Consider the mapping y 7→ (τ([y])−
y; τ([y])) from G to Γ×C, where τ is the cross-section mapping for G/Γ and C, and
define the function ψ on G as ψ(y) := Ψ(τ([y]) − y; τ([y])). Since Ψ ∈ Cc(Γ × C)
and τ([·]) : (G,mG) → (C, µ) is measurable, to see that ψ is mG-measurable it
is enough to prove that ξ(y) := τ([y]) − y is a measurable function from (G,mG)
to (Γ,mΓ). Observe first that by the discussion after (17) in Subsection 6.1, we
can conclude that τ([·]) : G → C ⊆ G is a measurable function when regarding C
with the Haar measure of G, mG. Thus, ξ : G → Γ ⊆ G is also measurable when
we consider in Γ the measure mG. Note now, that since the topology in Γ is the
relative topology as a subgroup of G, any open set of Γ, U is the intersection of an
open set V of G with Γ, i.e. U = V ∩ Γ. It follows then, that open sets of Γ are
mG-measurable and therefore, β(Γ) ⊆ β(G) where β(Γ) (resp. β(G)) denotes the
Borel σ-algebra in Γ (resp. in G). In particular, this implies that ξ is a measurable
function from (G,mG) to (Γ,mΓ) as we wanted to prove. Moreover, ψ is bounded
because so is Ψ and hence, ψ is locally integrable on G. Now, for every compact
set F ⊆ G, we can apply (18) to χF |ψ| ∈ L1(G) to obtain,∫
G
χF (y)|ψ(y)| dmG(y) =
∫
C
∫
Γ
χF (x + γ)|ψ(x+ γ)| dmΓ(γ) dµ(x)
=
∫
C
∫
Γ
χF (x + γ)|Ψ(−γ;x)| dmΓ(γ) dµ(x)
≤
∫
C
∫
Γ
|Ψ(γ;x)| dmΓ(γ) dµ(x) < +∞.(24)
Since G is σ-compact, G =
⋃
n∈N Fn where Fn ⊆ G is compact for every n ∈ N and
Fn ⊆ Fn+1. Thus, since χFn |ψ| → |ψ| mG-a.e. on G, by (24) and [43, Corollary
10.30] we have that ψ ∈ L1(G). With the same argument applied to |ψ|2, we also
see that ψ ∈ L2(G) ∩ L1(G).
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Finally,
Z[ψ](ω)(x) =
∫
Γ
ψ(x− γ)(−γ, ω) dmΓ(γ)
=
∫
Γ
Ψ(γ;x)(−γ, ω) dmΓ(γ)
= FΓ(Ψ(·;x))(ω) = Φ(ω;x).
Therefore, D is contained in the range of Z as we wanted to prove.
Step 3: Since the range of Z contains a dense set and it is closed, Z must be
onto. 
Remark 6.6.
(1) Suppose that Γ is discrete and countable. Then, since the Haar measuremG
on G is invariant under translations, the action σ : Γ ×G → G, σ(γ, x) =
γ+ g is a quasi-Γ-invariant action with Jσ(γ, x) ≡ 1. Note that the unitary
representation associated to σ is Πσ(γ) = Tγ . Moreover, the section C of
G/Γ is a tiling set for σ and then we are in a setting where the results of
Section 3 can be applied. Then, if Zσ is as in Definition 3.2 and Z as in
Definition 6.3, we have Zσ = Z.
(2) The construction of the mapping Z was proposed by Weil in [41]. In that
work, the author works with the quotients instead of sections and describes
the range of Z in a different way than here. To our purpose, it is very
important to exactly know that the range of Z is a vector valued space
since this is what allows us to connect closed subspaces of L2(G) that are
invariant under translations with MI spaces.
6.3. Subspaces invariant under translations. As we already said, we want to
give a characterization in terms of range functions of closed subspaces of L2(G) that
are invariant under translations in Γ, where G is a second countable LCA group
and Γ is a closed subgroup of G. To be precise, we say that a closed subspace V
of L2(G) is invariant under translation in Γ, or Γ-invariant for short, if TγV ⊆ V
for all γ ∈ Γ. As usual, we say that V is generated by an at most countable set
A ∈ L2(G) when V = SΓ(A) := span{Tγφ : γ ∈ Γ, φ ∈ A}.
If Z : L2(G) → L2(Ω, L2(C)) is the isomorphism of Proposition 6.5, then Z
turns Γ-invariant spaces in L2(G) into MI spaces in L2(Ω, L2(C)) with respect
to the determining set D = {X˜γ}γ∈Γ and vice versa. This fact can be proven
in an analogous way to that used to show Lemma 4.4. As a consequence, the
following characterization for Γ-invariant spaces holds. Its proof is a straightforward
adaptation of that of Theorem 4.3 and therefore we leave it for the reader.
Theorem 6.7. Let V ⊆ L2(G) be a closed subspace and Z be the mapping of
Proposition 6.5. Then, the following conditions are equivalent:
(1) V is a Γ-invariant space;
(2) there exists J : Ω→ {closed subspaces of L2(C)}, a measurable range func-
tion, such that
V =
{
f ∈ L2(G) : Z[f ](ω) ∈ J(ω) , ν − a.e. ω ∈ Ω}.
Identifying range functions which are equal almost everywhere, the correspon-
dence between Γ-invariant spaces and measurable range functions is one to one and
onto.
Moreover, if V = SΓ(A) for some countable subset A of L2(G), the measurable
range function J associated to V is given by
J(ω) = span{Z[φ](ω) : φ ∈ A}, ν − a.e. ω ∈ Ω.
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Remark 6.8. Theorem 6.7 characterizes Γ-invariant spaces in terms of range func-
tion in the same spirit as in [5, Theorem 3.8]. The main difference with the results
in [5] is that we do not require Γ to be co-compact (i.e. G/Γ compact). The co-
compact assumption on Γ guaranties that Γ∗ is discrete and this is what is crucial to
define the mapping T of [5, Proposition 3.7] (see also [7, Proposition 3.3]). Working
with the isomorphism Z instead of T allows as to withdraw the co-compactness on
Γ and as a consequence, our results are applicable to cases where those in [5] are
not. To give a simple example, consider G = R3 and Γ = Z × R × {0}. Then Γ
is closed but G/Γ ≈ T× {0} × R is not compact. Furthermore, when Γ is discrete
(but not necessarily co-compact) Theorem 6.7 is still more general than [7, Theo-
rem 3.10]. For instance, it covers the (simple) case when Γ = Z × {0} ⊆ G = R2
which does not fit in the setting of [7, Theorem 3.10] because G/Γ ≈ T × R is not
compact.
Remark 6.9. As a consequence of Theorem 6.7 we recover Corollary 3.9 in [5].
That is, for a second countable LCA group G, a closed subspace V of L2(G) is
invariant under all translations by G if and only if there exists a measurable set
E ⊂ Ĝ such that V = {f ∈ L2(G) : suppf̂ ⊂ E}. Indeed, take Γ = G in Theorem
6.7; then L2(C) = L2({e}) = C, Ω = Ĝ, each J(ω) is a closed subspace of C and
hence J(ω) = C or {0}, and Z[f ](ω)(e) = Ff(−ω) . Thus, it is enough to take
E = {ω ∈ Ĝ : J(−ω) = C}.
As one may expect, it is also possible to characterize frame and Riesz conditions
of the system EΓ(A) := {Tγφ : γ ∈ Γ, φ ∈ A} in terms of Z. Since EΓ(A) is
indexed by the - in general - non-discrete set Γ×A, the frame and Riesz properties
have to be regarded in the continuous sense as in Definitions 5.2 and 5.3 in [5].
Then, we have:
Theorem 6.10. Let A ⊆ L2(G) be a countable set and let J the a measurable
range function associated to V = SΓ(A) through Theorem 6.7. Then, the following
two conditions are equivalent:
(i) EΓ(A) is a continuous frame (resp., continuous Riesz basis) for V with
bound 0 < A ≤ B < +∞.
(ii) For ν-almost every ω ∈ Ω, the set {Z[φ](ω) : φ ∈ A} is a frame (resp.,
Riesz basis) for J(ω) with uniform bounds A,B.
The proof of this result is, once again, a straightforward adaptation of the proof
of [5, Theorem 5.1] and therefore we omit it. However, we do want to emphasize
what was noticed in [5]: first, despite item (i) in Theorem 6.10 involves the concept
of continuous frames (resp., Riesz bases), the frame and Riesz basis notions in (ii)
are the usual ones. Second, with the same strategies than those used in the proof
of Theorem 5.1 for Riesz bases in [5], it can be seen that both item (i) and item (ii)
in Theorem 6.10 for Riesz bases imply that Γ is discrete. Then, the result reduces
to Theorem 5.3 where the action involved is σ : Γ×G→ G, σ(γ, x) = γ + x.
6.4. Connection with the so-called Fiberization mapping. As we already
pointed out, when Γ is assumed to be co-compact, Γ-invariant spaces are charac-
terized in terms of range functions either by Theorem 6.7 or [5, Theorem 3.8]. What
we shall investigate now, is the relationship of the main tools used in those theo-
rems, mainly Z, the non-discrete generalized Zak transform, and T the fiberization
mapping of [5, Proposition 3.7].
Let G, Γ, Ĝ, Γ∗, Ω and C be as in Section 6.1 with their respective measures and
suppose, additionally, that G/Γ is compact. Then, Γ∗ is discrete and countable (cf.
[25, Theorem 24.15]). By Remark 6.2, we have that ν, the measure on Ω given by
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(17), is the restriction of mĜ to Ω. As we identified Ω with Γ̂, we can identify C
with the dual group of Γ∗.
The isometry T proposed in [5, 7] is the mapping T : L2(G) → L2(Ω, ℓ2(Γ∗))
defined by
T f(ω) = {f̂(ω + δ)}δ∈Γ∗ .
Proposition 6.11. For f ∈ Cc(G) such that f̂ ∈ L1(Ĝ) it holds that
FΓ∗(T f(ω))(x) = (x, ω)Zσ[f ](−w)(−x),
for x ∈ C and ω ∈ Ω, where FΓ∗ denotes the Fourier transform with respect to the
group Γ∗.
Proof. Fix x ∈ C and ω ∈ Ω. Denoting by Mω the modulation operator by ω, i.e
Mωφ(·) = (·, ω)φ(·), we can rewrite Zσ[f ](−w)(−x) as
Zσ[f ](−ω)(−x) =
∫
Γ
f(−x+ γ)(γ,−ω) dmΓ(γ)
= (x,−ω)
∫
Γ
TxM−ωf(γ) dmΓ(γ).
Since f ∈ Cc(G) and f̂ ∈ L1(Ĝ), the same holds for TxM−ωf . This is, TxM−ωf ∈
Cc(G) and ̂TxM−ωf ∈ L1(Ĝ). Therefore, by the Poisson Formula [35, Theorem
5.5.2],
(25)
∫
Γ
TxM−ωf(γ) dmΓ(γ) =
∑
δ∈Γ∗
̂TxM−ωf(δ) =
∑
δ∈Γ∗
f̂(ω + δ)(−x, δ).
Since the right hand side of (25) is the Fourier transform of T f(ω) at x with respect
to the group Γ∗, the result follows. 
As a consequence of Plancherel’s Theorem, we immediately obtain:
Corollary 6.12. If f and g are as in Proposition 6.11 then,
〈T f(ω), T g(ω)〉ℓ2(Γ∗) = 〈Zσ[f ](−ω), Zσ[g](−ω)〉L2(C).
Appendix A.
In this section we shall prove two results concerning vector valued spaces. The
first one says that, when Ω has finite measure and H is any separable Hilbert space,
the set of simple functions of L2(Ω,H) is dense. The second one shows that, when
Ω is σ-finite and the Hilbert space H is an L2-space, this is H = L2(C) for some
measure space (C, µ), then L2(Ω, L2(C)) = L2(Ω×C). We believe that both results
are known, but since we could not find an explicit reference for them, we decided
to provide a proof. We will make use of the following intermediate result. Its proof
can be found in [13, Proof of Theorem 2.1, Chapter II].
Lemma A.1. Let (Ω, ν) be a measure space such that ν(Ω) < +∞ and let H be
a separable Hilbert space. If Φ : Ω → H is a measurable function, then, for every
ε > 0 there exist a partition of Ω into measurable sets, {Bn}n∈N and a sequence
{xn}n∈N ⊆ H such that Ψ :=
∑∞
n=1 xnχBn satisfy ‖Φ(ω) − Ψ(ω)‖H < ε for a.e.
ω ∈ Ω.
Proposition A.2. Suppose that ν(Ω) < +∞. Then for each Φ ∈ L2(Ω,H) there
exists a sequence {Φn}n∈N ⊆ L2(Ω,H) of simple functions such that limn→∞ ‖Φ−
Φn‖ = 0.
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Proof. Fix Φ ∈ L2(Ω,H). For each n ∈ N, by Lemma A.1 we can choose Ψn =∑∞
j=1 x
n
j χBnj with {Bnj }j∈N being a partition of Ω in measurable sets and {xnj }j∈N ⊆
H such that ‖Φ(ω)−Ψn(ω)‖H < 1n for a.e. ω ∈ Ω. Since Φ ∈ L2(Ω,H), we have that
Ψn ∈ L2(Ω,H) for all n ∈ N. Indeed, for a.e. ω ∈ Ω, ‖Ψn(ω)‖H ≤ 1n + ‖Φ(ω)‖H ≤
2max{ 1n , ‖Φ(ω)‖H} and then
(26) ‖Ψn(ω)‖2H ≤ 4max{
1
n2
, ‖Φ(ω)‖2H} ≤ 4(
1
n2
+ ‖Φ(ω)‖2H).
Now, integrating over Ω in (26) we get ‖Ψn‖2 =
∫
Ω ‖Ψn(ω)‖2H dν(ω) ≤ 4( 1n2 ν(Ω) +
‖Φ‖2) < +∞.
Note that, for every n ∈ N, ‖Ψn‖2 =
∑∞
j=1 ‖xnj ‖2Hν(Bnj ) and then we can choose
N(n) large enough so that
(27)
∞∑
j=N(n)+1
‖xnj ‖2Hν(Bnj ) =
∫
⋃
∞
j=N(n)+1 B
n
j
‖Ψn(ω)‖2H dν(ω) <
1
n
.
Define Φn =
∑N(n)
j=1 x
n
j χBnj and let us see that Φn → Φ, as n→ +∞ in L2(Ω,H).
Proceeding as before and using (27), we have
‖Φn − Φn‖2 =
∫
Ω
‖Φn(ω)− Φ(ω)‖2H dν(ω)
≤ 4
(∫
Ω
‖Φn(ω)−Ψn(ω)‖2H dν(ω) +
∫
Ω
‖Ψn(ω)− Φ(ω)‖2H dν(ω)
)
≤ 4
(∫
⋃
∞
j=N(n)+1 B
n
j
‖Ψn(ω)‖2H dν(ω) +
∫
Ω
1
n2
dν(ω)
)
≤ 4( 1
n
+
ν(Ω)
n2
),
and the result follows. 
As it was pointed out to us by the referee, the next proposition is a generalization
of [34, Theorem II.10 (c)].
Proposition A.3. Let (Ω, ν) be a σ-finite measure space and (C, µ) be a measure
space such that L2(C) is separable. Then, L2(Ω, L2(C)) = L2(Ω× C).
Proof. Clearly, by Fubini’s Theorem, L2(Ω × C) ⊆ L2(Ω, L2(C)). The claim
L2(Ω, L2(C)) = L2(Ω×C) will follow from the fact that Ω is σ-finite and Proposi-
tion A.2. To see this, first write Ω =
⋃
n∈N Ωn where, for every n ∈ N, Ωn ⊆ Ω is
of finite ν-measure and Ωn ⊆ Ωn+1.
For every n ∈ N, each simple function in L2(Ωn, L2(C)) (simple in the sense
of vector valued functions) is a (ν × µ)-measurable function from Ωn × C to C.
Therefore, if Dn = {simple functions of L2(Ωn, L2(C))} we then have that Dn ⊆
L2(Ωn ×C) ⊆ L2(Ωn, L2(C)). Now, since the norm in L2(Ωn, L2(C)) restricted to
L2(Ωn×C) is the norm on L2(Ωn×C) and L2(Ωn×C) is closed, we conclude from
Proposition A.2 that L2(Ωn × C) = L2(Ωn, L2(C)).
Finally, take Φ ∈ L2(Ω, L2(C)) and put Φn := χΩnΦ. Then, for all n ∈ N,
Φn ∈ L2(Ωn, L2(C)) = L2(Ωn × C) and in particular, Φn is a (ν × µ)-measurable
function on the product space Ωn × C. Thus, since limn→∞Φn(ω)(x) = Φ(ω)(x)
for (ν × µ)-a.e. (ω;x) ∈ Ω× C, Φ is a (ν × µ)-measurable function on the product
space Ω× C and therefore, Φ ∈ L2(Ω× C). 
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