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TOPOLOGICAL RECURSION RELATIONS IN GENUS 2
E. GETZLER
Consider a two-dimensional topological field theory coupled to topological gravity with
primary fields {γa} (see Witten [21] for an explanation of this notation). An example
of such a theory is provided by the Gromov-Witten invariants of a smooth projective
variety V ; in this case, the primary fields are a basis of the cohomology H•(V,Q).
The metric on the space of primaries is defined by the formula
ηab = 〈Pγaγb〉0,
where P = γ0 is the puncture operator. (In the case of Gromov-Witten invariants, γ0 is
the identity of H•(V,Q).) Denote by ηab the metric on the dual space, and by γa = ηabγb
the dual basis.
Let {tak | k ≥ 0} be the coordinates on the large phase space. Introduce generating
functions for the correlation functions, by the formula
(1) 〈〈τk1 (x1) . . . τkn(xn)〉〉g =
〈
τk1(x1) . . . τkn(xn) exp
∑
k,a
takτk(γa)
〉
g
≡
∞∑
N=0
1
N !
∑
l1...lN
a1...aN
taNlN . . . t
a1
l1
〈τk1(x1) . . . τkn(xn)τl1 (γa1) . . . τlN (γaN )〉g.
We can now formulate the topological recursion relations satisfied by the genus 0
correlation functions:
〈〈τk1 (x1)τk2 (x2)τk3(x3)〉〉0 =
∑
a
〈〈τk1−1(x1)γ
a〉〉0〈〈γaτk2(x2)τk3(x3)〉〉0.(2)
In combination with other properties of these models, these recursion relations allow the
genus 0 correlation functions for gravitational descendents to be expressed in terms of
correlation functions for primary fields. Ultimately, (2) is a consequence of the vanishing
of the tautological classes ψi on the Deligne-Mumford compactification M0,3, which
follows from the zero-dimensional-ity of M0,3.
Likewise, the genus 1 correlation functions satisfy the topological recursion relations
〈〈τk(x)〉〉1 =
∑
a
〈〈τk−1(x)γa〉〉0〈〈γ
a〉〉1 +
1
24
∑
a
〈〈τk−1(x)γaγ
a〉〉0.(3)
These recursion relations follows from the equality of the tautological class ψ1 on M1,1
with a boundary class of degree 1/24 on M1,1.
The first rigourous construction of gravitational descendents was obtained by Ruan
and Tian [20], for the Gromov-Witten invariants of semi-positive symplectic manifolds. In
Part 1 of this paper, we study gravitational descendents for general projective manifolds,
by applying the Behrend-Fantechi construction [1, 2] of the virtual fundamental classes
on Mg,n(V, β) (based on the ideas of Li and Tian [15]). We verify the above topological
1
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recursion relations in this setting, along with all of the other formulas contained in
Dijkgraaf and Witten [21, 4]. It is useful to read our paper in conjunction with that
of Kontsevich and Manin [13]; although both discuss similar questions, the emphasis is
quite different.
In Part 2, we calculate the topological recursion relations in genus 2. To this end, we
first calculate the Hodge polynomial of M2,2:∑
i,j
uivj dimHi,j(M2,2) = 1 + 6uv + 14u
2v2 + 14u3v3 + 6u4v4 + u5v5;
the proof uses the results on mixed Hodge modules proved in [9] and a number of other
miscellaneous results. We then use intersection theory in M2,2 to find topological re-
cursion relations for genus 2 correlation functions. The situation is very different from
that in lower genus, since the restrictions of the tautological classes ψi to M2,n do not
vanish. On the other hand, we will see that quadratic polynomials in the classes ψi are
boundary classes on M2,n.
1
Recall Mumford’s definition of the cohomology classes λi onMg. Let π :Mg,1 →Mg
be the universal curve overMg, and consider the Chern classes λi = ci(E) of the Hodge
bundle E = π∗ωMg,1/Mg . We denote the pullbacks of λi to Mg,n by the same symbol.
By the formulas
2k∑
i=0
(−1)iλiλ2k−i = 0,
the classes λ2k are universal polynomials in the classes λ2i+1; for example, λ2 = λ
2
1/2.
In genus 2, the divisor λ1 is a boundary class (this is not true in higher genera), and
Mumford [18] proves the formula
λ1 =
1
10
(
2δ1 + δ0
)
.
He also obtains an explicit expression for ψ21 as a boundary cycle on M2,1, which may
be written, following Faber [6], as
ψ21 =
 @
d d
+ ψ1λ1 − λ2
=
7
5
 @
d d
+
1
5
d


−
1
120


d + 13120 

SS d
+
1
120 



(4)
1We conjecture that this pattern continues: polynomials of degree g in the tautological classes ψi are
boundary classes onMg,n.
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The main result of Part 2 is the following explicit formula for ψ1ψ2:
ψ1ψ2 = 3
e2
u


 JJ
1 2
+
13
5  SS
SS 
d d
1 2
+
4
5
1
d


 JJ
2
d
+
4
5
2
d


 JJ
1
d
−
4
5
d
d


 JJ
1 2
+
23
120




SS
1 2
d
+
5
120


d
1
2
+
5
120


d
2
1
−
3
120


d
 SS
1 2
(5)
+
7
15 
d
 SS
1 2
+
1
15 
d
2
1
+
1
15 
d
1
2
−
1
15


d
 SS
1 2
−
1
72 



1
2
In this article, we content ourselves with proving that (5) is a homological equivalence,
although we expect that it is actually a rational equivalence. A key step in its proof is
the fact that the rational cohomology of M2,2 turns out to be generated as a ring by 6
tautological divisors; we prove this using Faber’s computer program [7], which enables
us to calculate the intersection numbers of quintic monomials in the divisors on M2,2.
Finally, applying the results of Part 1, (4) and (5) imply respectively the topological
recursion relations
(6) 〈〈τk+2(x)〉〉2 = 〈〈τk+1(x)γa〉〉0〈〈γ
a〉〉2 + 〈〈τk(x)γa〉〉0〈〈τ1(γ
a)〉〉2
− 〈〈τk(x)γa〉〉0〈〈γ
aγb〉〉0〈〈γ
b〉〉2 +
7
10 〈〈τk(x)γaγb〉〉0〈〈γ
a〉〉1〈〈γ
b〉〉1
+ 110 〈〈τk(x)γaγb〉〉0〈〈γ
aγb〉〉1 −
1
240 〈〈τk(x)γa〉〉1〈〈γ
aγbγ
b〉〉0
+ 13240 〈〈τk(x)γaγ
aγb〉〉0〈〈γ
b〉〉1 +
1
960 〈〈τk(x)γaγ
aγbγ
b〉〉0, for k ≥ 0.
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and
(7) 〈〈τk+1(x)τl+1(y)〉〉2 = 〈〈τk+1(x)γ
a〉〉2〈〈τl(y)γa〉〉0
+ 〈〈τk(x)γa〉〉0〈〈τl+1(y)γ
a〉〉2 − 〈〈τk(x)γa〉〉0〈〈τl(y)γb〉〉0〈〈γ
aγb〉〉2
+ 3〈〈τk(x)τl(y)γa〉〉0〈〈γ
a〉〉2 +
13
10 〈〈τk(x)τl(y)γaγb〉〉0〈〈γ
a〉〉1〈〈γ
b〉〉1
+ 25 〈〈τk(x)γa〉〉1〈〈τl(y)γ
aγb〉〉0〈〈γ
b〉〉1 +
2
5 〈〈τk(x)γ
aγb〉〉0〈〈τl(y)γa〉〉1〈〈γ
b〉〉1
− 25 〈〈τk(x)τl(y)γa〉〉1〈〈γ
aγb〉〉0〈〈γ
b〉〉1 +
23
240 〈〈τk(x)τl(y)γaγ
aγb〉〉0〈〈γ
b〉〉1
+ 148 〈〈τk(x)γaγ
aγb〉〉0〈〈τl(y)γ
b〉〉1 +
1
48 〈〈τk(x)γ
b〉〉1〈〈τl(y)γaγ
aγb〉〉0
− 180 〈〈τk(x)τl(y)γ
b〉〉1〈〈γaγ
aγb〉〉0 +
7
30 〈〈τk(x)τl(y)γaγb〉〉0〈〈γ
aγb〉〉1
+ 130 〈〈τk(x)γaγb〉〉0〈〈τl(y)γ
aγb〉〉1 +
1
30 〈〈τk(x)γ
aγb〉〉1〈〈τl(y)γaγb〉〉0
+ 130 〈〈τk(x)τl(y)γa〉〉0〈〈γ
aγbγ
b〉〉1 +
1
576 〈〈τk(x)τl(y)γaγ
aγbγ
b〉〉0, k, l ≥ 0.
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Part 1. Gravitational descendents
1. Dual graphs
1.1. Dual graphs of prestable curves.
Definition 1. A pointed prestable curve (C, z1, . . . , zn) is a projective, connected curve
C (over C) with no singularities other than simple double points, together with n distinct,
smooth marked points (z1, . . . , zn).
Given a pointed prestable curve C = (C, z1, . . . , zn), we will define a graph C(G), the
dual graph of C, which represents the homeomorphism type of C. The graph G = G(C)
has one vertex v for each component C(v) of (the normalization of) the curve C, labelled
by the genus g(v) of this component.
The edges of the dual graph G(C) correspond to double points of the curve C; the
two ends of an edge are attached to the vertices associated to the components on which
the two branches of the double point lie. (If both branches lie in the same component of
C, then the edge is a loop.)
Finally, to each marked point zi of the curve corresponds a leg of the graph, labelled by
i, at the vertex corresponding to the component of C on which zi lies (which is uniquely
determined, since zi is a smooth point).
In drawing dual graphs, we denote vertices of genus 0 either by a solid circle s or
leave them unmarked, vertices of genus 1 by an open circle c , and vertices of genus
g > 1 by fg .
Define the genus g(G) of a graph G to be the sum of the genera g(v) over the vertices
v of G and the first Betti number of the graph G. Then g(G) equals the arithmetic genus
of the curve C.
Elements of the link of a vertex v are called the flags of the vertex, and their number
n(v) is its valence: it equals the number of points in the component C(v) which map to
a double point or marked point of C. The flags of G are the flags of its vertices, and the
set of flags is denoted Flag(G). The valence n(G) of a graph G is the number of its legs.
The automorphism group Aut(G) of a dual graph is the subgroup of the automorphism
group of the underlying graph which fixes the legs, and preserves the genera of the
vertices.
1.2. Stable curves. We say that a pointed prestable curve is stable if it has no infini-
tesimal automorphisms fixing the marked points, and that a dual graph is stable if each
vertex v satisfies the condition 2(g(v)− 1)+n(v) > 0; a pointed prestable curve is stable
if and only if the associated dual graph is stable. The set of stable dual graphs G of fixed
genus g(v) and valence n(v) is finite.
2. Cycles in the moduli stack of prestable curves
The moduli stack Mg,n of prestable algebraic curves of arithmetic genus g with n
smooth marked points is a smooth algebraic stack of dimension 3(g−1)+n. (This is the
stack denoted Mg,n in Behrend [1].) If G is a dual graph of genus g and valence n, let
M(G) be the substack of Mg,n consisting of the moduli of pointed prestable curves with
dual graph G. These substacks stratify Mg,n, and the stratum M(G) has codimension
equal to the number of edges of G.
We associate to a dual graph G the cycle {G} = [M(G)], which we will frequently
represent in formulas by the graph G itself.
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2.1. Tautological classes and decorated dual graphs. Denote by M(G) the closure
of M(G) in Mg,n, by i(G) the inclusion map M(G) →֒ Mg,n, and by M˜(G) the product
M˜(G) =
∏
v∈Vert(G)
Mg(v),n(v).
(This is the stack denoted M(G) in Behrend [1].) The following lemma is clear.
Lemma 2. There is a natural action of Aut(G) on M˜(G), and a natural morphism
π(G) : M˜(G) −→ M(G),
identifying M˜(G)/Aut(G) with M(G).
Let Cg,n → Mg,n be the universal curve over Mg,n, whose fibre at (C, zi) is C. The
projection Cg,n → Mg,n has n canonical sections σi : Mg,n → Cg,n, corresponding to the
n marked points. Let ω
Cg,n/Mg,n
be the relative dualizing sheaf, and consider the line
bundles Ωi = σ
∗
i ωCg,n/Mg,n , and the associated divisors Ψi = c1(Ωi). (The line bundle Ωi
has fibre T ∗ziC at the prestable pointed curve (C, z1, . . . , zn).)
Definition 3. A decorated dual graph (G,φ) is a dual graph G together with a function
φ from the set of flags Flag(G) of G to the natural numbers {0, 1, . . .}.
We represent a decorated dual graph graphically by drawing at each flag i of the graph
G φ(i) arrow-heads pointing towards the vertex to which the flag i is attached.
Given a decorated dual graph (G,φ), let {G,φ} be the cycle
{G,φ} =
1
|Aut(G)|
i(G)∗π(G)∗
∏
i∈Flag(G)
Ψ
φ(i)
i .
The codimension of {G,φ} equals the number of edges of G plus the number of arrow-
heads. A simple example is the divisor Ψ1 in M2,1, associated to the decorated dual
graph e2
6
For each N ≥ 0, let Πgn,N : Mg,n+N → Mg,n be the projection which maps the pointed
prestable curve (C, z1, . . . , zn, zn+1, . . . , zn+N) to (C, z1, . . . , zn).
Proposition 4. Let (G,φ) be a decorated dual graph of genus g and valence n, and for
v a vertex of G, let Gv be the dual graph obtained from G by attaching an additional leg
to G at the vertex v, with label n + 1, and let φv be the decoration of Gv assigning 0 to
the new flag of Gv. Then(
Πgn,1
)−1
{G,φ} =
∑
v∈Vert(G)
|Aut(Gv)|
|Aut(G)|
{Gv, φv}.
Proof. It is easy to see that
(
Πgn,N
)∗
Ψi = Ψi, 1 ≤ i ≤ n; thus, it suffices to prove the
proposition in the undecorated case. But in that case, it is true almost by definition:
the additional marked point zn+1 must lie on one of the smooth components of C, and
each one gives rise to a term in the expansion of
(
Πgn,1
)−1
{G}; the rational factors take
account of the differing normalization of the cycles {Gv}.
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3. Stabilization
The open substack Mg,n ⊂ Mg,n of moduli of stable curves is a Deligne-Mumford
stack, empty unless 2(g − 1) + n > 0. Denote the restrictions of the line bundles Ωi
to Mg,n by ωi, and their Chern classes c1(ωi) by ψi. (These classes are denoted Ki by
Mumford.)
There is a morphism of stacks stab : Mg,n → Mg,n, called stabilization, which asso-
ciates to a pointed prestable curve (C, z1, . . . , zn) the pointed stable curve obtained by
contracting chains of rational curves in C, that is, rational components of valence less
than 3; by Proposition 3 of Behrend [1], the morphism stab is flat.
If G is a stable graph of genus g and valence n, let [G] be the cycle in Mg,n defined
by the closed substack M(G). More generally, if (G,φ) is a stable decorated dual graph
(that is, a decorated dual graph such thatG is stable), define [G,φ] by the same procedure
as was used to define {G,φ} for general decorated graphs, substituting the embedding
i(G) :M(G) →֒ Mg,n for i(G) : M(G) →֒ Mg,n, the Chern class ψi for Ψi, and the e´tale
morphism
π(G) :
∏
v∈Vert(G)
Mg(v),n(v) −→M(G)
for the e´tale morphism π(G) : M˜(G)→ M(G) of Lemma 2.
IfG is an undecorated stable graph, we have stab∗[G] = {G}. The relationship between
stab
∗[G,φ] and {G,φ} is less immediate when φ is non-trivial; for this reason, we wish
to distinguish the decorated graph associated to [G,φ] from that associated to {G,φ}.
This we do by drawing the arrow-heads in a different style. For example, the divisor ψ1
in M2,1 is represented by the decorated stable graphe2
u
The following proposition permits the expansion of the cycle stab∗[G,φ] as a linear
combination of cycles {G′, φ′}.
Proposition 5. On Mg,n, we have
Ψi = stab
∗ψi + s
i
ggSS 
. . .1 ı̂ n
Proof. Denote the dual graph on the right-hand side of the above formula by Gi, and
introduce analogous dual graphs Gj , 1 ≤ j ≤ n, in which the role of i and j is exchanged.
The complement ofMg,n in Mg,n is a divisor with components M(Gj), 1 ≤ j ≤ n. Since
the restrictions of Ψi and stab
∗ψi toMg,n are equal, we see that a formula of the general
form
Ψi = stab
∗ψi + k1{G1}+ · · ·+ kn{Gn}
holds, where (k1, . . . , kn) are certain rational numbers. These numbers may be charac-
terized by the formula
h∗(Ψj − stab
∗ψj) = kjc1
(
NM(Gj)Mg,n
)
,
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where h is the locally closed embedding h : M(Gj) →֒ Mg,n, and NM(Gj)Mg,n is the
normal bundle of the embedding. Our task is to show that kj = δij ; this follows from
the following lemma.
Lemma 6. If i = j, then h∗(Ωj ⊗ stab
∗ω∨j )
∼= NM(Gj)Mg,n, otherwise it is a trivial line
bundle.
Proof. Let G be a dual graph with two vertices, of genus g1 and g2 and valence n1 and
n2, and one edge. Thus g(G) = g1 + g2 and n(G) = n1 + n2; assume that n(G) > 0, so
that Aut(G) is trivial. The codimension-one stratum M(G) decomposes as a product
M(G) ∼= Mg1,n1+1 ×Mg2,n2+1,
and we have the following formula for its normal bundle:
NM(G)Mg,n ∼= Ω
∨
n1+1 ⊠ Ω
∨
n2+1.
On M0,2 ∼= BGm, we have the formula Ψ1 + Ψ2 = 0, reflecting the fact that the
representations of Gm on T0P
1 and T∞P
1 are dual to each other. It follows that
h∗(Ψj − ψj) = s
6
j
ggSS 
. . .1 ̂ n
−
6s
j
ggSS 
. . .1 ̂ n
= − ?s
j
ggSS 
. . .1 ̂ n
−
6s
j
ggSS 
. . .1 ̂ n
= c1
(
NM(Gj)Mg,n
)
.
On the other hand, for i 6= j, it is clear that h∗
(
Ωi ⊗ ω
∨
i
)
is canonically trivializable,
showing that h∗(Ψi − ψi) = 0.
For each N ≥ 0, let πgn,N : Mg,n+N → Mg,n be the projection which maps the
pointed stable curve (C, z1, . . . , zn, zn+1, . . . , zn+N) to the stabilization of (C, z1, . . . , zn).
The analogue of Proposition 4 only holds in this case in the undecorated case.
Proposition 7. Let G be a stable graph of genus g and valence n, and for v a vertex of
G, let Gv be the dual graph obtained from G by attaching an additional leg to G at the
vertex v, with label n+ 1. Then(
πgn,1
)−1
[G] =
∑
v∈Vert(G)
|Aut(Gv)|
|Aut(G)|
[Gv].
On the other hand, to calculate the pullback of the classes ψi by π
g
n,N , we need the
following formula, which is the special case for zero-dimensional V of the more general
Proposition 11, proved later in this article:
ψi =
(
πgn,1
)∗
ψi + s
 SS
. . .1 ıˆ n
ggS 
i n+1
(8)
Combining all of these results, we obtain the following result, by induction on N .
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Theorem 8.
(
Πgn,N
)∗
Ψi =
(
πgn,N
)∗
ψi +
∑
I
∐
J={1,...,n+N}
i∈I⊂{i,n+1,...,n+N}
s
 SS. . .
I
ggS 
. . .
J
4. Tautological classes in genus 0 and 1
Eq. 8 may be used to give explicit formulas for the classes ψi on M0,n and M1,n,
which we now recall. The moduli space M0,3 is zero-dimensional, so that the classes
ψi also vanish in it. Applying (8) iteratively, we obtain a formula for ψi on M0,n: if
j, k ∈ {1, . . . , ıˆ, . . . , n} are distinct from i, then
ψi =
∑
I
∐
J={1,...,n}
i∈I;j,k∈J SS. . .
I
SS 
. . .J
(9)
Since the line bundles E and ω1 on M1,1 are isomorphic, we see that ψ1 = λ1. There
is one dual graph of codimension 1 in M1,1, namely


with associated divisor δ0. The formula
λ1 =
1
12
δ0
may be proved either by Grothendieck-Riemann-Roch or by consideration of the explicit
holomorphic section ∆ (the discriminant) of E⊗12, which has a simple pole at the divisor
δ0. Combining these two equations, we obtain the genus 1 topological recursion relation
ψ1 =
1
12
δ0.(10)
Applying (8) iteratively, we obtain a formula for ψi on M1,n:
ψi =
1
12
 SS. . .
1 n


+
∑
I
∐
J={1,...,n}
i∈I
 SS. . .
I
cS 
. . .
J
(11)
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5. Gromov-Witten invariants
5.1. Prestable maps.
Definition 9. Let V be a smooth projective variety. A pointed prestable map
(f : C → V, z1, . . . , zn)
is a pointed prestable curve together with an algebraic map f : C → V .
Let N1(V ) be the abelian group
N1(V ) = Z1(V )/numerical equivalence,
where Z1(V ) is the abelian group of 1-cycles on V , and let NE1(V ) be its sub-semigroup
NE1(V ) = ZE1(V )/numerical equivalence,
where ZE1(V ) is the semigroup of effective 1-cycles
2.
Lemma 10 (Proposition II.4.8, Kolla´r [14]). If V is a projective variety with Ka¨hler
form ω, the set
{β ∈ NE1(V ) | ω ∩ β ≤ c}
is finite for each c > 0.
The dual graph of a prestable map with target V is obtained from the dual graph of
the underlying pointed prestable curve by labelling each vertex v by the degree β(v) ∈
NE1(V ) of the restriction of f to the corresponding component C(v) of C, that is, by
the numerical equivalence class of the 1-cycle f(C(v)) in NE1(V ). The degree β(G) of
the graph is the sum of these degrees over all vertices; it equals the degree of the map f .
5.2. Stable maps. We say that a pointed prestable map is stable if it has no infinitesimal
automorphisms fixing the marked points, and that a dual graph is stable if each vertex
v such that β(v) = 0 satisfies the condition 2(g(v) − 1) + n(v) > 0; a pointed prestable
map is stable if and only if the associated dual graph is stable. Using Lemma 10, we see
that the set of stable dual graphs G of fixed genus g(v), valence n(v) and degree β(v) is
finite.
Behrend and Manin [3] show that Kontsevich’s moduli stackMg,n(V, β) of n-pointed
stable maps of (arithmetic) genus g and degree β is a proper Deligne-Mumford stack
(though not in general smooth). It carries a forgetful map p : Mg,n(V, β) → Mg,n,
obtained by discarding the map f of a pointed stable map (f : C → V, z1, . . . , zn) — the
underlying pointed curve (C, z1, . . . , zn) of a stable map is only prestable, in general.
The proof of the following result is similar to that of Proposition 5.
Proposition 11. Let 1 ≤ i ≤ n. On Mg,n+1(V, β), we have the formula
π∗p∗Ψi = p
∗Ψi + s 0
 SS
. . .1 ıˆ n
gg βS 
i n+1
2Recall that two 1-cycles x and y are numerically equivalent x ≡ y when xZ = yZ for any Cartier
divisor Z on V .
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5.3. Virtual fundamental classes. Let π : Mg,n+1(V, β) ∼= Cg,n(V, β) →Mg,n(V, β)
be the universal curve, whose fibre over a pointed stable map (f : C → V, z1, . . . , zn)
is the curve C. Denote by f : Cg,n(V, β) → V the universal stable map. If the sheaf
R1π∗f
∗TV vanishes on Mg,n(V, β), the Riemann-Roch theorem predicts that the stack
Mg,n(V, β) is smooth, of dimension
dimMg,n(V, β) = (D − 3)(1− g) + c1(V ) ∩ β + n.
This hypothesis is rarely true, and in any case only in genus 0. However, there is a cycle
[Mg,n(V, β)]
virt ∈ A(D−3)(1−g)+c1(V )∩β+n(Mg,n(V, β)), the virtual relative fundamental
class, which stands in for [Mg,n(V, β)] in the obstructed case. Axiom I for Gromov-
Witten invariants (Behrend [1]) says that, under the isomorphismMg,n(V, 0) ∼=Mg,n×
V , [Mg,n(V, 0)]
virt is identified with [Mg,n]× V , while Axiom IV says that
[Mg,n+1(V, β)]
virt = π∗[Mg,n(V, β)]
virt.
5.4. Gromov-Witten invariants. In studying the Gromov-Witten invariants, it is con-
venient to work with cohomology with coefficients in the Novikov ring Λ of V , as adapted
to the case of projective varieties (Lecture 4, Morrison [17]; see also Section 2.1 of [10]).
The Novikov ring is
Λ = Q[N1(V )]⊗Q[NE1(V )] Q[[ NE1(V )]]
=
{
a =
∑
β∈N1(V )
aβq
β | supp(a) ⊂ β0 +NE1(V ) for some β0 ∈ N1(V )
}
,
with product qβ1qβ2 = qβ1+β2 and grading |qβ | = −2c1(V ) ∩ β. That the product is
well-defined is shown by Lemma 10.
We may now put these ingredients together to define the Gromov-Witten invariants
of V : if x1, . . . , xn are cohomology classes of V ,
〈τk1(x1) . . . τkn(xn)〉g
=
∑
β∈NE1(V )
qβ
∫
[Mg,n(V,β)]virt
p∗
(
Ψk11 . . .Ψ
kn
n
)
∪ ev∗(x1 ⊠ · · ·⊠ xn),
where ev :Mg,n(V, β)→ V
n is evaluation at the marked points:
ev : (f : C → V, z1, . . . , zn) 7−→
(
f(z1), . . . , f(zn)
)
∈ V n.
This is the n-point correlation function of two-dimensional topological gravity with back-
ground the topological σ-model associated to V . Observe that the grading of the Novikov
ring is designed to ensure that this correlator, considered as a map from H•(V n,Q) to
Λ, is homogeneous, of degree
2
{
(3−D)(1 − g) +
n∑
i=1
(ki − 1)
}
.
The following result is known as the string equation if ω ∈ H0(V,Q), and as the divisor
equation if ω ∈ H2(V,Q). It is an immediate consequence of Axiom IV.
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Proposition 12. Let ω ∈ Hi(V,Q), i ≤ 2. Then
〈ωτk1(x1) . . . τkn(xn)〉g =
∫
β ω · 〈τk1 (x1) . . . τkn(xn)〉g
+
n∑
i=1
〈τk1 (x1) . . . τki−1(ω ∪ xi) . . . τkn(xn)〉g,
except when g = 0 and n = 2: 〈ωx1x2〉0 =
∫
V
ω ∪ x1 ∪ x2 +
∫
β
ω · 〈x1x2〉0.
Another basic consequence of Axiom IV is the dilaton equation
〈τ1(P )τk1 (x1) . . . τkn(xn)〉g = (2g − 2 + n)〈τk1(x1) . . . τkn(xn)〉g ,
reflecting the fact that the relative dualizing sheaf ωMg,n+1(V,β)/Mg,n(V,β) has degree
2g − 2 along the fibres, and that ωn+1 ⊗ ω
∨
Mg,n+1(V,β)/Mg,n(V,β)
is the divisor of degree
n along the fibres associated to the marked points. The string equation is equivalent to
the equation L−1Z = 0 of Eguchi et al. [5], where
Z = exp
( ∞∑
g=0
λ2g−2〈〈 〉〉g
)
while the divisor and dilaton equations together imply their equation L0Z = 0.
6. Topological recursion relations
We now combine the above results to show how to recover recursion relations among
Gromov-Witten invariants from relations in the Chow group of Mg,n. To do this, we
must turn our attention to Behrend’s construction of [Mg,n(V, β)]
virt, since the axioms
which he states in [1] are not quite adequate to the task.
If G is a dual graph of genus g = g(G) and valence n = n(G), let M(G, V, β) be the
fibred productMg,n(V, β)×Mg,n M(G). If G has edges Edge(G), form the fibred product
M˜(G, V, β) −−−−→
∐
β=
∑
v β(v)
∏
v
Mg(v),n(v)(V, β(v))y y
V Edge(G)
∆
−−−−→ V Edge(G) × V Edge(G)
where ∆ is the diagonal map.
There is an action of the group Aut(G) on M˜(G, V, β), coming from compatible actions
on V Edge(G) and
∏
v
Mg(v),n(v)(V, β(v)), and the quotient by this action is naturally iso-
morphic to M(G, V, β). Denote the quotient morphism from M˜(G, V, β) to M(G, V, β)
by π.
The following proposition is the analogue of Lemma 10 of Behrend [1] for general dual
graphs; it follows from Proposition 7.2 of [2] in the same way as does Lemma 10. This
result should probably be thought of as an axiom for Gromov-Witten invariants, at the
same level as Behrend’s and Manin’s other axioms.
Theorem 13.
i(G)![Mg,n(V, β)]
virt =
1
|Aut(G)|
π∗∆
!
∑
β=
∑
v β(v)
⊗
v
[Mg(v),n(v)(V, β(v))]
virt
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Taken together, Theorems 8 and 13 enable us to prove the topological recursion re-
lation (2). Since M0,3 is 0-dimensional, we have the equation ψ1 = 0. It follows from
Proposition 5 that on M0,3,
Ψ1 = s
1
sSS 
2 3
(12)
Call this dual graph G, and let j be the inclusion of the stratum M(G) in M0,3. We
see that
〈τk1(x1)τk2 (x2)τk3(x3)〉0
=
∑
β
qβ
∫
[M0,3(V,β)]virt
Ψk11 Ψ
k2Ψk3 ev∗(x1 ⊠ x2 ⊠ x3)
=
∑
β
qβ
∫
Ψ1∩[M0,3(V,β)]virt
Ψk1−11 Ψ
k2Ψk3 ev∗(x1 ⊠ x2 ⊠ x3)
=
∑
β
qβ
∫
j![M0,3(V,β)]virt
Ψk1−11 Ψ
k2Ψk3 ev∗(x1 ⊠ x2 ⊠ x3) by (12)
=
∑
a
〈τk1 (x1)γa〉0〈γ
aτk2(x2)τk3(x3)〉0 by Theorem 13.
This is not quite the same thing as (2), but only a zeroth order approximation to
it, since it is an equation for 〈τk1 (x1)τk2(x2)τk3(x3)〉0, and not for the power series
〈〈τk1 (x1)τk2(x2)τk3 (x3)〉〉0. To prove (2), we simply apply Theorem 8 instead of Propo-
sition 5.
We prove (3) in the same way. Since ψ1 =
1
12δ0 on M1,1, it follows from Proposition
5 that on M1,1,
Ψ1 =
1
12


s
s
1
+ s
1
c
The proof of (3) now follows along the same lines as the proof of (2).
7. Applications of the topological recursion relations
The topological recursion relations (2) and (3) lead to beautiful formulas of Dijkgraaf
and Witten [4] which express correlation functions on the large phase space in terms of
correlation functions on the small phase space. In this section, we follow their proofs.
Theorem 14. Let ua be the power series 〈〈Pγa〉〉0. Then
〈〈τk1 (x1)τk1(x2)〉〉0 = 〈τk1(x1)τk2 (x2)e
uγ〉0.
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Proof. Let Fk1,k2(x1, x2) and Φk1,k2(x1, x2) be the left and right-hand sides of the above
equation. Denote equality modulo {tak | k > 0} by a ∼ b. The proof relies on the following
consequence of the string equation (12),
ua ∼ ta0 ,(13)
which implies that
Fk1,k2(x1, x2) ∼ Φk1,k2(x1, x2).
We now calculate the derivatives of Fk1,k2 and Φk1,k2 with respect to t
b
n, n > 0. On
the other hand,
∂Φk1,k2(x1, x2)
∂tbn
=
∑
a
∂ua
∂tbn
〈γaτk1(x1)τk2(x2)e
uγ〉0
=
∑
a
〈〈τn(γb)Pγ
a〉〉0〈γaτk1(x1)τk2(x2)e
uγ〉0
=
∑
a,c
〈〈τn−1(γb)γ
c〉〉0〈〈γcPγ
a〉〉0〈γaτk1 (x1)τk2(x2)e
uγ〉0
=
∑
a,c
〈〈τn−1(γb)γ
c〉〉0
∂ua
∂tc0
〈γaτk1(x1)τk2(x2)e
uγ〉0
= 〈〈τn−1(γb)γ
c〉〉0
∂Φk1,k2(x1, x2)
∂tc0
.
On the other hand, we have by (2) that
∂Fk1,k2(x1, x2)
∂tbn
= 〈〈τn(γb)τk1 (x1)τk2(x2)〉〉0
=
∑
a
〈〈τn−1(γb)γ
a〉〉0〈〈γaτk1(x1)τk2(x2)〉〉0
= 〈〈τn−1(γb)γ
a〉〉0
∂Fk1,k2(x1, x2)
∂ta0
.
Induction in the order of vanishing of Fk1,k2(x1, x2) − Φk1,k2(x1, x2) in the variables
{tak | k > 0} shows that the two power series are equal.
The corresponding theorem in genus 1, also due to Dijkgraaf and Witten [4], is even
simpler, since it does not involve derivatives of the potential.
Theorem 15.
〈〈 〉〉1 = 〈e
uγ〉1 +
1
24
log det
(
∂ua
∂tb0
)
Proof. For the proof, it is useful to introduce the notation Mab = ∂u
a/∂tb0. We calculate
that
∂M ba
∂tcn
= 〈〈τn(γc)Pγaγ
b〉〉0 =
∂
∂ta0
〈〈τn(γc)Pγ
b〉〉0
=
∂
∂ta0
∑
d
〈〈τn−1(γc)γ
d〉〉0〈〈Pγdγ
b〉〉0
=
∑
d
〈〈τn−1(γc)γ
dγa〉〉0M
b
d +
∑
d
〈〈τn−1(γc)γ
d〉〉0
∂M ba
∂td0
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Multiplying by the matrix M−1 and forming the trace, we see that
Tr
(
∂M
∂tcn
M−1
)
=
∑
a
〈〈τn−1(γc)γ
aγa〉〉0 +
∑
d
〈〈τn−1(γc)γ
d〉〉0Tr
(
∂M
∂td0
M−1
)
.
Denote the left-hand side of the formula to be proved by G, and the right-hand side
by Γ. Eq. (13) shows that Mab ∼ δ
a
b , so that det(M
a
b ) ∼ 1, and hence G ∼ Γ. Let us
calculate the derivatives of G and Γ with respect to tbn, n > 0. On the one hand,
∂Γ
∂tcn
=
∑
a
∂ua
∂tcn
〈γae
uγ〉1 +
1
24
Tr
(∂M
∂tcn
M−1
)
=
∑
a
〈〈τn(γc)Pγ
a〉〉0〈γae
uγ〉1 +
1
24
Tr
(∂M
∂tcn
M−1
)
=
∑
a,d
〈〈τn−1(γc)γ
d〉〉0
(
〈〈γdPγ
a〉〉0〈γae
uγ〉0 +
1
24
Tr
(∂M
∂td0
M−1
))
+
1
24
∑
a
〈〈τn−1(γc)γ
aγa〉〉0
=
∑
a
〈〈τn−1(γc)γ
a〉〉0
∂Γ
∂ta0
+
1
24
∑
a
〈〈τn−1(γc)γ
aγa〉〉0.
On the other hand, we have by (3) that
∂G
∂tcn
= 〈〈τn(γc)〉〉1 =
∑
a
〈〈τn−1(γc)γ
a〉〉0〈〈γa〉〉1 +
1
24
∑
a
〈〈τn−1(γc)γ
aγa〉〉0
=
∑
a
〈〈τn−1(γc)γ
a〉〉0
∂G
∂ta0
+
1
24
∑
a
〈〈τn−1(γc)γ
aγa〉〉0.
Induction in the order of vanishing of G− Γ in the variables {tak | k > 0} shows that the
two power series are equal.
Part 2. The calculation of ψ1ψ2
Mumford [18] has made a thorough analysis of the intersection theory of the moduli
space M2. He shows that all of the cohomology of M2 is algebraic, and that it is
generated by the boundary divisors
δ0 =
d
d
δ1 = 

d
There are two closed strata of codimension 2 in M2, associated to the dual graphs
δ01 = d 

δ00 = 



and in the cohomology ring of M2, we have the formulas
δ20 = −2δ01 +
5
3
δ00, δ0δ1 = δ01, δ
2
1 = −
1
12
δ01.(14)
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Faber [6] has extended Mumford’s analysis toM2,1. Once more, all of the cohomology
is algebraic, and is generated by the tautological divisors:
ψ1 =
e2
u
δ1 =
d
d δ0 = 

c
We have the following formulas for intersection of pairs of divisors:
ψ21 =
7
5
 @
d d
+
1
5
d


−
1
120


d + 13120 

SS d
+
1
120 



ψ1δ1 = 2
 @
d d
+
1
12


SS d
ψ1δ0 = 2
d


+ 

SS d
+
1
6 



δ21 = −
1
12


d − 112 

SS d
δ0δ1 =


d + 

SS d
δ20 = −2


d − 2 

SS d
+
5
3 



The first three of these formulas are proved by Faber [6], using the results of Section 8
of Mumford [18], while the last three are obtained by pulling back the formulas (14) by
the morphism π21,1 :M2,2 →M2,1.
The argument required to infer the first topological recursion relation (6) from the
above formula for ψ21 are more elaborate than the arguments in genus 0 and 1, since we
must now deal with a quadratic expression in divisors Ψi. Proposition 5 applied to the
class Ψ1 on M2,1, shows that
Ψ21 = Ψ1(stab
∗ψ1) + s
6
1
e2
= (stab∗ψ1)
2 +
u
s
1
e2
+ s
6
1
e2
A further application of Proposition 5 shows that
Ψ21 = (stab
∗ψ1)
2 + s
6
1
e2
+
6s
1
e2
−
s
s
1
e2
Combined with Mumford’s formula (4) for ψ21 , this gives the topological recursion relation
(6), once we have replaced Proposition 5 by Theorem 8.
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In order to prove the second topological recursion relation (7) in genus 2, we apply
the expression (5) for ψ1ψ2 in terms of boundary classes, which we prove in the next few
sections. The topological recursion relation (7) follows by the familar pattern:
Ψ1Ψ2 = (stab
∗ψ1)Ψ2 +
?
s
1
2
e2
= stab∗(ψ1ψ2) +
s
u
1
2
e2 +
?
s
1
2
e2
= stab∗(ψ1ψ2) +
s
6
1
2
e2 − s
e2
s
1
2
+
?
s
1
2
e2
8. The Hodge polynomial of M2,2
In this section, we calculate the Hodge polynomials of M2,2 and M2,2/S2, where the
symmetric group S2 acts on on M2,2 through its action on the marked points of the
stable curve (C, z1, z2).
Recall that the Serre characteristic of a quasi-projective variety, and more generally, of
a mixed Hodge module, is the Euler characteristic of its cohomology in the Grothendieck
group of mixed Hodge structures (see [9]). Since the Deligne-Mumford stacks M2,2 and
M2,2/S2 are smooth and proper, their Serre characteristics (that is, the Serre charac-
teristic of the associated coarse moduli space) determine their Hodge polynomials; thus,
from now on, we will work only with Serre characteristics.
An important role in our calculation will be played by the formula of [11] for the
Sn-equivariant Serre characteristics of the compactifications Mg,n in terms of the Sn-
equivariant Serre characteristics of the moduli stacks Mg,n:
(15)
∞∑
g=0
~g−1
∑
2(g−1)+n>0
e
Sn(Mg,n)
=
∞∑
k=0
~kD(hk ◦ h2)
∞∑
g=0
~g−1
∑
2(g−1)+n>0
e
Sn(Mg,n).
From [9], we know the equivariant Serre characteristics of the moduli spaces M0,n
andM1,n. Thus, it only remains to calculate the Serre characteristics ofM2,1,M2,2/S2
and M2,2. It will turn out that the calculation of the first two of these is relatively
straightforward, while to calculate the third, we must apply Faltings’s Eichler spectral
sequence. Actually, for proving the topological recursion relation in genus 2, it is only
necessary to calculate the Serre characteristic ofM2,2/S2, since the topological recursion
relation follows from a homological relation among S2-invariant cycles onM2,2. We have
chosen to include the calculation of e(M2,2) since it implies that all of the cohomology
of M2,2 is algebraic, a result which is of interest in itself.
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8.1. Mixed Hodge modules on Mg. Let GSp(2g,C) be the group of matrices
γ =
(
A B
C D
)
such that ABT = BAT , CDT = DCT , and ADT − BCT = ηIg for some η ∈ C
×. The
function η : GSp(2g,C)→ C× defines a character, the multiplier representation.
A maximal torus for GSp(2g,C) is given by the diagonal matrices
γ = diag(a1, . . . , ag, d1, . . . , dg),
such that aidi = η. The irreducible representations of GSp(2g,C) have highest weight
aλ11 . . . a
λg
g η
n−|λ|,
where λ1 ≥ · · · ≥ λg and n ∈ Z; denote the associated representation by V〈λ〉(n). For
example, V〈k〉 = V〈k〉(0) is the kth symmetric power of the contragradient representation
of GSp(2g,C) on C2g, with weights {a1/η, . . . , ag/η, 1/a1, . . . , 1/ag}.
To an irreducible representation V〈λ〉(n) of GSp(2g,C), we associate a local system
V〈λ〉(n) on Ag, underlying a mixed Hodge module of weight |λ| − 2n. We start with the
fundamental representation V〈1〉, with associated mixed Hodge module E = R
1
(
πg1,0
)
∗
C,
where πg1,0 :Mg,1 ×Mg Mg →Mg is the universal curve over Mg. The representations
V〈λ〉 are the images of certain idempotents in (C
2g)⊗|λ|; we apply the same idempotents
in E⊗|λ| to obtain V〈λ〉. Finally, V〈λ〉(n) is obtained from V〈λ〉 by tensoring with C(n).
8.2. The Serre characteristic of V〈11〉. Let eλ be the Serre characteristic of the mixed
Hodge module V〈λ〉 on M2, and let eλ be its Euler characteristic; note that e0 = q
3,
while eλ = 0 if |λ| is odd. From the Leray spectral sequence and the techniques of [9],
we see that
e(M2,1) = q
4 + q3,
e
S2(M2,2) = (q
5 + q4 + e11)s2 + (q
4 + e2)s11,
e
S3(M2,3) = (q
6 + q5 − q4 + q e11− e2)s3 + (q
5 + q(e11+ e2))s21 + (q + 1) e2 s111.
Applying (15), we obtain the Serre characteristics of the compactified moduli spaces3:
e(M2,1) = q
4 + 3q3 + 5q2 + 3q + 1,
e
S2(M2,2) =
(
q5 + 5q4 + 11q3 + 11q2 + 5q + 2+ e11
)
s2
+
(
q4 + 3q3 + 3q2 + q + e2
)
s11,
e
S3(M2,3) = (q
6 + 6q5 + 20q4 + 28q3 + 20q2 + 7q + 2+ (q + 1) e11)s3
+ (3q5 + 12q4 + 19q3 + 12q2 + 4q + 1 + (q + 1)(e11+ e2))s21
+ (q3 + (q + 1) e2)s111.
Proposition 16. e11 = −1
3These calculations were greatly aided by Stembridge’s Maple package SF.
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Proof. First, we show that the Euler characteristic e11 = −1. In the last section of [11],
we prove that
e(M0,6/S6) + e(M1,4/S4) + e(M2,2/S2) = 2.
But e(M0,n/Sn) = 1 for all n ≥ 3, e(M1,4/S4) = 0 by the results of [9], and e(M2,2/S2) =
2 + e11.
The Poincare´ polynomial ofM3 is 1+t
2+t6 (Looijenga [16]). The cohomology classes
of degree 0 and 2 are algebraic (H0(M3,C) is spanned by 1 and H
2(M3,C) is spanned
by λ1), while the cohomology of degree 6 must have weight w ∈ {6, 8, 10, 12}. It follows
that e(M3) = q
6 + q5 + q3−w/2. Applying (15), we see that
e(M3) = q
6 + 3q5 + 7q4 + 10q3 + 7q2 + 3q + 1+ q6−w/2 + e11 .
Since M3 satisfies Poincare´ duality, we see that
q6 e∨11 = e11+q
6−w/2 − qw/2.
On the other hand, since M2,2 satisfies Poincare´ duality, we see that
q5 e∨11 = e11+1− q
5.
It follows that e11 = 11− w, showing that w = 12, and hence that e11 = −1.
In the proof of this proposition, we could have used further results of Looijenga, which
show thatH6(M3,Q) has weight 12, but we thought it interesting to present an alternate
proof of this fact.
We conclude that
e
S2(M2,2) =
(
q5 + 5q4 + 11q3 + 11q2 + 5q + 1
)
s2(16)
+
(
q4 + 3q3 + 3q2 + q
)
s11 + e2 s11,
e
S3(M2,3) = (q
6 + 6q5 + 20q4 + 28q3 + 20q2 + 6q + 1)s3(17)
+ (3q5 + 12q4 + 19q3 + 12q2 + 3q+)s21 + q
3s111
+ e2(q + 1)(s21 + s111).
As we will see, e2 actually vanishes.
8.3. Mixed Hodge modules on Ag. Let Ag be the moduli stack of completely po-
larized Abelian varieties of genus g, and let jg : Mg → Ag the Abel-Jacobi map. The
mixed Hodge module V〈λ〉(n) on Mg is actually the pullback by jg of a mixed Hodge
modules of weight 2n− |λ| on Ag, which we also denote by V〈λ〉(n), and which is defined
in the same way as the mixed Hodge complex V〈λ〉(n) on Mg, except that we use the
mixed Hodge module E = R1π∗C, where π : Jg → Ag is the universal Abelian variety
over Ag, instead of its pullback j
∗
gE
∼=
(
πg1,0)∗C.
In the special case of genus 2, the Abel-Jacobi map j2 : M2 →֒ A2 is an open dense
embedding, and the associated Gysin long exact sequence for the mixed Hodge module
V〈λ〉 reads
(18) . . . −→ Hic(M2,V〈λ〉) −→ H
i
c(A2,V〈λ〉) −→ H
i
c(A2 \M2,V〈λ〉)
−→ Hi+1c (M2,V〈λ〉) −→ H
i+1
c (A2,V〈λ〉) −→ H
i+1
c (A2 \M2,V〈λ〉) −→ . . .
Since V∨〈λ〉
∼= V〈λ〉(|λ|), Poincare´ duality shows that
Hic(A2,V〈λ〉)
∼= H6−i(A2,V〈λ〉)
∨(−|λ|) ∼= H6−i(Sp(4,Z), V〈λ〉)
∨(−|λ|)
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and
Hic(A2 \M2,V〈λ〉)
∼= H4−i(A2 \M2,V〈λ〉)
∨(−|λ|)
∼= H4−i
(
S2 ≀ SL(2,Z),Res
Sp(4,Z)
S2≀SL(2,Z)
V〈λ〉
)∨
(−|λ|).
Here, S2 ≀SL(2,Z) is the subgroup of Sp(4,Z) which preserves the standard decomposition
of R4 into two symplectic vector spaces of dimension 2.
8.4. The Eichler spectral sequence for GSp(4,C). Let Ag be a toroidal compacti-
fication of Ag, with compactification divisor D∞ = Ag\Ag (see Faltings-Chai [8]), and
let π : J g → Ag be the associated family of generalized Abelian varieties.
In the case that g = 2, A2 is unique, and may be identified with M2 (Igusa [12]) in
such a way that A2 is identified with the union of strata associated to the stable graphs
e2 and d d, and D∞ is identified with the stable graph 

d
There is an inclusion of GL(g,C) in GSp(2g,C), defined by
A 7−→
(
A 0
0 A−1
)
.
Denote the irreducible representation of GL(g,C) of highest weight aλ11 . . . a
λg
g by W(λ).
To such a representation, let us associate a vector bundle W(λ) on Ag. Again, we start
with the special case of the fundamental representationW(1) ∼= C
g: the associated vector
bundle in this case is E = R1π∗O. The representations W(λ) are the images of certain
idempotents in
(
Cg
)
⊗|λ| (different from those which occur in the symplectic case!); we
may apply the same idempotents in E⊗|λ| to obtain W(λ).
In genus 2, we will use the notation Ek for the k-th symmetric power W(k) of the
Hodge bundle E , and λ for its determinant line bundle. Observe that W(kℓ) ∼= λ
ℓ⊗Ek−ℓ,
and that W∨(kℓ)
∼= λ−k ⊗ Ek−ℓ. We have the identification E2 ∼= Ω
1
A2
(logD∞); taking the
determinant, we see that λ3 ∼= ωA2(D∞), so that Serre duality gives
Hic(A2, λ
a ⊗ Eb)
∨ ∼= H6−i(A2, λ
3−a−b ⊗ Eb(D∞)) and
Hic(A2, λ
a ⊗ Eb(−D∞))
∨ ∼= H6−i(A2, λ
3−a−b ⊗ Eb) and
In Chapter VI of [8], Faltings constructs a spectral sequence converging toH•c (Ag,V〈λ〉),
which collapses at the E1-term, and whose E1-term is a sum of cohomology groups of
vector bundles W(µ)(−D∞). In genus 2, his results amount to the following theorem.
Theorem 17. The Hodge filtration on the cohomology groups H•c (A2,V〈kℓ〉) has the
form 0 ⊂ F k+ℓ+3 ⊂ F k+2 ⊂ F ℓ+1 ⊂ F 0 = H•c (A2,V〈kℓ〉), where
F 0/F ℓ+1 ∼= H•
(
A2, λ
−k ⊗ Ek−ℓ(−D∞)
)
,
F ℓ+1/F k+2 ∼= H•−1
(
A2, λ
−k ⊗ Ek+ℓ+2(−D∞)
)
,
F k+2/F k+ℓ+3 ∼= H•−2
(
A2, λ
1−ℓ ⊗ Ek+ℓ+2(−D∞)
)
,
F k+ℓ+3 ∼= H•−3
(
A2, λ
ℓ+3 ⊗ Ek−ℓ(−D∞)
)
.
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Proof. We show how this theorem follows from Theorem VI.5.5 of [8], on taking g = 2
and highest weight λ = ak1a
ℓ
2; this highest weight arises because the dual of the associated
mixed Hodge module is V〈kℓ〉.
The Weyl group of Sp(4,C) is generated by σ1 and σ2, where
σ1(a1) = a2, σ1(a2) = a1, σ1(d1) = d2 and σ1(d2) = d1,
σ2(a1) = a1, σ2(a2) = d2, σ2(d1) = d1 and σ2(d2) = a2.
The character ρ equals a21a2η
−3/2, the subset WM is {e, σ2, σ2σ1, σ2σ1σ2}, and we have
e(ak1a
ℓ
2ρ)/ρ = a
k
1a
ℓ
2,
σ2(a
k
1a
ℓ
2ρ)/ρ = a
k
1a
−ℓ−2
2 η
ℓ+1,
σ2σ1(a
k
1a
ℓ
2ρ)/ρ = a
ℓ−1
1 a
−k−3
2 η
k+2,
σ2σ1σ2(a
k
1a
ℓ
2ρ)/ρ = a
−ℓ−3
1 a
−k−3
2 η
k+ℓ+3.
Taking the dual of the bundle with the highest weight associated to the element of
WM with length p and twisting by the divisor −D∞, we obtain E
p•
1 , and the theorem
follows.
8.5. The mixed Hodge complex V〈2〉. The Leray spectral sequence for H
•
c (M2,2,C)
associated to the projection π20,2 :M2,2 →M2 has E2-term
Hpc
(
M2, R
q
(
π20,2
)
!C
)
∼=

Hpc (M2,C)⊗ C(−2), q = 4,
Hpc (M2,E⊕ E)⊗ C(−1) = 0, q = 3,
Hpc (M2,C)⊗ C(−1)⊕H
p(M2,E
⊗2), q = 2,
0, q < 2.
Note that E⊗2 ∼= C(−1)⊕V〈11〉⊕V〈2〉. We now assemble some results on the cohomology
of local systems on M2 which will help us to analyse this spectral sequence.
Proposition 18. The rational cohomological dimension cdQM2 of M2 is 3.
Proof. The existence of an e´tale map M0,6 → M2, with Galois group S6 shows that
cdQM2 = cdQM0,6.
If n ≥ 3, there is a fibration M0,n+1 → Mn, with fibre P
1 \ {z1, . . . , zn}; it follows
from the Leray spectral sequence that
cdQM0,n+1 = cdQM0,n + cdQ(P
1 \ {z1, . . . , zn}).
But cdQ(P
1 \ {z1, . . . , zn}) = 1; since M0,3 is zero-dimensional, we see that cdQM0,n =
n− 3.
The rigidity theorem of Raghunathan [19] combined with the Gysin exact sequence
(18) together yield the following result (which was pointed out to us by R. Hain).
Proposition 19. If |λ| > 0, H0(M2,V〈λ〉) and H
1(M2,V〈λ〉) vanish.
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Combining these observations, we see that the Leray spectral sequence for π22,0 :
M2,2 →M2 collapses, giving
Hic(M2,2,C)
∼=

C(−5), i = 10,
C(−4)⊕ C(−4), i = 8,
H4c (M2,V〈11〉)⊕H
4
c (M2,V〈2〉), i = 6,
H3c (M2,V〈11〉)⊕H
3
c (M2,V〈2〉), i = 5,
0, otherwise.
Lemma 20.
e2 =
[
H4c (A2,V〈2〉)
]
−
[
H3c (A2,V〈2〉)
]
+ q
Proof. By the Gysin exact sequence, we have
e2 =
∑
i
(−1)i
[
Hic(A2,V〈2〉)
]
−
∑
i
(−1)i
[
Hic(M1,1 ×M1,1,V〈2〉)
S2
]
.
By the branching rules for SL(2,C) × SL(2,C) ⊂ Sp(4,C), the restriction of V〈2〉 to
M1,1 × M1,1 is isomorphic to V2 ⊗ V0 ⊕ V0 ⊗ V2 ⊕ V1 ⊗ V1, where Vk is the kth
symmetric power of the Hodge local system on M1,1. We have
H3c (M1,1 ×M1,1,V2 ⊗ V0)
∼= H3c (M1,1 ×M1,1,V0 ⊗ V2)
∼= C(−1),
and all other cohomology groups vanish. The exchange map onM1,1×M1,1 interchanges
these two cohomology groups, and we see that
H3c (M1,1 ×M1,1,V2 ⊗ V0 ⊕ V0 ⊗ V2)
S2 ∼= C(−1),
proving the formula.
We finally have enough information to deduce the following result.
Proposition 21. e2 = 0
Proof. We start by showing that e2 = 0. We have seen that e(M2,3/S3) = 1 + e11 − e2.
In the last section of [11], we prove that
e(M0,7/S7) + e(M1,5/S5) + e(M2,3/S3) + e(M3,1) = 6.
But e(M0,n/Sn) = 1 for all n ≥ 3, e(M1,5/S5) = −1 by [9], and e(M3,1) = 6 by
Looijenga [16].
Since H3c (M2,V〈2〉) ⊂ H
5
c (M2,2,C) and H
4
c (M2,V〈2〉) ⊂ H
6
c (M2,2,C), we see that
the weights of the cohomology groups H3c (M2,V〈2〉) lie between 0 and 5, while those of
H4c (M2,V〈2〉) lie between 2 and 6.
Furthermore, the Eichler spectral sequence with (k, ℓ) = (2, 0), shows that mixed
Hodge structure on H3c (A2,V〈2〉) has F -weights in {0, 1, 4, 5}, and that on H
4
c (A2,V〈2〉)
has F -weights in {1, 4, 5}, so that
H3c (A2,V〈2〉)
∼= H3c (−)
(0,0) ⊕H3c (−)
(1,0) ⊕H3c (−)
(0,1) ⊕H3c (−)
(1,1)
⊕H3c (−)
(4,0) ⊕H3c (−)
(0,4) ⊕H3c (−)
(5,0) ⊕H3c (−)
(4,1) ⊕H3c (−)
(1,4) ⊕H3c (−)
(0,5)
and
H4c (A2,V〈2〉)
∼= H4c (−)
(1,1) ⊕H4c (−)
(4,1) ⊕H4c (−)
(1,4) ⊕H4c (−)
(5,1) ⊕H4c (−)
(1,5).
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Poincare´ duality for the compactification M2,2 implies that e2 satisfies the functional
equation e∨2 = q
−5 e2, or, taking into account Lemma 20, that
H3c (−)
(0,0) = 0, H3c (−)
(1,0) = H3c (−)
(0,1) = 0,
H3c (−)
(1,1) ∼= H4c (−)
(1,1) ⊕ C(−1), H3c (−)
(4,0) = H3c (−)
(0,4) = 0,
H3c (−)
(5,0) = H3c (−)
(0,5) = H4c (−)
(5,1) = H4c (−)
(1,5) = 0.
We conclude that
e2 =
[
H4c (−)
(4,1) ⊕H4c (−)
(1,4)
]
−
[
H3c (−)
(4,1) ⊕H3c (−)
(1,4)
]
.
Since e2 is concentrated in weight 5, it must be effective by (16). Since its Euler charac-
teristic vanishes, it must be zero.
9. The rational cohomology ring of M2,2
There is a spectral sequence associated to the stratification of M2,2 by {M(G)}:
Epq2 =
⊕
|Edge(G)|=−q
Hp+qc (M(G),Q)⇒ H
•(M2,2,Q).
This spectral sequence carries a mixed Hodge structure, compatible with the mixed
Hodge structure on H•(M2,2,Q), and since all rational cohomology of degree k onM2,2
has weight k, only classes of weight k in the degree k summand of E2 can possibly survive
to E∞. In degree 2, there are six such classes, associated to the decorated stable graphs
ψ1 =
e2
u
1
2
ψ2 =
ue2
1
2
δ2 =
e2


S
S
1 2
δ1,1 =
d
d
1
2
δ1,2 =
d
d


S
S
1 2
δ0 = 

d


S
S
1 2
In degree 4, there are fourteen such classes, associated to the decorated stable graphs
δ22 =
e2
u


 JJ
1 2
δ11| =
 SS
SS 
d d
1 2
δ11|1 =
1
d


 JJ
2
d
δ11|2 =
2
d


 JJ
1
d
δ11|12 =
d
d


 JJ
1 2
δ01| = 



SS
1 2
d
δ01|1 =


d
1
2
δ01|2 =


d
2
1
δ01|12 =


d
 SS
1 2
δ0| = 
d
 SS
1 2
δ0|1 = 
d
2
1
δ0|2 = 
d
1
2
δ0|12 =


d
 SS
1 2
δ00 = 



1
2
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As we saw in the last section, h2(M2,2) = 6 and h
4(M2,2) = 14; it follows that all of the
classes which we have enumerated must survive in E∞, with no relations among them.
In this way, we obtain the following result.
Proposition 22. Bases of the vector spaces H2(M2,2,Q) and H
4(M2,2,Q) are given
by the cycles associated to the above 6 and 14 decorated stable graphs.
We now turn to the calculation of the intersection map
H2(M2,2,Q)⊗H
2(M2,2,Q) −→ H
4(M2,2,Q)
with respect to the given bases.
1. Six proper intersections among the divisors δ0, δ1,1, δ1,2 and δ2:
δ1,1 δ1,2 δ2
δ0 δ01|1 + δ01|2 δ01| + δ01|12 δ0|12
δ1,1 δ11|1 + δ11|2 0
δ1,2 δ11|12
2. The intersections ψiδ1,1 and ψiδ1,2 are calculated using (11):
ψ1δ1,1 = δ11|2 +
1
12
δ01|2,
ψ2δ1,1 = δ11|1 +
1
12
δ01|1,
ψ1δ1,2 = 2δ11| + δ11|2 + δ11|12 +
1
12
δ01|,
ψ2δ1,2 = 2δ11| + δ11|1 + δ11|12 +
1
12
δ01|.
3. The intersection ψ1δ0 is calculated by pulling back by the morphism π
2
1,1 :M2,2 →
M2,1 the intersection ψ1δ0 in M2,1. By (8),(
π21,1
)∗
ψ1 = ψ1 − δ2,
showing that(
ψ1 − δ2
)
δ0 = ψ1δ0 − δ0|12 = δ01| + δ01|2 + 2δ0| + 2δ0|2 +
1
6
δ00.
4. In the same way, the self-intersections ψ21 and ψ
2
2 are calculated by pullback from
M2,1:(
π21,1
)∗(
ψ21
)
=
(
ψ1 − δ2
)2
= ψ21 − δ2,2
=
1
5
(
δ0| + δ0|2 + 7δ11| + 7δ11|2
)
+
1
120
(
δ00 + 13δ01| + 13δ01|2 − δ01|1 − δ01|12
)
, and
ψ22 =
1
5
(
7δ11| + 7δ11|1 + δ0| + δ0|1
)
+ δ2,2
+
1
120
(
13δ01| + 13δ01|1 − δ01|2 − δ01|12 + δ00
)
.
TOPOLOGICAL RECURSION RELATIONS IN GENUS 2 25
5. The self-intersection δ20 is calculated by pulling back the formula (14) for δ
2
0 inM2
by the morphism π20,2 :M2,2 →M2:
δ20 = −2δ01| − 2δ01|1 − 2δ01|2 − 2δ01|12 +
5
3
δ00.
6. The self-intersections δ21,1, δ
2
1,2 and δ
2
2 are calculated by the excess intersection
formula, using the explicit formulas for the normal bundles of these divisors and
(11):
δ1,1δ1,1 = −
d
ud
1
2
−
d
u
d
1
2
δ1,2δ1,2 = −
d
ud


S
S
1 2
−
d
u
d


S
S
1 2
δ22 = −
e2
u


 JJ
1 2
−
e2
u


 JJ
1 2
= −
e2
u


 JJ
1 2
We find that δ22 = −δ22, and that
δ21,1 = −δ11|1 − δ11|2 −
1
12
(δ01|1 + δ01|2),
δ21,2 = −δ11|1 − δ11|2 −
1
12
(δ01| + δ01|12).
We learn from these calculations that there are 7 quadratic relations among the six
divisors ψ1, ψ2, δ0, δ1,1, δ1,2, δ2. A basis for them is as follows:
δ1,1(12δ1,1 + 12δ1,2 + δ0) = δ1,2(12δ1,1 + 12δ1,2 + δ0) = 0,
ψ1δ2 = ψ2δ2 = 0,
δ1,1δ2 = δ1,1(ψ1 + ψ2 + δ1,1) = 0,
(ψ1 − ψ2)(10ψ1 + 10ψ2 − 2δ1,1 − 12δ1,2 − δ0) = 0.
10. The calculation of ψ1ψ2
We now have all the data we need to prove the (5); in fact, by the calculations of the
last section, it will be a consequence of the following result.
Proposition 23.
ψ1ψ2 = 3ψ
2
2 +
1
15
(3ψ1 − 4ψ2)δ0 −
1
5
(8ψ1 + ψ1)δ1,1 +
4
5
(3ψ1 − 4ψ2)δ1,2 −
1
3
δ0|1
Proof. Let Q be the matrix of intersections between the
(
7
2
)
= 21 quadratic monomials in
the six divisors {ψ1, ψ2, δ0, δ1,1, δ1,2, δ2} and the
(
8
3
)
= 56 cubic monomials. An algorithm
to calculate the entries of this matrix has been implemented in Maple by Faber [7] —
using this program and the code of Appendix A, we may check that Q
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its row space has basis
ψiψ2 ψiδ2 ψiδ1,1 ψiδ1,2 ψiδ0 (i = 1, 2)
δ22 δ1,2δ2 δ0δ2 δ0δ1,1 δ0δ1,2 δ
2
0 ,
and that its column space has basis
ψ1δ
2
1,1 ψ1δ1,1δ1,2 ψ1δ
2
1,2 ψ1δ
2
0
ψ1ψ2δ0 ψ1ψ2δ1,1 ψ1ψ2δ1,2 ψ
2
1δ0 ψ1ψ
2
2
δ2δ
2
0 δ2δ
2
1,2 δ
2
2δ1,2 ψ2δ1,1δ1,2 ψ2δ
2
1,2.
It follows that these sets are bases of H4(M2,2,Q) and H
6(M2,2,Q).
Of course, there are many such bases — we have chosen these because it is particularly
easy to calculate the intersections of the cycle δ0|1 with the above cubic monomials, since
δ2δ0|1 = 0 (these two cycles have empty intersection) and
ψ1δ0|1 = 
d
u
2
1
= 0.
To calculate the two non-zero intersections ψ1δ
2
1,2δ0|1 and ψ1δ1,1δ1,2δ0|1, we observe that
δ1,2δ0|1 =
d
d


S
S
1 2

d
2
1
=

d
2
1
and ψ1δ1,2δ0|1 = 
u d
2
1
=


d
2
1
To calculate the intersections of this cycle with δ1,1 and δ1,2, we use the excess intersection
theorem, which shows that
δ1,1


d
2
1
= −

u
d
2
1
−


u d
2
1
= 0
δ1,2


d
2
1
= −


w
d
2
1
−


u
d
2
1
= −
1
12



2
1
= −
1
48
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The proposition now follows on solving the linear equation which expresses the intersec-
tion vector of δ0|1 with our basis of cubic monomials in terms of the intersection vectors
for the basis of quadratic monomials.
Observe that while our calculations do not respect the symmetry of exchanging the
labelling of the legs, the answer does — as it must, since ψ1ψ2 is invariant under this
involution. This provides some confirmation that we have performed the calculation
correctly.
The proof of Proposition 23 also gives the following result.
Theorem 24. The six divisors ψ1, ψ2, δ2, δ1,1, δ1,2 and δ0 generate the rational coho-
mology ring of M2,2.
Proof. The fact that the matrixQ has rank 14 implies that the subalgebra ofH•(M2,2,Q)
generated by these six divisors coincides with H•(M2,2,Q) up to degree 6. The analogous
intersection matrix between linear and quartic monomials has rank 6, completing the
proof.
By contrast, H•(M2,3,Q) is not generated by H
2(M2,3,Q): the intersection matrix
between quadratic and quartic monomials in the 12 divisors spanning H2(M2,3,Q) has
rank 43, while h4(M2,3) = 44. As we will show in a sequel to this paper, the rational
cohomology of M2,3 is nevertheless all algebraic.
Appendix A: Maple code used in proof of Lemma 23
# Read in Faber’s program for calculating intersection numbers.
read MgnF:
# generate the list of all [i_1,...,i_length]
# with 1<=i_1<=...<=i_L<=N
multi:=proc(N,L) local i,aux;
aux:=proc(a) local j;
seq([j,op(a)],j=1..op(1,a))
end;
if L=1 then [seq(i,i=1..N)] else map(aux,multi(N,L-1)) fi
end:
# Calculate the intersection matrix between monomials of degree
# d and 5-d in the divisors of Mbar_{2,2}. In this calculation,
# we omit the 3rd divisor (in Faber’s ordering) kappa_1; in
# genus 2, this is a boundary divisor.
Intersection:=proc(d) local i,j,intersection,R,C;
R:=subs(seq(i=i+1,i=n+1..6),multi(6,5-d));
C:=subs(seq(i=i+1,i=n+1..6),multi(6,d));
intersection:=array(1..nops(R),1..nops(C));
for i from 1 to nops(R) do
for j from 1 to nops(C) do
intersection[i,j]:=mgn(2,[op(R[i]),op(C[j])])
od od;
RETURN(intersection)
end:
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