On location estimation for LARCH processes  by Beran, Jan
Journal of Multivariate Analysis 97 (2006) 1766–1782
www.elsevier.com/locate/jmva
On location estimation for LARCH processes
Jan Beran
Department of Mathematics and Statistics, University of Konstanz, Germany
Received 22 November 2004
Available online 19 January 2006
Abstract
We consider location estimation when the error process is a stationary LARCH process with long memory
in the second moments. The asymptotic distribution of the sample mean and nonlinear M-estimators of the
location parameter are derived. Essential assumptions for obtaining asymptotic normality with n− 12 -rate of
convergence are symmetry of the innovation distribution and skew-symmetry of the -function.
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1. Introduction
Linear ARCH (LARCH)models were introduced byRobinson [44] tomodel long-range depen-
dence in volatility and the so-called leverage effect. A LARCH model is deﬁned by the recursion
Xi = εii (i ∈ Z), (1)
i = a +
∞∑
j=1
bjXi−j (a = 0) (2)
with i.i.d. zero mean εi , and vε = var(εi) < ∞. If∑ b2j < 1, then a strictly and second order
stationary solution exists and is given by
i = a
⎛
⎝1 + ∞∑
k=1
∞∑
j1,...,jk=1
bj1 · · · bjk εi−j1 · · · εi−j1−···−jk
⎞
⎠ (3)
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[20]. The process Xi is uncorrelated, and, if bj ∼ cjd−1 for some d ∈ (0, 12 ) (as j → ∞) and
E[X4i ] < ∞, then, as |k| → ∞, we have long memory in volatility characterized by
(k) = cov(i , i+k) ∼ c1|k|2d−1 (4)
and
X2(k) = cov(X2i , X2i+k) ∼ c2|k|2d−1, (5)
where 0 < c1, c2 < ∞ [20]. This is in contrast to many other models such as ARCH(∞) [22].
The same is true for the leverage covariance L = cov(2k, X0).
From the point of view of economic applications, a drawback of the LARCH model is that t
can assume negative values, though the probability of t being negative may be small for small
coefﬁcients bj . One can, however, use a LARCH model as a purely statistical tool to capture
long memory in volatility and leverage. This is meaningful, for instance, in forecasting where
realistic prediction intervals are often more important than the interpretation of model parameters.
Other approaches to long memory in volatility and leverage have not been successful or lead to
other difﬁculties. For instance, the existence of a stationary FIGARCH process [4] has not been
established, and second order stationary solutions of ARCH(∞)-equations do not exhibit long
memory [20]. The long-memory property has been established for certain stochastic volatility
models, such as the FIEGARCH and related process [45,31,50]. The practical difﬁculty with
these models is, however, that they contain unobservable variables. This makes estimation of
the model parameters more difﬁcult. In summary, upto the present there is no ‘perfect’ model
with long-range dependence in volatility and leverage, and the search is still ongoing. It may
be possible to modify the LARCH model such that t is always positive, without changing the
essential probabilistic properties. For instance, Koulikov [53] proposes in an unpublished research
report the modiﬁed LARCH model (a so-called MD-ARCH)
Xi = εii (i ∈ Z), (6)
i = a +
∞∑
j=1
bj (Xi−j − i−j ) (a > 0) (7)
with i.i.d. nonnegative εi > 0, E(εi) = 1 and bj 0. Koulikov [53] establishes that t is positive
under certain technical conditions and X2(k) can be nonsummable. The probabilistic properties
of MD-ARCH models are however still not well understood. In this paper, we therefore focus
on the original class of LARCH processes deﬁned by (1) and (2). It may be conjectured that the
results carry over to MD-ARCH processes, but we will not pursue this question here.
In this paper, we consider M-estimators of location for an observed time series Y1, . . . , Yn
where
Yi = + Xi (8)
and Xi is a stationary LARCH process. The location parameter  is estimated by an M-estimator
[35,37,30] deﬁned as a solution of
n∑
i=1
(Yi − ˆ) = 0. (9)
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Under suitable regularity conditions, the asymptotic behavior of ˆ is essentially determined by
the limiting distribution of
Sn(t) =
[nt]∑
i=1
(Xi). (10)
The effect of long memory in X2i (Eq. (5)) on Sn(t) is not clear a priori. If (x) = x, then we
obtain the sample mean of uncorrelated random variables Yi . However, for LARCH processes,
there is an integer j0 such that E[|Y |j ] = ∞ for jj0. It is therefore not obvious whether the
central limit theorem holds. For nonlinear -functions, higher order dependence may play a role.
The nonexistence of higher moments complicates the derivation of limit theorems for nonlinear
-functions, since the standard approach by an Appell polynomial expansion (see e.g. [4,9,3]) is
not applicable.
The properties ofM-estimators of location for i.i.d. data arewell known ([35,37,47,30], and ref-
erences given therein). Under very general conditions on  and the distribution of Xi ,
√
n(ˆ−)
converges in distribution to a zero mean normal variable with variance E[2(X)]/E2[′(X)].
The central limit theorem can be extended to stationary weakly dependent processes [43,17,42,1].
In contrast, for processes subordinated to Gaussian long-memory sequences, Beran [7] showed
that the rate of convergence of var(ˆ) is slower than n−1. Moreover, in the Gaussian case, all
consistent M-estimators of location converge asymptotically to the same normal random vari-
able so that all M-estimators are asymptotically efﬁcient. This is in sharp contrast to indepen-
dence and short memory. Extensions of this result to linear processes and linear and nonlinear
regression are given, for instance, in Koul and Surgailis [40,41,39,21,12,38]. There is an ex-
tended literature on the asymptotic distribution of Sn(t) for stationary long-memory processes
[46,51,52,15,48,18,19,24–26,49,3,14,2,32,33]. For an overview on statistical estimation for long-
memorymodels seeBeran [8], and references therein. A central limit theorem forweighted sample
means and nonparametric regression estimates with linear long-range dependence and short-range
dependence in volatilities is obtained in [9]. Giraitis et al. [20] derive a limit theorem for sums of i
and Xji (with j > 1) for LARCH processes. Similar limit theorems for nonlinear functions of i
and Xi are obtained in a recent paper by Berkes and Horvath [10]. In particular, Sn(t) =∑(i )
and S∗n(t) =
∑
(i ), normalized by their standard deviation, turn out to converge to fractional
Brownian motion, provided that E[i′(i )] = 0 or E[Xi′(Xi)] = 0, respectively. The vari-
ance of Sn(t) is, in this case, of the order n2d+1. For location estimation, a different case is of
interest. If Xi has a symmetric distribution, or, if we would like to estimate the median, then
it is reasonable to restrict attention to skew-symmetric -functions, i.e. (−x) = −(x). For
symmetric distributions, this implies E[Xi′(Xi)] = 0, a case not covered in [10].
The paper is structured as follows. In Section 2, the asymptotic distribution of Sn(t) with
(x) = x is considered. This result is generalized to nonlinear skew-symmetric -functions in
Section 3. Section 4 states the corresponding result for M-estimators. A small simulation study
in Section 5 illustrates the results. Proofs are given in the appendix.
2. Central limit theorem for the sample mean
The following assumptions will be used:
(A1) Xi is the stationary solution of (1) and (2).
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(A2) For each k ∈ N, deﬁne i,k (i ∈ N) to be i.i.d. random variables with characteristic function
,k(t) = E[eiti,k ] =
∞∏
j=1
k(bj t),
where
k(t) = E[exp(itε1ε2 · · · εk)].
Then, as n → ∞,
n−1 max
1 in
2ki,k = op(1). (11)
(A3) For each k ∈ N,
lim
n→∞ n
−1E
[
max
1 in
2ki,k
]
= 0, (12)
where i,k are deﬁned in (A2).
Remark 1. i,k (i ∈ N) are independent realizations of a random variable whose distribution
is the same as the marginal distribution of  = ∑∞j=1 bj ej where ej are i.i.d. with the marginal
distribution of ε1ε2 · · · εk .
Remark 2. The validity of (A2) and (A3) depends on the tail behavior of εi . In particular, the
distribution of εi must be in the maximum domain of attraction of the Gumbel distribution (see
e.g. [16]). For instance, if εi has a density function proportional to exp(−h(x))where h is a convex
function, then results in [5,6] can be used to show that the tail of i,k is also of exponential type.
On the other hand, distributions with hyperbolic tails are excluded, because higher order moments
do not exist.
Denote by Fi the -algebra generated by Xj (j i) and by F∗i the -algebra generated by εj
(j i). Since Xi is uncorrelated and second order stationary, the variance of Sn(t) is equal to
[nt]var(Xi). Moreover,
E[Xi |Fi−1] = E{E[Xi |F∗i−1]|Fi−1} = 0. (13)
Thus,Xi is a martingale difference. The asymptotic distribution of Sn may therefore be derived by
applying a suitable central limit theorem for martingale differences. However, not all moments of
Xi are ﬁnite, and (Xi)i∈Z are dependent in a complex manner. This makes a direct veriﬁcation of
typical assumptions (such as the Lindeberg condition for martingales or stochastic boundedness
of normalized maxima) quite difﬁcult. In the proof of the following theorem, we combine a
linearization technique similar to Giraitis et al. [23] and Davydov [13], reducingXi to an essential
linear part and a remainder term, with a martingale limit theorem. Throughout the paper the
notation “⇒D” will be used for weak convergence in the Skorohod norm in the space of cadlag
functions, D[0, 1].
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Theorem 1. Denote by B(t) (t ∈ [0, 1]) standard Brownian motion, and deﬁne
Zn(t) = n− 12 v− 12
[nt]∑
i=1
Xi (14)
with v = var(Xi). Suppose that (A1), (A2) and (A3) hold. Then, as n → ∞,
Zn(t) ⇒D B(t).
3. Central limit theorem for general -functions
Here we consider sums of nonlinear functions of Xi ,
Sn(t) =
[nt]∑
i=1
(Xi). (15)
We deﬁne the following additional assumptions:
(A4) εi has a symmetric distribution.
(A5)  is a measurable function.
(A6) (−x) = −(x) almost everywhere.
(A7) There exist constants A,B ∈ R, ij , 	ij ∈ R (i ∈ N, 1jmi , mi ∈ N) and disjoint
intervals Iij ⊂ R+ such that,
sup
i∈N
1 jmi
|ij |A, sup
i∈N
1 jmi
|	ij |B (16)
and
lim
i→∞ supx∈R
|(x) − i (x)| = 0, (17)
where
i (x) =
mi∑
j=1
1{x ∈ Iij }(ij + 	ij x) +
mi∑
j=1
1{−x ∈ Iij }(−ij + 	ij x). (18)
(A8)
sup
x∈R
|(x)| < C < ∞. (19)
Assumption (A7) means that(x) can be approximated uniformly by stepwise linear functions
with uniformly bounded intercept and slope. Note that, since the moment generating function
of Xi is not deﬁned, the limiting behavior of Sn(t) cannot be obtained by an Appell polynomial
expansion. Assumption (A7) enables us to carry over the central limit theorem for (x) = x to
nonlinear -functions, without the help of a polynomial expansion. The following central limit
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theorem is proved in the appendix:
Theorem 2. Let
Zn(t) = n− 12 v− 12
[nt]∑
i=1
(Xi) (20)
with v = var{(Xi)}. Then, under (A1)–(A7),
Zn(t) ⇒D B(t).
Remarks. 1. Theorem 2 relies on symmetry of the distribution of εi and skew-symmetry of .
These assumptions are sufﬁcient but not necessary. More general conditions may be formulated,
for instance by imposing E[Xi(Xi)] = 0.
2. The case E[Xi(Xi)] = 0 may occur, for instance, if εi does not have a symmetric marginal
distribution, and/or if  is not skew-symmetric. In this case, the variance of Sn(t) diverges to
inﬁnity at a faster rate than n and convergence to fractional Brownian motion is proved in [10].
The reason why (A2) and (A3) are very useful in the proof of Theorems 1 and 2 is that i
contains products Ui = kl=1 εi−jl (0 = j1 < j2 < · · · < jk) with k arbitrarily large. Upper
bounds for max(U21 , . . . , U
2
n ), and more generally of max(21, . . . , 
2
n), can then be deﬁned in
terms of (A2) and (A3). If the bounds in (A2) and (A3) are slowly varying, then any power of
these bounds is slowly varying as well. Therefore, upper bounds for extremes of products are of
the same type as for ε2i and 
2
i itself. Assumptions (A2) and (A3) imply, however, restrictions on
the tail behavior of εi . With increasing x, the probabilityP(|εi | > x)must tend to zero sufﬁciently
fast, for instance at an exponential rate. In contrast, if, for example, P(|εi | > x) ∼ x− for some
 > 0, then (A2) and (A3) do not hold. These assumptions can be dropped, however, for bounded
-functions:
Theorem 3. Let Zn(t) and B(t) be deﬁned as in Theorem 2. Then, under (A1), (A4)–(A6) and
(A8), Zn(t) converges weakly to B(t) in the space D[0, 1] of cadlag functions equipped with the
Skorohod norm.
4. Central limit theorem for M-estimators
The following additional assumptions are standard in the context of M-estimation [36]:
(A9)  is differentiable almost everywhere w.r.t. the Lebesgue measure.
(A10) E[′(Xt )] = 0.
(A11) Let
ε,0(x) = sup
0<
ε
|(x + 
) − (x)|,
ε,1(x) = sup
0<
ε
|′(x + 
) − ′(x)|
and
i (ε) = sup
x∈D
ε,i(x) (i = 0, 1),
1772 J. Beran / Journal of Multivariate Analysis 97 (2006) 1766–1782
where D = {x ∈ R : ′(x) ∈ R exists}. Then
lim
ε→0 i (ε) = 0 (i = 0, 1).
Theorems 1–3 imply the following asymptotic result for ˆ deﬁned by Eq. (9).
Corollary 1. Deﬁne
v = var{(Xi)}/E2[′(Xi)]. (21)
Then, under (A9)–(A11) and the assumptions of Theorem 1, or 2, or 3, the following holds.
(i) There exists a sequence of solutions of (9)—denoted by ˆn—such that ˆn converges to  in
probability, and
lim
n→∞ n var(ˆn) = v (22)
(ii) √n(ˆn − ) converges in distribution to a normal random variable with zero mean and
variance v.
The result in Corollary 1 means that asymptotically, nonlinear dependence does not play any
role, even though the autocovariances X2(k) decay to zero at a very slow rate. This is remarkable
in particular for nonlinear M-estimators. Note on the other hand that, in general, for asymmetric
distributions of εi , or -functions that are not skew-symmetric, the rate of convergence is slower
than n− 12 . This follows from Berkes and Horvath [10] who derived noncentral limit theorems for
Sn(t) under the assumption MX, = E[Xi′(Xi)]= 0. To illustrate the statistical implications,
consider the case where is close to the sign-function and satisﬁes conditions (A9) through (A12)
and (A5)–(A7), and εi has an asymmetric distribution such that MX, =0. For instance, εi may
be distributed like (i −1)/
√
2 where i are i.i.d. 21-distributed. Then ˆ is essentially an estimate
of the median and its variance converges to zero at the rate n2d−1, which is slower than n−1. On
the other hand, since Xi are uncorrelated, the variance of the sample mean is of the order n−1.
This is surprising in view of the heavy marginal tails of Xi (see the normal probability plot of
4000 simulated observations of Xi in Fig. 3). For i.i.d. data with heavy tails, the sample mean
tends to have a much larger variance than the sample median. This does not carry over to LARCH
processes. On the other hand, if εi are symmetrically distributed, then the asymptotic efﬁciency
of the median (and other M-estimators) compared to the sample mean is exactly the same as
for i.i.d. data with the same marginal distribution as Xi. In assessing the statistical accuracy of
M-estimators it is therefore important to know whether the innovations generating the LARCH
process are distributed symmetrically.
5. Examples and simulations
We illustrate the theoretical results by simulations of LARCH-processes with the following
innovation variables εi :
• εi uniformly distributed on [−1, 1], standardized to variance one;
• εi standard normal.
The weight functions bj in the simulated LARCH processes are chosen as follows,
bj = Cb˜j (j = 1, 2, . . .) (23)
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Fig. 1. Simulated sample paths of (a) LARCH process Xi with standardized uniform innovations (a) and (b) LARCH
process with N(0, 1)-innovations (c). Also plotted is X2
i
(b and d, respectively).
with
b˜j = (j + d − 1)
(j)(d)
, (24)
C =  (1 − d)

1
2 (1 − 2d)
(25)
and  = 0.4. The reason for this choice is that
(1 − x)−d =
∞∑
j=0
b˜j+1, (26)
∞∑
j=0
b˜2j+1 =
(1 − 2d)
2(1 − d) (27)
and, as j → ∞,
b˜j ∼ 1
(d)
jd−1 (28)
(see e.g. [27,34]). The constant  is such that assumption M4 in Giraitis et al. [20] holds for the
given distributions of εi , so that E[X4i ] < ∞. The -functions considered here are
(x) = c(x) = 1{x < 0}max(x,−c) + 1{x0}min(x, c), (29)
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Table 1
Kolmogorov–Smirnov test of normality, for simulated values of the sample mean (ﬁrst number), the Huber estimator with
c = 1.345 (second number) and the median (third number), obtained from series of length n = 2000
d KS-statistics p-value
εi uniform
0.2 0.053, 0.0714, 0.0686 > 0.4, > 0.4, > 0.4
0.4 0.0696, 0.0816, 0.0782 > 0.4, 0.1, >0.4
εi normal
0.2 0.0943, 0.0659, 0.0957 0.03, > 0.4, 0.03
0.4 0.0666, 0.088, 0.0783 > 0.4, 0.06, > 0.4
The simulated process is a LARCH model with coefﬁcients deﬁned by Eqs. (25)–(30). The innovations εi are uniformly
and normally distributed, respectively.
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Fig. 2. LARCH model with normal innovations εi : log var(ˆ) vs. log n for the Huber estimator with c = 1.345 and the
median, for d = 0.2 (a,b) and d = 0.4 (c,d), respectively.
with c = ∞ (sample mean), c = 1.345 (robust Huber function with default value of c) and c = 0
(median). For c = 1.345, the data are standardized ﬁrst by the median absolute deviation, i.e. ˆ
is the solution of∑
{(Xi − ˆ)/sM} = 0, (30)
where sM is the median of |Xi − median(X1, . . . , Xn)| (i = 1, . . . , n).
J. Beran / Journal of Multivariate Analysis 97 (2006) 1766–1782 1775
i
x
0
0
200 400 600 800 1000
5
-5
10
0 5 10
i
x*
*2
0
0
20
40
60
80
200
100
400 600 800 1000
-5
0.0
0.1
0.2
0.3
0.4
x log (n)
lo
g 
(Va
r.
M
ed
./V
a
r.
M
ea
n)
6.2 6.4 6.6 6.8
-0.5
-0.3
-0.1
0.0 Estimated slope 0.73
95%-C.I. [0.62,0.84]
Theoretical slope 0.8
(a) (b)
(c) (d)
Fig. 3. LARCH process with i.i.d. standard exponential i and d = 0.4. A simulated series of length n = 1000 is plotted
in (a), the squared series X2
i
is shown in (b). (c) displays a histogram of Xi. In (d), the logarithm of var(ˆ0)/var(x¯) is
plotted against log n together with a least squares line (with slope −0.73 and 95%-conﬁdence interval [0.62,0.84]), where
ˆ0 denotes the median. The theoretical slope is equal to 0.8.
Speciﬁcally, the following simulation study was carried out: For n =100, 200, 1000 and 2000,
and d = 0.2 and 0.4, one hundred LARCH series were simulated and the three location estimators
were calculated. Figs. 1a and c show typical sample paths of a LARCHprocesswith (standardized)
uniformly distributed and normally distributed i , respectively. The squared series are displayed
in Figs. 1b and d. To assess in how far the normal distribution is reached approximately for n =
2000, Table 1 displays the Kolmogorov–Smirnov statistic (and p-values) for testing normality.
Convergence to normality appears to be slower in the case of normally distributed innovations.
The asymptotic decay of the variance is illustrated by Figs. 2a–d, with simulated values of
log(var(ˆ)) plotted against log n, for the Huber estimator and the median and normal innovations
εi . The ﬁtted least square slopes (−1.06,−1.05,−1.28 and −1.32, respectively) are very close
to the asymptotic value of −1.
Finally, as a counterexample, we consider a LARCH process with exponentially distributed i
and d = 0.4. Figs. 3a and b display a simulated series of length n = 1000. The histogram of Xi
in Fig. 3c shows that the distribution of Xi is clearly skewed to the right. In this case, the variance
of the median ˆ0 is of the order n2d−1 = n−0.2. On the other hand, the sample mean has variance
n−1 var(Xi) and is asymptotically normal (Theorem 1). A graphical comparison between the two
variances in Fig. 3d, with a plot of log{var(ˆ0)/var(x¯)} against log n, based on 100 simulated
series of length n = 500, 600, 700, 800, 900 and 1000, conﬁrms the asymptotic results. The
theoretical slope in this plot is equal to 2d − 1+ 1 = 0.8. The ﬁtted least squares line has a slope
of 0.73 with a 95%-conﬁdence interval of [0.62,0.84].
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Appendix. Proofs
Proof of Theorem 1. Since Xi = εii is uncorrelated, we have
var(Sn(t)) = [nt]var(Xi).
To obtain convergence of ﬁnite dimensional distributions, we use an argument similar to Giratis et
al. [20] together with a central limit theorem for martingale differences. The stationary solution
i = a
⎛
⎝1 + ∞∑
k=1
∞∑
j1,...,jk=1
bj1 · · · bjk εi−j1 · · · εi−j1−···−jk
⎞
⎠ (31)
can be written as
a
⎛
⎝1 + ∞∑
j=1
bj εi−j +
∞∑
j=1
bj εi−j
∞∑
k=2
∞∑
j2,...,jk=1
bj2 · · · bjk εi−j−j2 · · · εi−j−j2−···−jk
⎞
⎠
= a
⎧⎨
⎩1 +
∞∑
j=1
bj εi−j
⎛
⎝1 + ∞∑
k=1
∞∑
j1,...,jk=1
bj1 · · · bjk εi−j−j2 · · · εi−j1−···−jk
⎞
⎠
⎫⎬
⎭
= a
⎧⎨
⎩1 +
∞∑
j=1
bj εi−j a−1i−j
⎫⎬
⎭ . (32)
Thus,
i − a =
∞∑
j=1
bj εi−ji−j . (33)
Consider now the -algebra F+i−k generated by {εj , j i − k}, i.e. F+i−k = ( εi−k, εi−k+1,
εi−k+2, ...). Then we may write, for an arbitrary integer k > 0,
i = E[i |F+i−k] + (i − E[i |F+i−k]) = i (k) + ri(k) (34)
and
i − a =
∞∑
j=1
bj εi−ji−j (k) +
∞∑
j=1
bj εi−j ri−j (k) = i (k) + Ri(k). (35)
To obtain the CLT for Xi = εii , it is sufﬁcient to establish the following two results:
1.
n−1var
( [nt]∑
i=1
εiRi(k)
)
→ c(k, t), (36)
J. Beran / Journal of Multivariate Analysis 97 (2006) 1766–1782 1777
as n → ∞, and
lim
k→∞ c(k, t) = 0. (37)
2. The standardized sum
Z∗n(t) = n−
1
2
[nt]∑
i=1
εii (k) (38)
converges weakly to a zero mean normal random variable.
The central limit theorem for Sn(t) then follows by letting k tend to inﬁnity.
The ﬁrst result follows directly from the deﬁnition of Ri and Eq. (3). Let
a(k) = E[(i − E[i |F+i−k])2].
Then
vn(t) = var
( [nt]∑
i=1
εiRi(k)
)
= var(ε)
[nt]∑
i=1
var
⎛
⎝ ∞∑
j=1
bj εi−j ri−j
⎞
⎠ = [nt]var2(ε)a(k) ∞∑
j=1
b2j . (39)
Therefore,
lim
n→∞ n
−1vn(t) = c(k, t) = t var2(ε)a(k)
∑
b2j . (40)
Denote by Fi the -algebra generated by {εj j , j i} and by F∗i the -algebra generated by {εj ,
j i}. Then i is F∗i−1-measurable, and F+i−k ↑ F∗∞ ⊃ F∗i−1. Hence, c(k, t) tends to zero as k
tends to inﬁnity.
To obtain the central limit theorem for Z∗n(t), consider the following conditions:
(C1)
n−1 max
1 in
ε2i 
2
i (k) = op(1), (41)
(C2)
lim
n→∞ n
−1E
[
max
1 in
ε2i 
2
i (k)
]
= 0. (42)
Denote by Fi the -algebra generated by εij (j i). Then Fi ⊂ F∗i and
E[εii (k)|Fi−1] = E{E[εii (k)|F∗i−1]|Fi−1}
= E{E[εi |F∗i−1]E[i (k)|F∗i−1]|Fi−1} = 0. (43)
Thus, εii is a martingale difference. If we can establish (C1) and (C2), then the central limit
theorem for Z∗n(t) follows from Theorem 3.2 in [29].
To prove (C1) and (C2), note ﬁrst that i (k) is a stationary k-dependent series with zero mean.
Since k is ﬁxed, i (k) has the same extremal behavior as a sequence of i.i.d. ˜i (k) random variables
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with the same marginal distribution as i (k) (see e.g. [28]). It is therefore sufﬁcient to consider
(C1) and (C2) for ε2i ˜
2
i (k). Now, by deﬁnition, i (k) is a ﬁnite sum of terms of the form
i,k1,...,ks (k) = ck1···ks
∞∑
j=1
bj εi−j εi−j−k1 · · · εi−j−ks
=
∞∑
j=1
	j (k1, . . . , ks)Zi−j (k1, . . . , ks), (44)
where ci1···is is a constant, 1sk, 1k1 < k2 < · · · < ksk and 	j = ck1...ks bj . The process{Zi(k1, . . . , ks)}i∈Z is at most k-dependent. For ﬁxed k1, . . . , ks , we may therefore write
i,k1,...,ks (k) = Yi,1 + · · · + Yi,k (45)
with
Yi,l =
∞∑
j=1
	jZi−l−(j−1)k =
∞∑
j=1
	j Z˜i−j,l (46)
and Z˜i,l (i ∈ Z) i.i.d. with the same marginal distribution as ε1ε2 · · · εs+1. (Note that, since
	j (k1, . . . , ks) = ck1···ks bj , we have from
∑
j b
2
j < ∞ also
∑
j 	
2
j < ∞.) It is thus sufﬁcient to
prove (C1) and (C2) for i.i.d. random variables Y˜i,l with the same (marginal) distribution as Yi,l .
This follows, however, directly from (A2) and (A3).
Convergence of ﬁnite dimensional distributions n− 12 (Sn(t1), . . . , Sn(tk)) can be established by
analogous arguments. Finally, to obtain tightness of Zn(t) = n− 12 Sn(t), let t1 < t < t2. Then
E2[|Zn(t) − Zn(t1)||Zn(t2) − Zn(t)|] = |〈|Zn(t) − Zn(t1)|, |Zn(t2) − Zn(t)|〉|2 (47)
 ‖Zn(t) − Zn(t1)‖2‖Zn(t2) − Zn(t)‖2. (48)
For s < t ,
‖Zn(t) − Zn(s)‖2 = n−1E
⎡
⎢⎣
⎧⎨
⎩
[nt]∑
i=[ns]+1
Xi
⎫⎬
⎭
2
⎤
⎥⎦ 2var(X)(t − s). (49)
Hence,
E2[|Zn(t) − Zn(t1)‖Zn(t2) − Zn(t)|]2(t − t1)(t2 − t)C(t2 − t1)2 (50)
so that weak convergence of Zn(t) to B(t) in D[0, 1] euqipped with the Skorohod norm follows
from Billingsley [11, Theorem 15.6.] 
Proof of Theorem 2. We have Xi = εii with εi independent of i and i F∗i−1-measurable.
Here, F∗i denotes the -algebra generated by {εj , j i}. Then, for k > 0,
E[(Xi+k)(Xi)] = E{E[(Xi+k)(Xi)|F∗i+k−1]}
= E{(Xi)E[(εi+ki+k)|F∗i+k−1]}. (51)
Now (x) = −(−x), εi+k has a symmetric distribution and is independent of the F∗i+k−1-
measurable variable i+k . Hence
E[(εi+ki+k)|F∗i+k−1] = 0 (52)
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and
var(Sn(t)) = [nt]var((Xi)). (53)
Moreover, Yi = (Xi) is a martingale difference with respect to the sequence of -algebras FYi
generated by {Yj , j i}, since
E[Yi |FYi−1] = E{E[(εii )|F∗i−1]|FYi−1} = 0. (54)
Let 
 > 0 be an arbitrarily small constant. Then, due to assumption (A7), there exists an s0 and
piecewise linear functions
s(x) =
ms∑
j=1
1{x ∈ Isj }(sj + 	sj x) +
ms∑
j=1
1{−x ∈ Isj }(−sj + 	sj x) (55)
with uniformly bounded sj and 	sj such that
sup
x∈R
|(x) − s(x)| < 
 (56)
for all ss0. Hence, we may write
Sn(t) =
[nt]∑
i=1
s(Xi) + Rn,s, (57)
where |Rn,s |n
. Now,
max
1 in
2s (Xi) max1 in(A + B|Xi |)
22A2 + 2B2 max
1 in
X2i . (58)
For the right-hand side, we established in proof of Theorem 1,
n−1 max
1 in
X2i = op(1) (59)
and
lim
n→∞ n
−1E
[
max
1 in
X2i
]
= 0 (60)
Thus, the same is true for n−1 max1 in 2s (Xi). The central limit theorem then follows by
applying Theorem 3.2 in [29], and letting 
 tend to zero (and hence s0 tending to inﬁnity).
Convergence of ﬁnite dimensional distributions and tightness is analogous to Theorem 1. 
Proof of Theorem 3. As in the proof of Theorem 2, Yi = (Xi) is amartingale difference. Since
 is bounded, the conditions on n−1 max1 in (Xi) follows immediately. The remaining proof
is then analogous to Theorem 2. 
Proof of Corollary 1. Consistency follows by standard arguments (see e.g. [36]). Asymptotic
normality follows by standard arguments using a Taylor series expansion. More speciﬁcally, we
have
0 =
n∑
i=1
(Yi − ˆn) =
n∑
i=1
(Yi − ) − (ˆn − )
n∑
i=1
′(Yi − ∗n)
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with |∗ − | |ˆn − | (see [36,7]). Let
Sn(u) = 1
n
∑
(Yi − u),
S′n(u) =
1
n
n∑
i=1
′(Yi − u),
rn(u, v) = S ′n(u) − E[′(Y − v)],
and
Dn (u) = |rn(u, u)|.
Then, for |ˆn − | < ,
|′(Yi − ∗n) − ′(Yi − )|1(ε),
and
|rn(∗n, )|  Dn() +
1
n
n∑
i=1
|′(Yi − ∗n) − ′(Yi − )|
 Dn() + 1(ε).
Since Dn() →p 0, we obtain
P(
√
n(ˆn − )y) = P(|ˆn − |ε)P (
√
n(ˆn − )y | |ˆn − |ε)
+P(|ˆn − | < ε)P (n−
1
2 Snycn | |ˆn − | < ε)
with
cn = E[′(Y − )] + rn(∗n, )
and
lim
n→∞P(|cn − E[
′(Y − )]|1(ε) | |ˆn − | < ε) = 1.
Moreover,
lim
n→∞P(|ˆn − |ε) = 0.
Letting ε tend to zero, we obtain
lim
n→∞P(
√
n(ˆn − )y) = 
(
y
v
)
,
where  is the cumulative standard normal distribution function. 
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