Optimizing the Trade-offs Between Cost and Performance in Scientific Computing  by Núñez, Alberto et al.
 Procedia Computer Science  9 ( 2012 )  498 – 507 
1877-0509 © 2012 Published by Elsevier Ltd. 
doi: 10.1016/j.procs.2012.04.053 
International Conference on Computational Science, ICCS 2012
Optimizing the trade-oﬀs between cost and performance in
Scientiﬁc Computing
Alberto Nu´n˜ez, Ce´sar Andre´s and Mercedes G. Merayo
Departamento de Sistemas Informa´ticos y Computacio´n
Universidad Complutense de Madrid, Madrid, Spain
email: alberto.nunez@pdi.ucm.es, c.andres@fdi.ucm.es, mgmerayo@fdi.ucm.es
Abstract
Satisfying the global throughput targets of scientiﬁc applications is an important challenge in High Performance
Computing (HPC) systems. The main diﬃculty lies in the high number of parameters having an important impact on
the overall system performance. These include the number of storage servers, features of communication links, and
the number of CPU cores per node, among many others.
In this paper we present a model that computes a cost-per-performance metric using diﬀerent hardware conﬁgu-
rations and focusing on scientiﬁc computing. The main goal of this approach is to balance the trade-oﬀ between cost
and performance using diﬀerent combinations of components for building the entire system. The main advantage of
our approach is that we simulate the diﬀerent conﬁgurations in a complex simulation platform. Therefore, it is not
necessary to make an investment until the system computes the diﬀerent alternatives and suggest good solutions. In
order to achieve this goal, both the system’s architecture and Map-Reduce applications are modeled. The proposed
model has been evaluated by building complex systems in a simulated environment using the SIMCAN simulation
platform.
Keywords: Scientiﬁc computing, scientiﬁc clusters, system performance evaluation.
1. Introduction
During the last years, most eﬀort in scientiﬁc applications has focused on supercomputers, grids, and commodity
clusters. Generally, scientiﬁc applications are both computation and data intensive. However, the execution time can
be reduced by exploiting parallelism in CPU and I/O, especially, in cluster systems. Due to its high cost eﬀectiveness,
commodity clusters have been the main resource for high performance computing (HPC). As an example, in the most
recent survey of the fastest 500 computers in the world [1], 82.0% are clusters.
Scientiﬁc high-performance applications have reached a turning point where computing power is no longer the
most important concern. Thus, the emphasis is shifting from focusing on the optimization of the computing system, to
optimizing other systems, such as the storage and the networking systems. In addition, new technologies increase the
complexity of the optimistic problems. In late 2007, a new dimension was added to the scientiﬁc community: cloud
computing. Although the concept of cloud computing emerged in 2007, there does not exist yet an accurate deﬁnition
for it. Cloud computing can be seen as is a paradigm that provides access to a ﬂexible and on-demand computing
infrastructure, by allowing the user to rent a number of virtual machines to solve a computational problem. The views
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of the diﬀerent relevant actors in the industry look irreconcilable concerning cloud computing. Hewlett-Packard’s
Vice President of European Software Sales, Andy Isherwood, quoted in ZDnet News: “A lot of people are jumping
on the [cloud] bandwagon, but I have not heard two people say the same thing about it. There are multiple deﬁnitions
out there of the cloud.” Richard Stallman, founder of the Free Software Foundation and creator of the GNU Operating
System, deﬁned cloud computing as a trap for users. He quoted in The Guardian: “It’s stupidity. It’s worse than
stupidity: it’s a marketing hype campaign. Somebody is saying this is inevitable – and whenever you hear somebody
saying that, it’s very likely to be a set of businesses campaigning to make it true.”
Cluster and cloud systems need a ﬂexible and scalable method for developing and executing high performance
scientiﬁc applications. Clearly, this common piece is the Map-Reduce scheme [2], a programming model for process-
ing large datasets in distributed systems. Although the Map-Reduce model was originally developed in Google, it is
currently used by some important companies like Amazon, Facebook, Baidu, Yahoo!, Last.fm, New York Times and
AOL, becoming the de facto standard for large-scale data processing [3, 4]. From now on, the term scientiﬁc cluster
is used to refer to internal data centers not made available to the general public, and public cloud refers to services
that can be outsourced by paying each deployed virtual machine (in short, VM) per unit of time basis.
Users can choose to either execute their applications in a scientiﬁc cluster, or launch them in a public cloud. Public
cloud environments probably are the easiest and cheapest option because users pay only for the resources they use
(VMs and storage) and then upload their data for launching their applications via the Internet. Then, in the computing
research community, some questions arise: Can we save money/time by using public cloud computing systems instead
of buying our own scientiﬁc cluster? Is cloud computing a valid environment to run our tests? If I decide to purchase
a cluster, what are the features of such cluster that provide the best performance for my applications? The answer to
these questions is one of main goals reported in this paper.
First of all, it’s important to mention that cloud computing systems have not been designed for scientiﬁc workloads.
Consequently, there are some diﬀerences to take into account between scientiﬁc clusters and public clouds. First, while
cloud systems have been designed to replace small and medium-sized clusters, dedicated scientiﬁc clusters contain
hundreds of thousands of CPU Cores (see ﬁrst 10 systems in the Top500 list [1]). Second, there are some notable
diﬀerences in the job execution model. In a scientiﬁc cluster, each job has exclusive access to the resources usage.
On the contrary, cloud environments use virtualization to share resources, and therefore, increase the concurrency of
users at the cost of decreasing the overall system performance. Hence, some scientiﬁc applications are not suitable to
be executed on cloud environments, speciﬁcally, those ones that require exclusive access and very accurate measures
of the hardware [5]. Third, security is an issue In a scientiﬁc cluster, users have complete control over their own data
and resources, while in a cloud computing system they do not have the warranty that their data could not be accessed
by other users. In conclusion, cloud computing is a good solution for those scientiﬁc applications that do not require
a: high number of computing nodes, accurate measurements of the hardware, and additional security for the data and
results obtained.
Due to all these limitations, using a scientiﬁc cluster is the correct solution for a wide range of scientiﬁc ap-
plications. However, due to the high number of inter-related parameters that have a direct impact on the overall
performance, building a system that provides the maximum performance for a given application is a very diﬃcult
task. In this paper we present a model to automatically simulate scientiﬁc clusters using diﬀerent conﬁgurations. For
each simulated system, a cost-per-performance metric is computed with the purpose to balance the price of the entire
system and its provided performance. In such way, the obtained performance is based on the speciﬁc goals deﬁned by
the user. Due to this model is based on simulation techniques, it does not require a speciﬁc platform to be executed.
Let us emphasize the fact that since all the possibilities are simulated, the user of our framework doesn’t need to made
an investment until a (set of) solution(s) is provided.
The proposed model splits the cluster conﬁguration in four independent systems: CPU, storage, memory and
network. Basically, this model takes as input a list of components for each system and produces, as output, a cost-
per-performance metric for each conﬁguration. Accordingly, a set of detailed parameters about the underlying char-
acteristics (including cost) of each component must be speciﬁed. Thus, this model uses the information provided as
input by the user to generate automatically a combination of system models to simulate its underlying hardware fea-
tures. This model has been implemented in a simulated environment using the SIMCAN simulation platform [6], an
open-source project for modeling and simulating distributed systems and applications. This platform also allows user
to develop parallel and distributed applications, which is a powerful tool for calculating the performance of scientiﬁc
computation using diﬀerent hardware conﬁgurations [7, 8].
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In this paper we report on our results in using our methodology, supported with the SIMCAN simulation plat-
form to optimize the balance and performance for scientiﬁc systems. The main contributions of this work can be
summarized as:
• In contrast with existing work, mainly focusing on both optimizations and performance evaluation of Map-
Reduce based applications, our proposed model focuses on the relationship between the hardware cost, the
conﬁguration of the system, the overall application performance, and the user requirements. Accordingly, our
work presents the design and development of an accurate model for optimizing the trade-oﬀs between cost and
performance of scientiﬁc clusters based on the requirements deﬁned by the user.
• In order to show the accuracy of the proposed model, a big set of validation experiments has been exercised in
real environments.
• A complete performance evaluation model allows to compare diﬀerent hardware conﬁgurations. Thus, this
model computes the best choice of the possible hardware alternatives for the speciﬁed requirements.
The rest of the paper is structured as follows. Section 2 describes the design of the proposed model, which is
divided in three diﬀerent parts: modeling of the system architecture, modeling of the Map-Reduce application, and
the architecture of the complete model. Section 3 shows both validation and performance experiments using the
proposed model. Section 4 presents related work. Finally, Section 5 presents our conclusions and some directions for
future work.
2. Basic architecture of the proposed model
In this section we present a detailed description of the model proposed in this paper. This model is divided in three
parts: modeling of the scientiﬁc cluster architecture, modeling of the Map-Reduce application, and the architecture of
the complete model.
2.1. Modeling scientiﬁc clusters
The node is the most relevant component for any computing systems. Basically, a distributed environment consists
of nodes, communication devices like switches or routers, and communication networks. In our proposed model, a
node is simulated by conﬁguring the four basic systems: CPU, storage, memory and network. The basic schema for
modeling HPC environments consists of 6 elements (see Figure 1): Racks, used to ease the task of deploying large-
scale systems. Usually, racks contain a set of board nodes; Board node, used for the same purpose as racks. Each
board node contains a set of computing nodes and one switch; Switches, used to interconnect the set of nodes inside a
node board with the rest of the architecture; Nodes, used to perform processing; Storage nodes, used to manage data;
Switches, used to interconnect the elements of the HPC architecture; and Communication network, which deﬁne the
speed of each communication link of the architecture.
2.2. Modeling Map-Reduce
This section presents a brief overview of the Map-Reduce framework and also describes our approach for simu-
lating Map-Reduce applications. Currently, the Map-Reduce framework is one of the most used parallel computing
platforms for processing data on terabyte and petabyte scales. Basically, it consists in the abstraction of computation
problems through two functions: map and reduce. Thus, when a problem is expressed in a map-reduce form, it can
be automatically parallelized. Accordingly, the map function receives a key/value pair as input and generates a list of
intermediate key/value pairs as output:
map (String key, String value)⇒ list(key, value)
Similarly, the reduce function receives a key and a set of associated values, and generates a list of values, that is:
reduce (String key, Iterator values)⇒ list(String value)
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Figure 1: Basic schema of the modeled cluster architecture
Figure 2 shows the basic schema of the proposed model for simulating Map-Reduce applications, which is based
on the open-source implementation Hadoop [9]. For each set of pairs, the operations are split in three stages: the map
stage, the shuﬄe stage, and the reduce stage (see Figure 2(a)). The map function is stateless, that is, it operates on
one pair at a given time. Consequently, the parallelization of diﬀerent map inputs in several nodes can be successfully
achieved. During the shuﬄe stage, values associated with an individual key are moved to the same machine. Finally,
the output result is generated in the reduce stage. This result is a multi-set of (key, value) pairs sharing the same key.
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(b) Modeling of the Map-Reduce processing schema
Figure 2: Basic schema of the modeled Map-Reduce framework
The global Map-Reduce approach is a mix of sequential and parallel computing. Therefore, while the reduce
phase is performed in parallel by processing diﬀerent keys simultaneously, it must wait to be executed until the map
phase is concluded. However, a Map-Reduce execution may consists of several rounds of map and reduce phases.
Figure 2(b) shows the execution schema for mapper and reducer processes. Each process (mapper and reducer)
must be executed in one slot in the system, being a slot any computing unit where a process can be allocated. Con-
sequently, the number of slots will be deﬁned with the features of the underlying system, but taking into account that
the ratio of slots per CPU core in multi-core systems usually is 2:1.
In Figure 2(b) the number of mapper processes is m, while the number of reducer processes is r. Each map
process must manage a chunk of data. Although the size of this chunk is customizable, its default value in Hadoop
is 64 MB. Hence, the optimal case is when M chunks of data are processed by M mapper processes executed in M
slots. However, the process of large data-sets usually implies that the number of processes is greater than the number
of slots. In these cases, each phase must be performed in several rounds, being the number of rounds equal to M/m.
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Table 1: Sub-parameter set used to model the behavior of Map-Reduce applications in SIMCAN
Parameter name Description
initDataSetSize Size of the input data set (in MB)
dataChunkSize Size of the chunk processed by each map process (in MB)
maxMappers Maximum number of processes for executing the map phase
maxReducers Maximum number of processes for executing the reduce phase
maxSlotMap Maximum number of slots for map processes
maxSlotReduce Maximum number of slots for reduce processes
hdfsBlockSize Size of the block used for both reads and writes in the ﬁle system
A typical setup of a Map-Reduce application may involve setting up hundreds of parameters. However, these
parameters that have a signiﬁcant impact in the overall application’s performance can be dramatically reduced. Due
to practical reasons, only the most relevant of these parameters have been modeled in the proposed schema. Table 1
shows some of these parameters.
2.3. Model design
The main goal of the model is to compute the best architectural conﬁguration of a system devoted to scientiﬁc
computing and for a given set of requirements such as cost and performance. The challenge is to maximize the
performance of a given application while maintaining the cost of the system between the budget bounds established
by the user. Thus, in order to accomplish this objective, the proposed model performs a search among the space of
all possible system designs and then it computes the system that provides the best cost-per-performance metric. The
basic architecture of the proposed model is shown in Figure 3. It consists of two main parts: information provided by
the user and the SIMCAN simulation core. Basically, this model receives as input three diﬀerent data-sets:
• Device collection: This data-set contains these devices used to build the system. These devices are classiﬁed in
ﬁve diﬀerent sets: CPU, storage, memory, network and switches. Basically, CPU consists of processors (single-
core, dual-core, quad-core, etc.), storage contains disk drives (general purpose disk drives, RAID systems, etc.),
memory contains RAM chips, network contains network interfaces for communication networking (Ethernet
gigabit, Ethernet 10-gbps, etc.) and, ﬁnally, switches contains elements connecting nodes. Hence, the devices
set is deﬁned as the disjoint union of those ﬁve sets:
Devices = CPU ∪ storage ∪ memory ∪ network ∪ switches
For each device, a detailed list of its underlying characteristics must be speciﬁed. Basically, this list contains a
speciﬁc set of pairs (parameter, value) deﬁning the behavior of each device. The SIMCAN Simulation Platform
provides the name of these parameters. Accordingly, the user only must specify the corresponding values for
each parameter.
• Budget and cost: This data-set contains two elements. First, the budget for the entire system is given by a
pair (minBound, maxBound), where minBound and maxBound represent the lower and the upper bounds of the
budget, respectively. Second, a list of pairs (device, price) represents the price (in $US) of each device per unit.
• Speciﬁcation of the Map-Reduce application: The user must provide a speciﬁcation of the Map-Reduce based
application to be executed in the cluster. Moreover, he/she must provide a list of pairs (parameter, value) that
models the underlying behavior of the application in the cluster.
The complete process of the model design phase, that is, from the moment the user speciﬁes the corresponding
input data-sets until the results are generated, is detailed in the steps described below:
1. Initially, the user must specify the corresponding three data-sets: devices, costs, and the speciﬁcation of the
Map-Reduce application.
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2. A module called Cluster builder generates all possible hardware conﬁgurations using the components allocated
in the device set. The algorithm used in this module is based on the number of computing and storage nodes.
Thus, the number of suggested computing and storage nodes is based on the speciﬁcation of the Map-Reduce
application. Consequently, the resulting number of nodes is not a ﬁxed value, but a set of values. So that it is
easy to observe the behavior of the system by using diﬀerent number of nodes. Hence, let be numComNodes
the set of values representing the number of computing nodes in the system and numStoNodes the number of
storage nodes in the system, all hardware conﬁgurations generated by this module are given by:
C = computingNodes × storageNodes
computingNodes = CPU × storage × memory × network × switches × numComNodes
storageNodes = CPU × storage × memory × network × switches × numS toNodes
Although both computing and server nodes are deﬁned by conﬁguring the same devices, generally, server nodes
focus on improving storage throughput by using fast and high-capacity disks, while computing nodes focus on
computing power by using multi-core CPUs. Consequently, the devices used in the system are computed taking
into account the number of nodes used for building it. Thus, an arbitrary conﬁguration is deﬁned by:
Ci = ((cc, sc,mc, nc, xc, zc), (cs, ss,ms, ns, xs, zs))/Ci ∈ C
The total price of the generated system is computed by using the cost of each device involved in such system;
systems with a total cost outside the bounds of the speciﬁed budget are discarded. Accordingly, using the
function Φ(x) to denote the cost of an element x, the total cost of a given cluster conﬁguration is deﬁned by:
Φ(Ci) = (zc · (Φ(cc) + Φ(sc) + Φ(mc) + Φ(nc)) + Φ(xc))+(zs · (Φ(cs) + Φ(ss) + Φ(ms) + Φ(ns)) + Φ(xs)) /Ci ∈ C
3. The cluster builder module applies the functionΨ to generate a set of conﬁgurations that ﬁts within the speciﬁed
budget. Thus, the conﬁgurations in the set D = {Di ∈ C|Ψ(Di)}) are used to create a corresponding simulation
model. Basically, each model is generated by taking into account three diﬀerent elements: the conﬁguration
calculated by the Cluster builder, the topology of the network for this system, and the application to be launched
in this system. In this work, only the tree topology is presented, but diﬀerent topologies such as ring, and star
can be used for modeling distributed environments in SIMCAN. The Ψ function is deﬁned by:
ΨminBound,maxBound : C → Bool
Ψ(Di) =
{
True if minBound ≤ Φ(Di) ≤ maxBound
False Otherwise
4. The SIMCAN simulation platform produces an executable containing all modeled environments produced in
the previous step (cluster models). Therefore, each execution will simulate a speciﬁc system conﬁguration with
the speciﬁcation of the Map-Reduce application.
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5. Once the simulation is done, a results ﬁle is created. This ﬁle allocates a list that contains the next information
of each simulated system: the deﬁnition of each system including the number and type of each device Ci, the
total cost of the simulated system Φ(Ci), and the performance obtained ρ(Ci). This performance is computed
by executing the Map-Reduce application model and measuring CPU, I/O, and Network throughput.
3. Validation and evaluation
In this section we present a strategy to validate our model using the SIMCAN simulation platform. The basic idea
of this strategy is to execute a well-known application in a real system using diﬀerent conﬁgurations and then compare
the obtained results with the corresponding simulated ones. The application used in the validation experiments is
TeraSort and the involved system is a cluster that consists of 17 computing nodes. Each node contains a Intel(R)
Xeon(R) CPU E5405@ 2.00GHz with 6MB of cache, 4 GB of RAM, and a Seagate Barracuda 7200.11 drive. These
nodes are interconnected through a Ethernet Gigabit network. Figure 4 shows the results of the validation process,
where Figure 4(a) presents the results of executing TeraSort in a Hadood cluster, and Figure 4(b) presents the results
of simulating the same system.
These experiments have been executed using a data-set of 500 MB, a diﬀerent number of slave nodes (4, 8, and
16), and diﬀerent ratio of mapper:reducer (8:4, 16:8, and 32:16). The average error ratio obtained is 11.3%, which
is an acceptable error for simulating distributed applications in parallel systems. It is important to remark that the
tendency of the simulation when diﬀerent conﬁgurations are used is the same that applying these changes to the real
system. This denotes that the simulation reﬂects the same behavior the real system.
In order to check the proposed model, a set of performance evaluation tests has been performed. In these exper-
iments, a list of real devices and a Map-Reduce application has been provided. The complete list of devices used in
these tests is shown in Table 2. Both the complete list of features and the corresponding price of each device have been
gathered from Amazon [10]. The application used is BIPS3D, a 3-dimensional simulation of BJT and HBT bipolar
devices. This application has been modeled in previous works using MPI [11, 12]. In this paper, the same application
has been modeled using the Map-Reduce model (see Figure 2).
Once the list of devices (Table 2) and the speciﬁcation of the application (Map-Reduce BIPS3D) is to SIMCAN,
our proposed model automatically generates a set of simulated environments to execute the BIPS3D application in
each. Each system Di is evaluated using two factors: price (Φ(Di)) and performance (ρ(Di)). This performance is
measured in MB/s, which is calculated by the time required to process completely the corresponding data-set. The
goal is to create a sorted list of systems, and therefore, provide to the user the conﬁgurations that ﬁt better with the
initial requirements. Depending of the budget and the requirements of the user, the list of systems will be generated
accordingly. The criteria used to sort this list is based on distances to the equilibrium point P. Table 3 contains the
conﬁguration of each scenario.
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Figure 4: Validation of Map-Reduce model using TeraSort
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Table 2: List of devices used in the experiments, including features and prices
Device name Category Features Price (in $US)
Intel Core i7-2600K CPU Quad-core 3.4GHz, 8MB Cache 319.99
Intel Core i5-2500K CPU Quad-core 3.3GHz, 6MB Cache 232.51
Intel Xeon DP X5690 CPU Hexa-core 3.46GHZ, 12MB Cache 2,378.25
AMD Athlon 64 X2 6000 CPU Dual-core 3Ghz 2MB Cache 179.99
AMD Athlon 64 X2 Dual-Core 4200+ CPU Dual-core 2.2 GHz, 1MB Cache 179.95
Crucial 16GB Memory DDR3 1333 MHz 170.49
Crucial 4GB Memory DDR3 1333 MHz 94.99
Crucial Ballistix Sport 12GB Memory DDR3 1600 MHz 67.71
Corsair Vengeance Blue 8 GB (2X4 GB) Memory DDR3 1600 MHz 48.99
Corsair Vengeance Blue 16 GB Memory DDR3 1600 MHz 94.99
Ethernet Gigabit interface Intel Network 1Gbps 32.27
Ethernet 10-Gigabit interface AT2 Network 10 Gbps 497.99
Cisco SR2016T Switch Switch 16-Port 1Gbps 186.63
Cisco Catalyst 4948-10GE Switch 48-Port, 10-Gbps 4,818
Western Digital 1.5 TB Caviar Green Disk 7200 RPM, 64MB Cache, SATA 3.0Gb/s 119.99
Western Digital Caviar Blue 500 GB Disk 7200 RPM, 16MB Cache, SATA 6.0Gb/s 94.72
Seagate Barracuda 500 GB Disk 7200 RPM, 16MB Cache, SATA 6.0Gb/s 84.99
Seagate Barracuda Green 2TB Disk 5400 RPM, 64MB Cache, SATA 6.0Gb/s 147.00
Table 3: Conﬁguration of experiments
Name Data-Set (in GB) slots:CPUs mappers:slots reducers:slots Data-chunk
Scenario 1 15 GB 2:1 2:1 1:1 64 MB
Scenario 1 25 GB 4:1 4:1 1:1 64 MB
Scenario 1 50 GB 8:1 8:1 2:1 64 MB
Figures 5(a), 5(b) and 5(c) show dispersion charts of three diﬀerent scenarios. The x-axis represents cost, while
the y-axis represents performance. Each dot in the chart represents a system conﬁguration where the systems close to
P will be those systems with a relatively well-balanced cost-per-performance metric. In contrast, the systems that are
far from P have a not balanced cost-per-performance metric.
The system obtained in scenario 1 consists of: 16 computing nodes (AMD Athlon 64 X2 Dual-Core 4200, Corsair
Vengeance Blue 8 GB, Ethernet Gigabit, Seagate Barracuda 500 GB), 1 storage node (AMD Athlon 64 X2 Dual-Core
4200, Corsair Vengeance Blue 8 GB, Ethernet Gigabit, Seagate Barracuda 500 GB) and one Cisco SR2016T Switch.
This is one of the cheapest options, providing a good performance ratio due to the conﬁguration of BIPS3D. In this
case, the slot ratio is low and also the number of mappers and reducers, resulting in a poor exploitation of the CPU.
Thus, using a powerful system does not provide a signiﬁcant increasing of performance. The total price of this system
is $11,265.03.
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Figure 5: Performance experiments
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The system obtained in scenario 2 consists of: 32 computing nodes (AMD Athlon 64 X2 Dual-Core 6000, Crucial
Ballistix Sport 12GB, Ethernet Gigabit, Seagate Barracuda 500 GB), 1 storage node (AMD Athlon 64 X2 Dual-Core
4200, Corsair Vengeance Blue 8 GB, Ethernet Gigabit, Western Digital 1.5 TB Caviar Green) and one Cisco SR2016T
Switch. In this case, the data set is larger than in the previous scenario. Moreover, the ratio between processes per
CPU core is also higher. Thus, the level of parallelism can be increased. This system exploits CPU parallelization,
which it use Quad-Cores in computing nodes. Since this system is more expensive than the previous one, the number
of conﬁgurations is also greater (see quadrant [-y,x]). The total price of this system is $18,281.1.
Finally, the system obtained in scenario 3 consists of: 32 computing nodes (Intel Core i5-2500K, Crucial Ballistix
Sport 12GB, Ethernet Gigabit, Seagate Barracuda 500 GB), 2 storage nodes (AMD Athlon 64 X2 Dual-Core 4200,
Corsair Vengeance Blue 8 GB, Ethernet Gigabit, Western Digital 1.5 TB Caviar Green) and two Cisco SR2016T
Switch. This system requires more CPU power due to several reasons. First, the initial data-set is much bigger than
in the previous scenarios and, also, the number of processes per CPU core is also increased. Thus, this conﬁguration
totally exploits parallelism. The cost of the system is also increased because the increasing of performance obtained
is very signiﬁcative. The total price of this system is $21,051.32.
4. Related work
Myriad studies to analyze the performance of high performance computing systems can be found in the literature.
For example, the performance of the Columbia cluster has been evaluated for [13]. The results obtained from
this study demonstrate that several features concerning conﬁgurations have a direct impact on the overall system
performance for the same application. Other studies present similar results focused on analyzing the performance of
a given system by using a speciﬁc set of experiments [14, 15].
Other work focus on optimizing the performance of a given application, independently of the underlying system
where such application is executed. Due to its wide popularity and acceptance by the research community, most of
these approaches work on increasing the performance of Map-Reduce based applications. For instance, it is possible
to focus on optimizing the conﬁguration of Map-Reduce applications only by setting up the correct parameters for its
execution [16]. This does not require to modify the application’s source code.
On the contrary, other work concentrates on proposals to increase the performance of Map-Reduce by modifying
the behavior of the underlying application. First, an implementation of a map-reduce library supporting parallel ﬁeld
programmable gate arrays (FPGAs) and graphics processing units has been presented (GPUs) [17]. Similarly, a pattern
based annotation tool that can beneﬁt from Map-Reduce architecture to process large amount of text data has been
introduced [18]. A team from the Yahoo! research group made an extension on the Map-Reduce model by adding a
merge phase after reduce, called Map-Reduce-Merge [19], to perform join operations for multiple related datasets.
The previously commented work provides performance optimizations for cluster systems usingMap-Reduce based
applications. However, they do not consider the cost as a factor. In contrast, due to the nature of cloud computing,
studies in this kind of systems mainly focus on optimizing cost instead of performance. In a speciﬁc cloud environ-
ment, the total cost of executing a given application depends of the computing power, storage, and memory. It is
possible to automate the task of choosing and managing the right set of cloud resources for a class of cloud applica-
tions [20]. A cost-based model where the providers advertise resource availability to the user has been also deﬁned
[21].
Although most of the eﬀort in optimizing cost in scientiﬁc applications focuses on cloud computing, these systems
are not a feasible solution for some scientiﬁc applications [22]. Actually, there are several studies that show that the
overhead in a virtualized environment is up to 5% for computing [23], up to 15% for networking [23], and up to
30% for I/O [24]. Our work presents new challenges that are not addressed by previous work, mainly concerning the
simultaneous balance of the cost of the underlying hardware, the architectural conﬁguration of the hardware system,
and the overall application’s performance.
5. Conclusions and Future works
In this paper we have proposed a model for automatically compute a cost-per-performance metric by simulating
scientiﬁc clusters using diﬀerent conﬁgurations. This model is platform-independent and does not require to make an
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investment before purchasing the ﬁnal system. In this paper we have presented both validation and evaluation tests.
Initially, the accuracy of our proposed model for simulating Map-Reduce applications in Hadoop cluster is presented.
Also, a set of experiments has been achieved by using a list of real devices and a real application called 3D. The results
obtained show that a speciﬁc system conﬁguration is required depending of the requirements speciﬁed for the user.
Future works will include adding a new module for using diﬀerent network topologies. Moreover, diﬀerent real
applications will be provided in the framework to increase the range of the experiments performed in each system.
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