ABSTRACT In this paper, a novel microscopic machine vision system is proposed to solve a degradation monitoring problem of low-voltage electromagnetic coil insulation in practical industrial fields, where an ensemble learning approach in a compound membrane computing framework is newly introduced. This membrane computing framework is constituted by eight layers, 29 membranes, 72 objects, and 35 rules. In this framework, multiple machine learning methods, including classical pattern recognition methods and novel deep learning methods, are tested and compared. First, the most optimal feature extraction approaches are selected. Then, the selected approaches are fused together to achieve an even better monitoring performance. Third, a large number of experiments are used to evaluate and prove the usefulness and potential of the proposed system, where a mean accuracy of 61.4% is achieved on 1035 validation images of six degradation states with single state matching, and mean accuracies of 61.0% and 77.4% are achieved on 622 test images of six degradation states with single state matching and state range matching, respectively. Finally, a mechanical device is designed to apply the system to real industrial tasks.
coil insulation are preferred to enable predictive maintenance of the electromagnetic coils prior to development of a fault that could cause catastrophic damage.
In order to solve the degradation monitoring problem mentioned above, a novel Machine Vision based intelligent system is proposed in this paper, which can monitor the degradation of low-voltage electromagnetic coil insulation in a rapid and non-destructive way by directly analyzing microscopic images. An example of the analyzed electromagnetic coil and its microscopic images is shown in FIGURE 1.
This system considers the degradation monitoring work as a material state matching task and address the following three problems:
• The first is a classical pattern recognition methods based overall state matching problem. To effectively match the material states, prior knowledge from the practical domain is an important factor, where the classical pattern recognition methods support an effective way to obtain useful information to describe the properties and characteristics of the material states. In this paper, classical pattern recognition approaches are used step by step, such as image denoising, normalization, color feature extraction, texture feature extraction, feature selection and feature fusion [9] , [10] . Because in the classical pattern recognition methods, most of the feature extraction approaches are designed manually, they gain an impressive overall state matching result. Based on lots of contrast tests, color features in the RGB color space and Histogram of Orientation Gradient (HOG) features obtain the first two overall state matching results among ten classical feature extraction methods (Sec. III-C1). Hence, RGB color features and HOG features are selected for a further fusion.
• The second is a novel Deep Learning (DL) methods based single state matching problem. Although, the classical pattern recognition methods can obtain a good overall matching result, they are mainly manual craft methods which are limited by the human imagination and experiences, and easy to ignore the relations among details of information. To this end, novel deep learning approaches introduce a more free way to discover deeper features by machine itself [11] . Although the deep learning methods are lack of prior knowledge from the practical work, they can analyze data using a layer-by-layer learning process, and have a powerful discriminative ability within the inner relations among the data. Hence, besides the classical pattern recognition methods, the deep learning methods are also chosen to further enhance the matching performance in each of the single state. Particularly, this paper focuses on a Deep Convolutional Neural Network (DCNN) method, due to its highly evaluated performance in a vast number of machine vision tasks, including image processing, segmentation, classification, video captioning, object detection, tracking and action recognition [12] . However, even the degradation monitoring experiments are always operated in manual simulated environments to shorten the experimental period, it still takes a very long time to collect the samples, resulting in a small VOLUME 7, 2019 FIGURE 2. A schematic diagram illustrating of the compound cell-like P system of membrane 1.
training data set problem [13] . This problem makes it difficult to collect plenty of microscopic images to train an optimized DCNN model. To this end, data augmentation is first done to increase the size of the data set. Then, a transfer learning strategy is selected and applied by a ''pre-training and fine-tuning'' approach that first trains a DCNN on a large auxiliary data set, followed by domain-specific fine-tuning on the small microscopic data set [14] , [15] . Based on many contrast tests, the DCNN models obtaining the optimal single state matching results are selected for each degradation state, respectively (Sec. III-C2).
• The third is a Membrane Computing based Ensemble Learning problem. In machine learning domain, because ensemble methods can fuse multiple learning algorithms to obtain a better predictive performance than any of the single learning algorithms [16] [17] [18] , this paper considers to use it to further improve the matching results. In order to apply the ensemble learning strategy effectively, the complementaries of the classical pattern recognition and the novel deep learning based matching methods are first analyzed. Then, based on the analyzing results, a boosting strategy is chosen, which can convert these single ''weaker'' matching methods into an integrated ''stronger'' matching method [19] , [20] . Especially, because of the good performance of membrane computing systems (P systems) in parallel computing [21] , [22] , a compound P system framework is proposed in this paper to integrate the advantages of the weaker matching methods to obtain an even better result. A schematic diagram shown in FIGURE 2 briefly demonstrates the structure of this framework by a Venn diagram [23] , where the outermost membrane (skin membrane) is first defined as a cell-like P system to represent the whole matching system (membrane 1 in Sec. III-A). Then, the inside of membrane 1 is constituted by four main P systems: P system for the matching model (membrane 2 in Sec. III-E), P system for test data preparation (membrane 3 in Sec. III-D), P system for ensemble learning (membrane 4 in Sec. III-C), and P system for training data preparation (membrane 6 in Sec. III-B). Furthermore, each of these four P systems is a multi-layer cell-like P system, including the innermost membranes (elementary membranes) inside and conducting the detailed operations on objects and rules of the entire P system. The structure of membrane 1 is briefly represented by Eq. (1) as shown in FIGURE 2. There are three main contributions in this paper:
• First, microscopic machine vision approaches are originally introduced to the practical industrial domain of the degradation monitoring of low-voltage electromagnetic coil insulation.
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• Thirdly, based on the classical pattern recognition and novel deep learning methods, the ensemble leaning approach achieves successful outcomes. This paper is structured as follows: Sec. II introduces related works about this paper, Sec. III proposes the detailed methodologies, Sec. IV carries out the experimental results and analysis to attest the effectiveness of the proposed method, Sec. V designs related hardware to apply the proposed methods in practical domains, and finally, Sec. VI closes this paper with a conclusion and future work.
II. RELATED WORK
In this section, related works about this paper are briefly reviewed from six respects: The applications of degradation monitoring in practical industrial fields (Sec. II-A), the usages of microscopic machine vision (Sec. II-B), the development of membrane computing (Sec. II-C), the techniques of ensemble learning (Sec. II-D), the methods of classical pattern recognition (Sec. II-E) and approaches of novel deep learning (Sec. II-F).
A. DEGRADATION MONITORING OF LOW-VOLTAGE ELECTROMAGNETIC COIL INSULATION
Some previous studies address coil insulation degradation monitoring in electrical machinery. The work in [24] performs an accelerated ageing test on twisted pairs of magnet wire and finds that the insulation capacitance increases as breakdown voltage decreases. The phase shift between a signal injects at the coil resonant frequency and the resulting magnetic field is used as a health indicator for the insulation. The work in [25] , [26] show that changes in the turn insulation capacitance of the electromagnetic coil are reflected in the resonant frequency. Thus, a monitoring system is developed to detect slight variations of high-frequency resonances in the winding of a working machine fed by an industrial inverter. The work in [27] , [28] also places twisted pairs under thermal stress and find that the partial discharge inception voltage decreases, which is an indication of insulation degradation, while the turn-to-turn capacitance increases. Thus they claim that the capacitance can be used as an aging indicator of the self-bonding winding insulation. The work in [29] [30] [31] propose a method for stator insulation defect detection in traction drives machine windings by evaluating the current response after a voltage step excitation, which is based on the fact that parasitic winding capacitances changes as the insulation degrades. The work in [32] introduces a method to monitor changes in the insulation health state by evaluating the machine high-frequency properties. The work in [33] proposes a solenoid-operated valve (SOV) coil insulation health monitoring method based on the impedance spectrum, in which the accelerated degradation test of the SOV coil is performed and Spearman correlation coefficient is used to find frequency regions of interest within the impedance spectrum. In essence, all the methods mentioned above use high-frequency electrical parameter measurement (such as impedance, capacitance, and resonance) based techniques for insulation degradation monitoring. Therefore, other effective methods, like high-frequency signal generators, machine vision and artificial intelligence approaches, should be developed and integrated into the devices under test and monitoring, which make a wider way for insulation degradation monitoring in practical applications. As far as we know, currently, only our previous work in [34] introduces machine vision based method to this field, where color features in different color spaces are extracted and compared. Based on this work, we further carry out our new attempt in this paper.
B. MICROSCOPIC MACHINE VISION
Machine vision usually denotes the techniques and approaches which are used to support imaging-based automatic inspection and analysis for industrial and scientific applications [35] [36] [37] . Due to the effectiveness of the machine vision approaches, they are widely used in many microscopic image analysis tasks, such as microbiological analysis [38] , cell analysis [39] , pathology analysis [40] , and material analysis [41] . For example, in [42] , machine vision methods are applied to classify environmental microorganisms into 15 categories, where image segmentation, global feature extraction, local feature extraction, feature fusion, classifier design techniques are continuously applied. In [43] , a DCNN based feature learning approach is proposed to synchronously segment and classify epithelial and stromal regions in microscopic histopathological images. A cell clustering work is carried out in [44] , where human pluripotent stem cells are automatically grouped into different morphological styles to monitor the differentiation process. In the work of [45] , a machine vision method is proposed to match the material of transparent objects using the background distortions, where texture features and surrounding information are jointly applied. However, as far as we know, except our previous work in [34] , there is no existing work in the microscopic machine vision domain, which focuses on the degradation monitoring tasks. Hence, this paper introduces the microscopic machine vision methods into a brand-new industrial application field.
C. MEMBRANE COMPUTING
Membrane computing, also known as membrane system or P system, is an active and fast developing research domain in natural computation area, focusing on the study of computing models [46] . Membrane computing gains inspiration from the organization of living cells and their biochemical characteristics, properties, reactions and phenomena [47] . Currently, the membrane computing approaches are applied in many industrial and scientific fields, referring to theoretical aspects [48] , [49] , applications in computer science, computer graphics, natural language analysis [21] , as well as systems and synthetic biology research [22] . In [50] , the main research topics and developments are further surveyed with VOLUME 7, 2019 more detailed information. Since 1998 Păun proposed the original idea of membrane computing till now [51] , it is applied in many practical fields, such as robot control [52] , electric power system fault diagnosis [47] , ecological problem analysis [46] , and image processing [53] . For example, in the work of [54] , a proportional-integral-derivative based P system controller is proposed to solve a dynamic controller problem of wheeled mobile robots, where artificial neural networks and knowledge of experts are applied to tune parameters. In [55] , a fuzzy inference based spiking neural P system is designed, which is applied to deal with an electric power system fault diagnosis problem. In [46] , probabilistic P systems are used to analyze the breeding and migration of animals, where the populations of giant pandas and scavenger birds are modeled and predicted. In the work of [56] , a family of tissue P system is defined to approximate an intensity gradient function of a 2-D image. In [57] , a cell-like P system is structured to optimize a multi-level thresholding criterion for an image segmentation task. In [58] , a modified membraneinspired algorithm based on particle swarm optimization with hyperparameter is used to obtain a optimal image thresholding for image segmentation. However, although membrane computing shows very powerful abilities in many application fields, it is not introduced to the ensemble learning domain before this paper, leaving a huge research space with full of potential.
D. ENSEMBLE LEARNING
In machine learning fields, ensemble learning approaches aim to integrate multiple learning algorithms together for obtaining a better predictive result than each of the original single algorithms [16] [17] [18] . There are different ensemble learning strategies, such as Bayes optimal classifiers [59] , Bayesian parameter averaging [60] , bootstrap aggregating [61] , and boosting [20] . For instance, the Bayes optimal classifier is an ensemble learning method for classification, and it considers all of the hypotheses in the hypothesis space. Hence, it should be the best ensemble learning method from the theoretical point [59] . But, its performance in piratical work is usually limited by the data size and applied statistical approaches. To this end, Bayesian parameter averaging is proposed, which can approximate the conditions of the Bayes optimal classifier by a hypotheses sampling strategy [60] . Bootstrap aggregating (bagging) denotes an ensemble learning strategy that each learning method has an equal weight in an ensemble voting process. In order to obtain the best predictive result, a bagging approach trains each learning method using a randomly drawn subset of the training set, where the famous 'random forest' algorithm is a successful example for the bagging strategy [61] . Boosting represents an incremental ensemble learning process that can enhance the classification result by training and integrate new single learning methods [20] . In practical work, the boosting method shows a very good classification performance. However, to the best of our knowledge, there is no work applying the powerful membrane computing methods in the ensemble learning tasks. Hence, this paper attempts to structure a membrane computing framework to implement a novel and feasible ensemble learning method.
E. CLASSICAL PATTERN RECOGNITION METHODS
Pattern recognition is an important application field of machine learning, and it concentrates on identification, recognition and classification tasks of different data types [9] , [10] . Especially, classical pattern recognition methods usually refer to image processing, feature extraction, data post processing and classifier design techniques in many microscopic machine vision tasks [62] . Because most of the classical pattern recognition methods are manual designed and include a lot prior knowledge summarized from human experiences, they support highly evaluated performance. For example, in the work of [63] , a multi-scale conditional random fields based image labeling approach is proposed, in which each pixel is assigned to one of a finite set of labels by its contextual features. In [64] , a method for false positive reduction in mammography is introduced, where multi-scale wavelet and gray level co-occurrence matrix (GLCM) features are extracted first, then particle swarm optimization is used for feature selection, finally a support vector machine is applied for classification.
F. DEEP LEARNING METHODS
Deep learning is a category of machine learning algorithms [65] , and most of the modern deep learning models are based on artificial neural networks, such as deep recurrent neural networks, deep residual networks, and DCNNs [66] . Especially, because the DCNNs can effectively find the inner relations of the image data, they show very good performance not only in daily life picture analyzing domains, but also in special photo understanding fields, like microscopic images, CT images, ultrasound images, remote sensing images [67] . In contrast to the classical pattern recognition methods, the DCNN method combines image processing, feature extraction, data post processing and classifier design steps into one integral hierarchical model, where many complicated and detailed information can be easily discovered by the deep learning process. For example, in the work of [68] , a DCNN approach is introduced to classify different categories of alga, where a network with ten convolutional layers, three fully connected layers and four spatial pooling layers is built up. In [69] , a novel DCNN structure is designed in a conditional random field model, leading to a powerful classifier that can do image segmentation and image classification in microorganism images jointly. However, although the DCNN method is effective, it needs a lot of data to train a high quality parameter set, and the training process is always limited by a small data problem [13] , [70] . To address this problem, the strategy of transfer learning is used, where a basic DCNN structure is first pre-trained using a large auxiliary dataset as the ImageNet dataset [71] , and then this basic structure is modify by a fine-tuning approach using a domain-specific small dataset [14] , [15] . For example, in the work of [72] , a transfer learning based algorithm is proposed to identify retinal pathologies using optical coherence tomography, where GoogLeNet is used as the basic DCNN structure for the pre-training process. Due to the impressive performance of DCNN and transfer learning in microscopic machine vision fields, it is selected for the degradation monitoring work in this paper.
G. SUMMARY
In this section, the related works are reviewed from six points, including degradation monitoring of low-voltage electromagnetic coil insulation, microscopic machine vision, membrane computing, ensemble learning, classical pattern recognition, and novel deep learning. By this brief survey, the following cases are found:
• Although degradation monitoring of low-voltage electromagnetic coil insulation is very important for practical industrial production, only traditional physical and electrical methods are used.
• Because microscopic machine vision methods are very effective, a technological opportunity is provided to the degradation monitoring task above.
• Because membrane computing, ensemble learning, classical pattern recognition methods and novel deep learning approaches are effective algorithms, they are selected and further developed for the microscopic machine vision work in this paper.
III. METHODS
In this section, the technical details of the proposed membrane computing framework are illuminated by the following order: In Sec. III-A, the structure, objects, and rules are integrally defined and introduced; in Sec. III-B, III-C, III-D and III-E, the details in the framework are proposed, respectively; in Sec. III-F, the discussions in this section are summarized.
A. THE MATCHING SYSTEM
As an extension of FIGURE 2, the details of the membrane computing framework is shown in FIGURE 3. This matching system is designed as a compound cell-like P system, namely membrane 1, and it is defined as Eq. (2):
where:
• Γ = {{X * }, {F * }, {Acc * }, {M * }, {w * }, {y * }}, is a finite alphabet, denoting the set of objects of the compound P system: (1) {X * } = {X 0 , X 1 , . . . , X 7 }, is the set of input data (microscopic images). X 0 represents a 3-D matrix including all original images. As shown in FIGURE 4, the horizontal direction denotes the length of the images, the vertical direction represents the width of the images, and the depth direction shows the included images in X 0 . In X 0 , the images are denoted as
, where κ is the number of images.
Similarly, X 1 is a 3-D matrix for standard images, X 2 is for training images, X 3 is for validation images, X 4 is for training images after data augmentation, X 5 is for validation images after data augmentation, X 6 is for test images, and X 7 is for test images after data augmentation. The detailed description of X 0 to X 6 is discussed in Sec. III-B, and X 7 is discussed in Sec. III-D.
(2) {F * } = {F (S,RGB) , F (V,RGB) , . . . , F (S,DLB) }, denotes the set of all extracted features of the input images. In this paper, each of the extracted features is represented by a feature vector, and each element in {F * } is a matrix for the feature vectors. Here, the footnote of {F * } is a pair of functional operators like (S, GRB). The first operator has two options, namely 'S' and 'V', where 'S' denotes the standard images in X 1 , and 'V' denotes the validation images in X 5 . The second operator represents the detailed feature extraction approaches in Sec. III-C, including 'RGB', 'HSV' . . . , 'DL' in this paper. (3) {Acc * } = {Acc RGB , Acc HSV , . . . , Acc DL }, represents the set of matching accuracies between the validation images in X 5 and the standard images in X 1 . Here, the footnotes 'GRB', 'HSV', . . .
. . , M 6 }, denotes the set of all selected matching models. Here, the footnotes 'CPR', 'DL', . . . , 'DL 6 ' are related to the models using different feature extraction approaches in Sec. III-C. The footnotes 1, 2, . . . , 6 denote the final matching models of six degradation states from 'healthy' to 'failure' as shown in FIGURE 1, respectively. (5) {w * } = {w 1 , w 2 , . . . , w 6 }, is the set of weight combinations of a late fusion approach [73] , which is used to integrate the advantages of the selected matching models in {M * }, and find the optimal ensemble to enhance the matching ability of the P system (Sec. III-C). Each {w * } is a three dimensional length vector with the format in Eq. (3):
where w ( * ,1) + w ( * ,2) + w ( * ,3) = 1, and 0 (w ( * ,1) , w ( * ,2) , w ( * ,3) ) 1. (6) {y * } = {y 1 , y 2 , . . . , y 9 }, is the set of all test and evaluation results (Sec. III-A and III-E).
• Θ = {1, 2, 3, . . . , 29}, is the set of labels of the membranes, and the detailed information is shown in TABLE 1.
• • Ω = {ω 1 , ω 2 , ω 3 , . . . , ω 29 }, represents the finite multisets of objects associated with the compartments of µ shown in FIGURE 3 and 5, called 'initial multisets of objects', where:
• R = {R 0 , R 1 , R 2 , . . . , R 32 , δ}, denotes the finite sets of multiset rewriting and communication rules associated with the 29 compartments in Ω, where the details of R is shown in TABLE 1.
• i o ∈ Θ, defines the output compartment in Θ. 
B. TRAINING DATA PREPARATION
In this section, the usages and details of membrane 6 (P system for training data preparation) are introduced. Membrane 6 is a cell-like P system as shown in FIGURE 3, and it is used to prepare standard data, training data and validation data. Especially, all the data in this paper are microscopic images as shown in FIGURE 1 (e) to (j). Membrane 6 includes one skin membrane and three elementary membranes, and it is represented as Eq. (12):
where its structure µ 6 is defined as Eq. (13):
The working process of membrane 6 is shown in Algorithm 1. 
1) MEMBRANE 9 (P SYSTEM FOR DATA STANDARDIZATION)
Due to the prior knowledge from the degradation monitoring experts and our previous work, standard images are necessary to represent a general state of the material [34] . To this end, the membrane 9 is designed in this paper, where X 0
is constituted with three steps: First, κ s original images of each degradation state are randomly selected from X 0 , where 2 κ s (κ min − 1) and κ min is the image number of the degradation state with the minimum number samples. Then, a classical image denoising approach, namely median filter [78] , is applied to these selected images to reduce the impacts of noise and outlier pixels. Thirdly, in each state, the selected images are summed up and averaged with κ s . Finally, all the averaged images are used as the standard image set X 1 . After the computation above, membrane 9 is dissolved by the rule of δ, and X 1 is released to membrane 6. An example for the image standardization is shown in FIGURE 6. 
2) MEMBRANE 10 (P SYSTEM FOR TRAINING DATA)
Because the proposed degradation monitoring system is based on a series of supervised learning approaches, training and validation images are necessary. Hence, membrane 10 (P system for training data) is introduced to generate the training and validation image sets, including two sub-membranes, membrane 13 and 14.
(1) In membrane 13 (P system for training set), the operation of X 0 R 2 −→ X 2 first works, where p Tr original images of each degradation state are randomly selected from X 0 , and p Tr ∈ (0, 1) is the sampling rate for training images. Then, these selected images are used as the training image set X 2 . Lastly, membrane 13 is dissolved by the rule of δ, and X 2 is released to membrane 10.
(2) In membrane 14 (P system for validation set), the operation of X 0 R 3 −→ X 3 first works, where p V original images of each degradation state are randomly selected from X 0 , and p V ∈ (0, 1) is the sampling rate for validation images with the following rules in Eq. (14):
where
, is an image in the X 0 (Sec. III-A). Then, these selected images are used as the validation image set X 3 .
Lastly, membrane 14 is dissolved by the rule of δ, and X 3 is released to membrane 10. (3) In membrane 10, the contents of X 2 and X 3 are kept by the rule R 0 first. Then membrane 10 is dissolved by δ, and X 2 and X 3 are released to membrane 6. −→ X 5 conduct a data augmentation approach to the basic training and validation image sets X 2 and X 3 . Because deep learning methods are used in this paper and they need a lot of training data, data augmentation is applied as a data preprocessing approach to the basic data to enhance the training performance. There are many data augmentation techniques for images [79] , such as image rotation, image cropping and image flipping. In this paper, based on a series of contrast tests, the rule of R 4 is finally designed with a brief 180 • rotation, so the amount of the original images is doubled. Finally, membrane 6 outputs X 1 , X 4 , X 5 and uses them to initialize membrane 7 and 8. Till here, the work of membrane 6 is finished.
C. ENSEMBLE LEARNING
In this section, the functions and methodologies of ensemble leaning in membrane 4 are illuminated. Membrane 4 is a cell-like P system as shown in FIGURE 3, and it is used for the goal of 'feature extraction', 'feature selection' and 'ensemble learning'. This P system includes one skin membrane and 15 elementary membranes, and it is represented as Eq. (15) .
where its structure µ 4 is defined as Eq. (16): As membrane 6 is introduced in training data preparation in Sec. III-B, in this section, we focus on the contents of membrane 7 and 8. The working process of membrane 4 is shown in Algorithm 2.
1) MEMBRANE 7 (P SYSTEM FOR CLASSICAL PATTERN RECOGNITION METHODS)
Membrane 7 is introduced to select the first two optimal matching models M (CPR,1) and M (CPR,2) from multiple classical pattern recognition approaches using the rule of R 16 , where these two models are corresponding to Acc (CPR, 1) and Acc (CPR, 2) . In this paper, based on our prior knowledge and pre-tests [34] , ten classical methods are considered and compared due to their related properties and functions, and they are introduced as follows:
(1) Membrane 15 is a P system associated with red, green, blue (RGB) color space features. x i is a RGB image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. . Furthermore, the overall intensity information of x is represented by its grey-level image x (i,Gr) . Based on the definition above, the rule of R 5 is designed with following steps: First, extract the intensity histogram of Gr) , and each of them is represented by a 256 dimensional feature vector,
, f (i,Gr) , respectively [78] . Finally, all the obtained feature vectors are integrated into a 1024 dimensional feature vector
Hence, X 1 and X 5 are represented by feature matrices F (S,RGB) and F (V,RGB) using R 5 , respectively, and the ith row denotes the ith feature vector in a matrix. A demonstration of R 5 is shown in FIGURE 7.
(2) Membrane 16 is a P system associated with hue, saturation, value (HSV) color space features. x i is a HSV image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. Based on the definition above, the rule of R 6 is designed with following steps: First, calculate the probability distribution curve of x (i,H) , x (i,S) , x (i,V) , and each of them is sampled into a histogram with 100 discrete bins and represented by a 100 dimensional feature vector, f (i,H) , f (i,S) , f (i,V) , respectively. Finally, all the obtained feature vectors are integrated into a 300 dimensional feature vector
Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,HSV) and F (V,HSV) using R 6 , respectively. (3) Membrane 17 is a P system associated with hue, saturation, lightness (HSL) color space features. x i is a HSL image in a given image set X , where i = 1, 2, . . . , n, and n is the 
Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,HSL) and F (V,HSL) using R 7 , respectively.
(4) Membrane 18 is a P system associated with luminosity, a, b (Lab) color space features. x i is a Lab image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. 
Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,Lab) and F (V,Lab) using R 8 , respectively.
(5) Membrane 19 is a P system associated with luminosity, chroma (YUV) color space features. x i is a YUV image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. Based on the definition above, the rule of R 9 is designed with following steps: First, calculate the probability distribution curve of x (i,Y) , x (i,U) , x (i,V) , and each of them is sampled into a histogram with 100 discrete bins and represented by a 100 dimensional feature vector,
Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,YUV) and F (V,YUV) using R 9 , respectively.
(6) Membrane 20 is a P system associated with greylevel co-occurrence matrix (GLCM) features. GLCM features consider the characteristics of the texture of an image by the statistical results of specified spatial relationship of pixelpairs occur in an image, and it is usually used to analyze some images of materials. Hence, it is selected to extract texture features in our work. x i is a RGB image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. The rule of R 10 is designed with following steps: First, x i is converted into a grey-level image x (i,Gr) . Then, with an offset of 1 in 0 • , 45 • , 90 • , and 135 • four directions, the GLCM of x (i,Gr) is generated [84] . Then, calculate the contrast, correlation, energy and homogeneity of these four direction, respectively. Finally, the x i is represented by a 16 dimensional feature vector f (i,GLCM) . Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,GLCM) and F (V,GLCM) using R 10 , respectively.
(7) Membrane 21 is a P system associated with principle component analysis (PCA) features. In feature extraction approaches, PCA is usually used as a post-processing method for feature selection or dimensionality reduction, which can transform extracted features into new features with smaller data size but more important information. So, it is selected to analyze the principle information of images in our work. x i is a RGB image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. The rule of R 11 is designed with following steps: First, x i is converted into a grey-level image x (i,Gr) . Then, the PCA approach is applied to extract a latent, which is a 256 dimensional vector containing the eigenvalues of the covariance matrix of x (i,Gr) [10] , [85] . Thirdly, the eigenvalues in the latent are ranked in a descending order. Finally, the first 50 dimensionality of the ranked latent are selected and used as the PCA feature vector f (i,PCA) . Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,PCA) and F (V,PCA) using R 11 , respectively.
(8) Membrane 22 is a P system associated with Fourier transform (FT) features. FT is an effective signal processing method in pattern recognition domain, and it can represent an image by a combination of terms of lower and higher frequency, where the terms of lower frequency usually include the stronger information of the image. Hence, we choose the FT features to represent the images from the view of signal frequency analysis. x i is a RGB image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. The rule of R 12 is designed with following steps: First, x i is converted into a grey-level image x (i,Gr) . Then, the intensity histogram of x (i,Gr) is extracted, which is represented by a 256 dimensional vector f (i,Gr) . Thirdly, discrete Fourier transform is applied to f (i,Gr) [86] . Finally, the first 50 Fourier coefficients are used as a 50 dimensional feature vector f (i,FT) . Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,FT) and F (V,FT) using R 12 , respectively.
(9) Membrane 23 is a P system associated with Gabor filter (GF) features. GFs are a series of linear filters used for texture description, which can analyze frequency and orientation information in a localized region in an image effectively. So, we choose it as a texture feature extraction approach in our work. x i is a RGB image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. The rule of R 13 is designed with following steps: First, x i is converted into a grey-level image x (i,Gr) . Then, a set of 40 Gabor filters are designed to transform x (i,Gr) into 40 images, respectively [87] . Thirdly, for each of these 40 images, a eight bins intensity histogram is built up, so each image is represented by a eight dimensional vector f (i,j) , where j = 1, 2, . . . , 40. Finally, all 40 vectors are integrated into a 8 × 40 dimensional feature vector 40) ]. Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,GF) and F (V,GF) using R 13 , respectively.
(10) Membrane 24 is a P system associated with histogram of orientation gradient (HOG) features. HOG is an effective local feature extraction approach, which counts occurrences of gradient orientation in local areas of an image. It can be considered as a local shape feature extraction method, as well a texture feature extraction method. Therefore, we select it to describe the characteristics of gradient changes in our work. x i is a RGB image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. The rule of R 14 is designed with following steps: First, x i is converted into a grey-level image x (i,Gr) . Then, a nine bins HOG of x (i,Gr) is extract [88] . Finally, x i is represented by a nine dimensional feature vector f (i,HOG) . Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,HOG) and F (V,HOG) using R 14 , respectively.
(11) Membrane 11 is a P system associated with feature selection for classical pattern recognition methods. The rule of R 15 is introduced to calculate the matching accuracy of each pair of standard and validation feature matrices. First, input ten pairs of feature matrices from (1) to (10) to R 15 . Then, ten accuracies of these feature matrix pairs are obtained, namely Acc RGB , Acc HSV , Acc HSL , Acc Lab , Acc YUV , Acc GLCM , Acc PCA , Acc FT , Acc GF and Acc HOG . Finally, these obtained accuracies are released into membrane 7 for a feature selection process (Sec. IV-B).
2) MEMBRANE 8 (P SYSTEM FOR DEEP LEARNING METHODS)
Because of the effectiveness in different feature extraction tasks, a well-known DCCN structure developed by the ''Visual Geometry Group (VGG)'', namely VGG-16 network [89] , is selected as the basic deep learning model. Furthermore, to apply VGG-16 in the degradation state matching task, a fine tuning process is handled in the fullyconnected layer. The modified VGG-16 structure is shown in FIGURE 8.
(1) Membrane 28 is a P system associated with model training for deep learning method A. The rule of R 17 is designed to directly train the parameters of a VGG-16 network using the training data set X 4 and the validation data set X 5 . First, all the images in X 4 and X 5 are resized from 400 × 300 × 3 to 224 × 224 × 3 pixels to meet the requirement of VGG-16.
Although the resized images are 42% size of the original images, resulting in a loss of information, we still have the classical pattern recognition features from the original images to make up this loss. Hence, this image resizing operation is carried out in our work. Then, the VGG-16 structure is trained with a back propagation process [11] . Thirdly, each resized image is represented by a 25088 dimensional length feature vector in the fully-connected layer. Finally, the directly trained DCNN model M DLA is obtained.
(2) Membrane 29 is a P system associated with model training for deep learning method B. The rule of R 17 is designed to pre-train the parameters of a VGG-16 network using a transfer learning strategy. First, all the images in X 4 and X 5 are resized as that mentioned in (1) . Then, the VGG-16 structure is pre-trained with a large auxiliary dataset of ImageNet [14] , [15] , [71] . Thirdly, a domain-specific fine-tuning process is applied to the pre-trained VGG-16 structure on the small data sets X 4 and X 5 in the fully-connected layer. Next, each resized image is represented by a 25088 dimensional length feature vector in the fully-connected layer. Finally, the indirectly trained DCNN model M DLB is obtained based on the transfer learning approach.
(3) Membrane 26 is a P system associated with deep learning method A. x i is a RGB image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. The rule of R 14 is designed with following steps: First, input x i to the DCNN model M DLA . Then, output a 25088 dimensional length feature vector f i . Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,DLA) and F (V,DLA) using R 18 , respectively.
(4) Membrane 27 is a P system associated with deep learning method B. x i is a RGB image in a given image set X , where i = 1, 2, . . . , n, and n is the number of images. The rule of R 20 is designed with following steps: First, input x i to the DCNN model M DLB . Then, output a 25088 dimensional length feature vector f i . Hence, similar to membrane 15, X 1 and X 5 are represented by feature matrices F (S,DLB) and F (V,DLB) using R 20 , respectively.
(5) Membrane 25 is a P system associated with the first round feature selection of deep learning methods. The rule of R 15 is applied to calculate the matching accuracy Acc DLA between F (S,DLA) and F (V,DLA) , and the accuracy Acc DLB between F (S,DLB) and F (V,DLB) , respectively. Then, these two accuracies are released into membrane 12 for a further feature selection process.
(6) Membrane 12 is a P system associated with the second round feature selection of deep learning methods. The rule of R 16 is applied to selected the first optimal matching model M (DL,1) from M DLA and M DLB , where the selected model is corresponding to the Acc (DL, 1) . Furthermore, in membrane 8, to obtain an even robust ensemble learning performance, based on the selected DCNN model M (DL,1) , eight hyperparameter settings of the full-connected layer are further compared on each of the six degradation states, and the best setting for each state is selected (Sec. IV-C).
3) MEMBRANE 4 (P SYSTEM FOR ENSEMBLE LEARNING)
In membrane 4 6 . Second, similarities are computed according to Eq. (5) separately for all of the feature representations in Eq. (17): (17) where ψ(f (CPR,1) ), ψ(f (CPR,2) ) and ψ(f DL i ) are similarities using f (CPR,1) , f (CPR, 2) and f DL i , respectively. Furthermore, the similarities obtained above are fused by a linear combination in Eq. (18) . (18) which provides an overall similarity assessment for each degradation state by Λ i . The weight w i indicates the usefulness of the corresponding feature vector f (CPR,1) , f (CPR,2) and f DL i=1,2,...,6 in each degradation state. If a weight is higher, then its corresponding feature is more ''important''.
To obtain such weights, the standard image set X 1 and validation image set X 5 are applied. Specially, a grid searching strategy is heuristically used to test possible weight combinations. First, each weight is quantized into 101 values with the step length 0.01, that is, {0, 0.01, 0.02, . . . , 0.99, 1}. Then, in a weigh vector w i=1,2,..., 6 , the combination of w (i,1) , w (i,2) , w (i,3) leads to the highest matching accuracy Acc i is selected. Finally, the selected w i=1,2,...,6 are used to implement the ensemble learning approach in membrane 4.
After all the proposed operations above, membrane 4 outputs M 1 , M 2 , . . . , M 6 and release them to membrane 2.
D. TEST DATA PREPARATION
In this section, the usages and details of membrane 3 are introduced. Membrane 3 is a cell-like P system as shown in FIGURE 3, and it is used to prepare 'test data'. This P system includes one skin membrane and one elementary membrane, and it is represented as Eq. (19): (19) where its structure µ 3 is defined as Eq. (20): The working process of membrane 3 is shown in Algorithm 3.
1) MEMBRANE 5 (P SYSTEM FOR TEST DATA)
In membrane 5, the rule of X 0 R 23 −→ X 6 works first, where except X 2 and X 3 , all the remaining (1 − p Tr − p V ) images in X 0 are used as test images. Then, membrane 5 is dissolved by δ, and X 6 is released to membrane 3.
2) MEMBRANE 3 (P SYSTEM FOR TEST DATA PREPARATION
In membrane 3, X 6 R 4 −→ X 7 is first applied to do data augmentation on the images in X 6 . Then, membrane 3 outputs X 7 and release it to membrane 2.
E. THE MATCHING MODEL
Membrane 2 is a multi-layer cell-like P system as shown in FIGURE 3, and it is used to do the final degradation state matching. This P System includes one skin membrane and 16 elementary membranes, and it is represented as Eq. (21).
where its structure µ 2 is defined as Eq. (22): 
Because membrane 3 and 4 are well introduced in Sec. III-D and Sec. III-C, we focus on the contents of the skin membrane of this P system. The working process of membrane 2 is shown in Algorithm 4.
In membrane 2, six matching results y 1 , y 2 , . . . , y 6 are first obtained, which are totally raw data, without any statistical significance. Then, membrane 2 outputs them to membrane 1 for further result statistics and analysis with the rules Obtain y 1 , y 2 , . . . , y 6 from membrane 2. 6: Dissolve membrane 2 with δ, and release y 1 , y 2 , . . . , y 6 to its external environment. R 30 , R 31 and R 32 . In membrane 1, y 7 , y 8 , y 9 are the final output of the whole matching system with i o = 1.
F. SUMMARY
In this section, the technical details of the proposed P system are introduced from five respects: The whole matching system in Sec. III-A, training data preparation in Sec. III-B, ensemble learning in Sec. 2, test data preparation in Sec. III-D and the matching model in Sec. III-E, referring to multiple machine vision, machine learning, pattern recognition, image processing methods.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the experimental settings (Sec. IV-A), results and analyses (Sec. IV-B, IV-C and IV-D) are introduced to show the feasibility and effectiveness of the proposed membrane computing framework. Moreover, a brief summary (Sec. IV-E) is given at the end of this section.
A. EXPERIMENTAL SETTING 1) EXPERIMENTAL DATA
2) EXPERIMENTAL PROCESS
In Sec. IV-B, in order to select the feature extraction models M (CPR,1) and M (CPR, 2) , the describing abilities of ten classical pattern recognition methods mentioned in Sec. III-C1 are compared and analyzed first. Then, the effectiveness of different DCNN feature extraction approaches is TABLE 3. The experimental data setting. The first column shows the data sets. The second column shows the total numbers of images. The third to the eighth columns represent the degradation states. The last two columns show the corresponding P system rules and describitions. evaluated in Sec. IV-C to select a better performance on M (DL,1) mentioned in Sec. III-C2. Furthermore, the models M DL 1 , M DL 2 , . . . , M DL 6 are selected for each degradation state. Lastly, the final obtained matching models using ensemble learning, M 1 , M 2 , . . . , M 6 , are tested to demonstrate the usefulness of the proposed membrane computing framework in this paper.
B. EVALUATION OF CLASSICAL PATTERN RECOGNITION METHODS
In this section, the functions of classical pattern recognition methods in membrane 7 (Sec. III-C1) are proved using X 1 and X 5 .
(1) In order to select the first two optimal feature extraction models M (CPR,1) and M (CPR,2) from ten methods mentioned in Sec. III-C1, the matching accuracies are compared in FIGURE 9.
FIGURE 9.
A comparison of the matching accuracies using ten classical pattern recognition feature extraction approaches on the validation data set. The horizontal axis shows different feature extraction approaches (RGB, HSV, HSL, Lab, YUV, GLCM, PCA, FT, GF and HOG) at different degradation states and their overall performance (mean accuracies). The vertical axis denotes the matching accuracies of different approaches. In the red dotted circle, five feature extraction methods obtained close accuracies around 50%.
As shown in FIGURE 9, the analysis of different feature extraction methods is discussed below:
1) The RGB feature has a high matching accuracy of 97.3% at 0 hour, and medium results at other states.
Finally, the RGB feature shows an available and stable performance in the state matching task. Similar to the RGB feature, the YUV, HOG and PCA feature have higher mean accuracies and stable matching abilities. The YUV feature even obtains the highest mean accuracy of 55.6% among all ten compared methods. 2) For FT and GF features, both of them have higher mean matching accuracies around 50%, but their matching performance in different states are quite different, showing their lower working stabilities. Hence, the usages of these two approaches are limited in practice.
3) The HSV, HSL and Lab features only have good performance in certain states, like 0, 54 and 72 hours, but loose efficacy in other states. Due to their lower mean accuracies and stabilities, they are not suitable for this matching task. 4) For the GLCM feature, due to the standard images have a contrast near to 0, which totally destroys the describing ability of the feature, resulting in a failed result. However, this poor performance of the GLCM feature is not caused by the feature extraction method itself, but shows that the usage of the GLCM is not suitable for this matching task. (2) As shown in FIGURE 9, because five feature extraction methods, RGB, YUV, FT, GF and HOG, obtain high and close accuracies around 50%, the operation of 'practical case' in the rule R 16 is applied. Hence, the variances of these five methods are further compared in FIGURE 10.
From FIGURE 10, the most stable two feature extraction methods, the RGB and HOG features, are selected. Based on the rule of R 16 , because RGB and HOG features have the first and second lowest variances, the feature extraction models M (CPR,1) and M (CPR,2) are referring to them, respectively. In FIGURE 11 and 12, the details of the matching result using the M (CPR,1) model (the RGB feature) and M (CPR,2) model (the HOG feature) are shown in two confusion matrices, respectively.
From FIGURE 11 and 12, a distinct complementarity between the M (CPR,1) (RGB) and M (CPR,2) (HOG) is shown. For example, the M (CPR,1) obtains a matching accuracy of 97.3% at the 0 hour, and the M (CPR,2) only has a accuracy of 40%. In contrast, at 72 hours, the M (CPR,1) only obtains 41.7% accuracy, but the M (CPR,2) is 20% higher. Hence, this complementarity provides a higher possibility for a further ensemble learning. 
C. EVALUATION OF DEEP LEARNING METHODS
In this part, the usefulness of the deep learning methods in membrane 8 (Sec. III-C2) is tested using X 1 and X 5 .
(1) In order to select the first optimal deep learning feature extraction model M (DL,1) from two DCNN structures mentioned in Sec. III-C2, the matching accuracies are compared in FIGURE 13.
As shown in FIGURE 13 , the analysis of two feature extraction methods is discussed below:
1) Due to the small data set problem, it is very difficult to train an effective deep learning (VGG-16) structure directly, resulting in a poor state matching accuracy of 15.3%. 2) In contrast to the directly trained deep learning (VGG-16) structure, the transfer learning strategy enhances the deep learning (VGG-16) method with a doubled accuracy of 33.7%, showing a great improvement. (2) As shown in FIGURE 13, because the pre-trained deep learning (VGG-16) using transfer learning obtains a much higher matching accuracy than the directly trained one, the operation of 'ideal case' in the rule R 16 is applied. Hence, the method of deep learning (VGG-16) using transfer learning is selected as the deep learning feature extraction model M (DL, 1) . In addition, the details of the matching result using the M (DL,1) is shown in FIGURE 14 .
Furthermore, based on the selected deep learning model M (DL, 1) and the rule of R 21 , eight hyper-parameter settings are tested in the softmax layer in FIGURE 8 for a fine tune, including 6, 16, 64, 256, 1024 and 2048 dimensional length feature vectors. In TABLE 4, the selected optimal hyperparameters for different degradation states are given.
To evaluate the effectiveness of the fine tune work above, a comparison of the matching accuracies is shown in FIGURE 15 , where after fine tuning the models (M DL 1 , M DL 2 , . . . , M DL 6 ) are obtained. Using the fine tuned models, a mean accuracy which is 24% higher than that before fine tuning. In addition, the details of the matching result is shown in FIGURE 16 . 
D. EVALUATION OF THE ENSEMBLE LEARNING APPROACH
In this section, the proposed ensemble learning using a membrane computing framework in membrane 4 (Sec. III-C3) is tested using X 1 and X 5 .
(1) To obtain matching models M 1 , M 2 , . . . , M 6 , the selected feature extraction models M (CPR,1) , M (CPR,2) , M DL 1 , M DL 2 , . . . , M DL 6 , are fused together with the weights w 1 , w 1 , . . . , w 6 using the rule of R 22 . These weights are shown in TABLE 5. (2) Using the obtained fusion weights w 1 , w 1 , . . . , w 6 above, the matching accuracies of the ensemble learning approach is compared to the single models M (CPR,1) (RGB), M (CPR,2) (HOG) and M DL 1 , M DL 2 , . . . , M DL 6 (VGG-16 using transfer learning and fine tune) in FIGURE 17.
As shown in FIGURE 17, the matching result using the ensemble learning strategy exceeds the results using all the single models (M (CPR, 1) , M (CPR, 2) and M DL 1 , M DL 2 , . . . , M DL 6 ). In addition, the details of the matching result is shown in FIGURE 18 .
(3) Finally, the whole P system (membrane 1) is tested using X 7 and the rule of R 30 to R 32 , and the details of the matching result is shown in FIGURE 19 . As shown in FIGURE 19 , the proposed method achieves a higher accuracy of 61.0% than that using all the single approaches on the test data set with the single state matching case, showing the effectiveness of our method. Furthermore, membrane 1 shows a distinct trend of Gaussian distribution. Hence, in a practical work, membrane 1 is not only useful to match a new microscopic image to a certain single degradation state, but also useful to match the new image to a range of nearby degradation states. A demonstration of the Gaussian distribution trend is shown in FIGURE 20 .
From FIGURE 20, we can find that, if we consider each three neighboring states as a state range, and define the state of the middle one as the state of this range, then we can achieve the accuracy of state range matching as shown in FIGURE 21. From FIGURE 21, we can find that, the state matching result achieves an accuracy of 77.4% and a variance of 2.6%, showing a good matching performance and a high stability. Furthermore, we compare the matching results between our proposed method and human visual analysis of the images. Especially, three human matching results are obtained, and their average can be used as a benchmark of performance for the automated system. The comparison is shown in FIGURE 22. VOLUME 7, 2019 FIGURE 21. The state range matching result (accuracy) on the test data set. The horizontal axis shows six degradation states and mean result. The vertical axis shows the matching results. The mean accuracy is 77.4% and variance is 2.6%.
FIGURE 22.
A comparison of matching results (accuracy) between human average and our proposed method on the test data set. The horizontal axis shows six degradation states and mean result of human and our method, where the blue bins on the left side denote the human average, and the original bins on the right side represent our method. The vertical axis shows the matching results. The mean accuracy of human average is 60.8% and variance is 3.2%. The mean accuracy of our method is 61.0% and variance is 4.3%.
From FIGURE 22, we can find that the matching performance of our proposed method (61.0% accuracy) is very close to the human matching result (60.8% accuracy), proving the effectiveness of our method. However, the variance of our method is 1.1% higher than the human average, showing the stability of our method is lower than the human work.
Finally, when we apply the proposed system in a realworld environment: First, the similarity between a new test image and each of the six standard images is automatically calculated using the matching models of M 1 , M 2 , . . . , M 6 , respectively. Then, the test image is matched to the state with the highest similarity. Hence, the users only need to give one test image to the system, but do not need to choose any models or weights manually.
E. SUMMARY
In this section, the proposed ensemble learning system using a membrane computing framework is tested to prove the usefulness and effectiveness. First, the experimental setting is introduced in Sec. IV-A. Then, two feature extraction approaches using RGB and HOG methods are selected in Sec. IV-B. Thirdly, a transfer learning based VGG-16 network is selected in Sec. IV-C. Finally, the ensemble learning approach is tested in Sec. IV-D, and achieves 61.0% and 77.4% accuracies on the test data set with single state matching and state range matching, respectively.
V. HARDWARE DESIGN
In order to apply the proposed microscopic machine vision system in practical industrial fields, a corresponding hardware is designed.
A. ADDRESSED PROBLEMS
Low-voltage electromagnetic coil is a device that uses the principle of electromagnetic induction to work. There are many factors affecting the working performance of the coil, including the coil material (e.g., copper and aluminum), the number of winding turns, and the working environmental conditions (e.g., temperature, humidity and dust). To avoid the influence from the working environments, the coils are usually protected by some insulated rubber tapes, as shown in FIGURE 23. Because the insulated rubber tapes are always thick, solid and non-transparent, it is not possible to apply the proposed microscopic machine vision system to monitor the degradation states during the use of the coil in practical work. Hence, a novel mechanical device is designed, considering the external protection and visible monitoring problems from the following respects jointly:
(1) The materials of the mechanical device itself is insulated. (2) The mechanical device can isolate the influence of the working environment. (3) The mechanical device is able to rotate to observe the 360 • changes of the wire throughout the coil. (4) An observing port is designed to connect with the observation lens from a microscopy.
B. DESIGNING 1) MATERIALS OF THE MECHANICAL DEVICE
Because the working environment as of the coils are usually with high temperature, high humidity and dusty conditions, some widely used engineering materials, like 'polyamide' (PA) [90] , are considered. Hence, based on the prior knowledge and experiences, the following materials are selected as follows: The main shaft of the coil uses 'poly tetra fluoroethylene' (PTFE); the bearings, nut, and sleeves use PA; the upper lids, lower lids, and the end caps use 'acrylonitrile butadiene styrene' (ABS); the observation window uses 'polyvinyl chloride' (PVC); the gaskets and seals use 'fluorelastomer'. These selected materials have some common properties in practical work, including lightness, waterproof, heat resistant, insulated, strong, wear resistant, good plasticity and antimagnetic electricity. 
2) STRUCTURE OF THE MECHANICAL DEVICE
Considering all the needed functions, the mechanical device is designed as shown in FIGURE 24.
In FIGURE 24 , the upper cover No. 3 and the lower cover No. 1 in the system are connected by four bolts, and a rubber gasket is interposed in the middle. The front and rear end covers No. 5 and No. 13 are also connected to the upper and lower covers by bolts, and the end cover and the shaft contact with seal grooves which is used to install seals to ensure that the system is isolated from the external environment. No. 14 to achieve the purpose of driving the coil to rotate. The observation window No. 4 and the screen No. 2 are designed on the upper cover No. 3 to achieve the purpose of observation using an outer lens of a microscopy.
C. SUMMARY
In order to monitor the degradation states of the low-voltage electromagnetic coil insulation using the proposed microscopic machine vision system in this paper, a mechanical device is designed. First, the materials of this mechanical system are selected referring to the properties of insulated, anti-electromagnetic, high temperature (Sec. V-B1). Then, this mechanical device not only plays a protective role against heating, water and dust, but also realizes the purpose of 360 • rotating the coil for an overall observing (Sec. V-B).
VI. CONCLUSION AND FUTURE WORK
This work is an interdisciplinary research, referring to computer science (machine vision, machine learning and membrane computing), reliability engineering (degradation monitoring) and industrial design (mechanical system design), which provides a novel, interesting and potential topic for both scientific and industrial fields.
A. CONCLUSION
In this paper, a novel microscopic machine vision system is proposed to solve a degradation monitoring problem of low-voltage electromagnetic coil insulation, where an ensemble learning approach using a membrane computing framework is creatively introduced. In Sec. I, the whole system is introduced first. Then, related works of degradation monitoring, microscopic machine, ensemble learning, membrane computing, classical pattern recognition methods, and deep learning methods are briefly reviewed in Sec. II. Thirdly, the details of the proposed algorithms are introduced in Sec. III, including the definition of the whole membrane system and the usages of it for the ensemble learning. In Sec. IV, experiments are used to evaluate and attest the usefulness and potential of the proposed system, where a mean accuracy of 61, 4% is achieved on the validation data set of six degradation states with single state matching. Furthermore, 61.0% and 77.4% accuracies are achieved on the test data set with state range matching. Finally, in order to apply the proposed microscopic machine vision system in a practical work in Sec. V, a hardware (a mechanical device) is designed to replace the current used insulated rubber tapes from the coils.
B. FUTURE WORK
Because this work is the first one to use machine vision, ensemble learning and membrane computing approaches in a degradation monitoring task, it provides a very huge potential for the future research. Besides the degradation monitoring for the low-voltage electromagnetic coil insulation, some other related cases, such as metal fatigue [91] and concrete aging [92] , can be also monitored by similar methods. As well, more advanced machine learning methods, such as the 'generative adversarial networks' (GAN) [93] and graph theory based methods [94] , can be included in the membrane computing framework for a more accurate matching result. In addition, more self-adaptive functions, like the nove global numerical optimization [95] and the adaptive regularization method [96] , can be inserted into the membrane computing systems for a more rapid and robust matching result. Furthermore, more exquisite designs, as the electronic cluster eyes [97] and wireless sensors [98] , are possible to make the system as a part of the internet of things. In addition, we only apply the most basic similarity matching strategy in this paper, without any machine learning algorithms, so we consider to introduce some advantaged machine learning approaches to improve the matching performance, like artificial neural network [11] , random forests [99] and conditional random fields [63] . 
