Generalized nonlinear set-valued mixed quasi-variational inequalities with maximal monotone mappings have been studied in the literature. Since the maximal monotone operators are known as special cases of the H -monotone operators, we generalize the study for these inequality problems with H -monotone mappings in this paper. Precisely, we establish the existence of solutions for the generalized nonlinear set-valued mixed quasi-variational inequality problem with H -monotone mappings. An iterative method for finding their approximate solutions are proposed. Furthermore, a new convergence criteria for this iterative method is imposed.
Introduction and preliminaries
The variational inequality theory, as an important branch of current mathematics, has played an important and fundamental role in the study of a large numbers of problems arising in mechanics, physics, optimization and control, economics and transportation equilibrium, and engineering sciences. Because of its wide applications, the classical variational inequality has been well studied and generalized in various directions. For details, we refer to [1] [2] [3] [4] [5] [6] [7] and the references therein. One of the most general of these new generalizations is the generalized nonlinear set-valued mixed quasi-variational inequality (GNSVMQVI), which was introduced and studied in [8] . Before the GNSVMQVI can be stated, some definitions are needed. Let H be a real Hilbert space with norm · and inner product ·, · . Let 2 H denote the family of all subsets of H and F : H → 2 H be a set-valued mapping. The effective domain of F, denoted by dom(F), is the set {x ∈ H : F(x) = ∅}. Definition 1.1. A set-valued mapping F : H → 2 H is said to be (i) monotone if x 1 − x 2 , y 1 − y 2 ≥ 0, ∀x 1 , x 2 ∈ dom(F), y 1 ∈ F(x 1 ), y 2 ∈ F(x 2 );
(ii) strongly monotone if there exists some constant υ > 0 such that x 1 − x 2 , y 1 − y 2 ≥ υ x 1 − x 2 2 , ∀x 1 , x 2 ∈ dom(F), y 1 ∈ F(x 1 ), y 2 ∈ F(x 2 );
(iii) maximal monotone if F is monotone and (I + λF)(H) = H for all λ > 0, where I denotes the identity mapping on H. (iv) maximal strongly monotone if F is strongly monotone and (I + λF)(H) = H for all λ > 0, where I denotes the identity mapping on H.
Remark 1.1. A set-valued mapping F is maximal monotone if and only if F is monotone and there is no other monotone mapping whose graph contains properly the graph Gr(F) of F where Gr(F) = {(x, y) ∈ H × H : y ∈ F(x)}.
Let G, S, T : H → 2 H be set-valued mappings, and let p : H → H and N : H × H → H be single-valued mappings. Suppose that A : H × H → 2 H is a set-valued mapping such that for each fixed t ∈ H, A(·, t) : H → 2 H is a maximal monotone mapping and Range( p) ∩ dom(A(·, t)) = ∅ for each t ∈ H. The GNSVMQVI is to find
The above definition, introduced by Al-Shemas and Billups [9] , differs from the one given by Huang et al. [8] in one important respect: Huang et al. restricted 2 H to be the family of all nonempty subsets of H. In other words, they restricted the mappings G, S, T and A to map only to nonempty sets. However, this restriction may prevent the application of the GNSVMQVI framework to certain problem classes. As a simple illustration, let C be a nonempty convex subset of H and let f : H → H be a single-valued mapping. The variational inequality problem (VI) is to find an x ∈ C such that
It is well known (see [10] ) that this problem is equivalent to the following generalized equation: find an x ∈ C such that 0 ∈ f (x) + N C (x), where N C : H → 2 H is the normal cone operator to set C, defined by
Note that depending on the choice of x, N C (x) is either the empty set, the singleton {0}, or an unbounded cone. Since the normal cone operator is maximal monotone, the VI is a special case of the GNSVMQVI by choosing S, T, G, N , A and p as follows:
This shows that the above formulation of the VI as a special case of the GNSVMQVI would be excluded from the framework of Huang et al. [8] .
On the other hand, Fang and Huang [11] introduced a new class of monotone operators called H -monotone operators and discussed some properties of this class of operators. Based on the above concept, we now consider the generalized nonlinear set-valued mixed quasi-variational inequalities with H -monotone mappings. Let G, S, T : H → 2 H be set-valued mappings, and let H, p : H → H and N : H × H → H be single-valued mappings. Suppose that A : H × H → 2 H is a set-valved mapping such that for each fixed t ∈ H, A(·, t) : H → 2 H is an H -monotone mapping and Range( p) ∩ dom(A(·, t)) = ∅ for each t ∈ H. The GNSVMQVI with H -monotone mapping is to find u ∈ H,
Remark 1.3. If H = I , then for each fixed t ∈ H the I -monotone mapping A(·, t) : H → 2 H is maximal monotone. In this case, the GNSVMQVI (2) with I -monotone mappings becomes the GNSVMQVI (1) with maximal monotone mappings.
In [9] , Al-Shemas and Billups introduced an iterative method for solving the GNSVMQVI (1) with maximal monotone mappings. In this paper, we modify their iterative method to solve the GNSVMQVI (2) with H -monotone mappings. We will prove the existence of solutions of the GNSVMQVI with H -monotone mappings and present a new convergence criteria for our iterative method. Our results improve, extend and unify Al-Shemas and Billups's ones in [9] .
In what follows, we recall some concepts which will be used in the sequel.
(ii) strongly monotone if there exists some constant δ > 0 such that
(iii) Lipschitz continuous if there exists some constant σ > 0 such that
Now we recall the notion of m-accretive operator. Let X be a real Banach space with a norm · , let X * denote the dual space of X , and let x, f denote the value of f ∈ X * at x ∈ X . A set-valued operator A :
Here J : X → 2 X * is the normalized duality mapping which is defined by
where ·, · denotes the generalized duality pairing. It is an immediate consequence of the Hahn-Banach theorem that J (x) is nonempty for each x ∈ X . Moreover, it is known that J is single-valued if and only if X is smooth. For k > 0 in inequality (3), we say that A is strongly accretive, while for k = 0, A is simply called accretive. In addition, if the range of I + λA is precisely X for all λ > 0, where I is the identity mapping on X , then A is said to be m-accretive. In particular, if X = H a real Hilbert space, then the definitions of strong accretiveness, accretiveness and m-accretiveness reduce to those of strong monotonicity, monotonicity and maximal monotonicity, respectively. Recently, Jung and Morales [8] proved the following deep and important result. 
The following result gives a characterization of a set-valued mapping to be H -monotone. 
Remark 1.5. If H is the identity mapping on H, then Lemma 1.2 reduces immediately to Lemma 4.4 in Al-Shemas and Billups [9] , which is from [14] . Lemma 4.4 in [9] is a crucial technical lemma in the proof of their main theorem, i.e., [9, Theorem 4.6].
As in [9] , we define a pseudo-metric M :
where dist(u|S) := inf v∈S u − v . Note that if the domain of M is restricted to closed bounded sets, then M is the Hausdorff metric.
Definition 1.4.
A set-valued mapping S : H → 2 H is said to be M-Lipschitz continuous if there exists a constant η > 0 such that
Definition 1.5. The operator N : H × H → H is said to be Lipschitz continuous with respect to the first argument if there exists a constant β > 0 such that
Similarly, N is Lipschitz continuous with respect to the second argument if there exists ξ > 0 such that
The following technical lemma will be needed in the proof of our main theorem in the sequel.
Lemma 1.3 ([9]
). Let δ and σ be positive scalars with δ ≤ σ . Then for all α ∈ [0, 1],
Iterative algorithm
A key to solving the GNSVMQVI (2) with H -monotone mapping is the following lemma, which relates solutions of (2) to the resolvent operator for A(·, z). 
where ρ > 0 is a constant and J
A(·,z)
H,ρ is the resolvent operator defined by (4). Proof. Observe that for ρ > 0
Remark 2.1. (i) If H is the identity mapping on H, then Lemma 2.1 reduces to Lemma 3.1 in [2] or [9] ; (ii) To develop a fixed point algorithm for (2), we rewrite (5) as follows:
where ρ > 0 is a constant. This fixed point formulation allows us to suggest the following iterative algorithm.
Algorithm 1.
Step 0: Let ρ > 0 be a constant. Choose u 0 ∈ int(dom(S) ∩ dom(T ) ∩ dom(G)) and choose x 0 ∈ S(u 0 ), y 0 ∈ T (u 0 ), and z 0 ∈ G(u 0 ). Set n = 0.
Step 1: Let
where α n ∈ (0, 1] is chosen sufficiently small to ensure that u n+1 ∈ int(dom(S) ∩ dom(T ) ∩ dom(G)).
Step 2: Choose ε n+1 ≥ 0, and choose x n+1 ∈ S(u n+1 ), y n+1 ∈ T (u n+1 ), z n+1 ∈ G(u n+1 ) satisfying
Step 3: If u n+1 , x n+1 , y n+1 , z n+1 satisfy (5) to sufficient accuracy, stop; otherwise, set n := n + 1 and return to Step 1.
. From the definition of M, i.e., ( * ), it is clear that the restrictions (8)- (10) imposed on the points x n , y n and z n can always be satisfied for any ε n > 0. If S, T and G always map to closed bounded sets, then the restrictions can be satisfied with ε n = 0.
As pointed out in [9, p. 426], since u n is always in the interior of the intersections of the domains of S, T and G, it is always possible to choose positive values of α n that ensure that u n+1 remains in the interior of the intersections of the domains of S, T and G.
In order to ensure convergence, we will need to make the additional assumption that
Remark 2.2. (i) If
H is the identity mapping on H, and α n = 1 for all n = 0, 1, . . . , then Algorithm 1 becomes the Algorithm 3.1 in Huang et al. [8] ; (ii) If H is the identity mapping on H, then Algorithm 1 becomes the Algorithm 1 in Al-Shemas and Billups [9] .
Existence and convergence theorem
This section proves that under suitable conditions, the iterates generated by Algorithm 1 converge strongly to a solution of problem (2). Liu and Li [15, Theorem 3.1] pointed out that Lipschitz continuous set-valued operators cannot be monotone unless they are single-valued. Thus, we use a set of assumptions that are similar to those used in [15, Theorem 3 .2] to establish our convergent result.
For the following theorem, define C(H) to be the collection of all closed subsets of H.
Theorem 3.1. Let N be Lipschitz continuous with respect to the first and second arguments with constants β and ξ , respectively. Let S, T, G : H → C(H) be M-Lipschitz with constants η, γ and µ, respectively; and suppose that int(dom(S) ∩ dom(T ) ∩ dom(G)) = ∅. Suppose that for each fixed z ∈ H, A(·, z) is a maximal strongly monotone mapping with constant υ(z) ≥ υ > 0. Let H, p : H → H be Lipschitz continuous with constants τ and σ , respectively, and let H, p be strongly monotone with constants κ and δ, respectively. Suppose that there exist constants λ > 0 and ρ > 0 such that, for each x, y, z ∈ H,
and
If ε n → 0 and ∞ n=0 α n = ∞, then there exist u ∈ H, x ∈ S(u), y ∈ T (u) and z ∈ G(u) satisfying problem (2), and the sequences {u n }, {x n }, {y n }, {z n }, generated by Algorithm 1 converge strongly in H to u, x, y and z, respectively.
Proof. At first, observe that for each fixed z ∈ H, A(·, z) is a strongly H -monotone mapping. Indeed, since H is Lipschitz continuous and strongly monotone, and since for each fixed z ∈ H, A(·, z) is a maximal strongly monotone mapping, so, it follows from Corollary 1.2 that for each fixed z ∈ H, A(·, z) is strongly H -monotone. Now for n = 0, 1, . . . , define
and note that
We will first establish a bound on Γ n . From (13) and (14), we have
Since H and p are Lipschitz continuous and H is strongly monotone, we have
where the Lipschitz constant τ of H must be at least as large as the monotonicity constant κ. Hence, this implies that
Using the Lipschitz continuity of the operator N (·, ·) with respect to the second argument and M-Lipschitz continuity of T , we have N (x n , y n ) − N (x n , y n−1 ) ≤ ξ y n − y n−1 ≤ ξ(1 + ε n )M(T (u n ), T (u n−1 ))
Similarly, using the Lipschitz continuity of the operator N (·, ·) with respect to the first argument and M-Lipschitz continuity of S, we have N (x n , y n−1 ) − N (x n−1 , y n−1 ) ≤ β x n − x n−1 ≤ β(1 + ε n )M(S(u n ), S(u n−1 )) ≤ βη(1 + ε n ) u n − u n−1 .
Finally, since p is strongly monotone and Lipschitz continuous, we have (1 − α n−1 + α n−1 1 − 2δ + σ 2 ) 2 u n − u n−1 2 ,
where the last inequality follows from Lemma 1.3 and the fact that the Lipschitz constant σ of p must be at least as large as the monotonicity constant δ.
Combining (15)-(22) yields
Γ n ≤ (1 − α n−1 θ n ) u n − u n−1 /α n−1 = (1 − α n−1 θ n ) Γ n−1
with θ n defined by θ n := 1 − 1 − 2δ + σ 2 + (1 + ε n )(λµ) + σ (1 + √ 1 − 2κ + τ 2 ) + ρ(1 + ε n )(ξ γ + βη) κ + ρυ .
Since ε n → 0, so, θ n → θ. By assumption (12) , θ > 0. Thus, for all n sufficiently large, θ n ≥ θ/2 > 0. Define Φ := θ/2. Without loss of generality, we can assume θ n ≥ Φ > 0 for all n. It follows that
(1 − α i Φ).
