Let G be a semisimple simply connected algebraic group deÿned and split over the ÿeld Fp with p elements, G(Fq) be the ÿnite Chevalley group consisting of the Fq-rational points of G where q = p r , and Gr be the rth Frobenius kernel of G. This paper investigates relationships between the extension theories of G, G(Fq), and Gr over the algebraic closure of Fp. First, some qualitative results relating extensions over G(Fq) and Gr are presented. Then certain extensions over G(Fq) and Gr are explicitly identiÿed in terms of extensions over G.
1. Introduction 1.1. Let G be a semisimple simply connected algebraic group deÿned and split over the ÿeld F p with p elements. Let k denote the algebraic closure of F p . Let F : G → G (1) be the Frobenius map. For a ÿxed r ¿ 1, let G r be the kernel of the rth iteration of the Frobenius map. Furthermore, let G(F q ) where q = p r be the ÿnite Chevalley group consisting of the F q -rational points of G. For over 30 years, there has been a considerable amount of e ort in relating the representation theory of reductive algebraic groups, Frobenius kernels and ÿnite groups of Lie type in the deÿning characteristic, for example [5] . In this paper we will be primarily interested in the following three questions:
(1.1.1) Can all extensions between G r -modules be found via an extension theory for G? (1.1.2) Can all extensions between G(F q )-modules be found via an extension theory for G? (1.1.3) Given two rational G-modules M and N , is there a relationship between Ext Humphreys [9] and Andersen [1, p. 388] ÿrst posed question (1:1:2) for Ext 1 between simple G(F q )-modules. Andersen was able to answer this question a rmatively for simple G(F q )-modules in several generic cases (see [1, Theorem 3:2] ).
The methods employed in this paper will be functorial and di erent from the ideas used in the past. In order to answer questions (1:1:1) and (1:1:2) we compare the category of G(F q )-modules and G r -modules with truncated categories of G-modules which contain enough projective objects. This will be accomplished by constructing two Grothendieck spectral sequences. These truncated categories of G-modules are highest weight categories, and are thus equivalent to module categories for ÿnite-dimensional quasi-hereditary algebras. Our procedure will also demonstrate why it is easier to provide an answer to (1:1:1) as opposed to (1:1:2) for simple modules (see the Corollary given in 6:2). The idea of comparing the cohomology of ÿnite groups with extensions of modules over certain ÿnite-dimensional algebras was also used earlier in work of Doty, Erdmann and the second author [7] . In that paper, it was shown that one can construct a spectral sequence involving extensions for the Schur algebra S(n; d) (n ¿ d) to extensions for the symmetric group on d-letters d . Results comparing the cohomology in these two categories involving speciÿc classes of modules are given in [14] . Applications involving computations of cohomology are provided in [8, 17] . Question (1:1:3) is the most intractable question of the three. We will show that ideas from [15] can be used to provide a vanishing criterion of cohomology for ÿnite Chevalley groups in terms of vanishing of Lie algebra cohomology. These results only work in the case when r = 1, but have the advantage that there are no strong restrictions on the size of the prime.
1.2. Now we will describe the contents of the paper in greater detail. The results in Sections 2 and 3 provide qualitative results involving the relationship between the cohomology of G(F q ) and G r . In Section 2, we give a criterion for projectivity of modules over G(F q ). A criterion for G r was given earlier in [3, Theorem (4:2:1)]. This criterion involves induced modules, Weyl modules for G and principal series modules for G(F q ). In the following section, we investigate su cient conditions to insure the vanishing of Ext n G(Fp) (M; N ) for M; N ∈ mod(G). This is given in terms of the vanishing of certain weight spaces in the cohomology for U 1 where U is the unipotent radical of the Borel subgroup B of G.
The remainder of the paper is devoted to providing answers to questions (1:1:1) and (1:1:2). In Section 4, we ÿrst deÿne a saturated set of weights s in X (T ) + and let C s be the full subcategory of G-modules whose composition factors all have highest weight in s . We proceed by constructing two functors G s (−) and H s (−) from the category of G(F q )-modules and the category of G r -modules, respectively, into C s . For M ∈ C s and N 1 ∈ mod(G(F q )) and N 2 ∈ mod(G r ) two spectral sequences are obtained: The higher right derived functors R j G s and R j H s are of particular interest since these provide us with vital information about the connection between these categories. The composition factors of these functors when applied to a module can be found by calculating extensions (in G(F q ) or G r ) between the module and the appropriate projective cover in C s . The constructions in Section 4 allow us to prove stability results in Section 5. In particular, the Theorem of 5:2, the Corollary of 5:3, and the Theorem of 5:5 by and large provide an answer to questions (1:1:1) and (1:1:2) given in Section 1. In Section 6 we look at the image of H s on a simple module and show in the Theorem of 6:1 that this is a semisimple G-module for large enough primes p. As a byproduct one obtains a formula in the Corollary of 6:2 which allows one to compute Ext 1 between two simple modules in mod(G r ) by knowing Ext 1 between simples in mod(G). We demonstrate in Section 7 that the situation for ÿnite Chevalley groups is not as straightforward as in the Frobenius kernel case by looking at G s on simple modules. Our analysis shows that one can recover the isomorphisms given in [2] (see the Corollary given in 7:1) in a more functorial manner via our approach. The Theorem given in 7:6 generalizes Andersen's results for the generic case [2, Theorem 3:2] allowing for a larger class of modules and extensions of higher degree. Furthermore, in the Theorem given in 7:5 we are able to give a complete description of the cohomology of the ÿnite group G(F q ) and all its simple modules in terms of cohomology for the algebraic group with simple modules in the truncated category C s , provided the prime is large enough.
1.3. Notation. Unless otherwise stated G will always denote a semisimple simply connected algebraic group deÿned and split over the ÿnite ÿeld F p with p elements for a prime p. Here k denotes the algebraic closure of F p . Let be a root system associated to G with respect to a maximal split torus T . Moreover, let + (resp. − ) be positive (resp. negative) roots and be a base consisting of simple roots. Let B be a Borel subgroup containing T corresponding to the positive roots and U be the unipotent radical of B.
The Euclidean space associated with will be denoted by E and the inner product on E will be denoted by ; . The Weyl group W is the group generated by re ections associated to the root system and the a ne Weyl group W p is the group generated by W and translations by elements in pZ . Let X (T ) be the integral weight lattice obtained from . The set X (T ) has a partial ordering deÿned as follows. If ; ∈ X (T ) then ¿ if and only if − ∈ ∈ N . If ∨ =2 = ; is the coroot corresponding to ∈ , then the set of dominant integral weights is deÿned by
Furthermore, the set of p r -restricted weights is
The a ne Weyl group W p acts on X (T ) via the "dot action" given by w· =w( + )− where w ∈ W (w ∈ W p ), ∈ X (T ), and is the half sum of positive roots. Let H be an a ne algebraic group scheme over k and let H r = ker F r . Here F : H → H
(1) is the Frobenius map and F r is the rth iteration of the Frobenius map. We note that there is a categorical equivalence between restricted Lie(H )-modules and H 1 -modules. For any group scheme H , let mod(H ) be the category of ÿnite-dimensional rational H -modules. If r ¿ 1 and q = p r , let H (F q ) be the ÿnite group obtained by taking the F q rational points of H .
For a reductive algebraic group G the simple modules will be denoted by L( ) and the induced modules by H 0 ( ) = ind G B , where ∈ X (T ) + . For the inÿnitesimal group scheme G r , the simple modules will be denoted by L r ( ). If ∈ X r (T ), then L r ( ) ∼ = L( ). The induced and coinduced modules are given by Z r ( ) = ind Gr Br and Z r ( ) = coind
Gr Br
for ∈ X r (T ). If ∈ X r (T ), the injective hull of L r ( ) in mod(G r ) is Q r ( ). This is also the projective cover of L r ( ) as a G r -module [11, II. 11.5(4) ]. For the ÿnite group G(F q ), the simple modules are L( ) for ∈ X r (T ). Moreover, for each ∈ X (T (F q )), the induced module is given by M r ( ) = ind
Projectivity results
2.1. It is not known how to construct the simple G r -modules nor how one can compute the dimensions of these modules. So, for practical purposes it does not make sense to test a module for projectivity by showing that extensions between the module and the simple modules are zero. There are other canonical modules like Weyl modules, induced modules and Verma modules whose construction is well-known and whose character can be determined. In [3, Theorem (4:2:1)], it was shown that one can test projectivity for a module over G r by examining the extensions between the module and a family of canonical modules. The result is presented below.
Theorem. Let G be a reductive algebraic k-group scheme and be a set of representatives for X (T )=p r X (T ). Moreover; let M ∈ mod(G). The following statements are equivalent:
, (e); and (f ) are equivalent for M ∈ mod(G r ).
2.2.
In general, the simple G(F q )-modules have also not been determined. The following result shows that projectivity over G(F q ) can also be checked by using principal series modules, Weyl modules or induced modules.
Theorem. Let be a set of representatives for X (T )=p r X (T ); and = X (T (F q )). Moreover; let M ∈ mod(G(F q )). The following statements are equivalent: Therefore, M is projective in mod(B(F q )), and thus projective in mod(U (F q )). Since
Deÿne the following order relation on X (T ). Let 6 Q on X (T ) if and only if − is a non-negative rational linear combination of simple roots. Moreover, let
We will prove the statement by using induction on the order relation. Assume ÿrst that condition (c) holds. If ∈ C Z then H 0 ( ) = L r ( ), so Ext where 0 ∈ . By using Steinberg's tensor product theorem, it follows that Consider the long exact sequence in cohomology:
We have Ext 3. Vanishing of cohomology for G(F p ) and G 1 3.1. Let M be a rational G-module. In [15] it was shown that if M is projective over G 1 then M is projective over G(F p ). The converse to this statement also holds if one assumes that the composition factors of M have high weights which are not too large (i.e. M is in the p-bounded category). A natural generalization to this question is the following. In order to demonstrate the subtlety of this problem, we present the following example. Let G = SL 2 (k) with p ¿ 7. There are three blocks for k SL 2 (F p ) and (p + 1)=2 blocks for G 1 . Let L 1 ( ) be in the principal block for SL 2 (F p ), but not in the principal block for G 1 . Then for some i ¿ 0,
3.2.
Let M and N be B-modules. According to [15, Theorem 3:2] , there exists a spectral sequence
The following result demonstrates that the T (F p ) invariants on the U 1 -cohomology are directly related to the calculation of the B(F p ) and the G(F p ) cohomology.
and modules over kT (F p ) are semisimple. Therefore, the Lyndon-Hochschild-Serre spectral sequence yields for n ¿ 0:
The spectral sequence (3.1) for M; N ∈ mod(B) has di erentials which are T (F p )-homomorphisms. The ÿxed point functor (−) T (Fp) is exact. This means that we can obtain another spectral sequence from (3.1)
Next, observe that
is injective for all n ¿ 0. The result now follows from part (a).
Spectral sequences
4.1. Let G be an algebraic k-group scheme and H be a closed subgroup scheme of G. Moreover, let M ∈ mod(G) and N ∈ mod(H ). There exists a ÿrst quadrant spectral sequence [11, I. 4.5 Proposition]:
When G is as deÿned in 1.3 and H = G(F q ) the induction functor ind G G(Fq) -is exact because H is a ÿnite algebraic k-group. In this case the spectral sequence (4.1) collapses and yields the following isomorphism:
Similarly, if G is reductive and H = G r then G=G r is a ne. Therefore, the induction functor ind G Gr -is exact. The spectral sequence (4.1) collapses in this case and yields the following isomorphism:
Isomorphisms (4:1:1) and (4:1:2) provide a rmative answers to questions (1:1:1) and (1:1:2). Unfortunately, for practical purposes this answer is not satisfactory because the modules ind G G(Fq) N and ind G Gr N are, in general, inÿnite-dimensional and di cult to compute. We will need to modify this construction to provide a better solution to computing cohomology for G(F q ) and G r via cohomology for G.
4.2.
Let us review some general properties about coalgebras and comodules. The conventions and results will follow those proved in [6, Section 1]. Let C be any coalgebra, and Mod(C) be the category of right comodules for C. Now suppose that B is a subcoalgebra of C and let Mod B (C) be the full subcategory of Mod(C) whose objects belong to B. If M ∈ Mod(C), then let M B be the unique maximal C-subcomodule of M belonging to B. The functor M → M B is a functor from Mod(C) to Mod B (C). Since the image of the structure map
, is left exact and takes injectives to injectives.
Let be a set of simple C-comodules and M ∈ Mod(C). Let O (M ) be the unique maximal C-subcomodule such that all the composition factors of which lie in . Set
Let G be an algebraic k-group scheme and H be a closed subgroup scheme of G.
and let be a set of simple C-comodules (or equivalently simple rational G-modules). Consider the functor
to Mod(C( )). We can now construct the following spectral sequence.
Theorem. Let G be an algebraic k-group scheme with H a closed subgroup scheme of G. Let M ∈ Mod(C( )) and N ∈ Mod(H ). Then there exists a ÿrst quadrant spectral sequence
Proof. The functor S = Hom C( ) (M; −) is left exact. Moreover, the functor T : Mod(H ) → Mod(C( )) takes injectives to injectives because F C( ) and ind G Hhave this property. Furthermore, note that since M ∈ Mod(C( )) we have
The result now follows by Jantzen [11, I. Proposition 4:1].
4.3.
Let G be as deÿned in 1.3 and let be a subset of X (T ) + . In the context of the previous section, we will abuse notation and also let denote the set of simple rational G-modules having highest weight in . Since O is equivalent to F C( ) , it follows that Mod(C( )) is equivalent to the full subcategory of G-modules whose composition factors have highest weight in . Now assume that is saturated. That is, if ∈ and ∈ X (T ) + such that 6 then ∈ . In this case, Donkin proved the following isomorphism [6, (2.1f) Theorem]:
For a ÿxed r ¿ 1, let q = p r and for all 0 ¡ s 6 p − 1 let
where 0 denotes the highest short root. Observe that if 6 then − = ∈ c where c ¿ 0. Then
∨ 0 . This computation shows that s is saturated. Furthermore, let C s be the full subcategory of G-modules all of whose composition factors have highest weights in s . For s = 1, the category C 1 essentially coincides with the p r -bounded category as deÿned in [11, p. 360] . Since the category C s is equivalent to the category Mod(C( s )) (as noted more generally above), the isomorphism in (4:3:1) holds for modules in C s .
Let
Gr . The Theorem given in 4:2 (with H = G(F q ) or H = G r and = s ) can be combined with the isomorphism in (4:3:1) to construct the following spectral sequences.
4.5. Given ∈ s with corresponding simple G-module L( ), let P( ) denote the projective cover of L( ) in the category C s . Projective covers exist in the category C s since it is equivalent to the category Mod(C( s )) and C( s ) is a ÿnite-dimensional coalgebra (see the discussion in 4:2). The following result describes the composition factors of the higher right derived functors of G s and H s .
Proof. We will prove part (a). The proof for part (b) is completely analogous. Since
From the Theorem given in 4:4 there is a spectral sequence
Since P( ) is projective in C s , the spectral sequence collapses to − 1) , the G r structure on Q r ( ) lifts to a G-structure [12] . Moreover, when considered as a G-module, Q r ( ) is p r -bounded and can be identiÿed as the injective hull (and projective cover) of L( ) in the p r -bounded category C 1 [11, p. 360] . In other words, for a restricted weight , the module P( ) may be identiÿed with Q r ( ).
The following proposition, which is an adaptation of Lemma 2:2 of [2] , gives us information about P( ) for general ∈ s . For convenience, let 0 = X r (T ). Note that any weight ∈ s may be expressed as = 0 + p r 1 with 0 ∈ X r (T ), that is with 0 being p r -restricted. Further, for s ¿ 1, 1 must satisfy 1 ; ÿ ∨ ¡ 2s(h − 1) (or 1 + ; ÿ ∨ ¡ (2s + 1)(h − 1)) for ÿ short and ÿ ∈ ∩ X (T ) + . Hence if p ¿ (2s + 1)(h − 1), the weight 1 lies in the bottom alcove C Z .
Proposition. Assume s ¿ 1; M ∈ C s ; and one of the following two conditions holds:
(i) = 0 + p r 1 ∈ s and p ¿ (2s + 1)(h − 1); (ii) = 0 + p r 1 ∈ s−1 and p ¿ 2s(h − 1). Then the following hold:
Proof. Let S = Q r ( 0 ) ⊗ L( 1 ) (r) . For part (a), it su ces to show that Ext 1 G (S; L( ))=0 for all composition factors L( ) of M . Since M is in C s , any such are in s , and so may be expressed as = 0 + p r 1 with 0 ∈ X r (T ). The short exact sequence of group schemes
gives rise to the Lyndon-Hochschild-Serre spectral sequence
Since Q r ( 0 ) is projective over G r , S is also. Hence, the spectral sequence collapses and gives an isomorphism
by the Linkage Principle (cf. [11, II. 6.17] ). More precisely, under condition (i), as both and lie in s and p ¿ (2s + 1)(h − 1), both 1 and 1 lie in the bottom alcove C Z . And so the claim follows from the Linkage Principle.
On the other hand, under condition (ii), lies in s−1 while lies in s . Now, the condition on p implies that 1 + ; ÿ ∨ ¡ (2(s − 1) + 1)(h − 1) 6 p − (h − 1) and 1 + ; ÿ ∨ ¡ (2s + 1)(h − 1) 6 p + (h − 1) for short ÿ ∈ ∩ X (T ) + . In other words, 1 lies in the bottom alcove and moreover, more than h − 1 beneath the upper wall, while either lies in the bottom alcove or no more than h − 1 above the upper wall. Hence, the desired vanishing again follows from the Linkage Principle.
For part (b) , by deÿnition of P( ), there exists a surjection P( ) → L( ) of G-modules. On the other hand, since there is a surjection
and the corresponding long exact sequence of Ext-groups:
By part (a), Ext 1 G (S; N ) = 0 and so the map Hom G (S; P( )) → Hom G (S; L( )) is a surjection, giving the desired lifting.
4.7.
The preceding proposition allows us to obtain some information about the higher right derived functors of G s and H s .
Corollary. Let s ¿ 1 and p ¿ 2s(h − 1) with M ∈ mod(G(F q )) and N ∈ mod(G r ). Proof. Let = 0 + p r 1 be a weight in s−1 . By the Proposition given in 4:6(b), the projective cover P( ) in C s is a quotient of Q r ( 0 ) ⊗ L( 1 ) (r) . But, the highest weight of Q r ( 0 ) ⊗ L( 1 ) (r) is 2(p r − 1) + w 0 0 + p r 1 . This weight is in s and so Q r ( 0 ) ⊗ L( 1 ) (r) lies in C s . By the projectivity of P( ) in C s , P( ) must be a G-summand of Q r ( 0 ) ⊗ L( 1 ) (r) . The latter module is projective as a G r -module and G(F q )-module. The assertion now follows by the Theorem given in 4:5.
For s ¿ 1 and ∈ s−1 , the proof in fact shows that the module P( ) in C s may be identiÿed with Q r ( 0 ) ⊗ L( 1 ) (r) since the G-head of each module is L( ).
Stability of extensions
5.1. The ÿrst result of this section is a vanishing result involving the extensions of certain G-modules with the higher right derived functors of G s and H s .
Proposition. Let s ¿ 1; M ∈ mod(G(F q )) and N ∈ mod(G r ) and let L ∈ C s be such that L has only p r -restricted composition factors in its head.
Proof. (a) Let P 0 be the projective cover of L in C s and R 1 be the kernel of the map P 0 → L. Inductively, set P i to be the projective cover of R i and R i+1 to be the kernel of P i → R i . With this procedure we have constructed a projective resolution of L in C s :
Since the head of L contains only p r -restricted composition factors, it follows by the Proposition given in 4:6(b) that the composition factors of P 0 (and R 1 ) are in 1 . An inductive argument shows that the composition factors of P i are in i+1 and the composition factors in the head of P i are in i for 0 6 i 6 s − 1.
Therefore, by the Corollary given in 4:7, Hom G (P i ; R j G s (M )) = 0 for j ¿ 0 and 0 6 i 6 s − 1. Consequently, Ext i G (L; R j G s (M )) = 0 for j ¿ 0 and 0 6 i 6 s − 1. Part (b) follows by a similar argument.
5.2.
With the preceding results, one can provide positive answers to questions (1:1:1) and (1:1:2) by identifying certain extensions over G(F q ) or G r with extensions between ÿnite-dimensional G-modules.
Theorem. Let s ¿ 1; M ∈ mod(G(F q )) and N ∈ mod(G r ) and let L ∈ C s be such that L has only p r -restricted composition factors in its head (as G-module). If p ¿ 2s(h − 1) then there are the following isomorphisms and embeddings:
Proof. The proofs of the two cases are analogous and we prove parts (a) and (b) . From the Theorem given in 4:4 there is a spectral sequence Corollary. Let p ¿ 2(h − 1) and ; ∈ X r (T ). Then there exists the following isomorphisms and embeddings:
5.4.
The following examples demonstrate that in order to study higher extensions between simple modules it is not su cient to truncate the induction functor from the ÿnite group (or the ÿrst Frobenius kernel) to the algebraic group at the level of twice the Steinberg weight. The methods for computing the functors G 1 (−) and H 1 (−) will be described in Sections 6 and 7.
Example. Let G = SL 2 (k) and G(F q ) = SL 2 (F p ) with p ¿ 7. By a direct computation we have
The simple module − 2) )) = 0. On the other hand, the structure of the projective indecomposable modules are known for G(F q )=SL 2 (F p ). One can construct the minimal projective resolution of the simple module L(p−4) to show that Ext
Example. Let G = SL 2 (k) and G 1 = (SL 2 ) 1 with p ¿ 7. We have
as a G-module. There exists a spectral sequence
Observe by the Steinberg tensor product theorem that
(1) : − 2) )).
Small primes.
The results in 5:3 rely on the fact that the prime p is not too small. In this section we obtain a slightly weaker version of the Corollary given in 5:3 for arbitrary primes. 
On the other hand,
Therefore, we have the following short exact sequence
Note that this is a short exact sequence in the category C 1 because St r ⊗ L((p r − 1) + w 0 ) ∈ C 1 . By using the fact that the Steinberg module is projective over G(F q ) we obtain the following exact sequence:
If then by our previous observations we have
Consequently,
From the short exact sequence (5.1) one obtains the following long exact sequence:
Observe that by adjointness we have for
Similarly, for = it follows that
The long exact sequence and these isomorphisms now deÿne an injective map
But, R ∈ C 1 so by adjointness we have
It follows by (5.2) that there exists an injective map
The ÿve term exact sequence of the spectral sequence in 4.4 makes the base map E 1; 0 → E 1 an injective map in the other direction. Therefore, one obtains the desired isomorphism
A similar argument can be used to prove part (b).
6. Cohomology for Frobenius kernels 6.1. In the previous section, extensions of simple modules over G(F q ) and G r were identiÿed with certain extensions over G. These G extensions involve the "induction" functors G s and H s . In this and the following section, we study G s (L( )) and H s (L( )) for ∈ X r (T ), in order to improve this identiÿcation to involve only simple modules. We begin by showing that the module H s (L( )) is semisimple for ∈ X r (T ).
Proof. First, consider the socle of H s (L( )) over G (or equivalently in the category C s ):
by adjointness. So, if H s (L( )) is semisimple, then it has the claimed form. The Theorem given in 4:5 can be used to obtain information about the composition factors of H s (L( )). Speciÿcally, we have
(r) ; L( )) (by the Proposition of 4:6(b)):
As a G r -module, L( 1 ) (r) is trivial and so Q r ( 0 ) ⊗ L( 1 ) (r) = ⊕Q r ( 0 ). Further, since 0 and are both p r -restricted weights, Hom Gr (Q r ( 0 ); L( )) = Hom Gr (L( 0 ); L( )), and this will be non-zero if and only if 0 = . Hence, the only possible composition factors of H s (L( )) are those L( ) with = + p r . As noted in 4:6, since is in s and is p r -restricted, must lie in the bottom alcove. To show that H s (L( )) is semisimple, it now su ces to show that Ext 1 G (L( 1 ); L( 2 )) = 0 for any such weights 1 = + p r 1 and 2 = + p r 2 . The argument is similar to that of the Proposition given in 4:6. The short exact sequence of group schemes
The beginning of the 5-term exact sequence is
since there are no self-extensions over G r (cf. [11, II. 12.9] ). Hence there is an isomorphism
Finally, we have
by the Linkage Principle since 1 and 2 lie in the same alcove.
6.2.
The following result shows that one can completely determine the extensions of simple modules in mod(G r ) by knowing the extension theory of simple modules in mod(G).
Corollary. Let p ¿ (2s + 1)(h − 1) and ; ∈ X r (T ). Moreover, let L ∈ C s be such that L has only p r -restricted composition factors in its head. Then (a) For 0 6 i 6 s there exists the following isomorphism of k-vector spaces:
where 1 is the set of all p r -bounded weights.
Proof. The result follows by combining the isomorphism
H s (L( ))) for 0 6 i 6 s of the Theorem given in 5.2 with the preceding identiÿcation of H s (L( )) given in the Theorem of 6.1.
Observe that the restriction on the prime indicates that the direct sums appearing here may be taken over those ∈ s with = + p r and ∈ C Z . 
So for L( ) to be a composition factor, we must have Hom G(Fq) (Q r ( 0 ); L(!)) = 0 for some composition factor L(!) of L( ) ⊗ L(−w 0 1 ). By Jantzen [13] or Chastkofsky 
Corollary. Assume p ¿ 3(h−1). Let ; ∈ X r (T ) satisfy + ; ∨ 0 ¡ p r − p r−1 −1 where = 2 if G is of type A 1 and = 1 in all other cases. Then (a) (Theorem 2:
Proof. For (a), consider the the short exact sequence
This short exact sequence induces a long exact sequence
The ÿrst term is zero since G 1 (L( ))=L( ) has no restricted composition factors, and the last term is zero by the Proposition given in 7:1. Hence, there is an isomorphism
and the claimed isomorphism follows from the Corollary given in 5:3.
For (b) , continuing the above long exact sequence, we have
Again, since the ÿrst term is zero by the Proposition, we have an embedding
The result follows by combining this with the embedding
of the Corollary given in 5:3.
7.2.
More generally, semisimplicity of G s (L( )) can be used to identify G(F q )-extensions with G-extensions.
Theorem. Let s ¿ 1 and ∈ X r (T ). Then G s (L( )) is semisimple if and only if
Proof. Consider the socle of G s (L( )) over G (or equivalently in the category C s ):
So G s (L( )) is semisimple if and only if it has the claimed form.
The previous result together with the Theorem of 5:2 yields the following corollary.
Corollary. Let s ¿ 1; p ¿ 2s(h − 1); ∈ X r (T ), and let L ∈ C s be such that L has only p r -restricted composition factors in its head (as G-module). Assume that G s (L( )) is semisimple. Then for 0 6 i 6 s there exists the following isomorphism of vector spaces:
In particular, for p ¿ 2(h − 1), we have
7.3. We will now reÿne the result given in the Corollary of 7:2 by identifying homomorphisms over G(F q ) with homomorphisms over G.
Lemma. Let p ¿ 2(h − 1), and ; ; ∈ X r (T ) with ;
Proof. First, it is shown that the G-socle of L( ) ⊗ L( ) contains only simple modules with p r -restricted highest weights. Assume that
where 0 ∈ X r (T ). Without loss of generality, we may assume that 0 ; 
Without loss of generality, we may assume this time that ;
The module Q r ( i ) are also injective as G(F q )-modules. A formula by Jantzen [13] and Chastkofsky [4] tells us how the Q r ( i ) split into indecomposable injective G(F q )-modules, denoted here by U r ( ). The module Q r ( i ) contains U r ( i ) exactly once, while any U r ( ) with = i that appears as a summand forces i ; ∨ 0 +p r −1 6 ; ∨ 0 (see also [2] ). Clearly = i . Therefore we obtain the following sequence of inequalities:
gives us the desired contradiction.
For large enough primes one obtains the following result:
Theorem. Let s ¿ 1; p r ¿ 2s(h − 1), and ∈ X r (T ) and assume that G s (L( )) is semisimple. For any weight ∈ s we set = 0 + p r 1 with 0 ∈ X r (T ). Then
Proof. According to the Theorem given in 7:2 we have
For any weight ∈ s we set = 0 + p r 1 with 0 ∈ X r (T ).
Moreover, p r 1 ;
r − 1. Therefore, the theorem now follows by applying the preceding Lemma to
Corollary. Let s ¿ 1; p ¿ 2s(h − 1); ∈ X r (T ), and let L ∈ C s be such that L has only p r -restricted composition factors in its head (as G-module). We assume that G s (L( )) is semisimple. For any weight ∈ s we set = 0 + p r 1 with 0 ∈ X r (T ). Then for 0 6 i 6 s,
We now identify some for which
Proof. The Theorem of 4:5 can be used to obtain information about the composition factors of G s (k). Speciÿcally, we have Example. Let G be of type G 2 and q = p ¿ 13. The simple roots are denoted by 1 and 2 , where 1 is short. Let ! 1 and ! 2 denote the corresponding fundamental weights. Write s ÿ for the re ection belonging to a positive root ÿ. A pair (r; s) will denote the weight r! 1 + s! 2 :
It follows from the remark after the Corollary given in 7:4 that H 1 (G; L(u·0+p )) = 0 is only possible for ; ∨ 0 6 h − 1. This forces all weights u · 0 + p that are of interest to be p-bounded. From [16, Table 1 ] we obtain that H 1 (G; L(u · 0 + p )) = 0 for all p-bounded dominant weights u · 0 + p , unless u · 0 + p is one of the following list: For these weights dim k H 1 (G(F p ); L( )) = 1: For a complete list of Ext 1 between simple modules for type G 2 and q = p ¿ 13 see [20] .
7.6. The following theorem will give a su cient condition for the semisimplicity of G s (L( )). As a consequence we are able to prove a stronger version of [2, Theorem 3:2] . Following Andersen, we call a weight, , m-deep if it has distance at least m from the nearest alcove wall (i.e., if p divides + ; ∨ 0 + c for some c ∈ Z, then |c| ¿ m).
Theorem. Let s ¿ 1; p ¿ (2s + 1)(h − 1), and let ∈ X r (T ) be 2s(h − 1)-deep. Then G s (L( )) is semisimple. Moreover, for any L ∈ C s that has only p r -restricted composition factors in its head (as G-module), one obtains for 0 6 i 6 s the following isomorphism of vector spaces:
Proof. We will show that G s (L( )) is semisimple. Arguing as in the proof of the Theorem given in 7:4 we have for any weight = 0 + p r 1 ∈ s :
∈ s and has distance at least 2s(h−1) from the closest alcove wall. Hence, the tensor product L( ) ⊗ L(−w 0 1 ) is semisimple (both as a G-module and a G( 
