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a b s t r a c t
Background: Repetition of hospital-treated deliberate self-harm is common. Several recent studies have
used emergency department data to develop clinical tools to assess risk of self-harm or suicide.
Longitudinal, linked inpatient data is an alternative source of information.
Methods: We identiﬁed all individuals admitted to hospital for deliberate self-harm in two Australian
states (350 hospitals). The outcome of interest was a repeated episode of self-harm (non-fatal or fatal)
within 6 months. Logistic regression was used to identify a set of predictors of repetition. A risk calculator
(RESH: Repeated Episodes of Self-Harm) was derived directly from model coefﬁcients.
Results: There were 84,659 episodes of self-harm during the study period. Four variables – number of prior
episodes, time between episodes, prior psychiatric diagnoses and recent psychiatric hospital stay – strongly
predicted repetition. The RESH score showed good discrimination (AUC¼0.75) and had high speciﬁcity.
Patients with scores of 0–3 had 14% risk of repeat episodes, whereas patients with scores of 20–25 had over
80% risk. We identiﬁed ﬁve thresholds where the RESH score could be used for prioritising interventions.
Limitations: The trade-off of a highly speciﬁc test is that the instrument has poor sensitivity. As a
consequence, the RESH score cannot be used reliably for “ruling out” those who score below the thresholds.
Conclusions: The RESH score could be useful for prioritising patients to interventions to reduce readmission
for deliberate self-harm. The ﬁve thresholds, representing the continuum from low to high risk, enable
a stepped care model of overlapping or sequential interventions to be deployed to patients at risk of self-
harm.
& 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
Efforts to date to use population-level data to predict suicide at
the individual level have failed. The statistical properties of suicide
– most notably, its relative rarity – thwart predictive models, even
in high risk clinical populations when detailed socio-demographic
and clinical information on individuals is available (Goldstein
et al., 1991; Large et al., 2011; Sher, 2011). However, several recent
studies have demonstrated that the same is not necessarily true of
acts of deliberate self-harm (Bilen et al., 2012; Cooper et al., 2006;
Steeg et al., 2012). Interest in forecasting self-harm has been
spurred by growing recognition of its considerable morbidity
burden. Hospital admission rates for self-harm are high and have
been increasing in Australia (Spittal et al., 2012), the United States
(Ting et al., 2012) and elsewhere (Kõlves et al., 2011); it is a strong
risk factor for subsequent suicide (Hawton et al., 2012; Owens
et al., 2002) and premature death from other causes (Bergen et al.,
2012; Carter et al., 2005b); and repetition of self-harm by certain
individuals is common, with international studies suggesting that
up to 25% of patients hospitalised for self-harm will have had
a hospitalisation for the same reason within the previous year
(Owens et al., 2002). The much higher incidence of non-fatal
episodes of self-harm, relative to fatal ones, opens the way for risk
prediction that may guide prevention. Using a large cohort of
inpatients from Australian hospitals, we aimed to develop a robust
risk score for identifying those at risk of repeated self-harm, to test
the accuracy of this risk score and to demonstrate the potential
impact if applied in the clinical setting.
2. Method
2.1. Setting and data sources
We assembled individual-level, linked data on all hospital
admissions for self-harm and death records for suicide from two
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states in Australia (New South Wales and Western Australia) over
a seven-year period (2001–2007). These two states are geogra-
phically distinct and together have approximately 10 million
residents (Australian Bureau of Statistics, 2011).
Speciﬁcally, we combined morbidity and mortality data from
Australia's two premier data linkage agencies, based in New South
Wales (NSW) and Western Australia (WA) (Holman et al., 1999,
2008). The Centre for Health Record Linkage in NSW maintains a
linkage system that enables health records from core adminis-
trative datasets to be linked together at the individual level.
This includes morbidity data from public and private hospitals
and mortality data from the state death register. The Western
Australian Data Linkage Database draws together individual-level
health data from a similar range of administrative datasets.
The agencies use similar methods to create datasets for speciﬁc
analyses. Information is assigned to unique individual project-
speciﬁc identiﬁcation numbers using a combination of determi-
nistic and probabilistic linkage techniques (Holman et al., 1999).
The agencies identiﬁed a cohort of individuals within their
respective states who had been admitted to hospital for deliberate
self-harm (ICD-10 codes X60–X84) and/or died as a result of
deliberate self-harm (same ICD 10 codes). Next, for each individual
in the cohort, the agencies extracted all inpatient admission
records (including admissions unrelated to self-harm) and death
records (including deaths due to causes other than deliberate
self-harm).
The hospital admission data was extracted from the Admitted
Patients Data Collection in NSW (for the period July 2000 to
December 2009) and from the Hospital Morbidity Data Collection
in WA (July 2001 to December 2009). Cause-of-death data was
extracted from ofﬁcial death registry data in both NSW (January
2000 to December 2007) and WA (July 2000 to December 2007).
Federal reporting requirements ensure that these data are coded
in the same way and are comparable across states (Health Data
Standards Committee, 2008).
2.2. Study dataset and variables
We constructed the study dataset at the level of episodes
of hospital-treated self-harm (“episodes”). The individual patient
identiﬁcation number allowed us to thread together multiple
episodes for any patient who had them, and to observe the dates
of each episode in a sequence. We excluded duplicate mortality
records from patients who died in hospital.
The outcome variable of interest in our analyses was repeated
self-harm, deﬁned as any subsequent episode of hospital-treated
deliberate self-harm or suicide occurring within 6 months of
any discharge from hospital for deliberate self-harm. Subsequent
episodes within 6-months were coded “1”; episodes occurring
outside the period were coded “0”. To ensure that all living
individuals could be observed over the periods of interest, we
excluded observations where there was less than 6 months of
observation time remaining.
We tested the following variables as candidate predictors
of repeated episodes of self‐harm: age (o35 years, Z35 years),
gender, number of previous episodes (i.e. before the current
episode), marital status, method used in the index episode, time
interval between index episode and any previous episode (1 to
60 days, 61 days to 1 year, greater than 1 year), and, respectively,
diagnosed psychiatric disorders and inpatient psychiatric admis-
sion in the year preceding the index episode. Method used in the
index episode was coded into eight categories, based on the
ICD codes in the ﬁrst external cause of injury ﬁeld: poisoning
(X60–X66, X68, X69), motor vehicle exhaust gas (X67), hanging
(X70), drowning (X71), ﬁrearms (X72–X74), cutting/piecing (X78,
X79), jumping (X80), and all other methods (X75–X77, X81–X84).
Psychiatric disorders were coded into 7 categories, based again on
ICD-10 codes: substance misuse disorders (F10–F19), schizophre-
nia and related diagnoses (F20–F29), mania (F30, F31), depression
(F32–F39), anxiety (F40–49), eating disorders (F50), and person-
ality disorders (F51–F59). These diagnosis variables were not
mutually exclusive (i.e. patients could have multiple diagnoses).
Apart from gender, all variables were time-varying and their
values corresponded to the time of the episode.
2.3. Statistical analyses
2.3.1. ‘Best' predictors
To develop a risk prediction tool, we randomly split the sample
into a ‘test’ sample (all data associated with 70% of individuals)
and a ‘validation’ sample (the remaining 30% of individuals). This
randomization did not result in any substantial imbalance between
the two samples (as shown in Table A1 of the Supplementary
appendix), whereas splitting the data according to state would have
resulted in some imbalance. We ﬁtted a series of multivariate
logistic regression models. The outcome variable in all models
was a repeated episode of self-harm occurring within 6 months of
the index episode. The predictors were selected from among the
variables described above.
Our objective was to assess which combination of covariates best
predicted the outcome of interest. This was done in two steps. First,
candidate sets of predictors were determined by ﬁtting multivariate
logistic regression models to the training sample, and focusing on
which predictors had strong and signiﬁcant relationships with the
outcome. Second, the discrimination achieved by each candidate
set of predictors was assessed by reﬁtting that predictive model to
the validation sample and calculating the area under the receiver-
operating curve (AUC), a measure of model discrimination. All
analyses were at the episode level and cluster-adjusted robust
standard errors were used to account for individuals who had
multiple episodes.
2.3.2. Risk score
We constructed a simple weighted scoring algorithm around
the set of variables that best predicted repeated episodes, which
we dubbed the “RESH” (Repeated Episodes of Self-Harm) score.
The weights assigned to each item in the RESH score were indexed
directly to the log odds ratios from the corresponding variables in
the multivariate model. Application of the RESH score involves
summing weights to produce a total score, ranging from 0 to 25.
On each occasion a patient is admitted to hospital for self-harm,
a fresh RESH score is calculated.
To assess calibration – that is, how closely RESH scores
correlated with patient's actual risk of repeated episodes – we
grouped patient admissions into six categories running from low
to high across RESH scores, and calculated the actual percentage of
subsequent episodes (hospital-treated self-harm or suicide) occur-
ring within 6 months.
2.3.3. Accuracy statistics for the RESH
We calculated positive predictive values, sensitivity and speci-
ﬁcity at ﬁve different decision cut points of the RESH score (Z1,
Z8, Z12, Z16, Z20).
All analyses were undertaken in Stata 13 1 (StataCorp, 2013).
2.4. Ethics approval
Approval for this study was granted by human research ethics
committees at the University of Melbourne, the Department of
Health Western Australia, and the Cancer Institute NSW.
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3. Results
3.1. Descriptive statistics
A total of 54 393 unique individuals engaged in 84 659 epi-
sodes of self-harm during the study period. The vast majority of
episodes resulted in hospitalisations non-fatal self-harm (99%);
only 1% of episodes were suicides (730 deaths) (Table 1, left
column). The most common methods recorded were poisoning
(74.1% of episodes), followed by cutting and piercing (17.8%) and
hanging (2.5%).
Twenty-ﬁve percent (21 672/84 659) of the episodes met
our study deﬁnition of repeated episodes (i.e. they occurred for
individuals who had had at least one other episode in the previous
6 months) (Table 1, right column). Of these repeated episodes,
0.5% resulted in death (400 suicides).
3.2. Development of the risk score
Table 2 shows the set of four predictors that constituted the
best-ﬁtting model we could identify for predicting a repeated
episode. The model produced AUC values of 0.749 (95% CI 0.745–
0.754) in the training sample and 0.748 (95% CI 0.741–0.755) in the
validation sample. The odds ratios and conﬁdence intervals shown
come from ﬁtting this model to the training sample.
There was a clear dose–response between episode number and
risk of future episodes. Compared to individuals with no prior
episodes of self-harm, those with one prior episode had 30%
higher odds of a subsequent episode within 6 months, and those
with six or more prior episodes had 5 times higher odds. The
proximity in time between the index episode and the previous
episode was a risk factor for repetition, as was a psychiatric stay in
the last year (OR, 1.52; 95% CI, 1.42–1.62). Of the ﬁve psychiatric
diagnoses associated with repeated episodes, the presence of an
eating disorder (as opposed to not having an eating disorder: OR,
1.81; 95% CI, 1.42–2.30) and the presence of a personality disorder
(compared with not having a personality disorder: OR, 1.77; 95%
CI, 1.62–1.93) were the strongest predictors of a subsequent self-
harm episode. Inpatient psychiatric treatment within the prior
12 months was associated with increased odds of a subsequent
self-harm episode.
Table 2 also shows the weights, derived from the log odds ratios
in the best-ﬁtting model, for use in the RESH score. Using these
weights, instead of the actual log odds from the multivariable
model, did not affect the model's performance on discrimination
in the validation sample (AUC¼0.748; 95% CI 0.741–0.755).
3.3. Calibration of RESH score
In both the training and validation samples, increasing values
of the RESH score were associated with increasing risk of self-
harm (Fig. 1). For instance, a patient whose RESH score fell
between 0 and 3 had a 14% risk of another episode within
6 months and a patient whose RESH score fell between 20 and
25 had an 80% risk.
3.4. RESH score thresholds
Decisions regarding what scores should be used as trigger-
points, or thresholds, for mounting interventions inevitably
involve trade-offs between sensitivity and speciﬁcity; such clinical
decisions will also be inﬂuenced by the cost, efﬁcacy and intru-
siveness of the intervention itself.
Table 1
Characteristics of all episodes of deliberate self-harm and repeated episodes of self‐






n % n %
Suicide
No 83929 99.1 21272 0.3
Yes 730 0.9 400 0.5
Gender
Male 33318 39.4 7198 21.6
Female 51338 60.6 14473 28.2
Age
o35 years 47145 55.7 12159 25.8
Z35 years 37496 44.3 9511 25.4
Marital status
Never married 47323 55.9 13196 27.9
Widowed/divorced/separated 12000 14.2 3177 26.5
Married 20531 24.3 4306 21.0
Unknown 4805 5.7 993 20.7
Method
Poisoning 62766 74.1 15182 24.2
Motor vehicle exhaust 1237 1.5 212 17.1
Hanging 2135 2.5 439 20.6
Drowning 116 0.1 23 19.8
Firearms 118 0.1 25 21.2
Cutting/piercing 15057 17.8 4905 32.6
Jumping 592 0.7 176 29.7
Other methods 2638 3.1 710 26.9
Time between episodes
First attempt 54393 64.2 7991 14.7
1 to 60 days 14171 16.7 7738 54.6
61 days to 12 months 10138 12.0 4404 43.4
412 months 5957 7.0 9530 25.8
Number of prior episodes
0 54393 64.2 7991 14.7
1 12701 15.0 3514 27.7
2 5219 6.2 2029 38.9
3 2808 3.3 1361 48.5
4 1809 2.1 999 55.2
5 1261 1.5 771 61.1




Yes 8631 10.2 3721 43.1
No 76028 89.8 17951 23.6
Psychoses
Yes 4501 5.3 1976 43.9
No 80158 94.7 19696 24.6
Mania
Yes 2633 3.1 1303 49.5
No 82026 96.9 20369 24.8
Depression
Yes 12066 14.3 5695 47.2
No 72593 85.7 15977 22.0
Anxiety disorder
Yes 10531 12.4 5562 52.8
No 74128 87.6 16110 21.7
Eating disorder
Yes 482 0.6 254 52.7
No 84177 99.4 21418 25.4
Personality disorder
Yes 8500 10.0 5742 67.6
No 76159 90.0 15930 20.9
Psychiatric stay in hospital
within last year
Yes 23801 28.1 11566 48.6
No 60858 71.9 10106 16.6
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To illustrate these trade-offs, Table 3 shows ﬁve possible
thresholds on the RESH score that might be used to identify a
target group for intervention, and the positive predictive value,
sensitivity and speciﬁcity of scores at each threshold. At all but the
lowest threshold (Z1) the RESH score had poor sensitivity. At a
threshold of Z8, however, the RESH score exhibited fair positive
predictive value and excellent speciﬁcity, and at a threshold of
Z16 the RESH score was excellent on both measures: 82% of
patients with RESH scores of Z16 would be expected to go on to
have another episode of self-harm within 6 months (positive
predictive value) and 98% of patients who will not have another
episode within 6 months will test have scores below this threshold
(speciﬁcity).
4. Discussion
This longitudinal study of hospital admissions for self-harm
in two large Australian states shows that it is feasible to identify
with reasonable accuracy patients at high-risk of repeated self-
harm in the ensuing 6 months. Importantly, we use a deﬁnition of
repeated self-harm that includes hospital-treated self-harm and
suicide deaths, but excludes emergency department presentations
without formal admission to the general hospital. The number
of previous episodes of self-harm was the strongest predictor of
repetition, but the inclusion of several other variables boosted
predictive power. The characteristics of the RESH score suggest
four out of ﬁve patients who record high scores truly are at high
risk of future episodes of self-harm (positive predictive value)
which might be considered clinically useful; on the other hand, a
non-trivial proportion of all patients who will have future episodes
will be missed (i.e., they will have misleadingly low scores—poor
sensitivity). This will place some limits on the clinical usefulness of
the scale. These considerations suggest that the RESH score could
be useful in the context of a stepped care model of overlap-
ping interventions. That is, recalculating the score after each re-
admission for deliberate self-harm to inform treatment pathways.
We are not the ﬁrst to develop a risk score for self-harm.
Using data from patient presentations to several emergency
departments, a UK-based team created a self-harm risk prediction
algorithm called the Manchester Self-Harm Rule in 2006 (Cooper
et al., 2006), and the ReACT Self-Harm Rule in 2012 (Steeg et al.,
2012). A Swedish team developed a similar algorithm in 2012,
the Södersjukhuset Self-Harm Rule (Bilen et al., 2012), based on
data from two emergency departments in Stockholm. The pre-
dictors we identiﬁed as distinguishing individuals at high-risk of
future episodes of self-harm from those with low-risk are broadly
similar to predictors identiﬁed in the two most recent of these
studies.
The ReACT Self-Harm Rule (Steeg et al., 2012) uses information
on recent self-harm within the past year, use of cutting as a
method, living alone or being homeless and current treatment for
psychiatric disorders. Similarly, the Södersjukhuset Self-Harm Rule
(Bilen et al., 2012) uses information on history of self-harm,
current psychiatric treatment, use of benzodiazepine as a method
and current psychiatric treatment as indicators of self-harm. The
ReACT assigns equal weight to all predictors while the Södersju-
khuset Self-Harm Rule assigns greatest weight to current psychia-
tric admission and the next greatest weight to prior history of self-
harm. Our approach places the greatest weight on the number of
previous self-harm episodes, as this has the strongest association
with episode repetition in the model, followed by time since
previous episode.
Our study advances previous work in this area in four ways.
First, unlike previous studies, which have focused on emergency
department presentations, our algorithm draws heavily on data
from non-fatal hospital admissions. There are advantages and
disadvantages to this alternative approach. Admissions are a
smaller subset of all episodes of self-harm than emergency
department visits. On the other hand, they are likely to be the
most severe and costly episodes, and thus should arguably be
especially high priority for prevention. Moreover, the duration and
clinical contact associated with inpatient stays may open up some
opportunities for intervention that emergency department visits
do not.
Table 2
Logistic regression results for repeated self harm within 6 months and scoring
system derived from the log odds ratios, test sample.




Number of prior episodes
0 (ref) 1.00 0
1 1.30 (1.19–1.42) 1
2 1.73 (1.56–1.91) 3
3 2.33 (2.06–2.62) 5
4 2.59 (2.26–2.97) 5
5 3.21 (2.72–3.80) 7
6 or more 5.69 (4.96–6.53) 10
Time between episodesa
1 to 60 days 1.84 (1.68–2.01) 3
61 days to 12 months 1.25 (1.14–1.37) 1
412 months (ref) 1.00 0
Psychiatric diagnoses in last 12 months
Substance misuse disorder
Yes 1.19 (1.11–1.28) 1
No (ref) 1.00 0
Depression
Yes 1.23 (1.15–1.31) 1
No (ref) 1.00 0
Anxiety
Yes 1.34 (1.25–1.44) 2
No (ref) 1.00 0
Eating disorder
Yes 1.81 (1.42–2.30) 3
No (ref) 1.00 0
Personality disorder
Yes 1.77 (1.62–1.93) 3
No (ref) 1.00 0
Psychiatric stay in last 12 months
Yes 1.52 (1.42–1.62) 2
No (ref) 1.00 0
a First attempt not shown because the variable is coded to be perfectly collinear
with 0 prior episodes.
Fig. 1. Observed risk of deliberate self-harm based on Self-Harm Scores, test and
validation samples.
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Second, the predictors incorporated into previous algorithms
are not weighted (Manchester/ReACT) or else weighted by direct
application of log odds ratios to the predictors (Södersjukhuset).
Using unweighted predictors has the advantage of simplicity for
users, but results in loss of precision. Asking users to calculate
risk by directly applying the logit transformation (Hosmer and
Lemeshow, 2000) is likely to be too demanding. We took a middle
line between these two approaches. The RESH score weights
predictors by assigning them positive integers between 0 and 10,
which come directly from the coefﬁcients (log odds) on the same
variables in the multivariable predictive model. The resulting tool
is an algorithm that should be readily applicable at the beside.
Diagnostics statistics suggested that little discrimination was lost
in transforming coefﬁcients in this way.
Third, the Södersjukhuset algorithm is based on data from two
emergency departments, and the Manchester/ReACT algorithms
each drew on presentations to ﬁve emergency departments. The
RESH score comes from two state-wide health systems consisting
of over 350 hospitals (Australian Institute of Health and Welfare,
2013). This difference in scale is reﬂected in sample size: our
algorithm was based on a sample size three times larger than the
UK studies and 160 times larger than the Swedish study.
Fourth, and most important, the structure of our predictive
algorithm reﬂects different choices in the inevitable trade-off
between sensitivity and speciﬁcity. The UK and Swedish self-
harm algorithms display excellent sensitivity (i.e. patients who
will self-harm again are readily identiﬁed as such) but poor
speciﬁcity and positive predictive value (i.e. many patients who
“screen positive” will not in fact self-harm again). Trading off high
sensitivity for low speciﬁcity is desirable when the objective is to
capture as large a proportion of the population with the outcome
of interest as possible. This is valuable in some circumstances: for
instance, when the tool functions as a ﬁrst-step in a sequenced
screening process, or when the intervention triggered by the
tool is cheap, easy to administer and non-intrusive (e.g. informa-
tion pamphlets, postcards or brief contact letters). On the other
hand, high speciﬁcity/low sensitivity is a better balance when
the algorithm is to be used as a more deﬁnitive screening tool,
or is designed to target resource-intensive interventions. This
is because tests with high speciﬁcity are useful for “ruling in” a
person if they test positive (Akobeng, 2007). In the clinical context
of our study – patients who had been admitted multiple times for
self-harm and were at high-risk of readmission – it is difﬁcult to
identify anything but a relatively intensive and costly intervention
proving efﬁcacious. Nonetheless, the consequence of a highly
speciﬁc test is that the RESH score will miss detecting many of
those who truly have a repeated episode within 6 months,
especially as RESH scores increase. This is because as the threshold
for intervention increases, the balance between true positives and
false positives shifts. For instance, at a threshold of Z8, 44% of
those testing positive would have a repeated self-harm episode as
would 56% of those who tested negative. At a threshold of Z12,
the proportion of true positives reduces to 31% and the proportion
of false positives increases to 69%.
The clearest illustration of the difference between the predic-
tive properties of the RESH score and its predecessors is in
combining information on the proportion of all patients who
screen positive and the probability those patients have a repeated
episode (the positive predictive values). With application of a
moderate threshold (Z12) on the RESH score, 10% of all self-harm
admissions would screen positive and 76% of these would experi-
ence another episode of deliberate self-harm within 6 months.
It would seem feasible to be able to direct a suite of relevant after-
care clinical interventions to 10% of the large population of
hospital-treated self-harm patients. With application of the ReACT
Self-Harm rule, 73–83% of all emergency department presenta-
tions for self-harm would be rated as moderate or high-risk, and
only 30–37% of these will have another episode within 6 months.
Even without considering the nature and cost-effectiveness
of a particular intervention needed to be delivered to around
75% of the patients, it is plausible that a moderately effective
and relatively expensive treatment and follow-up program may be
cost-effective when 3 in 4 “treated” patients are in fact “afﬂicted”
(based on the statistical properties of the RESH score), but
implausible when only 1 in 3 are (Manchester/ReACT and
Södersjukhuset).
We have intentionally avoided identifying a single threshold for
intervention. Instead, we see different thresholds as being linked
to different interventions that show promise for addressing the
underlying causes of repeated self-harm. In this vein, we have
identiﬁed ﬁve possible thresholds. A low threshold, for instance
Z8, may be appropriate for a low-cost, non-intrusive intervention
such as postcards (Carter et al., 2005a) or brief contact letters
(Motto and Bostrom, 2001). Higher thresholds, for example Z16
or Z20, may be appropriate for resource intensive interventions
such as cognitive behavioural therapy or dialectical behaviour
therapy targeting self-harm (Carter et al., 2010). Further work is
needed to link risk assessment scores to staged interventions.
4.1. Limitations
Our study has several limitations, in addition to the sensitivity/
speciﬁcity trade-off already discussed. First, we relied on inpatient
data because in Australia there is no available information on
deliberate self-harm in the emergency department setting. It is
unknown how many emergency department presentations lead to
admission to hospital or how this varies by hospital, location,
severity of injury or other clinical characteristics. Nor do we know
how inclusion of non-admitted episodes would affect our esti-
mates of risk factors for repetition. Second, we have assumed that
patients admitted to hospital represent the most serious cases.
However, because people may leave the emergency department
prior to assessment or do not disclose their intent, it is possible
that some individuals at high risk of deliberate self-harm may
go undetected. This would result in an increase the misclassi-
ﬁcation rates, although the extent of this bias is unknown. Third,
the RESH score is derived from a large sample of patients admit-
ted to hospital for deliberate self-harm in two Australian states.
Table 3
Precision for 5 thresholds of the self-harm risk score (validation sample).
Threshold Sensitivity (95% CI) Speciﬁcity (95% CI) Positive predictive value (95% CI) Number with scoreZthresholda
Z1 0.74 (0.73–0.75) 0.62 (0.62–0.63) 0.40 (0.39–0.41) 39981
Z8 0.44 (0.43–0.45) 0.92 (0.91–0.92) 0.64 (0.63–0.65) 15081
Z12 0.31 (0.30–0.32) 0.97 (0.96–0.97) 0.76 (0.74–0.77) 8949
Z16 0.21 (0.20–0.22) 0.98 (0.98–0.99) 0.82 (0.80–0.84) 5462
Z20 0.06 (0.05–0.06) 1.00 (1.00–1.00) 0.84 (0.80–0.87) 1656
a Based on calculations using the total sample.
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Its generalisability – to other settings (e.g. emergency department
presentations that do not lead to admissions) and beyond New
South Wales and Western Australia – requires further evaluation.
Fourth, we did not consider whether prediction could be improved
by allowing interactions between risk factors. We chose not to
allow interactions because, while they may increase predictive
power, this would come at the cost of complexity which could act
as a barrier to adoption. Fifth, we were unable to ascertain the
‘true’ index episode for participants in NSW because no linked
data was available prior to July 2000. (This was not the case in WA
where we had access to data from the 1970s.) Thus, the effect of
the number of prior episodes will be contaminated in a small
number of cases where an individual has had a greater number of
prior episodes than our data indicates. Finally, we had only a
limited set of predictors available to us. We did not have access to
reliable measures of, for instance, homelessness, indigenous status
or detailed information on mental health diagnoses made outside
the hospital system. Inclusion of this information might improve
prediction. That said, users of a predictive algorithm at the clinical
coalface may well confront more acute data availability issues than
we did, rendering impractical all but a simple set of predictors.
4.2. Clinical implications
Current approaches to the treatment of deliberate self-harm in
Australia and New Zealand already include efforts to assess risk.
For example, clinical practice guidelines for the treatment of
deliberate self-harm recommend a comprehensive clinical assess-
ment of the risk of further self-harm, with the ﬁndings documen-
ted in the patient's medical records. These guidelines suggest
the need for “organization of general hospital services to provide:
emergency department admission; a safe environment; integrated
medical and psychiatric management; risk assessment; identiﬁca-
tion of psychiatric morbidity, and adequate follow up” (Royal
Australian and New Zealand College of Psychiatrists Clinical
Practice Guidelines Team for Deliberate Self-harm, 2004). We
propose that the RESH score be used alongside clinical assessment
by psychiatric staff. The score is likely to be most useful in assisting
with planning treatment or access to services after discharge
from hospital. For example, patients with a high RESH score
may be potential candidates for expensive and time-consuming
interventions such as dialectical behaviour therapy delivered
through outpatient services. However, the score should not replace
detailed clinical assessments or clinical judgment and it should
not solely determine the type of care delivered to the patient
after release from hospital. The limits of risk assessment tools
in psychiatry, which are based on grouped data, for predicting
individual behaviour have been well documented (Large, 2013;
Ryan et al., 2010).
We see two other potential uses for the RESH score. First,
within the hospital setting, the RESH score may be useful for
assisting medical staff in planning referral routes for patients.
Second, because the RESH scoring items are potentially available in
the electronic clinical records of each patient, it is possible that the
database could provide the treating practitioner with a “red-ﬂag”,
alerting them to the patient's RESH score. More generally, the
score could be used to predict, at the hospital-level, the expected
number of re-admissions in a given period of time, based on
patient characteristics.
4.3. Conclusions
The RESH score performed well in identifying individuals who
could be the target of interventions to reduce repeated deliberate
self-harm. The ability of the RESH score to grade risk of self-harm
means that the tool is ﬂexible, and thresholds can be deﬁned for
low-cost, unobtrusive interventions as well as for high-cost,
intensive interventions. The algorithm is highly speciﬁc and best
used for as a tool for ruling in patients when they test positive.
Further research is needed to validate the RESH score in other
populations, to implement the tool into clinical practice and to
match RESH scores to appropriate interventions.
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