A neural network technique has been used to predict disruptions in the ADITYA tokamak. A time series prediction method is employed whereby a series of past values of some time dependent quantity is used to predict its value in the future. The time varying observables used in the present work are the different diagnostic signals from four Mirnov probes, one soft X ray monitor and one Hα monitor. The predicted quantities are the same observables at some future time. The neural network is trained with the past values of the different diagnostic signals as inputs and the future values of the same quantities as targets. The trained neural network is used to forecast in a multistep sequence. This amounts to a prediction several time steps earlier. Very good prediction results have been obtained up to 8 ms earlier with little distortion of the signals and no appreciable time lag, a capability which is believed to be well suited to the task of on-line predictions of disruptions in ADITYA. As actual experimental signals are used, confidence regarding the performance of the neural network on hardware implementation is automatically ensured.
Introduction
Disruption in tokamaks is a sudden loss of confinement and subsequent transfer of plasma energy to the surrounding structures. As a result the machine walls and the supporting structures are subjected to enormous heat load causing moderate to severe damage. Disruptions also result in rapid plasma current decay, which induces large electric fields that in turn drive large eddy currents in the conducting structures and mechanical supports. This results in enormous j × B forces. The damage caused by these forces determines the lifetime of a machine. Disruption avoidance, or minimization of disruptivity, therefore, is important for cost effective operation of tokamaks.
Artificial neural networks (ANNs) have already been used for studying different aspects of tokamak plasmas. These include fast estimation of plasma parameters in DIII-D [1] , ASDEX Upgrade [2] and ITER [3] , as a means of predicting disruptions [4] [5] [6] and the vertical position of the plasma current centroid [7] . It has also been used to order the magnetic sensors according to their importance in the estimation of plasma parameters [2, 3] .
The motivation for using ANNs for prediction of disruptions came from the early use of ANNs in various forecasting applications [8, 9] . However, the ultimate aim of the prediction will be to make an * Corresponding author.
attempt to reduce the frequency of disruptions online in hardware. Therefore, if used as a disruption alarm, an ANN should not only give an accurate prediction of an approaching disruption, but also should make this prediction sufficiently early to allow for measures to be taken to soften the impact of disruption. In this article, ways to predict plasma disruptions in the ADITYA tokamak [10, 11] are discussed, using time series of various time dependent quantities obtained from diagnostics. These include fluctuations of the tangential component of poloidal magnetic fieldB θ as measured by Mirnov probes placed at different poloidal locations around the plasma. These have been used earlier [4] , where only a single probe is used as input to the ANN for the prediction. The results of that study are not suitable for the goal of disruption control, since: In a recent work [6] , soft X rays have been used as inputs instead of magnetic signals, and the prediction is made 3.12 ms in advance of the event, which is a 200% improvement over the results of Ref. [4] . However, the time lag problem persists for predictions more than 3.12 ms in advance. For effective real
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(i) To use an ANN to predict the instant of triggering a disruption. (ii) To use an ANN to make the prediction sufficiently early that measures can be taken to soften the impact of disruptions.
The criterion for (i) above is that the exact instant of triggering of the disruptive instabilities should be picked up, rather than the instant of current decay, because once current quench starts, control measures, even if taken, may prove futile. The triggering of instabilities is signalled primarily by:
(a) Increased MHD activities around the plasma edge, primarily the (m, n) = (2, 1) mode, picked up by a set of Mirnov coils located around the plasma. These immediately precede the thermal quench. (b) A fall in the soft X ray (SXR) intensity at the plasma core, which immediately follows edge cooling. (c) Increased H α emission.
For (ii), the earliness, i.e. the extent of early prediction, which can be quantified by a time interval ∆t, is the major issue. This ∆t, when applied to disruption avoidance or minimization, must be around 5-7 ms for effective measures to be taken.
The purpose of this article is to find out whether ANN architectures, different from those used earlier, and the use of additional diagnostic information help improve upon these results. So in addition to several Mirnov probe signals, soft X ray (SXR) and H α emission signals have also been used here. A series of values of the diagnostic signals has been chosen as their past values, and a prediction involves a continuation of the series. This prediction can be a single time step in future, or several time steps. The latter represents an 'earlier' forecast, and this earliness can be increased by increasing the number of predicted time steps. However, since the prediction error increases with the increase in the number of time steps, the choice for sufficiently early prediction should necessarily be within permissible errors.
The organization of this article is as follows. Section 2 contains a general treatment of time series prediction, while Section 3 discusses briefly ANNs and their relation to time series prediction. In Section 4 an overview of the different ANN architectures used for time series prediction is given. Section 5 shows the preparation of the database, while Section 6 gives our forecasting results in detail, Section 7 discusses the results and Section 8 summarizes the results and conclusions.
Time series prediction
A time series [9] basically refers to a set of values which are taken to be measurements of an observable over time. The system on which the observable is being measured is evolving with time, i.e. it is a dynamical system. The observable is a function only of the state of the system; as soon as the system returns to the original state, the observable also returns to the original value.
Let the state of the system at present be represented by a and the observable being measured by p(a). It is assumed that state a contains all the information required to predict the state t time units into the future. Let the state at this future time be F t (a). The prediction refers to the calculation of the observable at time t from a knowledge only of the present.
Similarly, if one goes backwards in time from the present instant, a time series of past values of the observable is obtained:
where τ is the time step length or the rate of sampling of the observable. b is thus a segment of a time series where the time dependence is now expressed explicitly:
where x is the measured quantity x t1 = p(a) and t 1 is the present time instant. Equation (2) is the form of the time series that is generally used [4, 6, 8, 9] .
Prediction means estimating the measured variable at future times, i.e. the continuation of the series by way of extrapolation. For the extrapolation, some functional representation of the extrapolated (predicted) value is required in terms of the given time series. This should have the following form:
The left hand side of the above equation gives the predicted value of the dynamical quantity at the future time t 1 + nτ (n = 1, 2, ....), where again t 1 refers to the present. f n gives the functional form for the transformation. The problem, therefore, is to find an approximation for f n to bring about the extrapolation.
Extrapolation schemes for f n can be divided into two broad categories, linear and non-linear. Linear models such as auto-regressive (AR), moving average (MA) or auto-regressive moving average (ARMA) have been most frequently used for time series analysis [9] . These models work well only for simple time series and are most likely to fail for stochastic or chaotic series. Analysis of such complex series requires a long time history of the series, yielding very high order linear models, i.e. models involving a very large number of linear terms (corresponding to the past temporal points of the series). In practice such high order models are impractical from a computational point of view.
Non-linear techniques, such as the ANN, wavelet and chaos analysis can provide good insight into a complex time series when linear models fail (Ref. [12] and Refs [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] therein). The ANN algorithm invokes non-linear models that approximate a much broader class of functions than linear models, so that it can analyse any complex time series without involving large errors due to numerical instabilities.
Artificial neural networks
The ANN technique, which has its origins as an artificial model of the parallel processing capabilities of the human brain, is typically used in pattern recognition where a collection of images is presented to the network, and its task is to assign the images to one or more classes. Another typical use of the ANN is non-linear regression, where the algorithm is used to find a smooth interpolation between data points. By way of contrast, time series prediction involves processing of patterns which evolve over time, the response at a particular point of time depending not only on the current value of the observable, but also on the past. The ANN, of which the multilayer perceptron (MLP) is the most widely used type, consists of several layers of nodes or neurons, and represents an analytic mapping between a set of inputs x i and a set of outputs y k (shown in Fig. 1 , where i = 1-5, k = 1-2). The layer(s) not directly accessible to the user, referred to as the hidden layer(s), produce the inherent non-linearity in the transformation, and also increase the network's ability to model different classes of function. While the size of the input and output layers are determined by the problem being solved, the size of the hidden layer is determined by trial and error, from the training and testing errors. Signals, propagating in the forward direction only, i.e. from the input towards the output, impinging on a particular neuron j of a hidden layer, are weighted by certain factors to give the net input g j to the neuron j:
where x i refers to the output of the ith neuron of the input layer, m is the total number of input neurons and the weight w ji represents the strength of the connection between the neuron j of a hidden layer and the neuron i of the input layer. i = 0 corresponds to the bias term, whose value is x 0 . The non-linear function usually chosen for the mapping is a sigmoidal function [13] , acting on g j , with the form
Neural network training refers to an adjustment of the weights to achieve the minimization of an error, called the mean square error, defined by
where y
is the desired value of the kth output as determined by the lth member of a training data set. N out and N ex are the total number of outputs and examples, respectively, in a given problem. Note that E 2 is averaged over all examples and all outputs (normalized). Training is stopped when E 2 decreases to a pre-defined error goal.
To evaluate the performance of the network, the same network with the correct weights is applied to another set of known input/output examples called the test dataset. If the network performance on this dataset is satisfactory, it is supposed to have a generalization capability over any set of similar data, and can be used to process the unknown data in those data sets.
For time series analysis, the inputs to the ANN are the past values of the measured (temporally varying) quantity and the output is the predicted value. The more complex the time series, the more past information is needed. This results in a larger number of inputs and weights. The y k s in the numerator of Eq. (6) are the outputs (ANN calculated and the target) measured at a certain (future) time instant and are therefore local in time.
The functional representation f n as shown in Eq. (3) is in general unknown and, for ANN modelling, is usually approximated by a sigmoidal function, shown in Eq. (5). Here a very important property of ANNs is used, which is the fact that it is only the nature of the function, i.e. whether it is linear or non-linear, that determines a transformation, rather than its actual form. It is this property which is utilized while defining the inherent non-linearity of the ANN by only certain specific forms of sigmoidal functions, while the examples in different problems may involve a broad spectrum of non-linear functions. If the time series is multivariate rather than univariate, the scalars x and y representing the inputs and outputs are to be replaced by vectors. In that case the product in Eq. (4) is also to be substituted by W · x.
General methods for the prediction
There are three possible methods for the prediction of disruption from the past values of a given time series, using a feedforward neural network [9] . These methods are used to predict the dynamical observable at a future time t 1 + n, i.e. x t1 + n, from the available data at time t 1 . Method 1. One possibility is to construct a single function f which predicts one point into the future, and iterate this function on its own outputs to predict further into the future. Expressed mathematically,
.
. .
x pred t1+n is the predicted value of x at a time n steps ahead of t 1 .
Method 2. One function can be constructed that uses only past data as inputs to directly predict one desired future point; i.e.
Method 3. Another method which can be proposed is to construct functions which take both previous predictions and past values as inputs, and predict only the future point as output:
. . . 
In all the above cases, n = 1 implies a single step prediction. Although both single and multistep prediction can be used, our primary aim will be the latter, since the application here requires long term prediction. Methods 1 and 3 are called iterated prediction methods, while method 2 is a direct prediction method.
Database preparation
The database for the prediction task was prepared using experimental ADITYA discharges (Table 1 lists some major parameters of ADITYA). One disruptive discharge was used for training purposes and one for testing. Forecasting was then done with three disruptive discharges. The plasma discharges chosen for our work were all sampled at 0.02 ms.
Ten past values of each of the input variables were used, and one predicted value at the output, which was chosen many steps ahead, given the requirements for real time prediction. This number of past temporal points was slightly less than that used for the TEXT studies, where 15 past values of a single input were used. However, we shall see later that there would be a total of 60 inputs in the present study, that would consist of 10 past temporal values of six different diagnostic signals. This would be shown to be the optimum number of inputs.
The type of network chosen for this work was an MLP-2 ANN with two layers of 16 neurons each. The reason for using this rather than the MLP-1 network lay in the quality of fitting. It was found that although the training error was less for the MLP-1 network with 32 hidden neurons, the testing error, as also the difference between the training and the testing errors, was much smaller for the MLP-2 network with the same 32 neurons divided equally between the two hidden layers. This was not surprising, because if the number of input neurons is large in comparison with that of the hidden neurons (as in our case), an MLP-2 always contains a smaller number of weights and therefore shows a better generalization property than an MLP-1 network.
Looking at the iterated methods in Section 4, it was observed that since the number of inputs and outputs increased with every iteration, long term prediction would be computationally intensive, while it is known that for real time prediction of disruptions, these predictions should be long enough to ask for iterations of the order of 200-400. Moreover, the single step predicted variablex t1+1 , that is fed back to the input to predictx t1+2 , is certainly not as accurate as the target x t1 , x t1−1 , .... Therefore, the iterative method was not thought to be well suited to the task of disruption prediction. Hence method 2, the direct method, was used for our predictions. In the present study, with a sampling time of 0.02 ms, there were 50 predicted time steps corresponding to a prediction 1 ms earlier (i.e. n = 50 in Eq. (11)). Similarly n = 100 for a 2 ms early prediction and n = 400 when a forecast is made 8 ms in advance.
The non-linear mapping was brought about by the sigmoid of Eq. (5). This is a symmetric sigmoid, bounded in the interval [−1, +1]. The inputs and outputs were normalized in the same interval. Without this normalization, a normalization constant would have been required in Eq. (6), as the outputs had different dimensions.
The ANN was trained using the general adaptive recipe (GAR) algorithm [14] . Learning rate or gradient descent step length was initialized to 1.0. On-line modification of the learning rate was possible in GAR, through specification of up and down adaptation parameters which were set at 0.002 and 0.8, respectively. These values were determined by the network training process. A larger up adaptation increased the gradient descent step length so much as to often overshoot the minima, whereby the error increased. A smaller down adaptation did not reduce the learning rate enough, so that after a few iterations the learning rate increased once again to overshoot the minimum. This effectively slowed down the training. To begin with, the ANN was trained with only one diagnostic signal. This was to test the performance of the network with similar input information as that already used in Refs [4] and [6] . First, one Mirnov probe was used as input, followed by the SXR signal. Finally, only the H α signal was used as the single input. From the training stage itself it became clear that the network required additional information to learn the trends in the data as the learning remained very slow throughout. The only exception was the training with the H α signal, when the error reduced much faster.
The performance of the trained network, fed with SXR signals, in forecasting disruptions is presented in Fig. 2 . The vertical lines denote the actual triggering instant of the instabilities. The main observation here is that the instant of prediction of the triggering of the disruption started lagging behind with respect to the actual signal when prediction was done 3 ms or more early. This more or less agreed with the results of Ref. [6] . The number of inputs was then increased by choosing two Mirnov probes and the SXR and H α signals. The Mirnov probes chosen first were two closely located ones, at poloidal angles of 114 and 138
• . It was observed that the learning rate worsened, as did the forecasting errors on a new discharge. Next, two probes located more or less diametrically opposite to each other were selected, at angles of 42 and 234
• . For this set of inputs, the learning improved over the SXR case but was worse than that of the H α case. The performance of the ANN on new data, however, remained more or less the same as that on the single input cases. The experiment was repeated with similar inputs, but now the two Mirnov probes were those located at 138 and 330
• . A much improved generalization capability of the ANN was noticed. Moreover, the ANN seemed to have gained a better tolerance for long term predictions.
The number of inputs was further increased to four magnetic signals from probes located in the four quadrants around the plasma at angles 42, 138, 234 and 330
• , together with the SXR and H α signals. Although the execution time increased because of a larger ANN structure, this set of inputs clearly produced an overall improvement in the fitting.
This observation was believed to be due to the uniformity of the probe locations around the plasma so that more information was now put into the network. This was corroborated by the fact that initially the choice of Mirnov probes located diametrically opposite improved the performance, as compared with the set of signals from two closely located probes. Then the trained ANN behaved still better with four probes more uniformly spread out in the four quadrants. Thus, this shows that the poloidal distribution of the probes was crucial for the ANN to perform well on out of sample discharges. Use of more probes, however, did not improve the fitting much, and the network ran the risk of being too heavy, resulting in unnecessary computation time. When applied to new data, it is clear from Table 3 that the ANN was most tolerant to the increase of predicted time steps when six different diagnostics were used, although the training error as well the single step prediction error were the minimum when only the H α signal was the input.
Therefore, the final set of diagnostic data used in this study consisted of the following: Since each of the inputs to the ANN was an array, composed of the past values of the variable, it had to be expressed as a vector rather than a scalar, the vector components corresponding to the past values (the number of which in our case was ten). Thus there were six input vectors in the network, corresponding to the six diagnostic signals listed above. The outputs were the future values of the same signals to be predicted, which in this study was at a single time instant only, according to Eq. (11). Thus, the ANN had six scalar outputs.
Forecasting disruption
After the ANN was trained and the weight factors properly set, it was used to forecast disruption on three disruptive discharges from ADITYA. These discharges differed in the maximum plasma current and the duration, but the general behaviours of the fluctuating quantities were similar. Another notable feature was that all these discharges ended in a major disruption, without any preceding minor disruption. As already mentioned, an important criterion for all our forecasting was to choose the instant of disruption triggering.
For the actual detection of the instant of disruption triggering, which in fact was our first goal, an indicator was made whereby the moment the instabilities set in, an alarm would be given to the control system, which then could take measures to soften the impact of the disruption. Table 4 shows the triggering instants as displayed by the indicator for various ∆t, using one of the forecasting discharges for the H α signal. The H α radiation in ADITYA was seen to remain at a more or less constant value (Figs 3, 6 and 9) during the ramp-up and flat-top phase of the discharge before starting to rise at the instant the disruption precursors set in (which coincides with the instant of disruption triggering). So the criterion for defining the disruption triggering was that the signal value should be greater than 2.00. The results showed that the prediction instants remained exactly the same up to ∆t = 7 ms (although there was a very small discrepancy with the actual signal), while for ∆t = 8 ms, a small time lag of 0.02 ms was observed for the first time. This seemed to be the trend in all the discharges used for forecasting, where this time lag varied from 0.02 to 0.03 ms. Therefore, in our results ∆t was limited to 8 ms. Since the ANN inputs were experimental signals, the inherent noise was inevitably there. It was observed that there was a good reduction of error after filtering of the noise, as shown in Table 5 , so that a better fitting was achieved. This motivated us to use filtered experimental data as inputs in the subsequent cases. Figure 3 shows the first of the discharges used for forecasting, shot 6690. This 95.28 kA plasma disrupted at t ∼ 82 ms, while a disruption was triggered at t ∼ 81.50 ms, as our indicator shows. Figure 4 compares the quality of prediction of this disruptive event ∆t = 1, 2, 4 and 8 ms earlier, with respect to the SXR experimental signal. Figure 5 does the same, but with the H α signals. With a sampling time of 0.02 ms for these discharges, this corresponded to predicted time instants 50, 100, 200 and 400 time steps ahead, respectively; these being the values of n in Eq. (11) .
The major observations from these figures were the following.
(a) Unlike the previous articles [4] and [6] where a time lag was reported for the predicted instant of Figure 3 . The first disruptive discharge, shot 6690, was used for forecasting. This plasma shot disrupted around 82 ms, and the disruption was triggered around 81 ms. The plasma current attained prior to disruption was t ∼ 90 kA. disruption beyond 1.12 and 3.12 ms, respectively, the present study did not show any appreciable time lag even for a prediction 8 ms earlier. This showed a significant improvement of the results by the use of more diagnostic information into our neural network.
(b) As the temporal activities were predicted earlier and earlier, there was only a small change in the waveform of the predicted signals with respect to the corresponding targets.
(c) The last 30 ms of the discharge was scanned. This was found to be enough for our purpose, as the temporal activities around the time the instabilities were triggered have been well depicted. Moreover, sawtooth phenomena are clearly observed from Fig. 4 , around 55 ms, which are also included within the predicted part of the signal. (e) A prediction at a time ∆t early means that the signal at time t is predicted at the instant t − ∆t.
If the prediction results are analysed for ∆t = 8 ms, it is observed that the instant of observation of disruption precursors around 81 ms was predicted by using the temporal behaviour around 73 ms. Figure 6 shows the second plasma discharge used for forecasting. This 83.57 kA discharge disrupted at t ∼ 62 ms, the disruption being triggered at t ∼ 60 ms. Figures 7 and 8 display the performance of the neural network for prediction of this disruption 1, 2, 4 and 8 ms early, with only two of the inputs, the SXR and H α signals, being shown.
Analysis of shot 6520 revealed the following: (i) Once again a very good prediction of the triggering of the instability, the instant of which is given by the vertical lines, was observed even for ∆t = 8 ms.
(ii) The last ∼28 ms of this discharge were predicted. The reason for choosing only this portion was that in this temporal range the SXR signal was observed to rise along with the current ramp-up. It was observed that the signal from the monitor was able to pick up the actual rise of core temperature only around 30 ms. However, once again this Figure 6 . The second disruptive discharge, shot 6520, used for forecasting. This plasma discharge disrupted around 62 ms, and the disruption was triggered around 60 ms. The plasma current attained prior to disruption was ∼80 kA. sufficed, as this time regime contained the disruption precursors followed by the current quench, as also a portion of the discharge prior to the triggering of the instabilities.
(iii) The spikes of the SXR signal towards the negative side were only noise and obviously did not have any physical significance. These spikes continued even after the discharge terminated. However, Fig. 7 shows that the noise level was considerably filtered, and the negative spikes were greatly reduced.
The third discharge used for forecasting, shot 6688, is shown in Fig. 9 . In this case the 98.39 kA plasma disrupted at t ∼ 65 ms, while the triggering instabilities set in around 63.32 ms, according to the indicator. The observations from this discharge are described below:
(a) The signal from the Mirnov probe at 42
• , and the SXR and H α signals were predicted remarkably well, with very little distortion in the signals even for a prediction 8 ms early.
(b) The SXR signals in this case did not contain any negative spikes. In addition, sawtooth oscillations were observed prior to the disruption, for the last 30 ms. These sawteeth were excellently picked up by the neural network.
(c) The vertical lines in Figs 10-12 show the instant of triggering of the disruptive instabilities. From Fig. 10 one observes that the MHD activities as picked up by the Mirnov probe started increasing around 63 ms, when the magnetic fluctuations increased in amplitude.
It was seen from the results of all the three disruptive discharges that, while predicting the disruption occurrence, the ANN did not give any false prediction within the non-disruptive part of the discharge. This should be a good motivation for using this algorithm as a disruption alarm.
A general feature of all the predictions was that towards the beginning of the predicted interval, several of the predicted signals became a little distorted with respect to the actual signal, especially at higher ∆t. However, for achieving the goals of the present study, this was not likely to prove any hurdle, as only the prediction of the signal around the instant of the triggering of disruptive instabilities was of prime concern. In the earlier part of the discharges, the . The third disruptive discharge shot 6688, used for forecasting. This plasma discharge shows a major disruption at t ∼ 66 ms. The plasma current attained prior to disruption was t ∼ 103 kA. not give any false alarms. Finally, since experimental plasma discharges were used in this study, the ability of the ANN from the point of view of noise tolerance was automatically ensured. One crucial observation in this work was that the discharges used were not taken on the same day, and yet no effect was noticed in the prediction quality. The quality degraded slightly only due to a larger ∆t. From this it could be concluded that the physical conditions, such as wall conditioning and average plasma density, do not have any effect on the prediction of disruption. Prediction depends basically on the nature of the discharges. The discharges used in this work were, by nature, similar in so far as the general variation of the different temporally varying plasma parameters is concerned. Moreover, all the discharges ended in a major disruption without any intermediate minor disruption. So although the maximum plasma current, loop voltage and the duration of the discharges varied from discharge to discharge, these had no real effect on the quality of prediction.
