Small group detection is still a challenging problem in crowds. Traditional methods use the trajectory information to measure pairwise similarity which is sensitive to the variations of group density and interactive behaviors. In this paper, we propose two types of information by simultaneously incorporating trajectory and interaction information, to detect small groups in crowds. The trajectory information is used to describe the spatial proximity and motion information between trajectories. The interaction information is designed to capture the interactive behaviors from video sequence. To achieve this goal, two classifiers are exploited to discover interpersonal relations. The assumption is that interactive behaviors often occur in group members while there are no interactions between individuals in different groups. The pairwise similarity is enhanced by combining the two types of information. Finally, an efficient clustering approach is used to achieve small group detection. Experiments show that the significant improvement is gained by exploiting the interaction information and the proposed method outperforms the state-of-the-art methods.
Introduction
Detecting small groups in crowds plays an important role in computer vision field, since it provides a fundamental support for high-level semantic analysis and contains a wide range of practical applications, such as crowd scene classification, crowd activity recognition and so on [1] . Small group is first defined as a collection of pedestrians who have interdependent relations to a certain extent [2] . Generally speaking, small group detection in crowds is formulated as a segmentation [3] , [4] or a trajectory clustering problem where the persons travelling with each other are grouped together. An instance is illustrated in Fig. 1 . The persons with the same color bounding boxes mean that they are clustered into the same group.
One of the key issues for trajectory clustering is how to measure the pairwise similarity between trajectories. In general, most of trajectory-clustering approaches are designed based on trajectory information [1] , [5] . In [5] , they propose a series of measures called 'Coherent Neighbor Invariance' to describe the local spatiotemporal relations of moving points in coherent motion. Shao et al [1] assume that the motion of points in the same group have a finite number Persons bounded with the same color mean that they are walking together and clustered into the same group.
Fig. 2
The main technical pipeline for small group detection. Given a video sequence, trajectory information and interaction information are combined to compute edge weight. Then an agglomerative hierarchical clustering method is used to get trajectory groups. Trajectories with the same color mean that they belong to the same group.
of collective transition priors. Ge et al [2] firstly propose to discover small groups and propose a hierarchical clustering algorithm. In recent years, the trajectory based methods have made great progress in small group detection. However, due to the sensitivity to the variations of group density and interaction behaviors, the trajectory information is still far from enough to accurately measure the pairwise similarity and new domain information is needed [6] . Fortunately, social scientists have found that the structure of interaction or relationship is highly related to small groups [7] . This inspires us that we should not only exploit the trajectory information but also take into consideration of interaction information conveyed from video content.
In this letter, we incorporate the interaction information into small group detection. Thus, we propose two types of information, i.e., trajectory and interaction information, to cluster trajectories. The trajectory information is used to describe the spatial and motion information. The interaction information consisting of conversation and handholding classifiers is exploited to capture the interactive behaviors from video sequence. The goal of the interaction Copyright c 2017 The Institute of Electronics, Information and Communication Engineers information is to enhance the pairwise similarity of group members. The pipeline of our method is illustrated in Fig. 2 .
This letter is organized as follows. Section 2 introduces the proposed method. Experimental results are provided in Sect. 3. Finally, this letter is concluded in Sect. 4. and vl i j denote its position and velocity respectively in the ith frame. t j is an indicator to record its starting time and ending time. The goal of this paper is to discover small
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where K is the number of groups and g k = [l 1 , l 2 ] denotes the k-th group consisting of the trajectories l 1 and l 2 if l 1 and l 2 belong to the same group.
Weights Calculation

Trajectory Information
In the social science literature, Mcphail et al [7] conduct a series of experiments to find out which people are travelling with each other. Their experiments indicate that group member satisfies the following properties: people are close enough with each other and not separated by the others;people have the same speed within 0.5 feet per second and motion direction within 3 degrees [2] . According to the aforementioned properties, we know that any two people are considered as group members if they have very small spatial distance, the same speed and direction at the same time. Based on this underlying consideration, a trajectory information weight s l (k, j) is defined to compute the pairwise similarity between trajectories:
is a combination of spatial proximity and velocity difference. α is a weight factor that controls the contribution of each term. We set α = 1 which means that each term is equally important. Γ denotes the overlap time between any two trajectories. d s (k, j) and d v (k, j) compute the average spatial distance and the average velocity difference among Γ scaled by a normalization factor σ s (or σ v ), respectively.
Interaction Information
The video sequence itself contains rich semantic information. Exploiting these semantic information from video can help detect small groups much better. In particular, the interaction between pedestrians is a very important kind of semantic information. It is highly discriminative and can help observers identify group members in crowds more accurately.
To import these interaction information, we define two classifiers that can capture interactive behaviors between pedestrians. The first classifier which we call conversation classifier, recognizes the conversation activity as shown in Fig. 3 (a) . The second classifier, we name it hand-holding classifier, assesses the likelihood of containing the behavior that two persons hold the hands. Some samples of these two behaviors are shown in Fig. 3 . Both of them are measured to evaluate whether there is a connection between any two persons. In general, persons who converse with each other or hold the hands should be grouped together.
Given two nodes (trajectories) (v k , v j ), the interaction weight for the edge e = (v k , v j ) is computed via the following three steps:
1. Calculate class score c 2. Compute confidence score s 1 (k, j) and s 2 (k, j) for the interaction term. As inspired by the method [8] , [9] , we define that two persons have interaction if they are classified as either conversation or hand-holding class many times along the overlap time Γ. Let s m (k, j) denote the m-th kind of interaction confidence score. We have
where δ(x) is a binary function that assigns 1 to x if x is greater than 0, and 0 otherwise. θ is a threshold which is set as 0.5. Thus, the confidence score s m (k, j) is represented by the times that the window W i k j is classified as m-th class scaled by the overlap time Γ. This favors that the more times two nodes are classified as m-th class the more likelihood they have this kind of interaction.
3. Calculate the interaction weight s h (k, j) by a linear combination [10] :
where α h is a weight factor to control the impact of each cue. We set α h = 0.5 which means that each term is equally important. Finally, the edge weight w k j is defined as:
In this formulation, the trajectory information term can be considered as a base, which means that pedestrians who have spatial proximity and similar velocity are likely to be grouped together; the interaction term can be regarded as an enhancement. It will increase the possibility of being grouped together if pedestrians have high confidence of interaction with each other.
Clustering Trajectories
The small group detection is formulated as a clustering problem. We use an agglomerative hierarchical clustering method called single-linkage clustering (SL) [11] to get connected sub-graphs. Initially, this approach regards each node as a separate cluster and then gradually merges clusters with the maximum weight until the maximum weight is less than the threshold T . The weight between two clusters G 1 and G 2 is determined by a single element pair g(
Experiments
Database
We construct 10 video sequences with different densities ranging from approximately 15 to 40 pedestrians. The detail of video sequences are summarized in Table 1 . To obtain the ground truth, the whole body of each person is annotated with a bounding box. To reduce the manual workload, we use Faster R-CNN [12] to generate detections and manually refine the inaccurate ones to get the final ground truth. These bounding boxes then consist of ground truth trajectories by using the tracking method † . To get reliable trajectories, we manually delete the wrong trajectories. Consequently, for each person in the video, its trajectory with a unique ID is generated. We follow the procedure and experimental setting as [2] . Briefly speaking, nine subjects watch the videos with IDs covered on all pedestrians. All subjects are asked to identify small groups and give same label to group members with IDs to represent which group they belong to. For ambiguous IDs, they are assigned to the most common labels.
Evaluation Metrics
Since small group detection is formulated as a trajectory NMI is one of the most common measurement in clustering, information retrieval, feature selection and so on. The other measurement we exploit in the experiment is Rand Index (RI) † † † . The higher RI is, the closer clusters get to ground-truth.
Implementation Details
To train the two classifiers, we firstly collect a large number of crowd pictures from the mall dataset † † † † and Web. We get the conversation(/hand-holding) samples from the collected pictures by three steps. Step1, get the bounding box for each pedestrian by following the procedure in Sect. 3.1. Step2, crop the minimum windows containing two bounding boxes as initial samples. Step3, manually select conversation(/hand-holding) samples from the initial samples obtained from step2. Finally, the collected dataset has 6900 images consisting of 2600 conversation samples, 2700 hand-holding samples and 1600 non-interaction samples. To train the conversation (/hand-holding) classifier, we have about 1800 conversation (/hand-holding) samples and about 3000 negative samples consisting of hand-holding and non-interaction samples. We fine-tune the Alex net on our training set with the pre-trained model on the ImageNet dataset.
Performance
We compare our method with 3 state-of-the-art approaches: CF [5] , CT [1] and HC [2] . Since CF and CT are used to detect group in every frame, their performances are obtained by averaging the results in all frames. To perform a fair comparison, we instead use our provided trajectories for CF and CT ; the parameters in HC τ s and τ v are consistent to ours σ s and σ v . τ s and τ v are two thresholds which measure spatial distance and velocity difference, respectively. σ s and σ v are empirically set as 80 and 2. The threshold T is set as 0.75.
The quantitative evaluation of our method compared with 3 state-of-the-art methods is given in Table 2 . From Table 2 , we can see that our approach outperforms other Table 2 Grouping results of all methods. S L indicates that we instead use the clustering algorithm S L in all methods. ori denotes the method itself.
CF [5] CT methods. In particular, our method achieve about 3% improvement of NMI on HC and about 14% improvement on CF and CT . The result is rational, since our method not only uses the trajectory information such as spatial and motion information but also takes into consideration of interaction information. To perform a more fair comparison, we instead use the clustering algorithm (SL) in all methods. The results are shown in Table 2 . The performance of CF and CT are still lower than our method, though using S L improves their performance. This indicates the efficiency of the proposed trajectory and interaction information. On the other hand, we replace S L in HC in the experiments which results in performance reduction. This shows that the clustering algorithm (SL) we used is not the best. However, our method still outperforms the other methods. This further verifies the efficiency of the proposed interaction information. In addition, we compare the average running time of different clustering algorithms as shown in Table 3 . We run Matlab code on the computer with a 2.8GHz processor. We can see that our method takes less time than others. We evaluate the contribution of the interaction information proposed in our method. The results are shown in Fig. 4 . We can see that two classifiers in interaction term make their contribution to our method respectively. The best performance can be achieved when all information are combined together.
To demonstrate the performance of the two interaction classifiers, we use Cross Validation method to verify the classifiers' performance. The collected data is randomly divided into two nonoverlapping subsets, where 50% images are training samples and the others are testing samples. The randomly splitting and training is performed 50 times. Table 4 shows the classification accuracy. ClassC denotes the conversation classifier and ClassH means the hand-holding classifier. As can be seen, the accuracy of two classifiers attains about 78%. Intuitively, the performance is not very well. Since the samples collected from mall dataset are low resolution and body posture is not obvious enough, it is very difficult to classify the samples collected from mall dataset.
Conclusion
In this letter, we propose two types of interaction information to detect small pedestrian groups. To our best knowledge, such idea is first applied in small groups detection. The experiments demonstrate that our method outperforms the state-of-the-art methods and the significant improvement is gained by exploiting the interaction information.
