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Abstract
An exact solution to the Poisson-Boltzmann and Stokes equations is derived
to describe the electric double layer with inhomogeneous dielectric and viscos-
ity profiles in a lateral electric field. In the limit of strongly charged surfaces
and low salinity, the electrokinetic flow magnitude follows a power law as a
function of surface charge density. Remarkably, its exponent is determined
by the interfacial dielectric constant and viscosity, the latter of which has
eluded experimental determination. This provides a novel method to extract
the effective interfacial viscosity from standard electrokinetic experiments.
We find good agreement between our theory and experimental data.
Keywords: Electrokinetics, interfacial slip, liquid-solid interface, electric
double layer
Introduction. — Electro-osmosis is the motion of an electrolyte solution in-
duced by an electric field along a surface [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12],
whereas electrophoresis is the electric-field-induced motion of a colloid sus-
pended in an electrolyte [1, 2, 3, 13, 14, 15]. These electrokinetic effects play
important roles in industry and bio-systems [16, 17, 18]. Originating in the
nanometer-wide electric double layer, both effects depend sensitively on the
structure and the dynamic properties of this interfacial layer. Simulation
studies demonstrate that the surface layer exhibits an increased viscosity
at hydrophilic surfaces [19], in agreement with early theories used to ex-
plain electrokinetic experiments [3]. At hydrophobic surfaces, however, a
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depletion layer and a finite slip length are observed, indicating a decreased
effective viscosity [4, 5, 6, 7, 8, 9, 19, 20, 21]. The interfacial dielectric pro-
file of water has been studied using molecular dynamics (MD) simulations
[4, 5, 6, 7, 8, 19, 20, 21, 22, 23, 24, 25, 26], revealing a highly inhomoge-
neous and oscillating profile near the interface [22, 23]. Whereas an effective
interfacial dielectric constant can be readily obtained from capacitance mea-
surements, experimental determination of the interfacial viscosity has been
controversial [27, 28, 29].
The traditional model describing electro-osmosis and electrophoresis is
based on the Poisson-Boltzmann (PB) and Stokes equations [1, 2, 3]. How-
ever, this model fails to capture many experimental observations, such as
the saturation of the electrokinetic flow with rising surface charge density
[3, 30, 31, 32]. The discrepancies have largely been resolved by computing
numerical solutions to the PB and Stokes equations, including the dielectric
and viscosity profiles extracted from simulations [24, 25]. Yet the numerical
solutions cannot be used to unequivocally extract the interfacial profiles from
experimental data without prior knowledge.
In this Letter, we construct an exact solution and derive analytical asymp-
totic expressions for the electrokinetic flow beyond the linear theory [33].
With these expressions, information about the subnanometer-scale interfacial
properties can be directly acquired from standard electrokinetic experiments.
In particular, in the limit of strongly charged surfaces and low salinity, we ob-
tain an analytical power-law relation for the magnitude of the electrokinetic
flow.
Central result. —We model the interfacial structure by a layer of width z∗,
which has a dielectric constant εint and viscosity ηint different from the bulk
values ε and η. In addition, we include specific adsorption of monovalent ions
into the interfacial layer, expressed by a constant chemical potential kBTα
with kBT being the thermal energy. Using this box model, we derive from
the PB and Stokes equations (explained below) that in the limit of strongly
charged surfaces and low salinity, the electrokinetic surface charge density














with ε0 being the electric permittivity of vacuum and e the elementary charge.
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Figure 1: The electrokinetic surface charge density σek for a c0 = 1mM electrolyte solution
as a function of the bare surface charge density σ0 (double-logarithmic). The colored
lines show the full analytical solutions [Eqs. (7), (8), (11), and (12)] with parameters
obtained in MD simulations (solid lines, denoted MD) and with fitted parameters (broken
lines, denoted Fit). The colored dotted lines denote Eq. (1) with fitted parameters. The
black broken line denotes σek = σ0. We set ε = 78 [35] and T = 298K. The interfacial
parameters are summarized in Table 1. Because the experimental data have been published
as continuous lines [31], we have extracted data points every 0.5µC/cm2(≈ 0.03 e/nm2)
for σ0 < 0 (symbols). In order to cancel the surface conduction correction [31], the
hydrophilic data have been reconstructed according to σek = sinh(arcsinh(σcorrek )/1.55),
with σcorrek corresponding to the value reported in reference [31]. (b) is a magnification of
(a).
Fitting Eq. (1) to experimental data uniquely determines the equation’s pref-
actor, as well as the exponent γ. Because εint can be derived from capacitance
measurements [22, 34], the procedure yields the interfacial viscosity ηint.
Fig. 1 shows a double-logarithmic plot of σek. The experimental data
(symbols) have been obtained with TiO2 (hydrophilic) and AgI (hydropho-
bic) in KNO3 aqueous solutions (explained in the caption of Fig. 1) [31].
Without interfacial effects σek = σ0 (black broken line). The deviation of
the data from the black broken line reveals the importance of the interfacial
effects. The colored solid and broken lines denote the solutions defined by
Eqs. (7) and (8) (see below), and the colored dotted lines denote Eq. (1). The
interfacial parameters of the model are obtained in two different ways. First,
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we take the parameters obtained from MD simulations of generic hydrophilic
and hydrophobic solid planar surfaces, which have been independently veri-
fied by comparison with multiple sets of experimental data on surface capac-
itance [22, 23], surface conduction and electrokinetics [24, 25]. Even though
the simulations were performed for diamond surfaces instead of the surface
types used in the experiments that we compare with, the advantage of this
approach is the total absence of fit parameters. The specific adsorption pa-
rameter α is expected to depend sensitively on the combination of ions and
surfaces used, and is set to α = 0 due to a lack of literature data. For
hydrophilic surfaces, the slip length b and ηint are measurable in MD simula-
tions [19]. Therefore, we use z∗ = b(η/ηint − 1)−1, and εint is determined by
the value of the surface capacitance εint/z∗ [22, 23, 24, 25]. For hydropho-
bic surfaces, slip is caused by a low-density depletion layer, which can be
modeled by a slip boundary condition or by a low-viscosity layer. Either
description constitutes an approximation that captures the large-scale hy-
drodynamic properties well, but at the molecular scale, both approximations
are imperfect. We choose εint = 1, determining z∗ through the capacitance,
and determine ηint from b by ηint = ηz∗/(b + z∗). For both surface types we
observe a fair agreement between the experimental data and our analytical
theory without fit parameters (Fig. 1, solid lines). However, this procedure
without fit parameters predicts a higher slope than the one exhibited by the
experimental data for hydrophobic surfaces (blue squares).
As a second approach, we extract the interfacial properties from a fit to
the experimental data. At the hydrophilic surface, the exponent γ extracted
from the MD simulations provides a good fit to the experimental data (Fig. 1,
dotted lines). Excellent agreement is achieved by fitting only α (Fig. 1,
broken lines), resulting in the moderate value of α = 1.1. At the hydrophobic
surface, we fit Eq. 1 to the high-σ0 part of the curve shown in Fig. 1(b). As
the quality of the decades-old data does not allow for a 4-parameter fit, we
fix εint and fit z∗, ηint/η and α. Good agreement with the experimental
data is achieved using a 3.2 Å-wide low-viscosity layer (resulting slip length
b = 1.6 nm). The differences between the MD and fit parameters are not
unexpected, given that the MD simulations where performed for diamond and
the experiments for AgI. The stronger repulsion of ions from the interfacial
layer at hydrophobic surfaces (α = 10) than at hydrophilic surfaces (α = 1.1)
is consistent with ionic potentials of mean force calculated by MD simulations
of hydrophobic and hydrophilic self-assembled monolayers [25]. The fitted
and MD parameters used in Fig. 1 are summarized in Table 1.
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Table 1: Interfacial parameters from molecular dynamics simulations (MD) [19, 22] and
from fitting (Fit). The interfacial capacitance εint/z∗ and the slip length b are shown for
comparing the difference between MD and Fit.
εint z
∗ ηint/η α εint/z∗ b
(nm) (nm−1) (nm)
hydrophilic MD 4.4 0.44 3.7[19] 0.0 10[22] -0.32[19]
Fit 4.4 0.44 3.7 1.1 10 -0.32
hydrophobic MD 1.0 0.12 0.054 0.0 8.3[22] 2.1[19]
Fit 1.0 0.32 0.17 10 3.1 1.6
Our theory and the comparison with experimental data reveal that the
electrokinetic surface charge σek exhibits a power law behavior with a small
but non-zero exponent (γ = 0.074 for the hydrophobic and γ = 0.015 for the
hydrophilic surface), determined by the subnanometer-wide interfacial struc-
ture. The fitting procedure works particularly well for hydrophilic surfaces,
confirming the value of ηint derived from MD simulations. Note that charged
hydrophilic surfaces are also the most relevant in biological and industrial ap-
plications. Therefore, the newly-derived Eq. (1) provides a method to mea-
sure the parameters characterizing the interfacial structure, and in particular
the elusive interfacial viscosity, by standard electrokinetic experiments.
Model. — To derive Eq. (1) we consider a planar interface, so that the
electrostatic potential and all density distributions only depend on the per-
pendicular coordinate z. In the presence of an inhomogeneous local dielectric










where ε0 is the vacuum permittivity, ψ is the electrostatic potential, and ρ
is the ionic charge density. The dielectric profile ε⊥(z), calculated using MD
simulations, shows strong oscillations [22, 23], but can be cast into a box
profile [22, 23, 24, 25, 33] to make the model analytically tractable,
ε⊥(z) =
{
εint for 0 < z < z
∗,
ε for z > z∗,
(3)
where εint is the interfacial dielectric constant, ε is the dielectric constant
of bulk water, and z∗ is the width of the interfacial layer [see Fig. 2(a)].
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The charge density equals ρ(z) = e[c+(z) − c−(z)], where e is the elemen-
tary charge, and c+ (c−) is the concentration of cations (anions). Neglecting
steric ion effect [36, 37, 38, 39], we model monovalent ions whose concentra-
tions obey a Boltzmann distribution, c±(z) = c0 exp [∓Ψ(z)− µ±(z)], where
c0 is the bulk salt concentration and Ψ = eψ/kBT . Furthermore, µ+(z)
and µ−(z) are non-electrostatic contributions to the potential, for which we
use a box profile, µ±(z) = αθ(z∗ − z), where α is an adjustable parameter
and θ(z) is the Heaviside function [see Fig. 2(a)]. The boundary condition
on the surface reads dψ/dz|z=0 = −σ0/εintε0, where σ0 is the bare surface
charge density, and far away from the surface ψ|z→∞ = 0. At the boundary
between the interfacial and the diffuse layer, we use continuity of the po-
tential ψ(z)|z=z∗−0 = ψ(z)|z=z∗+0, and continuity of the displacement field
εintdψ/dz|z=z∗−0 = εdψ/dz|z=z∗+0. For an inhomogeneous viscosity profile,








+ ρ(z)E‖ = 0, (4)
where η⊥(z) is the viscosity profile, u(z) is the tangential velocity profile
and E‖ is the applied tangential electric field. The zeta potential ζ is de-
fined as the solvent flow infinitely far away from the surface [24, 25, 33]
ζ = −ηu|z→∞/εε0E‖. Combining Eqs. (2) and (4), and using the boundary










We approximate the viscosity profile by a box function,
η⊥(z) =
{
ηint for 0 < z < z
∗
η for z > z∗,
(6)
where ηint is the viscosity in the interfacial layer [see Fig. 2(a)]. The width of
the viscous interfacial layer generally differs from the dielectric one [24, 25],
depending on the assumed values of the interfacial dielectric constant εint
and viscosity ηint. For analytical tractability, we use the same width for
both, allowing εint and ηint to vary.
Clearly, the ion distributions in the interfacial layer are only well repro-
duced when using the full dielectric profile. Our approach is valid, neverthe-
less, because we calculate the potential difference and the velocity far away
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Figure 2: (a) Illustration of the model of the interfacial layer with width z∗, which has a
dielectric constant εint, additional chemical potential kBTα, and viscosity ηint. The surface
has a bare surface charge density of σ0. The region of z > z∗ has a dielectric constant
ε and viscosity η. (b) The nondimensional electrostatic potential Ψ(z) for different bulk
salt concentrations (monovalent) and σ0 = 0.1 e/nm2. We set ε = 78 [35], T = 298K,
z∗ = 0.1nm (broken line), εint = 1, and α = 0.0.
from the surface. In other words, we define the interfacial dielectric and
viscous profile such that those quantities can be reproduced by continuum
modeling. It has been extensively verified that this box-based continuum
model effectively reflects the complex subnanometer interfacial structure well
[22, 23, 24, 25]. It is this proven correspondence that allows us to use the
analytically tractable model presented here to reverse the calculation, and to
extract the effective microscopic parameters from macroscopic experiments
without relying on MD simulations and numerical calculations.
From Eqs. (3), (5) and (6) the zeta potential follows as [40]
ζ = γψ0 + (1− γ)ψ∗, (7)
using the surface potential ψ0 = ψ(0) and the interfacial-boundary potential
ψ∗ = ψ(z∗), and defining γ = εintη/εηint. Based on the Grahame equation,










For homogeneous systems, in which ηint = η and εint = ε, we obtain σek = σ0.
In other words, deviations from σek = σ0 are a measure for interfacial effects.






α)κ2 sinh Ψ for 0 < z < z∗,
κ2 sinh Ψ for z > z∗,
(9)
where κ−1 is the Debye length defined via κ2 = 2e2c0/εε0kBT . For z > z∗, the
general solution of Eq. (9) which satisfies the boundary condition at z →∞,
is given in terms of Ψ∗ = Ψ(z∗) as
Ψ(z) = 2 ln
1 + e−(z−z
∗)κ tanh(Ψ∗/4)
1− e−(z−z∗)κ tanh(Ψ∗/4) for z > z
∗. (10)
Next, we solve Eq. (9) in the range of 0 < z < z∗. Eq. (9) is symmetric
for cations and anions, so we restrict our discussion to a negatively charged









ε/εinteα(z − z∗)− F
(
arccos [− tanh(Ψ∗/2)]
∣∣∣1− p) ∣∣∣1− p)] ,







ε/εinteα(z − z∗) + F
(
arcsin [− tanh(Ψ∗/2)]
∣∣∣1− p−1) ∣∣∣1− p−1)] ,
for 1 < p,
(11)
where cn(x|m) and sn(x|m) are Jacobian elliptic functions [42], F (ϕ|m) is
the elliptic integral of the first kind [42], and p is an integration constant
which satisfies the relation p = [(eαε/εint)−1](cosh Ψ∗−1)/2. The boundary
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∣∣∣1− p−1) ∣∣∣1− p−1) ,
for 1 < p,
(12)
where ds(x|m) and dc(x|m) are Jacobian elliptic functions [42]. Fig. 2(b)
shows the electrostatic potential profile, eq. (11), for different bulk salt
concentrations and σ0 = 0.1 e/nm2. We use the parameters ε = 78 [35],
T = 298K, εint = 1, z∗ = 0.1 nm, and α = 0. In the interfacial layer, the
potential decays faster than the region of z > z∗ due to the low dielectric
















































Figure 3: Eq. (12) in terms of the interfacial-boundary potential Ψ∗ (solid lines). We use
the parameters ε = 78 [35], T = 298K, εint = 1, z∗ = 0.1 nm, and α = 0. (a) is a linear-
scale graph, whereas (b) is a double-logarithmic one. Dotted lines in (a) are calculated by
linear analysis [33], and broken lines in (b) denote Eq. (13) for 1mM and 10mM.
From asymptotic analysis of Eqs. (11) and (12) in the limit of strongly
charged surfaces and low salinity, the interfacial-boundary potential saturates
at the value








and the surface potential Ψ0 = Ψ(0) becomes









Substituting Eqs. (13) and (14) into Eq. (7), and substituting Eq. (7) into
Eq. (8) leads to Eq. (1). Fig. 3 shows the interfacial-boundary poten-
tial Ψ∗ for different salt concentrations as a function of the bare surface
charge density σ0. In Fig. 3(a), the solid lines denote Eq. (12), and the
dotted lines denote the linearized solution [33] for parameters ε = 78 [35],
T = 298K, εint = 1, z∗ = 0.1 nm, and α = 0. For weakly charged sur-
faces, Ψ∗ increases linearly with the surface charge density. However, above
a specific σ0 depending on the salinity, Ψ∗ shows a nonlinear dependence.
Fig. 3(b) (double-logarithmic) clearly shows the saturation of Ψ∗ in the limit
of strongly charged surfaces. Horizontal broken lines indicate Eq. (13). The







































Figure 4: The surface potential Ψ0 as a function of the bare surface charge density σ0
(solid lines). We use the parameters ε = 78 [35], T = 298K, εint = 1, z∗ = 0.1nm, and
α = 0. (a) is a linear-scale graph, whereas (b) is a semi-logarithmic one. Dotted lines in
(a) are calculated by linear analysis [33], and broken lines in (b) denote Eq. (14).
for a homogeneous dielectric constant [2]. Fig. 4 shows the surface potential
Ψ0 at a given salt concentration. In Fig. 4(a) (linear scale), the solid lines
denote the numerical result obtained by solving Eqs. (11) and (12), and the
dotted lines denote the linearized solution [33]. Broken lines in Fig. 4(b)
(semi-logarithmic scale) indicate the dependence |Ψ0| ∼ ln(σ20/c0) for large
|σ0|, which follows from Eq. (14).
Summary and conclusions. — We derive an analytical expression for the
electrokinetic surface charge density σek using a universal model of the struc-
ture of the interfacial layer. The model consists of box profiles for the vis-
cosity, the dielectric constant and the specific ion adsorption. In the limit
of strongly charged surfaces and low salinity, |σek| increases as a function
of the bare surface charge density as a power law with nonuniversal expo-
nent γ = εintη/εηint. The exponent is larger for hydrophobic surfaces (where
ηint < η) than for hydrophilic surfaces (where ηint > η), in agreement with
experimental data. Fitting the analytical power law to experimental data of
σek as a function of the bare surface charge density σ0 gives direct access to
the interfacial quantities z∗, εint, α and in particular the elusive effective in-
terfacial viscosity ηint. Therefore, our analytical expression provides a novel
method to extract the subnanometer-scale structure of the interfacial layer
directly from conventional macroscopic experiments. As the available exper-
imental data is limited and dates back to mid last century, we hope that our
10
present results will stimulate new experimental studies.
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