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Zusammenfassung
Die Regulation der Genaktivita¨t ist von zentraler Bedeutung fu¨r alle lebenden Zellen. Sie
ist die Basis fu¨r die ra¨umliche und zeitliche Differenzierung von Stammzellen in ho¨heren Or-
ganismen und erlaubt es Mikroorganismen schnell auf fluktuierende Wachstumsbedingungen
zu reagieren. Auf molekularer Ebene sind diese Reaktionen durch ausgeklu¨gelte Regulations-
netzwerke gesteuert, welche sowohl extrazellula¨re als auch intrazellula¨re Reize integrieren
und dadurch alternative genetische “Programme” in einer sinnvollen, kontext-spezifischen
Weise aktivieren. In dieser Dissertation werden drei verschiedene Strategien bakterieller Gen-
regulation untersucht, mit Fokus sowohl auf die molekulare Beschreibung der regulativen
Mechanismen als auch auf die funktionalen Aspekte verschiedener Regulationsstrategien.
Um auf scha¨dliche Umwelteinflu¨sse und Stressfaktoren zu reagieren, besitzen Bakterien
zahlreiche Stressantworten, deren schnelle Aktivierung entscheidend fu¨r Wachstum und U¨ber-
leben ist. Die korrekte Funktion vieler Stressantworten ha¨ngt jedoch oftmals von einer Kom-
bination verschiedener Umweltfaktoren ab, so wie z.B. von der Verfu¨gbarkeit des Substrats
der Stressantwort und von der Abwesenheit inhibitorischer Substanzen. Es ist daher eine
zentrale Frage wie Zellen diese Vielzahl von Signalen integrieren, verarbeiten, und so eine
konditionale Antwort auf Umwelteinflu¨sse erzeugen. Der erste Teil dieser Arbeit konzentriert
sich auf das Lysin-Decarboxylase-System (Cad) System von E. coli, welches ein hervorra-
gendes Beispiel fu¨r eine konditionale Stressantwort darstellt. Das Cad-System schu¨tzt Zellen
gegen Sa¨urestress und wird nur aktiviert wenn sowohl der externe pH-Wert niedrig ist als
auch das Substrat fu¨r die Stressantwort, Lysin, im Wachstumsmedium vorliegt. Es wird
gezeigt, dass das Cad System zusa¨tzlich auch das Endprodukt der Sa¨ureantwort, Cadaverin,
wahrnimmt, was zu einem verzo¨gerten Ausschalten der Transkription im Cad System fu¨hrt.
Unsere Analyse des molekularen Mechanismus der Cadaverin-Wahrnehmung la¨sst schliessen,
dass der membrangebundene Sensor CadC durch sequentielle Bindung von Cadaverin an vier
kooperative Bindungsstellen inaktiviert wird. Solch eine negative Ru¨ckkopplung durch Ca-
daverin ko¨nnte als homo¨ostatische “Produce-to-Demand” Strategie dienen, welche die Kosten
der Genexpression in Zeiten schwieriger Wachstumsbedingungen minimiert.
Der zweite Teil dieser Dissertation bescha¨ftigt sich mit genetischen Regulationsstrategien
mit “Geda¨chtnis”, welche eine wichtige Rolle in der Entwicklung multizellula¨rer Organismen
und in der sozialen Organisation mikrobieller Gemeinschaften spielen. In Analogie zur dig-
italen Elektronik spricht man bei genetischen Netzwerken mit Geda¨chtnis von sequentiellen
genetischen Schaltkreisen. Wa¨hrend die Prinzipien von rein kombinatorischer Transkriptions-
logik schon gut untersucht sind, gibt es bis heute nur wenige Studien zur sequentiellen Tran-
skriptionslogik. In dieser Arbeit werden die Prinzipien der sequentiellen Transkriptionslogik
na¨her untersucht und eine umfassende Klassifikation der elementaren Bausteine fu¨r das De-
sign sequentieller Schaltkreise vorgenommen. Unsere Analyse zeigt, dass die einfachsten se-
quentiellen Bausteine in u¨berraschend wenige funktionale “Familien” fallen. Des Weiteren
wird untersucht wie das molekulare Repertoire bakterieller Genregulation verwendet werden
kann, um kompakte und robuste Implementationen dieser Bausteine zu erzeugen. Mo¨gliche
Anwendungen in der Synthetischen Biologie und die Signifikanz von sequentieller Logik in
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natu¨rlichen genetischen Netzwerken werden diskutiert.
Stochastische Fluktuationen kennzeichnen die Expression von Genen auf dem Einzelzell-
Niveau und fu¨hren selbst in genetisch identischen Zellen unvermeidlich zu heterogenem Ver-
halten. Wa¨hrend dieses Rauschen oft nachteilige Effekte auf die Funktion einzelner Zellen
hat, kann es auch ausgenutzt werden um stochastische Regulationsstrategieen auf Population-
sebene zu implementieren. Der letzte Teil dieser Arbeit bescha¨ftigt sich mit der stochastis-
chen Induktion des Ara Systems von E. coli, welches den Import und den Abbau des Zuck-
ers Arabinose erlaubt. Es wird gezeigt dass das Ara System nach plo¨tzlicher Zugabe von
sub-saturierenden Mengen von Arabinose erst nach einem signifikanten Zeitversatz induziert,
welcher zusa¨tzlich eine grosse Zell-zu-Zell-Variation aufweist. Unsere Analyse la¨sst schliessen,
dass dieser heterogene Induktionsprozess mit der stochastischen Verteilung von Arabinose-
Aufnahmeproteinen zum Zeitpunkt der Zuckerzugabe korreliert. Der Abschaltvorgang unter
Arabinose-Wegnahme ist hingegen schnell und homogen und es wird gezeigt, dass dies von
dem vormals uncharakterisierten Membranprotein AraJ abha¨ngt. Ein vereinfachtes math-
ematisches Modell fu¨r bakterielles Wachstum veranschaulicht, dass ein heterogenes Induk-
tionsverhalten grundsa¨tzlich von Vorteil sein kann und in fluktuierenden Umgebungen als
“Bet-Hedging” Strategie dienen ko¨nnte.
Diese kumulative Dissertation ist folgendermaßen strukturiert: In Kapitel 1 werden die
grundsa¨tzlichen Prinzipien von bakterieller Wachstumsphysiologie eingefu¨hrt und es wird
motiviert warum Genregulation von Vorteil sein kann. In Kapitel 2 wird die quantitative
Charakterisierung des Cad Systems pra¨sentiert. Kapitel 3 stellt die Klassifizierung und
Charakterisierung sequentieller Schaltkreise in der Genregulation dar. In Kapitel 4 wird das
heterogene Anschaltverhalten des Arabinose Systems analysiert und potentielle evolutiona¨re
Vorteile eines solchen Verhaltens untersucht. Die vier Publikationen, welche die Grundlage
dieser Dissertation bilden, sind in Anhang A zu finden.
Summary
The regulation of gene expression is of central importance for all living cells. It provides the
basis for spatiotemporal differentiation of stem cells in higher organisms and allows for rapid
responses of microbes to changing growth conditions. On a molecular level, these responses
are controlled by sophisticated regulatory networks, which integrate both environmental as
well as intracellular cues to orchestrate alternative gene expression programs in a context-
dependent manner. In this thesis, three different strategies of bacterial gene regulation are
analyzed, with both a focus on the molecular description of the regulatory mechanisms as
well as on the functional aspects of the different regulation strategies.
Under stressful growth conditions the timely activation of specific defense mechanisms can
be essential for cellular growth and survival. The proper function of many stress protection
systems often relies on a combination of several environmental factors, such as the availability
of substrates and the absence of inhibitors of the defense reaction. Therefore, one important
challenge is to understand how stress response systems integrate and process multiple input
signals and generate responses conditional on the environment. The first part of this thesis
focusses on the lysine-decarboxylase (Cad) system of E. coli, which is a prime example for a
conditional stress response system. The Cad system protects cells against acid stress and is
only activated at low pH and if the substrate for the acid defense reaction, lysine, is present in
the environment. It is shown that the Cad system also senses the end-product of the defense
reaction, cadaverine. This leads to a delayed transcriptional shut-down of the Cad system.
Our analysis sheds light on the molecular mechanism of cadaverine sensing, suggesting that
the membrane-bound sensor CadC is sequentially inactivated by four cooperatively interacting
cadaverine binding sites. Such negative feedback via cadaverine might serve as a homeostatic
“produce-to-demand” strategy, which minimizes the cost of operon induction under stressful
conditions.
The second part of this thesis addresses gene regulation strategies with memory, which
play a vital role in the development of multicellular organisms and in the social organization
of microbial communities. In analogy to digital electronics, genetic networks with memory
are often referred to as sequential logic circuits. While the schemes of pure combinatorial
cis-regulatory logic have been studied in great detail before, little is known about the schemes
of sequential logic in gene regulation. Here such a general perspective is provided and a
comprehensive classification of the building blocks for sequential logic design is given. Our
analysis shows that all basic sequential logic devices fall into surprisingly few functional
families, and we scrutinize how the molecular repertoire of bacterial gene regulation can be
leveraged to find compact and robust genetic implementations. Possible applications of these
new devices in synthetic biology as well as the general significance of sequential logic in natural
genetic circuits are discussed.
Stochastic fluctuations are inherent to gene expression at the single cell level and lead to
inevitable heterogeneity even in genetically identical cells. While such noise is often detri-
mental for the proper function of individual cells, it can also be exploited to implement a
stochastic regulation strategy at the population level. The last part of this thesis focusses
xii Summary
on the stochastic induction of the Ara system of E. coli, which allows cells to import and
catabolize the sugar arabinose. Upon sudden addition of intermediate arabinose levels, it is
found that individual bacteria induce the Ara system with highly variable time delay. Our
analysis suggests that this heterogeneous induction process is correlated with the stochastic
distribution of arabinose uptake proteins at the time of sugar addition. In contrast, the down-
regulation of the Ara system in response to arabinose removal is rapid and homogeneous and
depends on the previously uncharacterized membrane protein AraJ. A mathematical model
for bacterial growth reveals that in fluctuating environments the heterogeneous timing in gene
induction of the Ara system can naturally arise as a bet-hedging strategy.
This cumulative thesis is structured as follows: In Chapter 1 the basic principles of bacterial
growth physiology are introduced, and a motivation why it is beneficial to regulate genes in
response to environmental changes is given. In Chapter 2 the quantitative characterization
of the Cad system is presented. Chapter 3 addresses the classification and characterization of
sequential logic circuits in gene regulatory networks. In Chapter 4 the heterogeneous timing
in the induction of the Ara system and its potential functional advantages are analyzed. The
full texts of the four publications described within this thesis are attached in Appendix A.
1. Introduction
Microbial cells thrive in complex environments where temporal fluctuations in nutrient lev-
els, toxins and cell density pose challenging growth conditions. The reproductive success of
microbes hinges both on their ability to outgrow competitors in times of nutrient availabil-
ity as well as on their potential to efficiently survive periods of stress and starvation. The
adaptation to these ever-changing conditions relies on intricate signaling pathways and gene
regulatory networks, which orchestrate both protein production and their activities on all
possible levels. It is the aim of this thesis to better understand some of the strategies that
bacteria use to control their gene activities – from a mechanistic perspective considering the
question of how genes are regulated on the one hand, but also from a functional perspective
asking why genes are expressed in a certain way on the other hand. While the regulatory
mechanisms behind a response strategy can be often be deduced from the cellular dynamics
upon changing growth conditions, the functional question is typically much harder to answer.
In recent years many experimental and theoretical efforts focussed on the characterization
of the evolutionary forces that shape gene regulatory responses in changing environments [39,
63, 82, 100, 105, 141, 158, 167, 171, 197]. For a bacterial cell, the rate of cell proliferation (the
“growth rate”) is an important characteristic in the race of competing microorganisms. It thus
frequently serves as an indicator for the fitness of a cellular phenotype [39, 105]. Therefore,
quantifying the dependence of growth rate on the relevant phenotypic parameters is of central
importance to the field [141]. In the following, the basic physiology of bacterial growth is
reviewed, culminating in simple bacterial ‘growth laws’ which make a phenomenological link
between gene expression and the growth state of a cell [157, 158] (Section 1.1). Here, a
trade-off between the costs and benefits associated with enzyme production naturally leads
to optimal gene expression levels which maximize the growth rate. However, with temporally
varying environmental conditions also the optimal gene expression levels change. Therefore,
the last section discusses some of the regulation strategies cells use to adapt their protein
contents accordingly (Section 1.2).
1.1. Bacterial Growth Laws in a Nutshell
In balanced exponential growth all constituents of the cell need to be doubled exactly at
the same rate [125], involving the reproduction of proteins, polysaccharides, RNA, DNA,
and lipids. In a seminal work by Schaechter et al. [154] it was shown that during balanced
growth the cellular composition of these macromolecules is mainly a function of the growth
rate alone and does not depend on the chemical details of the growth medium. Remarkably,
when the growth rate is modulated through the addition of saturating amounts of nutrients
of varying quality, the RNA/protein is a linearly increasing function of the growth rate [154]
(Fig. 1.1A; solid line). Since most of the cellular RNA constitutes ribosomal RNA (85% in
E. coli), the RNA/protein ratio is proportional to the mass fraction of ribosomes inside a cell
[21]. The linearity can then be understood as a consequence of mass balance and under the
assumption that ribosomes are limiting during exponential growth [44, 186]. Then the rate
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Figure 1.1.: Bacterial growth laws.1 (A) The RNA/protein ratio r (proportional to the ribosomal
content) is a linear function of the growth rate, when varied though changes in nutrient
quality (solid line). Contrary, the RNA/protein ratio is inversely related to growth rate
when varied through changes in translational efficiency (dashed lines). The maximum
value of r under full translational inhibition (square) corresponds to a ribosomal mass
fraction of 55%, suggesting that there exists a fixed core fraction of the proteome which
is unaffected by translational inhibition [158]. (B) Mirror-symmetric linear relations are
found in the mass fraction of constitutively expressed proteins, leading Scott et al. [158] to
a three-component partition model of the proteome in (C). It consists of a fixed fraction
required for core cellular processes (blue), a flexible fraction comprising all ribosome-
affiliated proteins (green) and another fraction that contains all the remaining proteins,
including constitutively expressed ones (pink).
of protein mass production is directly proportional to the number of translating ribosomes.
Noting that proteins make about 50% of the bacterial dry weight [150], this implies also a
linear relation between the RNA/protein ratio and the cell doubling rate [158]. Here the
slope (1/κt) is proportional to the inverse of the translational elongation rate, as has been
shown for a family of mutants with altered translation rates [158]. In contrast, the addition
of sublethal doses of antibiotics (targeting ribosome function) leads to a linear increase of the
RNA/protein ratio with decreasing growth rate (Fig. 1.1; dashed lines), with a slope (1/κn)
proportional to the inverse of the nutrient quality.
Another remarkable finding was that the mass fractions of various constitutively expressed
proteins without specific regulation display very similar linear relations upon both nutrient-
as well as translation-limited growth [158] (Fig. 1.1B). However, the sign of the relations is
reversed: with increasing nutrient quality the mass fraction of constitutively expressed protein
decreases linearly (Fig. 1.1B; solid line), and similarly, translational inhibition leads to a
decrease of constitutive protein expression (Fig. 1.1B; dashed lines). This mirror-symmetry
between the growth-dependencies of ribosomal and constitutive proteins lead Scott et al. [158]
to postulate, that there exists a linear constraint between the two fractions. Moreover, from a
quantitative analysis of the relations in Figs. 1.1A and B they concluded that the proteome can
be divided into three components, including a growth rate-invariant fraction φfixed required for
core cellular processes, a fraction φR of ribosomal proteins and third fraction φP containing the
remainder of the proteome, including constitutive proteins and proteins required for nutrient
uptake and processing (Fig. 1.1C). According to their theory the “burden” of unnecessary
protein expression [167] resides in adding a fourth fraction to the proteome, which reduces
the cellular investment in ribosome synthesis and nutrient allocation and thereby reduces the
1Reprinted from Current Opinion in Biotechnology, Volume 22, Matt Scott and Terence Hwa, Bacterial
growth laws and their applications, Pages 559-565, Copyright (2011), with permission from Elsevier.
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Figure 1.2.: Basic tradeoff in phenomenological theory for bacterial growth.1 (A) The model for
bacterial growth assumes that the rate of protein synthesis is proportional to the growth
rate of a cell, and that cells can only carry a limited concentration of total protein in
their cytoplasm. To optimize the rate of protein synthesis during steady-state exponen-
tial growth, the rate of amino acid consumption (κt · φR) must then match the rate of
nutrient uptake and processing (κn · φP ). This can be achieved by regulating the frac-
tions φR and φP through the stringent response (red lines), which increases the levels of
the alarmone ppGpp upon amino acid shortage and thereby inhibits the transcription of
further ribosomes. In addition also nutrient uptake and processing can be regulated di-
rectly, e.g., through inhibiting amino acid transporters (red dashed line). (B) Qualitative
illustration of the growth rate as a function of varying the fraction φP of proteins required
for nutrient allocation. For low φP growth is limited by nutrient uptake and ribosomes
do not operate at their full rate, whereas at high φP ribosomes become limiting, such
that amino acids accumulate in the cytoplasm and are transported in and out of the cell
in futile, energy-demanding cycles.
growth rate [157].
Model for Bacterial Growth
Given that φR and φP can be flexibly interchanged under the constraint that their sum adds
up to a constant,
φR + φP = 1− φfixed , (1.1)
what determines the optimal balance between the two fractions under a given growth con-
dition? To approach this problem, Scott et al. [158] proposed a simple phenomenological
theory for bacterial growth (Fig. 1.2A). In their model, the ribosomal fraction φR exerts a
positive effect on the growth rate γ through increasing the rate of protein mass accumulation
(γ ∝ φR). Likewise, the fraction φP has also a positive effect on growth, since it is propor-
tional to the rate of nutrient import and processing, thereby increasing the flux of amino acids
into the cell (γ ∝ φP ). Taken into account the linear constraint in Eq. (1.1), the growth rate
then qualitatively displays a maximum at intermediate values of, say, φP (Fig. 1.2B). Only if
the rate of amino acid consumption by protein synthesis exactly balances the rate of nutrient
influx into the cell, resources can be optimally allocated. Then the growth rate is maximized
and equal to both fluxes, i.e.,
γ = κn · φP (1.2)
γ = κt · φR . (1.3)
1Figure, part A adapted from Scott et al. [158].
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If φP is too small, the growth rate is limited by nutrient influx and ribosomes cannot proceed
at their maximal speed, as illustrated in Fig. 1.2B. Likewise, if φP is too large, ribosomes
become limiting and intracellular nutrient pools accumulate, leading to futile cycling of excess
amino acids in and out of the cell.
On a molecular level, the ribosome partition (φR, φP ) can be coordinated by the so-called
stringent response (Fig. 1.2A; red lines). Upon amino acid shortage the number of uncharged
tRNAs increases and stimulates synthesis of the alarmone ppGpp. The increase of ppGpp
results in transcriptional inhibition of ribosomal promoters and thereby in a reduction of
amino acid outflux. While changes in φR indirectly regulate also the influx of amino acids
via changes in φP , there are also direct mechanisms targeting, e.g., the production of specific
amino acids transporters or biosynthetic pathways (Fig. 1.2A; red dashed line).
In Eqs. (1.1)-(1.3), the growth rate and the ribosome partition (φR, φP ) are dictated by
the environmental and cellular parameters κn, κt, and φfixed . Solving, e.g., for the growth
rate yields
γ = λmax · κn
κn + κt
, (1.4)
with λmax = (1 − φfixed ) · κt being the maximally attainable growth rate. Notably, within
this “growth law” the growth rate follows a Michaelis-Menten form as a function of the
substrate quality κn. This expression is analogous to the famous Monod-relation [125], which
describes the growth rate under nutrient-limited growth in a chemostat, with the substrate
concentration [S] taking the place of κn. Similar expressions to (1.4) can be obtained for
φR and φP , consistently reproducing the empirical findings on the linear relationships shown
in Figs. 1.1A and B. Together, the phenomenological theory for bacterial growth formulated
by Scott et al. [158] provides useful links between many important but seemingly unrelated
aspects of bacterial physiology and helps to better understand and control the function of
endogenous and synthetic circuits.
Optimal Gene Expression Levels
The previous section showed that during balanced exponential growth, a limited protein
carrying capacity leads to a trade-off between ribosomes and proteins required for nutrient
allocation. The origin of this limitation likely arise from molecular crowding effects [170],
where an increase in total protein concentration decreases the diffusion constant and thereby
reduces the enzymatic activity of all proteins within the cell. Likewise, under different growth
conditions also other physical constraints can limit gene expression and give rise to optimal
expression levels. For instance, during stationary phase the transcription of one set of genes
can reduce the level of transcription of other genes, suggesting that sigma factors compete for
a limiting amount of RNA polymerase [50]. Similarly, membrane space required to accommo-
date essential nutrient transporters, sensors and alike, represents another potential bottleneck
[140]. In fact, the membrane is densely packed with about 200,000 proteins (60%vol protein;
40%vol lipid) [169] and overexpressed membrane protein affects integrity of the membrane
and thus cell viability, leading to, e.g., reduced growth and hampered division [187]. Taken
together, trade-offs arise ubiquitously within microbial cells, all sharing an effective “cost”
and an effective “benefit” of protein production. As a result, cellular growth is maximized at
intermediate enzyme expression levels.
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1.2. Strategies of Bacterial Gene Regulation
Typically, the optimal expression level of a protein strongly depends on the external growth
conditions. In the face of temporal fluctuations of nutrients and/or growth-inhibitory sub-
stances within the microenvironment of a cell, it is crucial to precisely monitor these changes
and to adapt their gene expression levels accordingly [39, 82, 141, 171]. For instance, if Es-
cherichia coli cells grow on a mixture of glucose and lactose, they first completely deplete
the preferential carbon source, glucose, from the medium before they initiate synthesis of
the enzymes necessary for lactose metabolism [126]. Generally, this multidimensional regula-
tion process is controlled by a web of interdependent signal transduction and gene regulatory
networks. They integrate and process external input signals to control all levels of protein
expression, ranging, e.g., from signal perception via heterogeneous receptor clusters [121, 165],
over signal integration at the level of cis-regulatory transcription control [23, 97, 159] to post-
transcriptional regulation of transcript stability via small noncoding RNA (sRNA) [103, 106].
Independent of the mechanism behind the regulatory control, bacteria can use various
strategies to respond to environmental changes. For instance, a colony of bacterial cells
can respond either in a deterministic or in a stochastic fashion to an external signal. In the
former strategy, bacterial cells often use feedback regulation to suppress gene expression noise,
leading to a largely uniform behavior within all cells of a culture (pure strategy). Contrary,
in the latter strategy, cells often amplify and exploit stochastic fluctuations to generate a
large spectrum of phenotypic heterogeneity (mixed strategy). In addition, both strategies
can be complemented with memory, meaning that individual cells ‘remember’ some of the
extracellular cues experienced during their ancestral history. In the following, I will introduce
the basic ingredients required to implement some of these strategies and briefly discuss their
functional advantages.
Combinatorial Gene Expression Strategies
One major focus of this thesis is to understand how cells integrate multiple environmental
input signals and process this information to generate an optimal cellular response. Moreover,
the induction of such responses frequently affect the levels of the input signals themselves,
leading to a rich spectrum of nonlinear feedback interactions accompanied with interesting
dynamical behavior. For instance, under certain parameters negative feedback regulation can
lead to transient expression kinetics with homeostatic control of target gene expression in
the long run [76, 137], or, if the inherent delays of the regulatory cascades exceed a critical
value, negative feedback can also give rise to oscillatory dynamics [107, 168]. Likewise, bi-
or multistable expression patterns may emerge from positive feedback regulation – as long as
it goes along with sufficiently cooperative regulatory control [51, 134]. Hence, the dynamical
behavior of genetic and signal processing circuits critically hinges, both qualitatively and
quantitatively, on the biochemical details of the regulatory interactions. Therefore, a systems
level analysis of the cellular dynamics can reveal important insight into molecular interaction
parameters which are often difficult to access experimentally under in vivo conditions.
Chapter 2 of this thesis presents such a systems-level study for a specific pH stress response
module of E. coli, which is conditionally activated only if the conditions for a promising
acid defense are given. However, the system is down-regulated after a transient expression
phase although the primary stimuli for its induction persists. As will be shown, this behav-
ior emerges from a negative feedback via the end-product of the acid-defense mechanism.
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Figure 1.3.: Schematic representation of the cell differentiation process in communities of Bacillus
subtilis cells.1
The microscopic details of this feedback mechanism are resolved through the combination
of experimentation and modeling. Since induction of the acid defense module is associated
with a large cost under stressful conditions, it seems likely that the transient induction is
the result of a homeostatic “produce-to-demand” strategy, in which the negative feedback
minimizes the cost of operon induction and saves cellular resources for the investment into
other cell-protecting processes.
Microbial Strategies with Memory
While such “responsive switching” between phenotypes is advantageous whenever the cost for
maintaining the sensing apparatus is small and if the uncertainty of environmental changes
is high [99], cells may also encounter more regular environments in which correlations in
growth conditions offer the opportunity to prepare in advance for the next environmental
change [123]. A central requirement for such adaptive responses is the bacteria’s ability to
“memorize” environmental conditions, e.g., in the form of distinct gene expression states,
and to inherit those to their progeny. In fact, such epigenetic memory is not only restricted
to stem cell differentiation in higher eukaryotes, but is also ubiquitously found in microbial
communities [28, 29, 85, 149, 183, 194]. For example, the soil bacterium Bacillus subtilis uses
environmental cues to differentiate into numerous subpopulations of specialized cell types
(Fig. 1.3), which together form a highly structured and competitive biofilm [111].
Despite the prevalence of memory in gene regulatory circuits, a systematic overview over
the repertoire of bacterial memory “devices” is still missing to date. In analogy to digital
electronics, where circuits with memory are referred to as sequential logic devices, Chap-
ter 3 provides a comprehensive classification of sequential logic in gene regulatory circuits.
Moreover, theoretical analysis demonstrates how a combination of feedback regulation and
simple protein-protein interactions can be leveraged to implement compact and robust mem-
ory devices in a biologically relevant parameter regime. The construction and experimental
1Figure adapted in simplified form Lo´pez and Kolter [111].
1.2 Strategies of Bacterial Gene Regulation 7
Figure 1.4.: Noisy gene expression in the arabinose system of E. coli at intermediate levels of the
inducer arabinose.1
characterization of these circuits would be a milestone for synthetic biology, and it seems likely
that some of the proposed schemes will be identified in naturally occurring genetic networks.
Functional Gene Expression Noise
It has long been known that colonies of genetically identical microbes in homogeneous environ-
ments can display substantial cell-to-cell variability in gene expression states [116, 130]. Such
phenotypic heterogeneity has been characterized with modern single-cell methods in a range
of microbial systems [15, 113, 161]. While noise is omnipresent in gene regulatory circuits
[146], such that phenotypic heterogeneity is easy to produce, the intriguing question arises
whether the noise is only a necessary evil or also plays a functional role [48, 55, 56, 94, 199].
Generally, one expects phenotypic heterogeneity to be useful as a diversification strategy in
risky environments (“bet-hedging”) [3, 8, 11, 113, 136] or as a division-of-labor strategy in
bacterial communities [6, 112, 182]. A well established example for microbial bet-hedging is
bacterial persistence, where a clonal population of E. coli copes with unpredictable exposures
to antibiotics by stochastically switching between a slow-growing resistant and a fast-growing
non-resistant phenotype [8]. However, such a “stochastic switching strategy” for gene regu-
lation is beneficial only for specific systems, which alleviate sudden severe stresses [99, 179].
Most regulatory systems appear to implement a responsive switching strategy, which is
advantageous whenever the cost of the investment into sensing and signal transduction is
outweighed by the benefit of adaptive gene expression (see above) [99]. So far, stochastic
and responsive switching have generally been regarded as competing and mutually exclusive
strategies. One might ask, whether there also exist situations in which a regulated stochastic
response, i.e., a combination of sensing and stochastic switching, can be a strategy that
optimizes growth and survival. Paradigmatic examples of genetic circuits that implement
responsive switching are the inducible carbon utilization systems for sugars such as lactose,
arabinose or galactose [2, 15, 85, 130, 134]. Under conditions typically realized in the lab,
these circuits appear to accomplish a clearcut deterministic strategy, where the proteins for
uptake and digestion of the sugar are only produced when needed. However, single-cell
1With friendly permission by Dr. Judith Megerle, LMU Munich.
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studies have shown that these prototypical regulation systems display significant cell-to-cell
heterogeneity in gene expression at low sugar concentrations: For instance, the distribution of
lac operon expression is relatively broad and even becomes bimodal under specific (artificial)
conditions [130, 134]; the ara system displays similar behavior [161], see Fig. 1.4. If there is
an optimal expression level for a given sugar concentration [39], such heterogeneous behavior
seems counterintuitive, as it is expected to reduce the average growth rate [171, 191].
In Chapter 4 it is argued that a full understanding of the regulation of these systems nec-
essarily has to factor in the timing of gene induction, which is demonstrated to be broadly
heterogeneous in the ara operon at intermediate inducer levels. Whilst analyzing the molec-
ular mechanisms behind this “responsive stochastic switching” behavior, the functional ques-
tion, as to whether responsive stochastic switching confers an advantage over other possible
regulation schemes, is addressed. To that end a coarse-grained mathematical model for bac-
terial growth in unpredictable fluctuating environments will now be devised. An essential
property of the model is a transient risk associated with induction of the system, arising from
a cost-benefit analysis of gene expression where protein synthesis incurs an immediate cost
and only a delayed enzymatic benefit. Given such a finite “amortization time” and an unpre-
dictably fluctuating environment, it is show that the observed responsive stochastic switching
naturally arises as a regulated bet-hedging strategy.
2. Conditional pH Stress Response in
Escherichia coli
Part of the work described in this chapter was [58] or will be published [72]. The full articles are
attached in Appendices A.1 (Paper I) and A.2 (Paper II), respectively.
Rapid adaptation to adverse environmental conditions is key to the reproductive success
of microbes. For instance, gastroninternal bacteria, such as E. coli, thrive within and outside
the human host, where growth conditions often change suddenly and deviate drastically from
their optimal ranges: In the outside world microorganisms must be able to adapt rapidly
to extreme variations in salinity, temperature or osmolarity, whereas entry into the host is
strongly dependent on bacteria’s ability to withstand highly acidic conditions in the stomach.
Adaptation to these ever-changing conditions requires the accurate monitoring of critical
parameters and a precise and specific information flow in order to respond with appropriate
alterations in gene expression and protein activity. Therefore, one important challenge is
to understand how stress response systems integrate and process multiple input signals and
generate responses conditional on the environment.
The work presented in this chapter focusses on the lysine-decarboxylase (Cad) system of
E. coli and arose in fruitful collaboration with the group of Prof. Dr. Kirsten Jung (Micro-
biology, LMU Munich). The Cad system is conditionally induced at acidic pH and only in
lysine-rich environments and thus serves as a prime example for a conditional stress response
module. Interestingly, as will be shown below, the system displays only a transient expression
dynamics although the conditions for its induction - low external pH and high lysine abun-
dance - persist. This is unlike other stress responses, where typically the stress is directly
counteracted until it returns to physiological levels. As a possible explanation for the tran-
sient response in the lysine-decarboxylase system, it was hypothesized that the end-product
of the stress response, cadaverine, exerts a negative feedback on Cad expression [128] and
thus might serve as a third regulatory input to the Cad system.
Here this hypothesis was tested by a combined experimental and modeling approach, aiming
at a comprehensive quantitative description of the Cad module, which can be used to predict
the system’s output under various experimental conditions (Paper I). In subsequent work we
leveraged our model to analyze the in vivo dynamics of the Cad module with several mutants
of the sensor CadC. In conjunction with structural information on CadC, this allowed for the
inference of a mechanistic model of feedback inhibition via cadaverine, according to which
CadC is sequentially inactivated by cadaverine by binding to two cooperative binding sites
(Paper II). During the course of this thesis, the remarkable ability to integrate three signals
by a single polypeptide has been the focus of extensive research, and significant progress
towards a molecular understanding of signal integration by the one-component system CadC
has been made [47, 58, 71, 173–176]. The results presented in this chapter add on this by
shedding light on the mechanisms of cadaverine-dependent repression and thereby advance
our understanding of differential gene regulation in bacteria.
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Figure 2.1.: Basic function of the amino acid decarboxylase systems in E. coli. At low external
pH levels protons (H+) leak across the plasma membrane and decrease the neutral pH of
the cytoplasm. During decarboxylation of amino acids intracellular protons are consumed
and the cognate antiporters expel the decarboxylation products (polyamines) in exchange
for importing new amino acid substrates, effectively expelling one proton per transport
cycle.
I will start out this chapter with a brief introduction into bacterial responses to acidic
stress, with a special focus on the amino acid decarboxylase systems (Section 2.1). Then
the biochemical properties of the molecular players within the Cad module are introduced,
serving as a basis for the formulation of a quantitative mathematical model for the regulatory
dynamics of the Cad system (Section 2.2). In order to optimally explain the experimental
observations, model parameters – such as reaction rates and equilibrium constants – are
calibrated by parameter estimation techniques, and a brief overview of standard methods
is given (Section 2.3). At the end of the chapter, the central results of Papers I and II are
discussed (Sections 2.4 and 2.5). Finally, I will give an outlook on possible applications of
our model in a systems level study of E. coli’s acid stress response (Section 2.6).
2.1. Bacterial Responses to Acid Stress
Like many other enteric bacteria, E. coli is a neutralophile, that is, it grows best under
neutral pH conditions [60]. However, acid stress is its daily business, as, upon ingestion,
bacteria are instantly faced with the extreme low pH of the stomach (pH 2-4) and are later
exposed to volatile fatty acids (VFA) in the intestines (pH 5-6). Although the cytoplasmic
membrane provides an efficient barrier against charged compounds, protons may leak across
the membrane at extremely low external pH and acidify the cytoplasm [193]. Likewise,
weak acids, such as VFA, can penetrate the membrane already at higher pH levels in their
protonated form and lower the internal pH by dissociation in the cytoplasm. This reduction
of internal pH reduces the proton motive force [200] and may have deleterious effects on
structural integrity of proteins and DNA as well as on many other biochemical processes
within the cell [53].
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pH Homeostasis and Acid Tolerance Response
To be successful under such harsh conditions, E. coli has evolved the remarkable ability to
sustain growth at any pH between 4.5 and 9 and keeps its doubling time almost unaffected
between pH 5.8 and 8 [60]. This behavior is implemented in a battery of systems that
enables cells to keep the internal pH constant (pH homeostasis) or, if these mechanisms fail,
to cope with low internal pH (ATR, acid tolerance response). While during normal growth
the buffering capacity of the cytoplasm provides a certain passive ability of pH homeostasis,
cells also use diverse active mechanisms to keep the internal pH constant [96, 162]. These
mechanisms include metabolic switching to generate acidic or neutral end-products and proton
expulsion via primary proton pumps, H+-ion transporters, or, as involved in the amino acid
decarboxylase systems, amino acid-polyamine antiporters (see below). Likewise, during ATR
so-called acid shock proteins are expressed, which shield and repair important cytoplasmic
macromolecules and thereby protect bacteria from the lethal effects of low internal pH [10].
The rapid relaxation of internal pH back to physiological levels already a few minutes
after acid stress suggests, that some homeostasis systems are constitutively expressed in
E. coli [193]. However, as seen in the reduced growth rates of acidophiles at neutral pH, this
preparedness comes at the cost of expressing unnecessary proteins under conditions where
they are not needed [96]. Therefore, gastrointestinal bacteria have evolved sophisticated
regulation strategies to assert that most of the costly defense mechanisms are only mounted
in response to pH stress. In fact, the full function of the ATR crucially relies on a certain
pre-adaptation under mildly acidic conditions (pH 5-6), enabling E. coli to survive strongly
acidic conditions (∼pH 1.5) for several hours [66]. But also other acid resistance modules are
induced only when needed, with a total number of 160 pH-regulated genes [117].
Amino Acid Decarboxylase Systems
Among the best-studied acid defense mechanisms are the inducible amino acid decarboxylase
systems, the most important of which comprise the glutamate, arginine, lysine and ornithine
decarboxylase systems [53]. While their contribution to pH homeostasis is already well under-
stood (see below), their role in ATR is just beginning to be revealed [80]. Together, they all
share a simple mode of action, which is based on the combined activity of a decarboxylase and
its cognate antiporter (Fig. 2.1): The decarboxylase enzymes convert their amino acid sub-
strates under consumption of a cytoplasmic proton into a polyamine and CO2. Subsequently,
the antiporter exports the decarboxylation products in exchange for importing new amino
acid substrates. The net result of this cycle is the removal of protons from the cytoplasm and
the expulsion of basic polyamines into the environment, effectively increasing the pH both
inside as well as outside the cell [151]. Besides these primary defenses, periplasmic polyamines
reduce the permeability of the outer membrane porin OmpC by 70 % [152] and the associ-
ated reduction of acid influx increases the ability to survive pH stress significantly [153]. Yet
another aspect is the production of CO2, which is proposed to allow further growth under
acidic conditions where compensating the loss of CO2 at low pH by chemical equilibrium [19].
2.2. The Cad System of E. coli
The central components of the Cad system are the enzyme CadA, the transport protein CadB,
and the regulatory protein CadC, see Fig. 2.2. The decarboxylase CadA converts the amino
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Figure 2.2.: Regulation of the lysine decarboxylase system in E. coli. For a detailed description please
refer to the main text.
acid lysine into cadaverine [151] and the antiporter CadB imports the substrate, lysine, and
exports the product, cadaverine [122, 164]. Together, CadA and CadB reduce the intracel-
lular H+ concentration and thereby contribute to pH homeostasis, as described above. The
cytoplasmic membrane protein CadC not only senses the external conditions [41, 129, 192] but
also regulates the response by binding directly to the DNA and activating the transcription
of cadBA [98]. Similar to other members of the ToxR family [139], CadC thereby performs
signal transduction in a single component, without the phosphorylation step employed by
two-component systems [101]. Therefore, these proteins transduce information across the
lipid bilayer without involving chemical modification and thus represent the simplest known
transmembrane signaling systems. However, Fig. 2.2 also depicts the lysine permease LysP,
which is not part of the cad operon but essential for its function, since CadC senses lysine
indirectly via interaction with LysP [41, 129, 175, 192]. In contrast, the external (periplas-
mic) pH is believed to be sensed directly by CadC through a pH-dependent conformational
transition [71] and/or proteolytic cleavage [102].
The signal integration performed by CadC ensures that CadA and CadB are produced
only under the combined conditions of low pH and extracellular lysine abundance. However,
besides satisfying this physiological requirement, the Cad system also senses a third signal,
external cadaverine, which was found to repress the long-term expression of the cad operon
and might thus constitute a negative feedback in the system [129]. While such a negative
feedback would be a plausible explanation for the observation that the expression of cadBA
is transient [128], similar dynamics could result either from the depletion of external lysine
from the medium or by a raise of external pH during the course of these experiments. To
discriminate between these three scenarios and to test whether cadaverine is in fact a negative
feedback regulator of the Cad module, we established a quantitative mathematical model for
the Cad system and calibrated the model against a rich set of experimental data (see Sec. 2.4
below). Before discussing the main results of our study, however, I first introduce the methods
used for quantitative data analysis.
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2.3. Data Analysis
The analysis of gene expression and signaling networks with the help of quantitative mathe-
matical models is an essential tool to link the behavior of a system to the interactions between
its components [81]. This link critically relies on the calibration of model parameters with
a suitable experimental data set in a process called data regression. Here the most impor-
tant methods for parameter estimation and for the derivation of confidence intervals on the
parameter estimates are reviewed, closely following the book chapter by Geier et al. [62].
Along these lines, a Monte-Carlo method for global optimization and for the identification of
‘sloppy’, that is unidentifiable, parameters is presented.
Parameter Estimation
Typical measurements in molecular biology are performed of large samples of bacterial cells,
since sufficient amounts of cell extract are required for the precise determination of cellular
constituents, such as mRNA or protein levels. Despite the large number of cells used for each
preparation, each measurement is subject to inevitable preparation uncertainties, such that
the measured data yij is the sum of the ‘true’ value of the population-averaged observable
yi(tj) at time tj and a measurement error ij ,
yij = yi(tj) + ij . (2.1)
Here the measurement errors are often assumed to be independent across all measurements
and time points and follow Gaussian distributions with zero mean and variance σ2ij . While
this assumption sets the basis for many statistical tests applied in post-regression diagnostics
[95], in practice there are often systematic deviations from normality, such that the statistical
requirements for the application of these methods are not fulfilled. In such cases, more sophis-
ticated, non-parametric Monte-Carlo methods without specific error-models can be applied
[95].
If one neglects fluctuations in the biochemical reaction network, the dynamical behavior of
the average molecule numbers of each chemical species can be described by a set of ordinary
differential equations. If we let x(t) be the vector of the N state variables at time t, k be
the vector of all parameters and x0 the vector of initial conditions, the set of reaction rate
equations can be expressed as
d
dt
x(t) = f(x(t),k) , (2.2)
where f(·) is a continuously differentiable function with respect to its parameters. As most
commonly not all state variables can be monitored experimentally and frequently only com-
binations of them are assessed, an additional observation function relates the state variables
to the M dimensional vector of observables y(t),
y(t) = g(x(t), s) . (2.3)
where g(·) involves additional parameters s, which are required to scale species concentrations
in the model to experimentally measurable quantities, such as protein activities or relative
mRNA levels. Together with the initial states the set of parameters θ = {k, s,x0} fully
specifies the model.
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Figure 2.3.: Correlations between the goodness of fit and selected parameter estimates. (A) cadBA
transcription rate νm, (B) cadBA translation rate νp, (C) maximal turnover velocity of
external lysine into external cadaverine vmax, (D) effective Michaelis constant for ly-
sine turnover, (E) cadBA mRNA half-life τm and (F) ratio of maximal number of CadC
dimers, C0 and binding threshold of CadC dimer to the promoter Pcad, KC . The points
correspond to local optima in the parameter space, for which the difference between the
quantitative model and the experimental data is minimized (see Papers I and II for all
details).
The most commonly used regression schemes that minimizes the deviation between model
and experiment are maximum-likelihood estimation and least-squares minimization [81]. Un-
der the assumption of uncorrelated, normally distributed measurement errors the likelihood
L of parameter set θ is given by the probability to observe the data set y in (2.1), consisting
of T time points measured in M observables:
L(y|θ) =
T∏
i=1
M∏
j=1
1
σij
√
2pi
exp
(
−(yij − gi(x(tj , θ), θ)
2
2σ2ij
)
. (2.4)
Incidentally, under the mentioned conditions maximizing of L is equivalent to minimizing the
sum of squared residuals [147], which then follows a χ2 distribution
χ2(θ) =
T∑
i=1
M∑
j=1
(yij − gi(x(tj , θ), θ))2
2σ2ij
. (2.5)
The optimal set of parameters θ∗ can then be estimated by numerically determining
θ∗ = arg min
[
χ2(θ)
]
. (2.6)
While in the case of a linear model there exist closed form solutions to this minimization
problem [64], the more common problem of nonlinear models is frequently ill-conditioned and
multimodal, such that gradient-based local optimization methods fail and deterministic or
stochastic global optimization methods need to be applied [124].
In the work described here, we chose the most simple approach to the global optimization
problem, the so-called multistart strategy. It is based on the idea of using a local optimiza-
tion method repeatedly with randomly sampled initial parameter sets from a physiologically
2.3 Data Analysis 15
0 0.01 0.02 0.03 0.04 0.05
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0 1 2 3 4 5
x 10−3
0
20
40
60
80
100
0.5 2.7log10 χ2
vmax [mM/min/
 (U/mg)]
K
m
 [m
M
]
 ν
p
 
[U
/m
g
/m
in
]
 νm[mRNA/min]
A B C
0 10 20 30 40 50
0
0.2
0.4
0.6
0.8
1
 
 
 τm[min]
/K
C
C 0
Figure 2.4.: Pairwise correlations between selected fit parameters. For description of parameters
please refer to the caption of Fig. 2.3.
relevant subset of the parameter space. In contrast to other global optimization strategies,
the multistart method is computationally costly as it will converge to similar local optima
several times. However, it has the advantage that it is easy to implement and that the
method intrinsically samples the χ2 “landscape” in the vicinity of the global optimum, pro-
viding a means to derive standard errors on the parameter estimates (see below). Fig. 2.3
shows the correlation between the optimized χ2 values at the local optima and some se-
lected fit parameters of our model for the Cad system (see Paper I for all details). We find
for decreasing χ2 values that some parameters are not well constrained (Fig. 2.3A,B), oth-
ers are weakly constrained (Fig. 2.3C,D) and some critical parameters are well-constrained
(Fig. 2.3E,F). Generally, ‘sloppy’ parameter sensitivities as in (Fig. 2.3A,B) are often related
to the structural or practical non-identifiability of the respective parameters [147], arising
from a redundant parametrization of the model or from insufficient amount and quality of
the data, respectively. For instance, in the case of the transcription and translation rates νm
and νp of cadBA (Figs. 2.3A,B), our experimental data only constrains the total amount of
protein, with is determined by the product of both parameters. Consequently, we find that
only their product is well-constrained, as reflected in the pronounced anti-correlation of fit
parameters with low χ2 (Fig. 2.4A; blue spots). However, it was not possible to subsume
transcription and translation into an effective reaction with a single rate constant, since the
data demanded a relatively slow timescale (∼12 min) of mRNA degradation which introduced
a sharply defined delay in the dynamics (Fig. 2.3E). Another example of sloppy parameter
sensitivities involve the parameters for lysine turnover, vmax and Km, which display a lin-
early correlated variation, indicating that only their ratio is well constrained by our data
(Fig. 2.4B).
Derivation of Confidence Intervals
As a measure for the reliability of the parameter estimates, it is necessary to derive a confi-
dence interval [θ∗i − σ−i , θ∗i + σ+i ] on each of the best fit values θ∗i . Unfortunately, due to the
complexity of nonlinear optimization problems, there is often no straightforward way to do
so. Approximate results can be derived from the curvature of the χ2 function at its minimum
[143], but those are only valid in the limit of infinitely many data and complete parameter
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identifiability [62]. Alternatively, likelihood-based confidence intervals can be derived from
the borders of the confidence region defined through
{θ|χ2(θ)− χ2(θ∗) < χ2(α, df)} , (2.7)
where χ2(α, df) is the α quantile of the χ2 distribution with df degrees of freedom [147].
While these definitions all rely on the normality of measurement errors and are strictly valid
only for large data sets, in practice these conditions are often heavily violated. In contrast,
bootstrapping methods do not require the prior knowledge about the statistic of interest, that
is, the fitted parameters [46]. The basic idea behind bootstrapping is to use the measured
data as the basis for resampling a large number of synthetic data sets with the same statistical
properties and to run the optimization procedure repeatedly. From the resulting empirical
distribution of the parameter estimates one can derive confidence intervals and other statistics
[46]. However, also bootstrapping has its limitations, especially if the fitted data do not have
equal variance, if the assumed model is not correct or if the data sample is small – facts
which can be difficult to evaluate beforehand. Therefore, in the present studies we took a
different approach and derived parameter uncertainties directly from the χ2 “landscape” in
the vicinity of the global optimum, as first described by Wall et al. [188]. As mentioned above,
the multistart method samples many local optima in the vicinity of the global optimum and
from their distribution one can derive the weighed, asymmetric errors σ+ and σ− with respect
to the optimal parameter values θ∗ from the following equations:
σ2k,+ =
∑
i:θk,i>θ
opt
k
(θk,i − θoptk )2e−χ
2
i /2
∑
i:θk,i>θ
opt
k
e−χ
2
i /2
, and σ2k,− =
∑
i:θk,i<θ
opt
k
(θk,i − θoptk )2e−χ
2
i /2
∑
i:θk,i<θ
opt
k
e−χ
2
i /2
, (2.8)
where θk,i is the value of parameter θk in the ith fit, θ
opt
k is the value of θk in the fit with the
lowest value of χ2, and χ2i is the value of χ
2 for the ith fit.
2.4. Paper I: Induction Kinetics of a Conditional pH Stress
Response System in Escherichia coli
In the paper ‘Induction kinetics of a conditional pH stress response system in Escherichia coli’,
J. Mol. Biol. 393, 272-286 (2009), by Georg Fritz, Christiane Koller, Korinna Burdack, Larissa
Tetsch, Ina Haneburger, Kirsten Jung, and Ulrich Gerland we scrutinized the hypothesis of
negative feedback regulation in the Cad system via the end-product cadaverine by combining
traditional molecular biology experiments with quantitative mathematical modeling. To that
end, we introduced a coarse-grained model for the dynamics of important system variables,
namely the cadBA mRNA, the CadA activity and the extracellular cadaverine level. From
our analysis we found, that the transient response of the Cad system is accurately captured
by the model dynamics. Moreover, our results indicate that the precise timing of the tran-
scriptional shut-off is indeed causally related to the increase of external cadaverine above its
deactivation-threshold. We further used our quantitative model to predict the dynamics of
the system under altered experimental conditions, as, e.g., for a mutant deficient in lysine-
sensing. The successful experimental validation of these model predictions corroborates that
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the transcriptional shut-off in the lysine-decarboxylase system is neither related to a decrease
in the external lysine level nor in the increase of the external pH level. Instead, our analysis
puts the feedback inhibition mechanism by cadaverine on firm grounds.
Interestingly, by using parameter estimation techniques described above, our top-down
approach allowed us to extract hidden information about relevant biochemical parameters in
vivo. In particular, the transient response critically hinges on the molecular details of signal
integration at the sensor CadC, since the apparent binding affinity and the Hill exponent
for the interaction between cadaverine and CadC directly relate the dynamics of external
cadaverine to a transcriptional response of the system. Strikingly, the estimated value for
the in vivo binding constant agreed surprisingly well with previous in vitro studies [175].
Moreover, the model predicted an effective Hill exponent of about 3 suggesting a highly
cooperative deactivation of CadC by cadaverine.
2.5. Paper II: The Feedback-Inhibitor Cadaverine Suppresses pH
Response by Binding to the pH Susceptible Site of CadC in
Escherichia coli
In the submitted manuscript ‘The feedback-inhibitor cadaverine suppresses pH response by
binding to the pH susceptible site of CadC in Escherichia coli’, by Ina Haneburger∗, Georg
Fritz∗, Nicole Jurkschat, Larissa Tetsch, Andreas Eichinger, Arne Skerra, Ulrich Gerland,
and Kirsten Jung (∗equal contribution) we set out to investigate the cadaverine-dependent
contribution to signal perception in CadC. In the meantime, the crystal structure of the
periplasmatic sensory domain of CadC was resolved [47], revealing that CadC is active as
a dimer and suggesting a cadaverine binding site within a central cavity of each monomer.
Also, it was shown that pH sensing is mediated by a patch of amino acids located right
at the dimerization interface [47] and it was speculated that most probably its protonation
enables conformational changes that lead to activation of cadBA transcription [71]. In our
study extensive analysis of several CadC mutants with single, double and triple amino acid
substitutions revealed that the predicted binding site only partially accounts for the cadaverine
sensitivity of CadC in vivo. Instead, a second, pivotal binding site was identified, which is
localized directly at the homo-dimerization interface within the pH-responsive patch of amino
acids, suggesting that cadaverine binding might interfere with pH detection.
To scrutinize the effect of these potential cadaverine binding sites on the in vivo dynamics,
we first refined our previously published model by incorporating that CadC is active as a dimer
[47] and then analyzed the dynamics of wildtype CadC and two mutants carrying amino acid
substitutions in either one of the binding sites. Most strikingly, with our refined model we
extracted an effective Hill exponent nc = 3.5±0.6 for the interaction between cadaverine and
CadC in the wildtype. As the Hill exponent gives a lower limit on the number of interacting
sites in positively cooperating systems [1], this points to at least four cadaverine binding sites
within a CadC dimer. In contrast, both mutants displayed largely reduced Hill exponents of
nc = 0.5 ± 0.1 (mutation in the central cavity) and nc = 0.3 ± 0.1 (mutation at the dimer
interface). Together with the very low cadaverine affinity of the latter mutant, we find that
the binding site at the dimer interface is of pivotal importance for cadaverine-sensing in vivo,
whereas the binding site in the central cavity has less stringent effects of the CadC activity.
Together, these results suggested that the four sites do not modulate CadC dimer activity
in a simple, additive manner. Such non-additive effects may result, e.g., from allosteric effects,
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for which binding to a single site induces small conformational changes in CadC wild type,
such that binding to the second site is facilitated. Based on our results and all prior knowledge
on CadC, we proposed a sequential model for its inactivation by cadaverine: In its activated
conformation (low pH and high lysine) CadC forms a homodimer, which grants cadaverine
access to the central cavities, but buries the binding sites at the dimerization interface. Upon
binding of cadaverine to the central cavities, small conformational changes in CadC dimer
expose the binding sites at the dimerization interface. Cadaverine binding to the site at the
dimerization interface possibly acts like a wedge that leads to disruption or inhibition of the
active CadC dimer conformation, and consequently inactivates CadC.
2.6. Conclusion and Outlook
The tight control and proper orchestration of bacterial stress response modules are of vital
importance for bacterial growth. Within this chapter, a comprehensive, systems level charac-
terization of one such module was presented, the results of which shed light on the molecular
details of negative feedback regulation via cadaverine the Cad system in E. coli. The mecha-
nism of cadaverine perception by CadC augments our understanding of signal integration by
one-component systems in general and gives a glimpse at the information-processing capacity
of simple and compact polypeptides. However, the physiological need for this negative feed-
back remains elusive so far. One might speculate that it serves as a “produce-to-demand”
mechanism, which takes the external cadaverine level as a proxy for the abundance of CadA
and CadB, such that the negative feedback by cadaverine asserts homeostatic control of their
levels. In that, negative feedback regulation via cadaverine could minimize the cost of cadBA
induction and might save cellular resources for the investment in other cell-protecting pro-
cesses. In the future it will be interesting to test this hypothesis, for instance, by performing
competition experiments between wildtype cells and mutants impaired in cadaverine sensing.
More broadly, analogous quantitative studies of the other amino acid decarboxylase systems
(glutamate, arginine, ornithine, etc.) could reveal important insights into how these modules
are orchestrated in the complex environment of their host. From the non-overlapping pH-
optima of the individual decarboxylase activities (Fig. 2.5), it is clearly visible that this
battery of acid stress response modules has the potential to protect against a wide spectrum
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of internal pH values. Therefore, it seems plausible that in the natural environment of E. coli
(where typically multiple amino acids are present) these systems are often induced in parallel.
It will then be interesting to probe whether there exists a temporal hierarchy in the induction
of these modules upon gradually decreasing external pH and to test, whether cells use some
sort of cross-activation between individual modules to allow for an adaptive prediction of
decreasing internal pH values.

3. Memory in Microbes: On Schemes of
Sequential Gene Regulatory Logic
Through all kingdoms of life transcriptional networks equip cells with a remarkable behav-
ioral repertoire. Not only do they allow for appropriate responses to present cellular and
environmental signals, but, to a certain extent, also enable microbes and cells in multicellular
arrangements to “memorize” the history of these cues in form of distinct gene expression
states. Examples include the decision between lysis and lysogeny at the time bacteriophage
lambda infection [166], the multistability in various sugar utilization systems of Escherichia
coli [119, 130, 134, 161] and Saccharomyces cerevisiae [2], as well as the differentiation of
stem cells into specialized tissues during eukaryotic development [26, 37, 42, 65, 138, 181, 190].
Clearly, such history-dependent behavior can provide selective advantages to an organism and
thereby favor the evolution of memory in natural genetic circuits. However, also in forward
engineering approaches, in which synthetic gene circuits are designed for designated functions,
the ability to collect and store information at specific points in time and space can be highly
desirable [5, 61, 79, 91].
In analogy to electronic circuits, genetic networks with memory are often referred to as
sequential logic circuits [57, 70, 114, 118, 196]. Unlike combinatorial circuits, sequential
circuits hold a stable internal state and, as illustrated in Fig. 3.1, generate a history-dependent
output: When external signals are applied to the sequential circuit, a combinatorial circuit
integrates the primary (external) inputs and the current state of the memory element. In
addition to the primary output also a secondary output is generated, which is fed back into
the memory device as a next internal state. In that, sequential circuits hold information about
the history of their input signals. In the same way that logic gates are the building blocks
of combinatorial circuits, latches and flip-flops are the building blocks of sequential circuits.
Previously, the general schemes of combinatorial transcription logic have been studied both
theoretically [16, 17, 23] and experimentally [35, 68, 83, 97]. Although a number of recent case-
studies focussed on transcriptional circuits with memory [2, 5, 31, 57, 61, 70, 79, 114, 194],
a global view on the design principles of sequential transcription logic is still missing. In
close collaboration with Patrick Hillenbrand (LMU Munich) such a comprehensive view was
developed, and it is the focus of this chapter to give a simple and transparent classification
of the latches and flip-flops for sequential logic design.
First, the concepts of purely combinatorial logic are introduced and some of the genetic
implementations of gene regulatory logic gates are briefly reviewed (Section 3.1). Then I fo-
cus on sequential logic in gene regulation by discussing some of the “memory devices” which
can be leveraged for biological information storage and by giving a general classification of
sequential logic elements (Section 3.2). In particular, it will be analyzed how the molecular
repertoire of bacterial gene regulation can be leveraged to find compact and robust genetic
implementations of these basic storage elements, which are functional in the presence of the
delays inherent to gene expression (Section 3.3). Here it turns out that the combination
of protein-protein interactions and cis-regulatory protein-DNA interactions are sufficient in-
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Figure 3.1.: Scheme of a sequential logic circuit. In contrast to pure combinatorial logic, the output
of a sequential circuit depends both on the present input signals as well as on the current
state of an internal memory device. In addition to the external output also a secondary
output signal is generated, which, after a component-specific delay, is fed back into the
memory device as next internal state.
gredients to implement complex sequential logic, without the need for further regulatory
mechanisms. Finally, I discuss the significance of sequential logic in natural circuits (Section
3.4) and conclude with some potential applications to synthetic biology (Section 3.5).
3.1. Combinatorial Transcription Logic
In combinatorial logic circuits all outputs are directly related to the current combination of
values on the input signals, i.e., they are memoryless. The most elementary combinatorial
logic operations are implemented by so-called “logic gates”, which relate two input signals to a
single output value. For instance, an AND gate generates a positive output (corresponding to
a logic 1) only if both input signals are applied at the same time and yields 0 else. Generally,
such input-output relations are represented in form of a truth table, as shown in the table at
top of the figure. As there are four rows within the truth table, i.e., four distinct combinations
of the input signals X and Y, there exists a maximal number of 24 = 16 input-output relations.
Leaving aside trivial gates in which the output only depends only on one (or even on none)
of the inputs, and considering the symmetry between the input signals X and Y, only 8 gates
with distinct input-output relations remain (see Fig. 3.2; top panel). However, from digital
circuit theory it is known that any boolean function with arbitrary number of inputs can
be further reduced to one of two canonical forms, which only use cascaded combinations of
AND, OR and NOT gates to perform the same logic operation [84].
While electronic circuits indeed feature such “deep” architectures with many layers of sim-
ple but fast nodes, gene-regulatory networks typically cannot afford long cascades of genes
regulating the activity of other genes. Instead, the slowness of protein expression and the
limited number of genes makes it more reasonable adopt a “broad” architecture integrating
complex computations such as the “exclusive OR” (XOR) or the “equivalence” (EQ) gate
into a single node. On a molecular level, specific protein-DNA interactions and weak glue-like
interactions between regulatory proteins proved to be sufficient ingredients to implement reg-
ulatory logic functions of increasing complexity [23]: By appropriately selecting the strengths
and arranging the relative positions of the relevant protein-binding DNA sequences in the
cis-regulatory region, each of the 8 elementary logic operations can be carried out by a single
gene [23]. For instance, a logic AND function can be constructed by choosing weak binding
sites for both X and Y and placing them adjacent to each other (see figure) such that each
transcription factor alone cannot bind to its site, but when both are present binding occurs
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Figure 3.2.: Truth tables (top panel) and exemplary cis-regulatory implementations of some combi-
natorial logic gates.
with the help of an additional cooperative interaction. Once X and Y are bound, they recruit
RNA Polymerase (RNA Pol) to the weak promoter site and activate transcription.
While this scheme is useful for some of the elementary gates, there are limitations to the
control functions one can implement by using only the two ingredients of regulated recruit-
ment, as illustrated with the EQ gate (see Fig. 3.2). A strong promoter is required here to
turn the gene ON when neither of the TFs are activated, whereas repression is needed under
multiple conditions (i.e., when X is activated and Y is not, and vice versa). Given the small
size of the promoter region, it is difficult to implement both repressive conditions by the
direct physical exclusion of RNAP. An effective strategy to overcome promoter overcrowding
is repression from a distance, e.g., through DNA looping. In fact, it has been shown that
the distal repression and activation schemes can be regarded as natural representations of the
conjunctive or disjunctive normal forms of logic, respectively, and are therefore suited to code
for any given logic function [23].
3.2. Sequential Logic in Gene Regulation
3.2.1. Bits of Biological Information Storage
Both prokaryotic and eukaryotic cells store information on various timescales. For short
signal durations covalent modifications of preexisting proteins are frequently used as rapidly
addressable and yet stable “bits” of biological signaling cascades. In phosphorylation cascades
for instance, the activated (phosphorylated) form of a protein often acts as a kinase for the
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Figure 3.3.: Basic storage elements in gene regulatory circuits. (A) Positive feedback in a single
enzyme system with autokinase activity. (B) Genetic toggle switch of two mutually
repressing genes. (C) Bistable nucleosome modification (for details see text).
phosphorylation of an earlier protein in the cascade, effectively closing a positive feedback
loop. Even for the simple example of a single enzyme with autokinase activity (Fig. 3.3A) this
positive feedback can lead to bistable behavior [110]. But also in more complex cascades, such
as in the p42 mitogen-activated protein kinase (MAPK) cascade involved in the maturation
decision of Xenopus oocytes, positive feedback loops produce an actively maintained memory
of a transient stimulus and provide an explanation for the irreversibility of maturation [195].
Similar mechanisms are also found in neurons, in which bistable phosphorylation signals set
the basis for long-term potentiation and depression of synapses, and are thus pivotal for
synaptic plasticity [132].
Interestingly, in neurons a later phase of long-term depression requires the synthesis of
proteins [4, 109], and it has been speculated that long-term memory might be preserved by
bistable expression kinetics of those genes [132]. In fact, the expression levels of bistable
genetic switches can be inherited to daughter cells, allowing cells to store information for
several cell generations [2, 130, 134, 161]. A classical example is the genetic toggle switch
[61], which is based on two mutually repressing genes A and B (Fig. 3.3B). If the expression
of gene A is high initially, it represses the expression of gene B and the system stably remains
in the (A high, B low state) and vice versa. In that, it functions very similar to a toggle
switch in electronic circuits. However, while the electronic toggle switch maintains its state
as long as desired, the stability of the genetic toggle switch is typically limited by stochastic
gene expression, which can lead to noise-induced “memory-loss” [2].
Establishment of cellular memory and its faithful propagation for many cell generations is
pivotal for successful development of multicellular organisms. As pluripotent cells differen-
tiate, choices in cell fate need to be inherited and maintained by their progeny throughout
the lifetime of the organism. A major factor in this process is the remodeling of chromatin
structure: DNA methylation, histone modifications and many other types of alterations of
the genetic code allow eukaryotic cells to turn genes on and off as needed. Interestingly,
positive feedback can arise if nucleosomes that carry a particular modification recruit (di-
rectly or indirectly) enzymes that catalyze similar modification of neighboring nucleosomes
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Figure 3.4.: Classification of 1-bit sequential logic elements into functional families. (A) The boolean
function of a 1-bit sequential logic circuit is described by an operational truth table. Here
the output, i.e., the next state Qt+1 of the device, depends on both the primary inputs
X and Y as well as on its current state Qt. (B) Four possible transitions of the internal
state. (C) Sequential logic elements are classified into functional families according to their
repertoire of implemented state transitions. (D) The 5 families of functional sequential
logic devices. (E) Individual frequencies of the sequential logic families among all possible
1-bit memory elements.
[43, 144]. As illustrated in the scheme of Fig. 3.3C (adapted from ref. [43]), nucleosomes can
exist in unmodified (U), methylated (M), and acetylated (A) states. These forms are actively
interconverted by modifying and demodifying enzymes that are recruited by the modified
nucleosomes themselves. For instance, methylated nucleosomes recruit histone deacetylases
(HDAs) and histone methyltransferases (HMTs) (red symbols in Fig. 3.3C), which act on
surrounding nucleosomes and thereby allow a cluster of nucleosomes to maintain itself sta-
bly in a methylated, transcriptionally inactive (silent), state [43]. Similarly, the recruitment
of histone demethylases (HDMs) and histone acetyltransferases (HATs) (green symbols in
Fig. 3.3C) by acetylated nucleosomes promotes stable, transcriptionally active, clusters of
acetylated nucleosomes [43].
3.2.2. Classification of Sequential Logic Elements
For a systematic analysis of sequential logic, I now focus on the most elementary “latches”,
which constitute the building blocks for more complex systems with memory. Generally, a
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latch holds only a single bit of information, that is, its internal memory can either be ‘OFF’
or ‘ON’, corresponding to a logic 0 or 1, respectively. In its simplest form, the output of
the latch equals the state of its internal memory device and its boolean logic function can
be represented in an operational truth table (Fig. 3.4A) – in analogy to the truth table of
a combinatorial circuit (Fig. 3.2; top panel). Here both the external input signals X and Y,
as well as the current state Qt of the memory device determine the next state Qt+1 of the
sequential logic element. The combination of 3 binary input signals leads to 23 = 8 possible
input conditions, i.e., to 8 rows in the operational truth table, each of which is associated with
a binary output. Hence, there exist as many as 28 = 256 distinct operational truth tables,
which set the basis for the most elementary class of 1-bit sequential logic elements. However,
from combinatorial logic it is known that the number of functionally distinct gates is reduced
significantly by taking into account the symmetry between input signals and by leaving aside
gates with trivial output (see above). In the following, I show that similar considerations
narrow down the number of 1-bit sequential logic elements as well.
To this end it is important to note that an arbitrary combination of external inputs to a 1-bit
memory element can only cause four distinct transitions of the internal state (Fig. 3.4B): The
device either keeps its current state (hold), is set into the ‘ON’ state (set), is reset to the ‘OFF’
state (reset), or it changes its state into the complement of the current state (toggle). With this
definition, the operational truth table in Fig. 3.4A can be rewritten in form of a conventional
truth table with only X and Y as inputs, but with the corresponding state transition as output
(cf. Fig. 3.4C). This condensed form of the operational truth table contains the internal state
of the memory implicitly, and puts the focus on the various ways in which the external input
signals manipulate the state of the device. Based on this operational view we classify all 1-bit
sequential logic elements into different families, depending on their repertoire of implemented
state transitions (Fig. 3.4C,D). For instance, the S-R latch family contains all latches that only
implement the hold, set and reset transitions (Fig. 3.4C). Since the four input combinations of
X and Y code only for three state transitions in this case, two input combinations have to code
for the same transition. This redundancy in the number of implemented transitions, together
with the various permutations in which the four input combinations encode the transitions,
leads to 36 members within the S-R latch family (Fig. 3.4E).
Common to all functional families is, that at least one row within the operational truth
table codes for the hold command. In fact, circuits unable to hold their internal state are
non-functional in the sense that they produce a purely combinatorial (memoryless) output
and continuously alter their state. Likewise, circuits which exclusively implement the hold
command are not of practical use, since their state cannot be addressed. Based on these
considerations 82 out of the 256 latches are classified as non-functional (Fig. 3.4E). More-
over, since the state transitions set and reset are symmetrical in the sense that they can be
substituted by either defining the internal state or its complement as the ‘ON’ state, we com-
bine latches that contain only one of the two transitions into a single family. For instance,
the S latch family contains latches that implement either the hold and set or the hold and
reset transitions (Fig. 3.4C). In summary, we distinguish between 5 functional families of
1-bit sequential logic elements, which are listed in Fig. 3.4D together with their repertoire of
implemented state transitions.
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3.3. Molecular Implementation of Basic Genetic Latches
The ability to store information lies at the heart of every sequential logic circuit. In digital
electronics, most one bit latches are constructed from two cascaded NOT gates with feedback,
effectively implementing a positive feedback loop of each gate on itself. From nonlinear
dynamical systems it is well known that positive (or double-negative) autoregulation can lead
to bistable behavior also in biological circuits [51], and both prokaryotes and eukaryotes make
active use of such epigenetic forms of information storage (see Fig. 3.3 and reference [24] for
a recent review). To illustrate how members of the different sequential logic families can be
implemented from these basic memory bits, we focus our analysis on well studied mechanisms
of prokaryotic gene regulation. For instance, a classical example of a bistable circuit is the
genetic toggle switch [61], which is based on two genes A and B mutually repressing their
activities through the concentrations of their gene products, the transcription factors (TFs).
If the expression of A is high initially, it represses the expression of B and the system stably
remains in the high A/low B state and vice versa.
In order to address the state of the genetic toggle switch, an interface to external control
signals as well as to the current state of the device is essential (cf. Fig. 3.1). In digital electron-
ics, combinations of AND and NOT gates are typically sufficient to provide the combinatorial
control required for the implementation of all possible 1-bit latches [84]. Correspondingly,
the cascaded expression of several auxiliary TFs might serve as “regulatory front end” to
the genetic toggle switch, by integrating all input signals in their cis-regulatory regions and
by sensitizing the toggle switch for their output. Alternatively, signal integration can be
performed already at the protein level, e.g., through homo- and heterodimerization between
different TFs, which achieves the desired characteristics without any intermediate genes,
thereby avoiding many potential problems associated with their expressions (e.g., time delay
and stochasticity). For instance, heterodimerization between TFs X and Y and subsequent
repression of a target gene by XY provides the functionality of a molecular NAND gate, as
has been demonstrated by engineered variants of the LacI/Olac pairs [198]. Likewise, recent
examples in Escherichia coli show that prokaryotic cells also make active use of heterodimeric
transcription control in vivo [30, 184].
3.3.1. Basic Model
Extending on our previously published model for a conditional memory circuit [57], we con-
sider the scheme in Fig. 3.5A as a template for our design of 1-bit gene regulatory latches.
Here the genetic toggle switch (upper part) serves as memory device for all latches, whereas
the interface to, and the interactions within, the regulatory front end (lower part) assign the
logic in which the toggle switch responds to external input signals and thus specifies the be-
havior of an individual latch. More specifically, we take the expression rates αX and αY of
genes X and Y as input signals, and allow homo- and heterodimerization among their gene
products X and Y, as well as with the proteins A and B of the toggle switch. In addition
to the repressor binding sites for the dimers A2 and B2 in the promoter regions of the tog-
gle switch (two binding sites for each species are required to achieve bistability [57]), two
auxiliary repressor sites ORA and ORB are introduced downstream of the transcription start
sites of genes A and B, respectively. Supposing that the DNA-binding domains of all TFs
recognize disjunctive target sequences on the DNA (see e.g. references [77, 198]), the choice
of the sequences of ORA and ORB makes the toggle switch sensitive only for a specific pair of
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Figure 3.5.: (A) Template scheme for the implementation of 1-bit gene regulatory latches. The Ki
denote equilibrium dissociation constants, Pi the promoter of gene i and αi the corre-
sponding protein expression rate. For simplicity, synthesis and degradation of mRNA
species of all TFs as well as degradation of TF molecules are not depicted. (B) Shift
of dimerization equilibrium upon changes in the total number of proteins Ytot for the
reactions depicted in the inset (for clarity, the abundance of Y2 is not shown). For all
reactions the equilibrium dissociation constant is K = 10 nM and the total number of
proteins X is fixed (Xtot = 50). (C) State diagram of the genetic toggle switch, showing
its stability as a function of the effective expression rates α˜A and α˜B of genes A and B,
respectively.
homo- or heterodimers RA and RB in the regulatory front end. In addition, the affinities of
the TF monomers for each other determine the protein concentrations at which the individual
homo- and heterodimers form. Hence, changes in TF concentration can shift the equilibrium
from one homo- or heterodimer-species to the other, permitting a concentration-dependent
control over the state of the toggle switch, as will be shown now.
The behavior of the toggle switch in response to the input signals X and Y can be best
understood within a reduced deterministic description which only considers the total con-
centrations of proteins A and B as dynamic variables. Such a description assumes that all
biochemical processes which do not change the total concentrations Atot and Btot are suffi-
ciently rapid to remain equilibrated at almost all times. The net change of Atot and Btot due
to protein synthesis and degradation then follows rate equations of the form
dAtot
dt
= αAPA(B2, RA)− λAtot (3.1a)
dBtot
dt
= αBPB(A2, RB)− λBtot . (3.1b)
Here, it is assumed that protein degradation occurs at the constant rate λ, while the synthesis
of proteins A and B is regulated. Their maximal synthesis rates are denoted by αA and αB and
the form of the regulatory control is described by the promoter activity functions PA(B2, RA)
and PB(A2, RB). They determine the fraction of time the promoter is not blocked by a
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repressor and thereby free to bind RNA polymerase [16, 17]. In the simplest case of non-
cooperative binding of the dimeric repressors to their operator sites we have
PA(B2, RA) =
(
1 +
B2
KOB
)−2(
1 +
RA
KRA
)−1
(3.2a)
and similarly,
PB(A2, RB) =
(
1 +
A2
KOA
)−2(
1 +
RB
KRB
)−1
, (3.2b)
where the K’s denote the equilibrium dissociation constants for the dimer-operator interac-
tion. Note that the dimer concentrations A2 and B2 in Eqs. (3.2) must be expressed in terms
of the total protein concentrations Atot and Btot to close the rate equations (3.1). Similarly,
the concentrations of the control proteins, RA and RB, can be functions of Atot and Btot as
well as of Xtot and Ytot, which we use to quantify the strengths of the input signals. For
instance, in a simple scenario, in which gene A is regulated by X2(= RA) and gene B is
regulated by XY (= RB), both control dimers are absent if Xtot is low. Only at high Xtot, the
dimerization equilibrium shifts from mostly forming X2 at low Ytot to forming mostly XY at
high Ytot (Fig. 3.5B).
Consequently, without input signals (Xtot = Ytot = 0), the second factors on the right hand
side of Eqs. (3.2) disappear and the circuit behaves like the regular toggle switch [61]. To assert
that the circuit implements the hold command in the absence of input signals, the maximal
promoter activities αA and αB must be similar and both sufficiently strong (Fig. 3.5C; bistable
regime). In the presence of input signals, the maximal promoter activities effectively are
replaced by α˜A = αA/(1 + RA/KOA) and α˜B = αB/(1 + RB/KOB ). Hence, variation in the
concentrations of the control dimers, RA and RB, effectively change the maximal promoter
activities, and thus can be interpreted as regulated shifts within the state space of the toggle
switch. Input signals causing the formation of RA alone, lead to occupation of ORA and drive
the circuit into the monostable OFF regime (Fig. 3.5C; red area). Subsequent removal of the
input signal completes the reset transition by allowing the toggle switch to relax back to the
bistable regime while preserving the OFF state. Likewise, the transient formation of RB alone
implements the set transition and turns the state of the circuit ON. However, simultaneous
formation of RA and RB must be avoided, as it drives the toggle switch into an ill-defined (A
low, B low) state (cf. Fig. 3.5C), which, after signal removal, results in the random relaxation
into either the ON or the OFF state.
3.3.2. Exploring the Design Space
Next, we scrutinize how the combinatorial repertoire of homo- and heterodimerization in the
regulatory front-end can be leveraged to perform the logic operations required by individual
members of each sequential logic family. As mentioned above, the genetic sequence of the
binding sites ORA and ORB make the toggle switch sensitive towards individual homo- and/or
heterodimers from the regulatory front-end. In the following, we will gradually increase the
complexity of signal integration within the regulatory front-end by allowing different dimer
species to bind to the two binding sites. In order to facilitate our discussion, we will rename
the proteins X and Y encoding the input signals according to their function within the
individual latch.
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Figure 3.6.: Operational truth tables, most common boolean representation and possible genetic
implementation of the S-R latch (A), the D latch (B), the T latch (C) and the J-K latch
(D). The Master-Slave latch (E) has the same operational truth table as the J-K latch.
S-R latch. In its most simple form, only the homodimers R2 (= X2) and S2 (= Y2) of the
input signals specifically bind to the toggle switch and the circuit acts similar to an S-R latch
(Fig. 3.6A): Clearly, if only one of the input signals is expressed, the toggle switch is either
driven into the A off/B on state by binding of the repressor R2 to ORA (reset) or driven into
the A on/B off state by binding of the repressor S2 to ORB (set). However, if both input
signals are applied at the same time, the the repression of both promoters forces the circuit
into an ill-defined A off/B off state, which is expected to relax randomly into either one of
the states - depending on stochastic fluctuations at low molecule numbers. Therefore, this
combination of input signals is - as in digital electronics - referred to as forbidden, as it leads
to unpredictable behavior of the circuit (see Fig. 3.6A; operational truth table).
To test the behavior of the circuit in silico, a full deterministic model was set up according
to the reaction scheme in Fig. 3.5 including transcription, translation and degradation of
all TF species and their corresponding mRNAs (not depicted), as well as protein (hetero-)
dimerization and protein-DNA interaction. The corresponding reaction rates and equilibrium
constants were chosen from a physiological range of typical promoters and TFs, allowing us
to probe the circuit dynamics for realistic parameters known from bacterial gene regulation
(see Appendix B for the full reaction scheme and a comprehensive list of parameter values).
However, since a rapid response of the memory can be obtained only when degradation is
rapid [61], we assume that all proteins are actively degraded with half-lives of 5 min, which
is usually achieved in synthetic gene circuit experiments by SsrA tags [9, 49, 59].
The dynamical response of the proposed genetic S-R latch upon the different state transi-
tions is probed in Fig. 3.7A. Here the top panel displays the dynamically changing concen-
trations of the homodimers R2 and S2 in the regulatory front end, the transcription rates of
which are taken as external control parameters. During the first two hours both input signals
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Figure 3.7.: Dynamical test of the state transitions in the S-R latch (A), the D latch (B), the T latch
(C) and the Master-Slave latch (D).
are OFF and the toggle switch (Fig. 3.7A; bottom panel) keeps its initial A ON/B OFF state.
As soon as transcription of R is turned ON (t = 2 h), R2 dimers are produced and quickly
reach the threshold for repression of transcription from the promoter PA. Consequently, pro-
teins A are degraded at a timescale determined by the SsrA tag and once its concentration
falls below the repression threshold for the promoter PB, the synthesis of B initiates and
further represses the transcription of A from PA. At that time the toggle switch has success-
fully flipped its state and stably remains in the A OFF/B ON state even after removal of the
reset signal 30 min after its first appearance (Fig. 3.7A; bottom panel). Similarly, the reverse
switching from the A OFF to the A ON state is triggered by induction of the S protein (set
signal) for 30 min. However, as mentioned above, the simultaneous presence of both R and S
forces the toggle switch into an ill-defined A OFF/B OFF state (Fig. 3.7A; cyan area), which
is – in the presence of intrinsic noise – expected to evoke random relaxation into either the
A ON or the A OFF state upon signal removal. Therefore, in the design of circuits with S-R
latches it is crucial to ensure that this forbidden input does not occur.
D latch. In practice it is more convenient to use a D latch instead of an S-R latch, since it
is free of ambiguous input conditions (Fig. 3.6B; operational truth table). Here the inputs E
and D can be thought of as “enable” and “data” signal, respectively. If the enable signal is
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‘OFF’, the latch holds its state irrespective of the data signal. Conversely, if the enable signal
is ‘ON’, the latch takes the state of D. In digital electronics the D latch can be constructed
from an S-R latch by a simple rewiring of the input signals, as illustrated in the digital wiring
diagram of Fig. 3.6B. If E = 0 both outputs of the AND gates are 0 and thus the S-R latch
holds its state, whereas if E = 1 the state of D determines whether the set or the reset signal
gets activated.
To overcome the limitation of forbidden input signals in the genetic toggle switch, we pre-
viously proposed a genetic implementation of a D latch [57] – the conditional memory circuit
(Fig. 3.6B; genetic wiring diagram). However, instead of adding additional transcription fac-
tor genes performing the AND gate logic required in the D latch, the conditional memory
circuit uses heterodimerization between the two input signals as a particularly compact and
rapid implementation of regulatory front end: The protein E can form homodimers E2 and
repress the transcription of gene A. It can also bind to D to form heterodimers ED which
repress the transcription of gene B. Qualitatively, we expected that if E is absent, neither E2
nor ED can form: in this state, the existing memory of the circuit is maintained regardless
of the state of the level of D. When a significant amount of E is present, it will mostly form
homodimers E2 at low concentrations of D, so that gene A is repressed and the switch is
forced into the ‘OFF’ state. Conversely, when D is highly expressed, mostly the heterodimers
ED will form and force the switch into the ‘ON’ state. This qualitative expectation was
verified by simulation of the circuit dynamics under realistic parameters as for the S-R latch
(Fig. 3.7B). Here it is clearly visible that the set and reset transitions are only triggered in
the presence of the enable signal and that in its absence the toggle switch holds its state
irrespective of the signal carried by D. Hence, the heterodimer-logic within the regulatory
front end provides a compact and efficient means of conditioning the decision to remember
or ignore specific signals upon the presence of hierarchical signals.
T latch. One common requirement in digital circuits is counting, both forward and back-
ward. Although there exist many forms of binary counters, they are fundamentally very
similar and rely on the ability to flip the current state of the memory element into its com-
plement [84]. The most basic device with this functionality is the toggle latch (“T latch”),
which implements both the hold and the toggle command (Fig. 3.6C). The crux of realizing
the toggle transition is that a single signal must set the state of the latch either ‘ON’ or ‘OFF’,
depending on the current state of the device. In that, the toggle transition is – together with
the much simpler hold command – the only genuine sequential logic operation. As illustrated
in the digital wiring diagram of Fig. 3.6C, the boolean design is based on an S-R latch as
a central memory unit and is complemented with two upstream AND gates, each of which
is connected to one input of the S-R latch. The two parallel AND gates integrate both the
primary input T of the circuit (the toggle signal), as well as the current state Q and its com-
plement \Q of the S-R latch. If the toggle signal is OFF (T = 0) the circuit keeps its state,
since both AND gates provide a logic zero to the S-R latch. If the toggle command (T = 1) is
applied to the circuit, the front end triggers the appropriate set or reset input of the S-R latch,
such that it switches its state into its complement. For instance, if Q was ‘ON’ previously,
the feedback of Q on the front end activates the reset signal and the S-R latch switches to
the ‘OFF’ state. Similarly, the toggle command switches Q to the ‘ON’ state if the T latch
was ‘OFF’ before.
The genetic analogue to the digital T latch can be designed in the same spirit as above, by
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making the toggle switch sensitive towards heterodimers TA and TB, which form between
the TFs of the toggle switch and the regulatory front end (Fig. 3.6C; genetic wiring diagram).
However, quantitative analysis with our in silico model shows that this circuit quickly relaxes
into the ill-defined A OFF/B OFF state in the presence of the toggle signal – as does the
simple S-R latch. The reason behind this monostable behavior lies in the timescales involved
in the circuit dynamics: If the circuit is, say, in the A ON state initially, the expression
of T leads to the formation of TA and causes the repression of PA, as desired. As soon as
transcription of B initiates, however, TB forms instantly and auto-represses the establishment
of the new B ON state. This behavior is unlike the dynamics of an electronic T latch, in which
component-specific delays induce stable oscillations between the ON and the OFF state in
the presence of a continuously applied toggle signal. In contrast, in our genetic design the
compact architecture of the regulatory front end leads to a feedback that is much faster than
the dynamics of the toggle switch itself.
To circumvent this rapid feedback, the expression of two auxiliary TFs might serve as a
much slower implementation of the regulatory front end, by integrating all input signals in
their cis-regulatory regions and by sensitizing the toggle switch for their output. Specifically,
the two AND-operations required for the design of the T latch can be carried out by coop-
erative activation of a “reset gene” R (and “set gene” S) by A and T (and B and T ): If the
conditions for expression of R are met (T is high and the A is on), it represses expression of A
and switches the toggle switch into the A off state and likewise, if S is expressed it turns the
toggle switch on. However, as the implementation of a T latch with two auxiliary genes might
have other pleiotropic effects, we reasoned that the introduction of a delay in the heterodimer-
mediated autorepression of genes A and B could also greatly enhance the switching behavior
between the two states. On a molecular level, such a delay can be realized by overlapping
binding sites OTA and OTB for TA and TB, respectively, such that the heterodimers can only
bind their target sites in a mutually exclusive manner. For strong binding sites with off-rates
on the order of 10 minutes and longer, the heterodimer of the ‘old’ state, say TA, blocks the
heterodimer of the ‘new’ state, say TB, long enough to promote a significant increase of the
proteins in the new state (B high). If the toggle signal is removed at the right time, i.e., just
when the new state is reached, our analysis showed that the circuit does indeed memorize
the new state in a satisfactory manner (Fig. 3.7C). However, if the toggle signal is applied
continuously, the circuit starts to oscillate between the two states with a period determined
by the off-rate of the overlapping heterodimer binding sites (Fig. 3.7C). In digital electronics
this oscillatory “race”-condition is typically omitted by introducing an external clock signal,
which would in our case be akin to a toggle signal of just the right duration. As such an exact
temporal control over genetic circuits is often hard to achieve, we will seek in the following
for a circuit design which intrinsically accommodates for the inherent delays of its genes and
is insensitive to the precise timing of its input signals.
J-K and Master-Slave latch. The J-K latch augments the toggle transition implemented in
the T latch by providing the ability to control the internal state by the external input signals J
and K, which can independently trigger the set and reset transitions, respectively (Fig. 3.6D).
However, the J-K latch does not resolve the basic problem of the continuous oscillations in
the presence of the toggle signal (J = K = 1) where it functions analogous to the T latch.
Interestingly, in digital circuits that lack a global clock signal, that is, in asynchronous circuits,
frequently an extension of the J-K latch – the “Master-Slave” latch – is used instead. The
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central idea is to prevent continuous oscillations by “locking” the conventional J-K latch
after half a period, thereby ensuring that the circuit’s state gets uncoupled from the duration
of the toggle signal (provided it is long enough). In digital electronics this is achieved by
cross-coupling of a master and a slave latch via feedback regulation.
In the context of our genetic J-K latch this extension to a master-slave latch is achieved
by additional feedback on the expression of the genes in the regulatory front end (Fig. 3.6E),
such that (i) KA represses gene J and JB represses gene K and such that (ii) genes J and
K repress each other to form an additional toggle switch. Qualitatively, if A is ‘ON’ initially,
a toggle signal (here manifested in an elevated basal expression rate of genes J and K) leads
to formation of KA, which represses both the synthesis of A as well as the synthesis of J .
This switches the central toggle switch into the state B ‘ON’ and at the same time forces
the toggle switch of the regulatory front end into the state K ‘ON’. This state is then stably
maintained for many cell generations, as verified by a quantitative model with physiological
parameter values, see Fig. 3.7D for a dynamical test of all state transitions.
3.4. Significance of Sequential Logic in Natural Gene Circuits
Besides its potential applications in synthetic biology and engineering, some of the schemes
of sequential logic described here might also be realized in naturally evolved gene networks.
An important example in which cellular memory plays a pivotal role is the development of
multicellular organisms, where choices in cell fate need to be inherited and maintained by their
progeny throughout the lifetime of the organism. On a molecular level, different cell fates
are often reflected by the multistability of the underlying regulatory network. For instance,
the maturation decision of Xenoopus oocytes is based on a bistable phosphorylation cascade
[195] and also the osteogenic differentiation of human mesenchymal progenitor cells seems to
rely on a bistable switching mechanism [189]. Of particular interest are situations in which
spatiotemporal signals (morphogens) lead to cellular differentiation patterns and thereby allow
cells to transform transient signals received at a specific time during development and at a
specific place in the tissue into a distinct cell state. In the following I will focus a well-studied
example and scrutinize the significance of sequential transcription logic in this circuit.
Somitogenesis in Vertebrates
Vertebrate segments are formed during early embryogenesis, when vertebrae precursors, called
somites, bud off in a rhythmic fashion from the anterior part of the presomitic mesoderm
(PSM) [65], see Fig. 3.8A The periodic formation of somites is proposed to be controlled
by the interaction of time-periodic gene expression of a somitic factor (green stripes) – the
segmentation clock – with a morphogen gradient (red line) – the determination front – that
moves along with embryonic elongation in posterior direction [34, 42, 54, 74]. At the de-
termination front the oscillations of the somitic factor come to rest, and as it sweeps along
the embryo it converts the periodic signal of the segmentation clock into a repetitive series
of somites. From a operational point of view, this ‘clock and wavefront’ mechanism for ver-
tebrate segmentation is akin to the behavior of a T latch. As illustrated in Fig. 3.8B, the
morphogen gradient can be interpreted as the toggle signal (red lines), whereas expression of
the somitic factor corresponds to the internal state of the T latch (green lines): In the pos-
terior part of the PSM the toggle signal is ‘ON’, providing the command for cells to oscillate
between two alternative expression states of the somitic factor. The determination front is
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Figure 3.8.: (A) Clock and wavefront mechanism for somitogenesis in vertrebrate embryos (repro-
duced from Herrgen et al. [74]). (B) Possible mechanism of somite formation by spa-
tiotemporal variations of the input signals to a D latch. For all details please refer to the
main text.
reflected by the point at which the toggle command switches ‘OFF’. As it progresses posteri-
orly along the PSM, cells stop oscillating and ‘memorize’ the current state of their oscillatory
cycle. Interestingly, a similar pattern of repetitive stripes could also be generated by another
sequential logic element, the D latch (see Fig. 3.6B). Within this hypothetical scenario, the
data signal of the D latch would need to be coupled to an external clock, which provides an
oscillatory input to all cells in the PSM. The sweeping maturation front would correspond to
the enable signal, determining when cells should store the current level of the input signal in
an independent memory element. As a consequence, the clock – reflected in the oscillatory
data signal – would be required to continue ticking even in cells committed to their somitic
cell fate.
On a molecular level, however, the realization of the clock and wavefront mechanism by
a D latch seems not very likely. While a system of opposing gradients between the signal-
ing molecules FGF (fibroblast growth factor)/Wnt and retinoic acid could indeed serve as
a traveling maturation front in both models [42], there is currently no evidence for genes
that continue cycling in somitic cells. In contrast, in the PSM many cyclic genes, such as
the transcription factor HES1 (hairy and enhancer of split 1) [108], are known and it was
shown that the Delta-Notch signal transduction pathway is involved in delayed coupling of
neighboring cellular oscillators, leading to a wave-like expansion of the clock signal [74]. How-
ever, the precise interplay between the clock and the wavefront as well as the function of the
segmentation clock is still a matter of ongoing debate. Hence, it seems that it is currently
too speculative to seek for molecular components of a T latch. Nonetheless, I want to stress
that the logic of the clock and wavefront mechanism very closely related to the sequential
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logic operation performed by a T latch, and it might be stimulating to deeper analyze the
segmentation clock from that perspective.
3.5. Conclusion
In this chapter a general perspective on the schemes of sequential logic in gene regulation was
provided and a comprehensive classification of the building blocks for sequential logic design
was given. Our analysis showed that all basic sequential logic devices fall into surprisingly
few functional families and it was scrutinized how the molecular repertoire of bacterial gene
regulation can be leveraged to find compact and robust genetic implementations. In particu-
lar, it was shown that protein heterodimerization provides a rapid and efficient realization of
molecular AND gate logic, which can in turn be used as transcriptional control elements that
selectively bind to programmable target sequences. While the proposed versions of sequen-
tial logic elements are guided by rational design and are thus intrinsically limited to a very
narrow window of the possible design space, I feel that it might nevertheless be stimulating
to analyze naturally occurring gene networks with memory from the angle of sequential logic
design. Especially in eukaryotic cells, in which enhanceosomes take the role of large, multi-
dimensional logic gates [7], one might suspect that similar schemes of sequential logic design
could be realized.
In synthetic biology the biological implementation of these new devices might foster exciting
applications, as they greatly expand the functional spectrum of available building blocks.
For instance, the implementation of a conditional memory circuit in bacteria could serve
as a whole-cell biosensor, which memorizes the state of a given environmental variable only
under the condition of an externally supplied control signal, e.g., during a spatially and
temporally restricted period of UV irradiation. Likewise, the implementation of bacterial
counters could serve as sensor elements that count how often a specific chemical exceeds a
predefined threshold value in a confined microenvironment.
4. Stochastic Timing of Gene Induction as a
Regulation Strategy
Part of the work described in this chapter was [119] or will be published [120]. The full articles
are attached in Appendices A.3 (Paper III) and A.4 (Paper IV), respectively.
The allocation of nutrients is a central task in microbial life. While bacteria often use
glucose as a preferential carbon source, they also grow well on other, less ideal carbohydrates.
To minimize the metabolic burden, most of the enzymatic machinery required for catabolism
of these alternative growth substrates is only expressed when needed, that is, in the presence
of the alternative substrate and in the absence of a better carbon source. Historically, Monod
was the first to show in his seminal “diauxic shift” experiments in the 1940s, that when
E. coli cells grow on a mixture of glucose and lactose, they first completely exhaust glucose
from the medium and resume growth on lactose only after a characteristic lag phase [126].
From thereon, the study of the molecular origin of this “glucose effect” has shed light on many
of the basic principles in bacterial gene regulation [145] and stimulated decades of research
on the inducible carbon utilization systems.
A major finding along this way was made by Novick and Weiner [130], who discovered that
the induction of the enzymes in the lactose utilization system (Lac system) displays an “all-
or-none” behavior at intermediate levels of the non-metabolizable sugar analogue thiomethyl-
β-D-galactoside (TMG). This means that a fraction of cells fully induced the Lac system (on-
state) whereas the other didn’t (off-state). Since the advent of modern, single-cell imaging
techniques such bimodal expression patters have also been observed in the arabinose (Ara)
system of E. coli [161] and in the galactose (gal) system of S. cerevisiae [2], suggesting that
it is a common trait of the inducible carbon utilization systems. In fact, on a molecular level
all of these systems share an autocatalytic positive feedback of the sugar on its own uptake
proteins, which can give rise to bistable behavior in the presence of sufficient nonlinearities
[51]. Meanwhile, the apparent bistability in these systems has attracted much attention and
has become a paradigm for studying phenotypic heterogeneity in naturally occurring gene
regulatory circuits [2, 48, 99, 134, 179].
The work presented in this chapter arose in close collaboration with Dr. Judith Megerle,
Prof. Dr. Joachim Ra¨dler (Experimental Biophysics, LMU Munich) and Noreen Walker
(AMOLF, Amsterdam) and focusses on two previously unstudied aspects of the arabinose sys-
tem in E. coli. First, we sought to examine the molecular mechanisms of single-cell switching
between the off- and the on-state and vice versa, by the addition and removal of the inducer
arabinose (Papers III & IV). In Paper III we studied the induction dynamics in the Ara system
with single cell resolution and related the observed dynamics to a comprehensive mathemat-
ical model comprising the known biochemistry of the components in the Ara system. Here
we quantitatively related the broadly heterogeneous timing in operon induction observed in
our experiments to a wide distribution of arabinose uptake proteins at the time of inducer
addition, and thereby provided a mechanistic explanation for the bimodal expression pattern
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observed at sub-saturating inducer levels [161]. In Paper IV we mainly studied the down-
regulation process upon sudden removal of external arabinose in single cells. Here our results
show rapid and homogeneous switching from the on- to the off-state and shed light on a pre-
viously uncharacterized component of the Ara system, AraJ, which seems to function as an
arabinose eﬄux valve. The second major aspect studied here focusses on the question whether
the heterochronic gene induction is just an inevitable side-product of noisy gene expression
in the Ara system, or whether the observed cell-to-cell variability confers any evolutionary
advantage to a bacterial population. To approach this question, a mathematical framework
based on the costs and benefits of gene expression is established, and it is shown that when-
ever gene induction is associated with a transient risk, but beneficial in the long-run, the
stochastic timing in gene induction can maximize the reproductive success of a population in
fluctuating environments.
The organization of this chapter is as follows: First, the molecular components of the arabi-
nose system are introduced and their biochemical properties as required for our quantitative
mathematical model are briefly reviewed (Section 4.1). Then the central results of Paper III
on the heterogeneous timing in the induction behavior are presented (Section 4.2), followed
by our findings of Paper IV on the down-regulation process and the role of AraJ in the Ara
system (Section 4.3). Finally, a coarse-grained model for growth in fluctuating environments
is presented, exemplifying the potential evolutionary advantage of heterogeneous timing in
the induction of the carbon utilization systems (Section 4.4).
4.1. The Arabinose System of E. coli
The arabinose operon was the first system in which a positive regulatory mechanism was
discovered. Unlike induction in the Lac system, which relies on deactivation of the lactose
repressor LacI in the presence of lactose (double-negative control), the arabinose system is
directly activated by the arabinose-responsive regulator AraC in the presence of arabinose.
In the absence of arabinose, AraC also represses transcription efficiently by the formation
of a DNA loop, leading to a large fold-change between basal (leaky) and maximal expres-
sion levels. This ability made the arabinose system central for biotechnological applications,
and derivatives of its promoters serve as the working horses for heterologous gene expression
[115]. Consequently, a lot of efforts have been undertaken to reduce some of the sources for
heterogeneity that are described in this thesis [88–90, 127], and our results on the underly-
ing mechanisms should prove useful for the rational design of new expression systems with
predictable behavior.
Genes and Qualitative Behavior
The core of the arabinose utilization system of E. coli consists of the genes araE and araFGH,
the products of which mediate arabinose uptake, and the products of the araBAD genes,
catalyzing the three-step process of converting arabinose into D-xylose-5-phosphate, which
ultimately feeds in the central metabolism of the cell (Fig. 4.1C,D). In addition, araC codes
for the dual transcriptional regulator AraC, which – in the presence of arabinose – activates
transcription of the promoters PE , PFGH , PBAD and PJ , the promoter of araJ, a gene of yet
unknown function [148, 156]. In the absence of arabinose, AraC also represses transcription
from PC and PBAD by the formation of a DNA loop (Fig. 4.1B). This regulatory versatility of
AraC is reflected in two alternative enzyme conformations [156]: in the absence of arabinose,
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Figure 4.1.: Regulation (A,B), genes (C) and catabolic steps (D) in the arabinose utilization system
of E. coli.1 For all details please refer to the description in the main text.
the C-terminal and N-terminal subdomains of AraC are joined by a relatively rigid “linker
arm”, leading to an upright conformation in which the formation of the DNA loop by an AraC
dimer is favored (Fig. 4.1B). Upon arabinose binding to AraC, the linker is released and the
protein switches to a flexible conformation in which two adjacent binding sites upstream of
its target promoters can be bound by an AraC dimer, where they recruit RNA polymerase
and thereby activate transcription (Fig. 4.1A).
Qualitatively, the system functions as follows (Fig. 4.2): in the absence of external ara-
binose, cells express the genes in the Ara system at a basal level. Especially in the case of
the arabinose uptake proteins this is of central importance, since arabinose is detected by
import and internal sensing via AraC, and thus arabinose uptake proteins act as transporters
and sensors alike [173]. Consequently, the promoters PE and PFGH also lack the upstream
binding site required for DNA looping and display a significantly higher basal (uninduced)
expression level than the PBAD promoter [93]. As soon as the internal arabinose concentration
reaches a certain threshold the promoters in the arabinose system are activated, and both the
synthesis of further arabinose uptake proteins, as well the synthesis of the catabolic enzymes
is stimulated. For the PBAD promoter, the quantitative input-output characteristics suggest
a cubic dependence on the internal arabinose concentration with an internal arabinose “ac-
tivation threshold” of 50µM. Effectively, this up-regulation closes both a positive feedback
loop (uptake proteins) as well as a negative feedback loop (catabolic enzymes) on the internal
arabinose level (Fig. 4.2). Since mutants deficient in arabinose catabolism were used through-
out our studies, both the induction as well as the down-regulation dynamics upon changes
in environmental arabinose are expected to rely critically on arabinose transport into (and
possibly also out of) the cell.
1Reprinted from Trends in Genetics, Volume 16, Robert Schleif, Regulation of the L-arabinose operon of
Escherichia coli, Pages 559-565, Copyright (2000), with permission from Elsevier.
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Figure 4.2.: Wiring diagram of the arabinose utilization system. Arabinose is imported via the ara-
binose transporters AraE and AraFGH. If the intracellular arabinose level is sufficiently
large, arabinose binds the transcriptional regulator AraC. This complex activates the pro-
moters PE , PFGH , PBAD and PJ , driving expression of araE, araFGH, araBAD and araJ,
respectively. The latter two operons encode genes for arabinose catabolism (araBAD) and
a putative arabinose eﬄux pump (araJ). Arrows indicate arabinose transport and positive
regulation, whereas the T-shaped arrow indicates arabinose catabolism.
Arabinose Transport
Arabinose uptake is catalyzed by the high affinity, low capacity transporter AraFGH, as
well as by the low affinity, high capacity transporter AraE [75]. The AraFGH transporter
is a member of the ATP Binding Cassette (ABC) transporter superfamily, featuring the
periplasmic binding protein AraF, the membrane component AraH and the ATP-binding
component AraG [78] (Fig. 4.2). It has an apparent affinity for arabinose of 1µM [75] and relies
on ATP hydrolysis during transport [36]. In contrast, AraE is an arabinose/H+ symporter
with a low affinity of 140 − 320µM [36]. However, comparison of arabinose uptake in wild-
type strains with araE and araFGH deletion strains revealed that the two transporters do
not operate independently [36] and that i stead, arabinos transport was best described by a
single Michaelis-Menten function. The o igin of this synergistic interaction between the two
transport systems is not resolved. Together the two systems accumulate arabinose more than
300-fold at low (20µM) and about 30-fold at high (1 mM) external arabinose concentrations
[131]. In Paper III we focus on the influence of transporter heterogeneity on the induction
behavior of the Ara system and demonstrate that it directly relates to an experimentally
observed heterogeneous time delay in gene induction.
In addition to arabinose uptake, there is also evidence that arabinose is rapidly exported
form the cell in a mutant deficient in arabinose catabolism (araA−). In a seminal study,
Novotny and Englesberg [131] showed that arabinose export follows first order kinetics up
to high internal arabinose concentrations with a rate constant of k = 5.2 min−1 at 37◦C. On
a molecular level it seems plausible that the product of the fourth arabinose-inducible gene,
araJ, is involved in the observed export, since sequence similarity with drug eﬄux proteins of
the major facilitator superfamily [135] suggests that it may function as a sugar eﬄux system
[87]. Hence, while there is an apparent lack of function of araJ for the induction of the
araBAD operon [148], it might speed up the transition from the on- to the off-state upon
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removal of external arabinose.
Interestingly, transcriptional activation of ydeA has been shown to interfere with arabinose
accumulation and induction of the PBAD promoter [20, 27]. ydeA also belongs to the major
facilitator superfamily and shows sequence similarity to araJ (24% identity) [20]. However,
ydeA is only expressed at extremely low levels in exponentially growing wild-type cells and is
not induced by arabinose [20]. Hence, while ydeA appears non-essential under the standard
laboratory conditions tested, it has been speculated that YdeA, when expressed, and/or
AraJ could promote the export of arabinose structural analogues that can be imported but
not completely metabolized [20]. The fact that araJ is induced severalfold in the presence of
arabinose [73] makes it tempting to speculate that it plays a central role in the physiological
response of E. coli towards arabinose and its close chemical analogues. In Paper IV we focus
on the influence of arabinose eﬄux on the on- and off-switching dynamics and show that araJ
has a clear phenotype during off-switching of the Ara system.
4.2. Paper III: Timing and Dynamics of Single Cell Gene
Expression in the Arabinose Utilization System
In the paper ‘Timing and dynamics of single cell gene expression in the arabinose utilization
system’, Biophys. J. 95, 2103-2115 (2008), by Judith A. Megerle∗, Georg Fritz∗, Ulrich Ger-
land, Kirsten Jung, and Joachim O. Ra¨dler (∗equal contribution) we presented a quantitative
single-cell analysis of gene induction in the arabinose system of E. coli. To the best of our
knowledge, this work reports for the first time the experimental single-cell expression dynam-
ics associated with the decision process that triggers switching from the off- to the on-state.
The reported experiments were performed in controlled, microfluidic environments, which
permit the addition of arabinose in situ and allowed us to follow the expression dynamics in
single cells, rather than measuring only their time-dependent population distributions. To
study the switching dynamics under the microscope, an E. coli strain deficient in arabinose
catabolism (araBAD−) was used and was transformed with the reporter plasmid pBAD24-
GFP, in which the rapidly maturing GFP variant gfpmut3 is under the control of the PBAD
promoter.
Interestingly, at intermediate inducer levels we found a broadly heterogeneous time de-
lay in the onset of gene expression, whereas at high inducer concentrations cells responded
homogeneously and with minimal delay. With the help of a separate measurement of the
cell-to-cell variability in the GFP maturation time, we extracted the distribution of lag times
intrinsic to the arabinose uptake process. This was achieved by establishing a deterministic
GFP expression model within single cells and through fitting the model to the experimental
fluorescence trajectories with only two key parameters: the maximal GFP expression rate
and the delay time after which the PBAD promoter gets turned on. From our analysis we
found that the distribution of maximal GFP expression rates is independent of the inducing
arabinose concentration, whereas both the average as well as the width of the delay time
distribution scaled inversely with the external arabinose level.
To describe our experimental lag time distributions, we developed a theoretical framework
which supports the conclusion that the observed heterogeneity arises from cell-to-cell varia-
tions in the number of arabinose uptake proteins at the time of sugar addition. In this model
for the induction process we did not consider potential effects of arabinose eﬄux, Instead,
we made the parsimonious assumption that the time delay in the induction process results
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from slow arabinose uptake alone - an hypothesis which seemed compatible with the range of
arabinose uptake velocities by AraE and AraFGH, as inferred from experimental transport
studies [36]. Assuming that the number of transporters does not change significantly during
the induction process (diabatic limit), the model then predicted that the time delay, τd, un-
til a certain internal arabinose threshold required for promoter activation is reached, scales
inversely with the number of transporters, n, at the time of inducer addition (t = 0). The
steady-state distribution P (n) of arabinose transporters at t = 0 is the result of a bursty,
basal activity of the promoters PE and PFGH , and takes for a single uptake protein species
the form of a negative binomial distribution [13],
P (n) ≈
(
1
1 + b
)µ ( b
1 + b
)n (
µ+ n− 1
n
)
, (4.1)
where the “burst size” b is the ratio of the translation rate and the mRNA degradation
rate and corresponds to the typical number of proteins produced from a single mRNA [178].
Likewise, µ is the ratio of the basal transcription rate and the protein dilution rate and can
be interpreted as a dimensionless “burst frequency” (the number of bursts within the lifetime
of a protein). Together with the relation τd ∼ 1/n, the distribution of delay times Q(τd) can
be obtained from the transformation rule Q(τd) =
∣∣∣dn(τd)dτd ∣∣∣P (n), yielding
Q(τD) ≈ τ0
τ2D
(
1
1 + b
)µ ( b
1 + b
)τ0/τD Γ(τ0/τD + µ)
Γ(τ0/τD + 1)Γ(µ)
, (4.2)
where Γ(x) is the Gamma function and τ0 is a parameter determined by the external arabinose
concentration.
From pairwise Kolmogorov-Smirnov tests at each external arabinose concentration, we
found that this theory consistently fits the shape of the experimental delay time distributions
for various inducer concentrations. Hence, our data support a previous conjecture by Siegele
and Hu [161], according to which the delay time distribution is causally linked to the dis-
tribution of uptake proteins in the absence of the inducer. However, while our model only
accounts for the dynamics of arabinose uptake and thus – according to Occam’s razor – rep-
resents the most parsimonious explanation of the induction behavior of the arabinose system,
we suspected that under altered experimental conditions also arabinose export might play a
critical role. Therefore, in Paper IV we analyzed the influence of the putative arabinose eﬄux
protein AraJ on both the switching from the off- to the on-state, as well as the switching from
the on- to the off- state of the Ara system, see Section 4.3.
Additionally, our characterization of the heterogeneous timing in the switching between
alternative phenotypic states forms the basis to further explore possible links between the
single-cell dynamics and biological function of these systems. For instance, in fluctuating
environments, heterogeneous switching dynamics may prevent costly synthesis of specialized
enzymes in all cells of a colony, when the enzyme substrate is available only for short periods.
A first attempt to make such a link between heterogeneous timing and physiological function
in the Ara system is the subject of Section 4.4.
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4.3. Paper IV: Quantitative Characterization of Single Cell
Switching Dynamics in the Arabinose Utilization System
In the submitted manuscript ‘Quantitative characterization of single cell switching dynamics
in the arabinose utilization system’ by J. A. Megerle∗, G. Fritz∗, S. A. Westermayer, D. Brick,
R. Heermann, K. Jung, J. O. Ra¨dler, and U. Gerland (∗equal contribution) we analyzed the
role of the putative arabinose exporter AraJ in the switching dynamics of the arabinose
system. To test whether AraJ has indeed arabinose export activity in vivo as predicted (see
Section 4.1), we studied the down-regulation of the PBAD promoter upon sudden removal of
external arabinose. By conducting our experiments in cells deficient of arabinose catabolism
(araBAD−), we sought to eliminate other potential arabinose sinks and reasoned that the
dynamics of internal arabinose (controlling the PBAD promoter activity) should be mainly
affected by arabinose eﬄux. To single out the effect of AraJ on arabinose eﬄux, we compared
the switching dynamics in an araJ+ and in an araJ− strain. In the araJ+ strain, our single cell
experiments revealed that fluorescence production from PBAD ceases 20 - 30 min after removal
of external arabinose. In contrast, the araJ− strain continued fluorescence production more
than 50 min after arabinose removal, indicating that araJ clearly speeds up the transition
from the on- to the off-state in the arabinose system. Comparison with a refined quantitative
mathematical model revealed, that the rapid timescale of arabinose eﬄux (k−1 < 1 min)
reported by Novotny and Englesberg [131] consistently accounts for the observed fluorescence
trajectories.
To further corroborate our model, we studied the effect of rapid arabinose eﬄux on the
heterogeneous timing in gene induction described above. Here it turned out, that the rapid
export can be balanced by a faster import rate (still within the range of arabinose uptake
velocities inferred from experimental transport studies [36]), leading to a similar timing het-
erogeneity as before. Within our refined model, the mechanism behind this delay is as follows:
Upon arabinose addition, internal arabinose equilibrates rapidly (< 1 min) to a steady state
value, a∗in, that is determined by the ratio of arabinose in- and eﬄux rates, i.e., a
∗
in ∼ n/k.
Thus, cell-to-cell variability in the initial number of arabinose uptake proteins, n, directly af-
fects the initial arabinose level within each cell. Since internal arabinose activates expression
of the genes in the Ara system, this leads to a cell-to-cell variability in the initial rates of
gene expression. Due to the positive feedback of the uptake proteins on their own expression
the cellular level of transporters increases, and meanwhile also the internal arabinose concen-
tration follows immediately after a change in transporter level (adiabatic limit). As a result,
the promoter activity increases to its maximal value on a timescale determined by the (slow)
kinetics of AraE expression. Accordingly, cells with a high initial number of uptake proteins
fully activate the Ara system earlier than cells with a low initial number of uptake proteins.
Interestingly, the delay time until promoter activation scales for typical levels of basal trans-
porter expression (∼20-200 proteins) in good approximation inversely with the number of
transporters (∼ 1/n) (Fig. 4.3A). Thus, the refined model of the Ara system presented here
leads to a very similar heterochronic induction behavior than in our model without arabi-
nose eﬄux (Fig. 4.3B,C), indicating that both models are quantitatively consistent with the
experimental switching kinetics from the off- to the on-state of the Ara system.
However, besides accounting for the switching from the on- to the off-state in the Ara
system, our refined model also predicted the behavior of a mutant with constitutively low
transporter expression, that is, in a strain with a disrupted positive feedback loop of the
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Figure 4.3.: (A) Theoretical delay time as a function of the initial number of transporter proteins
AraE. The delay time was defined as the time until the PBAD promoter reached 95%
of its maximal activity and obtained from our refined mathematical model, for details
see Paper IV. Theoretical delay time distributions (B) and cumulative probabilities (C)
at different external arabinose concentrations in our model with arabinose eﬄux, given a
negative binomial distribution of initial uptake proteins. Due to the inverse scaling of the
delay time with the number of AraE proteins over the relevant rage (A; 20-200 proteins),
the delay time distributions obtained with the refined model (C; colored lines) only differ
within experimental error from our previous results for the delay time distribution in a
model without arabinose eﬄux (C; black line).
transporters on their own expression. In this strai all cells in the culture should be induced
instantly, that is without heterogeneous delay. Their expression rate, however, should be
sub-maximal and we expected a modulation of the average gene expression rate instead of a
modulation in the delay times upon variation of the external arabinose concentration. Ex-
perimental verification of these predictions by recording the single cell expression dynamics
in a mutant with Plac-driven araE expression has put our refined model including arabinose
eﬄux on firm grounds.
4.4. Regulated Bet-Hedging Through Stochastic Timing of Gene
Induction
In the previous sections it was demonstrated that the arabinose system displays heterochronic
gene induction upon inducer addition, which can be interpreted as a “responsive stochastic
switching” strategy. In this regulation strategy, the detected environmental change in the
sugar concentration affects the response of a single cell in two ways: (i) it triggers the switch
to the ‘ON state’ after a stochastic delay, and (ii) the sugar concentration controls the shape
of the probability distribution for the delay, such that the timing of gene induction is highly
variable at low concentrations and nearly homogeneous at high concentrations. To address the
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functional question, as to whether responsive stochastic switching confers an advantage over
other possible regulation schemes, a coarse-grained mathematical model for bacterial growth
in unpredictable fluctuating environments will be devised. An essential property of the model
is a transient risk associated with induction of the system, arising from a cost-benefit analysis
of gene expression where protein synthesis incurs an immediate cost and only a delayed
enzymatic benefit [39, 40, 82]. Given such a finite “amortization time” and an unpredictably
fluctuating environment, one can ask whether the observed responsive stochastic switching
naturally arises as a regulated bet-hedging strategy.
4.4.1. Cost-Benefit Estimate of Gene Induction
In order to study the potential risks and advantages of heterogeneous timing in gene induction
within a microbial population, let us first focus on the costs and benefits associated with gene
expression within a single cell. By means of a simple mathematical quantitative model for
the cellular energy balance, it will be shown now that there can be a transient phase during
which cells invest more energy into the expression of the sugar utilization system than they
harvest by sugar digestion. As a basis for the analysis, let us consider a scenario in which cells
are suddenly shifted from a nutrient-free to a nutrient-containing environment. Before the
shift, cells are in a non-growing (stationary) state in which they possess a pool of intracellular
building blocks and energy equivalents, which are required for maintenance of their metabolic
activity and for future gene expression.
Without loss of generality, we assume that in the pool of cellular energy is the limiting
factor for cell growth and survival1, and consider for simplicity the ATP level as the universal
“energy currency” of the cell. Converting all other energy compounds into ATP equivalents,
the total cost of synthesizing an average protein of 360 amino acids length is ζ = 1500
ATP/protein [169]. Likewise, under ideal conditions the full digestion of glucose yields β =
36 − 38 ATP/glucose molecule [169]. However, the yield and is typically smaller for other
carbon sources and suboptimal growth conditions. For instance, fermentation of glucose
during anaerobic growth only yields β = 2 ATP/glucose molecule and other sugars provide
even less energy. Throughout this section a value of β = 1 ATP/sugar molecule will be used
for the energy content of an average sugar molecule under typically poor growth conditions
and a value of ζ = 3000 ATP/protein for the average expression cost of the sugar utilization
operon2.
Supposing that cells induce protein synthesis after a delay-time τ at rate κ and noting
that cells do not grow until a certain energy threshold is reached, the number of transporters
per cell increases linearly with time. Given that a single transporter imports sugar at an
effective rate vS = vmaxS/(Km + S), with vmax being the maximal uptake rate, Km the
Michaelis constant and S the external sugar concentration, and assuming that internal sugar
is instantaneously converted into energy, the rate of energy production is also a linear function
of time, that is, E˙+ = βvSκ(t− τ). Contrary, the rate of energy consumption is proportional
to the rate of protein synthesis and hence constant in time, i.e., E˙− = ζκ. Together, the
1Our analysis is equally applicable under conditions in which one of the building blocks (amino acids, nu-
cleotides, etc.) is limiting – with only a few modifications of the parameter values.
2In the arabinose system, sugar is imported either via the arabinose/H+ symporter AraE (1 protein) or the
ABC transporter AraFGH (3 proteins). Since sugar import is the bottleneck for energy production [92],
we suppose that transporter expression poses the most significant cost to the cell and take an average value
of 2 proteins required for sugar uptake.
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Figure 4.4.: Dynamics of internal energy upon gene induction at indicated external sugar concentra-
tions. The amortization time τa is marked for 20µM external sugar. The parameters are
chosen similar to those of the arabinose system: κ = 50 proteins/min, Km = 300µM and
vmax = 1000 sugars/protein/min, β = 1 ATP/sugar, ζ = 3000 ATP/protein.
change of the internal energy level, ∆E(t) ≡ E(t)− E(0), exhibits parabolic dynamics, that
is,
∆E(t) = βvSκ(t− τ)2/2− ζκ(t− τ) . (4.3)
Taking the in vivo parameters of the arabinose utilization system, Fig. 4.4 shows the time-
dependence of ∆E at different external sugar concentrations. Note that for all sugar concen-
trations there is a transient period during which the cells invest more energy than they gain
at that time. Importantly, the duration τa of this amortization period scales inversely with
the effective rate of sugar import and is hence a function of the external sugar concentration,
that is,
τa =
2ζ
βvS
. (4.4)
At saturating external sugar levels, when all transporters operate at their maximal rate
(vS = vmax), the initial investment into a protein is amortized in about 6 minutes. However,
it is known that both the arabinose as well as the lactose operon already respond to sugar
concentrations in the micromolar regime [97, 130, 134, 155] and under such substrate-limiting
conditions the situation can be vastly different: For instance, at an arabinose concentration
of 20µM the amortization time may be as long as 95 min (cf. Fig. 4.4A; red curve), which is
comparable to typical lag-phase durations [104, 133].
Notably, the maximal energy deficit of about 4 × 106 ATP experienced for S = 20µM
is on the order of the internal ATP level of E. coli in balanced growth: the maximal ATP
level in balanced growth is about 10 mM, corresponding to Emax ≈ 5 × 106 ATP/cell [169],
which serves us as an upper limit for the energy level in stationary phase. From this –
admittedly crude – estimation it becomes apparent that the entire energy reservoir of a
cell can become exhausted within a few successive nutrient pulses of low concentration and
unfortunate duration.
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Figure 4.5.: Simple model for growth and survival in an unpredictable environment. (A) In a natural
growth scenario periods of famine (no sugar) are interrupted by periods of feast (sugar
available). (B) Simple binary model extracting the essential features of the famine and
feast scenario. (C) The payoff matrix relates the change in internal energy to the growth
factors µ (cf. Eq. (4.6)) for all combinations of pulse durations and cell responses: Upon
long sugar pulses cells reproduce by a factor γ or δ, depending on whether they responded
quickly or delayed, respectively. The energy deficit of a cell responding quickly in a short
sugar pulse is only a fraction of the maximal internal energy, such that cells do not suffer
immediately from short sugar pulses. However, cells in the lowest (critical) energy level
die if they respond quickly in a short sugar pulse. (D) In a mixed strategy, only the
quickly responding subpopulation (fraction α) looses energy upon short sugar pulses (S),
whereas the energy level of the delayed subpopulation (fraction 1−α) remains unchanged.
Cells reaching the lowest energy level cannot resume growth (=dead cells), whereas cells
with intermediate energy levels do grow upon long sugar pulses and reach the highest
energy level Emax. At the same time long sugar pulses (L) cause population growth by a
factor (1− α)δ + αγ.
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4.4.2. Growth Optimal Enzyme Production in Fluctuating Environments
In natural environments of microorganisms the substrate abundances fluctuate with time and
typically phases of exponential growth are interrupted by periods of stationary phase, dur-
ing which growth is halted. In such a famine and feast scenario, the durations of nutrient
abundance are controlled by external factors and can generally not be “anticipated” by the
bacterial population. Likewise, also the type of nutrient in future nutrient pulses is barely pre-
dictable as it depends, e.g., on the nutritional behavior of the host organism or on stochastic
nutrient flows in the soil. Based on these general considerations let us now focus on an ideal-
ized growth scenario in which cells experience a repetitive series of sugar pulses (Fig. 4.5A).
Here the type of sugar is always different from the sugar in the previous pulse and can only
be accessed through induction of the corresponding carbon utilization system. Hence, cells
cannot profit from pre-induction of sugar utilization systems in consecutive pulses and it is
plausible that cells show no correlation between the response-times in successive sugar pulses.
Furthermore, we assume that there is neither a correlation between the energy level of a cell
and its response-time nor between energy level and the rate of protein synthesis.
For simplicity let us consider a two-state environment and a binary (stochastic) response
of the population (Fig. 4.5B): The environment produces short (S) and long (L) sugar pulses
with probability p and 1−p, respectively. The sugar concentration is assumed to be identical
in all sugar pulses and is taken as a tunable parameter to our model. Importantly, we focus
on a concentration regime in which cells experience a transient decrease in the internal energy
level, such that the induction of the system is disadvantageous during the amortization period
but advantageous in the long run. As cells cannot anticipate the duration of a sugar pulse at
the time when the sugar appears, it is plausible that the population splits stochastically into
a fraction of quickly and slowly responding cells with probabilities α and 1− α, respectively.
Hence, the genotype is encoded in the probability α that determines the fractions of two
phenotypically distinct subpopulations. This should not be confused with the evolutionary
competition between different genotypes, e.g., quick vs. delayed genotype.
To quantify the fitness of the quick and delayed subpopulations with respect to a given
sugar pulse duration, first focus on the associated change of internal energy within a single
cell (Fig. 4.4). Here we assume that the duration of the short sugar pulse falls within the
amortization period of the quickly responding strategy, whereas it still falls into the delay-
time of the delayed subpopulation. Hence, the quick subpopulation suffers an energy deficit
(∆E = ε < 0) from a short sugar pulse, while the delayed subpopulation stays inert (∆E = 0).
Contrary, the long sugar pulse is chosen longer than the amortization period of the delayed
subpopulation, such that both strategies experience an energy gain from a long pulse. How-
ever, due to the different induction times cells with a quick response foster much more energy
than cells with a delayed response.
In the next step we relate this change in internal energy to cell growth. To this end, it
is assumed that cells keep memory of their internal energy level from sugar pulse to sugar
pulse and start growing as soon as they reach the maximal internal energy level Emax of
E. coli in balanced growth (see Section 4.4.1). Contrary, cell death occurs as soon as their
energy pool gets depleted. For long sugar pulses, suppose that the energy gain is for both
response strategies much larger than Emax, such that all cells are reset to the highest energy
level and use the surplus of energy for reproduction. As this surplus is different for both
response strategies, the quickly responding subpopulation has a higher growth factor, that
is, a higher number of offspring per sugar pulse, than the delayed subpopulation, i.e., γ > δ
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(cf. Fig. 4.5C). For short sugar pulses, cells either stay inert or experience an energy deficit
ε, such that cells can be in one out of q discrete energy levels {Emax, Emax−ε, Emax−2ε, ...,
Emax− (q−1)ε} before it dies (Fig. 4.5D). Here the number of energy levels q is a function of
the external sugar concentration, as it determines the magnitude of ε. For instance, a sugar
concentration of S = 50µM corresponds to q = 3, meaning that cells survive a sequence of
two short sugar pulses, but die in the third one due to energy depletion.
Long-term population growth rate
Generally, the long-term population growth rate λ can be defined through
λ = lim
T→∞
1
T
log2
NT
N0
, (4.5)
where time T is a discrete measure for the number of sugar pulses and the total population
size NT after sugar pulse T is described by a Markov chain
NT = µTNT−1 = N0
T∏
i=1
µi , (4.6)
with N0 being the initial population size. Here the µi are the (stochastic) factors by which the
population grows in sugar pulse i. They depend both on the realization of the environment
(short or long sugar pulse, abbreviated as S or L pulse, respectively) and on the fraction α
of cells that responds with the quick strategy (see below). By combining Eqs. (4.5) and (4.6)
the long-term growth rate can be expressed as an average over all logarithmic growth factors,
that is,
λ = lim
T→∞
1
T
T∑
i=1
log2 µi ≡ log2 µ . (4.7)
However, since cells contain a certain memory about their history in form of their internal
energy level, the growth factors not only depend on the duration of the current sugar pulse
but rather on the stochastic sequence of all previous pulse durations: The more short pulses
arrive in a row (“S-chain”) the more dangerous the environment gets for the population.
For instance, the sequence SLSLSL is harmless with respect to extinction of a population,
since long sugar pulses reset all cells to the highest energy level in every second sugar pulse,
whereas the sequence LLLSSS causes extinction of cells that respond quickly three time in a
row during the last three pulses.
Consequently, the average of the logarithmic growth factors in Eq. (4.7) has to be taken
over all possible sequences of sugar pulse durations. The analysis simplifies, however, by
noting that a long sugar pulse always resets the whole population to the highest energy level
and thereby “erases” the memory of all cells. Hence, during long sugar pulses which occur
with probability (1− p) the population always grows by a factor µL(α) = (1− α)δ + αγ. In
contrast, the survival of a short sugar pulse depends on the history of previous pulse durations
and one has to to average over all sequences of S-chains. The probability to find the sequence
LSnL, i.e., the probability to have exactly n short pulses in a row, is given by (1−p)pn(1−p).
The associated growth (or better: survival) factor is determined by the fraction of cells which
responded quickly at most (q − 1) times within the S-chain of length n, i.e.,
µSn(α) =
q−1∑
k=0
(
n
k
)
αk(1− α)n−k . (4.8)
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Figure 4.6.: The population growth rate λ is maximal for mixed response strategies (0 < α < 1).
The model parameters are q = 2 internal energy states and γ/δ = 2, with γ = 2.2 and
δ = 1.1.
With this, the long-term population growth rate in Eq. (4.7) takes the form
λ(α) = (1− p) log2 µL(α) + (1− p)2
∞∑
n=3
pn log2 µSn(α). (4.9)
Optimal Response Strategies
Next, we optimize the response-strategy with respect to the long-term population growth
rate λ, by varying the fraction of quickly responding cells, α, from 0 to 1. Strikingly, the
population growth rate is a concave function and displays a maximum at intermediate values
of α (Fig. 4.6): For a given environment, defined through its probability p to provide short
sugar pulses, the population grows at a basal rate λ = (1 − p) log2 δ if all cells play the
conservative strategy (α = 0). For increasing α the growth advantage of quickly responding
cells outweighs the risk of extinction, since a substantial fraction of cells with delayed response
buffer against such fatal events. At high α however, this risk can no longer be compensated
for, the population growth rate decreases and even becomes negative, indicating the extinction
of the whole population in the long run. Clearly, the higher the probability of short sugar
pulses (high p) the more dangerous is the environment for the population, thus driving the
optimal strategy towards a more conservative response (α low) (Fig. 4.6; red line). Contrary,
the more long sugar pulses appear (low p), the more beneficial it is to have a large fraction
of quickly responding cells (Fig. 4.6; green line).
These results indicate that a heterogeneous strategy, reflected in a population of mixed
phenotypes, can indeed be superior to a homogeneous strategy. Next, let us scrutinize how
the particular choice of model parameters affect this result and under which conditions a
homogeneous response might be favorable. To this end, we test how the growth rates γ and
δ, as well as the probability p of a short sugar pulse affect the optimal response strategy. This
can be done by numerically finding the roots of
∂λ
∂α
= (1− p)
γ
δ − 1
αγδ + (1− α)
+ αq−1gq(α, n) , (4.10)
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Figure 4.7.: Optimal response strategies αopt as a function of p and γ/δ. (A) 3 internal states, (B) 2
internal states and (C) 1 internal state. The red line indicates the boundary between a
heterogeneous (0 < αopt < 1) and a homogeneous (αopt = 0) response.
where gq(α, n) is a function that is non-singular and continuous at α = 0, absorbing the
infinite sum resulting from the second term in Eq. (4.9). Note that the optimal response not
depends the individual growth rates of the quick and delayed subpopulations, but only on
their ratio γ/δ. However, in order to identify the region in which a homogeneous response
(α = 0 or α = 1) is favorable over a heterogeneous response (0 < α < 1), a different approach
is needed, since for very small α the numerical solution cannot distinguish between α = 0
(exact) and α > 0, but very small.
To this end we exploit that λ(α) is concave, i.e., ∂
2λ
∂α2
< 0, and hence, if ∂λ∂α |α=0> 0 the
maximum of λ(α) is located at αopt > 0, whereas for
∂λ
∂α |α=0< 0 the optimal strategy is
located at αopt = 0, since negative values of α are not allowed. Inserting α = 0 into Eq. (4.10)
and noting that γ/δ > 1 (quick cells grow faster than delayed cells), yields
∂λ
∂α
|α=0= (1− p)(γ
δ
− 1) > 0 ∀p 6= 1 . (4.11)
Hence, cells should only respond delayed in every pulse (αopt = 0), if the environment gen-
erates short sugar pulses with certainty (p = 1). Intuitively one would suspect that such a
conservative strategy is also optimal if the environment becomes very hazardous (p close to
1). However, it turns out that a heterogeneous response with a (small) fraction of quickly
responding cells is always optimal – no matter how dangerous the environment gets. Impor-
tantly, this result holds only if cells have q ≥ 2 internal states, since this prevents cells from
extinction after just one short sugar pulse.
Only in the case of one internal energy level, which corresponds to a very low sugar level in
the environment, the optimal response switches from heterogeneous to homogeneous (αopt =
0) for dangerous environments with a high probability p of short sugar pulses. Mathematically,
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Eq. (4.9) simplifies to
λ(α) = (1− p) · log2 µL(α)
+(1− p)2 ·
∞∑
n=1
pn log2((1− α)n) (4.12)
= (1− p) · log2 µL(α) + p · log2 (1− α) . (4.13)
Therefore,
∂λ
∂α
!
= 0 = (1− p) ·
γ
δ − 1
αγδ + (1− α)
− p 1
1− α (4.14)
can be solved analytically for α. We find αopt > 0 for p < pcrit = 1 − δγ and αopt = 0 for
p > pcrit. Hence, the phase diagram for 1 internal state splits into a region where homogeneous
timing is best and a region where heterogeneous timing is favorable (cf. Fig. 4.7C).
For this special case of only one internal state our model is very similar to an old problem in
information theory, referred to as the Kelly problem of optimal gambling [86]. In this scenario
an investor has a certain capital and decides to gamble on his stock repeatedly. In every round
of the game he gambles with a fraction α of his capital and keeps the remainder (1− α) in a
risk-less security. In case of winning a round with probability (1− p) the invested fraction of
his capital doubles, whereas it is lost with probability p. This model is analogous to our model
with γ/δ = 2 and similarly predicts an optimal long-term growth rate at intermediate values
of α. In contrast, Kelly also noted that after a finite number of rounds the expectation value
〈N〉 is maximized if the gambler bets all his money in every round (α = 1). While this strategy
in fact optimizes short term growth, the probability of a single gambler to loose his entire
capital (gamblers ruin) increases dramatically. Thus, the mixed strategy with 0 < αopt < 1
optimizes the trade-off between short-term growth and long-term survival.
4.4.3. Discussion
Significance of Heterochronic Gene Induction
It is well established that snapshots of arabinose [161], lactose [130, 134] and galactose [2,
15, 85] operon expression display bimodal population responses at a given time after sugar
addition. While this bimodality has first been reported in the lactose operon more than half a
century ago, its physiological function for a bacterial community remained largely elusive. In
contrast to, e.g., systems for immune evasion in pathogens, in which phenotypic heterogeneity
is intimately related to the survival of the genotype [29], the evolutionary forces favoring
heterogeneity in metabolic systems are not so obvious. For instance, in an environment of
constant lactose abundance there exists an optimal Lac expression level that maximizes cell
growth [39, 82], and fluctuations around this optimal level always reduce the growth rate [171].
While these models make predictions for enzyme expression in balanced growth, that is, after
several generations of exponential growth when the macromolecular composition of a cell
(e.g., the mass fractions of protein, RNA, and DNA) becomes stationary [158], in fluctuating
environments growth is typically not balanced.
Under such conditions it has been suggested that a stochastic commitment of some fraction
of the population to activate a metabolic network might provide selective advantages by
anticipating the arrival of new food sources [146]. To our knowledge, however, wildtype
carbon utilization systems are not activated spontaneously, i.e., in the absence of their natural
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inducers, indicating that bacteria do not follow a ‘pre-emptive’ diversification strategy in their
metabolic apparatus. Instead, cells directly sense the sugar in the environment and adjust
the cell-to-cell variability in their response time to the detected sugar concentration. Our
theoretical analysis revealed, that in a famine and feast scenario with stochastic durations of
sugar availability, such responsive stochastic switching can maximize the long-term growth
rate of a population by optimizing a trade-off between short-term growth and long-term
survival. Hence, our results suggest that the observed heterochronic gene induction might
serve as a regulated bet-hedging strategy in uncertain environments.
However, the model analyzed here considered only two different response times in an en-
vironment with two different sugar pulse durations. While this simplistic model allowed for
an (at least partially) analytical treatment of the problem and also permitted some general
conclusions about the functional advantages of a mixed strategy in fluctuating environments,
it is (by construction) unable to predict the experimentally observed relation between the ex-
ternal sugar concentration and the width of the delay time distribution. Therefore, it will be
interesting to test whether a generalized growth model with a continuous spectrum of delay
times displays a similar scaling of population heterogeneity with the external sugar concen-
tration turns out as the optimal regulation strategy. In fact, if the cell-to-cell variation of the
delay time is smaller than the amortization period, it is possible that all cells of a colony suffer
synchronously from a fatal series of sugar pulses, leading almost certainly to extinction in the
long run. Hence, one might suspect that the width of the natural response-time distribution
must be at least as broad as the amortization period in order to guarantee long-term survival
of the population.
Gene Induction Under Energy-Limiting Conditions
One key ingredient to our model is that cells experience an amortization period after stimu-
lation with low sugar concentrations, during which cells transiently invest more energy than
they harvest by sugar digestion. While our estimate of the costs and benefits support this
intuitive assumption, to date no experimental test has been performed on the fitness effects
of transient sugar pulses. However, there are some indications suggesting that energy can
become growth limiting under certain conditions. For instance, the value of the adenylate
energy charge, which is proportional to the mole fraction of ATP plus half the mole fraction
of ADP, is homeostatically controlled during exponential growth, but declines slowly during
stationary phase in a wide variety of microorganisms [32]. Notably, during the slow decline in
energy charge, all the cells are capable of forming colonies, whereas after prolonged starvation
a steep drop in energy charge coincides with a rapid fall in viability [32]. These observations
suggest, that energy is indeed a limiting factor for survival during stationary phase and that
a careful usage of precious energy equivalents is essential for the ability to resume growth
when nutrients suddenly become available.
In fact, for both prokaryotes and eukaryotes it has been observed that the addition of ex-
cess amounts of substrate to a previously starved population can cause a significant decrease
in cellular viability [25, 45, 142]. This substrate-accelerated cell death has been related to
an inherent risk of metabolic pathways with so-called ‘turbo-design’ [177]: Many catabolic
pathways, such as glycolysis, begin with an ATP-requiring activation step, after which fur-
ther metabolism yields a surplus of ATP. In the absence of specific regulatory mechanisms
that prevent these pathways from demanding their toll before proper adaptation to the new
environment has occurred, most available phosphate will be incorporated into glycolytic inter-
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mediates [69], and the cell’s ATP level gets too low to sustain cellular processes. Therefore,
in order to prevent these hazardous situations, glycolysis has evolved a negative feedback
on the initial activation step [180], thus turning glycolysis into a tremendously successful
energy-generating strategy.
4.5. Conclusion and Outlook
In this chapter we characterized the molecular mechanisms of all-or-none gene expression
in the arabinose utilization system by analyzing single cell fluorescence trajectories upon
arabinose addition and removal. Our analysis revealed substantial delay and variation in the
onset of gene induction, which seems closely related to the stochastic distribution of sugar
uptake proteins at the time of inducer addition. In contrast, the down-regulation process upon
arabinose removal was quick and homogeneous, and relies on the previously uncharacterized
membrane protein AraJ. However, from our analysis we cannot exclude that there exists
significant heterogeneity in AraJ expression, since switching from the on- to the off-state
was much faster than the intrinsic timescales of GFP reporter expression and maturation.
Potentially, also heterogeneous AraJ expression could in part account for heterogeneous timing
in gene induction, since – as shown by our model – the delay time until full feedback activation
depends mainly on the internal arabinose level, which is given by the ratio of arabinose import
and export rates. Also, it is currently unclear how araJ is expressed in the presence and
absence of arabinose and its chemical analogues, and further characterization of the araJ
promoter will help to better understand the physiological role of sugar eﬄux in the arabinose
utilization system.
Interestingly, similar temporal heterogeneity has been observed during the differentiation of
B. subtilis [33, 38], where only a subpopulation of cells commits itself to sporulation [182]. Here
the master regulator for sporulation is Spo0A, which is activated by phosphorylation via a
phosphorelay cascade. Analogous to the heterogeneous expression of sugar transporters in the
arabinose system, transcription of several phosphorelay genes is highly dynamic and variable
in time, resulting in significant cell-to-cell variability of the phosphorelay phosphate flow and
thus in a tremendous spread in the timing of sporulation initiation [33, 38]. This ensures
that population heterogeneity is not generated instantly, but rather increases gradually in
time and only if adverse environmental conditions persist [33]. Given that the response
of many regulatory systems relies on sensors and signaling molecules available only in low
copy numbers [12, 172], we expect that heterogeneous timing of cellular responses will be
ubiquitously encountered at the single cell level.
While our theoretical analysis of the carbon utilization systems showed that temporal
heterogeneity in gene induction can serve as a regulated bet-hedging strategy under certain
conditions, further experimental verification of key model assumptions is clearly required. For
instance, to test for the protein synthetic capacity of stationary phase cells, it will be crucial
to probe a previously starved population for its induction behavior of the carbon utilization
systems – especially at low sugar concentrations. Also, the hypothesis of a limited energy
reservoir could be tested by measuring the viability of starved cells after exposure to an
ever-changing sequence of short sugar pulses, as suggested in our famine and feast scenario.
Quantitative time-lapse fluorescence microscopy in combination with current developments
in microfluidics will provide powerful tools to get insight into the functional roles of temporal
heterogeneity.
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The analysis of stress response systems in microorganisms can reveal
molecular strategies for regulatory control and adaptation. In this study, we
focused on the Cad module, a subsystem of Escherichia coli’s response to
acidic stress that is conditionally activated at low pH only when lysine is
available. When expressed, the Cad system counteracts the elevated H+
concentration by converting lysine to cadaverine under the consumption of
H+ and exporting cadaverine in exchange for external lysine. Surprisingly,
the cad operon displays a transient response, even when the conditions for
its induction persist. To quantitatively characterize the regulation of the Cad
module, we experimentally recorded and theoretically modeled the dyna-
mics of important system variables. We established a quantitative model
that adequately describes and predicts the transient expression behavior for
various initial conditions. Our quantitative analysis of the Cad system
supports negative feedback by external cadaverine as the origin of the
transient response. Furthermore, the analysis puts causal constraints on the
precise mechanism of signal transduction via the regulatory protein CadC.
© 2009 Elsevier Ltd. All rights reserved.
Edited by M. Gottesman
Keywords: CadB; CadA; lysine decarboxylase; acid stress response;
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Introduction
During their natural life cycle, gastrointestinal
bacteria are faced with acid stress while passing the
extreme low pH of the stomach and being exposed to
volatile fatty acids in the intestine. Escherichia coli's
remarkable ability to sustain growth over multiple
decades of H+ concentrations1 and its potential to
survive extremely low pH are implemented by a
battery of pH homeostasis2–4 and acid tolerance5–
8 systems. In recent years, it was increasingly
recognized that each of these subsystems is specifically
activated under certain environmental conditions,6,8
while theorchestration of thedifferent responses is just
beginning to be explored. However, a system-level
study of the acid stress response requires detailed
quantitative analysis of the individual modules.
One of the conditional stress response modules is
the Cad system,9–13 which is induced only when
acidic stress occurs in a lysine-rich environment. The
Cad module protects members of the Enterobacter-
iaceae against anorganic and organic acids in the
intestinal tract14 and against fermentation acids under
phosphate-limiting conditions.15 The three principal
components of the Cad system are the enzymeCadA,
the transport protein CadB, and the regulatory
protein CadC (see Fig. 1). The decarboxylase CadA
converts the amino acid lysine into cadaverine, a
reaction that effectively consumes H+.16 The anti-
porterCadB imports the substrate, lysine, and exports
the product, cadaverine. Together, CadA and CadB*Corresponding author. E-mail address: gerland@lmu.de.
doi:10.1016/j.jmb.2009.08.037 J. Mol. Biol. (2009) 393, 272–286
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reduce the intracellular H+ concentration and thereby
contribute to pH homeostasis.10,17 The cytoplasmic
membrane protein CadC not only senses the external
conditions12,18,19 but also regulates the response by
binding directly to the DNA and activating the
transcription of cadBA.20 Similar to other members
of the ToxR family,21 CadC thereby performs signal
transduction in a single component, without the
phosphorylation step employed by two-component
systems.22 Figure 1 also depicts the lysine permease
LysP, which is not part of the cad operon but essential
for its function since CadC senses lysine indirectly via
interaction with LysP.12,18,19,23 In contrast, the exter-
nal (periplasmic) pH is believed to be sensed directly
by CadC through a pH-dependent conformational
transition and/or proteolytic cleavage.19,24 The signal
integration performed by CadC then ensures that
CadA and CadB are produced only under
the appropriate external conditions of low pH and
lysine abundance.
However, CadC also senses a third input, which
seems surprising from a physiological point of view:
Dell et al. identified several CadC derivatives with
single amino replacements that responded differently
to cadaverine in comparison with wild-type CadC.19
These data provided initial evidence that cadaverine
influences CadC-mediated cadBA expression. Subse-
quently, it was found that cadaverine represses the
long-term expression of the cad operon,12 and we
could show that the periplasmic domain of CadC in
fact binds cadaverine in vitro.23 As cadaverine is the
end product of the decarboxylase reaction, it was
suggested that it accumulates in the medium and
causes a delayed transcriptional down-regulation of
cadBA expression.13 Although many stress response
systems display a similar transient response,25,26 their
regulation strategy appears to be fundamentally
different: for instance, the osmo-stress response of
yeast directly follows its stimulus (low osmolarity)
and remains active until the osmolarity returns back
to physiological levels, while cadBA expression is
down-regulated although the stress persists.
In this study, we explored whether negative feed-
back via external cadaverine can account for the
transient response of the Cad system on a quanti-
tative level. In particular, we were interested in the
factors that determine the duration and the amplitude
of the transient response and asked how the
addition of external cadaverine affects these charac-
teristic quantities. It is known, for instance, that
external cadaverine reduces the long-term activity
of the Cad system,12 but one would like to know
whether it shortens the duration of the transient
expression pulse or reduces the amplitude of the
pulse. Or does it affect both of these properties?
To address these questions, we quantitatively
measured the dynamics of the Cad system in three
important variables at high time resolution: the
cadBA transcript, the activity of the lysine decar-
boxylase CadA, and the concentration of excreted
cadaverine. Based on the existing qualitative model
(cf., Fig. 1), we formulated a quantitative model for
the Cad system and tested its agreement with the
experimental response dynamics. We found that our
quantitative model coherently describes the dynam-
ical response of the wild-type Cad system within a
physiological parameter regime. The available data
constrain the key biochemical parameters to a
narrow regime. For instance, we inferred the effec-
tive in vivo deactivation threshold for the Cad
system and compared it with a previously measured
in vitro binding threshold.23 Using the quantitative
model, we formulated predictions for the response
dynamics of the Cad system under conditions with
initially added cadaverine and in a mutant strain
with a defective lysine permease, LysP. The suc-
Fig. 1. Qualitative model of the
Cad system in E. coli (simplified).
The Cad system is conditionally
activated by low pH and high lysine
levels. Lysine inhibits the repressive
effects of the lysine permease LysP
on the receptor CadC, while low pH
activates CadC directly. The active
form of CadC activates transcription
of cadBA, encoding the lysine decar-
boxylase CadA and the lysine/
cadaverine antiporter CadB. The
Cad system imports lysine, decar-
boxylates it under consumption of a
cytoplasmic proton, and exports the
product cadaverine in exchange for
another lysine molecule. The net
effects of these reactions are the
expulsion of a proton from the cyto-
plasm and the excretion of the basic
polyamine cadaverine. Finally, it is
believed that external cadaverine
deactivates CadC. In our experi-
ments, we recorded the time evolu-
tion of the variables in gray boxes.
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cessful experimental validation of these predictions
strongly supports the existence of the postulated
feedback inhibition mechanism via cadaverine in
the Cad system. Finally, we discuss the causal cons-
traints of our results on the signal transduction me-
chanism by CadC, helping discriminate between
two contradicting models.
Results
Transient expression dynamics
To probe the transient response of the Cadmodule,
we first grew E. coli (strain MG1655) to exponential
phase at pH 7.6 in minimal medium. We then in-
duced the Cad module by transferring cells into fresh
minimal medium with 10 mM lysine and buffered at
pH 5.8. After shifting E. coli to inducing conditions,
we monitored cell growth by determining the
number of colony-forming units. Due to the acid
stress, cell growth was significantly impaired, but
cells remained viable over the 4-h period of the expe-
riment (see Fig. S3). In the habitat of the intestines,
fast and/or uniform growth of the cells is also not
expected. Hence, the analysis of the Cad module
under the present conditions is reasonable, as it mi-
mics an E. coli population in its natural environment.
The induction defined the starting point, t=0 min,
for our measurements of the response, which we
performed initially at intervals of 5 min until
t=30 min and then at longer intervals of 30 min.
To quantify the response, we assayed the cadBA
mRNA level, the specific CadA activity, and the
external cadaverine concentration (seeMaterials and
Methods for all experimental details). We found that
the external pH, shown in Fig. 2a, remained low,
even slightly decreasing from the induction level,
over the entire 4-h period of the experiment.
Transcription of the cad operon began immediately
after induction, and mRNA rapidly accumulated, as
shown in Fig. 2b. At t≈25 min, the mRNA level
peaked and then rapidly decreased, reaching its low
pre-induction level at about t=90 min. The response
on the protein level, as quantified by the specific
activity of CadA shown in Fig. 2c, was slower,
exhibiting a slight delay after induction and reach-
ing a plateau level at t≈25 min, which was
sustained over the time of the experiment. The
activity of the Cad module led to the production and
secretion of cadaverine, which accumulated in the
medium, as shown in Fig. 2d.
The transient expression of the Cad module
shown in Fig. 2 is in qualitative agreement with
previous induction experiments that studied the
system in a less quantitative manner.13 The bio-
chemical mechanism for the transient behavior re-
mained unclear, however. It was suggested that the
external cadaverine level exerts negative feedback
on the activity of the regulator CadC.12,13 Alterna-
tively, the Cad module might, for instance, directly
affect and control the level of its input stimuli. In
other words, the activity of the Cad module might
reduce the external lysine concentration below its
induction threshold or shift the external pH level
outside its range for induction.
Dose–response curves
To address these possible alternative explanations
and to characterize the ranges and the intensity of
Fig. 2. Induction kinetics of the cad operon in E. coli
MG1655. (a) The Cad system was induced at t=0 min by a
shift from pH 7.6 to pH 5.8 and simultaneous addition of
10 mM lysine. (b–d) The time evolution of the cadBA
mRNA (b), the specific CadA activity (c), and the extra-
cellular cadaverine concentration (d) was determined as
described in Materials and Methods. All values are aver-
age values from duplicate repetitions. Specific CadA
activity is given as U/(mg protein), with 1 U=1 μmol
cadaverine/min. For each sample, the cell density was
adjusted to an optical density at 600 nm of 1, corres-
ponding to 150 μg protein/mL. Concentration of total
RNA was determined, and for each time point, equal
amounts of RNA were tested with a radiolabeled probe
directed against cadBA mRNA. Moreover, the signal
intensity of cadBA transcript was compared with the
signal intensity of rpoDmRNA that is constitutively trans-
cribed. From these data, fold changes of cadBA transcrip-
tion relative to the pre-induction value were calculated.
For a detailed discussion, see the main text.
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the total response under our experimental condi-
tions, we next determined the “dose-response” be-
havior of the Cad module. We have seen above (see
Fig. 2c) that the CadA activity reaches a steady-state
plateau about 60 min after induction. We took this
plateau value as a proxy for the total (cumulative)
response of the Cad system and studied its depen-
dence on the input signals. To this end, we induced
the Cad module with different external pH levels
and initial lysine concentrations and assayed sam-
ples 90 min after induction for their CadA activity
(see Materials and Methods for details). Panels (a)
and (b) of Fig. 3 show the lysine dependence and the
pH dependence of the response, respectively. The
data in Fig. 3a indicate that when induced with
pH 5.8, the Cad module is barely active at lysine
concentrations below 0.5 mM, whereas it is fully
active for lysine levels exceeding 5 mM. In between
these values, the activity increases sigmoidally with
the inducing lysine concentration. Similarly, at a
given lysine induction level of 10 mM, the activity
depends sigmoidally on the inducing pH (see Fig. 3b),
with no significant activity above pH 6.8 and full
activity at pH 5.8 and lower.
Taken together, the pH dependence of the total
response shown in Fig. 3b and the time series in
Fig. 2a show that the pH level did not leave the
range for induction during the course of our ex-
periment in Fig. 2. Hence, the transient behavior of
the cadBA expression is clearly not mediated by a
decrease of the external pH stimulus.
The dose–response curves in Fig. 3 characterize
the input–output behavior of the system when the
Cad module is regarded as a “black box” signal
processing unit. In particular, we can read off the
apparent activation thresholds of the Cad module
(i.e., the pH and lysine levels at which the module
displays half-maximal activity). Such apparent
thresholds constitute the first level of description
in a top–down system analysis. Conversely, in a
bottom–up analysis, the first level of description
is via biochemical interaction parameters, while
effective parameters, such as apparent thresholds,
emerge from the interplay of molecular interac-
tions. Quantitative modeling and analysis of this
interplay are the only ways to make a connection
between the two levels of description. In the
following, we want to make such a connection and
then leverage it to estimate the molecular activation
thresholds of CadC from the apparent behavior of
the Cad module.
Construction of a quantitative model
It is clear from the abovementioned data that a
minimal quantitative model of the Cad module
must describe the integration of the input signals pH
and lysine, as well as the effect of cadaverine on the
activity of CadC. Furthermore, it must describe the
regulation and expression of the cadBA operon and
the functioning of the CadA and CadB proteins,
such that we may relate the quantitative model to
the observed dynamics of the three system variables
monitored in our experiments. Our construction of
such a quantitative model is guided by the
qualitative model in Fig. 1 and the known biochem-
istry of the Cad module. In that, our approach takes
advantage of the wealth of prior knowledge about
molecular interactions, which determine the topol-
ogy (i.e., the “wiring”) of the signaling network. In
general, when the molecular players and their
interactions are unknown, network reconstruction
techniques can be used to gain qualitative and
quantitative insights into the regulation of the
system (see, for example, Refs. 27 and 28). However,
here we are faced with a simpler problem where a
predefined network topology has to be tested for
agreement with the experimental data.
Signal integration
The three external signals known to affect the
activity of the Cad module are the time-dependent
lysine concentration, l(t), the cadaverine concentra-
tion, c(t), and the pH. The membrane protein CadC,
which receives and combines these signals into a
single response,12,18,19 is constitutively expressed,19
and hence we take the total amount of CadC per cell,
C0, to be constant. The signals then modulate only
the fraction of active CadC molecules per cell, C(t)/
Fig. 3. Dose–response curves of the wild-type Cad
system. (a) Dependence of the CadA response on the
inducing lysine concentration. The specific CadA activity
was determined 90 min after induction with pH 5.8 and
the indicated lysine concentration (see Materials and
Methods). Similarly, the dependence on the inducing pH
in (b) was obtained by induction with 10 mM lysine and
the indicated pH. Again, specific CadA activity was
determined 90 min after induction. The continuous lines
show the fit result of our quantitative model. Values are
mean values from at least three independent experiments.
Error bars represent standard deviation from these
experiments.
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C0. We assume that the different signals regulate
CadC independently such that the CadC activity is
described by the product form,
C tð Þ=C0 = f pH tð Þð Þ  g l tð Þð Þ  h c tð Þð Þ ð1Þ
Indeed, all experimental data available show no
indication for a coupled effect of the input signals on
CadC.13,23 Another assumption implicitly made by
Eq. (1) is that the fraction of active receptors is
always equilibrated to the current levels of the input
signals—that is, it does not depend on the signal
levels prior to time t. This assumption is also plau-
sible since the typical timescale for conformational
transitions in receptors (see, for example, Ref. 29) is
much shorter than the timescale of our experiments.
The functions f, g, and h in Eq. (1) take on values
between 0 and 1 and are assumed to be of the Hill
form typical for cooperative binding reactions. The
pH dependence is parameterized as follows:
f pHð Þ = 1
1 + 10 pHpH0DpH
ð2Þ
with pH0 denoting the pH value at which f reaches
half-maximal activity and ΔpH determining the
width of the response curve. Similarly, lysine depen-
dence and cadaverine dependence respectively take
the following forms:
g lð Þ = l=Klð Þ
nl
1 + l=Klð Þnl
h cð Þ = 1
1 + c=Kcð Þnc ð3Þ
where Kl and Kc are the effective in vivo activation
thresholds for the direct and indirect regulatory
interactions of lysine and cadaverine with CadC,
respectively. As usual, the Hill coefficients nl and nc
parameterize the cooperativity of the binding reac-
tions and determine the maximal sensitivity for
signal detection. The difference in form between g(l)
and h(c) stems from the fact that lysine activates
the Cad module, whereas cadaverine represses it.
On the other hand, the difference from Eq. (2) is
due to pH being logarithmically related to the H+
concentration.
Transcriptional regulation
In its activated conformation, CadC directly binds
to the cadBA promoter Pcad and activates cadBA
expression.20 Generally, transcriptional regulation
in bacteria can be described by quantitative “ther-
modynamic” models.30,31 For the present case, an
appropriate form for the transcriptional activity
from Pcad as a function of the abundance of active
CadC, C(t), is derived in Materials and Methods.
The resulting rate equation for the time evolution of
the mRNA level m then takes the following form:
d
dt
m tð Þ = rm 1 + C tð Þ=KCð Þ
2f
1 + C tð Þ=KCð Þ2
 !2
Emm tð Þ ð4Þ
with the basal transcription rate νm, the degradation
rate λm, the fold change f between basal and
maximal transcription rates, and KC denoting the
binding threshold for CadC-DNA binding. The
particular choice of the exponents in the first term
is motivated by the observation that the cadBA
promoter appears to be regulated by two binding
sites for dimeric forms of CadC.20
Kinetics of enzyme expression and catalysis
On the protein level, we have a similar interplay of
synthesis and decay as in Eq. (4):
d
dt
A tð Þ = rpm tð Þ  EpA tð Þ ð5Þ
where A is the abundance of CadA per cell and νp
and λp are the translation rate and the degradation
rate, respectively. The level of the transporter CadB
is taken to be proportional to that of CadA since they
are translated from the same mRNA. We neglect
possible post-transcriptional regulation, for which
there seems to be no experimental indication.11 We
also assume that we can subsume the transport and
turnover of lysine to cadaverine through CadB and
CadA by a single effective reaction since little is
known about the microscopic rates and affinities of
the coupled transport and decarboxylase reactions.
As detailed in Materials and Methods, this assump-
tion leads us to:
d
dt
l tð Þ =  rmaxA tð Þ l tð ÞKm + l tð Þ ð6Þ
This simplified reaction corresponds to an effective
Michaelis–Menten process with external lysine as
the substrate, an effective maximal lysine turnover
rate νmax, and an effective Michaelis constant Km.
Also implicit in Eq. (6) is the assumption that growth
of the bacterial population over the period of the
experiment is negligible. For the external cadaverine
level, we assume the flux balance,
d
dt
c tð Þ =  d
dt
l tð Þ ð7Þ
implying that the sum of external lysine and cada-
verine is conserved at all times, l(t)+ c(t)=const. This
flux balance appears justified, given experimental
results with a LysP-deficient mutant strain that we
report and discuss further below. We take the pH to
be a constant over the duration of our kinetic expe-
riments since the pH changes only very little in our
buffered medium and the Cad module is not very
sensitive to the pH over this regime (see above).
Data interpretation with the quantitative model
We now demonstrate that the simple quantitative
model constructed above is indeed a powerful tool.
First, we tested the extent to which this model is
compatible with the data sets reported above. For
this test, we also included another data set from
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Neely it et al.,12 who determined the cadaverine-
dependent dose response of the Cad module (see
Table 1). This additional data set further constrains
our model and probes consistency with the existing
literature.
In total, the quantitative model has 14 parameters.
We constrained each of these to a range inferred
from typical physiological values and other infor-
mation in the literature (see Table 2). We then fitted
our model to all data sets simultaneously using
standard least-squares minimization of the residual
χ2, as described in Materials and Methods. The
curves corresponding to the best-fit parameters are
shown in Figs. 3 and 4 (blue lines). The overall
agreement with the experimental data is good, both
for the response dynamics in Fig. 4a–c and for the
dose–response curves in Fig. 3 and Table 1. Note,
however, that not all model parameters are individ-
ually well constrained by the data. This becomes
apparent by plotting the correlations between the
quality of the fit, characterized by the residual χ2,
and the fit parameters, as shown in Fig. 5. As the fit
becomes better (lower χ2), most parameter values
are confined to a narrow interval, indicating that the
information contained in the experimental data
accurately determines their values. For instance,
the cadBA mRNA lifetime τm determines the decay
time of the transient expression peak in Fig. 4a and is
therefore strongly constrained in our model. In con-
trast, some of the parameters display a wide varia-
tion even at the lowest χ2 values (e.g., the trans-
cription and translation rates νm and νp). For these
cases, where individual parameters are “sloppy,”35
certain combinations of these parameters are well
Table 2. Parameters of the quantitative model
Parameter LB UB Estimated value Comment
Sensory module
Kl Threshold for CadC activation
by lysine
1 20 3:6F5:80:6 mM Bounds suggested by Fig. 3a
Kc Threshold for CadC inactivation
by cadaverine
50 1000 235F 3249 AM Bounds suggested by Fig. 3a
nl Hill exponent for CadC regulation
by lysine
1 5 1:1F 0:20:1
nc Hill exponent for CadC regulation
by cadaverine
1 5 2:8F 0:90:3
pH0 pH threshold for CadC activation — — 6.2 Estimated from data in Fig. 3b
ΔpH Width of the transition from active
to inactive CadC
— — 0.5 Estimated from data in Fig. 3b
Expression module
C0/KC Total CadC per cell in relation
to the threshold for
CadC-promoter binding
0.1 10 1:1F 2:60:1 The level of CadC is just sufficientto activate the pathway,18
suggesting that in vivo C0/KC≈1
νm Basal transcription rate 0.001 0.1 4:3F
14:1
2:2  10
3 min1
f Fold change between basal and
maximal transcription rates
10 1000 698F
170
452 Typical range
32,33
νp Effective translation rate 10
−4 10−1 4:2F 8:62:3  10
3 U=mg=min Effective parameter with
broad range
τm mRNA half-life (ln2/λm) 1 50 13:8F
0:4
1:2 min Typical range
34
τp Protein half-life (ln 2/λp) 1 10
4 29F 21374 h CadA is expected to be stable
16
νmax Maximal rate for lysine turnover
via CadA and CadB
10−4 10 1:3F 1:4
0:5
 103 mM=min=ðU=mgÞ Effective parameter with
broad range
Km Effective Michaelis constant for lysine
turnover via CadA and CadB
1 100 26F3712 mM Effective parameter with
broad range
LB indicates lower bound; UB, upper bound. The estimated parameter values are shown as (best-fit value)Fr
+
r , where σ
+ and σ−
indicate the asymmetric standard errors in the positive direction and in the negative direction, respectively, see Eq. (14) in Materials
and Methods.
Table 1. Repression of the long-term Cad response by
cadaverine
Initial cadaverine Relative cadBA expression Model value
0 μM 1.00 0.97
20 μM 0.89 0.92
80 μM 0.60 0.74
320 μM 0.12 0.12
1300 μM 0.00 0.05
The data were taken from the work of Neely et al.12 cadBA
expression (central column), as determined from the β-galactosi-
dase activity of a cadA-lacZ fusion, was measured in cells that
were grown in medium, pH 5.8, with 10 mM lysine and the
indicated cadaverine concentrations for 3 h.12 The model values
(rightmost column) show the fit result of our quantitative model.
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constrained by the data sets. Pairwise scatter plots,
as shown in Fig. S1, identify correlations and anti-
correlations between the parameters and help to
reveal the appropriate combinations. For instance,
the product of the transcription and translation rates
is much better determined by the data than the
individual rates.
Please refer to Supplementary Material for the full
discussion of our estimated parameter values in the
light of previously published literature values. It is
noteworthy that the best-fit value for the effective
Hill coefficient nc for the regulation of CadC by
cadaverine is close to 3 and is relatively well cons-
trained by the data. This suggests that a molecular
mechanism for cooperativity is at work, possibly a
multimerization of CadC proteins in the membrane.
Another interesting observation from Table 2 con-
cerns the half-life of cadBA mRNA, which was well
constrained by the data to a value of almost 14 min.
A global analysis of RNA half-lives in E. coli36 found
an extremely short half-life of less than 2 min for the
cadBAmRNA, suggesting that an active degradation
mechanism is involved. Our Northern blot data for
the lysP211 mutant, shown in Fig. 4f, do indeed
Fig. 4. Fit of our quantitative
model (blue lines, left column) to
the experimental data of the wild-
type induction kinetics (blue circles)
and the parameter-free prediction
of our model for a LysP-deficient
mutant (red lines, right column),
together with the corresponding ex-
perimental data (red triangles), are
shown. The external lysine concen-
tration, shown in (d) and (i), and the
relative CadC activity, shown in (e)
and (j), have not been measured but
were inferred from the quantitative
model by a global fit to the wild-
type data, as described in the main
text and Materials and Methods.
The dashed and continuous black
lines in (e) and (j) show the lysine
and cadaverine contributions, g(l(t))
and h(c(t)), in Eq. (3), to the signal
integration function in Eq. (1).
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suggest a rapid decay of the mRNA at high levels
directly after the peak, followed by a slower decay at
lower levels. Our quantitative model only allows
for a single degradation rate, which leads to the
intermediate half-life of 14 min as a best-fit value.
The changing degradation rate could be rationalized
under the assumption that the cadBA mRNA has a
relatively weak binding affinity to the degrading
enzyme such that active degradation only contri-
butes significantly at high mRNA levels, whereas a
slower passive decay is at work at lowmRNA levels.
Figure S2 illustrates that this mechanism could
indeed account for the observed shape of the
mRNA curve in Fig. 4f. However, this explana-
tion would raise the question of why the rapid
active decay is not observed in the data of the wild
type in Fig. 4a as such. Possibly, the kinetics of
LysP unbinding from CadC is slow (contrary to
our model assumption of a rapid binding equili-
brium) such that it interferes with the reception
of the cadaverine signal and thereby broadens
the onset of transcriptional down-regulation. Fur-
ther experiments would be required to test these
hypotheses.
Given the compatibility of the model and data, we
next used the model to infer quantitative character-
istics of the module that are not directly assayed. For
instance, the activity of the central regulator CadC
as a function of the external signals lysine, pH, and
cadaverine is a biochemical characteristic that is
pivotal to the function of the module but difficult to
measure directly. In our model, this quantitative
characteristic is represented by the signal integration
function, Eq. (1). On the other hand, the experimen-
tal data shown in Fig. 3 probe the final output of the
Cad module on the protein level (specific CadA
activity), which is the integrated result of a nonlinear
dynamical system with feedback. Figure 6 compares
this final system output (black curves, as in Fig. 3,
but normalized to 1) with the inferred activity of the
CadC regulator (blue curves). The latter represents
the three sigmoidal functions that make up the
signal integration function, Eq. (1), with the para-
meters determined from the global fitting procedure
described above. We observe from Fig. 6 that the
final system output behaves qualitatively similar to
the inferred biochemical activity of CadC. However,
in each case, the apparent activation threshold for
the system response (point of half-maximal CadA
activity, black curve) is shifted with respect to the
inferred biochemical activation threshold (point of
half-maximal CadC activity, blue curve). These
shifts are due to the fact that the total CadA activity
depends not only on the characteristics of the
regulator but also on the biochemical properties
and timescales of the negative feedback loop. In
principle, the feedback can even lead to nonmono-
tonic behavior in the dose response, despite the
underlying monotonic dependence of the signal
integration function on the levels of the external
signals†. The inferred in vivo biochemical activation
thresholds, Kl=3.6 mM and Kc=235 μM, and the
values of the Hill coefficients describing the sensi-
tivities to the signals can be read off directly from the
blue curves, as indicated in Fig. 6.
It is useful to compare these biochemical acti-
vation thresholds with the actual concentrations
Fig. 5. Correlations between the goodness of fit and the
estimated parameters. The points correspond to local
optima in the parameter space, for which the difference
between the quantitative model and the experimental data
in Fig. 2, Fig. 3, and Table 1 is minimized (see Materials
and Methods for all details). As the fit quality increases
(lower χ2), most parameters are confined to narrow
intervals, indicating that their values are well constrained
by the experimental data. However, some parameters
display significant variation even for the lowest χ2 values
and one finds, from parameter–parameter correlation
analysis in Fig. S1, that only combinations of those are
well confined by our data.
†The model predicts indeed a weak nonmonotonic
effect in the lysine dependence; however, this is not a
robust prediction.
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encountered in our kinetic induction experiments, in
particular at the time of transcriptional down-
regulation (t=30 min). From the plots in Fig. 4c
and d, we see that the lysine concentration at this
time point is still about a factor of 3 higher than the
activation threshold, whereas the cadaverine con-
centration of 300 μM exceeds the deactivation
threshold. The individual regulatory contributions
from lysine and cadaverine to the CadC activity [i.e.,
g(l(t)) and h(c(t))] are plotted in Fig. 4e. The lysine
curve (dashed line) displays only a very weak
impact on the CadC activity, whereas the increase
of cadaverine is the primary effect causing the
down-regulation of the CadC activity (continuous
line). Hence, the analysis with our quantitative
model strongly suggests that the negative feedback
via external cadaverine can quantitatively explain
the timing of the transient response in the wild-type
Cad system and that the decreasing lysine stimulus
is not involved in this behavior.
Prediction and experimental analysis under
altered conditions
We have so far analyzed the Cad module only in
the wild-type strain and only with a single induction
protocol. To obtain a more complete picture of its
quantitative behavior, we constructed a mutant
strain, MG1655-lysP211, with a truncated and inac-
tive form of the lysine permease LysP (see Materials
and Methods for details). Qualitatively, we expected
that this mutation would completely abolish the
lysine requirement for the activation of CadC since
the truncated form of LysP would be unable to
repress CadC23 (an early study also indicated a
derepressed activation of the Cad system by a
spontaneous mutation in lysP9). Within our quanti-
tative model, the lysP211 mutation was mimicked
by setting the lysine-dependent activity function in
Eq. (1) equal to its maximal value [i.e., g(l)=1],
thereby rendering it independent of the inducing
lysine concentration. Apart from this “in silicomuta-
tion,” we left the model and the parameter values
unchanged.
We verified that the LysP-deficient mutant was
indeed inducible by a shift from pH 7.6 to pH 5.8
alone and did not require lysine for its induction
(data not shown). We then performed the same
kinetic induction experiments as with the wild-type
strain [see the results in Fig. 4f–j for the lysP211
mutant (red triangles) and the quantitative model
(red curves)]. We clearly saw that the expression in
the mutant remains transient, again supporting
the conclusion that a signal different from lysine
mediates the transcriptional down-regulation. The
shape of the response is altered, however, with a
stronger initial expression and a peak in the mRNA
level that has a larger amplitude and reaches its
maximum earlier than for the wild-type strain.
Exactly these features are expected also on the
basis of the quantitative model: The stronger initial
expression is due to the full relief of the LysP re-
pression, and the negative feedback via cadaverine
sets in at an earlier time since the cadaverine thres-
hold is more rapidly reached (see Fig. 4h and j).
Also, the CadA activity, shown in Fig. 4g, is
expected to reach a higher steady-state plateau, as
observed in the experiment. Interestingly, at the end
of the experiment, the cadaverine level in Fig. 4h
reaches almost the 10 mM level of initially added
lysine, which is in line with our flux balance
assumption in the model (see previous section).
Next, we considered altered environmental con-
ditions for the induction of the Cad module. Neely
et al.12 had already shown that induction with
initially added cadaverine causes a significantly
reduced long-term activity of the cad operon (cf.,
Table 1). Yet, it is not clear whether this diminished
long-term activity is caused by a cadBA expression
pulse of similar strength but reduced duration, by a
pulse of reduced strength with similar duration, or
by a combination of both. To resolve this question,
we again performed kinetic induction experiments
with the wild-type strain under identical conditions
Fig. 6. Comparison of the extracted signal integration
functions (blue curves) with the normalized dose–
response curves (black curves). The signal integration
functions describe the dependence of CadC activity on pH
level (a), on lysine (b), and on cadaverine (c). They
correspond to functions f, g, and h in Eqs. (2) and (3) and
are plotted for the best-fit parameters listed in Table 2. The
apparent activation thresholds of the dose–response
curves (black curves) are shifted with respect to the
inferred biochemical thresholds of CadC (blue curves)
since the dose–response curves also depend on the
biochemical properties of the nonlinear feedback in the
Cad module. From the extracted signal integration func-
tions, we can also read off the sensitivity of CadC on its
input signals since their maximal slopes are determined by
the Hill coefficients nl and nc.
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as in Fig. 2 but additionally with 80 or 320 μM
cadaverine supplied at the time of induction. In the
latter case, the initially supplied cadaverine already
slightly exceeded the inferred inactivation threshold
of Kc=235 μM such that a strong effect on the
response could be expected. The resulting data are
shown in Fig. 7a (squares and triangles), together
with the original data (no added cadaverine, circles)
for comparison. Figure 7b shows the same data but
with all curves normalized to peak height 1 in order
to emphasize the shape of the response. We
observed that the primary effect of the addition of
initial cadaverine is to reduce the strength of the
response. This is also predicted by the quantitative
model (continuous lines), rather accurately for the
80 μM cadaverine data set, while the reduction for
320 μM cadaverine is predicted to be stronger than
that observed experimentally.
It should be noted that transcription was detected
by Northern blot analysis, so that the shape of the
response could be more accurately determined than
the absolute amplitude. It is then interesting to
observe that the quantitative model predicts a
widening of the expression peak and a shift of the
maximum to a later time for the highest cadaverine
concentration (320 μM, red curve). Again, this
behavior results from the nonlinear feedback in the
Cad module—that is, the addition of initial cadav-
erine decreases the initial rate of mRNA production
such that the CadA level increases more slowly and
the negative feedback also sets in more slowly. This
predicted change in the shape of the expression peak
for 320 μM agrees remarkably well with the
experimental observation (see Fig. 7b). This finding
provides strong evidence that the quantitative
characteristics of the Cad module are well described
and understood with the help of our mathematical
model.
Discussion
Conditional stress response with feedback
inhibition
In this work, we analyzed the kinetics of a con-
ditional pH stress response system, the lysine decar-
boxylase system of E. coli, which exhibits only
transient induction, even when pH stress persists.
Our results strongly suggest that the additional
stimulus for the conditional response (i.e., a lysine-
rich environment) is also not responsible for the
transient behavior. Rather, our kinetic and dose-
response experiments in combination with our
quantitative model clearly indicate that negative
feedback via the product of the decarboxylation
reaction, cadaverine, leads to the down-regulation
of the response.
Cadaverine has previously been linked to the
transient behavior in pivotal work on this stress
response system.12,13 This link was based on
observations that external addition of cadaverine
significantly reduces the long-term Cad activity and
that a CadA− mutant displayed persistent cadBA
expression. However, if the transcriptional shutoff
was mediated by a decrease of the lysine stimulus,
the persistent cadBA expression could alternatively
be explained by the lack of lysine consumption in
the CadA− mutant. Also, while a reduction in the
steady-state activity implies that the Cad system is
generally repressed by cadaverine, it is not clear that
the timing of its down-regulation is set via this
negative regulatory interaction. None of the previ-
ous studies directly measured the system-induced
dynamics of the cadaverine concentration or studied
the kinetics of the Cad system with externally added
cadaverine. By performing these quantitative expe-
riments with a high time resolution and by inter-
preting them with a quantitative theoretical model,
we obtained evidence for a causal relation between
the time of transcriptional down-regulation and the
increase of the external cadaverine concentration
above its deactivation threshold. For instance, the
decreasing amplitude in the dynamical response
after adding external cadaverine and a more subtle
delayed down-regulation, both predicted by the
quantitative model, were strikingly confirmed by
our kinetic measurements.
Signal transduction mechanism
Our system-level study of the Cad module also
permits some conclusions about the involved
molecular interactions and the signal transduction
mechanism. Using our quantitative model, we were
able to estimate the relevant in vivo activation and
Fig. 7. Experimental test of the kinetic model predic-
tion. The lines show the parameter-free model prediction
for induction of the Cad system by a shift to pH 5.8 and
10 mM lysine, together with the cadaverine concentra-
tion indicated in the legend. The experimental data in (a)
(symbols) were recorded and scaled as described in
Materials and Methods. In (b), all data were normalized
to their maximal values.
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deactivation thresholds of the regulatory protein
CadC. For the inactivation of CadC by external
cadaverine, we found a threshold of Kc=235 μM.
This value is surprisingly close to the in vitro binding
constant of 96 μM for the interaction of cadaverine
with the periplasmic domain of CadC.23 In contrast,
CadC has almost no affinity for lysine. There is
recent evidence that CadC is inhibited at low lysine
concentrations via a transmembrane domain inter-
action with the lysine permease LysP, whereas the
interaction is released at high lysine levels.23 In the
present work, we determined the effective in vivo
lysine activation threshold to be Kl=3.6 mM. This
result is somewhat surprising since the Michaelis
constant Km for lysine transport by LysP is much
lower at ∼10 μM.37 However, the LysP–CadC
interaction and the Km of LysP do not necessarily
need to have a direct correspondence.
An interesting open question concerns the signal
transduction mechanism of CadC. Two alternative
models have been proposed: (i) a reversible con-
formational transition of CadC activates its cyto-
plasmic N-terminal domain and allows it to bind to
the promoter while remaining integrated in the
membrane and (ii) a shift to acidic pH induces
cleavage of the cytoplasmic domain, allowing it to
diffuse freely to the promoter. The existence of the
negative feedback by external cadaverine puts causal
constraints on these microscopic mechanisms. If the
cleavage mechanism were realized, it is not clear
how external cadaverine could down-regulate cadBA
expression after it has been induced since the freely
diffusing cytoplasmic domains would no longer be
able to recognize this signal. A high turnover of
cleaved CadC could solve this problem by rapidly
eliminating unresponsive activators. However, the
increased degradation of CadC under inducing
conditions would have to be balanced by an elevated
cadC expression. This, however, is in disagreement
with previous observations where it was found that
cadC expression is constitutive.18,19 Hence, the
existence of the negative feedback by external
cadaverine leads us to favor the reversible model.
Top–down system analysis of a functional
module
The Cad system of E. coli is a functional module
with few closely connected molecular components.
How such modules integrate, process, and res-
pond to external signals is a central question—but
generally also a difficult one. The approach taken in
the current study is akin to a “top–down” system
analysis, where input signals are controlled and
the output(s) and key internal system variables are
measured. This is in contrast to a biochemical
“bottom–up” approach, where each component
would first be characterized separately, followed
by their pairwise interactions, gradually moving
upward in complexity. In our study, we were able to
bring these two complementary approaches into a
first contact for the Cad module, with the help of our
quantitative model that provided the means to
estimate relevant in vivo values for biochemical
interaction parameters and the quantitative form of
the signal integration function displayed in Fig. 6.
Without the quantitative model, we would have
been unable to extract this “hidden information”
from the experimental data. Direct in vivo measure-
ments of signal integration functions have been
performed for the regulatory circuit controlling
chemotaxis in E. coli using sophisticated single-
molecule techniques. Since these powerful techni-
ques are not easily transferred to the large class of
functional modules of interest, the indirect approach
taken in the present work may often be a welcome
alternative.
Conclusions and outlook
Our quantitative analysis of the Cad system pro-
vides a first step toward a system-level understand-
ing of the complex acid stress response network in
microbes. Analogous quantitative studies of the two
other major amino acid decarboxylase systems,
glutamate and arginine decarboxylase,8 could re-
veal important insights into how these modules are
orchestrated in the complex environment of their
host. The presence of multiple amino acids in the
natural environment of E. coli suggests that these
conditional stress response systems are often in-
duced in parallel. It will be interesting to study how
these systems are coordinated to provide an
effective and robust way of pH homeostasis and
acid tolerance response.
Materials and Methods
Bacterial strains and growth conditions
E. coli MG165538 was used as wild-type strain. The
lysP211 mutant was obtained via undirected mutage-
nesis.9,39 For this purpose, cells of E. coli MG1655 were
grown on minimal agar plates with 0.2% (w/v) glucose
as sole carbon source40 containing 100 μg/mL of thiosine (S-
aminoethyl cysteine), a toxic lysine analog that leads to
spontaneous mutations in lysP. One mutant, designated
MG1655-lysP211, had a nucleotide exchange at position 211
in lysP, resulting in a stop codon and hence a truncated and
inactive form of LysP (70 amino acids). E. coli strains
MG1655 and MG1655-lysP211 were grown aerobically in
shaking flasks under noninducing conditions at pH 7.6 in
5 L of phosphate-buffered minimal medium41 containing
0.4% (w/v) glucose as sole carbon source at 37 °C to an
optical density at 600 nm of 0.5 (noninducing conditions).
Subsequently, cells were collected by centrifugation (10min,
4000g at 37 °C) and transferred into fresh prewarmed
minimal medium, pH 5.8, containing 10 mM L-lysine (L-
lysine-hydrochloride, Roth) and 0.4% (w/v) glucose in a 5-L
fermenter (Biostat B, Satorius BBI Systems GmbH) (induc-
ing conditions). Cultivation of cells was continued anaero-
bically at 37 °C. At the indicated times, samples were taken
and then centrifuged at 4000g (4 °C) for 5 min, and cell
pellets as well as supernatants were separately stored at
−80 °C until further use. The number of colony-forming
units was determined after incubation of 100 μL of various
dilutions on LB agar plates overnight at 37 °C.42
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Lysine decarboxylase assay
Specific activity of the lysine decarboxylase CadA was
measured by resuspending cells corresponding to 10 mL
of culture in 1 mL of Ldc buffer [100 mM Na-acetate,
pH 6.0, 1 mM ethylenediaminetetraacetic acid, 0.1 mM
pyridoxal phosphate, 10 mM β-mercaptoethanol, 10%
(w/v) glycerol]. Lysozyme (0.1 mg/mL) was added, and
the mixture was incubated on ice for 30 min. The cell
suspension was sonified (10%–20% amplitude; 0.5-s out-
put pulse; digital Branson Sonifier II 250), and the lysate
was centrifuged at 15,000g at 4 °C for 15 min. Activity of
lysine decarboxylase in cell-free extracts was measured
as described previously43 using 5 μg of protein per assay.
Specific activity is defined as 1 U/mg=1 μmol cadaverine/
(min×mg protein).
Measurement of extracellular cadaverine
The extracellular cadaverine concentration was deter-
mined according to the spectrophotometric method des-
cribed by Phan et al.44 Briefly, 10 μL of culture supernatant
was diluted 5-fold with H2Odest, 120 μL of Na2CO3 (1 M)
and 120 μL of TNBS (2,4,6-trinitrobenzene-sulfonic acid;
10 mM) were then added, and the mixture was incubated
for 4 min at 40 °C. After extraction with 1 mL of toluene,
the absorption of the organic phase (containing N,N-
bistrinitrophenylcadaverine) at 340 nm was measured.
The cadaverine concentration was calculated based on a
standard curve using cadaverine dihydrochloride (Sigma)
between 0 and 500 nmol.
Preparation of RNA
Total RNA was isolated according to the method of
Aiba et al.45 Briefly, cells were resuspended in cold 20 mM
Tris–HCl, pH 8.0, and subsequently lysed by addition of
20 mM sodium acetate, pH 5.5, 0.5% (w/v) SDS, and
1 mM ethylenediaminetetraacetic acid, pH 8.0. Then, RNA
was extracted with prewarmed (60 °C) acid phenol, and
the mixture was centrifuged at 12,000g. After an addition-
al extraction of RNA using phenol/chloroform/isoamyl
alcohol (25:24:1), RNA was precipitated with 100%
ethanol at −20 °C overnight. The precipitate was washed
with 70% (v/v) ethanol, and the dry RNA pellet was
dissolved in 35 μL of H2Odest. RNA concentration was
determined by measuring the absorption at 260 nm. All
solutions were prepared with 0.1% (v/v) DEPC (diethyl-
pyrocarbonate).
Northern blot analysis
cadBAmRNA was quantitatively determined by North-
ern blot analysis. This technique does not allow determi-
nation of the absolute number of cadBA transcripts, but it
determines the relative induction level (ratio between
induced cells and pre-induced cells) by using a radioactive
labeled probe that specifically detects cadBA mRNA.
Nevertheless, the readout scales linearly with cadBA
mRNA concentration. Northern blot analysis was per-
formed following a protocol described earlier.46 Briefly,
20 μg of RNA was separated by electrophoresis in 1.2%
(w/v) agarose–1.1% (v/v) formaldehyde gels in Mops
(4-morpholinepropanesulfonic acid) buffer. RNA was
transferred to a Hybond nylonmembrane (GEHealthcare)
by capillary blotting. Hybridization was performed fol-
lowing a standard protocol42 using an [α-32P]dCTP-
labeled PCR fragment of the first 400 base pairs of
cadBA. Radioactive labeling was quantified with a
PhosphoImager. As control, expression of rpoD, a house-
keeping gene of E. coli, was analyzed. Signal intensity of
cadBA mRNA was normalized to the signal intensity of
rpoD mRNA. If not indicated otherwise, the data are
given as fold change of cadBA transcription relative to the
pre-induction value. Additionally, in Figs. 4 and 7, the
absolute magnitude of the mRNA fold change was re-
scaled such that the integral over the expression curve was
proportional to the long-term CadA activity.
Model details
From thermodynamic models of transcriptional regula-
tion reviewed by Bintu et al.,30,31 the effective transcription
rate, νm
eff, as a function of two activators, A and B, with
independent binding sites (binding constants KA and KB)
is given by
reffm = mm
1 + A=KAð ÞfA
1 + A=KAð Þ
 
1 + B=KBð ÞfB
1 + B=KBð Þ
 
ð8Þ
cf., Ref. 30, Table 1, case 10. We make the simplifying
assumption that the binding sites are identical and that
Fig. 8. Kinetic scheme of lysine
and cadaverine transport and
turnover. Antiport of lysine (l) and
cadaverine (c) by CadB is modeled
in analogy to the homologous argi-
nine–ornithine antiporter ArcD in
L. lactis by a single-site Ping Pong
Bi–Bi mechanism.47 Interconversion
of lysine and cadaverine by CadA is
modeled by a reversible first-order
reaction.48 The prime (′) indicates
internal quantities. The rates (kl
+, kl
−,
kc
+, kc
−, kA
+ , kA
− ) and equilibrium
constants (KBl, KBl′, KBc, KBc′) are
indicated next to the reaction steps.
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each site can only be bound by a dimer of CadC (C2).
20
Setting A=B=C2, exploiting mass action K=C
2/C2, and
introducing the effective binding constant KC =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
KKC2
p
lead to the first term in Eq. (4).
The effective Michaelis–Menten form of the lysine
turnover rate in Eq. (6) was derived as follows: The
transport of lysine and cadaverine via CadB was modeled
in analogy to the homologous arginine–ornithine anti-
porter ArcD in Lactococcus lactis47 (see Fig. 8). For low
external cadaverine and internal lysine concentrations, a
general form of the inwardly directed flux of lysine is as
follows:47
reff = kþl B
l½ 
KBl + 1 +
kþl
kc
+ k
þ
l KBc V
kc c′½ 
 
l½ 
ð9Þ
where B is the number of CadB molecules per cell and [l]
and [c] are the concentrations of lysine and cadaverine on
the outer surface of the membrane, respectively. Internal
solute concentrations are marked by a prime (′). The
parameters kl
+, kc
−, KBl, and KBc′ are defined in the kinetic
scheme of Fig. 8. Here, it is assumed that (i) the
conformational transition in CadB, which mediates the
transport, does not occur without bound lysine or cada-
verine, (ii) the antiporter and its substrates are in binding
equilibrium at each surface of the membrane, and (iii) the
membrane translocation reaction of the carrier is slow and
rate limiting. The internal cadaverine concentration [c′] is
determined by an interplay of the (reversible) decarbox-
ylation through CadA48 and by the export via CadB. In
steady state, we find
c′½  = k
+
A
kA
l′½   reff
kAA
ð10Þ
where A is the number of CadA molecules per cell.
If the equilibration between lysine and cadaverine
through CadA is fast compared with the transport
through CadB, the second term is negligible and the
internal cadaverine level is solely determined by the
internal lysine level [l′]. In steady state, it turns out that
[l′] is not affected by the Cad module, since the 1:1
stoichiometry of the antiporter ensures that lysine
decarboxylation is balanced by lysine import. If we
further take advantage of the fact that CadB and CadA
are transcribed polycystronically and that there seems
to be no post-transcriptional regulation,11 we can set
CadB proportional to CadA (i.e., B=αA). Taken
together, in the limit of rapid CadA kinetics and low
external cadaverine and internal lysine concentrations,
Eq. (9) reduces to the simple effective Michaelis–
Menten form in Eq. (6) with CadA as the enzyme,
νmax= (α× kl
+)/η as the effective maximal turnover rate,
and K=KBl/η as the effective Michaelis constant, where
g = 1 + k
þ
l
kc
+ k
þ
l k

AKBc V
kc kþA l′½ 
.
Parameter estimation
The parameters of our quantitative model were esti-
mated by using a trust-region reflective Newton method
(MATLAB, TheMathWorks, Inc.) to minimize the total χ2,
defined by
m2ðYu Þ =m2kinðYu Þ +m2pHðYu Þ +m2lysðYu Þ +m2cadðYu Þ ð11Þ
with respect to the parameter vector Yu = u1; N ; uMð Þ,
where M=14 is the total number of model parameters
(cf., Table 2). The contribution of the kinetic data is cal-
culated from
m2kinðYu Þ =
X3
i = 1
1
NiΔti
XNi
j = 1
Δtij
yij  ỹijð→θ Þ
σij
 !2
ð12Þ
where y1j, y2j, and y3j are the experimental data of the
cadBA mRNA, the CadA activity, and the cadaverine
concentration at time tj, respectively. Similarly, ỹijðYu Þ
denotes the corresponding values of the quantitative
model for a given parameter set θ
→
and σij is the standard
error of each measurement (estimates from our expe-
riments: σ1j=5, σ2j=0.1 U/(mg protein), and σ3j=0.5 mM
∀j). Ni is the number of data points of a given time series,
Δtij≡ (ti(j+1)– ti(j− 1))/2 is the time between subsequent data
points, and Dti is the mean time between the data points in
data set i. The contributions of the dose–response curves
are similarly defined and are exemplarily shown for the
pH-dependent response:
m2pHðYu Þ =
1
NpH
XNpH
i = 1
AH pHi
  ÃH pHi;Yu 
ji
 !2
ð13Þ
where Aτ(pHi) and As̃ pHi;
Yu
 
are the experimental and
theoretical CadA activities after time τ at a given pH level
pHi (i=1,…NpH), respectively. σi denotes the standard
error of the measurement, and NpH is the total number of
data points. The other contributions, m2lys and m
2
cad, are
defined equivalently to Eq. (13). However, they differ in
the time at which the CadA activity was determined expe-
rimentally—that is, τpH=1.5 h, τlys=1.5 h, and τcad=3 h.
Toaccount for thepresence of local optimaand to quantify
the uncertainty in the estimated parameters, we performed
1000 independent fits with randomly chosen initial param-
eter sets (within their physiological ranges). In Fig. 5, the
final χ2 values are plotted against the final parameters. We
followed Wall et al.49 to compute the asymmetric errors
σ+ and σ−with respect to the optimal parameter values u
Yopt
listed in Table 2. The squared errors for parameter θk were
calculated using the following equations:
j2k; + =
X
i:uk;iNu
opt
k
uk;i  uoptk
 2
em
2
i =2
X
i:uk;iNu
opt
k
em
2
i =2
and
j2k; =
X
i:uk;ibu
opt
k
uk;i  uoptk
 2
em
2
i =2
X
i:uk;ibu
opt
k
em
2
i =2
ð14Þ
whereσk,i is the value of parameter θk in the ith fit, u
opt
k is the
value of θk in the fit with the lowest value ofχ
2, and v2i is the
value of χ2 for the ith fit. In using the likelihood function
ev
2=2, we assume that the errors in the measurements are
independent and normally distributed with widths equal to
the standard error of the mean.
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Correlation analysis between parameters
From Fig. 5 in the main paper we found that for small values of χ2 some pa-
rameters still display a wide variation over their physiological range, as e.g. the
transcription and translation rate νm and νp, respectively. Therefore we rea-
soned, whether these ’sloppy’ parameters do not influence the model behavior
at all, or whether not single parameters, but rather combinations of those pa-
rameters are constrained by our experiments. To discriminate between these
alternative explanations, we selected the best fits with χ2 < 3.22 from Fig. 5 in
the main paper and analyzed the correlations between the fitted parameters,
see Fig. S1. This data clearly displays strong pairwise correlations between
the sloppy parameters, demonstrating that in fact only their combinations are
well constrained. For instance, the transcription and translation rates νm and
νp, which display high variation individually, are strongly anticorrelated, such
that their product is kept at a constant level. This is reasonable, since the ab-
solute level of the CadA activity - characterized by νm×νp - is well determined
in our experiments, whereas the mRNA level - characterized by νm alone - is
only measured in relative units. Likewise, the parameters for lysine turnover,
vmax and Km, display a linearly correlated variation, indicating that only their
ratio is well constrained by our data. Also among the parameters that control
the promoter activity function (Km/C0, the promoter fold-change f , Kc and
Preprint submitted to Elsevier 6 August 2009
Kl; cf. Eqs. (2) and (3) in the main paper) pairwise correlations, albeit less
pronounced, were detected.
Comparison of estimated parameters with literature values
In the following we discuss the estimated parameters of the Cad module listed
in Table 2 of the main paper in the light of previously published literature
values.
Kl: activation threshold of CadC by lysine. CadC senses lysine indirectly via
interaction with LysP [1–4]. There is recent evidence that CadC is inhibited
at low lysine concentrations via a transmembrane domain interaction with the
lysine permease LysP, whereas the interaction is released at high lysine levels
[5]. In the present work we determined the effective in vivo lysine activation
threshold to be Kl = 3.6mM. This result is somewhat surprising, since the
in vitro Michaelis constant KM for lysine transport by LysP is much lower at
∼ 10µM [6]. However, Neely et al. also found that the Cad system is sensitive
with respect to lysine in the millimolar range [3], suggesting that our result is
plausible under in vivo conditions.
nl: Hill exponent of indirect CadC-lysine interaction. The estimated Hill exponent
of nl = 1.1 for the indirect activation of CadC by lysine via LysP suggests
that the underlying binding reactions do not involve cooperative mechanisms
of CadC activation. We are not aware of a literature value for the Hill exponent
for this interaction to which we could compare our estimate.
Kc: inactivation threshold of CadC by cadaverine. For the inactivation of CadC
by external cadaverine we found a threshold of Kc = 235µM. This value is
surprisingly close to the in vitro binding constant of 96µM for the interaction
of cadaverine with the periplasmic domain of CadC [5].
nc: Hill exponent of direct CadC-cadaverine interaction. It is noteworthy that the
best-fit value for the effective Hill coefficient nc for the regulation of CadC by
cadaverine is 2.8, and is relatively well constrained by the data. This suggests
that a molecular mechanism for cooperativity is at work, possibly a multimer-
ization of CadC proteins in the membrane. To the best of our knowledge, this
question has so far not been studied in vivo.
pH0 and ∆pH: activation threshold of CadC by low pH. Our analysis yields for
the activation threshold of CadC pH0 = 6.2 and for the width of the activation
range ∆pH = 0.5. These values agree reasonably well with early experiments of
Auger et al. in Falkow medium, who found activity of a cadA-lacZ fusion at pH
6 and below [7]. Also from a physiological point of view it seems reasonable to
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activate the Cad system in this pH regime, since the enzyme activity of CadA
is peaked around an optimal pH of 5.7 [8].
C0/Kc : relative CadC abundance. The level of CadC was found to be just suffi-
cient to activate the promoter Pcad, such that multiple copies of a Pcad− lacZ
fusion were not fully induced [2]. This result suggests, that in vivo the num-
ber of CadC molecules is on the order of the dissociation constant for CadC-
promoter binding, i.e., C0 ≈ KC. In our analysis we found indeed C0/Kc = 1.1,
which is in excellent agreement with the observations of Watson et al. [2].
νm and νp: transcription and effective translation rate of cadBA. As inferred from
Fig. S1, only the product of transcription and effective translation rate is well
constrained by our data. From our analysis we found νm×νp = 18U/mg/min2.
We are not aware of any reference values for these parameters in the literature.
f: fold-change between basal and maximal transcription rate of Pcad. For the
fold-change we found f ≈ 700, which indicates that the promoter is highly
inducible. Again, we are not aware of any reference value in the literature.
τm: half-life of cadBA mRNA. From our analysis we found an mRNA half-life
of 13.8min. In contrast, a global analysis of RNA half-lifes in Escherichia coli
[9] found in an extremely short half-life of less than 2 min for the cadBA
mRNA in LB medium, suggesting that an active degradation mechanism is
involved. Our Northern blot data for the lysP211 mutant, shown in Fig. 4 (f)
of the main paper, does indeed suggest a rapid decay of the mRNA at high
levels directly after the peak, followed by a slower decay at lower levels. Our
quantitative model only allows for a single degradation rate, which leads to the
intermediate half-life of 14 min as a best-fit value. The changing degradation
rate could be rationalized under the assumption that the cadBA mRNA has
a relatively weak binding affinity to the degrading enzyme, such that active
degradation only contributes significantly at high mRNA levels, whereas at low
mRNA levels a slower passive decay is at work. Fig. S2 of the Supplementary
Material illustrates that this mechanism could indeed account for the observed
shape of the mRNA curve in Fig. 4(f). However, this explanation would raise
the question why the rapid active decay is not observed in the data of the
wild-type in Fig. 4(a). Possibly, the kinetics of LysP unbinding from CadC
is slow (contrary to our model assumption of a rapid binding equilibrium),
such that it interferes with the reception of the cadaverine signal and thereby
broadens the onset of transcriptional down-regulation. Further experiments
would be required to test these hypotheses.
τp: protein half-life. For the protein half-life in our effective model we found
τp = 29h, indicating high protein stability. This finding is in agreement with
a biochemical study which found CadA to be stable [8].
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vmax and Km: effective turnover rate and Michealis constant for lysine turnover by
CadA and CadB. As inferred from Fig. S1, only the ratio of vmax and Km is
well constrained by our data: vmax/Km = 5 × 10−5 (min× U/mg)−1. To the
best of our knowledge, there is no report of these parameters in the literature.
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Fig. S1. Pairwise correlations between the fit parameters. For this correlation analy-
sis, the fits of highest quality (χ2 < 3.22) were selected from Fig. 5 (main paper) and
the correlations of the resulting parameters are displayed in pairwise scatterplots
(off-diagonal). The figure also shows the histograms of the individual parameters
(diagonal).
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Fig. S2. Schematic influence of different mRNA degradation mechanisms on the
dynamics of cadBA mRNA. The solid lines correspond to a model which assumes
mRNA (m) production at constant rate α until T = 15min, followed by a period
of pure mRNA decay: ddtm = αΘ(T − t) − g(m), where Θ(T − t) is the Heaviside
function and g(m) is the degradation term. In (a) the mRNA dynamics with simple
linear decay (g(m) = λm) shows major differences to the experimental data of
the lysP211 mutant after t = 60min. In (b) the mRNA dynamics is shown for a
degradation mechanism which is active when the mRNA level exceeds a threshold
value K, i.e. g(m) = λmn/(Kn +mn). The Hill exponent was chosen to be large
(n = 6) in order to obtain a switch-like dependence of the mRNA degradation rate
on the mRNA level: below K = 0.4 degradation turns off and hence the long-term
behavior of the experimental data (t > 60 min) is not captured. Only a combination
of nonlinear active decay and slow linear decay in (c) yields the required short and
long-term behavior.
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Background: CadC is a membrane-integrated 
sensor and transcriptional activator that integrates 
various external signals. 
Results: CadC is inactivated by binding of the 
feedback inhibitor cadaverine to the activation 
site.  
Conclusion: It is suggested that cadaverine 
binding interferes with the active CadC dimer 
conformation.  
Significance: This study provides molecular 
details on feedback regulation mediated by a 
periplasmic sensor domain.  
 
SUMMARY 
At acidic pH and in the presence of lysine 
the pH-sensor CadC activates transcription of 
the cadBA operon encoding the lysine-
cadaverine antiporter CadB and the lysine 
decarboxylase CadA. In effect, these proteins 
convert external lysine into external cadaverine 
under the consumption of a cytoplasmic proton, 
thus contributing to acid stress adaptation in 
Escherichia coli. Earlier, it was shown that 
cadBA expression is feedback inhibited by 
cadaverine, and a cadaverine binding site was 
predicted within the central cavity of the 
periplasmic domain of CadC. Our present 
study demonstrates that the predicted binding 
site only partially accounts for the cadaverine 
sensitivity of CadC in vivo. Moreover, a second, 
pivotal binding site was identified, which is 
localized at the pH-responsive patch of amino 
acids at the surface of the periplasmic domain 
of CadC, directly at the homo-dimerization 
interface. These data were incorporated into a 
previously established mathematical model for 
the Cad module, and the temporal response 
upon acid shock was simulated for two 
cadaverine-insensitive CadC variants. Based on 
these data a model of sequential binding of 
cadaverine to CadC is suggested. Binding of 
cadaverine within the central cavity renders the 
second site accessible for cadaverine, and 
binding of cadaverine finally leads to the 
inactivation of CadC. Altogether, the data 
reveal binding of a feedback inhibitor directly 
to the activation site of a receptor, and 
represent a striking example for the 
deactivation of a pH-sensor.  
Rapid adaptation to changing environmental 
conditions is pivotal for the reproductive success 
of microbes. For instance, enterobacteria, such as 
E. coli, thrive in- and outside the human host, 
whereby growth conditions change suddenly and 
deviate drastically from their optimal ranges (1). 
Adaptation to these ever-changing conditions 
requires accurate monitoring of critical parameters 
and a precise and specific extra/intracellular 
information flow in order to respond with 
appropriate alterations in gene expression and 
protein activity (2). Therefore, it is still 
challenging to understand how stress response 
Cadaverine forces CadC into an inactive conformation 
 
 2 
systems integrate and process multiple input 
signals and generate conditional responses to 
environmental stimuli. 
One such conditional stress response system 
is the Cad module of E. coli, in which the one-
component receptor system CadC detects external 
acidification and activates transcription of the 
cadBA operon (3). cadA encodes the inducible 
lysine decarboxylase and converts lysine under 
consumption of a cytoplasmic proton to 
cadaverine and carbon dioxide (4). Cadaverine is 
subsequently excreted via the lysine/cadaverine 
antiporter CadB. During this cycle, the proton 
consumption in the cytoplasm and the export of 
alkaline cadaverine are believed to be the main 
mechanisms to tackle acid stress (5). Since 
induction of cadBA under stress conditions (acidic 
pH, low oxygen tension) results in a drastic 
increase of the corresponding proteins [CadA 
increases to approx. 2% of cellular protein, see ref. 
(6)], transcription has to be tightly controlled. In 
fact, it is known that the Cad module is only 
activated if in addition to the primary stimulus 
(low pH), the substrate for the decarboxylase is 
also present (high lysine level) (7) and the product 
of the reaction is absent (low cadaverine level) 
(8,9). Hence, CadC unifies the remarkable abilities 
of integrating and processing three external cues, 
transmitting this information to the cytoplasm and, 
accordingly, activating transcription of cadBA. 
Activation in the presence of lysine is most likely 
accomplished by removal of an inhibitory 
interaction of CadC with the lysine permease LysP 
mediated by the transmembrane domain (10). 
Acidification of the external milieu is most 
probably sensed by protonation of a patch of 
acidic amino acids at the dimer interface within 
the periplasmic domain of CadC (12). This 
neutralization enables conformational changes that 
lead to activation of cadBA transcription (11). 
While these studies have shed light on the 
mechanisms of lysine sensing and low pH 
detection, the molecular details of feedback 
inhibition of CadC by cadaverine are still unclear.  
Crystal structure analysis of the periplasmic 
sensor domain of CadC (CadCpd) revealed a 
central cavity between the two periplasmic 
subdomains of each CadC monomer, which is 
adequate for accommodation of the positively 
charged cadaverine - both with respect to sterical 
fit and electrostatic complementarity (12).  
In the present study we functionally analyze 
the molecular details of CadC inactivation by the 
feedback inhibitor cadaverine. We identify a 
second, pivotal cadaverine binding site that 
overlaps with the patch of pH-responsive amino 
acids. Mathematical simulations support a 
sequential inactivation model for CadC. It is 
proposed that binding of cadaverine to the first site 
induces conformational changes which enable 
accessibility to the second binding site, and rapid 
inactivation of CadC.  
 
EXPERIMENTAL PROCEDURES 
Bacterial strains and growth conditions - E. 
coli strains JM109 or DH5α (13,14) were used as 
cloning hosts for the plasmids listed in Table S1. 
E. coli EP314 (9), which carries a cadA’–lacZ 
fusion gene and a deletion in cadC, was 
complemented with plasmids (pET16b-based) 
encoding cadC and its variants and was used to 
determine cadBA expression. For strain 
propagation, plasmid preparation and protein 
overproduction, strains were grown on Luria 
Bertani (LB) medium (15). To monitor signal 
transduction in vivo, E. coli EP314 transformed 
with the indicated plasmids was grown in minimal 
medium as described below and previously 
published (10,16). Antibiotics were added for 
selection at concentrations of 100 µg ml
-1
 
(ampicillin), 50 µg ml
-1
 (kanamycin) and 34 µg 
ml
-1
 (chloramphenicol). For monitoring cadBA 
expression as well as CadA activity and 
cadaverine accumulation MG1655∆cadC 
(MG1655 cadC::kan; MG1655 (17) x P1[W3110-
ΔcadC (18)]) was transformed with plasmids 
pET16b-cadC2 (10), pET16b-cadC_Y453I (11) 
and pET16b-cadC_T475A, respectively. These 
three strains were then cultivated as described 
earlier (8).  
Measurement of extracellular cadaverine, 
intracellular CadA activity and cadBA expression 
- Enzymatic activity, cadaverine content and 
cadBA transcription were determined as described 
earlier (8). 
Construction of cadC variants – Mutagenesis 
was performed by either one- or two-step PCR 
using the appropriate oligonucleotides (Table S1). 
To facilitate construction, cadC genes harboring 
singular restriction sites were employed (10,11).  
In vivo analysis of cadaverine dependent 
inhibition - Cultivation of cells in minimal 
Cadaverine forces CadC into an inactive conformation 
 
 3 

h(c(t)) 
1
1 c(t) /Kc 
nc
 
)(
1
1
)(
2
2
2
2
2 tm
KC
KC
tm
dt
d
m
C
C
m 

 











medium with 10 mM lysine and measurements of 
signal transduction activity of different CadC 
variants by ß-galactosidase assays were performed 
as described before (10). In addition, cells were 
cultivated with addition of cadaverine/HCl at the 
concentrations indicated to test for the effect on 
CadC-dependent cadBA expression.  
Determination of in vitro affinity for 
cadaverine – The periplasmic domains of 
CadC_T229A_E447Q and wild type CadC were 
produced and purified as described in (10). 
Purification was complemented by an additional 
size exclusion chromatography step (Superdex 200 
10/300 GL, Amersham Pharmacia), to remove the 
thioredoxin cleavage product of the initial fusion 
protein (10). The purified protein was used for 
scintillation proximity assays (with 
14
C-cadaverine 
from Hartmann analytic) according to (19) or 
tryptophan fluorescence measurements as 
described in (10) with a slightly changed buffer 
(Trp-buffer: 50 mM sodium phosphate buffer (pH 
7.0) and 150 mM NaCl).  
Computational Model - To analyze the in vivo 
dynamics of the Cad module at a quantitative 
level, we previously established a mathematical 
model for the dynamics of the three system 
variables cadBA mRNA, CadA activity, and 
external cadaverine monitored in our experiments 
(8). Briefly, the model was guided by the known 
biochemistry of the Cad module, describing the 
integration of the input signals by CadC, a quasi-
static CadC activity function and accounting for 
the dynamics of transcription, translation and 
enzyme kinetics of the Cad module via ordinary 
differential equations. Here we have refined this 
model by including the perception that CadC is 
active as a dimer (12). The fraction of active CadC 
dimer per cell (CadC2) at time t (C2(t)), with 
respect to the maximal number of CadC2 dimer per 
cell (C0)  is defined as a function of its input 
signals - pH(t), external lysine, l(t), and external 
cadaverine, c(t) - and now reads 
 
  (1), 
wherein the functions f, g, and h in Eq. (1) take on 
values between 0 and 1 and are assumed to be of 
the Hill form typical for cooperative binding 
reactions. For instance, the cadaverine dependence 
takes the form 
        
(2), 
 
wherein Kc is the apparent cadaverine affinity of 
CadC2 and nc the corresponding Hill exponent [see 
(8) for all details of the other regulation functions]. 
Transcriptional regulation of PCad by CadC2 is 
described by a quantitative thermodynamic model 
analogous to (8) and the resulting rate equation for 
the time evolution of cadBA mRNA, m(t), takes 
the form 
  
 
    
 
Here, m is the basal transcription rate of the 
cadBA promoter (PCad), the fold change between 
basal and maximal transcription rate, KC2 the 
affinity of a single CadC2 binding site on the 
cadBA promoter (PCad harbors two binding sites 
(21) – presumably for the dimer form of CadC  –  
leading to the square in the first term of the right 
hand side) and m the cadBA mRNA degradation 
rate. The kinetics of enzyme expression, 
conversion of lysine to cadaverine and subsequent 
antiport by CadB were modeled as before (8). 
Again, parameters were estimated by least-squares 
minimization. Briefly, all previously published 
data (8) were fitted with the refined model 
described above (the full list of fit parameters is 
given in Table S2). To account for the slightly 
faster Cad response due to the somewhat higher 
copy number of the plasmid-encoded CadC used 
here, compared to strain MG1655 (8), the 
transcription rate of PCad was varied as the only fit 
parameter (Table S2). Subsequently, the 
dynamical responses of the two mutant strains 
harboring CadC_T229A_E447Q and CadC_Y453I 
were fitted by varying only the cadaverine affinity 
Kc, the Hill exponent nc and the maximal number 
of CadC2 dimers C0 (see Fig. S2 and S3 for the fit 
results). 
))(())(())((/)( 02 tchtlgtpHfCtC 
(3). 
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RESULTS 
Cadaverine binding within the internal cavity 
– The product of lysine decarboxylation, 
cadaverine, has been shown to inhibit expression 
of the cadBA operon (9). Direct binding of 
cadaverine to the periplasmic domain of CadC was 
determined in vitro with an apparent Kd of 96 µM 
(10). The crystal structure of CadCpd was recently 
solved (12). As crystallization in the presence of 
cadaverine did not result in a CadCpd complex 
structure, docking studies with cadaverine were 
performed. The ten best scoring results of the 
docking studies performed earlier (12) proposed a 
binding mode of cadaverine with an extended 
conformation within the central cavity of the 
periplasmic domain of CadC. According to these 
findings one amine group of cadaverine was 
coordinated by Glu447, Gln421 and Tyr374 and 
the second amine group by Asp225 and Thr229. 
To verify the results of these docking studies, we 
constructed CadC variants with single, double and 
triple amino acid substitutions at these positions. 
In addition, we analyzed the residues Trp450 and 
His344, found to coordinate the hexachlororhenate 
ion in the CadC complex that had been prepared 
for MAD phasing (12).  
Cadaverine-dependent down-regulation of 
transcription was determined in reporter assays. E. 
coli strain EP314 lacks the native cadC gene and 
possesses a cadA’-lacZ fusion gene. Therefore, 
this strain is unable to produce cadaverine via 
CadA (as a large part of cadA is replaced by lacZ) 
and, hence, cadaverine-dependent inhibition only 
relies on the addition of external cadaverine while 
CadC-dependent cadBA promoter activity can be 
monitored via ß-galactosidase measurements. 
Complementation of this strain with plasmid-
encoded CadC or CadC variants (pET16b-based, 
see Experimental Procedures) allows the survey of 
CadC-dependent cadBA expression depending on 
externally applied stimuli. A spectrum of 
cadaverine concentrations (0 mM; 0.65 mM; 1.3 
mM; 2.6 mM; 5.2 mM; 10.4 mM) was tested to 
determine the inhibitory effects on cadBA 
expression. Increasing cadaverine concentrations 
inhibited wild type CadC in a dose-dependent 
manner (Fig. 1A). Approximately 1 mM 
cadaverine was required to inhibit CadC wild 
type-dependent cadBA expression to about 50% 
(IC50) (Table 1). In the presence of 10.4 mM 
cadaverine expression was inhibited by nearly 100 
% (residual activity in the presence of 10.4 mM 
cadaverine: 1%) (Fig. 1A). Most of the variants 
(CadC_D225A, CadC_D225N, CadC_Y374A, 
CadC_Y374F, CadC_W450A, CadC_W450F, 
CadC_Q421A, CadC_D225N_T229A_E447Q, 
CadC_H344L, CadC_H344L_E447Q, 
CadC_T229A_H344L) with substitutions in the 
central cavity were inhibited by cadaverine like 
wild type CadC (IC50 < 2 mM; Fig. S1). Only the 
variants CadC_D225W, CadC_T229A and 
CadC_E447Q as well as the variants with multiple 
amino acid substitutions, CadC_D225N_E447Q, 
CadC_ T229A_E447Q, CadC_T229A_H344L 
_E447Q and CadC_T229A_Q421A_E447Q were 
inhibited to a lesser extend by cadaverine (Fig. 
1A). In addition, the IC50 of those variants 
impaired in cadaverine sensing was significantly 
increased (Table 1). Polyamine binding often 
occurs at acidic or aromatic residues (22-26). 
Therefore, several substitutions at positions 
Asp225, Tyr374 and Trp450 were analyzed 
(D225A, D225N, D225W; Y374A, Y374F; 
W450A, W450F). Replacement by alanine, 
asparagine or phenylalanine did not affect 
cadaverine sensing, compromising the idea that 
Asp225, Tyr374 and Trp450 directly coordinate 
cadaverine. Nonetheless, replacement by the more 
bulky tryptophan at position Asp225 reduced the 
inhibitory effect of cadaverine (Table 1, IC50: 3.4 
mM cadaverine). Altogether, these experimental 
data indicated that the central cavity is involved in 
cadaverine sensing, as certain side chain 
substitutions within the cavity clearly reduced the 
inhibitory effect of cadaverine on CadC-dependent 
cadBA expression, although the precise nature of 
cadaverine coordination within the cavity remains 
elusive. 
Identification of additional cadaverine 
coordinating residues – As no CadC variant with 
side chain substitutions within the central cavity 
was completely impaired in cadaverine sensing, 
we searched for additional cadaverine 
coordinating residues. In a random mutagenesis 
attempt Dell et al. (27) identified amino acid 
substitutions that resulted in pH-independent 
CadC variants that were not affected by the 
addition of 2 mM cadaverine. Remarkably, 
variants CadC_T475A and CadC_L479S, both 
impaired in cadaverine-dependent inhibition, carry 
substitutions that co-localize with the patch of 
acidic amino acids in the periplasmic domain 
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which was previously identified to be crucial for 
detection of acidification (11). Consequently, we 
examined whether cadaverine sensing and pH 
detection are linked to each other.  
To test this hypothesis, we investigated the 
effect of increasing cadaverine concentration on 
cadBA expression regulated by CadC variants 
harboring substitutions close to the patch of acidic 
amino acids. For this purpose, we used CadC 
variants that were previously constructed to 
analyze pH-dependent signaling (11). 
CadC_H240L, CadC_D471A, CadC_D471N, 
CadC_E468D and CadC_F477A were strongly 
affected by increasing concentrations of 
cadaverine similar to wild type CadC (Fig. 1B, 
Table 1). CadC_N478A, CadC_F477I and 
CadC_Y453F were less affected by cadaverine 
(Fig. 1C, Table 1). In contrast, cadaverine exerted 
nearly no inhibiting effect on CadC_Y453I, 
CadC_Y453A, CadC_F477I and CadC_L474A 
(Fig. 1C, Table 1). As the activity of these variants 
in the presence of 10.4 mM cadaverine still 
exceeded 60%, the IC50 can be assumed to be 
above 10 mM (Table 1).  
To understand whether the inability of these 
variants to sense cadaverine was evoked just by 
replacement of the amino acid side chain or by 
indirect effects such as conformational changes, 
Tyr453 was exchanged by phenylalanine (to 
preserve the aromatic character), isoleucine 
(insertion of an aliphatic non-aromatic side chain) 
or alanine (to remove nearly the complete side 
chain). Our data reveal that CadC is inactivated in 
the presence of cadaverine as long as an aromatic 
side chain is present at position 453 (wt and 
Y453F) (Fig. 1C). However, cadaverine can no 
longer exert its inhibitory effect if the aromatic 
side chain is removed either through substitution 
by a short (Ala) or by an aliphatic side chain (Ile).  
For residue Thr475 the influence of a 
substitution by serine was tested. Since the variant 
CadC_T475S was not inactivated by cadaverine 
(cadaverine did not inhibit cadBA expression in a 
strain harboring this variant as well as 
CadC_T475A), it is likely that for Thr475 the 
nature of the branched amphipathic side chain is 
crucial. Since CadC_F477A is inhibited by 
cadaverine, the effect seen with CadC_F477I 
seems not to be caused by the lack of the aromatic 
side chain. It seems likely that the branched 
aliphatic side chain of isoleucine interferes with 
the 3D structure of CadC, thereby impairing signal 
sensing. CadC_F477I reportedly is also impaired 
in pH detection (11), as it induces cadBA 
expression irrespective of the external pH. 
Together with the results for CadC_T475A and 
those for CadC_L479A from Dell et al. (27) these 
data suggest a second cadaverine binding site 
close to the patch of acidic amino acids at the 
dimer interface encompassing residues Tyr453, 
Thr475, Leu474 and Leu479, since CadC variants 
with substitutions at these positions activate 
expression of cadBA irrespective of the presence 
of cadaverine. Closer inspection of the three-
dimensional structure of CadC suggested that 
cadaverine binding to the second binding site 
might arise from a small number of residues at the 
dimer interface (Fig. 2, red residues). It appears 
that there are two clearly defined and separate 
binding sites at the dimer interface; one on each 
monomer. Although cadaverine binding and pH 
detection seem to be mediated by the same protein 
region, it is likely that they are independent of 
each other, as some variants are only affected in 
one of the two functions: CadC_Y453I induces 
cadBA expression in response to acid stress but is 
not inhibited by cadaverine; in contrast, 
CadC_D471A and CadC_D471N activate cadBA 
expression irrespective of the external pH (11) and 
are inhibited by cadaverine similarly to wild type.  
Probing in vitro affinity – We intended to test 
the in vitro affinity of the periplasmic domains of 
distinct cadaverine insensitive variants 
[CadC_T229A_E447Q, CadC_T475A and 
CadC_Y453I (11)] for cadaverine. However, Trx-
CadCpd_Y453I and Trx-CadCpd_T475A were 
produced in inclusion bodies and could not be 
used for the assay. As both variants contain 
substitutions at the dimer interface, this could 
indicate that substitutions at the dimer interface 
lead to alterations in the protein conformation that 
render the protein more insoluble. For 
CadC_T475A, both a tryptophan fluorescence 
study (10) as well as a scintillation proximity 
assay failed, since we measured a linear 
dependency between cadaverine concentrations 
and the corresponding signals. Thus, it can be 
assumed that affinity for cadaverine is greatly 
reduced in this variant.  
Dynamics of the Cad module of CadC 
variants impaired in cadaverine sensing - In order 
to infer key biochemical parameters of the Cad 
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module in vivo, we previously established a 
quantitative mathematical model (8). The model 
parameters were calibrated with a comprehensive 
set of experimental data, and the parameter-free 
predictions for the expression behavior under 
various initial conditions and for a LysP mutant 
deficient in lysine sensing were confirmed 
experimentally (8). Likewise, here we reasoned 
that two CadC variants impaired in cadaverine 
sensing (CadC_T229A_E447Q and CadC_ Y453I) 
should produce a significantly altered response 
after a shift to low pH. We used our model to 
interpret the experimental changes in the dynamics 
of the Cad module. 
First we refined our previously published 
model (8), by incorporating the result of Eichinger 
et al. (12) that CadC is active as a dimer (CadC2; 
see also Experimental Procedures). Then we re-
analyzed all data previously collected for the wild 
type Cad module (8) and extracted the in vivo 
parameters for the interaction between CadC2 and 
its input signals H
+
, lysine and cadaverine (the full 
list of fit-parameters is given in Table S2). 
Specifically, for the interaction of wild type CadC 
with cadaverine we found an apparent in vivo 
affinity of Kc = 170 µM and an effective Hill 
exponent nc = 3.5. As the Hill exponent is a 
measure for the cooperativity involved in the 
interaction between ligand and protein, the 
obtained value pointed to (at least) four cadaverine 
binding sites within one CadC2 dimer (28). This 
would be consistent with the idea that each CadC 
monomer has one binding site in its central cavity, 
and one at the patch of acidic amino acids (at the 
dimer interface). Similarly, the deduced affinity 
parameter Kc = 170 µM of cadaverine for CadC2 
was in good agreement with the measured in vitro 
affinity [see above and (10)]. 
Next, we experimentally characterized the 
influence of the proposed binding site in the 
central cavity of CadC on the dynamics of the Cad 
module. To this end, we shifted the strain 
harboring CadC_T229A_E447Q from pH 7.6 to a 
lysine-rich medium (10 mM) with pH 5.8 and 
recorded the response of cadBA mRNA, specific 
CadA activity and external cadaverine level as a 
function of time (Fig. 3A-C; green circles). CadA 
activity and cadaverine concentration was only 
determined for selected time points, as it is known 
from earlier studies that CadA activity reaches a 
plateau after about 60 min and cadaverine 
increases almost linearly (8). As a control, we 
applied the same protocol to a strain with identical 
genetic background harboring wild type CadC 
(Fig. 3A-C; black circles; see Experimental 
Procedures for all details). In this case [see also 
(8)] cadBA expression was quickly turned on (Fig. 
3A; black circles) and as a consequence, both the 
CadA activity (Fig. 3B, black circles) as well as 
the cadaverine concentration in the medium 
increased (Fig. 3C; black circles). Once external 
cadaverine reached a certain threshold, 
transcription of cadBA was turned off again, thus 
leading to a transient expression of cadBA. 
Qualitatively, the CadC_T229A_E447Q harboring 
strain displayed a similar transient induction, but 
with a significantly widened expression peak of 
cadBA (Fig. 3A; green circles), a stronger increase 
in CadA activity (Fig. 3B; green circles) and a 
faster accumulation of cadaverine (Fig. 3C; green 
circles). These results clearly demonstrated that 
the substitutions in CadC_T229A_E447Q had 
impact on the dynamics of the Cad module in vivo, 
indicating that the targeted residues are involved 
in cadaverine sensing.  
In order to extract more quantitative 
information from the dynamics of the Cad module, 
we leveraged our mathematical model to infer the 
key biochemical parameters relevant for 
cadaverine binding to CadC. Specifically, we used 
the binding constant of cadaverine for CadC, Kc, 
the Hill exponent, nc, and the maximal number of 
active CadC2 dimers, C0, as fit parameters for the 
CadC_T229A_E447Q harboring strain and set all 
other model parameters to those of the wild type 
Cad module, see Experimental Procedures for 
details. C0 was included as fit parameter since the 
dimerization of CadC might be affected by amino 
acid substitutions. The fit results (Fig. 3D-F; green 
lines) displayed good quantitative agreement with 
the experimental data (Fig. 3A-C; green circles), 
capturing both the widened expression peak of 
cadBA mRNA as well as the stronger increase in 
CadA activity and cadaverine level when 
compared to the dynamics of the wild type strain. 
Surprisingly, the Hill exponent was the only 
parameter that changed significantly between the 
wild type (nc = 3.5) and CadC_T229A_E447Q (nc 
= 0.5), indicating that the residues in the central 
cavity of CadCpd mainly affect the cooperativity of 
the interaction between cadaverine and CadC. For 
better illustration, the impact of these substitutions 
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on the CadC2 activity is visualized in Fig. 4 (green 
line) as a function of cadaverine, where it is 
compared to wild type CadC2 activity (black line). 
While the activity of latter sharply decreased with 
increasing cadaverine levels at Kc, the activity of 
(CadC_T229A_E447Q)2 displayed a significantly 
reduced cadaverine concentration dependancy. 
Hill exponents smaller than one may indicate a 
negative cooperative interaction among the 
remaining binding sites, but also other mechnisms 
can be envisioned (see Discussion). Another 
interesting observation is that in our fit also the 
maximal number of transcriptionally active 
CadC_T229A_E447Q dimers, C0, was increased 
by 30%. Indeed, the output of transcription 
activity (ß-galactosidase activity in Miller Units) 
for CadC_T229A_E447Q in our in vivo analyses 
of cadaverine-dependent inhibition was also 10% 
higher than for the wild type (data not shown).  
Next, we analyzed the in vivo dynamics of a 
strain harboring CadC_Y453I after a shift to pH 
5.8 and adding 10 mM lysine (Fig. 3A-C; red 
circles). In this strain the negative feedback via 
cadaverine should be nearly abolished (Fig. 1C). 
Nevertheless, we determined a transient cadBA 
expression with a significantly slower decrease in 
comparison to the strains harboring wild type 
CadC or CadC_T229A_E447Q (Fig. 3A; red 
circles). However, despite this significantly 
widened expression peak both the specific CadA 
activity (Fig. 3B; red circles) and the external 
cadaverine level (Fig. 3C; red circles) did not 
increase beyond the values of the strain harboring 
CadC_T229A_E447Q. This indicates that the 
absolute level of cadBA transcription in the 
CadC_Y453I harboring strain is somewhat lower 
compared to the other strains
1
. 
To test whether this behavior is consistent 
with our model, we again fitted the parameters Kc, 
nc and C0, keeping all other parameters fixed to the 
values of the wild type CadC. Our fit data 
indicated that cadaverine sensing was indeed 
significantly impaired in the strain harboring 
CadC_Y453I (Fig. 4; red line), as reflected in a 
more than ten-fold reduction in cadaverine affinity 
(Kc = 2.3 mM) and a very low Hill coefficient (nc 
= 0.3). Nonetheless, our model predicted a 
transient cadBA expression even for this largely 
cadaverine-insensitive CadC variant. Within our 
model the delayed down-regulation of cadBA 
expression arose from the CadBA-dependent 
depletion of lysine from the medium, which acts 
as an additional negative feedback directly on the 
input stimulus. Indeed, during the course of the 
experiment the cells converted the entire lysine 
(10 mM initially added) into cadaverine (approx. 
10 mM after 150 min, Fig. 3C).  
Beside the direct effects on cadaverine 
binding, also C0, the maximal number of active 
(CadC_Y453I)2 dimers, was reduced by 25%, 
indicating that the substitution in CadC_Y453I 
also affected the spontaneous dimerization 
capability of CadC. The latter effect would be 
plausible as the substituted residue is located at the 
dimerization interface of CadC (Fig. 2). Indeed, 
absolute ß-galactosidase activities at inducing 
conditions (pH 5.8, 10 mM lysine; no cadaverine) 
for CadC_Y453I were reduced by 20 – 30% 
compared to the wild type protein (data not 
shown). Taken together, these results reveal that 
(CadC_Y453I)2 behaves like “cadaverine-blind” 
CadC, indicating that Tyr453 is of pivotal 
importance for cadaverine-sensing in vivo. 
 
DISCUSSION 
Adaptation of gene expression in response to 
external stimuli is crucial for survival under stress 
conditions. Here, we studied feedback inhibition 
of the acid stress response Cad module by 
cadaverine. Intriguingly, the sensor and 
transcriptional activator CadC simultaneously 
integrates three external input signals, transduces 
the signals into the cytoplasm and activates 
transcription. Thus, all signaling capabilities are 
concentrated in a single polypeptide. In this study 
we set out to investigate the cadaverine-dependent 
contribution to signal perception in CadC. Based 
on its crystal structure, the finding of an internal 
cavity and corresponding docking studies we 
postulated that cadaverine binding occurs in the 
cavity of the periplasmic domain (12). Site 
directed mutagenesis of amino acids putatively 
involved in cadaverine binding and subsequent 
investigation of the inhibition by cadaverine led to 
the identification of CadC variants with only 
moderately altered cadaverine-dependent 
regulation. Altogether 19 variants with amino acid 
substitutions in the central periplasmic cavity were 
tested for alterations in cadaverine-dependent 
inhibition of cadBA expression. Among those, 
cadaverine sensing by CadC_T229A_E447Q and 
CadC_T229A_Q421A_E447Q was affected 
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significantly, as these variants still activated 
cadBA expression in the presence of 10.4 mM 
cadaverine (residual activity approx. 20%). 
Accordingly, higher cadaverine concentrations 
were needed to reduce cadBA expression to 50% 
(3.6 mM and 3.8 mM cadaverine, respectively). 
However, combinations of up to three amino acid 
substitutions within the central cavity did not 
significantly potentiate the effect. If the internal 
cavity would be the major cadaverine binding site, 
one would expect that amino acid substitutions in 
this area of CadC have a more drastic effect on 
cadaverine-mediated repression.  
Therefore, data from Dell et al. (27) 
motivated us to test different CadC variants with 
substitutions in the region of the patch of acidic 
amino acids previously identified to be crucial for 
detection of acidification of the external milieu 
(11). As polyamine binding is generally mediated 
through interaction with acidic and aromatic 
amino acids (22-26), Tyr453 in this region 
appeared as a promising candidate for 
coordination of one amine group of cadaverine. 
Substitution of Tyr453 against alanine, isoleucine 
or phenylalanine revealed that the aromatic 
character at this position is essential for 
cadaverine-dependent repression. Hence, Tyr453 
might represent one binding partner. Since 
Leu474, Thr475 and Leu479 were also crucial for 
cadaverine-dependent inhibition it is speculated 
that these residues may contact the carbon 
backbone of cadaverine. Thr475 could possibly 
assist by binding of the second amine group as it is 
located within the correct range to bind a bent 
cadaverine molecule (approx. 5 Å). It is also 
conceivable, however, that there is no pronounced 
interaction partner for the second amine group. An 
inhibitory effect on cadBA expression has been 
shown for higher concentrations of agmatine, 
putrescine and lysine derivatives (9), indicating 
that variable chain lengths of the inhibitory ligands 
are tolerated. Altogether, amino acids around and 
within the patch of acidic amino acids are pivotal 
for cadaverine sensing, since CadC variants 
carrying substitutions in this area activated cadBA 
expression despite the presence of cadaverine.  
To better understand the mechanisms behind 
cadaverine-dependent inhibition of CadC in vivo, 
we experimentally recorded the dynamics of the 
Cad module with two cadaverine-sensing impaired 
CadC variants and employed a mathematical 
model to extract key molecular parameters for the 
interaction between cadaverine and CadC. With 
the help of the model the affinity parameter for 
cadaverine was determined to be 170 µM. This is 
in good agreement with the in vitro determined 
affinity of CadCpd for cadaverine (10). It should be 
noted that in our in vivo reporter assays 
significantly higher cadaverine concentrations 
were needed to inactivate wild type CadC (Table 
1). This discrepancy might be explained by the 
exogenous addition of cadaverine in our reporter 
assays, while cadaverine is endogenously 
produced in our dynamical experiments: 
Cadaverine reportedly binds to porins and reduces 
the outer membrane permeability. This effect is 
even larger when cadaverine exerts its effect from 
the periplasmic side (29-31). Therefore, internally 
produced cadaverine is captured in the periplasm 
as diffusion is limited through the cadaverine-
inhibited porins. As externally added cadaverine is 
also hindered in diffusing into the periplasm it is 
conceivable that a much higher cadaverine 
concentration is needed to exert the inhibitory 
effect on CadC, when added from the outside.  
Among all fit parameters, we found that the 
Hill exponents were most significantly affected by 
amino acid substitutions in CadC. Specifically, the 
Hill exponent of 3.5 determined for wild type 
CadC points to at least four cadaverine binding 
sites that might cooperatively inactivate the CadC2 
dimer. It is known, that the Hill exponent gives a 
lower limit on the number of interacting sites in 
positively cooperating systems (28). This finding 
is in agreement with a model according to which 
one binding site is located in the internal cavity of 
each monomer and a second binding site at the 
dimer interface of each monomer, resulting in four 
distinct cadaverine binding sites in a CadC dimer. 
Interestingly, both the substitutions in the central 
cavity (CadC_T229A_E447Q) as well as the 
substitution at the dimer interface (CadC_Y453I) 
drastically reduced the Hill exponent to 0.5 and 
0.3, respectively. Since the Hill exponents were 
reduced by more than 2 in each case (as naively 
expected for the removal of two binding sites per 
dimer), these results suggested that the four sites 
do not modulate CadC2 activity in a simple, 
additive manner. Such non-additive effects may 
result, e.g., from allosteric effects, for which 
binding to a single site induces small 
conformational changes in CadC2 wild type, such 
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that binding to the second site is facilitated. 
Indeed, when binding to the central cavity was 
impaired (CadC_T229A_E447Q), cadaverine only 
weakly affected the CadC2 activity (green line in 
Fig. 4; Hill exponent of 0.5). This effect is even 
stronger if binding to the dimerization site is 
impaired (CadC_Y453I), where cadaverine has 
basically no effect on the proportion of active 
CadC2 (red line in Fig. 4; Hill exponent of 0.3). It 
is important to note that this hierarchy was also 
detected in our reporter assays, where 
CadC_Y453I was almost immune against 
cadaverine while CadC_T229A_E447Q still 
responded to cadaverine. Generally, the Hill 
exponents smaller than one observed in these 
mutants may point to a “negative cooperative” 
interaction between the residual binding sites, such 
that binding to one site impedes binding to the 
second site. However, heterogeneous mixtures of 
binding sites with different affinities can also lead 
to an apparent Hill exponent smaller unity (28). 
From our data it is not possible to discriminate 
between both effects. It is nevertheless intriguing 
that changes in single amino acids can change the 
cooperativity from positive to negative or to no 
cooperativity (32,33), indicating that the Hill 
exponent can be readily tuned by evolutionary 
forces. Thus, we expect that the precise value of 
the Hill exponent for the interaction between 
cadaverine and CadC is optimized for its function 
in vivo, for which the sensitivity and range of 
response have to be carefully adjusted. 
Based on our results we propose the 
following sequential model for the inactivation of 
CadC by cadaverine: Each CadC monomer has a 
binding site in its central periplasmic cavity and a 
binding site at the dimerization interface (Fig. 5, 
white hexagons). In its activated conformation 
(low pH and high lysine; Fig. 5A) CadC forms a 
homodimer, which grants cadaverine access to the 
central cavities, but buries the binding sites at the 
dimerization interface. Upon binding of 
cadaverine to the central cavities (Fig. 5B), small 
conformational changes in CadC2 expose the 
binding sites at the dimerization interface. 
Cadaverine binding to the site at the dimerization 
interface possibly acts like a wedge that leads to 
disruption or inhibition of the active CadC2 
conformation, and consequently inactivates CadC 
(Fig. 5C). If the binding sites within the central 
cavities are missing (CadC_T229A_E447Q; Fig. 
S4 B), the initial conformational changes are not 
induced. Therefore, access to the interface binding 
sites is sterically hindered, and inhibition of this 
variant occurs at higher cadaverine concentrations 
compared to the wild type. In contrast, the variant 
in which binding at the interface is impaired, 
binding to the internal cavities occurs at similar 
cadaverine levels as in the wild type (Fig. S4 C). 
However, the final inactivation step occurs at even 
higher cadaverine concentrations.  
In summary, the one-component system 
CadC integrates the inducing (H
+
) and inhibiting 
signals (cadaverine) at the periplasmic 
dimerization interface. It was already suggested 
that upon stimulus perception active dimer 
formation is promoted, e.g., through charge 
neutralization of repelling surfaces (11). Here we 
found, that the inhibitor, cadaverine, binds to the 
same protein area and possibly impairs active 
dimer formation - most likely due to 
spatial/conformational constraints. As vast 
amounts of protein are produced upon activation 
of cadBA transcription [CadA increases to up to 
2% of cellular proteins (6)], the sophisticated 
regulatory mechanism of the Cad module seems to 
protect the cell against wasting energy under 
unfavourable conditions. For instance, the 
cadaverine level might serve as a proxy for the 
abundance of CadA and CadB, such that the 
negative feedback via cadaverine asserts 
homeostatic control of their levels. In that, the 
transient induction of cadBA supports acid stress 
response by a “produce-to-demand” mechanism 
that minimizes the cost of cadBA induction and 
saves cellular resources for the investment in other 
cell-protecting processes. 
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FIGURE LEGENDS 
FIGURE 1. Inhibitory effect of cadaverine on CadC-dependent cadBA expression. Reporter gene assays 
were performed with E. coli EP314 (cadC1::Tn10, cadA’::lacZ) that was complemented with plasmid-
encoded CadC (wild type) or the indicated CadC variants. An overnight culture (pH 7.6) was shifted to 
pH 5.8 with the indicated cadaverine concentrations (0.65; 1.3; 2.6; 5.2; 10.4 mM) and harvested in the 
mid-logarithmic growth phase. ß-galactosidase activity was measured and the percentage of residual 
activity was calculated in relation to the same condition without cadaverine. Results are given as mean 
from at least three independent experiments. For clarity, the corresponding standard deviations were 
omitted. A. CadC variants with substitutions in the central cavity. B. CadC variants with substitutions 
close to the patch of acidic amino acids that do not influence cadaverine dependent inhibition. C. CadC 
variants with substitutions close to the patch of acidic amino acids that influence cadaverine dependent 
inhibition. 
  
FIGURE 2. Localization of cadaverine-sensing residues in a CadCpd dimer. Left upper corner: simplified 
view of the CadCpd dimer. Colors and domain organization as in the large picture. White hexagons 
indicate cadaverine binding sites. Cartoon representation of (CadCpd)2: The dimer interface is indicated by 
a dashed line. Residues involved in cadaverine binding at the interface, which were investigated in the 
experiments are presented as red spheres (Tyr453, Leu474, Thr475 and Leu479) or orange spheres 
(Asn478). Blue spheres represent the residues, that when substituted did not lead to an altered cadaverine-
dependent inhibition (His240, Glu468, Asp471). Residues important for cadaverine sensing in the central 
cavity are depicted as black spheres (Asp225, Thr229, Glu447). The two monomers are depicted in light 
and dark colors, respectively (grey: N-terminal subdomain, green: C-terminal subdomain). The dimer is 
presented in top view towards the cytoplasmic membrane.  
 
FIGURE 3. Induction kinetics of the Cad module in vivo (A-C) and in silico (D-E) for E. coli strains 
harboring different CadC variants (see legend). For a detailed list of all model parameters please refer to 
Table S2. 
 
FIGURE 4. Simulated in vivo activities of wild type CadC2 dimer (black line), (CadC_T229A_E447Q)2 
dimer (green line) and (CadC_Y453I)2 dimer (red line) as a function of external cadaverine. All curves 
were obtained by Eq. (2) with the corresponding parameters estimated for the in vivo data, see Table S2. 
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FIGURE 5. Model for cadaverine-dependent regulation of cadBA expression. CadC dimers of the 
periplasmic domain are presented schematically as the two monomers (dark and light colors) in top view. 
The monomers consist of two subdomains represented by a grey and green cylinder (cf. Fig. 2). 
Cadaverine binding sites are indicated as hexagons. Cadaverine is depicted as molecule with five carbon 
atoms and two amine groups (spheres). A. In the presence of both stimuli (low pH and high lysine) CadC 
is active (as a dimer) and induces cadBA transcription. B. As soon as cadaverine reaches the threshold 
level it binds to the binding site within the internal cavity and evokes (conformational) changes that 
render the binding sites at the interface accessible. Still, CadC is active. C. After cadaverine binds to the 
interface binding site, CadC is inactive; probably by disturbance of the dimer conformation. Lysine 
regulation accomplished by LysP was omitted for simplicity.  
 
TABLE 1. Effect of amino acid substitutions within the central cavity and at the dimerization interface on 
cadaverine-dependent inhibition of cadBA expression.  
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Table 1 
central cavity dimerization interface 
CadC variant 
IC50  
(50% inhibition 
[mM] 
cadaverine) 
residual activity 
at 10.4 mM 
cadaverine [%] 
CadC 
variant  
IC50 
(50% inhibition 
[mM] 
cadaverine) 
residual activity at 
10.4 mM cadaverine 
[%] 
Y374A 0.6 8.6 ± 8.0 E468D 0.4 1.6 ± 0.3 
Y374F 0.8 1.7 ± 0.4 D471A 0.4 1.8 ± 0.5 
D225A 0.9 1.7 ± 1.3 H240L 0.8 2.2 ± 2.1 
W450A 0.9 7.0 ± 10.5 D471N 1.0 1.7 ± 0.4 
wild type 1.0 1.4 ± 1.7 wild type 1.0 1.1 ± 0.9 
W450F 1.1 6.9 ± 6.4 F477A 1.4 1.9 ± 1.5 
D225N 1.2 7.0 ± 8.9 Y453F 2.5 11.1 ± 1.3 
D225N_E447Q 1.8 14.4 ± 12.2 N478A 5.5 26.4 ± 1.9 
Q421A 1.8 4.1 ± 0.5 F477I >> 10 53.9 ± 6.6 
H344L_E447Q 1.9 1.3 ± 1.3 L474A >> 10 89.7 ± 8.3 
T229A_H344L 2.0 9.2 ± 4.0 Y453A >> 10 71.4 ± 9.4 
H344L 2.0 7.0 ± 1.6 Y453I >> 10 73 ± 11.9 
D225N_T229A_E447Q 2.1 7.0 ± 2.0 T475A >> 10 88.0 ± 14.0 
T229A_H344L_E447Q 2.2 11.6 ± 3.8 T475S >> 10 62.7 ± 3.5 
T229A 2.8 11.0 ± 4.7       
E447Q 3.4 13.9 ± 6.9       
D225W 3.4 13.2 ± 2.0       
T229A_E447Q 3.6 21.4 ± 1.3       
T229A_Q421A_E447Q 3.8 19.1 ± 4.2       
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FIGURE S1. Inhibitory effect of cadaverine on cadBA expression. Reporter gene assays were performed 
with E. coli EP314 (cadC1::Tn10, cadA’::lacZ) that was complemented with plasmid-encoded CadC 
(wild type) or the indicated CadC variants. An overnight culture (pH 7.6) was shifted to pH 5.8 with the 
indicated cadaverine concentrations (0.65; 1.3; 2.6; 5.2; 10.4 mM) and harvested in the mid-logarithmic 
growth phase. ß-galactosidase activity was measured and the percentage of residual activity was 
calculated in relation to the same condition without cadaverine. Results are given as mean from at least 
three independent experiments. For clarity, the corresponding standard deviations are omitted. 
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FIGURE S2. Correlations between the goodness of fit and the estimated parameters for (A) the strain 
harboring CadC_Y453I and (B) the strain harboring CadC_T229A_E447Q. The points correspond to 
local optima in the parameter space, for which the difference between the quantitative model and the 
experimental data in Fig. 3 of the main text is minimized (see Materials and Methods). As the fit quality 
increases (lower χ2), most parameters are confined to narrow intervals, indicating that their values are well 
constrained by the experimental data. However, some parameters display significant variation even for 
the lowest χ2 values, and we find from parameter-parameter correlation analysis in Fig. S3, that only 
combinations of those are well confined by our data. In all cases the y-axis corresponds to the full range 
of allowed parameter values.  
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FIGURE S3. Parameter-parameter correlations between the estimated parameters for (A) strain harboring 
CadC_Y453I and (B) strain harboring CadC_T229A_E447Q. 
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FIGURE S4. Model for cadaverine-dependent regulation of cadBA expression. An Increase in cadaverine 
concentration is indicated by blue shading. CadC dimers of the periplasmic domain are represented 
schematically as the two monomers (light and dark colors) in top view. The monomers consist of two 
subdomains represented by a grey and a green cylinder (cf. Fig. 2). Cadaverine binding sites are indicated 
as hexagons (white: wild type, black: binding impaired due to substitution). Cadaverine is depicted as 
molecule with five carbon atoms and two amine groups (spheres). A. Inactivation cycle as proposed for 
the wild type (cf. Fig. 5). B. Effect of substitutions in the central cavity (CadC_T229A_E447Q). 
Cadaverine binding to the internal cavity is significantly reduced. Therefore, initial conformational 
changes that would lead to exposure of the binding sites at the dimerization interface are not induced. 
Nonetheless they may occur at a lower rate simply due to the flexibility of proteins. In consequence, 
cadaverine-binding and -dependent inhibition occur at higher cadaverine concentration (B2). C. 
Substitutions that impair binding of cadaverine to the sites at the dimer interface (indicated by the black 
hexagons at the interface) would lead to a significant decrease in cadaverine-binding, in turn (nearly) 
prevent CadC inactivation or shift it to even higher cadaverine concentrations (C3). The initial binding 
step to the binding sites within the central cavities would occur at the same concentration as in the wild 
type (C2).  
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TABLE S1. Plasmids and oligonucleotides used in this study. If not indicated pET16b-cadC7 (1) was 
used as template. 
Plasmid   Oligonucleotide 5’ -  3’ Sequence   Source/Reference  
pET16b          Novagen 
pET16b-cadC7        (1) 
pET16b-cadC_D225A  CadC_D225A_sense GGCGTGGGTGCTTTGGTGGCGACATC This work 
   CadC_D225A_anti GATGTCGCCACCAAAGCACCCACGCC 
pET16b-cadC_D225N  CadC_D225N_sense GGCGTGGGTAATTTGGTGGCGACATC This work 
   CadC_D225N_anti GATGTCGCCACCAAATTACCCACGCC 
pET16b-cadC_D225W  CadC_D225W_sense ATAGGCGTGGGTTGGTTGGTGGCGAC This work 
   CadC_D225W_as GTCGCCACCAACCAACCCACGCCTAT 
pET16b-cadC_T229A  CadC_T229A_sense  TTTGGTGGCGGCATCACTTAAC  This work 
   CadC_T229A_as GTTAAGTGATGCCGCCACCAAA  
pET16b-cadC_H344L        (1) 
pET16b-cadC_Y374A  CadC_Y374A_sense CCAGAATTTACCGCCGCGAGAGCAG This work 
   CadC_Y374A_anti CTGCTCTCGCGGCGGTAAATTCTGG 
pET16b-cadC_Y374F   CadC_Y374F_sense CCAGAATTTACCTTCGCGAGAGCAG  This work    
   CadC_Y374F_anti CTGCTCTCGCGAAGGTAAATTCTGG 
pET16b-cadC_Q421A  CadC_Q421A_sense CATTATATATGCAATAAAAGCGG  This work 
   CadC_Q421A_as CCGCTTTTATTGCATCACTTAAC 
pET16b-cadC_E447Q        (1) 
pET16b-cadC_W450A  CadC_W450A_anti CGGTGAGATATGCATCAGCTGCTTC  
CCGGTTCATCCCCTTCATTTCATAAA 
CCTTGCCAAGCAACACATAATTTAGC  
GCGGACATTTCAAGATC   This work 
pET16b-cadC_W450F  CadC_W450F_anti CGGTGAGATATGCATCAGCTGCTTC 
     CCGGTTCATCCCCTTCATTTCATAAA 
     VVTTGCCAAGCAACACATAATTTAGG 
     AAGGACATTTCAAGATC   This work 
pET16b-cadC_T229A_E447Q combination of pET16b-cadC_T229A and pET16b-cadC_E447Q by  
   NcoI and SacI digestion     This work 
pET16b-cadC_H344L_E447Q PCR with with oligonucleotide CadC_H334L (1) 
   and pET16b-cadC_E447Q as template    This work 
pET16b-cadC_T229A_H344L combination of pET16b-cadC_T229A and pET16b-cadC_H344L by  
   BamHI and SacI digestion      This work 
pET16b-cadC_D225N_E447Q PCR with oligonucleotides CadC_D225N_sense and CadC_D225N_anti 
   with pET16b-cadC_E447Q as template    This work 
pET16b-cadC_T229A_Q421A_E447Q PCR with oligonucleotides CadC_D225N_sense and CadC_Q421A_as   
   and pET16b-cadC_T229A_E447Q as template   This work 
pET16b-cadC_D225N_T229A_E447Q PCR with oligonucleotides CadC_D225N_sense and CadC_Q421A_as   
   and pET16b-cadC_T229A_E447Q as template   This work 
pET16b-cadC_T229A_H344L_E447Q combination of pET16b-cadC_T229A and pET16b-cadC_H344L_E447Q by  
   BamHI and SacI digestion      This work 
pET16b-cadC_Y453A  CadC_Y453A  GCATTGATCTCGAGATGTCCTGGCTAAA 
     TGCTGTGTTGC   This work 
pET16b-cadC_Y453I        (1) 
pET16b-cadC_Y453F  CadC_Y453F  GCATTGATCTCGAGATGTCCTGGCTAAA 
     TTTTGTGTTGC   This work 
pET16b-cadC_T475A  CadC_T475A_sense CATATCTCGCCGCCTTTAATTTACGCCCC 
     GGGGCAAAC 
   CadC_T475A_anti GTTTGCCCCGGGGCGTAAATTAAAGGCG 
     GCGAGATATG   This work 
pET16b-cadC_T475S  CadC_T475S  GTGTTTGCCCCGGGGCGTAAATTAAAGG 
     CGGAGAGATATGC   This work 
pET16b-cadC_H240L        (1)    
pET16b-cadC_E468D        (1) 
pET16b-cadC_D471A        (1)    
pET16b-cadC_D471N        (1) 
pET16b-cadC_L474A        (1)    
pET16b-cadC_N478A        (1) 
pET16b-cadC_F477A        (1)    
pET16b-cadC_F477I        (1) 
pET32a          Novagen 
pET32a-cadC188–512  his 6 -cadC 188–512 in pET32a     (2)    
pET32a-cadC188–512_Y453I his 6 -cadC 188–512_Y453I in pET32a    This work    
pET32a-cadC188–512_T475A his 6 -cadC 188–512_T475A in pET32a     This work    
pET32a-cadC188–512_T229A_E447Q his 6 -cadC 188–512_T229A_E447Q in pET32a   This work    
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TABLE S2. Parameters of the quantitative model for the wild type Cad module. LB indicates lower 
bound; UB, upper bound. The estimated parameter values are shown as (best-fit value)     , where σ+ and 
σ- indicate the asymmetric standard errors in the positive direction and in the negative direction, 
respectively, see (3) for details.  
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Timing and Dynamics of Single Cell Gene Expression in the Arabinose
Utilization System
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ABSTRACT The arabinose utilization system of Escherichia coli displays a stochastic all-or-nothing response at intermediate
levels of arabinose, where the population divides into a fraction catabolizing the sugar at a high rate (on-state) and a fraction not
utilizing arabinose (off-state). Here we study this decision process in individual cells, focusing on the dynamics of the transition
from the off- to the on-state. Using quantitative time-lapse microscopy, we determine the time delay between inducer addition
and ﬂuorescence onset of a GFP reporter. Through independent characterization of the GFP maturation process, we can
separate the lag time caused by the reporter from the intrinsic activation time of the arabinose system. The resulting distribution
of intrinsic time delays scales inversely with the external arabinose concentration, and is compatible with a simple stochastic
model for arabinose uptake. Our ﬁndings support the idea that the heterogeneous timing of gene induction is causally related to
a broad distribution of uptake proteins at the time of sugar addition.
INTRODUCTION
Bacteria have sophisticated signal transduction and gene
regulatory networks for rapid adaptation to environmental
changes. In recent years it became increasingly recognized,
that the dynamical response of these biochemical reaction
networks is subject to significant stochastic fluctuations (1),
which can lead to heterogeneous behavior across cellular
populations. Examples include the transient differentiation of
Bacillus subtilis in its late exponential phase (2,3), bacterial
persistence in Escherichia coli (4), and the mating phero-
mone response pathway in yeast (5). In many of these sys-
tems, positive feedback plays a fundamental role, since it
gives rise to bistability and thereby causes two clearly distinct
gene expression states (6). It has been demonstrated that
biochemical noise induces stochastic transitions between
the two stable states, and it was suggested that the resulting
population heterogeneity provides selective advantages for
colony growth in fluctuating environments (7,8).
A prototypic class of positive feedback systems are the
inducible sugar utilization systems, in which bistability is
caused by the autocatalytic positive feedback of the sugar on
its own uptake proteins. These systems allow bacteria to
grow on less favorable carbon sources than glucose: For in-
stance, in a medium where lactose is the only energy source,
E. coli’s lactose utilization (lac) system either imports and
catabolizes lactose at a high rate (on-state), or it does not use
lactose at all (off-state) (9). This bistable behavior has drastic
effects on the behavior at the population level. When a high
amount of external lactose was added to a previously un-
induced culture, all cells in the population switched from the
off- to the on-state. However, at lower sugar concentrations
only a fraction of cells switched to the on-state while others
remained in the off-state (9,10).
Here, we are interested in the dynamics of such a switching
process on the single cell level. We study these dynamics in
the context of the arabinose utilization (ara) system of E. coli
(11), another well-characterized bistable system (see Fig. 1).
In this case, arabinose is imported by the high-affinity low-
capacity transporter AraFGH and the low-affinity high-
capacity transporter AraE. If internal arabinose exceeds a
threshold concentration, it activates AraC, which in turn
promotes expression of araFGH, araE, and the genes for
arabinose catabolism, araBAD. Siegele and Hu (12) analyzed
population distributions at intermediate sugar levels, and
revealed that the ara system displays an all-or-nothing ex-
pression pattern similar to the lac system. They conjectured
that in uninduced cells the stochastic background expression
of the ara regulon leads to a wide distribution of ara uptake
proteins. Addition of arabinose would then lead to different
rates of arabinose accumulation, causing heterogeneous
timing of gene induction within the population. At a given
time there would be a fraction of induced and a fraction of
uninduced cells, and the depletion of arabinose by the me-
tabolism of the induced cells could explain the fixation of the
all-or-nothing response. This conjecture is consistent with a
computational study of autocatalytic expression systems (13)
and experiments which placed araE under the control of a
constitutive promoter, finding homogeneous gene expression
in the population (14–16). The dynamics of switching pro-
cesses has also been studied using flow cytometry tech-
niques, which yield a time series of population distributions
of gene expression levels (17,18).
In this study, we take a different experimental approach:
Rather than recording population distributions, we use
quantitative time-lapse fluorescence microscopy to follow
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the expression dynamics of the switching process in many
cells, individually. In a physics analogy, this is akin to fol-
lowing the trajectories of many particles, instead of recording
their spatial density distribution at different time points.
Clearly, the distributions can be obtained from the trajecto-
ries, but not vice versa; i.e., the trajectories contain more
information. In this case, this additional information is par-
ticularly useful to disentangle different variables that affect
the response of individual cells: The observed time-dependent
fluorescence level is the final output of a series of biochem-
ical processes, which can be grouped into two connected
subsystems—an uptake module and a reporter module. Both
modules experience noise, which, to a first approximation,
can be subsumed into a single parameter for each module. As
we will see, one can extract these two parameters for each cell
by fitting an appropriate model to the fluorescence trajectory
of the cell. As a result, we can directly obtain the separate
distributions for these two parameters, and even measure
their correlations. Note that this analysis would not have been
possible based on population distributions of gene expression
levels.
Using this approach, we address the question raised by
Siegele and Hu (12), i.e., is the all-or-nothing response of the
ara system associated with heterogeneous timing of gene
induction, and, if so, is the heterogeneous timing causally
related to a wide distribution of ara uptake proteins? At
subsaturating sugar levels, we observe a significant delay
between addition of inducer and increase of fluorescence,
which is indeed broadly distributed. To clarify the origin of
this delay and its broad distribution, it is necessary to separate
the intrinsic lag of the GFP expression dynamics from the
time-lag inherent to the stochastic arabinose uptake. To this
end, we leverage our microfluidic setup to separately measure
the distribution of GFP maturation times across an E. coli
population. We also record the cell-to-cell variation of the
growth rates. Using a simple quantitative model for the ex-
pression dynamics, we then extract the intrinsic timing sta-
tistics for gene induction.We find that this distribution is well
described by an analytical delay time distribution derived
from a stochastic model for the uptake module. Our results
support the conclusion that the heterogeneous timing is in-
deed due to a wide distribution of ara uptake proteins across
the population.
MATERIALS AND METHODS
Bacterial strain and plasmid
E. coli strain LMG194 (F  lacX74 galE galK thi rpsL phoA (PvuII) ara714
leuTTn10) (19) was transformed with plasmid pBAD24-GFP (this work)
using a standard method as described elsewhere (20). The gene gfpmut3 (21)
encoding the green fluorescent protein GFPmut3 was amplified by PCRwith
primers GFP-KpnI sense (59-TACCATGGTACCAAGTAAAGGAGAA-
GAACTTTTC-39) and GFP-HindIII antisense (59-CATAGTAAGCTTTT-
ATTTGTATAGTTCATCCATGCC-39) using plasmid pJBA29 (22) as a
template. The DNA-fragment was cut with restriction endonucleases KpnI
and HindIII, and was then ligated into similar treated vector pBAD24 (19),
resulting in plasmid pBAD24-GFP. The correct insertion of the fragment was
verified by restriction analysis as well as by DNA sequence analysis.
Growth conditions
Cells were grown in LB medium (23) or M63 minimal medium (19) con-
taining 0.2% (w/v) glycerol as C-source. When indicated, 0.01%, 0.02%,
0.05%, or 0.2% (w/v) arabinose was added to induce GFP expression.
Bacteria were inoculated from single colonies grown on LB agar plates and
grown overnight (37C, shaking at 300 rpm) in M63 medium. Overnight
cultures were diluted 1:50 into fresh M63 medium and cultured for 2 h.
Bacteria were subsequently diluted in prewarmed medium to an appropriate
density and were then applied to one channel of a poly-L-lysine-coated
microfluidic chamber (m-Slide VI; Ibidi, Martinsried, Germany). The slide
was then incubated at 37C for several minutes. By softly flushing the
channel with prewarmed medium supplemented with the desired arabinose
concentration, gene expression was induced and the sample was rinsed at the
same time. After the preparation procedure, the vast majority of the bacteria
adhered with their long axis parallel to the surface.
Time-lapse microscopy
Time-lapse experiments were performed on a fully automated inverted mi-
croscope (Axiovert 200M, Zeiss, Oberkochen, Germany) equipped with a
motorized stage (Prior Scientific, Cambridge, UK). All devices were con-
trolled by Andor IQ software (Andor, Belfast, Northern Ireland). Fluores-
cence illumination was provided by an X-cite120 light source (EXFO,
Quebec, Canada). An appropriate filter set (excitation: 470/40; beamsplitter
495; emission: 525/50; filter set Nr 38; Zeiss) was used. Bright field and
fluorescence images of several fields in one sample were acquired every
FIGURE 1 Regulatory network of the native arabinose utilization system
(11), including the gfp-reporter module used in this study. The system
consists of genes for arabinose uptake (araE, araFGH), genes for arabinose
metabolism (araBAD), and the regulator AraC. High amounts of intracel-
lular arabinose activate AraC, which stimulates expression from the pro-
moters PBAD, PE, and PFGH. In the absence of arabinose, AraC represses
expression from PBAD (not depicted). Note that we also omitted the less
pronounced negative autoregulation of AraC in the absence and presence of
arabinose (43), since this feedback mainly seems to provide a constant
transcription factor abundance (52). As indicated in light shading, in the
mutant used in this study the chromosomal araBAD operon is deleted, and
hence the additional negative feedback on internal arabinose is avoided. As a
reporter for the expression of the ara system we used a plasmid-borne gfp
variant under the control of the PBAD promoter (see Materials and Methods
for details).
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5 min with a highly sensitive EMCCD camera (iXon DV885; Andor)
through an oil-immersion 1003 plan-neofluar objective with NA 1.3 (Zeiss),
with acquisition times of 0.1 s to 0.2 s. To further prevent photobleaching and
photodamage all light sources were shuttered between exposures and an
orange filter was used in the bright-field light path. The temperature in the
sample environment was maintained at 37C using a custom-built heating
box. Focalcheck fluorescence microspheres (Invitrogen, Karlsruhe, Ger-
many) were used to correct for output variations of the lamp.
Data analysis
ImageJ (24) and Igor Pro 4.0 (WaveMetrics, Lake Oswego, OR) were used
for data analysis. Cell outlines were created by thresholding the bright-field
images. Total fluorescence was measured as the sum over all pixel values
within the outline in the corresponding background-corrected fluorescence
image. Time traces were assembled by tracking the cells manually. As
photobleaching was found to be negligible for the given experimental sys-
tem, fluorescence traces were fitted without further processing.
Measurement of the GFP maturation time
distribution in vivo
Thematuration time in single cells was determined using an approach similar
to the one established in Gordon et al. (25): Translation was blocked by the
addition of 200 mg/ml chloramphenicol, 30 min after the induction of gfp-
expression with 0.2% arabinose. Fluorescence images were acquired every
3–5min before and after inhibition. As this measurement was more sensitive,
the illumination was reduced and the EM gain of the camera was used.
Photobleaching could thus again be neglected. Cellular fluorescence was
determined by summing all pixel values above the background level for each
bacterium. This method is qualitatively equal to the use of cell outlines as
described above, but can only be applied if the range of fluorescence values is
limited and bacteria do not grow strongly. The resulting maturation time
courses were fitted by an exponential function.
RESULTS
Single cell induction kinetics
To study the induction kinetics of the ara system, we use an
E. coli strain where both araBAD and araC are deleted (19).
It is transformed with the reporter plasmid pBAD24-GFP,
containing the araC gene and the rapidly maturing GFP
variant gfpmut3 (21) (which is under the control of the PBAD
promoter; see Materials and Methods). The araC gene is
supplied on the plasmid to guarantee full functionality of the
DNA loop required for repression of PBAD in the absence of
arabinose (11) and to provide the proper stoichiometry of
transcription factors and PBAD promoters. The chromosomal
deletion of araBAD avoids the negative feedback of the in-
ternal arabinose catabolism. This feedback complicates the
system, but is irrelevant for our questions, which focus on
the kinetics of the induction when arabinose first becomes
available externally. The gene regulatory circuit of our sys-
tem is illustrated in Fig. 1.
To perform the time-lapse fluorescence microscopy, we
introduce the bacteria into a microfluidic chamber, where
they attach to the poly-L-lysine coated chamber wall. The
microfluidic chamber provides homogeneous external con-
ditions for the bacteria and can be used to rapidly exchange
the medium. At t ¼ 0 min, we induce the bacteria with 0.2%
(13.3 mM), 0.05% (3.33 mM), 0.02% (1.33 mM), or 0.01%
(0.66 mM) arabinose, and then record the time-evolution of
GFP fluorescence in single cells. Representative fluorescence
trajectories for the highest (0.2%) and the lowest (0.01%)
arabinose concentration are shown in Fig. 2, a and b, re-
spectively.
For all arabinose concentrations, the individual time-traces
of each cell appear rather smooth and deterministic, whereas
there is a significant variation in the response from cell to cell.
We also observe a time lag between the addition of arabinose
and the onset of fluorescence. With decreasing arabinose
concentration, the typical lag time becomes longer, and its
cell-to-cell variation becomes more pronounced. Below, we
FIGURE 2 Examples of single cell induction kinetics of the arabinose
utilization network. Cells were induced at t¼ 0 min with 0.2% arabinose (a)
and 0.01% arabinose (b) (open circles). The traces were analyzed up to the
first cell division, which results in different numbers of data points in the
traces. Fits of the deterministic gene expression function in Eq. 1 to the data
are shown as solid lines. The image panels in a and b correspond to the
fluorescence traces marked with green circles, respectively. The total fluo-
rescence was determined within the white outlines created via thresholding
of the respective bright field images (and is given in fluorescent units (FU)).
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will devise a rigorous way to quantify this delay. Here, we
only apply a simple thresholding procedure to extract an
apparent lag time. Using an intensity threshold of 2.5 3 104
fluorescence units, we determine an apparent lag time of 166
2.5 min at 0.2% arabinose and a more substantial delay of
34 6 10 min at 0.01% arabinose. In the latter case, ;10% of
the bacteria do not show any fluorescence within our time
window of 70 min.
With the sudden increase of the external arabinose con-
centration at t¼ 0 min, a cascade of biochemical processes is
triggered, culminating in the fluorescent output signal mea-
sured in our experiment. To narrow down the origin of the
stochasticity in the apparent lag time, we need to analyze the
individual steps in this cascade. For this analysis, it is useful
to separate the system into two distinct modules, an uptake
module and a GFP expression module, as depicted in Fig. 3 a.
The uptake module not only comprises arabinose import
(represented here by an effective uptake protein, Upt, that
subsumes transport by AraE and AraFGH) but also includes
the positive feedback of arabinose on the uptake protein. The
expression module turns on the production of the output
signal, when internal arabinose reaches a threshold level (26).
The delay time tD that is required to reach this threshold is
solely determined by the uptake module. However, GFP fluo-
rescence does not follow promoter activation instantaneously.
Instead, the processes of transcription, translation, and GFP
maturation depicted in Fig. 3 b also generate a dynamical delay
and thereby contribute to the apparent delay estimated above.
To quantitatively estimate the intrinsic delay tD and its statis-
tics, we now scrutinize the expression module in detail.
Quantitative characterization of the
expression module
GFP maturation time
A significant portion of the dynamic delay of the expression
module is incurred by GFP maturation, the process whereby
the folded protein becomes fluorescent. The rate-limiting
reaction is an oxidation with a time constant of several
minutes up to several hours (27), depending on the variant of
the protein and possibly on the organism. However, for our
present purpose, we not only need the average time constant,
but also need to know whether there is a large cell-to-cell
variation associated with the maturation process. With our
microfluidic setup, we can directly probe this cell-to-cell
variation experimentally, under the same conditions as in the
induction experiments. First, we induce bacteria with 0.2%
arabinose and then inhibit protein synthesis in situ by flush-
ing the channel with the antibiotic chloramphenicol. The
resulting fluorescence trajectories cease to increase;15 min
after the addition of the antibiotic (see Fig. 4 a for a few
representative trajectories). Following the rationale estab-
lished in Gordon et al. (25), this behavior reflects the matu-
ration dynamics of the remaining, nonfluorescent GFPs. The
distribution of time-constants tm of GFPmaturation shown in
Fig. 4 b was obtained from exponential fits to 77 single-cell
time series (solid lines in Fig. 4 a). We find an average
maturation time of tm ¼ 6.5 min and a standard deviation of
0.6 min, i.e., a cell-to-cell variation of only ;10%.
FIGURE 3 (a) The arabinose utilization system can be dissected into an
arabinose uptake module (left) and a gene expression module (right). The
gene expression module is turned on, if the internal arabinose level exceeds
the threshold required for activation of the PBAD promoter. The stochastic
model for the uptake module comprises arabinose import by a heuristic
uptake protein and the positive feedback of arabinose on the synthesis of the
uptake protein (see Appendix B for all details). The model for the expression
module encompasses the processes depicted in panel b and describes the
accumulation of total fluorescent GFP per cell (see Appendix A for the
deterministic rate equations).
FIGURE 4 GFP maturation kinetics in single cells. In panel a, GFP
expression was induced with 0.2% arabinose at t ¼ 0 min and protein
synthesis was inhibited by addition of 200 mg/ml chloramphenicol at t ¼ 30
min, as indicated by the arrow. Exponential fits to the fluorescent time series
(solid lines) yield the maturation-time distribution in panel b. The statistics
was obtained from 77 cells.
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Our finding of a relatively small cell-to-cell variation
suggests that the maturation process is largely independent of
the internal state of the cell in E. coli. This appears plausible,
given that the oxidation reaction does not depend on intra-
cellular components (27). For comparison, measurements of
the maturation times of YFP and CFP in yeast (25) found
considerably longer maturation times of;40 min, but only a
slightly larger relative cell-to-cell variation (15–20%).
Moreover, from in vitro measurements of various YFP var-
iants, oxidation timescales as low as 2–8 min were deter-
mined (28), indicating that the rapid maturation time detected
in our experiment is conceivable in vivo.
Gene copy number
Since our GFP reporter is encoded on a plasmid, the average
copy-number of the plasmid and its cell-to-cell variation are
important properties of the expression module. The plasmid
pBAD24 has an average copy number comparable to pUC
(29), which is present in;55 copies per cell (30). Assuming
plasmid production and dilution with constant rates, we expect
Poissonian fluctuations of ;
ﬃﬃﬃﬃﬃ
55
p  7:5 plasmids (13%). In
similar plasmids, ColE1 and R1, negative feedback is known
to reduce the copy-number variations below the Poisson limit
(31). This may also apply to pBAD24, which would make the
variation even less significant. We expect that the plasmid
copy number grows proportional to the volume of the cell,
such that the concentration of plasmids remains constant.
Hence, we will assume that the rate g of gene replication in
Fig. 3 b equals the rate of volume expansion of the cells.
Cell growth
As the above discussion of the gene copy number shows, the
distribution of growth rates is another characteristic affecting
the quantitative properties of the expression module. We
analyzed the growth of individual cells in the microfluidic
channel by recording the time-evolution of their area detected
under the microscope. Since the rod-shaped E. coli cells grow
mainly along their principal axis (see image panels in Fig. 2),
the growth rate of the cell area is a proxy for the growth rate
by cell volume. From exponential fits (32) to 84 time series of
the cell area we found a distribution of time constants for cell
growth with an average of 50 min and a standard deviation of
6 min. Hence, the cell-to-cell variations of the growth rate are
also relatively small. This result indicates that the micro-
chemical conditions in our channel are sufficiently constant
to guarantee a reproducible growth state of the cells. We also
found that the doubling time was independent of the arabinose
concentration, consistent with the fact that in this strain arab-
inose cannot be catabolized and used as an energy source.
mRNA half-life and protein expression rate
Finally, the dynamics of the expression module is dependent
on the rate constants for gfp expression and mRNA degra-
dation. Average mRNA half-lives were determined for most
of E. coli’s genes (33) and are typically in the range 3–8 min.
The work of Smolke et al. (34) indicates that the population-
averaged half-life of gfp mRNA is in the same range; for our
analysis below, we will assume an average half-life of 6 min.
In contrast, there is currently no report on the cell-to-cell var-
iation of gfp mRNA half-lives. We expect that such a varia-
tion would mainly be produced by cell-to-cell variations of
RNase abundance and other components required for transcript
turnover. These components have been shown to vary with the
growth rate (35). Since the growth rate varies only by;10%
from cell to cell in our experiment (see above), we estimate
the relative cell-to-cell variations of mRNA half-life to be
similar. This may be an overestimate, since the degradation
machinery negatively autoregulates its own expression (36),
a mechanism known to reduce gene expression noise (37).
The protein expression rate has been quantified experi-
mentally at the single-cell level for the PR promoter of phage
l, and substantial cell-to-cell variations of ;35% were de-
termined (38). These large relative differences likely stem
from cell-to-cell variations in global cellular components
such as RNA polymerases or ribosomes. We expect similar
variations for GFP expression from the PBAD promoter.
Distribution of GFP expression rate and intrinsic
delay time
Given the above characterization of the expression module,
we can now construct a simple quantitative model for its
dynamic response, and then use this model to extract the
intrinsic delay tD. The smooth shape of the time series in
Fig. 2 suggests that the dynamics of individual cells follows
a rather deterministic fate, while the differences between the
cells stem from cell-to-cell variation of the reaction rates.
Therefore, we use a deterministic rate equation model to
describe the expression dynamics within a single cell, but
allow for cell-to-cell variation in the model parameters. This
model follows the reaction scheme depicted in Fig. 3 b:
Transcription of gfp mRNA from the promoter PBAD is
turned on at t ¼ tD and then remains constant at rate ax.
However, the number of plasmids (and hence gene copies)
increases with rate g, which equals the cell-doubling rate, so
that the plasmid copy number P remains stable in the bac-
terial population. We denote the mRNA degradation rate by
lx, and the translation and maturation rates of GFP by ay and
t1m ; respectively (see Appendix A for details).
Within this model, the time-evolution of the total number
of fluorescent GFP molecules in a cell, Z(t), is described by
the expression
ZðtÞ ¼ ap ðg1 lxÞe
t=tm
ðg1 t1m Þðlx  t1m Þ
1
t
1
m e
lxt
lxðt1m  lxÞ
 
1
t
1
m e
gt
gðg1 t1m Þ

 Z0; (1)
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where t ¼ t – tD is the time after transcription is switched on,
ap[ Paxay/(g 1 lx) is a lumped constant giving the protein
synthesis rate in fluorescence units per minute [FU/min], and
Z0 is a constant determined by the initial conditions. Here, the
first two terms in parentheses describe transients associated
with the equilibration of the GFP maturation process and the
mRNA degradation reaction, respectively, i.e., their contri-
butions decay exponentially with time constants tm and l
1
x :
In the long-time limit, the last, exponentially increasing term
is dominant. It reflects the constant protein production from
an exponentially growing number of plasmids, and describes
the long-time behavior of the total fluorescence per cell.
However, since we study the dynamics of gene expression
during the first cell cycle after induction, all terms, including
the transients, are relevant.
From the previous section, we conclude that the parameter
ap, comprising the plasmid copy number and the protein ex-
pression rate, captures most of the cell-to-cell variation within
the expression module. To fit the model in Eq. 1 to the single-
cell induction kinetics, we therefore fixed the remaining pa-
rameters to their population-averaged values. Hence, in the
optimization procedure of the fit, we only allow the adjustment
of ap and the uptake-induced delay tD, which we sought to
extract. Note that this choice fixes all relevant timescales
governing the dynamics in Eq. 1 and the free parameters only
impose shifts in the onset (tD) and in the absolute magnitude
(ap) of gfp-expression.
Wefitted the time series of cells inducedwith various levels of
arabinose (0.2%, 0.05%, 0.02%, and 0.01%). A few represen-
tative fitted curves for the highest and lowest concentration are
plotted in Fig. 2 as solid lines. The resulting histograms for the
delay time are shown in Fig. 5 a. For the lowest arabinose level
(0.01%, upper panel) we find that the delay times are distributed
between 5 and 50 min with a mean and standard deviation of
ÆtDæ¼ 23min andstD ¼ 10 min, respectively.With increasing
arabinose concentration, both the mean and the standard devia-
tion of the delay time distribution decrease gradually, until at the
highest arabinose level (0.2%, lower panel), a distribution with
ÆtDæ ¼ 4.1 min and stD ¼ 2:2 min is reached.
To test whether there is a relationship between the delay
time and the protein synthesis rate, we calculated their cross-
correlation coefficients for all inducing arabinose levels (see
Fig. 6 a). Only in the case of 0.02% arabinose a slight anti-
correlation was detected, whereas for all other concentrations
the correlation coefficient is close to zero (p-values for find-
ing the observed correlation coefficients by chance in an
uncorrelated sample: 0.68 for 0.01% ara, 0.03 for 0.02% ara,
0.73 for 0.05% ara, and 0.72 for 0.2% ara). We also find that
the distribution of gfp-expression rates itself does not vary
systematically with the inducing arabinose concentration, and
all distributions fall on top of each other when rescaled by their
mean values, see Fig. 6 b (pairwiseKolmogorov-Smirnov tests
yield significance levels between 0.57 and 0.97 for the null
hypothesis that the data sets are drawn from the same under-
lying distribution). In summary, the low correlations between
FIGURE 5 (a) Histograms of the time delay tD for varying external
arabinose concentrations, as determined from the fits of Eq. 1 to the
fluorescence time series. The mean ÆtDæ as well as the standard deviation
stD gradually decrease for increasing arabinose levels. Note that for 0.01%
arabinose,;10% and for 0.02% arabinose,;5% of the cells did not turn on
gene expression within our experimental time window. Therefore the
extracted means and standard deviations (see insets) constitute slight
underestimates in these cases. The solid lines are fits of the analytical delay
time distributions (Eq. 3) to the data (for details, see text). The statistics was
obtained from 71 cells at 0.01%, 90 cells at 0.02%, 76 cells at 0.05%, and
101 cells at 0.2% arabinose. (b) Cumulative distributions of the delay times
rescaled to their mean values ÆtDæ. A two-sample Kolmogorov-Smirnov test
indicates that all rescaled distributions are likely to be drawn from the same
underlying probability distribution. The p-values of the individual pairs are
0.25 for 0.01% and 0.02% arabinose; 0.87 for 0.01% and 0.05% arabinose;
0.54 for 0.01% and 0.2% arabinose; 0.90 for 0.02% and 0.05% arabinose;
0.08 for 0.02% and 0.2% arabinose; and 0.67 for 0.05% and 0.2% arabinose.
The analytical prediction is shown for m ¼ 3.8, b ¼ 30, and t0 ¼ 2100 min
(bold line).
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tD and aP on the one hand, and the independence of aP on the
inducing arabinose level on the other hand, suggest that the
uptake and the expression module are indeed functionally
separate. Note that our experimental approach with time-lapse
fluorescence microscopy was crucial for these results, which
would have been impossible to obtain with flow cytometry.
Stochastic model for the uptake module
Next, we want to assess whether the extracted delay time
distributions of Fig. 5 b may be causally linked to a broad
variation in the number of uptake proteins. We approach this
question with the help of a simple stochastic model for the
uptake-module depicted in Fig. 3 a. The model is useful in
three respects:
1. It serves us to illustrate the mechanism whereby stochas-
tic expression of the uptake protein genes can produce a
broad distribution of delay times. We will see that
according to this mechanism, the delay time distributions
for different inducer concentrations should be related by
simple linear rescaling of the time axis. Thus, we will test
for this signature of the mechanism in our experimental
data.
2. Since most model parameters are strongly constrained by
literature values, we can test whether an interpretation of
our data based on the stochastic model is consistent with
these constraints.
3. Independent of the precise choice of parameter values,
which affect the average delay time and its standard
deviation, the model predicts a certain shape for the delay
time distribution. We will test whether this shape is
compatible with our data.
There are two distinct transport systems for arabinose uptake,
AraE and AraFGH. However, the two systems are coupled,
and it was found that arabinose uptake can effectively be
described as a single Michaelis-Menten process (39). In the
sketch of Fig. 3 a, this combined transport system is repre-
sented by a single gene upt. In addition to the transport, the
uptake module of Fig. 3 a comprises the activation of AraC
by internal arabinose, the subsequent stimulation of tran-
scription by the activated complex, and the translation into
functional uptake protein.Within our stochastic model for the
uptake module, we describe and simulate all of these pro-
cesses in standard ways (see Appendix B for details).
Fig. 7, b and c, show the simulated time-evolution of the
level of uptake proteins and the level of internal arabinose
upon induction with 0.01% external arabinose for a few
representative simulation runs. These trajectories illustrate
the mechanism leading to a broad distribution of delay times
within our model: Internal arabinose initially accumulates
approximately linearly in time, and the accumulation accel-
erates only after reaching the effective arabinose threshold of
a0 50 mM for activation of the araBAD and upt promoters,
which is indicated by the solid horizontal line in Fig. 7 c. The
time delay, tD, caused by the uptake module is the time re-
quired for the internal arabinose concentration to reach this
threshold level. The rate of arabinose import, given by the
slope in Fig. 7 c, is proportional to the number of uptake
proteins n in Fig. 7 b. If arabinose import is fast compared to
the timescale of changes in the protein abundance, the delay
time is given by the simple relation tD ¼ a0/(v0n), where the
arabinose uptake rate per uptake protein, v0, depends on the
external arabinose concentration. Thus, the distribution of
uptake proteins in Fig. 7 a directly determines the distribution
of import rates, which in turn are inversely proportional to the
FIGURE 6 (a) Correlations between delay time and protein synthesis rate
ap. The scatter plots display small correlation coefficientsR, and the respective
p-values for observing these correlations by random chance are 0.68 for 0.01%,
0.035 for 0.02%, 0.73 for 0.05%, and 0.72 for 0.2% arabinose. (b) The
cumulative distributions of the protein synthesis rate ap were rescaled to their
mean values Æapæ to exclude sample-to-sample variations of the mean. Impor-
tantly, we found no correlations between Æapæ and the inducing arabinose
concentration. A two-sample KS-test shows that all rescaled distributions ofap
are compatible with each other. The significance levels of the pairwiseKS-tests
varied between 0.57 and 0.97.
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delay times, resulting in the distribution of delay times shown
in Fig. 7 d.
A simple prediction of this mechanism is that an increase
of the uptake velocity v0 will reduce all delay times within a
distribution of cells by the same factor. In other words, the
delay time distributions for different arabinose levels (and
hence different v0) should fall on top of each other upon
simple linear rescaling of the time axis (and restoring nor-
malization). In Fig. 5 b, we test this prediction on our ex-
perimental time delay distributions. We find that after
rescaling to the same mean value, the cumulative distribu-
tions are congruent with each other. This agreement is also
quantitatively supported by pairwise Kolmogorov-Smirnov
tests, which test whether the samples are likely to be drawn
from the same underlying distribution (the legend to Fig. 5
shows the respective significance levels). Note that the linear
scaling of the time axis with 1/v0 does not imply linear scaling
with the arabinose level, since v0 depends nonlinearly on the
external arabinose level (see also further below).
To relate the experimentally observed shape of the distri-
bution to the prediction of the stochastic model, we will now
derive an analytical expression for the delay time distribu-
tion. To this end, we first consider only intrinsic noise and
study the effect of extrinsic noise below. Before the addition
of the inducer arabinose, expression of the uptake proteins
is a completely random, unregulated process. Following the
work of Berg (40) and under the assumptions stated in Ap-
pendix B, we find a steady-state distribution P(n) for the
number of uptake proteins n of the form
PðnÞ  1
11 b
 m
b
11 b
 n
m1 n 1
n
 
; (2)
which is sometimes referred to as a negative binomial. Here,
the ratio b ¼ np/lm of the translation rate and the mRNA
degradation rate corresponds to the typical number of pro-
teins produced from a single mRNA and is also known as the
burst size (41). The ratiom¼ n0m=lp of the basal transcription
rate and the protein dilution rate can be interpreted as a
dimensionless burst frequency (the number of bursts within
the lifetime of a protein). Both parameters determine the
mean Ænæ ¼ mb and the variance dn2 ¼ Ænæ (1 1 b) of P(n).
Fig. 7 a shows the steady-state distribution P(n) obtained
from our stochastic simulations of the uptake module (shaded
histogram), together with the analytical expression in Eq. 2
for the same rate constants. The excellent agreement suggests
that the assumptions leading to Eq. 2 are all satisfied in the
relevant parameter regime.
Next, we study the effect of extrinsic noise which leads to a
variation of reaction parameters from cell to cell. An exper-
imental characterization of extrinsic noise in E. coli (38)
found a typical parameter variation of ;20%. When we
adopt this level of extrinsic noise for all parameters in our
stochastic simulations, the resulting protein distribution has a
significantly larger standard deviation than the distribution in
the absence of extrinsic noise, while the mean remains almost
unchanged (see Supplementary Material, Fig. S1). However,
the protein distribution in the presence of extrinsic noise is
still well fitted by Eq. 2, with an increased effective burst size
and a reduced effective burst frequency. Keeping this in
mind, the following results can be generalized to the realistic
scenario where extrinsic fluctuations are present.
To obtain an approximation for the delay time distribution,
we assume that arabinose uptake is rapid compared to the
typical timescale of changes in the protein abundance. In this
adiabatic limit, the delay time is inversely proportional to the
current protein abundance in each cell, i.e., tD ¼ t0/n, where
t0 [ a0/v0 is the time for a single uptake protein to accu-
mulate arabinose to the threshold level a0. With this relation,
the steady-state uptake protein distribution (Eq. 2) leads to a
delay time distribution of the form
QðtDÞ  t0
t
2
D
1
11 b
 m
b
11 b
 t0=tD Gðt0=tD1mÞ
Gðt0=tD1 1ÞGðmÞ; (3)
FIGURE 7 Illustration of the stochastic arabinose uptake mechanism at
0.01%external arabinose (simulation). The three representative time-courses of
arabinose uptake proteins in panel b and internal arabinose in panel c illustrate
that the rate of arabinose uptake is proportional to the amount of uptake protein
present at a given time. Once the internal threshold for activation of the
promotersPBAD and Pupt is reached, the positive feedback gets activated and is
visible as the kinks in panels b and c. The delay time distribution in panel d
(shaded bars) is obtained by measuring the time to reach this threshold. If the
uptake proteins decay much slower than the typical time required to reach the
threshold (adiabatic limit), the delay time distribution in panel d can be related
to the steady-state distribution of uptake proteins at zero arabinose in panel a.
The analytical predictions in panels a and d (solid lines) are shown form¼ 3.8,
b ¼ 30, and t0 ¼ 2100 min (for details see text).
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whereG(x) is the gamma function. In Fig. 7 d, we compare this
analytical prediction (solid line) to the stochastic simulation
(shaded bars). The small deviation stems from the fact that the
number of uptake proteins is not constant over the period of
the time delay. Note that, indeed, if the protein dynamics is
much faster than the characteristic time of arabinose uptake
(l1p  tD), every cell experiences simply the average abun-
dance of uptake protein Ænæ and the delay time distribution
approaches a sharply peaked function at;tD¼ t0Ænæ1 (data
not shown). In our case, l1p  70 min is much larger than the
average delay times, so that the assumption of a constant n is
sufficiently accurate. The mean and variance of the delay time
distribution can be approximated by
ÆtDæ  t0Ænæ 11
dn
2
Ænæ2
 
 t0
mb
11
1
m
 
;
dt
2
D 
t
2
0
Ænæ2
dn
2
Ænæ2
 t0
mb
 2
1
m
; (4)
(see Appendix B). From these expressions, it is clear that the
model has two key parameters, which together determine the
mean and width of the delay time distribution: the time
required to reach the internal arabinose threshold by a single
protein burst, t0/b, and the burst frequency m.
Now we test whether the shape of the delay time distri-
bution predicted by the model is quantitatively consistent
with our experimental distributions. To this end, we fit the
model in Eq. 3 to the data in Fig. 5 a by varying the two key
parameters identified above. The resulting fits (solid lines)
display good agreement with the experimental data, as indi-
cated by one-sample KS-tests under the null hypothesis that
the samples are drawn from the analytical distribution. The
significance levels are 0.50, 0.47, 0.77, and 0.07 for 0.01%,
0.02%, 0.05%, and 0.2% arabinose, respectively. Only in the
case of 0.2% arabinose does the test point to a significant
difference between the theoretical and experimental distribu-
tion. However, for this concentration the estimated delay times
are very short, such that the error of the estimation itself is
likely to account for the deviations. Note that the two-param-
eter fit guarantees that the mean and standard deviation of the
experimental and theoretical distribution will match. However,
the fact that the shape of the distributions shows excellent
agreement is a nontrivial result, suggesting that the discussed
delay mechanism can indeed explain our observations.
Finally, we address the consistency of the parameter
values. Fig. 8 shows the estimated parameters as a function of
the external arabinose concentration. The timescale t0/b of
arabinose accumulation in Fig. 8 a decreases monotonically
as a function of external arabinose and saturates for large
sugar abundances, whereas the burst frequency m in Fig. 8 b
is constant for all arabinose levels. This observation is con-
sistent with the idea that the underlying protein distribution,
characterized by m and b, is independent of the externally
provided sugar concentration, and that the differences in
timing can be explained by shifts in the effective arabinose
uptake velocity per uptake protein, v0: By assuming simple
Michaelis-Menten saturation kinetics for v0, one expects that
t0 scales inversely with the external arabinose concentration
[aex], i.e., t0 ¼ a0=vmaxð11Km=½aexÞ; where vmax denotes
the maximal uptake velocity per uptake protein and Km the
Michaelis constant. This behavior is indeed found in Fig. 8 a
(inset) and with the resulting values for vmax,Km and a typical
value of b ¼ 30 for the burst factor (41), all parameters are
compatible with the experimentally constrained ranges dis-
cussed in Appendix B.
DISCUSSION
We studied the expression dynamics during induction of the
bistable arabinose utilization system in single E. coli cells
using quantitative time-lapse fluorescence microscopy. Upon
addition of arabinose, we observed a characteristic time delay
before the cells switched from a state of basal expression to a
state of high expression of the ara regulon. This typical du-
ration of the delay exhibited a systematic dependence on the
externally supplied arabinose concentration: At a saturating
arabinose level, we found rapid induction within all cells of
the culture, whereas with decreasing levels, we detected a
significant broadening and shift of the delay time distribution
FIGURE 8 Estimated parameters as a function of external arabinose, as
obtained from fits of the delay time distributions in Fig. 5 a. The timescale of
arabinose accumulation t0/b in panel a decreases monotonically with the
inducing arabinose concentration, as expected from saturating Michaelis-
Menten kinetics of the uptake proteins; compare the Lineweaver-Burk plot
(inset) for the scaling with the inverse arabinose concentration. In contrast,
the burst frequency m in panel b is constant for all arabinose levels. This is
consistent with our central assumption that the underlying uptake protein
distribution responsible for the heterogeneous timing is independent of the
inducing arabinose concentration.
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function. To characterize the cell-to-cell variability in the
cellular response, we dissected the system into an uptake
module with stochastic behavior, and an expression module
which displays virtually deterministic behavior in individual
cells. We first studied the expression module, in particular by
measuring the cell-to-cell distribution of the GFP maturation
time. To the best of our knowledge, this constitutes the first
measurement of a maturation time distribution in bacteria.
We then developed a hybrid deterministic/stochastic theo-
retical model to analyze our experimental data. The model is
based on the assumption that the initial basal expression of
the arabinose transporters determines the rate of arabinose
uptake. Adopting the approach of Berg, we find an analytic
expression for the distribution of transporter proteins and the
distribution of delay times. The theory consistently fits the
shape of the experimental delay time distributions for various
inducer concentrations. Hence our data support a previous
conjecture by Siegele and Hu (12), according to which the
delay time distribution is causally linked to the distribution of
uptake proteins in the absence of the inducer. To corroborate
our model even further, it would be interesting to control the
level of transporter proteins independently, e.g., by using an
inducible promoter that is independent of arabinose. Also, it
remains an open question how the two transport systems are
coupled. It appears that the high-affinity low-capacity trans-
porter araFGH and the low-affinity high-capacity transporter
araE are orchestrated to respond like a single protein. A
similar analysis to ours using knockout mutants in one of the
two transport systems could shed light on this matter.
In general, we determined the dynamic response of bac-
teria to an external change of food conditions. Since such
decisions are of vital importance to living systems, we can
speculate about their impact on the fitness of a bacterial
population. The observed heterogeneous timing in gene in-
duction may simply be a fortuitous consequence of the
evolutionary process that shaped the arabinose utilization
system in E. coli. Alternatively, it may be beneficial for a
bacterial colony, if the individual cells respond at different
times when arabinose suddenly becomes available in modest
amounts. Note that in our experiments with the araBAD
deficient strain, even the lowest arabinose level, if maintained
over a long time, ultimately induces the ara system in almost
all cells. However, for a wild-type strain in an environment
where arabinose availability may fluctuate, temporal disorder
of gene induction could provide selective advantages for the
colony as a whole. For instance, it might be beneficial to
prevent costly synthesis of the arabinose system in all cells
when the sugar level is only moderate and may soon be de-
pleted. Our analysis indicates that the delay time distribution
of the system can be readily tuned over evolutionary time-
scales, by adjusting the burst frequency and burst size of the
uptake proteins. In the future, it will be interesting to further
explore the possible connections between the system design
in individual cells and the biological function at the popu-
lation level.
APPENDIX A: DETERMINISTIC GFP
EXPRESSION MODEL
To extract the intrinsic time delay tD from our single cell expression data, we
employ a simple deterministic model that follows the scheme depicted in
Fig. 3 b.We assume that the transcription rate from the promoterPBAD is zero
until the internal arabinose threshold for activation of PBAD is reached at
t ¼ tD. Then, the promoter activity jumps to its maximal value ax. The
corresponding rate-equations for the total abundance of plasmids (P), gfp
mRNA (X), immature GFP protein (Y), andmature GFP protein (Z) per cell, are
@tP ¼ gP
@tX ¼ axP lxX
@tY ¼ ayX  t1m Y
@tZ ¼ t1m Y:
with the cell-doubling rate g and the rate for transcription ax, translation ay,
maturation t1m ; and mRNA degradation lx. Note that the model does not
include dilution due to cell growth, since we measured the total fluorescence
per cell in our experiments. Therefore the number of plasmids (number of gene
copies) increases exponentially in time, keeping the number of genes per
volume constant. Solving these equations for Z(t) leads to Eq. 1 in themain text.
APPENDIX B: STOCHASTIC MODEL FOR
ARABINOSE UPTAKE
The arabinose uptake module, see Fig. 3 a, includes the processes for the
uptake of arabinose as well as transcription, translation, and turnover of
uptake proteins. In the following we describe the chemical reactions included
in the stochastic simulations used to generate Fig. 7 and Fig. S1. We then
derive an analytical approximation for the delay time distribution and discuss
the experimental constraints on the model parameters.
Arabinose uptake
Comparison of arabinose uptake in wild-type strains with araE and araFGH
deletion strains revealed that the two transporters do not operate indepen-
dently (39). Instead, arabinose transport was best described by a single
Michaelis-Menten function. Our model reflects this behavior of the wild-type
strain through the use of a single effective uptake protein (referred to as Upt)
for arabinose import,
aex1Upt4
Km
aex  Upt
aex  Upt/vmax a1Upt:
The uptake protein binds external arabinose aex with dissociation constant
Km and, once bound, translocates it to the cytoplasm at rate vmax. The
effective uptake velocity per uptake protein is hence v0 ¼ vmax[aex]/(Km 1
[aex]). Cytoplasmic arabinose is denoted by a.
Transcriptional regulation
The PBAD promoter in the ara-regulon is one of the best characterized
bacterial promoters: In the presence of internal arabinose, AraC stimulates
transcription from PBAD, while AraC represses transcription by formation of
a DNA loop in the absence of arabinose (11). When exceeding an arabinose
threshold of a0  50 mM, the promoter activity of PBAD increases cubically
with the internal arabinose concentration (26). In contrast to the detailed
studies on PBAD, less is known about the promoter activity function of the
promoters PE and PFGH, which regulate expression of the transport proteins.
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Both promoters are also induced by internal arabinose, but lack an upstream
AraC-binding site (required for DNA looping) and are not repressed in the
absence of arabinose. Consequently, their basal expression level is higher
than for PBAD and the fold-change is reduced from;400 for PBAD to;150
for PE and PFGH (42). However, the detailed promoter activity as a function
of internal arabinose is not known for these promoters. Apart from the lack of
the AraC binding site required for DNA looping, the promoters PE and PFGH
display a high similarity to PBAD (43). Therefore we model transcriptional
regulation of the uptake proteins by introducing a heuristic promoter Pupt,
which has the same characteristics as PBAD, but lacks the repression in the
absence of arabinose. To reproduce the cubic increase of the promoter
activity function of PBAD we allow three arabinose molecules to bind AraC
with dissociation constant KC. This activated complex binds the promoter
Pupt with dissociation constant KP and thereby switches the transcription rate
from its basal rate n0m to its maximal rate nm. The chemical reactions for
transcriptional regulation are
3 a1C4
KC
a3  C
a3  C1Pupt4KP a3  C  Pupt
Pupt/
n
0
m
Pupt1m
a3  C  Pupt/nm a3  C  Pupt1m:
Here the concentration of AraC molecules [C] is a variable that changes little
over time (43) and is therefore assumed to be a constant parameter in our
model. In steady state, the probability for finding the promoter Pupt in a
transcriptionally activated state is a Hill function of the internal arabinose
concentration, ½a3  C  Pupt ¼ ½a3=ðKCKP=½C1½a3Þ: We define the effec-
tive arabinose threshold for activation of Pupt as Kupt[ ðKCKP=½CÞ1=3:
Translation and turnover
mRNA is translated into functional uptake protein at rate np and gets
degraded at rate lm. In contrast, the uptake proteins and arabinose are only
diluted by cell growth at doubling rate g:
m/
np
m1Upt
m/
lm
ø
Upt/
g
ø
a/
g
ø:
Delay time distribution
Following Berg (40), we derive an analytical approximation for the delay
time distribution of our stochastic model. In the absence of arabinose,
transcription of the gene for the uptake protein takes place at its basal rate n0m:
Neglecting operator state fluctuations (44), the probability to observe m
transcription events up to time t follows a Poisson distribution
Pðmjn0mtÞ ¼
ðn0mtÞm
m!
e
n0mt;
with mean and variance n0mt: In the limit of short mRNA lifetime l
1
m
compared to the protein lifetime l1p ; one can assume instantaneous,
geometrically distributed protein bursts from each mRNA molecule. This
implies that the probability that m mRNA molecules produce n proteins
follows a negative binomial distribution
NBðnjm; bÞ ¼ 1
11 b
 m
b
11 b
 n
m1 n 1
n
 
;
where the burst size b [ np/lm is the average number of proteins produced
from one mRNA molecule. Hence, the probability to produce n proteins
up to time t is the weighed sum of negative binomials Pðnjn0mt; bÞ[
+
m
Pðmjn0mtÞ 3 NBðnjm; bÞ: Setting t equal to the protein lifetime l1p
yields the steady-state distribution of proteins, and for large m [ n0m=lp we
can replace the Poisson distribution by a d-function located atm¼m, leading
to Eq. 2 in the main text. Applying the transformation rule QðtDÞ ¼
jdnðtDÞ=dtDjPðnÞ yields the delay time distribution in Eq. 3 and the
moments ÆtDæ and dt2D ¼ Æt2Dæ ÆtDæ2 are determined by the integrals
ÆtDæ ¼
Z
dtDtDQðtDÞ ¼
Z
dn
t0
n
PðnÞ ; and
Æt2Dæ ¼
Z
dtDt
2
DQðtDÞ ¼
Z
dn
t
2
0
n
2 PðnÞ:
Here expansion of the integrands up to second order in dn¼ n – Ænæ brings us
to the expressions in Eq. 4.
Parameter values
The effective arabinose threshold Kupt  50 mM and the promoter binding
constant KP ¼ 10 nM are chosen similar to the parameters of PBAD (26,45).
This choice determines the ratio KC=½C ¼ K3upt=KP (see above) and by
choosing a typical value of [C]¼ 100 nM we obtain KC ¼ 106 mM3. For the
maximal promoter activity we set a typical value for the promoters in the
ara-regulon, nm¼ 5mRNA/min, which was derived from themRNA steady-
state levels reported in Johnson and Schleif (43). With a promoter fold-
change of 150 similar to PE and PFGH (42), the basal transcription rate is
expected to be ;n0m  0:03 mRNA/min . From our fits of Eq. 3 to the
experimental delay time distributions we obtained an average value of m ¼
n0m=lp ¼ 3:8:With our protein dilution rate of lp¼ g¼ ln(2)/(50 min) (from
our measurement of the growth rate, see main text), this yields a basal
expression rate of n0m  0:05 mRNA/min—in good agreement with the
biochemical constraints stated before. The mRNA degradation rate lm is set
according to a half-life of 2 min (43), allowing us to adjust the translation
rate np to match a typical burst factor of b ¼ 30 (41). The Km for arabinose
uptake is in wild-type cells at ;50 mM (39), and the maximal uptake rate
per uptake protein, vmax, can be estimated from bulk measurements in which
the uptake rate per total cellular dry mass was determined (39). By assuming
a dry mass of 3 3 1013 g per cell (46) and ;103104 uptake proteins per
cell (47), we end up with vmax¼ 200–2000 arabinose molecules/protein/min.
From a Lineweaver-Burk fit to the data in Fig. 8 b we obtained vmax  120
molecules/protein/min and Km ¼ 2.8 mM. While the value for vmax is
compatible with the biochemical constraints, our Km differs by two orders of
magnitude from the previously reported value of 50 mM (39). For such a
small Michaelis constant, all arabinose concentrations used in our experi-
ments would saturate the uptake system completely and hence there should
be no difference in timing of gene induction. However, the experimental
conditions of Daruwalla et al. (39) differ from ours; in particular, the proton
gradient between periplasm and cytoplasm, which drives the arabinose/H1
symport by AraE, is limited by oxygen availability (48). For the case of the
lactose/H1 symporter LacY, it has been shown that a reduced proton gradient
leads to an increase of the apparent Km (49). Hence, oxygen limitation in our
microfluidic setup could explain the observed discrepancy.
Stochastic simulations
Although in the rate equations above only the equilibrium constants are
depicted, we took for the dynamical simulations all association and disso-
ciation processes explicitly into account. As a conservative assumption, all
association rates were chosen 10-fold smaller than the diffusion-limited
on-rate of 2 nM1 min1 for a typical transcription factor in E. coli (50) and
the dissociation rates were adjusted according to the respective equilibrium
constant. The trajectories in Fig. 7, b and c, correspond to single kinetic
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Monte Carlo simulations (51) for 0.01% external arabinose. The protein and
delay-time distributions in Fig. 7, a and d (solid lines), were obtained from
5 3 104 independent simulation runs with the same parameters.
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Figure S1: Influence of extrinsic noise on the steady-state distribution of
uptake proteins. Stochastic simulations in the absence of extrinsic noise lead
to a protein distribution (grey bars) that is well described by Eq. 2 in the
main paper, and a fit with a negative binomial (grey line) recaptures the
characteristic parameters µ and b. Addition of a normally distributed source
of noise to all parameters (choosing a typical coefficient of variation of 20%
(1)), leads to a significantly widened distribution of uptake proteins (black
bars). The shape of this distribution is still well described by a negative
binomial (black line), but with a higher burst factor b and a reduced burst
frequency µ.
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Abstract 
Adaptation to changing environments often requires rapid switching between phenotypes. 
Here, we analyze the single-cell transcription dynamics of the arabinose system in several 
mutants of E. coli, using time-lapse fluorescence microscopy and quantitative modeling. 
While there is significant, inducer-dependent cell-to-cell variation in the timing of the on-
switching, the off-switching triggered by sudden removal of arabinose is rapid and homoge-
neous. We find that rapid off-switching is dependent on the poorly characterized membrane 
protein AraJ in cells that are unable to metabolize arabinose. AraJ appears to mediate arabi-
nose efflux, thereby quickly reducing the internal arabinose level below the induction thresh-
old after removal of external arabinose. We also find that the cell-to-cell variation in the tim-
ing of the on-switching disappears in a mutant in which the positive feedback on the arabi-
nose uptake protein AraE is disrupted. Instead of a switch-like but heterogeneous response, 
this mutant displays a graded but homogeneous response consistent with our quantitative 
model. Taken together, our results give new insight into the regulatory dynamics of one of the 
best-studied systems in bacterial gene regulation.  
 
 
Keywords: Sugar exporter; time-lapse microscopy; cell-to-cell variation; quantitative model; 
inducible system; gene regulation 
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Introduction 
Signalling pathways and gene regulatory circuits enable bacteria to respond to environ-
mental changes by turning functional genetic modules on or off. Examples for such modules 
include conditional stress response systems (1-4), cell-to-cell communication modules (5,6) 
and inducible carbon utilization systems (7,8). In many cases, noise in gene expression 
strongly influences the switching process (9,10). Owing to recent technological advances, the 
gene expression dynamics of functional modules in single cells of bacterial populations can 
now be monitored in real time (11), while their environments can be controlled using micro-
fluidic devices (12). The resulting experimental portrait of these systems, combined with the-
oretical analysis, can yield unprecedented insight into the strategies for cellular decision mak-
ing (13).  
The inducible sugar utilization systems of E. coli display a clearcut switching behavior and 
are well suited for quantitative analysis. The lactose (lac) and the arabinose (ara) system in 
particular are paradigmatic examples of negative and positive transcription regulation, respec-
tively, and are well characterized at the molecular level 14,15). In both systems, a regime of 
bimodal distributions in the expression levels of cells within a population (“all-or-nothing 
gene expression”) has been observed (7,8,16) and its molecular determinants have been eluci-
dated (17-19). For the arabinose system, we previously characterized the single-cell induction 
dynamics using time-lapse fluorescence microscopy and identified a heterogeneous timing 
behavior, where the time point of gene induction is highly variable between cells of a clonal 
population (20). This variability depends sensitively on the external arabinose concentration 
and theoretical analysis of the underlying regulatory circuit revealed that the stochastic distri-
bution of arabinose transporters at the time of sugar addition consistently accounts for these 
observations. In contrast, the dynamics of switching from the on- to the off-state, triggered by 
a sudden removal of arabinose, has not been characterized in a similar way. Does the process 
of switching off display homogeneous or heterogeneous timing? Can we improve our quanti-
tative understanding of the arabinose system by analyzing its dynamics of downregulation? 
A study of the downregulation process could in fact help to clarify the role of a functional-
ly poorly characterized component of the ara system (Fig. 1), the araJ gene (15,21): Since the 
induction of the ara system is coupled to an intracellular sensing of the arabinose level via the 
key regulator AraC, the transcriptional response upon external sugar removal is expected to 
critically depend on the import, metabolization, and export dynamics for arabinose. The ara 
system features two transport systems for arabinose uptake (AraE, AraFGH) and the AraBAD 
operon, which is responsible for arabinose catabolism. However, there is also evidence for an 
export mechanism, from a mutant strain (araA-) deficient in arabinose catabolism (22). The 
product of the fourth arabinose-inducible gene, araJ, could indeed be involved in arabinose 
export, since sequence similarity with drug efflux proteins (23) suggests that it may function 
as a sugar efflux system (24). Thus, analogous to the heterogeneity in the induction behavior, 
a statistical distribution of arabinose efflux pumps might result in a heterogeneous timing in 
switching the arabinose system off. To	  test	  these	  hypotheses,	  we	  study	  the	  downregulation	  of	  the	  ara	  system	  in	  a	  mutant	  deficient	  of	  arabinose	  metabolization,	  using	  a	  microfluidic	  setup	  where	  the	  sugar	  can	  be	  rapidly	  added	  and	  removed	  from	  the	  bacterial	  environment.	  In	  this	  strain,	  the	  downre-­‐gulation	  dynamics	  should	  be	  (i)	  dominated	  by	  arabinose	  export	  and	  (ii)	  sensitive	  to	  de-­‐letion	  of	  araJ,	  if	  it	  does	  indeed	  provide	  the	  primary	  export	  pathway.	  Our	  results	  confirm	  this	  expectation	  and,	  on	  a	  quantitative	  level,	  lead	  us	  to	  a	  refined	  model	  for	  the	  ara	  sys-­‐tem.	   In	  particular,	   the	  model	   predicts	   that	   the	   arabinose	   export	   should	   also	   affect	   the	  upregulation	  of	  the	  ara	  system	  in	  a	  way	  that	  is	  sensitive	  to	  deletion	  of	  the	  positive	  feed-­‐
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back	   loop	  of	   arabinose	  uptake	  proteins	   on	   their own synthesis (see Fig. 1). We test this 
prediction experimentally using a mutant strain with an unregulated basal AraE transporter 
expression. In accordance with the model, we find that this mutation changes the behavior of 
the ara system from a binary into a graded response, where the rate of gene expression is mo-
dulated by the external arabinose concentration, similar to the observations previously re-
ported in (25,26). In summary, our results lead us to a quantitative understanding of the sin-
gle-cell switching dynamics in several mutants of the arabinose system.	  
 
Materials and Methods 
Bacterial strains and plasmid 
In this study E.coli strains BW25113 (native reference strain containing AraJ), JW0386-1 
(araJ deleted), JW1889-3 (native araE regulation) and JW1889-5 (araE under control of Plac) 
were used (see Supplemenatry Material for details). In all strains the araBAD genes are delet-
ed. All strains were transformed with the reporter plasmid pBAD24-GFP (20), containing the 
gene encoding gfpmut3 (27) under control of the PBAD promoter as well as the araC gene. 
Plasmid pCP20 (28) was used for elemination of gene fragments between FTR sites. Plasmid 
pRed/ET(amp) (GeneBridges, Heidelberg) encodes the lamda Red recombinase system 
redαβγ/recT and was used for Red/ET recombination. 
 
Growth conditions and induction experiments 
Cells were grown in LB broth (29) under aerobic conditions at the designated temperature. 
For solid media, 1.5% (w/w) agar was added. Antibiotics were used at the following final 
concentrations: ampicillin (50 µg/ml), carbenicillin (50µg/ml in solid media), kanamycine 
(15µg/ml), and streptomycine (50µg/ml). Overnight pre-cultures were inoculated from single 
colonies grown on LB agar plates. Cultures were inoculated 1:400 from the precultures and 
subsequently grown for 3 to 4h (OD600 ~ 0.1-0.2), at which time they were prepared for mi-
croscopy. All liquid cultures were grown at 37°C in M63 medium (30) containing 0.2% (v/v) 
or 0.5% (v/v) glycerol as C-Source. For microscopy, bacteria were applied to one channel of a 
poly-L-lysine coated microfluidic chamber (µ-slide VI; Ibidi, Martinsried, Germany). The 
slide was subsequently incubated at 37°C for several minute, rinsed with fresh, pre-warmed 
medium and transferred to the microscope. For induction experiments the channel was 
flushed several times with pre-warmed medium containing the desired arabinose concentra-
tion after acquiring two images. To generate arabinose pluses arabinose was removed at the 
indicated time after induction by rinsing the channel several times with pre-warmed medium 
without arabinose. 
 
 
Time-lapse microscopy and image analysis 
Time-lapse microscopy was performed as described previously (20): Briefly, bright-field and 
fluorescence images of several fields in one sample were acquired every 5 min at 100x mag-
nification. Image analysis was performed in a semi-automated way using the ImageJ plugin 
CellEvaluator (31). Using this program, bacterial outlines were determined in the bright-filed 
images and tracked through the entire time-series. Subsequently the outlines were transferred 
to the background corrected fluorescence images and the time course of the total fluorescence 
(sum over all pixel values within the outline) was extracted.  
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Mathematical model for switching dynamics 
A rate equation model for arabinose uptake and gene regulation via internal arabinose was 
devised. It served us to understand the impact of different factors on the systems dynamics 
and was also used to analyze the single-cell fluorescence trajectories in Figs. 2 and 5. Com-
parison of arabinose uptake in wild-type strains with araE and araFGH deletion strains re-
vealed that the two transporters do not operate independently and that for intermediate to high 
sugar levels AraE is the dominant uptake protein (32). Our model reflects this behavior 
through the use of AraE as the single uptake protein species for arabinose import. The 
temporal behavior of internal arabinose, a(t), is then determined by an interplay of sugar 
import at rate Vupt by AraE, E(t), sugar dilution by cell growth at rate γ and arabinose export 
by a yet unknown mechanism at rate k (22): 
 
( )t upta(t) V E(t) k a(t)∂ = × − + γ × ,   (1) 
 
Here, based on experimental findings of Novotny and Englesberg (22), sugar export follows 
first-order reaction kinetics, while the rate of sugar uptake depends on the external sugar 
concentration, aex: ( )upt max ex m exV V a / K a= × + , where Km is the Michealis-Menten constant 
and Vmax the maximal arabinose uptake velocity per AraE protein. In the presence of suffi-
cient amounts of internal arabinose, AraC stimulates transcription from PE and PBAD and the 
promoter activity of PBAD increases cubically with the internal arabinose concentration (33). 
While the quantitative characteristics of PE are not known so far, the high similarity between 
PE and PBAD suggests that the input-output relations of both promoters are similar (34). Hence, 
we model transcriptional regulation in both cases as cubic Hill functions,  
 
( )
3
0 max 0 3 3
a
a
K a
υ = υ + υ −υ ×
+
,   (2) 
 
where ν0 and νmax are the basal and maximal transcription rates of each promoter, respectively. 
Note that we do not consider the dynamics of AraC explicitly, since AraC negatively 
regulates its own expression (15), resulting in homeostatic control of its number. With this the 
dynamics of AraE mRNA, e(t), and GFP mRNA, g(t), reads 
 
( )t e ee(t) e(t)∂ = υ − λ + γ × , and   (3) 
( )t g gg(t) g(t)∂ = υ − λ + γ × ,    (4) 
 
where λe and λg are the degradation rates of AraE and GFP mRNA, respectively. Likewise, 
protein dynamics of AraE, E(t), immature GFP, I(t), and fluorescent GFP, G(t), obey the rate 
equations 
 
t eE(t) e(t) E(t)∂ = µ × − γ× ,    (5) 
( )1t g mI(t) g(t) I(t)−∂ =µ × − τ + γ × , and  (6) 
1
t mG(t) I(t) G(t)
−∂ = τ × − γ× .    (7) 
 
Here τm-1 is the time constant of GFP maturation, the process whereby the folded GFP be-
comes fluorescent. Finally, for a direct comparison of model and experiment we need to con-
TABLE 1  Parameters of the quantitative mathematical model.  
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sider the total fluorescence per cell, tF(t) e G(t)γ= σ× ×  which accounts for the fluorescence 
increase by exponential cell growth and converts protein numbers into arbitrary fluorescence 
units via a scaling factor σ. The two key parameters, ν0,e and νmax,g, which are expected to 
dominate the cell-to-cell variability in the experimental response, were estimated by solving 
the reaction system in Eqs. (1)-(7) numerically and by using a trust-region reflective Newton 
method (MATLAB, The MathWorks, Inc.) to minimize the total χ2 between experiment and 
model 
 
Results 
Single cell switching from the on- to the off-state 
To study the switching from the on- to the off-state in the ara system, we use an E. coli 
strain transformed with the reporter plasmid pBAD24-GFP (20) that contains the araC gene 
and the rapidly maturing GFP variant gfpmut3 (27) under the control of the PBAD promoter. A 
chromosomal deletion of araBAD avoids the negative feedback of arabinose metabolization 
and thus allows us to isolate the effect of arabinose efflux on the switching dynamics. The 
araC gene is supplied on the plasmid to guarantee full functionality of the DNA loop required 
for repression of PBAD in the absence of arabinose (15) and to provide the proper stoichiome-
try of transcription factors and PBAD promoters. 
To prepare cells in the on-state, we first flush the microfluidic channel with medium con-
taining saturating amounts of arabinose (0.2% ara) at t = 0 min. After 20 min, we remove the 
external stimulus by flushing with fresh, arabinose-free medium. The resulting single-cell 
dynamics are shown in Fig. 2A. After the initial increase of total fluorescence during the in-
duction phase (grey area), fluorescence trajectories reach a plateau about 20-30 min after 
arabinose removal. Since GFP is a stable protein, this indicates that all cells switch off the 
arabinose system after arabinose removal.  
In order to extract the switching dynamics at the transcriptional level, and to probe our 
quantitative understanding of the system, we devise a mathematical model for the single-cell 
expression dynamics in the ara system. The smooth shape of the time series suggests that the 
dynamics of individual cells follows a rather deterministic fate, while the differences between 
the cells stem from cell-to-cell variation of the reaction rates. Therefore, we use a determinis-
tic rate equation model to describe the single-cell dynamics of arabinose uptake, export and 
gene regulation by internal arabinose, but allow for cell-to-cell variations in the model param-
eters. This model refines our previous approach in which the induction process of the ara sys-
tem was simply described by a step-like increase of the promoter activity after a time delay τd 
(20). We now explicitly include the experimentally measured dependence of the transcription 
rate on the internal arabinose concentration (33), see Materials and Methods for all details. 
We use the same protocol of pulsed arabinose addition as in our experiments and fit the 
model to the single-cell induction kinetics in Fig. 2A. To that end we fix most of the model 
parameters to values extracted or estimated from the literature or our own measurements (see 
Table 1) and vary only two key parameters which are expected to display strongest cell-to-cell 
variation (20): (1) the basal transcription rate of araE (encoding the transporter AraE) from 
the PE promoter, ν0,e, and (2) the maximal expression rate of GFP, νmax,g. Note that this choice 
fixes all dynamical timescales in our model and only allows for a variation of the onset (via 
ν0,e) and the amplitude (via νmax,g) of the response.  
Fig. 2A highlights a few representative single-cell trajectories (circles) and shows their 
cognate fits with our quantitative model (bold lines). Fig. 2B shows the corresponding dy-
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namics of PBAD promoter activities in individual cells as extracted from the model. During the 
induction phase (t=0-20 min), promoters generally switch on within ~10 min from low to high 
values, but there is a certain variation between the induction times of individual cells. When 
we use the time at which the promoter activity reaches 95% of its maximal level as a proxy 
for this time delay τd, we find a distribution of delay times that is consistent with our previous 
experiments and model (20), as shown in Fig. S2 in the Supporting Material.  
As shown in Fig. 2B, the data of Fig. 2A is consistent with a promoter activity that drops 
almost instantaneously to basal levels at the end of the arabinose pulse in all cells of the cul-
ture. According to the model, the increase of fluorescence after removal of arabinose is 
caused by the translation of existing GFP mRNA molecules prior to their decay and the 
maturation of residual, non-fluorescent GFP molecules. Note that we have not fitted the arab-
inose export rate, but taken the value determined in (22), see Table 1. Due to the relatively 
long (~7 min) maturation timescale of GFP, we cannot infer the export rate from the data. 
However, Fig. 2 shows that our experiments are compatible with the fast export rate of Ref. 
(22).  
Taken together, these results confirm heterogeneous timing in the switching-on dynamics 
of the arabinose system, and reveal that there is no such heterogeneity in the timing of the 
switching-off process. Within our model, this absence of heterogeneity is a direct conse-
quence of the fast export rate.  
 
Effect of AraJ on switching dynamics 
So far, the molecular mechanism for rapid loss of internal arabinose is unclear, given that 
the araBAD operon required for arabinose metabolization is not present in our strain. Howev-
er, it has long been known that besides araBAD, araE, and araFGH, there is also a fourth 
arabinose-inducible gene in E. coli, araJ (35). While there is an apparent lack of function of 
AraJ for the induction of the araBAD operon (21), sequence similarity with drug efflux pro-
teins of the major facilitator superfamily (23) suggests that it may function as an efflux sys-
tem for arabinose (24). To test whether AraJ has an effect on the dynamics of the switching-
off process, we compare the response of a ΔaraJ mutant to that of the corresponding strain 
with the native araJ gene, when both strains are exposed to an arabinose pulse as above. Fig. 
3 strikingly shows that the ΔaraJ mutant displays an increasing fluorescence for more than 50 
min after arabinose removal, in sharp contrast to the strain with araJ. This constitutes a clear 
phenotype for AraJ, which is observable only in the downregulation of the arabinose system. 
A possible explanation for the behavior shown in Fig. 3 is that AraJ acts indeed as an ef-
flux system for arabinose, and that the lack (or strong reduction) of arabinose efflux in the 
ΔaraJ mutant prevents a rapid equilibration of the internal arabinose upon the removal of 
external arabinose. It is then plausible that the PBAD promoter activity is downregulated on a 
much slower timescale, e.g. the timescale of cell growth, which effectively dilutes the internal 
arabinose. 
 
Influence of arabinose efflux on induction kinetics 
Since the analysis of the downregulation dynamics led us to extend our previous model 
(20), we next study the effect of the added term for sugar export on the induction kinetics, in 
order to test whether the refined model yields a coherent description of the arabinose system. 
In addition, to further validate the model, we use it to predict the induction kinetics of a mu-
tant lacking the positive autoregulation of the arabinose transporters.  
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To that end, we first calculate the model dynamics upon a sudden addition of arabinose, 
using the physiological parameters of the ara system (Table 1). We consider three different 
external arabinose concentrations (leading to different uptake velocities Vupt per transporter). 
To illustrate the effect of the cell-to-cell variation in the number of uptake proteins, we show 
the model dynamics at each arabinose level for four representative initial uptake protein num-
bers (300, 260, 220 and 180 AraE proteins). As shown in Fig. 4A, all trajectories increase 
shortly after adding a high level of arabinose, whereas at a low arabinose level the model re-
produces the heterogeneous time delay until full induction of GFP expression. Thus, the mod-
el is qualitatively consistent with the experimental induction behavior (20). 
Within our refined model, the detailed mechanism behind this delay is as follows: Upon 
arabinose addition, the internal arabinose level rapidly equilibrates to a steady state value ain* 
determined by the ratio of arabinose in- and efflux rates, i.e., ( )*in upta E(t) V / k= × , where E(t) 
is the number of uptake proteins at time t and k is the rate of arabinose efflux. The cell-to-cell 
variability in the initial number of arabinose uptake proteins then leads to a distribution of ain* 
values. Since internal arabinose activates the ara genes according to Eq. (2), this leads to a 
cell-to-cell variability in the initial rates of gene expression (Fig. 4B). Due to the positive 
feedback of the uptake proteins on their own expression, the cellular level of transporters in-
creases, while the internal arabinose concentration follows adiabatically, that is, immediately 
after a change in transporter level. As a result, the promoter activity increases on a timescale 
determined by the (slow) kinetics of araE expression (Fig. 4B).  
Due to the variation in the initial steady state value ain*, the maximal value of the promoter 
activity is reached earlier in cells with a high initial number of uptake proteins than in cells 
with a low initial number of uptake proteins. The delay time until promoter activation in the 
refined model displays approximately the same τd ~1/E dependence as in the previous model 
over the range of typical basal transporter expression levels [~20-200 proteins (36)], see Fig. 
S1. Furthermore, the distribution of the delay times has almost the same shape in the two 
models, see Fig. S2, such that both models are also quantitatively consistent with the experi-
mental switching kinetics from the off- to the on-state of the ara system. 
Interestingly, an important difference between the two models arises when the positive au-
to-regulation of AraE expression is disrupted: The refined model predicts that a mutant with 
constitutive AraE expression will no longer exhibit distinct switching to full induction after a 
well-defined time delay (Fig. 4C). Instead, the promoter activity quickly reaches a constant 
value according to the internal steady-state value of arabinose (Fig. 4D), which in turn deter-
mines the slope of the fluorescence trajectory. Thus, the model with arabinose efflux predicts 
that in such a mutant fluorescence levels will rise almost instantly with a sub-maximal slope. 
In contrast, in the model without arabinose efflux the induction kinetics is virtually unaffected 
by the positive feedback (20), and fluorescence trajectories are expected to display delayed 
induction both in the strains with and without positive feedback, see Fig. S3. This is due to the 
fact that in a model without sugar efflux the experimentally observed delay times are ex-
plained by slow arabinose uptake, such that the internal arabinose concentration initially in-
creases linearly at a rate determined by the initial number of transporters. The delay time is 
then largely independent of the positive feedback, since it is mainly caused by slow import of 
arabinose rather than by slow protein dynamics involved in feedback activation.  
 
Single-cell switching from the off- to the on-state 
To test whether a mutant with disrupted positive feedback displays a graded response as 
predicted by our model, we constructed a strain where araE is expressed at a basal level, in-
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dependent of arabinose, in a araBAD-/ araFGH- background. The construct is based on the 
lac promoter, which is repressed to a constant low level by the lac repressor; see Supporting 
Text for details. As a reference strain, we used the same genetic background, but with native, 
PE-driven expression of araE (Fig. 5; top panels). Fluorescence trajectories of the reference 
strain are shown in Fig. 5A-C for 0.2%, 0.05% and 0.01% arabinose, corresponding to 13.3 
mM, 3.33 mM and 0.66 mM arabinose, respectively. The strain with constitutive araE ex-
pression was sensitive already at lower arabinose levels, consistent with the fact that the re-
pression of our constructed promoter is relatively leaky. The corresponding fluorescence tra-
jectories are shown for 0.2% (13.3 mM), 0.002% (0.133 mM) and 0.001% (0.066 mM) arabi-
nose, see Fig. 5D-F.  
A qualitative comparison of the single-cell traces shows that the dynamics of the two 
strains differ significantly. In the case of feedback-regulated araE expression (Fig. 5A-C), 
cells display a distinct lag-phase with marginal fluorescence increase and an induction-phase 
with high rate of fluorescence production. As the external arabinose concentration decreases, 
the average as well as the cell-to-cell variation of the delay time increases (Fig. 5A-C). This is 
qualitatively consistent with the previously described behavior in strain LMG194 (20), an 
araBAD- strain in which both araE and araFGH are functional and under positive feedback 
control. In contrast, while in the strain with constitutive araE expression fluorescence in-
crease starts immediately after arabinose addition at all tested concentrations (Fig. 5D-F), the 
rate of fluorescence production decreases markedly with decreasing external arabinose.  
To quantify the difference between the two strains, we use the analytical gene expression 
function of (20), which accounts for a step-like increase of the protein expression rate from 
zero to σp after a delay time τd, and determine both parameters by fitting each single-cell 
trace, see Table2 and Materials and Methods. As expected, the reference strain displays an 
increasing mean and width of the delay time distribution upon decreasing the arabinose con-
centration. Meanwhile, the protein expression rates remain virtually unchanged. Notably, the 
mean values of the delay times obtained here coincide with the previously measured values in 
E. coli strain LMG194 within experimental errors (20), indicating that the transport system 
AraFGH (which is absent in the reference strain used here) has no significant impact on the 
delay time distribution over the range of arabinose concentrations used here. This is plausible, 
since AraFGH constitutes a high affinity/low capacity transporter (32), suggesting that it 
plays a minor role for the rapid arabinose import at intermediate sugar levels.  
For the strain with constitutive araE expression (Fig. 3D-F) we find that the average delay 
times are small (<τd> =0.1-2.2 min) and do not vary systematically with the external arabi-
nose concentration. In contrast, the average protein expression rate decreases with decreasing 
arabinose concentration from ~3100 a.u./min at 0.2% arabinose to ~400 a.u./min at 0.001% 
arabinose (Table 2). Interestingly, even at saturating arabinose levels (0.2% arabinose) the 
average protein production rate in the strain without positive feedback is only 60% of the pro-
duction rate in the reference strain. This observation is consistent with the dynamics in the 
model without positive feedback (Fig. 4D), for which the promoter activity remains sub-
maximal even for very high arabinose uptake velocities.  
Finally, we test whether the presented model for the induction kinetics of the ara system 
coherently describes the single-cell dynamics of both strains also on a quantitative level. To 
that end we again fit the model to the single-cell induction kinetics in Fig. 5 by varying (1) the 
basal transcription rate of PE, ν0,e, (reference strain) or Plac, ν0,lac, (mutant strain) and (2) the 
maximal expression rate of gfp, νmax,g,. To account for the different external arabinose concen-
trations in our experiments, we scale the effective arabinose uptake velocity, Vupt, according 
to Michaelis-Menten kinetics as described in the supporting text. 
For both strains and all concentrations tested we find good agreement between model and 
experiment, as illustrated by a few representative experimental trajectories and their cognate 
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fits (Fig. 5; dots and bold lines). For the reference strain, the resulting distributions of fit pa-
rameters indicate that all single-cell trajectories are compatible with a single underlying AraE 
uptake protein distribution at the time of sugar addition (Figs. S4 and S5). Furthermore, they 
suggest that the Michaelis-Menten scaling of the arabinose uptake velocity with the external 
arabinose concentration consistently explains the observed modulation of the time delay. For 
the mutant with constitutive araE expression the resulting fit parameters display a strong anti-
correlation, suggesting that only the product of ν0,lac and νmax,g is well constrained by our data 
(Figs. S6 and S7). This is expected, since both parameters are proportional to the slope of the 
fluorescence trajectories in this mutant. We find that the product of both parameters does not 
vary systematically with the external arabinose concentration (Fig. S8), indicating that in the 
case of constitutive araE expression the Michaelis-Menten scaling of the arabinose uptake 
velocity alone causes the observed modulation of the protein expression rate. 
 
Discussion 
In this paper we provide a detailed experimental and theoretical study of the single-cell 
switching dynamics in the arabinose utilization system. In addition to traditional induction 
kinetics, in which cells are exposed to a step-like increase of the inducer, we also measure the 
dynamics after sudden removal of arabinose. All of our data, for the `off-to-on’ and `on-to-
off’ transitions in several mutants, is consistent with a theoretical model that explicitly incor-
porates arabinose efflux. Moreover, we show that deletion of AraJ, a previously uncharacter-
ized component of the arabinose system, has a distinct phenotype in the on-to-off transition 
for a strain that cannot metabolize arabinose: Deletion of AraJ slows down the transition from 
the on- to the off-state significantly, suggesting that it is involved in arabinose export. From 
our data, we cannot exclude that there are additional routes of arabinose efflux, but, if so, they 
act on a longer timescale than AraJ, as seen by the slow decrease of fluorescence production 
in the ΔaraJ mutant (Fig. 3; solid curves). For instance, arabinose might also exit the cells via 
the arabinose transporters AraE and AraFGH or via unspecific sugar exporters (37).  
While efflux systems are well known to confer resistance to a variety of antimicrobial 
agents, the physiological advantage of export systems for nutrients is unclear. Toxic effects of 
high concentrations of sugars may have provided evolutionary pressure for the acquisition of 
such efflux systems (38). Growth inhibition may also result from the uptake of toxic sugar 
analogues that inhibit uptake of bona fide sugar substrates or interfere with normal metabo-
lism (37). For instance, the non-metabolizable lactose analogue thiomethylgalactoside (TMG) 
is exported from S. pyogenes (39) and appears to be excreted from E. coli cells as well, since 
rapid switching from the on- to the off-state is observed in the lac operon when suddenly de-
prived of external TMG (17). Moreover, upon addition of lactose to a strain with constitutive-
ly expressed lac operon, intermediates of lactose catabolism (glucose, galactose, and allolac-
tose) rapidly accumulate in the medium (40) and it was suggested that sugar efflux is an inte-
gral part of the metabolism of lactose in E. coli (41).  
In case of the arabinose system, however, a similar significance for arabinose catabolism 
seems unlikely, since insertion/deletion mutations in araJ had no detectable effect on the abil-
ity of the bacteria to grow on arabinose (21). Instead, AraJ may primarily function as efflux 
valve for arabinose analogues, such as D-xylose and D-fucose: While these compounds are 
competitive inhibitors for L-arabinose uptake (22) and are thus likely to be imported by the 
arabinose permease system, their rate of metabolization via the arabinose isomerase AraA is 
greatly reduced (42). Hence, in the absence of suitable export mechanisms such compounds 
might accumulate to toxic amounts. At the same time, in order to prevent futile cycling of 
arabinose in and out of the cell, the rate of arabinose efflux should not exceed the rate of in-
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ternal arabinose metabolization. This idea is indirectly supported by the fact that arabinose 
export follows effective first order reaction kinetics up to millimolar sugar concentrations 
(22), suggesting that AraJ has a low apparent affinity for arabinose. In the future, a biochemi-
cal characterization of AraJ will help to better understand its physiological and regulatory role 
in the ara system. While our results indicate that AraJ is an arabinose exporter, we cannot 
draw reliable conclusions on the significance of its effect in the native system where arabi-
nose is metabolized. In our simplified genetic background, which is useful for the quantitative 
characterization of the system, the intracellular arabinose concentration may rise to very high 
levels. Therefore, the expression of AraJ may be induced to higher levels than in the native 
situation. Thus, in addition to a biochemical characterization of AraJ, further gene expression 
studies of the native ara system are necessary to clarify the physiological role of AraJ.  
We have also shown that arabinose efflux impacts the upregulation dynamics of the PBAD 
promoter in strains with constitutive arabinose transporter production. Such constructs are 
often used as gene expression systems (43), e.g., for biotechnological applications, when a 
controlled, homogeneous expression of proteins in all cells of a culture is desired (25,26,44). 
Here we found that the system responds to external inducer addition at a rate proportional to 
the internal sugar level. Thereby, variation of external inducer concentration leads to a direct 
modulation of the average protein expression rate (Figs. 4 and 5). Our model provides a co-
herent and mechanistic explanation for the graded, dose-dependent response found in strains 
with constitutive araE expression (25,26). Taken together, our results shed new light on the 
regulatory dynamics of one of the best-studied systems in bacterial gene regulation and are 
useful for the redesign of cells in synthetic biology and biotechnological applications. 
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Parameter Notation Value Source 
Arabinose uptake velocity Vmax 2000 ara mole-
cules/protein/min 
estimated in (20) 
Michaelis-Menten con-
stant for arabinose uptake 
via AraE 
Km 0.3 mM fitted within narrow, 
physiological range (32), 
see Supporting text for 
details 
Arabinose export rate k 5.2 min-1 (22) 
Arabinose binding 
threshold 
Ka 50 µM (33) 
Maximal transcription 
rate of PE 
νmax,e 4.2 min inferred from (34) 
Basal transcription rate of 
PE 
ν0,e fitted* this study 
Basal transcription rate of 
Plac 
ν0,lac fitted* this study 
Maximal transcription 
rate of PBAD 
νmax,g fitted* this study 
AraE mRNA degradation 
rate  
λe 0.347 min-1 (34) 
GFP mRNA degradation 
rate 
λg 0.116 min-1 (45) 
AraE translation rate µe 10.4 min-1 unknown; chosen to 
meet typical burst size of 
30 (46) 
GFP translation rate µg 3.5 min-1 unknown; chosen to 
meet typical burst size of 
30 (46) 
Cell doubling time ln(2)/γ 50 min this study 
GFP maturation time τm-1 6.5 min (20) 
Scaling between #GFP 
and total fluorescence 
σ 50 FU/protein arbitrary 
 
Table 1: 
Parameters used in the mathematical model. 
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* Transcription rates were estimated from fits to single-cell fluorescence trajectories in Figs. 2 
and 5 and both their distributions and cross correlations are shown in Figs. S4-S8. 
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arabinose <τd> [min] σ(τd) [min] <αp> [FU/min] σ(αp) [FU/min] 
PE-araE     
0.2% 2.4 2.0 4924 1871 
0.05% 9.8 5.1 6062 2224 
0.01% 27.0 12.9 5390 2056 
Plac-araE     
0.2% 2.2 1.5 3107 1149 
0.02% 0.8 1.0 1520 843 
0.002% 1.5 1.8 997 578 
0.001% 0.1 0.5 399 351 
 
Table 2: 
Mean and standard deviation of delay time τd and protein expression rate αp distribution. 
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Figure titles and legends 
Figure 1:  
Scheme of the arabinose utilization system in E. coli (Schleif 2000). Arabinose is imported 
via the arabinose transporters AraE and AraFGH. If the intracellular arabinose level is suffi-
ciently large, arabinose binds the transcriptional regulator AraC. This complex activates the 
promoters PE, PFGH, PBAD and PJ, driving expression of araE, araFGH, araBAD and araJ, 
respectively. The latter two operons encode proteins for arabinose catabolism (AraBAD) and 
a putative arabinose efflux pump (AraJ). The negative autoregulation of AraC resulting in 
homeostatic control of its own level is not shown explicitly. Arrows indicate arabinose 
transport and positive regulation, whereas the T-shaped arrow indicates arabinose metaboliza-
tion. 
 
Figure 2:  
Single-cell switching dynamics from the on- to the off-state of the ara system. Initially, cells 
of strain BW25113 (deletion of araBAD , otherwise native ara regulation) containing the re-
porter plasmid pBAD24-GFP (gfpmut3 under the control of the PBAD promoter) were prepared 
in the on-state by induction with 0.2% arabinose for 20 min. The transition to the off-state 
was triggered by flushing the microfluidic channel with fresh medium without arabinose. (A) 
Grey lines are experimental fluorescence trajectories, the symbols highlight representative 
cells and the bold lines correspond to their cognate fits of the model dynamics [Eqs. (1)-(7)] 
under pulsed addition of arabinose. FU: fluorescence units. (B) The corresponding dynamics 
of PBAD promoter activities in individual cells as inferred from the model.  
 
Figure 3:  
Single cell gene expression kinetics of a ΔaraJ mutant (JW0386-1; solid lines) in response to 
a 20 min pulse of arabinose. For better comparison the data of the reference strain containing 
AraJ (BW25113; Fig. 2) are replotted (dashed lines) and all trajectories are normalized to 
their fluorescence levels at the time when arabinose was removed. 
 
Figure 4: Theoretical gene expression kinetics for (A,B) native transporter regulation and 
(C,D) constitutive transporter expression. Different external arabinose concentrations are 
represented by various arabinose uptake velocities Vupt. To illustrate stochastic variability in 
the initial number of uptake proteins, trajectories are shown for 300, 260, 220 and 180 AraE 
molecules at each Vupt. In all cases, the corresponding number of initial AraE molecules of the 
shown curves decreases from left to right. (A) In case of native transporter regulation, 
trajectories display a homogeneous and rapid response at high Vupt, whereas at low Vupt there 
is a significant delay in the response and substantial heterogeneity between the trajectories. 
(B) Dynamics of the normalized promoter activity under the same parameters as in (A). 
Initially, the promoter activity rises rapidly to a value determined by the internal arabinose 
steady-state level, ain*, which in turn depends on Vupt and the number of transporters per cell. 
Accordingly, transporters are produced and as their level rises, also ain* and thus the promoter 
activity follow almost instantaneously. Hence, the full activation of the promoter is  reached 
after a delay incurred by the slow kinetics of transporter expression. (C) In case of 
constitutive araE expression, fluorescence production initiates rapidly, but with sub-maximal 
rate for all values of Vupt. Here the rate of fluorescence production again depends on ain*, but 
due to the lack of positive autoregulation, no further transporters are produced and ain* 
remains constant (D). Thus, the lack of the positive feedback causes a modulation of the 
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average expression rate rather than a modulation of the average time delay, as in the case of 
native transporter regulation. 
 
Figure 5: Single-cell induction kinetics of cells with native (A-C) and constitutive (D-F) 
transporter production at different arabinose concentrations. Grey lines represent the kinetics 
of total fluorescence in individual cells and dots highlight representative trajectories. Note 
that some trajectories disappear before the end of the experiment due to detachment of daugh-
ter cells after cell division. Bold lines are representative fits of our full model of arabinose 
uptake and gene regulation in Eqs. (1)-(7) to the highlighted experimental trajectories. 
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BACTERIAL STRAINS
CONSTRUCTION OF E. COLI STRAINS
The 315 bp  intergenic region upstream of araE was replaced by the 123 bp intergenic region 
upstream of lacZ in E. coli strain JW1889-1 using Red/ET-based rpsL genome counter selection 
(Heermann et al 2008). As a first step, the kanamycine resistance cassette had to be excised from 
the JW1889-1 genome. Therefore, E. coli JW1889-1 was transformed with plasmid pCP20. One 
colony  was picked and incubated in 1 ml LB broth for 3 h at 30°C. Then, temperature was shifted to 
37°C and cells were incubated over night. Cells were then plated on LB agar, and single colonies 
were tested for kanamycine (loss of cassette) and carbenicillin (loss of plasmid pCP20) sensitivity 
by patching single clones onto LB agar supplemented with kanamycine or carbenicillin, 
respectively, and the correct clone was named E. coli JW1889-2. Then, the rpsL150 allele was 
brought into the JW1889-2 genome. E. coli strain JW1889-2 was transformed with plasmid pRed/
ET(amp) (GeneBridges, Heidelberg). rpsL150 allele was amplified by PCR with primers 
homologous to the rpsL gene (rpsL sense, rpsL antisense) using genomic DNA of E. coli MC4100 
(Casabadan 1976) as template. The linear DNA template was then brought into E. coli JW1889-2 by 
electroporation using a protocol described elsewhere (Heermann et al 2008). Single clones were 
tested for streptomycine resistance and carbenicillin sensitivity [loss of pRED/ET(amp)] by 
streaking on LB agar supplemented with the respective antibiotics. The correct clone was named E. 
coli JW1886-3. Then, the intergenic region between araE and kduD containing the araE promoter 
Strain and description Relevant genotype Source or reference
JW1889-1
(Parent of JW1889-3 
and JW1889-5)
F-,  Δ(araD-araB)567, ΔlacZ4787(::rrnB-3),  LAM, 
ΔaraF751::kan, rph-1, Δ(rhaD-rhaB)568, hsdR514
Keio collection (Baba 2006) 
obtained from `E.coli genetic 
stock center’ (Yale)
JW1889-3
(native AraE regulation)
F-, Δ(araD-araB)567, ΔlacZ4787(::rrnB-3), LAM, 
ΔaraF751::FRT, rph-1, Δ(rhaD-rhaB)568, hsdR514 
rpsL150)
this study
JW1889-5
(araE under control of 
Plac)
F-, Δ(araD-araB)567, ΔlacZ4787(::rrnB-3), LAM, 
ΔaraF751::FRT, ParaE::Plac rph-1,  Δ(rhaD-rhaB)568, 
hsdR514 rpsL150)
this study
BW25113
(native araJ gene)
F-, lacIq rrnBT14 ΔlacZWJ16 hsdR514 ΔaraBADAH33 
ΔrhaBADLD78
(Datsenko 2000) obtained 
from `E.coli genetic stock 
center’ (Yale)
JW0386-1
(ΔaraJ)
F - , Δ ( a r a D - a r a B ) 5 6 7 , Δ l a c Z 4 7 8 7 ( : : r r n B - 3 ) , 
ΔaraJ760::kan, λ-, rph-1, Δ(rhaD-rhaB)568, hsdR514
Keio collection (Baba 2006) 
obtained from `E.coli genetic 
stock center’ (Yale)
Table S1: Bacterial strains used in this study
region was replaced with the rpsL-neo/kan cassette (GeneBridges, Heidelberg) in the JW1886-3 
genome. Therefore, the rpsL-neo/kan cassette was amplified by  PCR using primers with homology 
arms that are containing the 50 nucleotides upstream and downstream of the araE/kduD intergenic 
target region, respectively (araE-rpsL-neo/kan sense, araE-rpsL-neo/kan antisense). E. coli 
JW1889-3 was transformed with plasmid pRed/ET(amp). The araE-rpsL-neo/kan cassette was then 
transferred into the E. coli JW1889-3 genome by Red/ET recombination. Single clones were tested 
for kanamycine resistance, and carbenicillin and streptomycine sensitivity. As wild-type rpsL 
transferred with the cassette is dominant over the rpsL150 allele, cells that have inserted the rpsL-
neo/kan cassette into the genome become streptomycine sensitive again. The correct strain was 
designated as E. coli JW1889-4. Finally, the rpsL-neo/kan cassette was replaced with the lac 
promoter region (intergenic region between lacI and lacY) using Red/ET based counter selection. 
Therefore, the lacI/lacY intergenic region was amplified by  PCR using primers with homology arms 
containing the 50 nucleotides upstream and downstream of the araE/kduD intergenic region (araE-
lacP sense and araE-lacP antisense), and then recombined into the E. coli JW1886-4 genome. 
When the rpsL-neo/kan cassette is replaced with the lacI/lacY intergenic region, due to the loss of 
the wild-type rpsL gene cells become streptomycine resistant again. Single clones were tested for a 
kanamycine sensitive, carbenicillin sensitive and streptomycine resistant phenotype. The correct 
strain was designated as E. coli JW1886-5. The correct recombination events were verified at each 
step by PCR using primers annealing outside of the respective recombined DNA fragment, and by 
DNA sequencing.
DISCUSSION OF MODELING RATIONALE AND PARAMETER VALUES
For the comparison of our extended model [Eqs. (1)-(7) in the main text] with single-cell 
fluorescence trajectories, we follow a similar rationale as in ref. (Megerle at al., 2008), where we 
subsumed all sources of noise during the induction process into the cell-to-cell variability of two 
key parameters, the delay time τd  and the protein expression rate αp . This simplification seemed 
reasonable, given the significantly lower cell-to-cell variability in all other reaction rates (Megerle 
at al., 2008). Here we adapt this simplification to our extended model of the induction of the ara 
system and use the basal expression rate of araE, v0,e, as a proxy  for the (inverse) delay time and 
choose the maximal transcription rate of PBAD, vmax,g, as a proxy for the protein expression rate. The 
fixation of both parameters to a static value provides a practicable way to capture stochasticity 
across a population with a simple deterministic model as long as the observed timespan does not 
exceed the autocorrelation time (~ cell doubling time) in protein levels significantly, it provides a 
practicable way to capture stochasticity across a population with a simple deterministic model.
Another key assumption in our analysis is that the arabinose uptake velocity, Vupt, scales with the 
external arabinose concentration, aex, according to a Michaelis-Menten process, that is, Vupt = Vmax ×
aex/(Km+aex), where Km is the Michaelis-Menten constant. Previously, our analysis with the simple 
gene expression function, in which the transcription rate suddenly switches from `off’ to `on’ once 
the internal arabinose threshold is reached, pointed to a Km of 2.8 mM. This value is about one order 
of magnitude larger than literature values (Daruwalla et al, 1981). While there might be biological 
explanations for such a shift under anaerobic conditions (see Megerle et al, 2008), it is also 
conceivable that it is a mere artifact of our data analysis with the simplified gene expression 
function. Therefore, here we vary Km within a physiological range and test which value provides the 
most coherent explanation for our data. More specifically, we expect that the Michaelis-Menten 
scaling with external arabinose simultaneously accounts for the modulation in timing (reference 
strain) and in expression rate (mutant strain), while the distributions of v0,e and vmax,g should be 
independent of the arabinose concentration.  Ultimately, the final value of Km = 300 µM  found here 
is well in the range of previous in vivo determinations (Daruwalla et al, 1981). 
The value for the maximal arabinose uptake velocity, Vmax, was estimated to be in the range of 
Vmax = 200-2000 molecules/protein/min (Megerle et al., 2008). While our previous analysis without 
arabinose efflux required a low number (120 molecules/protein/min) to explain the experimentally 
observed delay times for reasonable numbers of basally expressed transporters, the presence of the 
strong efflux in the current model required Vmax = 2000 molecules/protein/min. This value is also in 
good agreement with literature values on the lactose/H+ symporter LacY (1300-3000 molecules/
protein/min) (Wright and Overath, 1984; Dornmair et al., 1989).
Reference strain with positive feedback regulation (strain JW1889-3)
The histograms of the estimated parameters for the reference strain are shown in Fig. S1. The 
histograms of the maximal gfp expression rate (Fig. S1D-E) all display comparable average values 
and standard deviations, as expected. The histograms of the basal araE expression rate at  lowest 
(0.01% ara; Fig. S1B) and intermediate arabinose level (0.05% ara; Fig. S1C) also display similar 
characteristics, but the histogram at highest arabinose level (0.2% ara; Fig. S1A) differs markedly 
from the others. Here, the basal araE expression rate appears bimodal, with an additional peak at 
the upper bound for the expression rate allowed in our fitting routine (10 transcripts/min). However, 
at highest  external arabinose concentrations the average experimental delay times are very small 
(cf. Fig. 2A and Table 1 the in main text), such that the relative fluctuations - and thus also the 
estimation error - are expected to become large. For all arabinose concentrations, the cross-
correlations between the two fit  parameters (Fig. S2) show that there is little co-variation in both 
parameters, indicating that both fit parameters can be extracted independently from our data.
Mutant strain without positive feedback regulation (strain JW1889-5)
The histograms of the estimated parameters for the mutant strain with disrupted positive feedback 
are shown in Fig. S3. Here two clear trends are visible with decreasing arabinose concentration: 
First, the basal expression rate of araE increases on average (Fig. S3A-D) and second, the maximal 
gfp expression rate decreases on average (Fig. S3E-H). However, from our correlation analysis in 
Fig. S4 we find that there is a strong anticorrelation between both parameters, indicating that only 
their product is well constrained by  our data. This is not surprising, since in the model for the 
mutant strain both parameters are proportional to the slope of the fluorescence trajectories. Indeed, 
the histograms of the product of both parameters (Fig. S5) does not display a systematic variation 
with the external arabinose concentration. However, as in the reference strain, we find that there 
exists a subpopulation with an overly high product of both parameters, the origin of which is 
presumably also related to the small delay times at  all arabinose concentrations in the mutant strain 
(cf. Fig. 2D-F and Table 1 the in main text).
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FIGURE S1  Theoretical delay time as a function of the initial number of transporter proteins AraE. The delay time was 
defined as the time until the PBAD promoter reached 95% of its maximal activity and was estimated from numerical 
simulations of our model [Eqs. (1)-(7) in the main text] under the initial addition of indicated levels of external 
arabinose. For all arabinose concentrations we observe a monotonic decrease of the delay time with increasing 
transporter levels, but with a characteristic kink at around 500 AraE molecules/cell.  This strong decrease of the delay 
time occurs in a regime, in which the high initial number of AraE molecules results in an internal arabinose (quasi-)
steady-state level that is already high enough to activate the promoter. For AraE numbers below this kink, the delay 
time scales to a first approximation inversely with the number of AraE molecules (dotted line). The detailed shape of 
the curves, however, depends on the nature of the nonlinear feedback of AraE on its own synthesis, and we find that the 
delay time increases stronger than the 1/N-scaling at low AraE numbers.
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B. Full Model for Genetic Latches
To exemplify our modeling approach, we give a list of all reactions contained in our model for
the genetic J-K latch in the following. The reaction schemes for the other, simpler latches can
be derived from the scheme of the J-K latch by leaving aside individual genes or interactions,
while the reaction scheme of the Master-Slave latch is similarly obtained from adding feedback
regulation into the regulatory front end, as depicted in Fig. 3.6E. The pictorial reaction scheme
for the genetic J-K latch is shown in Fig. B.1 and a comprehensive list of all reactions is given
in Table B.1. Here, proteins and their dimers are denoted by capital letters and transcripts
of a gene X (X ∈ {A,B, J,K}) are denoted by mX . A gene X is represented by its promoter
PX , which can be occupied by transcriptions factors. Each occupation state of a promoter
is represented by an own chemical species for which an empty operator is indicated by · and
an occupied operator by the name of the respective transcription factor. In this notation the
different binding sites are separated by the symbol |. To reduce the number of occupation state
combinations, the operator complex for the overlapping heterodimers is separated from the
other promoter states and denoted by O. To make transcription nevertheless conditional on a
heterodimer operator, we include the respective species for an empty binding site as reactant
and product into the corresponding transcription reaction. Finally, the list of parameters
used for our simulations is provided in Table B.2.
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Figure B.1.: Schematic of the reaction network of the JK latch with overlapping heterodimer oper-
ators. All reactions contained in the model are depicted together with their rates. On-
and off-rates (k+ and k−) are combined to dissociation constants K = k−/k+.
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Table B.1.: J-K latch with mutually exclusive binding to OKA and OJB .
Promoter and operator states
PA|· |·+B2
k+OB2−−−→ PA|B2|· PB|· |A2
k−OJ2−−−→ PB +A2
PA|B2|·
k−OB2−−−→ PA|· |·+B2 PB|· |A2 +A2
k+OJ2−−−→ PB|A2|A2
PA|· |·+B2
k+OB2−−−→ PA|· |B2 PB|A2|A2
k−OJ2−−−→ PB|· |A2 +A2
PA|· |B2
k−OB2−−−→ PA|· |·+B2 PB|A2|·+A2
k+OJ2−−−→ PB|A2|A2
PA|· |B2 +B2
k+OB2−−−→ PA|B2|B2 PB|A2|A2
k−OJ2−−−→ PB|A2|·+A2
PA|B2|B2
k−OB2−−−→ PA|· |B2 +B2 O|· |·+KA
k+OKA−−−−→ O|KA|·
PA|B2|·+B2
k+OB2−−−→ PA|B2|B2 O|KA|·
k−OKA−−−−→ O|· |·+KA
PA|B2|B2
k−OB2−−−→ PA|B2|·+B2 O|· |·+JB
k+OKA−−−−→ O|· |JB
PB +A2
k+OJ2−−−→ PB|A2|· O|· |JB
k−OKA−−−−→ O|· |·+JB
PB|A2|·
k−OJ2−−−→ PB +A2 O|KA|·+KA
k+KA2−−−→ O|KA2|·
PB +A2
k+OJ2−−−→ PB|· |A2 O|· |JB + JB
k+JB2−−−→ O|· |JB2
Dimerization
2A
k+A−−→ A2 J +A
k+J−−→ KA
2B
k+B−−→ B2 K +B
k+K−−→ JB
A2
k−A−−→ 2A KA k
−
J−−→ J +A
B2
k−B−−→ 2B JB k
−
K−−→ K +B
Turnover
mA
λmA−−−→ ∅ A2 λp−→ ∅
mB
λmB−−−→ ∅ B2 λp−→ ∅
mJ
λm−−→ ∅ J λp−→ ∅
mK
λm−−→ ∅ K λp−→ ∅
A
λp−→ ∅ KA λp−→ ∅
B
λp−→ ∅ JB λp−→ ∅
Transcription and translation
PJ
νmJ−−→ PJ +mJ mA
νpA−−→ mA +A
PK
νmK−−−→ PK +mK mB
νpB−−→ mB +B
PA|· |·+O|· |·
νmA−−−→ PA|· |·+O|· |·+mA mJ
νpJ−−→ mJ + J
PB|· |·+O|· |·
νmB−−−→ PB|· |·+O|· |·+mB mK
νpK−−→ mK +K
PA|· |·+O|· |JB
νmA−−−→ PA|· |·+O|· |JB +mA
PB|· |·+O|KA|·
νmB−−−→ PB|· |·+O|KA|·+mB
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Table B.2.: Parameter values of the J-K latch.
Parameter Value Description and References
Transcription
νmA , νmB 5 min
−1 strong promoter, sequence close to op-
timum [115]
νmJ , νmK (0.01− 1) min−1 inducible promoter [115];
Translation
νpA , νpB , νpJ , νpK 2.3 min
−1 corresponds to a burst factor of b = 10
[178]
Degradation
λm 0.23 min
−1 active degradation by RNase [14]; half-
life of 3 min
λp 0.138 min
−1 active proteolysis by SsrA-tags [67];
half life of 5 min
Dimerization
k+A , k
+
B , k
+
KA, k
+
JB 0.2 nM
−1min−1 assumed to be diffusion limited [22]
k−A , k
−
B , k
−
J , k
−
K 2 min
−1 typical value for dimerization
Protein-DNA binding
k+OA2 , k
+
OB2
0.2 nM−1min−1 assumed to be diffusion limited [22]
k−OA2 , k
−
OB2
2 min−1 modified operator sequence assumed;
parameter in the range of tet-O1 bind-
ing strength [57]
k+OKA , k
+
OJB
0.0126 nM−1min−1 very slow dynamics assumed for on-
and off-rate[44, 185]
k−OKA , k
−
OJB
0.0126 min−1
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