Abstract-We present novel algorithms to control underactuated mechanical systems. For a class of invariant systems on Lie groups, we design iterative small-amplitude control forces to accelerate along, decelerate along, and stabilize relative equilibria. The technical approach is based upon a perturbation analysis and the design of inversion primitives and composition methods. We illustrate the algorithms on an underactuated planar rigid body and on a satellite with two thrusters.
I. INTRODUCTION
In this technical note we study control of underactuated mechanical systems on Lie groups. We focus on the particular class of motions called relative equilibria. A relative equilibrium is a motion for which the body-fixed velocity is constant while no control forces are applied; thus when referring to a relative equilibrium a specific body-fixed velocity is implied. Accelerating/decelerating along a relative equilibrium means increasing/decreasing the velocity in the direction of a relative equilibrium while the configuration behaves accordingly. We concentrate on the construction of small-amplitude control forces that, when used iteratively, result in a given acceleration/deceleration along a relative equilibrium; stabilization is achieved as zero acceleration. Perturbation analysis and Lie group theory play a crucial role in the analysis. Example systems to which the theory applies are a hovercraft, modeled as an underactuated planar rigid body, and a satellite with two thrusters.
The motivation for studying underactuated mechanical systems is twofold. First, control algorithms for underactuated systems enable more general control designs than those in fully actuated systems, e.g., less costly designs or lighter designs. Second, control algorithms for underactuated systems are applicable in the situation of an actuator failure and, therefore, they improve robustness of the control system; this robustness is crucial in case the vehicle is in a hazardous environment or is hardly accessible (e.g., a satellite).
A vast literature is available on mechanical control systems. Extensive research has focused on underactuated mechanical systems, especially in the context of controlled Lagrangians and Hamiltonians, e.g., see [1] , [2] and subsequent works. Somehow less research is available for controlling systems along relative equilibria; a related spin-up problem is considered in [3] , the theory of kinematic reductions is exposed in [4] . Since this document builds directly upon the work in [5] we refer the reader to that document for a literature survey relevant for control algorithms for underactuated Lagrangian systems on Lie groups. A generalization of the theory in [5] to a larger class of mechanical systems can be found in [6] . An advantage of our approach Manuscript received January 26, 2007; revised January 10, 2008 . Current version published December 10, 2008 . This material is based upon work supported in part by the National Science Foundation Award CMS-0442041. Rec compared with implicit methods such as, e.g., the RRT search heuristic presented in [7] , is that the controls are given by closed-form expressions. Therefore, only limited computational power is required-this is an appealing property when the controls are to be calculated on-board and weight and reliability are important design parameters. As main contribution of this technical note, we propose algorithms to compute small amplitude control forces that speed up, slow down, or stabilize, an underactuated system along a relative equilibrium. The resulting algorithm amounts to a repeated invocation of a motion primitive which, in turn, is composed of two control primitives in succession; these are denoted "inversion primitives" as they amount to local inversion algorithms for the "controls to state" maps. The main advantage of the proposed approach is its applicability to systems that are not linearly controllable; the main limitation is that part of the results are applicable only to n-dimensional systems with (n 0 1) controls. We mention that algorithms to control motion along relative equilibria are not presented in [5] which focused on control algorithms at velocities near zero.
This technical note is organized as follows. First, we review the mathematical model of simple mechanical control systems on Lie groups, as described in [4] , and perform perturbation analysis for small amplitude forcing and initial velocity close to a relative equilibrium. Based on this analysis we construct two inversion primitives and combine them into a single motion primitive. After an application of the motion primitive the system has accelerated or decelerated along a relative equilibrium. Using this motion primitive iteratively we design an algorithm which gives a control that results in a given acceleration/deceleration along a relative equilibrium. We illustrate the approach by applying the algorithm numerically to an underactuated planar rigid body and the satellite with two thrusters, and we end the note by summarizing the results in a conclusion.
II. MATHEMATICAL MODEL AND PERTURBATION ANALYSIS NEAR A RELATIVE EQUILIBRIUM
A simple mechanical control system on a Lie group is a mechanical system which has as configuration manifold an n dimensional Lie group G, with Lie algebra , and Lagrangian equal to the kinetic energy which is defined by an inertia tensor : ! 3 . We assume that G is a matrix Lie group with identity element id and adjoint map (1)
where g 2 G is the configuration, 2 is the body-fixed velocity, In what follows, s and will be used as integration variables only.
Proposition 3 (Perturbation Analysis): Let 6 be a mechanical control system on a Lie group with a relative equilibrium re and corresponding matrix A re . For 0 < 1 and 2 , let [0; 2] 3 t 7 ! (g(t); (t)) be the solution to (1) and (3) If we define (t) := Ad exp(t ) (
+ 2 2 + O(
3 )), then we have, according to [8] , that
3 ) we achieve the result on x 1 and x 2 by inserting the expression for into (4).
III. DESIGN: LOCAL INVERSION PRIMITIVES
In this section we construct two open-loop control primitives which act as inversion primitives. Later these will be combined into a single motion primitive which, in turn, will be used iteratively in a control algorithm.
For a mechanical control system 6 = (G; ; ff 1 ; . . . ; f m g) with relative equilibrium re and corresponding matrix A re , we present the following assumptions. First, we make the standing assumption that re 6 2 spanfb 1 ; . . . ; b m g, otherwise the theory of kinematic reductions [4] is readily applicable and the control problems we consider below are trivial. 
Remark 6:
In other words, the numbers ij are selected sequentially in such a way as to maximize the rank of A ; . Note that, for i, j, k, l 2 f1; . . . ; mg and h 2 f1; . . . ; rg, we have: (i) all nonzero ih are distinct, (ii) all nonzero ih are distinct from all nonzero jk , and (iii) ij = kl if and only if (i; j) = (k; l) or (i; j) = (l; k).
Remark 7:
The computations required by Definition 5 include checking that a vector belongs to a subspace. In practical numerical implementations it is sufficient to verify this condition up to a specified tolerance. It is convenient to choose this tolerance comparable with the accuracy of the control algorithms. We are now able to obtain the following result. Given r, , A;, and as in Definition 5, let Since every nonzero column in A ; contributes to the rank of A ; , the entries of corresponding to these will be unique. The remaining -values are defined to be 0.
Regarding the proof of (8), direct calculations show that Ad exp(s ) (b 1 (s))(2) = Ad exp(s ) (Bw 1 (s))(2) = A; + Ad exp(s ) (By(s))(2) = 0:
Regarding the proof of (7) 
Proposition 10 (configuration inversion Inversion Primitive):
Let 6 be a mechanical control system on a Lie group with a relative equilibrium re and corresponding matrix Are and satisfying As- 
IV. DESIGN: GLOBAL MOTION ALGORITHMS
In this section we combine the two inversion primitives constructed in the previous section into a single motion primitive used iteratively in a control algorithm to achieve speeding up or slowing down along a relative equilibrium.
The algorithm presented in this section requires the following additional assumption.
Assumption 5:
The n dimensional system 6 has n01 control forces, that is, m = n 0 1.
Remark 11: Assumption 5 together with the standing assumption re 6 2 spanfb1; ... ; bmg implies n = spanfb1;... ; bm; reg. Additionally, one can verify that Assumptions 5 and 1 together imply Assumption 3. Assumption 4, which is needed for Proposition 10, can be weakened to assuming that spanfb1;.. .;bm; reg is invariant under ad , a condition which is automatically satisfied under Assumption 5 and the standing assumption; see [9] .
Define the projection operators P B : n ! n and P : n ! We illustrate the motion primitive change speed in Fig. 1 . With this motion primitive we are now able to construct the following control algorithm that speeds up, slows down, or stabilizes, a system along a relative equilibrium. Note that > 0 speeds up the system along the relative equilibrium, < 0 slows down the system, and = 0 stabilizes the system's motion along the relative equilibrium. We may select N = O(1= 2 ) in Proposition 13 so that the absolute change in velocity along the relative equilibrium is of order O(1). Thus, it is possible to use the algorithm speed control to change the velocity along the relative equilibrium from a given value to another independent of .
Proposition 13 (speed control
In summary, the algorithm speed control consists of the repeated use of the change speed motion primitive which, in turn, invokes the two inversion primitives speed inversion and configuration inversion in succession.
V. EXAMPLES
The usefulness of the theory is illustrated in the following examples.
1) Example 14 (Planar Rigid Body):
Consider a rigid body moving in the plane as described in [5] . The configuration manifold is G = SE(2) with local coordinates (; x; y). Let m denote the mass of the body, J its moment of inertia and h the distance from the center of mass to the control forces. For (!; v1; v2) Fig. 2 we have b1 = (1=m)e2 and b2 = 0(h=J)e1 + (1=m)e3, which gives hb1 : b1i = 0, hb2 : b2i = (2h=(Jm))e2, and hb1 : b 2 i = 0(h=(Jm))e 3 . Assumption 2 is immediately seen to be satisfied. Choosing the relative equilibrium re = e 3 we have A re = Fig. 3 . speed control applied to the planar rigid body with = e , = 0:1, and = 2 and with initial conditions (; x; y)(0) = 0, g = g(0), and (!;v ; v )(0) = 0. The dotted curve in the left figure corresponds to the motion of the center of mass and the ellipses corresponds to the planar body at time equidistant instances. In the right figure the dashed curve corresponds to u (t) and the solid curve corresponds to u (t). Assumption 5 is immediately seen to be satisfied, so all the assumptions are met, and therefore we can apply the speed control algorithm to speed up the system along e3. The result of the speed control algorithm applied to the planar rigid body can be seen in Fig. 3 . with thrusters along the first and second principal axis, then the theory presented in this technical note can be used to speed up the satellite along the third (un-actuated) principal axis. The result of the speed control algorithm applied to this example can be seen in Fig. 4 .
VI. CONCLUSION
In this note, we have designed a motion control algorithm suitable for a class of invariant mechanical systems on Lie groups. Using small-am- Fig. 4 . speed control applied to the satellite with two thrusters with = e , = 0:1, and = 1 and with initial conditions (0) = (0;0;0:2) and g = g(0). In the bottom figure the dashed curve corresponds to u (t) and the solid curve corresponds to u (t).
plitude control forces the algorithm solves the tasks of accelerating along, decelerating along, and stabilizing relative equilibria. The algorithm has been applied numerically to two example systems to illustrate the theory. 
I. INTRODUCTION
We consider the problem of output tracking control for a class of uncertain systems modeled by n is the state vector, u 2 is the input, y 2 is the output, d models the disturbance, f(x x x) and g(x x x) are unknown functions with g(x x x) bounded away from zero.
For the above system, a number of feedback linearization based adaptive (robust) tracking control strategies have been reported in the literature (see, for example, [1] - [10] ). However, these control strategies are subject to some limitations that we describe below:
• Disturbance is not considered in [1] - [4] , [6] , [8] , [9] .
• The availability of the system states is required in [1] - [4] , [9] , [10] , which restricts the applicability of the proposed strategies when only the system outputs are available.
• For the controller development, some a priori knowledge of f or g is required, such as known prior estimates of f and g [1] , prior estimate of smoothness [2] , constant g [3] , [9] , linearly parameterized f or g [6] , [9] or @g(x x x)=@x n = 0 [7] .
• Fuzzy logic system based function approximation is used in [3] , which requires fuzzy rules describing the system operation. However, suitable fuzzy rules may not be always available.
• Fixed structure radial basis function (RBF) network based function approximation is used in [1] , [2] , [8] , where the off-line determination of the network structure is required. However, such a determination often employs a trial and error method because a prior estimate of smoothness of unknown functions [2] , or a training data set [8] , may not be available. On the other hand, the capability of on-line determination is highly desirable.
• Multilayer neural network (MLNN) or high-order neural network (HONN) based function approximation is used in [4] , [5] , [7] . Although it is not required for MLNNs and HONNs to define a basis
