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Abstract.Motivated by the Gaussian symplectic ensemble, Mehta and Wang evaluated the n×n determinant det((a+
j− i)Γ(b+ j + i)) in 2000. When a = 0, Ciucu and Krattenthaler computed the associated Pfaffian Pf((j− i)Γ(b+
j + i)) with an application to the two dimensional dimer system in 2011. Recently we have generalized the latter
Pfaffian formula with a q-analogue by replacing the Gamma function by the moment sequence of the little q-Jacobi
polynomials. On the other hand, Nishizawa has found a q-analogue of the Mehta–Wang formula. Our purpose is
to generalize both the Mehta-Wang and Nishizawa formulae by using the moment sequence of the little q-Jacobi
polynomials. It turns out that the corresponding determinant can be evaluated explicitly in terms of the Askey-Wilson
polynomials.
Re´sume´. Motive´s par des travaux sur ensemble Gaussien symplectique, Mehta et Wang sont amene´s a` calculer le
de´terminant det((a+ j− i)Γ(b+ j + i)) de taille n×n en 2000. Lorsque a = 0, Ciucu et Krattenthaler ont calcule´
le Pfaffien Pf((j− i)Γ(b+ j + i)) avec une application au syste`me a` deux dime`nsions dimeres en 2011. Re´cemment
nous avons ge´ne´ralise´ le dernier Pfaffien avec un q-analogue en remplacant la fonction Gamma par les moments de
petits q-polynoˆmes de Jacobi. Par ailleurs, Nishizawa a trouve´ un q-analogue de la formule de Mehta-Wang. Dans
cet article nous de´montrons une formule qui ge´ne´ralise a` la fois la formule de Mehta-Wang et celle de Nishizawa en
utilisant les moments de petits q-polynoˆmes de Jacobi. Il en resulte que le determinant correspondant peut s’e´crire de
facon explicite a` l’aide des polynoˆmes de Askey-Wilson.
Keywords: The Mehta-Wang determinants, the moments of the little q-Jacobi polynomials, the Askey-Wilson poly-
nomials.
1 Introduction
Motivated by the Gaussian symplectic ensemble, [13] obtain the determinant identity
det
(
(a+ j − i)Γ(b+ i+ j))
0≤i,j≤n−1 = Dn
n−1∏
i=0
i!Γ(b+ i), (1.1)
where (N.B. the binomial coefficient
(
n
k
)
is missing in [13, (7)])
Dn =
n∑
k=0
(−1)k
(
n
k
)(
b− a
2
)
k
(
a+ b
2
)
n−k
, (1.2)
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where (α)n =
Γ(α+n)
Γ(α) is known as the rising factorial . ThisDn satisfies the three term recurrence relation
D−1 = 0, D0 = 1, Dn+1 = aDn + n(b+ n− 1)Dn−1, (1.3)
which can be considered as the recurrence relation for a special case of the Meixner-Pollaczek polynomials
(see [13, 14]), and one may notice that the sequence {Γ(b + n)}n≥0 of the Gamma functions in the left-
hand side can be considered as the moment sequence of the Laguerre polynomials (see, for example,
[7, 8, 15]). [14] obtains a q-analogue of (1.1), which will be stated below. In this article we replace the
Gamma functions by the moments of the little q-Jacobi polynomials and show that we obtain a special
case of the Askey-Wilson polynomials asDn, which also generalize the two results in our previous papers
[4, 5]. Before we describe our results we need more notation.
Throughout this paper we use the standard notation for q-series (see [3, 7, 8]):
(a; q)∞ =
∞∏
k=0
(1− aqk), (a; q)n = (a; q)∞
(aqn; q)∞
for any integer n. Usually (a; q)n is called the q-shifted factorial , and we frequently use the compact
notation:
(a1, a2, . . . , ar; q)n = (a1; q)n(a2; q)n · · · (ar; q)n.
The r+1φr basic hypergeometric series is defined by
r+1φr
(
a1, a2, . . . , ar+1
b1, . . . , br
; q, z
)
=
∞∑
n=0
(a1, a2, . . . , ar+1; q)n
(q, b1, . . . , br; q)n
zn. (1.4)
Here we also use the q-Gamma function
Γq(z) = (1− q)1−z (q; q)∞
(qz; q)∞
,
the q-integer [n]q = 1−q
n
1−q and the q-factorial [n]q! =
∏n
k=1[k]q . The Askey-Wilson polynomials pn(x)
(see [3, 7, 8]) satisfy the well-known recurrence relation
2xpn(x) = Anpn+1(x) +Bnpn(x) + Cnpn−1(x), n ≥ 0, (1.5)
with p−1(x) = 0, p0(x) = 1, where
An =
1− abcdqn−1
(1− abcdq2n−1) (1− abcdq2n) ,
Cn =
(1− qn) (1− abqn−1) (1− acqn−1) (1− adqn−1)
(1− abcdq2n−2) (1− abcdq2n−1)
(
1− bcqn−1) (1− bdqn−1) (1− cdqn−1) ,
and
Bn = a+ a
−1 −Ana−1 (1− abqn) (1− acqn) (1− adqn)
−Cna/
(
1− abqn−1) (1− acqn−1) (1− adqn−1) .
They have the basic hypergeometric expression
pn(x; a, b, c, d; q) =
(ab, ac, ad; q)n
an
4φ3
(
q−n, abcdqn−1, aeıθ, ae−ıθ
ab, ac, ad
; q, q
)
(1.6)
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with x = cos θ, where ı =
√−1. We also use the symbol
χ(A) =
{
1 if A is true,
0 if A is false.
In [4] we have proven the Hankel determinant identity
det
(
(aq; q)i+j+r−2
(abq2; q)i+j+r−2
)
1≤i,j≤n
= a
n(n−1)
2 q
n(n−1)(2n−1)
6 +
n(n−1)r
2
n∏
k=1
(q, bq; q)k−1(aq; q)k+r−1
(abq2; q)k+n+r−2
(1.7)
for a positive integer n. Here
µn =
(aq; q)n
(abq2; q)n
(n = 0, 1, 2, . . .)
is the moments of the little q-Jacobi polynomials. In our previous paper [5], we have exploited the Pfaffian
identity
Pf
(
(qi−1 − qj−1) (aq; q)i+j+r−2
(abq2; q)i+j+r−2
)
1≤i,j≤2n
= an(n−1)q
n(n−1)(4n+1)
3 +n(n−1)r
n−1∏
k=1
(bq; q)2k
n∏
k=1
(q; q)2k−1(aq; q)2k+r−1
(abq2; q)2(k+n)+r−3
(1.8)
for a positive integer n (see also [11, 12]).
In [14], Nishizawa has proven the q-analogue of the Mehta-Wang result:
det
(
[a+ j − i]qΓq(b+ i+ j)
)
0≤i,j≤n−1
= qna+n(n−1)b/2+n(n−1)(2n−7)/6Dn,q
n−1∏
k=0
[k]q! · Γq(b+ k), (1.9)
where Dn,q satisfies the recurrence relation
D−1,q = 0, D0,q = 1, Dn+1,q = q−a+n[a]qDn,q + q−a−b[n]q[b+ n− 1]qDn−1,q. (1.10)
Comparing this recurrence relation with the recurrence equation
2xQn(x) = Qn+1(x) + (A+B)q
nQn(x) + (1− qn)(1−ABqn−1)Qn−1(x) (1.11)
of the Al-Salam–Chihara polynomials
Qn(x) = Qn(x;A,B; q) =
(AB; q)n
An
3φ2
(
q−n, Aeıθ, Ae−ıθ
AB, 0
; q; q
)
(1.12)
with x = cos θ (see [7, 8]), we may remark thatDn,q can be considered as a special case of the Al-Salam–
Chihara polynomials because
Dn,q = (−ı)nq−
a+b
2 n(1− q)−nQn
(
0; q
a+b
2 ı,−q b−a2 ı; q
)
. (1.13)
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By this observation, we can write Dn,q explicitly as
Dn,q =
(qb; q)n
qn(a+b)(q − 1)n
n∑
k=0
qk
(q−n; q)k
(q; q)k
k−1∏
j=0
1− qa+b+2j
1− qb+j . (1.14)
One natural question we may ask is what can we obtain if we replace the q-Gamma function in the
determinant of (1.9) by the moment of the little q-Jacobi polynomials. The aim of this paper is to answer
this question, and we can express the determinant by the Askey-Wilson polynomials.
Theorem 1.1 Let a, b and c be parameters, and let n ≥ 1 and r be integers. Then we have
det
(
(qi−1 − cqj−1) (aq; q)i+j+r−2
(abq2; q)i+j+r−2
)
1≤i,j≤n
= (−1)nan(n−3)2 q n(n+1)(2n−5)6 +n(n−3)r2 (abcqr+1; q2)n
n∏
k=1
(q; q)k−1(aq; q)k+r(bq; q)k−2
(abq2; q)k+n+r−2
×4φ3
(
q−n, a
1
2 c
1
2 q
r+1
2 ,−a 12 c 12 q r+12 , abqn+r
aqr+1, a
1
2 b
1
2 c
1
2 q
r+1
2 ,−a 12 b 12 c 12 q r+12 ; q, q
)
(1.15)
= (−ı)nan(n−2)2 cn2 q n(n−2)(2n+1)6 +n(n−2)r2
n∏
k=1
(q; q)k−1(aq; q)k+r−1(bq; q)k−2
(abq2; q)k+n+r−2
×pn
(
0; a
1
2 c
1
2 q
r+1
2 ı,−a 12 c− 12 q r+12 ı, b 12 ı,−b 12 ı; q
)
. (1.16)
Remark 1.2 If we put c = 0 in (1.15), then we recover our previous result (1.7) easily by using the
q-Chu-Vandermonde formula [3, (1.5.3)]
2φ1
(
a, q−n
c
; q, q
)
=
(c/a; q)n
(c; q)n
an. (1.17)
If we put a = qα−1, b = 0, c = qγ and r = 0 in (1.15), then the left-hand side equals
q
n(n−1)
2 (1− q)n2
{Γq(α)}n det ([γ + j − i]qΓq(α+ i+ j − 2))1≤i,j≤n
because of (qα; q)n = (1− q)n · Γq(α+n)Γq(α) , and the right-hand side equals
(−ı)nq n(n−2)2 α+n2 γ+n(n−1)(n−2)3
n∏
k=1
(q; q)k−1(qα; q)k−1 ·Qn(0; q
α+γ
2 ı,−q α−γ2 ı; q)
because of the relationQn(x;A,B; q) = pn(x;A,B, 0, 0; q) between the Al-Salam–Chihara polynomials
and the Askey-Wilson polynomials. Hence we obtain Nishizawa’s formula (1.9) as a corollary.
Corollary 1.3 Let a, b and c be parameters, and let n ≥ 1 and r be integers.
(i) If the size n = 2m of the matrix is even, then we have
det
(
(qi−1 − cqj−1) (aq; q)i+j+r−2
(abq2; q)i+j+r−2
)
1≤i,j≤2m
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= a2m(m−1)cmq
2m(m−1)(4m+1)
3 +2m(m−1)r
m∏
k=1
{
(q; q)2k−1(aq; q)2k+r−1(bq; q)2k−2
(abq2; q)2(k+m)+r−3
}2
×4φ3
(
q−2m, b−1q−2m+1, c, c−1
q, aqr+1, a−1b−1q1−4m−r
; q2, q2
)
(1.18)
= (−1)mam(2m−1)bmcmqm(8m
2+3m−2)
3 +m(2m−1)r
2m∏
k=1
(q; q)k−1(aq; q)k+r−1
(abq2; q)k+2m+r−2
×
m∏
k=1
{(bq; q)2k−2}2 · pm
(
c+ c−1
2
; 1, q, aqr+1, a−1b−1q1−4m−r; q2
)
. (1.19)
(ii) If the size n = 2m+ 1 of the matrix is odd, then we have
det
(
(qi−1 − cqj−1) (aq; q)i+j+r−2
(abq2; q)i+j+r−2
)
1≤i,j≤2m+1
= a2m
2
cmq
2m(m+1)(4m−1)
3 +2m
2r · 1− c
1− q ·
m+1∏
k=1
(q; q)2k−1(aq; q)2k+r−2(bq; q)2k−2
(abq2; q)2(k+m−1)+r
×
m∏
k=1
(q; q)2k−1(aq; q)2k+r(bq; q)2k−2
(abq2; q)2(k+m−1)+r
· 4φ3
(
q−2m, b−1q−2m+1, cq, c−1q
q3, aqr+2, a−1b−1q−4m−r
; q2, q2
)
(1.20)
= (−1)mam(2m+1)bmcm(1− c)qm(8m
2+15m+4)
3 +m(2m+1)r
2m+1∏
k=1
(q; q)k−1(aq; q)k+r−1
(abq2; q)k+2m+r−1
×
m+1∏
k=1
(bq; q)2k−2 ·
m∏
k=1
(bq; q)2k−2 · pm
(
c+ c−1
2
; q, q2, aqr+1, a−1b−1q−4m−r−1; q2
)
. (1.21)
Remark 1.4 If we put c = 1 in (1.18) for the even case, then it is clear that the 4φ3 sum reduces to 1,
so that the determinant becomes the product which equals the square of the Pfaffian (1.8) obtained in
[5]. Meanwhile, it does not suffice to prove (1.8) since it is not so trivial to take the square root of the
determinant and determine the sign (see [2, 5]). If we put c = 1 in (1.20) for the odd case, then the factor
(1− c) reduces the right-hand side to 0.
2 Determinant formula for arbitrary rows
In our previous paper [4], we prove the following formula in which the rows are arbitrary chosen. Let n
be a positive integer, and k1, . . ., kn be arbitrary positive integers. Then we have
det
(
(aq; q)ki+j−2
(abq2; q)ki+j−2
)
1≤i,j≤n
= a
n(n−1)
2 q
(n+1)n(n−1)
6
×
n∏
i=1
(aq; q)ki−1
(abq2; q)ki+n−2
∏
1≤i<j≤n
(qki−1 − qkj−1)
n∏
j=1
(bq; q)j−1. (2.1)
This formula is a generalization of (1.7) and a special case is obtained in [10, Theorem 3]. In this section
we give this type formula, i.e., Theorem 2.1, which is crucial to prove Theorem 1.1.
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First we fix some notation. If a and b are integers, we write [a, b] = {x ∈ Z | a ≤ x ≤ b }. We also
write [n] = [1, n] for short. If S is a finite set and r a nonnegative integer, let
(
S
r
)
denote the set of all
r-element subsets of S. LetA be anm×nmatrix. If i = (i1, . . . , ir) is an r-tuple of positive integers and
j = (j1, . . . , js) is an s-tuple of positive integers, then let Aij = A
i1,...,ir
j1,...,js
denote the submatrix formed by
selecting the row i and the column j from A. Then the following theorem generalize (2.1).
Theorem 2.1 Let a, b and c be parameters. Let n be a positive integer, and k = (k1, . . . , kn) be an
n-tuple of positive integers. Then we have
det
(
(qki−1 − cqj−1) (aq; q)ki+j−2
(abq2; q)ki+j−2
)
1≤i,j≤n
= a
n(n−3)
2 q
n(n+1)(n−4)
6
n∏
i=1
(aq; q)ki−1(bq; q)i−2
(abq2; q)ki+n−2
∏
1≤i<j≤n
(qki−1 − qkj−1)
×
n∑
ν=0
(−1)n−ν(abcq2ν+1; q2)n−ν(acq; q2)νRn,ν(k, a, b; q), (2.2)
where
Rn,ν(k, a, b; q) =
∑
(i,j)
q
∑n−ν
l=1 il−n+ν
n−ν∏
l=1
(1− aqkil−il+l+ν)
ν∏
l=1
(1− abqkjl+jl−l+ν−1). (2.3)
Here the sum on the right-hand side runs over all pairs (i, j) such that [n] is a disjoint union of i =
{i1, . . . , in−ν} ∈
(
[n]
n−ν
)
and j = {j1, . . . , jν} ∈
(
[n]
ν
)
(i.e., i ∪ j = [n] and i ∩ j = ∅).
For example, if n = 3 and ν = 2, then the pairs (i, j) runs over
{({1}, {2, 3}) , ({2}, {1, 3}), ({3}, {1, 2})} .
Hence we have
R3,2({k1, k2, k3}, a, b; q) = (1− aqk1+2)(1− abqk2+2)(1− abqk3+2)
+q(1− aqk2+1)(1− abqk1+1)(1− abqk3+2)
+q2(1− aqk3)(1− abqk1+1)(1− abqk2+1).
Here we have no space to describe the proof of Theorem 2.1. We need some intensive use of linear algebra
for the proof. The interested reader should consult [6]. Here we describe only the sketch of the proof.
Let n be a positive integer, and let a, b, c and q be parameters. For an index set k = {k1, . . . , kn} of
positive integers, let Mn(k, a, b, c; q) = (Mn(k, a, b, c; q)i,j)1≤i,j≤n denote the matrix whose (i, j) entry
is given by
Mn(k, a, b, c; q)i,j = (q
ki−1 − cqj−1) (aqki ; q)j−1(abqki+j ; q)n−j . (2.4)
Then we have
det
(
(qki−1 − cqj−1) (aq; q)ki+j−2
(abq2; q)ki+j−2
)
1≤i,j≤n
=
n∏
i=1
(aq; q)ki−1
(abq2; q)ki+n−2
· detMn(k, a, b, c; q). (2.5)
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Hence it is enough to evaluate detMn(k, a, b, c; q) to prove Theorem 2.1. The main task of this evaluation
is to show the following recurrence equation:
detMn(k, a, b, c; q)
an−2(bq; q)n−2
∏n−1
i=1 (q
ki − qkn)
= q−1(1− acq)(1− abqkn+n−1) detMn−1(k′, aq, b, cq; q)
−qn(n−3)/2(1− abcq2n−1)(1− aqkn) detMn−1(k′, a, b, c; q), (2.6)
where k′ = {k1, . . . , kn−1} denote the subset of the first (n−1) indices of k = {k1, . . . , kn−1, kn}. This
identity enable us to prove (2.2) by induction.
We introduce four triangular matrices Xn(k, a; q), Yn(q), Ln(k, a, b; q) and Un(q) which play an
important role to manipulate Mn(k, a, b, c; q) in (2.5). Let Xn(k, a; q) = (X(k, a; q)i,j)1≤i,j≤n and
Yn(q) = (Yn(q)i,j)1≤i,j≤n be the n × n lower triangular matrices whose (i, j)-entry is, respectively,
given by
X(k, a; q)i,j = − χ(i ≥ j)
qkj (1− aqkj )∏il=1
l 6=j
(qkl − qkj ) , (2.7)
Yn(q)i,j = (−1)i+jq−
(i−j)(2n+1−i−j)
2
[
n− j
i− j
]
q
. (2.8)
Similarly, let Ln(k, a, b; q) = (Ln(k, a, b; q)i,j)1≤i,j≤n (resp. Un(q) = (U(q)i,j)1≤i,j≤n ) be the n× n
lower (resp. upper) triangular matrix whose (i, j)-entry is, respectively, given by
Ln(k, a, b; q)i,j = − χ(i ≥ j)
qkj (1− abqkj+n−1)∏il=1
l6=j
(qkl − qkj ) , (2.9)
U(q)i,j = (−1)i+jq
(j−i)(j−i+1)
2
[
j − 1
j − i
]
q
. (2.10)
We define the n× n matrices Pn(k, a, b, c; q) and Qn(k, a, b, c; q) by
Pn(k, a, b, c; q) = Xn(k, a; q)Mn(k, a, b, c; q)Yn(q),
Qn(k, a, b, c; q) = Ln(k, a, b; q)Mn(k, a, b, c; q)Un(q).
Since Xn(k, a; q), Ln(k, a, b; q) are triangular and Yn(q), Un(q) are unitriangular, we easily obtain
detPn(k, a, b, c; q) =
(−1)n detMn(k, a, b, c; q)
q
∑n
i=1 ki
∏n
i=1(1− aqki)
∏
1≤i<j≤n(qki − qkj )
, (2.11)
detQn(k, a, b, c; q) =
(−1)n detMn(k, a, b, c; q)
q
∑n
i=1 ki
∏n
i=1(1− abqki+n−1)
∏
1≤i<j≤n(qki − qkj )
. (2.12)
The key to prove (2.6) is the following lemma:
Lemma 2.2 Let n be a positive integer, and let a, b, c and q be parameters. Let Pn(k, a, b, c; q) and
Qn(k, a, b, c; q) be as defined above. When k = {k1, . . . , kn−1, kn} is a row index set, let k′ =
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{k1, . . . , kn−1} denote the subset of the first (n− 1) indices of k. Then we have
detPn(k, a, b, c; q)
[1,n−1]
[2,n] =
(−1)n−1 detMn−1(k′,aq,b,cq;q)
q
∑n−1
i=1
ki
∏
1≤i<j<n(q
ki−qkj )
, (2.13)
detQn(k, a, b, c; q)
[1,n−1]
[1,n−1] =
(−1)n−1 detMn−1(k′,a,b,c;q)
q
∑n−1
i=1
ki
∏
1≤i<j<n(q
ki−qkj )
, (2.14)
detPn(k,a,b,c;q)
[1,n−1]
[1,n−1]∏n−1
ν=1 (1−abqkν+n−1)
= (−q)−n+1 detQn(k,a,b,c;q)
[1,n−1]
[2,n]∏n−1
ν=1 (1−aqkν )
. (2.15)
Now we are in position to prove Theorem 2.1. In fact the proof is straightforward by induction.
Proof of Theorem 2.1. First, we note that, for any integers n and ν, it holds
Rn,ν(k, a, b; q) = (1− abqkn+n−1)Rn−1,ν−1(k′, aq, b; q)
+qn−1(1− aqkn)Rn−1,ν(k′, a, b; q), (2.16)
where k = {k1, . . . , kn−1, kn} and k′ = {k1, . . . , kn−1} are as before. (2.16) follows from the definition
(2.3) of Rn,ν(k, a, b; q) by considering two exclusive cases, jν = n or in−ν = n. Now we prove the
identity
detMn(k, a, b, c; q) = (−1)na
n(n−3)
2 q
n(n+1)(n−4)
6
n∏
i=1
(bq; q)i−2
×
∏
1≤i<j≤n
(qki−1 − qkj−1)
n∑
ν=0
(−1)ν(abcq2ν+1; q2)n−ν(acq; q2)ν Rn,ν(k, a, b; q), (2.17)
by induction on n. If n = 1, then the left-hand side of (2.17) is trivially qk1−1 − c from (2.4). It is
straightforward computation to check the right-hand side equals qk1−1 − c. Assume n > 1 and (2.17)
holds up to (n− 1). Using (2.6) and the induction hypothesis, we obtain
detMn(k, a, b, c; q)
(−1)nan(n−3)2 q n(n2−6n−1)6 ∏ni=1(bq; q)i−2∏1≤i<j≤n(qki − qkj )
= (1− abqkn+n−1)
n−1∑
ν=0
(−1)ν+1(abcq2ν+3; q2)n−ν−1(acq; q2)ν+1Rn−1,ν(k′, aq, b; q)
+qn−1(1− aqkn)
n−1∑
ν=0
(−1)ν(abcq2ν+1; q2)n−ν(acq; q2)νRn−1,ν(k′, a, b; q).
Replacing ν + 1 by ν in the first sum and applying (2.16), we establish (2.17) for n. Hence (2.17) holds
for an arbitrary positive integer n. Finally, (2.5) and (2.17) immediately implies (2.2). This completes the
proof of Theorem 2.1. 2
For the detail of the proofs of the lemmas in this section, the reader can consult [6]
3 Proof of the main theorems
The aim of this section is to describe the outline of the proofs of the theorems in Section 1, i.e., Theo-
rem 1.1 from Theorem 2.1, and then prove Corollary 1.3 from Theorem 1.1. Once we prove Theorem 2.1,
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then it is easy and straightforward to prove the main theorems mainly by induction. In fact, to prove
Theorem 1.1, we need to set k = [n] = {1, 2, . . . , n} in (2.2). Hence, the following lemma is essential to
prove (1.16).
Lemma 3.1 If we put k = [n] in (2.2), then we obtain
Rn,ν([n], a, b; q) = q
(n−ν)(n−ν−1)
2
[n
ν
]
q
(aqν+1; q)n−ν(abqn; q)ν . (3.1)
In fact the proof of Theorem 1.1 is quite straightforward by substitution k = [n] into (2.2) using (3.1). We
use some well-known q-series identities. The details are described in [6].
To derive Corollary 1.3 from Theorem 1.1 the following proposition plays a crucial role:
Proposition 3.2 Let n be an integer, a, b and c be arbitrary parameters. Then we have
pn(0; a, b, c,−c; q) = (−1)mambmc2mqm(3m−1)(−c2; q2)m
×pm
(
x0; 1, q, ab,−a−1b−1c−2q−4m+2; q2
)
, (3.2)
if n = 2m is even, and
pn(0; a, b, c,−c; q) = (−1)m+1ambm+1c2m(1 + ab−1)qm(3m+1)(−c2; q2)m+1
×pm
(
x0; q, q
2, ab,−a−1b−1c−2q−4m; q2) , (3.3)
if n = 2m+ 1 is odd, where x0 = −ab−1+a−1b2 .
When b = −a, replacing c by b, one gets incidentally the following known result due to Andrews (see [3,
(II.17)]).
Corollary 3.3
pn(0; a,−a, b,−b; q) =
{
(−1)m(q,−a2,−b2, a2b2q2m; q2)m if n = 2m,
0 if n = 2m+ 1. (3.4)
To prove of Proposition 3.2, we use the following contiguous relations for 4φ3.
Proposition 3.4 Let z, a, b, c, d, e, f , g and q be arbitrary parameters. Then we have
4φ3
(
a, bq, c, d
e, f, g
; q, z
)
− 4φ3
(
aq, b, c, d
e, f, g
; q, z
)
=
z (b− a) (1− c)(1− d)
(1− e)(1− f)(1− g) 4φ3
(
aq, bq, cq, dq
eq, fq, gq
; q, z
)
, (3.5)
(1− f)(a− e) 4φ3
(
a, b, c, d
eq, f, g
; q, z
)
− (1− e)(a− f) 4φ3
(
a, b, c, d
e, fq, g
; q, z
)
= (1− a)(f − e) 4φ3
(
aq, b, c, d
eq, fq, g
; q, z
)
, (3.6)
and
(1− e)(1− f)(1− g) 4φ3
(
a, b, c, d
e, f, g
; q, q
)
= c(1− e)
(
1− f
c
)(
1− g
c
)
4φ3
(
aq, bq, c, d
e, fq, gq
; q, q
)
+d(1− c)
(
1− e
d
)(
1− fg
cd
)
4φ3
(
aq, bq, cq, d
eq, fq, gq
; q, q
)
, (3.7)
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where, in the last identity, we assume abcdq = efg and a = q−n for some nonnegative integer n.
Remark 3.5 The contiguous relations (3.5) (resp. (3.6)) correspond to (3.2) (resp. (3.10)) in [9], mean-
while (3.6) can be written as a contiguous relation for 8W7. In fact, if one uses Watson’s transformation
formula [3, (2.5.1)]
8W7
(
a; b, c, d, e, q−n; q, a
2qn+2
bcde
)
=
(aq, aqde ;q)n
( aqd ,
aq
e ;q)n
4φ3
(
q−n,d,e, aqbc
aq
b ,
aq
c ,
deq−n
a
; q, q
)
(3.8)
for a terminating very-well-poised 8φ7 series, where
r+1Wr(a1; a4, . . . , ar+1; q, z) = r+1φr
(
a1,qa
1
2
1 ,−qa
1
2
1 ,a4,...,ar+1
a
1
2
1 ,−a
1
2
1 ,
qa1
a4
,...,
qa1
ar+1
; q, z
)
, (3.9)
then (3.7) is equivalent to
(c− a)(d− aq)(e− aq)(b− aqn) 8W7
(
a; b, cq, d, e, q−n; q, a
2qn+1
bcde
)
= a(1− b)(1− aq)(de− aq)(1− cqn) 8W7
(
aq; bq, cq, d, e, q−n+1; q, a
2qn+1
bcde
)
+(bc− a)(d− aq)(e− aq)(1− aqn) 8W7
(
a; b, c, d, e, q−n+1; q, a
2qn+1
bcde
)
. (3.10)
4 A quadratic relation
First we recall the reader a well-known theorem for determinants. The following identity is known as the
Desnanot-Jacobi adjoint matrix theorem [1, Theorem 3.12]
detA
[2,n−1]
[2,n−1] detA
[n]
[n] = detA
[n−1]
[n−1] detA
[2,n]
[2,n] − detA[n−1][2,n] detA[2,n][n−1]. (4.1)
Let
Dn(a, b, c; q) = det
(
(qi−1 − cqj−1) (aq; q)i+j−2
(abq2; q)i+j−2
)
1≤i,j≤n
and apply (4.1) to this determinant. Then we obtain
Dn(a, b, c; q)Dn−2(aq2, b, c; q) =
q(aq; q)2
(abq2; q)2
·Dn−1(a, b, c; q)Dn−1(aq2, b, c; q)
−q(1− aq)
n(1− abq3)n−2
(1− aq2)n−2(1− abq2)n ·Dn−1(aq, b, cq; q)Dn−1(aq, b, cq
−1; q). (4.2)
Hence we can substitute (1.16) into (4.2), then replacing a
1
2 c
1
2 q
1
2 ı, −a 12 c− 12 q 12 ı and b 12 ı by a, b and c,
respectively, we obtain the following corollary.
Corollary 4.1 Let n be a positive integer and a, b, c and q parameters. Then we have
ab(1− qn−1)(1 + c2qn−2)pn(0; a, b, c,−c; q)pn−2(0; aq, bq, c,−c; q)
= (1− abqn−1)(1 + abc2qn−1)pn−1(0; a, b, c,−c; q)pn−1(0; aq, bq, c,−c; q)
−(1− ab)(1 + abc2q2n−2)pn−1(0; aq, b, c,−c; q)pn−1(0; a, bq, c,−c; q). (4.3)
Here we derive Corollary 4.1 as a corollary of Theorem 1.1.
In fact a more general formula holds. Recently one of the authors has proven that the following
quadratic equation in a different method.
A generalization of Mehta-Wang determinant and Askey-Wilson polynomials 729
Theorem 4.2 For r ≥ 1, there holds
(1− a−10 )(a1 − b1) r+1φr
[
a0/q, a1, a2, . . . , ar
b1/q, b2, . . . , br
; q, z
]
r+1φr
[
a0q, a1, a2q . . . , arq
b1q, b2q, . . . , brq
; q, z
]
= (1− a1/a0)(1− b1) r+1φr
[
a0, a1, a2, . . . , ar
b1, b2, . . . , br
; q, z
]
r+1φr
[
a0, a1, a2q . . . , arq
b1, b2q, . . . , brq
; q, z
]
− (1− a1)(1− b1/a0) r+1φr
[
a0, a1/q, a2, . . . , ar
b1/q, b2, . . . , br
; q, z
]
r+1φr
[
a0, a1q, a2q . . . , arq
b1q, b2q, . . . , brq
; q, z
]
.(4.4)
This formula gives a simple proof of Theorem 1.1 using the Desnanot-Jacobi adjoint matrix theorem
(4.1). But, note that Theorem 2.1 is more general and cannot be derived from the quadratic equation. This
thorem may also hint us there could exist a more general formula than Theorem 1.1. But it is not an easy
task to find the appropriate entry of the determinant which gives this quadratic relation.
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