We introduce a new Markov chain Monte Carlo (MCMC) sampler that iterates by constructing conditional importance sampling (IS) approximations to target distributions. We present Markov interacting importance samplers (MIIS) in general 
Introduction
This paper introduces Markov interacting importance samplers (MIIS), a general Markov Chain Monte Carlo (MCMC) algorithm that iterates by sampling the current state from a conditional importance sampling approximation to a target distribution. An importance sampling (IS) approximation consists of a set of weighted samples from a proposal distribution that approximates the target. Markov interacting importance samplers are conditional in the sense that the importance distribution may depend on the previous state of the Markov chain. The marginal distribution of the states converges to the target distribution for any number of importance samples; the algorithm does not induce an approximation error.
We adopt importance sampling as a basic tool from the perspective that it can be more efficient than a Metropolis-Hastings sampler based on an identical proposal. Importance sampling naturally incorporates the information from all generated samples, while standard Metropolis-Hastings estimates lose information from rejected draws. In addition, importance sampling estimates are based on independent samples and as a consequence the method is immediately amenable to a range of variance reduction techniques (such as antithetic sampling and stratified mixture sampling) and convenient to implement and parallelize. It is not standard practice in applied work to incorporate these features into Metropolis-Hastings approaches as they are more challenging to design and use efficiently in an MCMC framework. See for example Craiu and Lemieux (2007) , Hammer and Tjelmeland (2008) , Jacob et al. (2011) , and Dellaportas and Kontoyiannis (2012) . Importance sampling can be efficient when we are able to construct numerically accurate and computationally fast approximations to a full target distribution. Richard and Zhang (2007) , Hoogerheide et al. (2012) and Li et al. (2013) are recent contributions in this area that have led to the application of IS to challenging problems: see for example Liesenfeld et al. (2013) and Tran et al. (2014) . We motivate MIIS on the observation that even if the joint target density is intractable by global approximation, it is often the case that we are able to obtain efficient importance samplers for the conditional distributions. MCMC methods provide a natural way of handling large dimensional problems by sampling from conditional distributions (Gibbs sampling) or to generate samples from complex target densities through local exploration. The MIIS algorithm leverages the advantages of importance sampling in this setting.
As a leading motivation, consider the case in which it is not possible to implement an exact Gibbs sampler due to infeasibility of direct simulation from the conditional distributions. The MIIS method relies on IS approximations of the conditional distributions to sample the current state of the Markov Chain. The advantage of importance sampling is that we can additionally use the approximation (that is, all the generated samples) to estimate conditional expectations, possibly by incorporating the full range of variance reduction methods available for the standard method. We compute Rao-Blackwellized estimates based on the conditional expectations to construct control variates for estimating expectations under the target distribution. The control variates are particularly effective when there are substantial correlations in the target distribution. This is a challenging setting for standard MCMC estimates when the conditioning scheme implies strong serial correlation in the Markov chain. We introduce MIIS in general form and present several examples to showcase its flexibility. The first two examples present the implementation of MIIS based on simple importance sampling targeting the full and conditional distributions. We derive conditions for the ergodicity and uniform ergodicity of the sampler. Our third example introduces antithetic variables and is also uniformly ergodic under general conditions. In the final example, we introduce the MIIS random walk algorithm, designed to accelerate convergence and improve upon the computational efficiency of standard random walk samplers. The random walk sampler is uniformly ergodic under the assumption of bounded importance weights. Ergodicity holds under milder constraints.
Our method relates to the Particle Gibbs (PG) algorithm developed for Bayesian inference in general state space models by Andrieu et al. (2010) . The PG algorithm iteratively draws the latent state from its high-dimensional smoothing distribution using a particle filter approximation, and the parameters of the model from their conditionals given the state trajectories. Lindsten and Schön (2012) , Lindsten et al. (2014b) , Mendes et al. (2014) and Carter et al. (2014) present extensions, while Chopin and Singh (2013) , Andrieu et al. (2013) and Lindsten et al. (2014a) study the theoretical aspects of the algorithm. We can show that the particle Gibbs algorithm is a particular type of MIIS. The MIIS algorithm addresses a wider class of sampling problems and the use of variance reduction methods.
We illustrate Markov interacting importance samplers in a range of examples. We consider the estimation of the posterior mean for a Bayesian Mixed Logit model using the health dataset studied by Fiebig et al. (2010) . The presence of unobserved heterogeneous preferences in this discrete choice model motivates the use of MCMC methods that iteratively sample the model parameters and the latent choice attribute weights conditional on each other. The results show that the MIIS algorithm with control variates increases efficiency in mean square errors by a factor of four to twenty compared to the Metropolis-within-Gibbs algorithm, a standard tool for problems that are not amenable to exact Gibbs sampling. We also implement the MIIS random walk importance sampler for carrying out posterior inference for Markov modulated Poisson processes, a problem considered for example by Fearnhead and Sherlock (2006) . Our analysis reveals four to hundredfold gains in efficiency over the standard random walk Metropolis algorithm and the multiple-try Metropolis algorithm of Liu et al. (2000) . In this context the improvements are mainly due to parallelization and better convergence of the Markov chain.
Preliminaries

Notation and basic definitions
Let (A, Ω) denote a measurable space and π some given target probability distribution on (A, Ω). Assume that a reference measure µ dominates π (π ≪ µ) and that π(dx) = π(x)µ(dx) is the density function with respect to µ. We frequently only know π(x) ∝ m(x) up to a normalizing constant
is the Borel σ-algebra of the set A, and the majorizing measure µ is either the counting measure or the Lebesgue measure. Monte Carlo integration aims to evaluate intractable integrals
for some integrable function f . The general idea is to generate a sequence of N values from π, x 1:N = (x 1 , . . . , x N ), and calculate 
on (A, Ω). We then calculate the importance weights w i (x i ) = (m/q i )(x i ) and estimate the integral π(f ) using
We usually sample the particles x 1:N independently from the same proposal distribution q, i.e., q 1 = · · · = q N = q and q(dx 1:N ) = N i=1 q(x i )µ(dx i ). Importance sampling algorithms require the knowledge of |f (x)|m(x) in order to construct an efficient importance distribution. Given an adequate importance density, we can apply variance reduction methods to improve the accuracy of the estimator π variables, control variates, and stratified sampling.
Markov chain Monte Carlo samplers draw X i+1 |x i sequentially from a Markov transition kernel K(x i , dx i+1 ) on (A, Ω) that has π as invariant distribution. After a warm up period, we use the dependent sequence x 1 , · · · , x N to construct the estimator π
The most popular MCMC sampler is the Metropolis-Hastings (MH) algorithm. The Metropolis-Hastings algorithm requires the choice of a proposal distribution q(y, dx). At iteration i + 1, we draw x ∼ q(x i , dx) and calculate the MH ratio α = α(x i , x) = (m(x)/q(x i , x))/(m(x i )/q(x, x i )) ∧ 1. The current state is then x i+1 = x with probability α, or x i+1 = x i with probability 1 − α. There are two advantages of using MCMC over IS. While IS requires a full approximation of the target, the MCMC only requires local approximation. Furthermore, we can combine Markov Chain kernels in many ways, e.g. cycling over Markov Kernels targeting the conditionals of π.
We introduce the following notation. For 0 ≤ s < t ≤ N, s : t = {s, s + 1, . . . , t} and x s:t = (x s , . . . , x t ). Similarly, x \k = (x 1 , . . . , x k−1 , x k+1 , . . . , x N ), where we typically know the number of elements N in context. Write x = x 1:d and let π(dx) denote its joint distribution on (A, Ω), where
and the marginal density function is π \k (dx \k ) = π \k (x \k )µ \k (dx \k ).
Conditional Importance Sampler
The conditional importance sampler is an importance sampler that is conditional on a single particle propagated through a Markov transition kernel.
Definition 1 (Conditional Importance Sampler). Given ξ ∈ A let q(dx 1:N |ξ) be a joint importance distribution with marginals
For any given tuple (y, k) ∈ A × {1 : N }, the Conditional Importance Sampler generates X 1:N , ξ|(y, k) from the probability distribution
where η is a distribution on (A, Ω), and T (y, dx k ; ξ) is a reversible Markov kernel on
Algorithm 1 (Conditional Importance Sampler): Given (y, k),
2. sample X k ∼ T (y, dx k ; ξ); and 3. sample X \k ∼ q \k (dx \k |x k , k, ξ).
The first step samples the auxiliary variable ξ conditional on y. In the second step, we propagate the conditioning particle x k from y using a Markov kernel T (y; dx k ; ξ). Finally, we sample all the remaining particles conditional on ξ and the propagated particle x k . This sampling scheme is very general and encapsulates variance reduction techniques such as antithetic variables and stratified sampling.
The CIS leads to the estimator
where w i (x; ξ) = η(ξ|x)m(x)/q i (x|ξ). There are two main differences between this estimator and the π N IS (f ). The first one is that the weights may depend on some density function η. The second is that whenever the joint distribution of (y,
We can choose the auxiliary function η in a way that w i (x; ξ) is always bounded. The simplest example is to choose η(ξ|x) = q(x|ξ) = φ(|ξ − x|). It yields w i (x; ξ) = m(x), which is bounded by definition. The weights of the CIS do not depend on η whenever η(·|x) = η(·), i.e., when we sample the auxiliary variables ξ from an independent proposal.
The unbiasedness property is critical in the development of the variance reduction techniques in Section 5. Theorem 1 summarizes the result. Theorem 1. Let (y, k) denote a sample from π(dx)/N, and (x 1:N , ξ) a sample from
We can naturally extend the CIS to target conditional distributions. The only difference is that instead of targeting π, the CIS targets π s (·|x \s ), s = 1, . . . , d, for a given For any given tuple (y, k s ) ∈ A s × {1 : N}, the conditional importance Sampler for conditional distributions generates X s,1:N , ξ s |(y, k s , x \s ) from the probability distribution
where η s is a distribution on (A s , Ω s ), and T (y, dx s,k ; ξ s , x \s ) is a reversible Markov kernel
The CIS for conditional densities motivates the estimator
where w s,i (x; ξ, x \s ) = η s (ξ|x, x \s )m s (x|x \s )/q s,i (x|ξ, x \s ). The sampling algorithm remains unchanged and the unbiasedness property still holds for the conditional density.
Theorem 2 summarizes the result. 
3 Markov Interacting Importance Samplers
MIIS Targeting the Full Distribution
The MIIS algorithm simulates from the target distribution π on (A, Ω). It iterates by first constructing a discrete approximation to π using the CIS, conditional on the previous state (y, k) of the Markov Chain, and then sampling from the approximation. It requires the specification of a joint proposal distribution q(dx 1:N ), an auxiliary distribution η(dξ|y), and a Markov transition kernel T (y, dx; ξ).
Algorithm 2 (Markov Interacting Importance Sampler): Given x (0) ∈ A and 1 ≤ k (0) ≤ N, at step t = 1, 2, . . .
2. Generate X (t)
3. Generate
1:N , ξ (t) ) with probability proportional to
We divide the algorithm into two blocks. In the first one, corresponding to steps 1, 2, and 3, we draw an approximation to π. In the second block, corresponding to steps 4 and 5, we draw an element from this approximation. A compact way of writing the MIIS algorithm for any given initial values
2. Generate
The MIIS algorithm is a Gibbs sampler on an augmented space that contains all variables sampled in the CIS step. It also follows that the marginal distribution of
is the original target π; the MIIS algorithm generates samples from π without the approximation error induced by the CIS step. Theorem 3 shows the augmented target distribution and how it generates samples from π.
Theorem 3 (Target Distribution). The Markov Interacting Importance Sampler is a Gibbs sampler targeting the augmented distribution π
That has π(dx) as a marginal distribution.
MIIS Targeting Conditional Distributions
We may use the MIIS algorithm within a Gibbs sampler. In this case the algorithm simulates iteratively from the conditional distributions
, using the CIS approximation to the conditionals. The method is an alternative to the Metropolis-within-Gibbs algorithm that is is suitable to the application of the variance reduction techniques in Section 5.
The algorithm parallels the MIIS sampler targeting the full density. It requires the specification of a joint proposal distributions {q s (dx s,1:N |ξ s , x \s )} 1≤s≤d , auxiliary distributions {η s (dξ|x s , x \s )} 1≤s≤d , and Markov transition kernels {T (y s , dx s ; ξ s , x \s )} 1≤s≤d . The general form of the MIIS algorithm for Gibbs sampler is Algorithm 3 (Markov Interacting Importance Sampler for Gibbs Sampler): Given
, at step t = 1, 2, . . .
Generate
For each partition s = 1, . . . , d, the algorithm iterates as in the MIIS algorithm. In the first part, corresponding to steps 1.1 -1.3, it samples an approximation to π s (·|x \s ).
Then, it draws an element from this approximation in steps 1.4 and 1.5. As before, the MIIS for conditional distributions is a Gibbs sampler on an augmented space that contains all variables sampled in the CIS step. It also follows that the marginal distribution of
is the original target π. Theorem 4 shows the augmented target distribution and that it generates samples from π.
Theorem 4 (Target Distribution). The Markov Interacting Importance Sampler is a Gibbs sampler targeting the augmented distribution π
Convergence of the Marginal Chain
The MIIS algorithm provides unbiased samples from the target density π. Under regularity conditions, the distribution of the marginal sequence X (t) converges the target density π, as t → ∞. More precisely, for (y, E) ∈ A × Ω, P M (y; dx) denotes the marginal transition kernel of the MIIS from y to E. Then,
The CIS requires the following assumption that follows from a set of sufficient conditions discussed in Section 4.
Then, for all pairs (y, E) ∈ A × Ω, with π(y) > 0 and π(E) > 0,
Theorem 5. Under Assumption 1 a. For all starting values y ∈ A with π(y) > 0 and any E ∈ Ω, π(E) > 0 implies
c. For all starting value y ∈ A with π(y) > 0,
In other words, the distribution of the marginal chain converges to the target distribution π as the number of iterations increases. It means that, after a warm up period, the marginal distribution of samples from the chain is π and, hence π M C (f ) is a valid estimator of π(f ) for any measurable f .
Similarly, the marginal chain X (t) from the MIIS Gibbs sampler, generated from
, is ergodic if the ideal Gibbs sampler, i.e., the Gibbs sampler drawing variables from the conditionals π \s (dx s |x \s ), is irreducible and aperiodic, and the CIS for conditional distributions satisfy regularity conditions. The restriction on the CIS for conditional distributions is the same as Assumption 1, but has to hold for all s = 1, . . . , d.
Assumption 2. For each s = 1, . . . , d, let x \s ∈ × j =s A j be given, and let {h s,i : A×A →
, N} denote non-negative functions satisfying
Then, for all pairs (y, E) ∈ A s × Ω s , with π s (y|x \s ) > 0 and π s (E|x \s ) > 0,
Theorem 6. Under Assumption 2, if the kernel of the ideal Gibbs sampler is irreducible and aperiodic, then for any starting value
x ∈ A with π(x) > 0, lim t→∞ P t GM (x; ·) − π(·) T V = 0.
Examples
This section illustrates the MIIS methodology in four useful examples. We show the validity of Assumption 1 under simpler, sufficient, conditions tailored for each case. For simplicity, the Markov transition kernel is set to the identity kernel, i.e., T (y, dx; ξ) = δ(y − x)dx. We do not use the auxiliary variable in the first three examples, which is equivalent to assuming that η(dξ|x) = η(dx) and q i (dx|ξ) = q i (dx) are independent importance densities.
Simple Importance Sampling
This specification corresponds to the iterated Sampling Importance Resampling algorithm (i-SIR) in Andrieu et al. (2013) . In importance sampling algorithms we particles independently from importance distributions q i (dx) (i = 1, . . . , N), i.e.,
The CIS in this case is
As in Andrieu et al. (2013) , the weights are bounded under Assumption 1. The MIIS sampler is then uniformly ergodic.
. . , N), then Assumption 1 is satisfied with h k = 1 and ε N = 1 − (2W − 1)/(2W + N − 2). Moreover, the MIIS is uniformly ergodic.
The sampling algorithm follows after Algorithm 2 and the CIS above.
Algorithm 4 (MIIS with Independent Particles): Given x (t−1) and
Gibbs Sampler with Simple Importance Sampling
The MIIS sampler takes the conditional distributions in the Gibbs sampler as the target distributions for the conditional importance samplers. Assume that one uses a simple importance sample algorithm to construct the CIS approximation. Then, for each s = 1, . . . , d,
for proposal distributions q s,i (·|x \s ) that may depend on x \s .
The distribution of the marginal sequence x (t) generated by this algorithm converges to the full target π as the number of iterations increases,
for all s = 1, . . . , d and i = 1, . . . , N; and (2) the ideal Gibbs sampler is irreducible and aperiodic. Condition (1) is akin to the condition required for uniform ergodicity in the previous example. Condition (2), however, imposes condition on the ideal sampler. In other words, we should not expect the MIIS for conditional distributions to work when the ideal Gibbs sampler fails. The next corollary summarizes this result.
Corollary 2. Assume that for each
s = 1, . . . , d, π s (dx s |x \s ) ≤ W s q s,i (dx s |x \s ) (i = 1, . . . , N), then Assumption 2 is satisfies with h s,k = 1 and ε N = 1 − (2W s − 1)/(2W s + N − 2). Moreover,
if the ideal Gibbs sampler is irreducible and aperiodic, the distribution of the marginal chain x (t) converges to the full target.
The sampling algorithm follows after Algorithm 3 and Algorithm 4.
Algorithm 5 (MIIS for Gibbs Sampler with Simple Importance Sampler): Given x 0 and
s+1:d ) with probability proportional to the weight (m s /q s,ks )(x (t) s,ks |x
Importance Sampling with Antithetic Variables
In the importance sampling literature, the method of antithetic variables consists of drawing perfectly negatively correlated particles to reduce the variance of the Monte Carlo estimate. We can use this method within the MIIS framework. The importance sampler with antithetic variables draws the particles in pairs from a proposal distribution,
where Q k (·) is the cumulative distribution function of q k (·), and Q −1
where
For notational simplicity assume k ≤ N/2. We sample the particle system given (x k , k) from
and the CIS is
As in the independent case, if the weights are bounded, then Assumption 1 is satisfied and the MIIS sampler is uniformly ergodic. Algorithm 6 (MIIS with Antithetic Variables): Given x (t−1) and k (t−1) = k,
, and x N/2+k = Q −1
1:N with probability proportional to (m/q k )(x
Random Walk Importance Sampler
The random walk importance sampler draws particles from a symmetric proposal dependent on its past. The advantage is that the method bounds the weights by construction. The random walk proposal performs local exploration around the auxiliary variable ξ, which we sample conditionally on the previous state. The drawback is that uniform convergence is no longer guaranteed. Let q(·|y) = η(·|y) = φ (· − y) denote the proposal functions for q i and η, and also,
The CIS is
The random walk importance sampler bounds the weights by construction, hence the assumption of bounded weights used in the independent case is immaterial. Nevertheless, Assumption 1 is satisfied with h k (z, y) = A φ(ξ − z)φ(x − y)dξ. In the Gaussian case,
we can take h k (z, y) ∝ φ(z − y). 
Moreover, if A is bounded, then the MIIS sampler is uniformly ergodic.
2 It is implicitly assumed that k ≤ N/2. If k > N/2, set x
, and
Algorithm 7 (MIIS with Random Walk proposal): Given x (t−1) and k (t−1) = k,
1:N with probability proportional to m(x
Rao-Blackwellization and control variates
Variance reduction techniques play a central role in Monte Carlo integration. Assume that the MIIS algorithm targeting π ran for M iterations after has reached the stationary region. The simplest estimator is
and uses only the output {x (t) } from the Markov Chain. We can improve on this simple estimator by using the particulate approximation to the target distribution. This section shows how one should use the output from the MIIS to implement estimators reusing all particles, Rao-Blackwellized estimators, and estimators using control variates.
Reusing all particles
The MIIS algorithm constructs an approximation to π at each iteration of the Markov chain. It follows from Theorem 1 that the CIS estimator π N CIS,t (f ) is an unbiased estimator of π(f ) at each step t of the Markov Chain. The MIIS estimator that averages over the CIS estimators is
Theorem 7. Let f : A → R be such that π(|f |) < ∞. Under Assumption 1, the MIIS estimator is such that π M,N M IIS (f ) → π(f ) with probability one as M → ∞, for any N ≥ 2.
Rao-Blackwellization
The motivation for Rao-Blackwellized estimators is that the variance of f (x s ) is larger than the variance of π s (f |x \s ). However, they require knowledge of the conditional expectation in closed form. The MIIS for Gibbs sampler overcomes this limitation by using an unbiased approximation of the unknown integral. It follows from Theorem 2 that, at each iteration t of the Markov chain, π 
Theorem 8. Let f : A s → R be such that π(|f |) < ∞. Under Assumption 2, the RaoBlackwellized estimator π M,N s,RB (f ) → π(f ) with probability one as M → ∞, for any N ≥ 2. 
Control Variates
The previous techniques use all particles generated by the method to construct more precise estimators. It is optimal to further combine the simple Monte Carlo estimator and the MIIS estimator. Given π-integrable functions g i : A → R (i = 1, . . . , p), let U(g i ) be such that π N (U(g i )) = 0 for all i = 1, . . . , p. Let θ = (θ 1 , . . . , θ p ) ′ ∈ R p be arbitrary
For an optimal choice of θ, the variance of F is smaller than the variance of f . The variables U(g i ) are the control variates. The Monte Carlo estimator using F in place of f has been studied in many settings; Robert and Casella (2004) and Liu (2001) , among others, discuss the standard case. Control variates are not common in MCMC due intrinsic complexities present in the Markovian structure of the sampler.
We suggest the use of control variates in the MIIS method as follows. Write the control variate U t (g i ) = g i (X (t) ) − π CIS,t (g i ). Under the assumption of ergodicity, the samples from the MIIS Markov chain eventually distributed as π N and π N [U t (g i )] = 0 as required. The estimator with control variates is
An alternative, compact, notation that shows how we combine the previous estimators.
The optimal choice of coefficients θ (in the sense of minimizing the variance of the estimator) solves the problem of projecting π
, where the expectations are with respect to all the random variables generated by a MIIS Markov Chain with M iterations. In our applications we estimate the covariances by using the overlapping batch means method as in Flegal and Jones (2011) .
As in previous cases, the estimator is consistent under ergodicity.
Theorem 9. Let f : A → R be such that π(|f |) < ∞. Under Assumption 1, the estimator using control variates π M,N CV (f, θ) → π(f ) with probability one as M → ∞, for any N ≥ 2 and any θ ∈ R p .
We can also use control variates in a Gibbs sampler setting. Our estimator generalizes the control variates used by Dellaportas and Kontoyiannis (2012) , which apply to exact Gibbs samplers. For f : A s → R, π(|f |) < ∞, and functions g s,i :
We estimate the optimal parameter θ in the same way. The method is consistent under ergodicity.
Theorem 10. For any s = 1, . . . , d, let f : A s → R be such that π(|f |) < ∞. Under Assumption 2, the estimator using controlvariates π M,N s,CV (f, θ) → π(f ) with probability one as M → ∞, for any N ≥ 2 and any θ ∈ R p 1 +···+p d .
Illustrations
6.1 Gibbs sampler with importance sampling 6.1.1 Sampling from a bivariate normal distribution
We initially consider sampling from a simple bivariate normal distribution for which the Gibbs sampler is also available. The target distribution is
where ρ ∈ {0.25, 0.5, 0.99}. We are interested in MCMC estimators of the mean, variance and a tail probability of the marginal distribution of
We compare the exact Gibbs sampler, the Metropolis-within-Gibbs (MwG) sampler, and the MIIS algorithm of Section 4.2 (Algorithm 5), which we combine with antithetic variables as in Section 4.3 (Algorithm 6). The importance distribution q s,i (x s,i ) for the MIIS method is Student's t with 5 degrees of freedom, shifted and rescaled to have same mean and variance as the target conditional distribution π s (x s |x \s ). We use the same proposal for MwG. The number of particles in the IS approximation is N = 50. To make the Gibbs and MwG method comparable to MIIS, we sample 50 iterates of x s conditional on the current state of x \s in the chain in these methods.
We use control variates of MIIS as in Section 5.3. The estimator is given by (11), where we use two control variates for each estimate
The control variates are the difference between the standard MCMC estimate and the corresponding MIIS estimate that reuses all the particles. We also consider control variates for the Gibbs sampler based on the exact conditional expectations as in Dellaportas and Kontoyiannis (2012) . They consider the same bivariate Gaussian example as our illustration. We apply the overlapping batch means method in Flegal and Jones (2011) to estimate the covariance matrix of the standard estimator (7) and the control variates based on the output of each chain. That allows us to estimate the optimal coefficients for the control variates as described in Section 5.3. Table 1 displays the results. We report the estimated mean square errors (MSE) for each expectation estimator based on 500 independent Markov Chains with 10,000 iterations (after a burn-in period of 1,000 iterations). When the correlation in the target bivariate normal distribution is pronounced (ρ = 0.99), the MIIS-CV method nearly matches the efficiency of the exact Gibbs sampler with control variates. The MIIS method improves the MSEs for the mean and variance by a factor of a hundred compared to the MwG estimate: the control variates efficiently explore the high correlation between the two variables to reduce variance. As the correlation becomes lower, the MIIS-CV method displays a lower but still substantive reduction in relative MSE in comparison to MwG. 
Mixed Logit Model
We consider posterior simulation for the Mixed Logit model as an applied example to which we need to apply a method such as Gibbs sampling with importance sampling.
The binary Mixed Logit model specifies the probability that individual chooses a certain alternative j = 1 (over j = 0) at occasion t as
where β i = (β 0i , β 1i , . . . , β Ki ) ′ are the vectors of utility weights and X it = (x 1it , . . . , x Kit ) ′ are the vector or attributes for the choice. The individuals constants are β 0i = β 0 + η 0i with η 0i ∼ N(0, σ 2 0 ) and the attribute weights for each individual are latent variables with specification
with
′ , while the vector of latent variables for each individual is x i = (η 0i , . . . , η Ki , λ i ). The Mixed Logit model captures heterogeneity in preferences by allowing individuals to weight the choice attributes differently. By introducing taste heterogeneity, the MIXL specification avoids the restrictive independence of irrelevant alternatives property of the standard multinomial logit model (Fiebig et al., 2010) .
We consider an empirical application to the Pap smear data set used for simulated maximum likelihood estimation in Fiebig et al. (2010) . In this data set, I = 79 women choose whether or not to have a Pap smear test on T = 32 choice scenarios. We let the observed choice for individual i at occasion t be y it = 1 if the woman chooses to take the test and y it = 0 otherwise. Table 2 lists the choice attributes and the associated coefficients. We impose the restriction that σ 2 5 = 0 in our illustrations since we have found no evidence of heterogeneity for this attribute. To simplify the computational algorithm for this example given this restriction, we fix β 5 at the maximum likelihood estimate. We specify the priors as β 0 ∼ N(0, 100),
The standard deviation parameters have half-Cauchy priors, see Gelman (2006) .
Results
We focus on the estimation of the posterior mean of the model parameters, that is
We implement MIIS and Metropolis-within-Gibbs algorithms that iteratively sample the parameters and the choice attributes (for all individuals) conditional on each other. Equation (14) implies that given β ki for all i and k = 0, 1, . . . , 4), the problem reduces to sampling the means and variances of 5 independent Gaussian distributions. As before, the number of importance samples for the MIIS method is N = 50. We generate 50 iterates of x s conditional of the previous value of x \s in the MwG algorithm to make the two methods comparable. The proposal for the individual choice attributes combines the efficient importance sampling (EIS) method of Richard and Zhang (2007) with the defensive sampling approach of Hesterberg (1995) . The importance density is the two component defensive mixture
where h EIS (x i |y i1 , . . . , y iT ) is a multivariate Gaussian importance density obtained using the EIS method. Following Hesterberg (1995) , the inclusion of the state prior p(β i ) in the mixture ensures that the importance weights are bounded. We set the mixture weight as π = 0.5. The proposal for the parameters conditional on the choice attributes factorizes into 5 bivariate proposals. We use the EIS method to obtain the importance parameters.
We use antithetic variables throughout. We consider twenty control variates for each MIIS estimate. The control variates based on the parameters are
We use two types of control variates based on the individual choice attributes. The first group of control variates based on the choice attributes is
and the second is
The motivation for these control variates is that the parameters of the model are the mean and variance of the individual choice attributes, see equation (14). Because of the correlation between the parameters and the choice attributes in the Markov chain, we expect these control variates to be correlated with the posterior mean estimates of the parameters. Moreover, the use of all twenty control variates simultaneously allows us to take to leverage the posterior correlations for variance reduction. We estimate the optimal control variate coefficients as in the last section. Table 3 reports the estimated mean square errors for each method. The results are based on 500 independent Markov Chains with 20,000 iterations after 1,000 burn-in draws. The MIIS column in the table corresponds to the Rao-Blackwellized estimate π M,N M IIS (θ j ) given by (8). We initialize the chains at the maximum likelihood estimates. We approximate the "true" posterior means by averaging all the 500 MwG and MIIS estimates (without control variables). The results show that the benefits of using the MIIS RaoBlackwellized estimates by themselves may be small or negligible because autocorrelation in the MIIS chain dominates the variance of the estimates. When we use these estimates to construct the control variates, we improve the MSEs by a factor of 4 to 20 compared to the MwG estimate. The two methods have the same computational cost. Suppose that we observe a realisation of the process over a certain time window and record n event times. Fearnhead and Sherlock (2006) derived the likelihood for the model
where ν is the initial distribution of X t (which we take to be the stationary distribution of chain implied by Q), Ψ = diag(ψ), ι is a vector of ones, t 1 is the time from the start of the observation window until the first event, t i is the time between events i − 1 and i, and t n+1 is time between event n and the end of the observation window.
Simulation Study
We replicate the simulated setting in Sherlock et al. (2010) . We simulate the MMPP model with d = 2 dimensions over an observation window of 100 seconds. The generator matrix Q has parameters q 12 = q 21 = 1. The intensity vector is ψ = (10, 17) ′ . In the second, ψ = (10, 17) ′ . As in the Sherlock et al. (2010) application, we complete the model by specifying exponential priors for all the parameters. The means of the priors are the true parameters.
We consider four different methods: the standard RWM algorithm, the multipletry RWM (MTM) of Liu et al. (2000) , the MIIS random walk method (Algorithm 7). We consider a random walk on the posterior of the transformed parameter vector θ = (log(ψ 1 ), log(ψ 2 − ψ 1 ), log(q 12 ), log(q 21 ). Let i index the current iteration of the Markov Chain for the posterior. The proposal for all methods is
where Σ is an estimate of the posterior covariance matrix of θ based on a trial run of the RWM algorithm. The scaling of the proposal aims to achieve an acceptance rate of 0.234 in the standard RWM algorithm, which is optimal rate under certain assumptions; see the discussion in Sherlock et al. (2010) . We implemented the random walk proposal in the log scale as this approach led to the best results in the original paper. We consider four control variates associated with each parameter
We parallelize the likelihood evaluations over eight cores at every iteration of the MIIS Markov chain. We set the number of particles to N = 8 and N = 16. Our discussion treats the MIIS method with N = 8 draws as being comparable to the standard RWM method, which is not parallelizable. This implies that the MIIS algorithm performs eight times as many likelihood evaluations as the standard RWM algorithm in total, but in the same amount of time under perfect parallelization. We report the actual computational times in the tables. We configure the MTM method such that it performs the same number of likelihood evaluations per iteration as the MIIS algorithm with N = 8. particles However, the parallelization for the MTM method is less efficient as every iteration of the method requires likelihood evaluations in two stages.
The simulation study averages results over ten independent realisations of the DGP. For every realisation, we run 500 independent Markov chains for each method. We run each Markov Chain for 10,000 iterations after discarding a burn-in of 1,000 iterations.
We consider two cases for initialisation. We initialize the algorithm at the maximum likelihood estimate for half the chains. For the other half, we initialize the chain by drawing from the prior. We use the same draw from the prior to initialize all the methods at each replication. Initializing from the prior allows us to compare the convergence performance of each method. We then compute the posterior mean and variance estimates based on each chain. We combine all chains initialized at the true parameters to obtain accurate approximations to the true posterior means and variances. Tables 1 and 4 report the estimated MSEs of the posterior estimates averaged over realisations. We present the results relative to the performance of the RWM method and average over the four parameters for conciseness. We also present the actual computing times, and average acceptance rate and average integrated autocorrelation time (IACT). We base the last two results on longer independent chains with 100,000 iterations (one per simulated dataset).
The MIIS method improves the MSE by a factor of four compared to RWM when we initialize the chains at the true parameters. This gains in performance comes both from reductions in IACT and the use of Rao-Blackwellization to estimate the posterior moments. The MIIS method also outperforms the MTM method, at a lower computational computational cost. Using control variates further reduces the MSE by around 30%. The MIIS random walk algorithm also leads to large gains in robustness over RWM and MTM when initialising from the prior. In this case the MIIS algorithm with N = 8 particles and control variates improves the MSEs by factors of 20 to 100 compared to the standard RWM algorithm. 
Empirical Example
We now apply the RWM, MTM and MIIS methods using data from the empirical example in Fearnhead and Sherlock (2006) . The data consists of positions (in bases) of Chi sites (a DNA motif) in the genome of Escherichia coli bacteria. The specification of the MMPP model is the same as in the simulation study above. We follow the procedure described in Fearnhead and Sherlock (2006) to obtain data-based parameters for the exponential priors. We estimate the MMPP for the lagging part of the outer ring of the E. coli genome strand, which has 117 observations in total. As before, we ran each Markov Chain for 20,000 iterations after discarding a burn-in of 1,000 iterations and initialized all chains at the maximum likelihood estimate. We also use the Hessian of the likelihood at the maximum estimate to obtain the shape of the random walk proposal. Table 5 displays the Monte Carlo mean-square errors over 500 replications of each algorithm. The results show that the MIIS-CV algorithm with N = 16 performs 6 to 10 better than the standard RWM algorithm in terms of MSE. We can expect the MIIS-CV algorithm to have 1.9 to 3.3 times the efficiency of the standard method by dividing the RWM by 3 to match the computational times. The MIIS algorithm also outperforms the MTM method. 
The distribution in the third line follows by integrating out x \k fromπ N (x 1:N , ξ, y, k).
Similarly, one may condition on x 1:n , ξ and obtaiñ
Where the second line follows by calculating the conditional distribution 
A.2 Markov Interacting Importance Samplers
Proof of Theorem 3. The first step is to verify that Γ N (dx 1:N , ξ|y, k) integrates to one,
, which corresponds to the first step of the Gibbs sampler. It also follows that π N (dx) = π(dx) as requested.
It remains to show that
or, equivalently, that P (K = i|x 1:N , ξ) =w(i; x 1:N , ξ), and that π N (x|x 1:n ξ, k) = T (x k , dx; ξ).
Where the second line is the joint distribution, the third line follows from reversibility of the Markov kernel, the fourth line from the definition of the CIS, and the last line from the definition of the weights. The conditional distribution
proving the first step.
Similarly, 
The proof follows after the same arguments as those in Theorem 3. The joint distribution
after integrating out (x s,1:N , ξ s ). Hence,
as requested.
, and Hence, P (K s = k s |x \s , ξ s , x s,1:n ) =w s,ks (x s,ks , ξ s , x \s ). Following same arguments in the proof of Theorem 3 also yield π N (dx s |x \s , ξ s , x s,1:n , k s ) = T (x s , dx s,ks ; ξ s , x \s ).
Finally, one verifies that the algorithm targets π by first integrating out (x i,1:N , ξ i ), i = 1, . . . , d, and then summing over k 1 , . . . , k d .
Proof of Theorem 5. The MIIS is a Gibbs sampler on an augmented space and its transition kernel for some starting value (y, x * 1:n , ξ * , l) ∈ A N +2 × {1 : N} is P M IIS (y, x * 1:N , ξ * , l; E × F × {k}) = E×F Γ N (dx 1:N , dξ|y, l)w k (k; x 1:N , ξ)T (x k , dz; ξ), for E ∈ Ω, F ∈ Ω ⊗N +1 and k ∈ {1 : N}. Reorganizing the terms inside the integral yields Γ N (dx 1:N , dξ|y, l)w k (k; x 1:N , ξ)T (x k , dz; ξ) = π(x k )η(ξ|x k )T (x k , dz; ξ) q \l (dx \l |x l , l, ξ)q l (dx l |ξ) q k (dx k |ξ) × π(y)η(dξ|y)T (y, dx l ; ξ) π(y)q l (x l |ξ) Given that T (x, y; ξ) is not only a function of x, the unbiasedness result does not hold.
Under assumption 1, Proof of Theorem 6. The proof consists in first showing that accessible sets from the ideal Gibbs sampler is also marginally accessible from the MIIS. Because the ideal Gibbs sampler is irreducible, the MIIS is also irreducible. Similarly, irreducibility of the ideal Gibbs sampler implies irreducibility of the MIIS.
The proof of the first claim is parallel to the proof of Theorem 5 part (a). Given x \s ∈ × j =s A j , and y ∈ A s with π s (y|x \s ) > 0, π s (E|x \s ) > 0 implies that the marginal kernel P s,M (y, E; x \s ) > 0 for any E ∈ Ω s . Hence, accessible sets for the ideal Gibbs sampler are also accessible from the MIIS, which means that irreducibility of the ideal sampler is shared by the MIIS. Similarly, lets assume the the MIIS is not aperiodic. Then, because all sets accessible then the ideal Gibbs sampler cannot be aperiodic, contradicting the assumption. The result follows.
A.3 Example
Proof of Corollary 1. The proof follows the same steps as Andrieu et al. (2013) for the i-SIR algorithm. The term in the numerator of the first inequality equals The result follows by combining the bounds.
If A is bounded h(x, y) = min y,z∈A φ(y − z) > ε 0 > 0, and ergodicity follows from Theorem 5 part b.
