Abstract. In this paper we propose a comprehensive energy based scatter correction approach for positron emission tomography (PET). We take advantage of the marked difference between the energy spectra of the unscattered and scattered photons, and use the detailed energy information that comes with the list-mode data for the estimation of the scattered events distribution in the data space. Also, inside the maximum-likelihood expectation maximization (ML-EM) image reconstruction algorithm, we introduce energy dependent factors that individualize the correction terms for each event, given its position and energy information. The central piece of our approach is the two-dimensional detector energy response model represented as a linear combination of four components, each one representing a particular state a PET event can be found in: both photons unscattered, the second scattered while the first not, first photon scattered while the second not, and both photons scattered. For a set of events collected in the vicinity of a point in the projection space, the coefficient of each component is determined by applying a statistical estimator. As result we obtain the number of scattered events that are in the given set. The model gives us also the variation of scatter fraction with the photon pair energies for that particular position in the data space. A simulation study that demonstrates the proposed methods is presented.
Introduction
The detector systems of current positron emission tomography (PET) scanners are capable of estimating the energies (in addition to the positions) of the two photons that are detected in time coincidence. Although the detectors do not have perfect energy resolution, it would be desirable for the measured energies of the two photons to be taken into account in the subsequent processing of the coincidence data to form the reconstructed image. This adds two new parameters to the other four to seven parameters usually measured and used in the reconstruction algorithms. More specifically, the usual parameters are the direction (φ, θ), the position in the projection plane (u, v) , the position of the scanner relative to the patient, the time stamp t used in dynamic reconstruction, and in certain cases the expected emission position along the projection line l estimated from the time of flight (TOF) difference of the two photons. While the usual parameters carry information about the spatio-temporal position of an emission event, the energy parameters bring information about the history of the detected photons. More specifically, the energy parameters indicate the likelihood that the history of the detected particles actually corresponds to the model used in the reconstruction and not to other competing mechanisms, which are, in our case, coincidences involving at least one scattered photon.
In the current general practice the energy information is only marginally used in the reconstruction algorithms, most often by simply accepting for reconstruction only the events with measured energies in an energy window designed to include most of the unscattered photons (Ollinger 1996a) , and not making further use of the specific energy values of the individual events. These accepted events include not only the events that really correspond to the reconstruction model (trues), but also include, with variable fractions, coincidences due to scattered photons (scatters) and random coincidences (randoms) both representing competing mechanisms. In order to produce unbiased estimation of the activity distribution one has to estimate these fractions and use them as correction terms or factors in the reconstruction algorithm. The amount of randoms is usually estimated from additional measurements (counts in a delayed coincidence window, or count rates of single detected photons "singles") from which the distribution of a single scalar over the sinogram space is determined. For scatter estimation the current state of the art methods involve image based simulations in which the distribution of a single scalar value (the scatter fraction) in the sinogram space is determined from an initial estimate of the activity distribution, together with a map of the attenuation distribution. The usual used image based methods are either single scatter simulations (with multiple scatter neglected) (Ollinger 1996b , Watson et al. 1996 , Watson 2000 , Werling et al. 2002 , Accorsi et al. 2004 or Monte Carlo simulations (Zaidi 1999 , Holdsworth et al. 2002 , Qi & Huesman 2002 . Other scatter correction methods were recently reviewed in (Meikle & Badawi 2003 , Zaidi & Koral 2004 . Of special interest for us are the energy based approaches.
The energy spectrum analysis methods were first introduced in single photon emission computed tomography (SPECT) as the dual energy window (DEW) method (Jaszczak et al. 1984 , King et al. 1992 . Refined approaches using triple or multiple energy windows (Koral et al. 1988 , Ogawa et al. 1991 , Wang & Koral 1992 , Haynor et al. 1995 , El Fakhri et al. 2003 were also developed. Judging from the ability to accurately estimate the scatter fraction the energy methods in SPECT give acceptable results for detectors with good energy resolution (Farncombe et al. 2004) , when their assumptions are in good agreement with the theory of photon Compton scatter (see the discussion in 2.1). Today energy based scatter correction methods in SPECT are accepted in clinical practice (Narayanan et al. 2003) .
Inspired from SPECT the dual energy window method was empirically extended to PET in (Bendriem et al. 1993 , Grootoonk et al. 1996 and subsequently several improved variants were proposed (Shao et al. 1994 , Adam et al. 2000 . Compared to SPECT the energy based methods in PET had a rather limited success (Harrison et al. 1991 , Cutler & Hoffman 1993 due to a combination of factors. Probably the most important factor is the more complicated relation between the photons' energies and the scatter status of a PET event compared to the case of SPECT, as we will show in the next section. Another reason was the limited two-dimensional spectral information acquired in only two or three energy windows for both photons combined. A significant factor was also the poor energy resolution of the earlier PET scanners (the DEW method was often tested on BGO scanners that had quite poor energy resolution).
A particular case of energy spectral analysis approach was proposed in (Bentourkia et al. 1995a , Bentourkia et al. 1995b ). Detailed two-dimensional energy spectra were collected in 16 × 16 energy windows for each projection line. Scattered and non-scattered energy dependent spatial components in the projection space (mono-exponential functions) were identified through a fit. The hardware complexity as well its high statistics demand limited the adoption of this approach.
The interest in energy based scatter correction methods has been revived with the advent of list-mode data storage, where the energy information can be stored for each photon as precisely as the detector can measure. In (Levkovitz et al. 2001 ) a simple method assigns to each event a different weight depending on whether both photon energies are above a certain threshold, or one is below, or both energies are below the threshold. The proper threshold and the weights are empirically determined. An improved method that uses energy dependent weights for scatter correction was proposed recently (Chen et al. 2003 , Chen 2005 . The weights, which should represent the probability an event is a "true" given the values of its two energies, are obtained from a precomputed representative trues fraction table obtained by averaging Monte Carlo simulation results for a variety of activity and attenuation configurations.
In this paper we propose a comprehensive approach in which we use the detailed energy information that comes with the list-mode data and take advantage of the marked difference between the energy spectra of unscattered and scattered photons. The energy information is used in two ways (which may be considered separately or combined together):
• For the estimation of the scattered events distributions.
• In the reconstruction algorithm, for individualizing the correction terms (scatter and randoms) for each event, by taking into account the probability of each event to be a true, a scatter or a random given its position and energy information.
The main aim of this work is to present the principles of the proposed methods. It is focused less on the implementation details, or the search for the optimal parameter values needed for specific application conditions. However, we will give examples of practical applications demonstrating the methods, and the possible limitations and the tradeoffs are discussed. The paper is organized as follows. The theoretical aspects are presented in section 2, where we start by describing the detector energy response model for the single photon case, and the coincidence detected photons case, respectively. In the following subsection 2.2 (and in more detail in the appendices) we present the ways in which the proposed energy model can be used for statistical scatter estimation, followed by a discussion of the conditions for a robust application. Then we introduce the energy model in the maximum-likelihood image estimation formalism obtaining the equations for a maximum-likelihood expectation maximization (ML-EM) energy dependent image reconstruction algorithm. In section 3 we present a simulation study that shows how the proposed methods can be applied, and in section 4 we present the scatter estimation and image reconstruction results. The final section presents our discussion and conclusions.
Theory
The central piece of our approach is the two-dimensional detector energy response model represented as a linear combination of four components, each one representing a particular state a PET event can be found in: both photons unscattered, the second scattered while the first not, first photon scattered while the second not, and both photons scattered. For a set of events collected in the vicinity of a given data point (line of response -LOR), we can estimate the coefficient of each component by applying a statistical estimator. As a result we obtain the number of scattered events that are in the given set: this is the first manner in which we use the energy information. The model also gives us the variation of scatter fraction with the energies of the photons for that particular position in the data space: introducing this information in the reconstruction algorithm is the second manner in which we take advantage of the energy information.
Detector energy response model
The unscattered incident photons hit the detector with their original emission energy (511 keV for PET) and give an energy response (spectrum) typically described by the curve A(E) in Figure 1 . For a given detection system (or distinct regions within a detector) this shape depends mostly on the characteristics of the detector, and it can be experimentally determined. Figure 1 . Typical plots of the detected photons energy spectra as a function of the number of scatters (n s ) suffered by the photon. The curve A(E) represents the spectrum of unscattered photons, B(E) the spectrum of the photons that suffered at least one scatter and S(E) is the total spectrum. Monte Carlo simulation realized for a NaI 2.5 cm thick block detector with ≈ 10% FWHM relative energy resolution. Note that the plots show the absolute count levels for A(E), B(E), and S(E) whereas in the text the A(E) and B(E) are normalized.
The incident photons that suffered at least one scatter in the attenuation medium (the patient body and the bed) and lost part of their energy have a different spectrum, typically represented by the curve B(E) in Figure 1 . The shape of this curve depends on the detector position and intrinsic characteristic, as well as the spatial distributions of the activity and the attenuation medium. However, the energy interval we are interested in, lies above a certain limit E fit and if this value is high enough the variation of the B(E) curve in this region is limited. We will discuss this point in more detail in the next section (see also Figure 3 ). As a first approximation we will consider a unique curve B(E).
With the unscattered energy component A(E) determined from detector measurements, and the average scattered component B(E) determined from measurements and simulations performed for typical phantom/patient sizes, we can express the energy distribution of the detected photons as
In this equation, s, t are the number of scattered, respectively true (not scattered) photons detected, with A(E) and B(E) normalized so that E A(E)dE = E B(E)dE = 1 over the energy domain of interest E.
In the case of a PET photon pair each photon can fall into one of the two categories. Therefore, in any collection of coincidence detected photon pairs we can distinguish four groups: a fraction σ 0 of true coincidences (both photons unscattered), a fraction σ 1 of events with the second photon scattered while the first not; a fraction σ 2 of events with the first photon scattered while the second not, and another fraction σ 3 of events with both photons scattered. The total fraction of events with scattered photons is s = σ 1 + σ 2 + σ 3 . The joint energy distribution for the coincidence events is given by the bilinear form
where
and e 3 (E 1 , E 2 ) = B(E 1 )B(E 2 ).
Energy based scatter estimation
In the single photon case, for a given set of detected photons with measured energies {E 1 , . . . , E N }, one can estimate s through a statistical fit of the linear expression (1). In Appendix A several methods are presented. In the case of photon pairs, similarly, by fitting the energies of the events collected in the vicinity of a given data point (LOR) with the two dimensional surface (2) we can estimate the local values of the σ coefficients. As a result we obtain the number of scattered events that are in the given set. Also, for that particular position in the data space, we obtain the variation of the scatter amount with the energies of the two photons. For performing the fit several methods are available. The simplest is the extension of the dual energy window method for single photons to the case of photon pairs, which in fact is a 2 × 2 energy window method (two energy windows for each photon) as shown in Appendix B.1. More versatile are the methods that take advantage of each photon's individual energy information, such as the moments method or the maximum likelihood method. More details about the application of these methods are given in Appendix B.
The goodness of the fit depends on how different the two shapes A and B are on the energy interval being considered, as well as on the number of events available for the fit. Given the fact that the scatter (as well as the randoms) are smooth slowly varying distributions, in order to obtain good statistics for the fit we can use a coarse partitioning of the data space and wide overlapping interpolation (smoothing) kernels.
In order to increase the difference between the two shapes A and B a larger energy interval down to a lower limit E fit can be used, while for the image reconstruction itself only the events above a higher setting of the minimum energy level E rec , just below the photopeak, need to be considered (see Figure 1 ). In this case the estimates obtained for the larger energy interval (for fitting) must be renormalized for the smaller energy interval (for reconstruction). The scatter coefficients are adjusted as follows
We assume that initially the e l (E 1 , E 2 ) have been normalized to unity for the fitting energy interval (E fit , E max ), with E max the upper energy limit. The robustness of the approach depends also on how stable is the shape B for different positions in the data space and with the variation of the activity and the attenuation distributions. Therefore the low energy limit cannot be set too low where the multiple scatter components induce a high variability and the detector internal Compton scatters become manifest. For the detectors with good energy resolution the E fit can be taken high enough so the B curve will have a stable shape over the data space as shown in Figure 3 . Since the A and B curves are normalized we are interested only in their relative shapes and not in their absolute values. Refinements using parametrized position dependent shapes can be also considered.
An important feature of the energy-based scatter estimation approach is that, with a proper normalization of A and B spectra components, the values obtained are absolute, thus avoiding the scaling difficulties often encountered with image based scatter estimations.
Incorporation of the energy model into the image reconstruction algorithm
We denote a point in the data space as y ≡ (y g , y e ) ∈ D × E 2 where y g stands for the geometrical coordinates covering the projection data space D, and y e ≡ (E 1 , E 2 ) are the energies of the coincidence detected photon pair. With the activity and the scattered events distributions generically represented by f and respectively σ, the count rate density g in data point y can be expressed as
where g t (y|f ) is the distribution of the true (unscattered) events and g s (y|σ) is the distribution of the scattered photons. The true events distribution depends on the activity distribution f discretely represented by {f i } i=1,I image elements (voxels or image basis function coefficients). With a i (y g ) the probability that an emission from voxel i be detected in the data space point y g (line of response -LOR) and taking into account the energy dependence of the distribution we have
While in reality the scatter contribution depends on the image, in our model the scattered events are treated as background counts and their distribution g s (y|σ) does not depend directly on the image. The spatial and energy distribution of the scattered events is modeled using a finite set of coefficients σ ≡ {σ 1k , σ 2k , σ 3k } k=1,K following the K points of a coarse grid that covers uniformly the geometrical data space (sinogram). We use a continuous model for the spatial variation of the σ l (y g ) coefficients, as a superposition of the neighboring σ lk values
with
Keeping from the equation (2) only the terms corresponding to scattered events we have
For a detected event the probability density of being reported with the attributes y is
where Λ is the expected total number of events (trues and scattered)
is the detection sensitivity for image element i.
For a set of N events Y ≡ {y n } n=1,N . The likelihood function (the probability density) of Y given f and σ is
is the probability of detecting N events following a Poisson
and has the following partial derivatives
Maximum likelihood is reached for
The second order partial derivatives are all non-positive, which (together with the complete coverage of the object) assures the convexity of the log-likelihood function, hence the uniqueness of the solution. The activity distribution f , and that of scattered photons σ, most likely to fit the data can be obtained by using the maximum likelihood expectation maximization algorithm (ML-EM) with the following iterative equations
These equations, especially (13), are similar to the ML-EM equations for list-mode data (Snyder & Politte 1983 , Barrett et al. 1997 , Reader et al. 1998 , Qi & Huesman 2002 with the difference that we have included the energy-dependent factors, since y n ≡ (y g n , y e n ) (note the energy-dependent terms in the numerators and denominators of these equations). One can use the equations (13) and (14) together to simultaneously estimate the activity and scatter distributions, using the energy pairs as discriminating variables. However, in the numerical experiments that will be discussed in this paper we have limited ourselves to the approach described in the next subsection.
Reconstruction using energy dependent scatter correction
If equation (13) is used alone with the scatter coefficients (σ 1 , σ 2 , σ 3 ) estimated prior to the image reconstruction through an external procedure, then we have a list mode ML-EM image reconstruction algorithm with energy dependent scatter correction for each individual event.
The coefficients {(σ 1k , σ 2k , σ 3k )} can be determined separately through an image based model such as Monte Carlo simulation. It is also possible to determine σ 1k and σ 2k by adapting the current single scatter simulation procedures to calculate separately the scatter occurring for each photon and then neglect or empirically estimate the double scatter term as σ 3k ∝ σ 1k σ 2k . The image based simulations in addition can return LOR dependent B(E) spectra.
If only the equations (14) are used, with the term g t (y|f ) replaced with the zero-th order scatter component b k (y g )e 0 (y e )σ 0k and the corresponding equation for the component l = 0 included, we obtain the ML-EM equations for energy based estimation of the scatter components (σ 0k , σ 1k , σ 2k , σ 3k ).
Consideration of random coincidences
In addition to trues and scatter coincidences the detector records also random coincidences. Therefore in the equation (4) an additional term g r (y|ρ) must be considered (and as a consequence added also to the denominator in equations (13) and (14)). As in the case of trues and scatters, for a given point y g in the data space the two dimensional energy distribution of random coincidence photons can be expressed as a combination g r (y e |ρ) = 3 l=0 ρ l e l (y e ) with r = ρ 0 + ρ 1 + ρ 2 + ρ 3 total random correction. Because in the case of random coincidences the two photons are uncorrelated, unlike in the case of scatter, the estimation of the ρ l coefficients does not require a two dimensional fit. We can express the energy distribution as the product of single scatter energy distributions of the two photons
One can estimate r, s r1 and s r2 by fitting the energies either from single photon or delayed coincidence measurements.
Simulation study
We considered a cylindrical PET scanner with 84 cm diameter and 24 cm length. For studying the energy spectra of scattered and unscattered photons we modeled an inhomogeneous phantom with shape similar to that of the Utah phantom. The physical dimensions of the phantom can be seen in Figure 2 where sections through the attenuation map and activity distribution are shown. The activity distribution follows that of the attenuation coefficient with the values in the two cylindrical cold regions 0.2 times background activity. The phantom's attenuation and activity distributions are extended axially outside the scanner field of view. A large hot sphere with radius 2.5 cm and contrast 4:1 is placed off center in the middle region. In order to reduce further the system symmetry we shifted the phantom 3 cm along the y axis. The data were generated using the Monte Carlo simulation program described in (Popescu & Lewitt 2003 , Popescu 2000 , Popescu 2003 by considering an analog simulation of the photon transport through the phantom and a simplified model for the photon detection using Gaussian distributions for the the energy and time of flight (TOF) resolutions. Detailed information about each detected photon pair, including the energies, the TOF data, and flags indicating the scattered photons were saved in a list using a compact format described in . In this study we have not considered random coincidences.
Here we present results for two scatter estimation cases performed with the energy based moments method as described in Appendix B.2 and using the following four (m, n) pairs of moments {(0, 0), (1, 2), (2, 1), (2, 2)}.
In the first test we considered a non-TOF case with the energy resolution ε E = 6.4% relative standard deviation (≈ 15% relative FWHM). We have selected this energy resolution value after performing several preliminary tests with various energy resolutions. The 15% FWHM energy resolution resulted as roughly the limit beyond which the energy-based scatter estimation methods performed less reliably. However, we caution against any direct extrapolation to the real scanner data since specific hardware and energy calibration aspects may have an influence that has to be determined in further investigations.
In the second case we considered a TOF case with a positioning precision along LOR of σ tof = 3.0 cm (≈ 470 ps FWHM timing resolution) and energy resolution ε E = 3.4% (≈ 8% FWHM). These values have been chosen as rather conservative estimates of the average operating parameters of a new TOF scanner prototype based on LaBr 3 scintillator crystals (Karp et al. 2005) .
The data space is represented using the (φ, θ, u, v, l) coordinates where φ and θ are the usual polar angles designating a direction in space, u and v are position coordinates in the projection plane and l represents the estimated position along a LOR estimated from TOF data. Further in the text when not specified otherwise the numerical values for angles will be given in degrees and for the lengths in centimeters; directions with θ = 90
• are perpendicular to the scanner axis. The scatter data was calculated for a grid using a spacing of ∆φ and ∆θ of 5
• , ∆u and ∆v of 2 cm, and in the TOF case ∆l = 2σ tof . In order to reduce the statistical fluctuations and obtain smoother scatter estimations, the counts were spread among nearby u, v and l bins using weights given by bell shaped kernels b(
direction with a maximum radius of R = r × ∆ where ∆ is the grid spacing along a given dimension; we used r ≈ 2 for u, v and l dimensions. In both cases the data lists contained about 15 million true events. We set an energy threshold E fit of 440 keV for the ε E = 6.4% case, and 450 keV for the ε E = 3.4% case.
Results
In Figure 3 are shown the energy spectra for non-scattered (A) and scattered photons (B) for several positions in the data space, and the overall average, determined from Monte Carlo data for the non-TOF and 15% FWHM energy resolution case. One can notice that while the low energy region of the B spectra shape varies significantly with the position, the high energy portion is more stable, hence for a high enough energy threshold E fit , a unique B shape will represent a robust approximation. The plots in Figure 4 (non-TOF) and Figure 5 (TOF) show a good agreement between the estimated scatter components and the Monte Carlo data. In the TOF case one can notice the significant variation of the scatter with the TOF position.
In Figure 6 and Figure 7 are presented comparisons between the dual energy window (DEW), moments (Mt) and the maximum likelihood methods (ML). One can notice the good performance of the Mt and ML methods compared with the DEW method. This is not surprising given the simplicity of the DEW method and its very rough consideration of the spectral shapes. The DEW method was applied according to the description in Appendix B.1 with energy windows E 0 ≡ [511 keV, E max ] and E 1 ≡ [E fit , 480 keV].
In order to further test our concept we adapted a recently developed TOF list-mode image reconstruction algorithm in order to accept energy dependent correction terms and coefficients. Aspects of the reconstruction algorithm used here were recently described in ). The reconstructed images were represented using 4 mm voxels. We used iterations over 12 subsets made from consecutive events in the list. Further in the text a complete pass through the data will be referred to as an iteration. We performed a multi-realization study using a cylindrical phantom of 32 cm diameter symmetrically placed along the axis of the scanner. The phantom features were placed in two slices each at 2.5 cm distance from the scanner central slice. In each slice we have considered 10 identical hot spheres uniformly placed on the circle of radius 8 cm. In this arrangement the distance between hot spheres is greater than 5 cm, therefore the correlation between spheres in the same image is small enough to enable us to consider each reconstructed sphere as a independent realization. By this means in each reconstructed volume we will obtain 20 realizations of each type of feature and with a few reconstructed images (3-5) we obtain a statistically significant number of feature realizations.
In the case of small features with size comparable with the image voxel size (or blob grid size), for a particular position the possible realizations depend on the particular approximation of the feature at that specific grid position. Instead of having multiple realizations of a unique feature, we have multiple realizations of multiple distinct approximations of that feature. This fact can lead to noticeable inconsistencies in statistical results. In order to avoid this problem we have introduced small fluctuations of the sphere positions as well as small random shifts of the reconstructed image grid.
Four image reconstruction cases were compared: no scatter correction (sn), scatter events removed (sr), energy dependent scatter correction (sr), and static (not energy dependent) scatter correction (ss). In the (sn) case all events with energies above the reconstruction threshold were used and no scatter correction was applied. In the (sr) case the events marked as scattered were not used. In the other two cases we used scatter corrections estimated with the energy based approach applying the moments method in similar conditions as in the tests presented above, with E fit = E rec = 450 keV. In the (se) case we used the equation (13) with the prior estimated scatter coefficients {σ lk }. In the (ss) case we applied the scatter correction by considering only the estimated total scatter distribution in each point
σ lk , obtained by eliminating from equation (13) all the e l (y e ) factors; this is the more traditional way of applying the scatter correction.
Multiple image realizations were obtained by using distinct data sets containing 12 million true coincidences, with an energy resolution of ε E = 3.4% (8% relative FWHM) for non-TOF and TOF cases with σ tof = 3 cm (≈ 470 ps FWHM timing resolution). Hot spheres with contrast 4:1 and 0.5 cm radius were considered.
For each realization of a sphere of radius R = 0.5 cm we measured the signal S as the image average inside the sphere and the background B as the image average outside the sphere and within a radius 2R + 0.5 cm from the center of the sphere. The contrast is defined as C = realizations obtained, the standard deviation σ c 1 , the standard error σ c 1 = σ c 1 / √ N 1 and the uncertainty of the standard deviation estimation ∆σ c 1 ≈ σ c 1 / √ 2N 1 − 2. For the noise estimation we computed the same quantities (c 0 , σ c 0 , σ c 0 , and ∆σ c 0 ) for similar spherical regions at equivalent fixed position but with the signal absent (background only regions). As in the case of non pre-whitening matched filter observer (NPWMF) the noise was evaluated as n = The contrast as function of iteration number and contrast versus noise plots presented in Figure 8 show that the scatter removed (sr) ideal method systematically performs better than the others, as expected, while the no scatter correction (sn) case is relatively largely biased if compared with any other method. The energy dependent correction (se) represents an improvement over the static scatter correction (ss) both in the contrast versus iteration and in the noise versus contrast plots.
Discussion and conclusions
The energy dependent reconstruction method compared with the simple (not energy dependent) scatter correction approach, produces images with improved overall quality, having higher contrast and at the same time lower noise. The scatter, as well as other physical effects that represent departures from the idealized tomographic model, are often seen only as bias terms that can be compensated somehow even after an image was already reconstructed. We emphasize here that the scatter is a problem that affects the overall quality of the activity distribution estimation, both the bias and the variance, and therefore it should be, as much as computationally feasible, fully treated in the model used by the reconstruction algorithm.
Given the theoretical generality of the proposed approach, the main purpose of this paper was to present and demonstrate the principles of the methods without attempting to find the optimal parameterizations and application conditions for specific practical situations. Therefore, for simplicity, we have neglected a number of real data factors. We have not considered the effect of the dispersion of the energy gains, therefore the conclusions relative to the lowest quality of the energy resolution for which the proposed methods are reliable should not be directly extrapolated to the real situations. At the same time, in general the reported energy resolutions of the PET scanners are the system averages that include the system wide variability, with values significantly worse than the energy resolution measured for a single block on the laboratory bench. The energy resolution values that we used in our simulation study can be seen as examples of these system wide values. Also, because we estimate the scatter for a coarse grid and use overlapping kernels, for one set of σ lk coefficients we have contributions from a large number of LORs. Therefore, it is not unreasonable to expect that the average energy resolution will be a good representation of the local one. In this context it should be noted that the methods we propose allow for the use of position specific energy spectra components.
From the numerical experiments we can conclude that the energy based scatter estimation method is feasible in the cases when the energy resolution is good enough so that the photopeak shape A does not spread over the less stable portion of the shape B. Better energy resolution leads to better estimations.
The main difference between the energy based scatter estimation part of our approach and the previous dual energy window (DEW) type approaches applied in PET, is found in the four energy component model we are proposing, which leads to the estimation of four independent coefficients. The previous DEW methods in PET attempted to empirically estimate the scatter fraction by establishing a proportionality relation of some sort between the number of counts collected in the energy windows used, overlooking the fact that the total scatter fraction in reality is the sum of at least three independent parameters. The need for multiple components is clearly revealed when symmetries are broken, as best shown in the TOF depth profiles d) and e) in Figure 5 . When used with the moments method or the maximum likelihood method, our approach benefits also from the more detailed energy information that comes with listmode data. Another benefit of working with an underlying energy model arises from the fact that if the results are obtained for one energy range they can be easily renormalized for a different energy range, as shown in equation (3).
The energy-based image reconstruction approach proposed here uses scatter corrections that vary both with the LOR position (due to the variation with position of the σ lk coefficients) and the energy (due to consideration of the energy dependent factors), while in the methods using energy dependent weights discussed in the introduction (Levkovitz et al. 2001 , Chen et al. 2003 , Chen 2005 ) the variation with the LOR position is neglected. It must be noted that using a position independent weight table leads to decreased contrast in the hot regions where the local trues fraction is above the average, an undesirable effect when the goal is to detect these same small hot spots (small lesions). In our approach we incorporate the scatter correction as an additive term that naturally integrates with the randoms correction term and avoids the general drawback of the correction by weights approach that leads to an alteration of the true probabilities.
Compared with the current most widely used image based simulation method for scatter estimation (Ollinger 1996b , Watson et al. 1996 , Watson 2000 , Werling et al. 2002 , Accorsi et al. 2004 ) the energy based approach inherently considers the scatter from outside the field of view. Another advantage is that it estimates the scatter distributions in absolute values, eliminating the need for the error prone tail fitting scaling. The proposed methods also directly provide the position and energy dependent scatter corrections necessary for the energy-dependent image reconstruction. The single scatter simulation method can be modified in order to provide two of the components (single scatter fractions for each photon in a PET pair). With the third (double scatter fraction) neglected or empirically estimated from the first two, one can still use the model we propose to perform an energy dependent image reconstruction. However, the energy based methods operate by performing only a simple statistical analysis of the population of events recorded, and therefore they are considerably more convenient and flexible.
, where Λ = t + s is the expected total number of counts. For a given data set {E 1 , . . . , E N } the likelihood function is
is the probability of detecting N events following a Poisson distribution. The maximum likelihood point satisfies
= 0, and can be reached using the following maximum likelihood expectation maximization (ML-EM) iterative update equations:
Appendix B. Energy based scatter estimation for PET Appendix B.1. The 2 × 2 energy windows method
The extension of the dual energy window method to the case of photon pairs gives us a 2 × 2 energy window method (two energy windows for each photon). Let be N 0 the observed number of photon pairs with both energies in the window E 0 , N 1 the number of events with (E 1 , E 2 ) ∈ E 0 × E 1 , N 2 the number events with (E 1 , E 2 ) ∈ E 1 × E 0 and N 3 the number of events with (E 1 , E 2 ) ∈ E 1 × E In order to minimize the estimation errors one should choose an energy windows arrangement that maximizes the determinant of the equation system. As in the single photon case, this is achieved when we have a large difference between the contributions of the two distributions in the two energy windows, e.g. α 0 β 1 α 1 β 0 .
Appendix B.2. The moments method
Similar to the single photon case, we can estimate the moment of order (m, n) of the energy distribution of the photon pairs by computing the quantityq mn = By conveniently selecting four combinations (m, n) we can obtain an equation system as in the case of the dual energy window method (B.1).
Appendix B.3. The ML-EM method
Using notations similar to those used in section 2.3, for a given region in the data space the expected number of counts is Λ = 
. Considerations about the practical implementation
For simplicity we have presented all the above methods for the case of an individual data space position (a LOR vicinity) where are processed only the events from the list that are relevant for that position. In the practical situations we need to determine the entire ensemble of scatter coefficients {σ lk }, with k covering the whole data space, as defined in section 2.3. In all methods, for each k position index is necessary to evaluate an additional set of four variables. For example in the case of 2 × 2 energy windows method we have the measured (N 0k , N 1k , N 2k , N 3k ) set, in the case of moments method we have (q 0k , q 1k , q 2k , q 3k ) set with the components defined for four different (m, n) moments pairs. And, in the case of ML-EM method we have (c 0k , c 1k , c 2k , c 3k ) sets, with c lk = , l = 0, 1, 2, 3 that are used for each iteration update (B.4). The ensemble of these additional 4-variable sets can be evaluated together in an event driven manner through one list pass. It is not necessary to bin or rearrange the events in the list. In the case of 2 × 2 energy window and moments methods the calculations are completed by solving for each k index a 4-equations system to obtain the scatter coefficients. In the case of ML-EM several iterations are necessary. The size of the scatter coefficients arrays are of easily manageable proportions, due to the coarse sampling.
For the examples presented in section 3 the size was about 1 MB for the non-TOF case, and about 12 MB for the TOF case.
In order to obtain good statistics for the fit performed at each k position index, we can split an event between the nearby grid positions by assigning weights computed using distance dependent kernels, as it is exemplified in the simulation study in section 3. Also, in the case when the continuous representation in the form of equation (6) is used, for the ML-EM method we have the equation (14) with the modifications discussed in subsection 2.4.
