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Abstract
In this paper we study the local well-posedness of the initial value problem for a Nutku-Og˜uz-Burgers system
with time dependent coefficients, formed by two Korteweg-de Vries equations coupled through the non-linear terms.
The system appears as a model of wave propagation in a shallow channel with variable bottom surface, in which
both nonlinear and dispersive effects are relevant. The proof of existence and uniqueness of local solution and the
continuous dependence on the initial data of the local solution in Sobolev spaces Hs (R)×Hs (R), s > 3/2, are
based on the works [9] and [17].
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Resumen
En este artículo estudiamos la buena formulación local de valor inicial para un sistema Nutku-Og˜uz-Burgers
con coeficientes dependientes del tiempo, formado por dos ecuaciones de Korteweg-de Vries acopladas a través
de los términos no lineales. El sistema aparece como un modelo de la propagación de ondas en un canal de poca
profundidad con la superficie del fondo variable, en el cual tanto los efectos no lineales como los dispersivos son
relevantes. Las demostraciones de la existencia y unicidad de la solución local y la dependencia continua de la
solución local respecto de los datos iniciales en los espacios de Sobolev Hs (R)×Hs (R), s > 3/2, se basan en
los trabajos [9] y [17].
Palabras clave. Problema de valor inicial, Ecuación de Korteweg-de Vries, Buena formulación local, Espacios de Sobolev.
1. Introduction. In this paper we analyze the local well-posedness of the initial-value problem associated
with the system
(1.1)

∂tu+ ∂
3
xu+ α (t)u
p∂xu+ v
p∂xv + ∂x (uv
p)− µ∂2xu = 0
∂tv + ∂
3
xv + u
p∂xu+ β (t) v
p∂xv + ∂x (u
pv)− µ∂2xv = 0
u (x, 0) = ϕ (x)
v (x, 0) = ψ (x) .
where u = u (x, t) and v = v (x, t) are real value functions, (x, t) ∈ R × [0,+∞[, ϕ and ψ are initial data, α (t)
and β (t) are real non-negative, continuous and bounded functions α (t) + β (t) = 1 and the exponent p is an
integer greater than or equal to one.
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The system in (1.1) is a generalized version of the system
(1.2)
{
∂tu+ ∂
3
xu+ αu∂xu+ v∂xv + ∂x (uv) = 0
∂tv + ∂
3
xv + u∂xu+ βv∂xv + ∂x (uv) = 0
where α, β are real positive constants such that α + β = 1 stablished by Y. Nutku y Ö. Og˜uz [18] studied by
J. Montealegre [15, 16]. The system (1.2), which has the structure of two Korteweg-de Vries equations coupled
by the non-linear terms, it appears as a propagation model of waves in physical systems in which both nonlinear
effects and the dispersives are relevant (see, for example, [4, 5, 14]). Different properties of the system (1.2) have
been studied, including the theory of local well-posedness in spaces of high regularity [15] and its extension to
spaces of low regularity [16].
Our purpose in this paper is to show the local well-posedness of the problem (1.1) in Hs = Hs × Hs with
s > 32 , that is, we will prove that there is T > 0 and ~u : R× [0, T [→ R2, ~u = (u, v) is the unique solution of the
initial value problem (1.1) which depends continuously on the initial data whenever ~ϕ = (ϕ,ψ) ∈ Hs.
We shall use standard notation: we consider an interval I ⊆ R, by L∞ (I) we shall denote the space of
measurable essentially bounded functions in I with its usual norm. The Fourier transform of u is defined as û (ξ) =
(2pi)
−1/2 ∫
R e
−iξxf (x) dx, and the inverse Fourier transform of uˇ is given by uˇ (x) = (2pi)−1/2
∫
R e
iξxf (ξ) dξ.
For each s ∈ R, we shall denote by Hs = Hs (R) the Sobolev space of order s defined as the completion of the
Schwartz space S = S (R) with respect to the norm
‖u‖2Hs =
∫
R
(
1 + ξ2
)s |û (ξ)|2 dξ,
and we denote by Hs = Hs ×Hs with the norm ‖~u‖2Hs = ‖u1‖2Hs + ‖u2‖2Hs for ~u = (u1, u2).
If X is an arbitrary Banach space and T is a positive real number, we denoted by L∞ ([0, T ] : X) the Banach
space of measurable functions u : [0, T ] → X such that t 7→ ‖u (t)‖X belongs to L∞ ([0, T ]) and C ([0, T ] : X)
the vector subspace of L∞ ([0, T ] : X) of all continuous functions endowed with their usual norm. We denote by
Js =
(
I − ∂2x
) s
2 and Ds =
(−∂2x) s2 , the Bessel and Riesz potentials of order −s respectively. Let A and B two
operators, then the commutator is given by [A,B] = AB − BA. Thus, [Js, u] v = Js (uv)− uJsv in which u is
regarded as a multiplication operator.
The following lemmas will be useful in the next sections.
Lemma 1.1. Let u, v ∈ S (Rn) be two real functions, s > 1 + n2 and t ≥ 1. Then, there exists C =
C (s, t, n) > 0 such that
(1.3) |〈u, v∂αu〉Ht | ≤ C
[‖∇v‖Hs−1 ∥∥u2∥∥Ht + ‖∇v‖Ht−1 ‖u‖Hs ‖u‖Ht]
where |α| = 1.
Proof. See [11, Lemma A.5.] 
Lemma 1.2. Let u, v ∈ S (R), 1 < p <∞ and s > 0, then
(1.4) ‖Js(uv)‖Lp ≤ C (‖u‖Lp1 ‖Jsv‖Lp2 + ‖Jsu‖Lp3 ‖v‖Lp4 )
and
(1.5) ‖[Js, u] v‖Lp ≤ C
(‖∂xu‖Lp1 ∥∥Js−1v∥∥Lp2 + ‖Jsu‖Lp3 ‖v‖Lp4 )
where p2, p3 ∈ ]1,∞[ and p1, p4 are such that 1p1 + 1p2 = 1p = 1p3 + 1p4 .
Proof. See [13] 
The inequality (1.5) is also true if p1 = p4 =∞ and p2 = p3 = p as shown in [13, Lema X1].
2. The linear problem. Consider the linear problem associated with (1.1), which in its vector form is written
(2.1)
{
∂t~u (t) +Aµ~u (t) = 0 , x ∈ R, t > 0
~u (0) = ~φ
where ~u = (u, v), ~φ = (ϕ,ψ) and Aµ is the operator defined by
(2.2)
{ D(Aµ) = Hs+3, s ≥ 0
Aµ~u =
(
∂3xu− µ∂2xu, ∂3xv − µ∂2xv
)
, ~u = (u, v) ∈ Hs+3.
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Proposition 2.1. The operator −Aµ : Hs+3 ⊆ Hs → Hs is m-dissipative in Hs , s ≥ 0.
Proof. First we note that −Aµ~u ∈ Hs, since if ~u = (u, v) ∈ Hs+3, then the definition of −Aµ, the properties
of the norm and the inner product inHs, the inequality
∥∥∂kxu∥∥Hs ≤ ‖u‖Hs+k and because Hs+3 ↪→ Hs+2 we get
(2.3) ‖−Aµ~u‖2Hs =
(
1 + µ2
) [∥∥∂2xu∥∥2Hs + ∥∥∂2xv∥∥2Hs]− 2µ [〈∂3xu, ∂2xu〉Hs + 〈∂3xv, ∂2xv〉Hs] .
Using integration by parts, in (2.3) we have
‖−Aµ~u‖2Hs ≤
(
1 + µ2
) ‖~u‖2Hs+3 .
Therefore −Aµ~u ∈ Hs.
The definition of −Aµ, the properties of the inner product and integration by parts, we obtain
〈−Aµ~u, ~u〉Hs = −µ
(
‖∂xu‖2Hs + ‖∂xv‖2Hs
)
≤ 0.
Getting that operator −Aµ is negative, therefore −Aµ is dissipative in Hs.
The operator I + Aµ is surjective, that is, for each ~v = (u, v) ∈ Hs there exists ~u = (f, g) ∈ Hs+3
such that (I +Aµ) ~u = ~v. In fact, let ~v = (u, v) ∈ Hs, then ~u = (f, g) with f̂ (ξ) = û (ξ)
1 + µξ2 − iξ3 and
ĝ (ξ) =
v̂ (ξ)
1 + µξ2 − iξ3 satisfy (I +Aµ) (f, g) = (u, v). To conclude the proof it will be shown that ~u ∈ H
s+3.
Indeed, we have
(2.4) ‖~u‖2Hs+3 = ‖f‖2Hs+3 + ‖g‖2Hs+3
where
‖f‖2Hs+3 =
∫
R
(
1 + ξ2
)s+3 |û (ξ)|2
(1 + µξ2)
2
+ ξ6
dξ ≤ C
∫
R
(
1 + ξ2
)s+3 |û (ξ)|2
(1 + ξ2)
3 dξ = C ‖u‖2Hs ,
for which the inequalities
(
1 + µξ2
)2
+ ξ6 ≥ C (1 + ξ2)3 were used. In the same way,
‖g‖2Hs+3 ≤ C ‖v‖2Hs .
Hence, in (2.4) we obtain
‖~u‖2Hs+3 ≤ C
(
‖u‖2Hs + ‖v‖2Hs
)
= C ‖~v‖2Hs .
which implies that ~u ∈ Hs+3. 
Theorem 2.2. If µ > 0, the −Aµ operator is the generator of a semigroup of contractions
{
~Wµ (t)
}
t≥0
in
Hs with s ≥ 0, such that for any ~φ ∈ Hs the function
~Wµ (·) ~φ : R+0 → Hs
is the unique solution of the initial value problem (2.1) in
C ([0,+∞[ : Hs) ∩ C1 ([0 +∞[ : Hs−2) .
Moreover, if ~φ = (ϕ,ψ) ∈ Hs then
(2.5) ~Wµ (t) ~φ = (Wµ (t)ϕ,Wµ (t)ψ)
where Wµ (t) are the Fourier multipliers defined by
(2.6) Ŵµ (t)ϕ (ξ) = e(iξ
3−µξ2)tϕ̂ (ξ) ,
and for each t ≥ 0 we have ~Wµ (t) ∈ L (Hs : Hs+σ) for any σ ≥ 0 with
(2.7)
∥∥∥ ~Wµ (t) ~φ∥∥∥
Hs+σ
≤ Kσ
√
1 +
1
(2µt)
σ
∥∥∥~φ∥∥∥
Hs
.
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Proof. The first and the second statements are consequences of proposition 2.1, the Lumer-Phillips’s theorem
and the theory of semigroups of linear operators. To obtain (2.5) and (2.6) it is sufficient to take the Fourier
transform in the spatial variable, solve the resulting system of ordinary differential equations and use the function
~Wµ (·) ~φ which is the unique solution of the problem (2.1).
Now we will prove the inequality (2.7). If ~φ = (ϕ1, ϕ2) ∈ Hs we have∥∥∥ ~Wµ (t) ~φ∥∥∥2
Hs+σ
=
2∑
j=1
∫
R
(
1 + ξ2
)s+σ ∣∣∣e(iξ3−µξ2)tϕ̂1 (ξ)∣∣∣2 dξ.
Since
(
1 + ξ2
)σ ≤ C (1 + ξ2σ) for j = 1, 2, we obtain that
(
1 + ξ2
)s+σ ∣∣∣e(iξ3−µξ2)tϕ̂j (ξ)∣∣∣2 ≤ C (1 + ξ2)s e−2µξ2t |ϕ̂j (ξ)|2 + Cξ2σ (1 + ξ2)s e−2µξ2t |ϕ̂j (ξ)|2
Hence, ∥∥∥ ~Wµ (t) ~φ∥∥∥2
Hs+σ
≤ C
∫
R
e−2µξ
2t
(
1 + ξ2
)s (|ϕ̂1 (ξ)|2 + |ϕ̂2 (ξ)|2) dξ
+C
∫
R
ξ2σe−2µξ
2t
(
1 + ξ2
)s (|ϕ̂1 (ξ)|2 + |ϕ̂2 (ξ)|2) dξ
≡ I1 + I2,(2.8)
where
I1 ≤ C
∫
R
(
1 + ξ2
)s
sup
ξ∈R
e−2µξ
2t
(
|ϕ̂1 (ξ)|2 + |ϕ̂2 (ξ)|2
)
dξ = C sup
ξ∈R
e−2µξ
2t
∥∥∥~φ∥∥∥2
Hs
and using the inequality ξ2σe−2ξ
2µt ≤ σσe−σ(2µt)σ valid for all µ > 0, t ≥ 0 and σ ≥ 0, we obtain
I2 ≤ Cσ
σe−σ
(2µt)
σ
∥∥∥~φ∥∥∥2
Hs
.
Then in (2.8) we get∥∥∥ ~Wµ (t) ~φ∥∥∥2
Hs+σ
≤ C sup
ξ∈R
e−2µξ
2t
∥∥∥~φ∥∥∥2
Hs
+
Cσσe−σ
(2µt)
σ
∥∥∥~φ∥∥∥2
Hs
≤ K2σ
(
1 +
1
(2µt)
σ
)∥∥∥~φ∥∥∥2
Hs
where K2σ = max
{
C sup
ξ∈R
e−2µξ
2t, Cσσe−σ
}
, as we wanted to shown. 
3. The integral equation associated with the initial value problem. The initial value problem (1.1) is
written in vector form
(3.1)
{
∂t~u+Aµ~u+ ∂xF (~u) = 0
~u (0) = ~φ,
where ~u = (u, v), ~φ = (ϕ,ψ), the operator Aµ was defined in (2.2) and F is the vector function defined by
(3.2) F (~u) =
(
α (t)
p+ 1
up+1 +
1
p+ 1
vp+1 + uvp,
1
p+ 1
up+1 +
β (t)
p+ 1
vp+1 + upv
)
.
It is readily seen that if µ > 0 is fixed and ~u = (u, v) is solution of (3.1), then ~u is solution of the integral equation
(3.3) ~u (t) = ~Wµ (t) ~φ−
∫ t
0
~Wµ (t− τ) ∂xF (~u (τ)) dτ .
In this section we show the existence of a solution of the integral equation (3.3) that is solution of the problem
(3.1). In the proof of the main result, theorem 3.2, we use Banach’s fixed-point theorem to show the existence of
solution of the integral equation and a classical argument of T. Kato and H. Fujita [12] to show the uniqueness of
the solution.
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Suppose that ~φ ∈ Hs with s > 32 and ~φ 6= 0. For T ≥ 0 any, we define
Es (T ) =
{
~u ∈ C ([0, T ] : Hs) :
∥∥∥~u (t)− ~Wµ (t) ~φ∥∥∥
Hs
≤
∥∥∥~φ∥∥∥
Hs
, 0 < t ≤ T
}
with the metric
d (~u,~v) = sup
0≤t≤T
‖~u (t)− ~v (t)‖Hs , for ~u,~v ∈ Es (T ) ,
it is readily seen that (Es (T ) , d) is a complete metric space. For ~φ ∈ Hs fixed, we define for any ~u ∈ Es (T ) the
application Θ by
(3.4) Θ~u (t) = ~Wµ (t) ~φ−
∫ t
0
~Wµ (t− τ) ∂xF (~u (τ)) dτ , t ∈ [0, T ] .
In the follow proposition we study the properties of the application Θ defined on Es (T ).
Proposition 3.1. If α, β ∈ C (R) ∩ L∞ (R), µ > 0 and ~φ ∈ Hs with s > 32 , then there exists Tµ =
Tµ
(∥∥∥~φ∥∥∥
Hs
, α, β, s, µ
)
∈ [0, T ] such that Θ : Es (Tµ)→ Es (Tµ) is a contraction.
Proof. Let be given any T > 0 , Θ~u (t) ∈ Hs for all t ∈ [0, T ]. Indeed, if ~φ ∈ Hs, by the theorem 2.2
it holds that ~Wµ (t) ~φ ∈ Hs. On the other hand, since Hs is a Banach algebra, it follows that ∂xF (~u (·)) ∈
C
(
[0, T ] : Hs−1
)
, then the integral
∫ t
0
~Wµ (t− τ) ∂xF (~u (τ)) dτ ∈ Hs−1. Moreover, choosing σ = 1 in (2.7)
we obtain ~Wµ (t− ·) ∂xF (~u (·)) ∈ C ([0, T ] : Hs) and∥∥∥∥∫ t
0
~Wµ (t− τ) ∂xF (~u (τ)) dτ
∥∥∥∥
Hs
≤ K1
2µ
∫ 2µτ
0
√
1 +
1
r
dr sup
τ∈[0,T ]
‖∂xF (~u (τ))‖Hs−1 <∞.
Hence, Θ~u (t) ∈ Hs for all t ∈ [0, T ].
Now let’s consider the continuity. For t0 ∈ ]0, T ] suppose that t < t0, in this way
‖Θ~u (t)−Θ~u (t0)‖Hs ≤
∥∥∥ ~Wµ (t) ~φ− ~Wµ (t0) ~φ∥∥∥
Hs
+
∫ t
0
∥∥∥[ ~Wµ (t− τ)− ~Wµ (t0 − τ)] ∂xF (~u (τ))∥∥∥
Hs
dτ
+
∫ t0
t
∥∥∥ ~Wµ (t0 − τ) ∂xF (~u (τ))∥∥∥
Hs
dτ .
Then, due to the strong continuity of the semigroup
{
~Wµ (t)
}
t≥0
we have
∥∥∥ ~Wµ (t0 − τ) ∂xF (~u (τ))∥∥∥
Hs
≤ sup
[0,t0]
∥∥∥ ~Wµ (t0 − τ) ∂xF (~u (τ))∥∥∥
Hs
,
then
‖Θ~u (t)−Θ~u (t0)‖Hs ≤
∥∥∥ ~Wµ (t) ~φ− ~Wµ (t0) ~φ∥∥∥
Hs
+
∫ t
0
∥∥∥[ ~Wµ (t− τ)− ~Wµ (t0 − τ)] ∂xF (~u (τ))∥∥∥
Hs
dτ
+ |t− t0| sup
[0,t0]
∥∥∥ ~Wµ (t0 − τ) ∂xF (~u (τ))∥∥∥
Hs
.(3.5)
The first summation of the second member of (3.5) converges to zero when t → t−0 by the continuity of the
application ~Wµ (·) Φ : R+0 → Hs shown in the theorem 2.2 . The same happens with the second summing for the
same reason and Lebesgue’s dominated convergence theorem. The last addition converges trivially to zero when
t→ t−0 . This shows us the continuity to the left of t0. The continuity to the right of t0 is followed in an analogous
way, and hence the continuity in t0.
Let’s see now, there is T1 = T1
(∥∥∥~φ∥∥∥
Hs
, α, β, s, µ
)
∈ [0, T ] such that Θ defined on Es (T1) and it has range
R (Θ) contained in Es (T1). Let be T > 0 and ~u ∈ Es (T ), then for 0 ≤ t ≤ T, we have
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∥∥∥Θ~u (t)− ~Wµ (t) ~φ∥∥∥
Hs
≤
∫ t
0
∥∥∥ ~Wµ (t− τ) ∂xF (~u (τ))∥∥∥
Hs
dτ.
Using the equality (2.7) with σ = 1 we have
∥∥∥ ~Wµ (t− τ) ∂xF (~u (τ))∥∥∥
Hs
≤ K1
√
1 +
1
2µ (t− τ) ‖∂xF (~u (τ))‖Hs−1 ,
then
(3.6)
∥∥∥Θ~u (t)− ~Wµ (t) ~φ∥∥∥
Hs
≤ K1
∫ t
0
√
1 +
1
2µ (t− τ) ‖∂xF (~u (τ))‖Hs−1 dτ .
But, because of the triangular inequality and because Hs is a Banach algebra, we have
‖∂xF (~u (τ))‖Hs−1 ≤
( |α (t)|
p+ 1
∥∥up+1∥∥
Hs
+
1
p+ 1
∥∥vp+1∥∥
Hs
+ ‖uvp‖Hs
)
+
(
1
p+ 1
∥∥up+1∥∥
Hs
+
|β (t)|
p+ 1
∥∥vp+1∥∥
Hs
+ ‖upv‖Hs
)
≤ 1+‖α(t)‖L∞[0,T ]p+1 ‖u‖p+1Hs +
1+‖β(t)‖L∞[0,T ]
p+1 ‖v‖p+1Hs + ‖u‖Hs ‖v‖pHs + ‖u‖pHs ‖v‖Hs
≤ C
(
‖u‖p+1Hs + ‖v‖p+1Hs + ‖u‖Hs ‖v‖pHs + ‖u‖pHs ‖v‖Hs
)
≤ C ‖~u‖p+1Hs ,(3.7)
where C = C (α, β, s). We note that if ~u ∈ Es (T ) and as
{
~Wµ (t)
}
t≥0
is a semigroup of contractions by theorem
2.2, we have
‖~u‖Hs ≤
∥∥∥~u− ~Wµ (t) ~φ∥∥∥
Hs
+
∥∥∥ ~Wµ (t) ~φ∥∥∥
Hs
≤
∥∥∥~φ∥∥∥
Hs
+
∥∥∥~φ∥∥∥
Hs
= 2
∥∥∥~φ∥∥∥
Hs
and using this inequality in (3.7) we obtain
(3.8) ‖∂xF (~u (τ))‖Hs−1 ≤ C
∥∥∥~φ∥∥∥p+1
Hs
.
Then, from (3.6) and changing the variable we get
(3.9)
∥∥∥Θ~u (t)− ~Wµ (t) ~φ∥∥∥
Hs
≤ C
∥∥∥~φ∥∥∥p+1
Hs
∫ t
0
√
1 +
1
2µ (t− τ)dτ ≤ C
∥∥∥~φ∥∥∥p+1
Hs
∫ 2µt
0
√
1 +
1
τ
dτ ,
where C = C (α, β, s, µ). We note that
(3.10)
∫ 2µt
0
√
1 +
1
τ
dτ ≤ 2
(
µt+
√
2µt
)
,
then
lim
t→0+
C
∥∥∥~φ∥∥∥p
Hs
∫ 2µt
0
√
1 +
1
τ
dτ = 0,
imply that there exists T1 = T1
(∥∥∥~φ∥∥∥
Hs
, α, β, s, µ
)
such that C
∥∥∥~φ∥∥∥p
Hs
∫ 2µT1
0
√
1 + 1τ dτ ≤ 1 if 0 < t < T1.
Thus, in inequality (3.9) for 0 < t < T1 we have∥∥∥Θ~u (t)− ~Wµ (t) ~φ∥∥∥
Hs
≤
∥∥∥~φ∥∥∥
Hs
.
That is to say, Θ~u (t) ∈ Es (T1). Therefore, there exists T1 = T1
(∥∥∥~φ∥∥∥
Hs
, α, β, s, µ
)
∈ [0, T ] such that R (Θ) ⊆
Es (T1).
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We will now prove that there exists Tµ = Tµ
(∥∥∥~φ∥∥∥
Hs
, α, β, s, µ
)
∈ [0, T1] such that Θ : Es (Tµ) → Es (Tµ)
is a contraction. Of course, if ~u = (u1, v1) , ~v = (u2, v2) ∈ Es (T1) then
‖Θ~u (t)−Θ~v (t)‖Hs ≤
∫ t
0
∥∥∥ ~Wµ (t− τ) [∂xF (~u (τ))− ∂xF (~v (τ))]∥∥∥
Hs
dτ .
For the equality (2.7) with σ = 1,
(3.11) ‖Θ~u (t)−Θ~v (t)‖Hs ≤ K1
∫ t
0
√
1 +
1
2µ (t− τ) ‖∂xF (~u (τ))− ∂xF (~v (τ))‖Hs−1 dτ .
On the other hand, using the factorizing, the triangular inequality and the algebra properties of Hs, we obtain
‖∂xF (~u (τ))− ∂xF (~v (τ))‖Hs−1
≤ 1+‖α(t)‖L∞[0,T ]p+1
∥∥∥up+11 − up+12 ∥∥∥
Hs
+
1+‖β(t)‖L∞[0,T ]
p+1
∥∥∥vp+11 − vp+12 ∥∥∥
Hs
+ ‖u1vp1 − u2vp2‖Hs + ‖up1v1 − up2v2‖Hs
≤ C ‖u1 − u2‖Hs
p+1∑
j=1
‖u1‖p+1−jHs ‖u2‖j−1Hs + ‖v2‖Hs
p∑
j=1
‖u1‖p−jHs ‖u2‖j−1Hs + ‖v2‖pHs

+ C ‖v1 − v2‖Hs
p+1∑
j=1
‖v1‖p+1−jHs ‖v2‖j−1Hs + ‖u1‖Hs
p∑
j=1
‖v1‖p−jHs ‖v2‖j−1Hs + ‖u1‖pHs

where C = C (α, β, s). Inequalities max {‖u1‖Hs , ‖v1‖Hs} ≤ ‖~u‖Hs , max {‖u2‖Hs , ‖v2‖Hs} ≤ ‖~v‖Hs and
(3.8) implies that
‖∂xF (~u (τ))− ∂xF (~v (τ))‖Hs−1 ≤ C
∥∥∥~φ∥∥∥p
Hs
(‖u1 − u2‖Hs + ‖v1 − v2‖Hs) .
Since ‖u1 − u2‖Hs + ‖v1 − v2‖Hs ≤ ‖~u− ~v‖Hs we obtain
(3.12) ‖∂xF (~u (τ))− ∂xF (~v (τ))‖Hs−1 ≤ C
∥∥∥~φ∥∥∥p
Hs
‖~u (τ)− ~v (τ)‖Hs
Then of (3.11) we have
‖Θ~u (t)−Θ~v (t)‖Hs ≤ C
∥∥∥~φ∥∥∥
Hs
∫ t
0
√
1 +
1
2µ (t− τ) ‖~u (τ)− ~v (τ)‖Hs dτ
≤ C
∥∥∥~φ∥∥∥
Hs
∫ 2µt
0
√
1 +
1
τ
dτ d (~u,~v) .
where C = C (α, β, s, µ). Taking the supremum in [0, T1] we obtain
d (Θ~u,Θ~v) = sup
0≤t≤T1
‖(Θ~u) (t)− (Θ~v) (t)‖Hs ≤ C
∥∥∥~φ∥∥∥
Hs
∫ 2µT1
0
√
1 +
1
τ
dτ d (~u,~v) .
Now, as lim
T1→0+
C
∥∥∥~φ∥∥∥
Hs
∫ 2µT1
0
√
1 + 1τ dτ = 0, it follows the existence of Tµ = Tµ
(∥∥∥~φ∥∥∥
Hs
, α, β, s, µ
)
∈ ]0, T1]
such that
0 < λ = C
∥∥∥~φ∥∥∥
Hs
∫ 2µTµ
0
√
1 +
1
τ
dτ < 1
Thus, we conclude that
d (Θ~u,Θ~v) ≤ λd (~u,~v) with 0 < λ < 1,
and we conclude that Θ is a contraction. 
Theorem 3.2. Ifα, β ∈ C (R)∩L∞ (R), µ > 0 and ~φ ∈ Hs, s > 32 , there exists Tµ = Tµ
(∥∥∥~φ∥∥∥
Hs
, α, β, s, µ
)
>
0 and the function
~uµ ∈ C ([0, Tµ] : Hs)
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as a unique real solution of the integral equation (3.3).
Proof. By the proposition 3.1 the hypotheses of the Banach fixed-point theorem are satisfied, then there exists
a unique ~uµ ∈ Es (Tµ) ⊂ C ([0, Tµ] : Hs) such that Θ~uµ = ~uµ, that is,
Θ~uµ (t) = ~Wµ (t) ~φ−
∫ t
0
~Wµ (t− τ) ∂xF (~u (τ)) dτ = ~uµ (t)
for all t ∈ [0, Tµ].
For uniqueness, let ~u and ~v be two solutions in C ([0, Tµ] : Hs) of the integral equation (3.3). For any
t ∈ [0, Tµ], by the inequality (2.7) with σ = 1, (3.12), a change of variable and (3.10), we have
‖~u (t)− ~v (t)‖Hs ≤
∫ t
0
∥∥∥ ~Wµ (t− τ) [∂xF (~u (τ))− ∂xF (~v (τ))]∥∥∥
Hs
dτ
≤
∫ t
0
K1
√
1 +
1
2µ (t− τ) ‖∂xF (~u (τ))− ∂xF (~v (τ))‖Hs−1 dτ
≤ C
2µ
∥∥∥~φ∥∥∥p
Hs
sup
τ∈[0,t]
‖~u (τ)− ~v (τ)‖Hs
∫ 2µt
0
√
1 +
1
τ
dτ
≤ κ (t) sup
τ∈[0,t]
‖~u (τ)− ~v (τ)‖ Hs ,
where κ (t) = Cµ
∥∥∥~φ∥∥∥p
Hs
(
µt+
√
2µt
)
. Since κ is continue and increasing in [0,+∞[, κ (0) = 0 and lim
t→+∞κ (t) =
+∞, by the mean value theorem, there exists T ∗ > 0 such that κ (T ∗) = 12 . Let be T1 = min {Tµ, T ∗}, then
κ (t) ≤ κ (T1) ≤ k (T ∗) = 12 and for t ∈ [0, T1] we have
‖~u (t)− ~v (t)‖Hs ≤
1
2
sup
τ∈[0,t]
‖~u (τ)− ~v (τ)‖ Hs ≤
1
2
sup
τ∈[0,T1]
‖~u (τ)− ~v (τ)‖Hs ,
and taking the supremun on [0, T1], we obtain
(3.13) sup
t∈[0,T1]
‖~u (t)− ~v (t)‖Hs ≤
1
2
sup
τ∈[0,T1]
‖~u (τ)− ~v (τ)‖Hs .
Therefore, sup
t∈[0,T1]
‖~u (t)− ~v (t)‖Hs ≤ 0 and thus ~u = ~v in [0, T1].
If T1 = Tµ we get the uniqueness, but if T1 = T ∗ and defining T2 = min {Tµ, 2T ∗} it follows that T1 < T2.
Then, for t ∈ [T1, T2] we obtain
‖~u (t)− ~v (t)‖Hs ≤ C
∥∥∥~φ∥∥∥p
Hs
∫ t
T1
√
1 +
1
2µ (t− τ) ‖~u (τ)− ~v (τ)‖Hs dτ
≤ C
µ
∥∥∥~φ∥∥∥p
Hs
sup
τ∈[0,t]
‖~u (τ)− ~v (τ)‖Hs
∫ 2µ(t−T1)
0
√
1 +
1
τ
dτ
≤ κ (t− T1) sup
τ∈[0,T2]
‖~u (τ)− ~v (τ)‖Hs
≤ κ (T2 − T1) sup
τ∈[0,T2]
‖~u (τ)− ~v (τ)‖Hs(3.14)
because of T2 ≤ 2T ∗, T1 = T ∗, we have
κ (T2 − T1) ≤ κ (T ∗) .
Thus from (3.14) we get
‖~u (t)− ~v (t)‖Hs ≤ κ (T ∗) sup
τ∈[0,T2]
‖~u (τ)− ~v (τ)‖Hs =
1
2
sup
τ∈[0,T2]
‖~u (τ)− ~v (τ)‖Hs .
Taking the supremum on [0, T2] we obtain (3.13) in [0, T2], then ~u = ~v in [0, T2]. If T2 = Tµ we obtain the
uniqueness, otherwise we repeat the process for T3 = min {Tµ, 3T ∗}. Since [0, Tµ] is compact, there exists n ∈ N
such that Tµ ≤ nT ∗, hence ~u = ~v in [0, Tµ]. 
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As a consequence of the regularizing property of the semigroup
{
~Wµ (t)
}
t≥0
proved in the theorem 2.2, we
will show that the solution of the integral equation (3.3), obtained in the theorem 3.2, is more regular than the
initial data, that is, if ~φ ∈ Hs with s > 32 , then ~uµ : ]0, Tµ]→ Hs+r is continue for all r ≥ 0.
Theorem 3.3. Let α, β ∈ C (R) ∩ L∞ (R) , µ > 0 and ~φ ∈ Hs, s > 32 be given. The function ~uµ of the
theorem 3.2 satisfies
~uµ ∈ C
(
]0, Tµ] : Hs+r
)
for all r ≥ 0.
Proof. Let t ∈ ]0, Tµ] and we consider the integral equation
(3.15) ~uµ (t) = ~Wµ (t) ~φ−
∫ t
0
~Wµ (t− τ) ∂xF (~uµ (τ)) dτ ≡ ~Wµ (t) ~φ−G (t) .
From the theorem 2.2 we deduce the continuity of the application t ∈ [0,+∞[ 7→ ~Wµ (t) ~φ ∈ Hs+r for all r ≥ 0,
that is, ~Wµ (·) ~φ ∈ C (]0, Tµ] : Hs+r).
Suppose that 0 ≤ r < 1, then
(3.16) ‖G (t)‖Hs+r ≤
∫ t
0
∥∥∥ ~Wµ (t− τ) ∂xF (~uµ (τ))∥∥∥
Hs+r
dτ .
Using (2.7) with σ = r + 1 we have,
∥∥∥ ~Wµ (t− τ) ∂xF (~uµ (τ))∥∥∥
Hs+r
≤ Kr+1
√
1 +
(
1
2µ (t− τ)
)r+1
‖∂xF (~uµ (τ))‖Hs−1 ,
and from (3.7) we obtain
∥∥∥ ~Wµ (t− τ) ∂xF (~uµ (τ))∥∥∥
Hs+r
≤ C
√
1 +
(
1
2µ (t− τ)
)r+1
sup
0≤t≤τ
‖~uµ (τ)‖p+1Hs
Thus we get in (3.16),
‖G (t)‖Hs+r ≤ C sup
0≤τ≤Tµ
‖~uµ (τ)‖p+1Hs
∫ 2µt
0
√
1 +
1
τ r+1
dτ .
Then, by r+12 ∈ [0, 1[, the integral
∫ 2µt
0
√
1 + 1τr+1 dτ is convergent, in consequence G (t) ∈ Hs+r for any
r ∈ [0, 1[.
Now we show that G ∈ C (]0, Tµ] : Hs+r) whenever r ∈ [0, 1[. To this end, we consider t ∈ ]0, Tµ] and
h > 0 such that t+ h in ]0, Tµ], then
‖G (t+ h)−G (t)‖Hs+r ≤
∫ t+h
t
∥∥∥ ~Wµ (t+ h− τ) ∂xF (~uµ (τ))∥∥∥
Hs+r
dτ
+
∫ t
0
∥∥∥[ ~Wµ (t+ h− τ)− ~Wµ (t− τ)] ∂xF (~uµ (τ))∥∥∥
Hs+r
dτ .(3.17)
Using (2.7) with σ = r + 1, by (3.7) and changing the variable, we have∫ t+h
t
∥∥∥ ~Wµ (t+ h− τ) ∂xF (~uµ (τ))∥∥∥
Hs+r
dτ
≤ Kr+1
∫ t+h
t
√
1 +
(
1
2µ (t+ h− τ)
)r+1
‖~uµ (τ)‖2Hs dt
≤ C sup
τ∈]0,Tµ]
‖~u (τ)‖2Hs
∫ t+h
t
√
1 +
(
1
2µ (t+ h− τ)
)r+1
dt
≤ C sup
τ∈]0,Tµ]
‖~uµ (τ)‖2Hs
∫ 2µh
0
√
1 +
1
τ r+1
dτ .
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As lim
h→0+
∫ 2µh
0
√
1 + 1τr+1 dτ = 0 because of
r+1
2 ∈ [0, 1[ , we get
lim
h→0+
∫ t+h
t
∥∥∥ ~Wµ (t+ h− τ)F (~uµ (τ))∥∥∥
Hs+r
dτ = 0.
On the other hand, the continuity of the application t ∈ [0,+∞[ 7→ ~Wµ (t) ~φ ∈ Hs+r for all r ≥ 0, the
inequality (2.7) and
√
1 + 1
(·)r+1 ∈ L1 (]0, 2µt] : R), by the dominated convergence theorem, implies that
lim
h→0+
∫ t
0
∥∥∥[ ~Wµ (t+ h− τ)− ~Wµ (t− τ)] ∂xF (~uµ (τ))∥∥∥
Hs+r
dτ = 0.
Thus in (3.17) we have
lim
h→0+
‖G (t+ h)−G (t)‖Hs+r = 0,
so we show that G is continuous by the right of t. In the same way the continuity by the left of t is proved. Hence,
from (3.15), we proved that ~uµ ∈ C (]0, Tµ] : Hs+r) if 0 ≤ r < 1.
Using the results proven and the same procedure, we can show that G ∈ C (]0, Tµ] : Hs+2r) and from there
~uµ ∈ C
(
]0, Tµ] : Hs+2r
)
. An inductive argument proves that G ∈ C (]0, Tµ] : Hs+nr) for each n ∈ N and thence
follows the thesis of the theorem. 
This result will be fundamental to show that the existence interval of the solution of the regularized system is
independent of µ, as we will see in the theorem 4.1.
4. Existence and uniqueness of local solution. In this section we will prove that the initial value problem
regularized (3.1) is well possed locally. For this we will first prove that the function ~uµ of the theorem 3.2 is the
unique solution of the regularized problem inHs−2. The proof is based on the work of R. Iório [9] and the theorem
2.2.
Theorem 4.1. Let α, β ∈ C (R) ∩ L∞ (R), µ > 0 and Φ ∈ Hs, s > 32 be given, then the function ~uµ of the
theorem 3.2 satisfies
~uµ ∈ C ([0, Tµ] : Hs) ∩ C1
(
[0, Tµ] : Hs−2
)
and is the unique solution of (3.1). Moreover, for all r ≥ 0
~uµ ∈ C
(
]0, Tµ] : Hs+r
) ∩ C1 ([0, Tµ] : Hs+r−2) .
Proof. Let’s see the existence of a solution. From the theorem 2.2 and the theory of semigroups we have,
∂t ~Wµ (t) ~φ = −Aµ ~Wµ (t) ~φ,
for t > 0 in Hs−2. For µ > 0 , we consider
(4.1) G (t) =
∫ t
0
~Wµ (t− τ) ∂xF (~uµ (τ)) dτ.
For 0 ≤ t < Tµ and h > 0 such that t+ h ∈ ]0, Tµ] it follows that,
G (t+ h)−G (t)
h
=
~Wµ (h)− I
h
∫ t
0
~Wµ (t− τ) ∂xF (~uµ (τ)) dτ + ~Wµ (t+ h− ch) ∂xF (~uµ (ch)) ,
where it has been used that ~Wµ (h) − I is a linear operator and the mean value theorem for Bochner integrals in
the interval [t, t+ h] with ch ∈ [t, t+ h].
As −Aµ is the generator of the semigroup
{
~Wµ (t)
}
t≥0
we have
lim
h→0+
~Wµ (h)− I
h
∫ t
0
~Wµ (t− τ) ∂xF (~uµ (τ)) dτ = −Aµ
∫ t
0
~Wµ (t− τ) ∂xF (~uµ (τ)) dτ .
In addition, it follows from ch ∈ [t, t+ h] that if h→ 0+ then ch → t, hence
lim
h→0+
~Wµ (t+ h− ch)F (~uµ (ch)) = ~Wµ (0)F (~uµ (t)) = F (~uµ (t)) .
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Thus, we get
∂+t G (t) = −Aµ
∫ t
0
~Wµ (t− τ) (F~uµ (τ) dτ + F (~uµ (t)) = −AµG (t) + F (~uµ (t))
Similarly, for h < 0 we obtain
∂−t G (t) = −Aµ
∫ t
0
~Wµ (t− τ)F (~uµ (τ)) dτ + F (~uµ (t)) = −AµG (t) + F (~uµ (t))
For this, it is enough to take s = −h > 0 and consider ∂−t G (t) = lim
s→0+
G (t)−G (t− s)
s
.
Thus ∂tG (t) = ∂+t G (t) = ∂
−
t G (t) and
∂t~uµ (t) = ∂t
(
~Wµ (t) Φ−G (t)
)
= −Aµ~uµ (t)− F (~uµ (t)) .
Then, since ~uµ ∈ C ([0, Tµ] : Hs) satisfies (3.1), and given that−Aµ ∈ L
(
Hs,Hs−2
)
and−F (~uµ) ∈ C
(
[0, Tµ] : Hs−1
) ⊆
C
(
[0, Tµ] : Hs−2
)
, it follows that ~uµ ∈ C1
(
[0, Tµ] ,Hs−2
)
.
For uniqueness, let
~v ∈ C ([0, Tµ] : Hs) ∩ C1
(
[0, Tµ] : Hs−2
)
be another solution of (3.1), then the function ~v satisfies
(4.2) ∂t~v (t) +Aµ~v (t) + F (~v (t)) = 0, 0 ≤ t ≤ Tµ
in Hs−2 (R). Then applying ~Wµ (t− τ) to (4.2) for 0 ≤ t ≤ Tµ, we obtain
∂τ ~Wµ (t− τ)~v (τ) = ~Wµ (t− τ) ∂τ~v (τ) + ~Wµ (t− τ)Aµ~v (τ) = − ~Wµ (t− τ)F (~v (τ)) .
Integrating from 0 to t and considering that ~v (0) = ~φ, we have
(4.3) ~v (t) = ~Wµ (t) Φ−
∫ t
0
~Wµ (t− τ)F (~v (τ)) dτ
in Hs−2. Then from the theorem 2.2 we obtain as in the proof of the theorem 3.3, since the second member of
(4.3) is in Hs. Therefore
~v ∈ C ([0, Tµ] : Hs) ∩ C1
(
[0, Tµ] : Hs−2
)
is solution of the integral equation (3.3). Then the uniqueness established in theorem 3.2 means that ~v = ~uµ in
[0, Tµ] completing the proof of uniqueness.
The last statement follows immediately from the theorem 3.3. 
We will then establish the existence of an interval [0, T ] independent of µ, where all solutions ~uµ can be
defined. This will be an essential result to show the continuous dependence on the initial data of the local solution
of the problem of initial value (3.1).
Theorem 4.2. Let α, β ∈ C (R) ∩ L∞ (R), µ > 0, Φ ∈ Hs be given with s > 32 and ~uµ the solution of the
initial value problem (3.1) obtained in the theorem 4.1. Then, exists T = T
(∥∥∥~φ∥∥∥
Hs
, α, β, s
)
> 0 such that ~uµ
can be extended to the interval [0, T ]. Moreover, there exists ρ ∈ C ([0, T ] ,R) such that
(4.4)
 ‖~uµ (t)‖
2
Hs ≤ ρ (t) , 0 ≤ t ≤ T
sup
[0,T ]
ρ (t) ≤ C
(∥∥∥~φ∥∥∥
Hs
, α, β, s, T
)
,
where ρ satisfies
(4.5)
 ρ
′ (t) = 2Csλ (t) ρ
3
2 (t) , t > 0
ρ (0) =
∥∥∥~φ∥∥∥2
Hs
.
Also, if ~φ ∈ Hs+r for r ≥ 0, then for each µ > 0 we have
(4.6) sup
[0,T ]
‖~uµ (t)‖2Hs+r ≤ C
(∥∥∥~φ∥∥∥
Hs
, α, β, s, T
)
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where C (·, ·, ·, ·, ·, ) is increasing in each of its arguments.
Proof. Let ~uµ ∈ C ([0, Tµ] : Hs)∩C1
(
[0, Tµ] :,Hs−2
)
be the solution of (3.1) given by the theorem 4.1. We
have
∂t ‖~uµ‖2Hs = 2 〈~uµ, ∂t~uµ〉Hs = 2 〈~uµ,−Aµ~uµ〉Hs + 2 〈~uµ,−F (~uµ)〉Hs .
From proposition 2.1 and proposition 3.1, we know that
〈~uµ,−Aµ~uµ〉Hs ≤ 0,
hence
(4.7) ∂t ‖~uµ‖2Hs ≤ 2 〈~uµ,−F (~uµ)〉Hs ≤ 2
∣∣〈~uµ,−F (~uµ)〉Hs∣∣ = 2 ∣∣〈~uµ, F (~uµ)〉Hs ∣∣ .
If ~uµ = (u, v), then by (3.2) we have
〈~uµ, F (~uµ)〉Hs = α (t) 〈u, u∂xu〉Hs + 〈u, v∂xv〉Hs + 〈u, ∂x (uv)〉Hs
+ 〈v, u∂xu〉Hs + β (t) 〈v, v∂xv〉Hs + 〈v, ∂x (uv)〉Hs .(4.8)
By definition 〈·, ·〉Hs = 〈Js·, Js·〉L2 and equality [Js, f ] g = Js (fg)− fJsg, we have
(4.9) 〈u, v∂xv〉Hs = 〈Jsu, Js (v∂xv)〉L2 = 〈Jsu, [Js, v] ∂xv〉L2 + 〈Jsu, vJs∂xv〉L2 ,
〈u, ∂x (uv)〉Hs = 〈Jsu, [Js, u] ∂xv〉L2 + 〈Jsu, uJs∂xv〉L2 + 〈Jsu, [Js, v] ∂xu〉L2 + 〈Jsu, vJs∂xu〉L2 ,
(4.10)
(4.11) 〈v, u∂xu〉Hs = 〈Jsv, [Js, u] ∂xu〉L2 + 〈Jsv, uJs∂xu〉L2 ,
and
〈v, ∂x (uv)〉Hs = 〈Jsv, [Js, u] ∂xv〉L2 + 〈Jsv, uJs∂xv〉L2 + 〈Jsv, [Js, v] ∂xu〉L2 + 〈Jsv, vJs∂xu〉L2 .
(4.12)
Furthermore, in the sum of (4.9), ( 4.10), (4.11) and ( 4.12), associating factors in the inner product 〈·, ·〉L2 , using
integration by parts and the commutativity of the derivative with the potential of Bessel we have,
〈Jsu, vJs∂xv〉L2 + 〈Jsv, vJs∂xu〉L2 + 〈Jsu, uJs∂xv〉L2 + 〈Jsv, uJs∂xu〉L2
= −〈∂x (vJsu) , Jsv〉L2 + 〈Jsv, v∂xJsu〉L2 + 〈Jsu, uJs∂xv〉L2 − 〈∂x (uJsv) , Jsu〉L2
= −〈∂xv · Jsu, Jsv〉L2 − 〈v∂xJsu, Jsv〉L2 + 〈Jsv, v∂xJsu〉L2
+ 〈Jsu, uJs∂xv〉L2 − 〈uJs∂xv, Jsu〉L2 − 〈∂xu · Jsv, Jsu〉L2
= −〈∂xv · Jsu, Jsv〉L2 − 〈∂xu · Jsv, Jsu〉L2(4.13)
Thus, replacing in (4.8), taking the absolute value and applying the triangular inequality, we get that∣∣〈~uµ, F (~uµ)〉Hs ∣∣ ≤ |α (t)| |〈u, u∂xu〉Hs |+ |〈Jsu, [Js, v] ∂xv〉L2 |+ |〈Jsu, [Js, u] ∂xv〉L2 |
+ |〈Jsu, [Js, v] ∂xu〉L2 |+ |〈Jsu, vJs∂xu〉L2 |+ |〈Jsv, [Js, u] ∂xu〉L2 |
+ |β (t)| |〈v, v∂xv〉Hs |+ |〈Jsv, [Js, u] ∂xv〉L2 |+ |〈Jsv, uJs∂xv〉L2 |
+ |〈Jsv, [Js, v] ∂xu〉L2 |+ |〈∂xv · Jsu, Jsv〉L2 |+ |〈∂xu · Jsv, Jsu〉L2 | .
(4.14)
Next we will estimate the second member of (4.14). Using the inequality (1.3) of the proposition 1.1 with
t = s and the regularity of the solution ~uµ, we have
(4.15) |〈u, u∂xu〉Hs | ≤ Cs ‖∂xu‖Hs−1 ‖u‖2Hs ≤ Cs ‖u‖3Hs ≤ Cs
(
‖u‖2Hs + ‖v‖2Hs
) 3
2
= Cs ‖~uµ‖3Hs .
Combining the Cauchy-Schwartz inequality, the commutation estimate of the proposition 1.2, the regularity of
the solution ~uµ and the Sobolev immersion theorem, we obtain
|〈Jsu, [Js, v] ∂xv〉L2 | ≤ ‖Jsu‖L2 ‖[Js, v] ∂xv‖L2
≤ Cs ‖u‖Hs
(‖∂xv‖L∞ ∥∥Js−1∂xv∥∥L2 + ‖Jsv‖L2 ‖∂xv‖L∞)
≤ Cs ‖u‖Hs (‖∂xv‖Hs−1 ‖∂xv‖Hs−1 + ‖v‖Hs ‖∂xv‖Hs−1)
≤ Cs ‖u‖Hs ‖v‖2Hs
≤ Cs ‖~uµ‖3Hs ,(4.16)
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|〈Jsu, [Js, u] ∂xv〉L2 | ≤ ‖Jsu‖L2 ‖[Js, u] ∂xv‖L2
≤ Cs ‖u‖Hs (‖u‖Hs ‖v‖Hs + ‖u‖Hs ‖v‖Hs)
≤ Cs ‖~uµ‖3Hs(4.17)
and
(4.18) |〈Jsu, [Js, v] ∂xu〉L2 | ≤ ‖Jsu‖L2 ‖[Js, v] ∂xu‖L2 ≤ Cs ‖u‖2Hs ‖v‖Hs ≤ Cs ‖~uµ‖3Hs .
In addition, from the Cauchy-Schwarz inequality, the regularity of the solution ~uµ, integration by parts and the
Sobolev immersion theorem, we have
(4.19) |〈Jsu, vJs∂xu〉L2 | =
1
2
∣∣∣〈∂xv, (Jsu)2〉
L2
∣∣∣ ≤ Cs ‖v‖Hs ‖Jsu‖2L2 ≤ Cs ‖~uµ‖3Hs .
and
|〈∂xv · Jsu, Jsv〉L2 | ≤ ‖∂xv‖L∞ 〈Jsu, Jsv〉L2 ≤ Cs ‖v‖Hs ‖Jsu‖L2 ‖Jsv‖L2
= Cs ‖v‖Hs ‖u‖Hs ‖v‖Hs ≤ Cs ‖~uµ‖3Hs(4.20)
Similarly,
(4.21)

|〈v, v∂xv〉Hs | ≤ Cs ‖~uµ‖3Hs , |〈Jsv, [Js, u] ∂xu〉L2 | ≤ Cs ‖~uµ‖3Hs ,
|〈Jsv, [Js, v] ∂xu〉L2 | ≤ Cs ‖~uµ‖3Hs , |〈Jsv, [Js, u] ∂xv〉L2 | ≤ Cs ‖~uµ‖3Hs ,
|〈∂xu · Jsv, Jsu〉L2 | ≤ Cs ‖~uµ‖3Hs , |〈Jsv, uJs∂xv〉L2 | ≤ Cs ‖~uµ‖3Hs .
Therefore, replacing (4.15), (4.16), (4.17), (4.18), (4.19), (4.20) and (4.21), in (4.14) we obtain
(4.22)
∣∣〈~uµ, F (~uµ)〉Hs ∣∣ ≤ Cs (1 + |α (t)|+ |β (t)|) ‖~uµ‖3Hs ≤ Csλ (t) ‖~uµ‖3Hs ,
where λ (t) = 1 + |α (t)|+ |β (t)| > 0. After (4.7) and (4.22) we get
(4.23) ∂t ‖~uµ‖2Hs ≤ 2Csλ (t) ‖~uµ‖3Hs = 2ζ
(
‖~uµ‖2Hs
)
where ζ (y) = Csλ (t) y
3
2 , for y ≥ 0.
We consider ρ
1
2 (t) =
‖~φ‖Hs
1−Cs‖~φ‖Hs
∫ t
0
λ(τ)dτ
, defined in the interval [0, T ∗[ with T ∗ = 1
Cs‖~φ‖Hs
∫ t
0
λ(τ) dτ
, the
maximal solution of the problem of inicial value
(4.24)
{
ρ′ (t) = 2ζ (ρ (t)) , t > 0
ρ (0) =
∥∥∥~φ∥∥∥2
s
.
Then from (4.23), (4.24) and from the theory of ordinary differential equations, we have,
‖~uµ‖2Hs ≤ ρ (t) , t ∈ [0, T ∗[ ∩ [0, Tµ] .
Thus for µ > 0, ~uµ it can be extended (if necessary) to an interval [0, T ]. Furthermore, since λ (τ) is positive and
continuous, we have
1− Cs
∥∥∥~φ∥∥∥
Hs
∫ t
0
λ (τ) dτ ≥ 1− Cs
∥∥∥~φ∥∥∥
Hs
T ‖λ‖L∞[0,T ] > 0
then
ρ
1
2 (t) =
∥∥∥~φ∥∥∥
Hs
1− Cs
∥∥∥~φ∥∥∥
Hs
∫ t
0
λ (τ) dτ
≤
∥∥∥~φ∥∥∥
Hs
1− Cs
∥∥∥~φ∥∥∥
Hs
T ‖λ‖L∞[0,T ]
= C
1
2
(∥∥∥~φ∥∥∥
Hs
, α, β, s, T
)
.
From where we get that
sup
[0,T ]
ρ (t) ≤ C
(∥∥∥~φ∥∥∥
Hs
, α, β, s, T
)
.
This proves (4.4) as we wanted. Inequality (4.6) is obtained with the same arguments as above by writing s + r
instead of s. 
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5. Continuous dependence on the initial data of the local solution. We conclude by showing in this section
that ~uµ is continuously dependent on ~φ ∈ Hs, s > 32 , in the sense that the application ~φ ∈ Hs 7−→ ~uµ ∈
C ([0, T ] : Hs) is continuous.
Theorem 5.1. Let α, β ∈ C (R) ∩ L∞ (R), µ > 0, ~φ ∈ Hs be given with s > 32 and ~uµ,n ∈ C ([0, T ] : Hs)
the solution of the initial value problem (3.1) satisfying (4.4). If
{
~φn
}
n≥1
is a sequence in Hs convergent to ~φ
in Hs and {~uµ,n}n≥1 is a sequence of solutions from (3.1) in C ([0, Tn] : Hs) with ~uµ,n (0) = ~φn, then for all
T ∈ ]0, T [ satisfies that for n enough large, ~uµ,n is defined in
[
0, T
]
and
lim
n→+∞ sup
[0,T ]
‖~uµ,n (t)− ~uµ,n (t)‖Hs = 0.
Proof. From the theorem 4.2, for all n we have
(5.1) ‖~uµ,n (t)‖2Hs ≤ ρn (t) t ∈ [0, Tn] .
where ρn satisfies  ρ
′
n (t) = 2Csλ (t) ρ
3
2
n (t) , t > 0
ρn (0) =
∥∥∥~φn∥∥∥2
Hs
,
in [0, T ∗n [ with T
∗
n =
1
Cs‖~φ‖Hs
∫ t
0
λ(τ)dτ
and Tn ∈ ]0, T ∗n [. Now, for T ∈ ]0, T [ consider ε = ε
(
T ,
∥∥∥~φ∥∥∥
Hs
)
> 0
such that
(5.2) ε+
∥∥∥~φ∥∥∥
Hs
≤
(
T
T
)∥∥∥~φ∥∥∥
Hs
,
then, exists N0 = N (ε) such that
∥∥∥~φn − ~φ∥∥∥
Hs
< ε for n ≥ N0. Then from the definition of ρn we have for
n ≥ N0,
ρ
1
2
n (t) =
∥∥∥~φn∥∥∥
Hs
1− Cs
∥∥∥~φn∥∥∥
Hs
∫ t
0
λ (τ) dτ
≤
ε+
∥∥∥~φ∥∥∥
Hs
1− Cs
(
ε+
∥∥∥~φn∥∥∥
Hs
) ∫ t
0
λ (τ) dτ
≡ ρT (t) ,
for t ∈ [0, T ], since of (5.2) we have
Cst
∫ t
0
λ (τ) dτ
(
ε+
∥∥∥~φn∥∥∥
Hs
)
≤ Cs
(
ε+
∥∥∥~φn∥∥∥
Hs
)
T
∫ t
0
λ (τ) dτ ≤ Cs
∥∥∥~φn∥∥∥
Hs
T
∫ t
0
λ (τ) dτ < 1,
where the last inequality follows from the choice of T . So we obtain
(5.3) sup
[0,T ]
ρn (t) ≤ C
(∥∥∥~φ∥∥∥
Hs
, α, β, s, T ,
)
.
Thus, ~uµ,n (t) can be extended to
[
0, T
]
, satisfying (5.1).
Now we consider ~w = (w1, w2) = (u− un, v − vn) = ~uµ,n − ~uµ,n, for the components of ~w we have
∂tw1 = −∂3xw1 −
α (t)
p+ 1
∂x
(
up+1 − up+1n
)− 1
p+ 1
∂x
(
vp+1 − vp+1n
)− ∂x (uvp − unvpn) + µ∂2xw1
= −∂3xw1 −
1
p+ 1
∂x
α (t)w1 p+1∑
j=1
up+1−juj−1n + w2
p+1∑
j=1
vp+1−jvj−1n

−∂x
uw2 p∑
j=1
vp−jvj−1n + w1v
p
n
+ µ∂2xw1.(5.4)
Similarly
∂tw2 = −∂3xw2 −
1
p+ 1
∂x
w1 p+1∑
j=1
up+1−juj−1n + β (t)w2
p+1∑
j=1
vp+1−jvj−1n

−∂x
vw1 p∑
j=1
up−juj−1n + w2u
p
n
+ µ∂2xw2.(5.5)
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Then, using definition of the inner product in Hr, the equality
〈
u, ∂3xu
〉
Hs
= 0 and integration by parts, we
have
1
2
∂t ‖~w (t)‖2Hs = 〈w1, ∂tw1〉Hs + 〈w2, ∂tw2〉Hs
=
1
p+ 1
〈
∂xw1, α (t)w1
p+1∑
j=1
up+1−juj−1n + w2
p+1∑
j=1
vp+1−jvj−1n
〉
+
〈
∂xw1, uw2
p∑
j=1
vp−jvj−1n + w1v
p
n
〉
Hs
− µ ‖∂xw1‖2Hs
+
1
p+ 1
〈
∂xw2, w1
p+1∑
j=1
up+1−juj−1n + β (t)w2
p+1∑
j=1
vp+1−jvj−1n
〉
Hs
+
〈
∂xw2, vw1
p∑
j=1
up−juj−1n + w2u
p
n
〉
Hs
− µ ‖∂xw2‖2Hs .
Using the proposition 4.1, the Cauchy-Schwartz inequality and the fact that Hs is a Banach algebra if s > 12 , we
obtain from (5.4) and (5.5)
1
2
∂t ‖~w (t)‖2Hs ≤ C ‖∂x ~w‖Hs
∥∥∥∥∥∥w1
p+1∑
j=1
up+1−juj−1n + w2
p+1∑
j=1
vp+1−jvj−1n
∥∥∥∥∥∥
Hs
+C ‖∂x ~w‖Hs
∥∥∥∥∥∥uw2
p∑
j=1
vp−jvj−1n + w1v
p
n
∥∥∥∥∥∥
Hs
+C ‖∂x ~w‖Hs
∥∥∥∥∥∥vw1
p∑
j=1
up−juj−1n + w2u
p
n
∥∥∥∥∥∥
Hs
− µ ‖∂x ~w‖2Hs
By the inequalities (4.4), (5.1) and (5.3) we obtain
∂t ‖~w (t)‖2Hs ≤ C ‖~w‖Hs ‖∂x ~w‖Hs − 2µ ‖∂x ~w‖2Hs ≤ ε ‖~w‖2Hs +
C2
4ε
‖∂x ~w‖2Hs − 2µ ‖∂x ~w‖2Hs
where C = C
(∥∥∥~φ∥∥∥
Hs
, λ, s, T
)
and Cauchy’s inequality with ε has been used. Choosing ε = C
2
8µ we obtain
∂t ‖~w (t)‖2Hs ≤
C2
8µ
‖~w (t)‖2Hs .
Integrating from 0 to t, follows that
‖~w (t)‖2Hs ≤ ‖~w (0)‖2Hs +
C2
8µ
∫ t
0
‖~w (τ)‖2Hs dτ .
Applying Gronwall inequality we get
‖~w (t)‖2Hs ≤ ‖~w (0)‖2Hs
[
1 +
C2
8µ
T exp
(
C2
8µ
T
)]
= Cµ ‖~w (0)‖2Hs
which shows
sup
[0,T ]
‖~uµ,n (t)− ~uµ (t)‖2Hs ≤ Cµ
∥∥∥~φn − ~φ∥∥∥2
Hs
.
This conclude the proof. 
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