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Abstrat
We generalize the poissonian evolving random graph model of [2℄ to
deal with arbitrary degree distributions. The motivation omes from
biologial networks, whih are well-known to exhibit non poissonian
degree distribution. A node is added at eah time step and is on-
neted to the rest of the graph by oriented edges emerging from older
nodes. This leads to a statistial asymmetry between inoming and
outgoing edges. The law for the number of new edges at eah time step
is xed but arbitrary. Thermodynamial behavior is expeted when
this law has a large time limit. Although (by onstrution) the inom-
ing degree distributions depend on this law, this is not the ase for
most qualitative features onerning the size distribution of onneted
omponents, as long as the law has a nite variane. As the variane
grows above 1/4, the average being < 1/2, a giant omponent emerges,
whih onnets a nite fration of the verties. Below this threshold,
the distribution of omponent sizes dereases algebraially with a on-
tinuously varying exponent. The transition is of innite order, in sharp
ontrast with the ase of stati graphs. The loal-in-time proles for
the omponents of nite size allow to give a rened desription of the
system.
1 Introdution
Evolving graphs arise naturally in the modelization of ommuniation net-
works, but also of soial organizations and biologial phenomena : brain
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formation, geneti regulations, et. Until reently, quantitative data were
sare, but the situation is hanging very quikly [1, 8, 10℄. In many impor-
tant ases the laws governing the evolution of the network are unknown but
non deterministi, and the nal number of nodes is rather large. This ex-
plains why physiists (see the reviews [1, 5℄ and referenes therein) have been
developping reently random graph tehniques in the thermodynami limit
to understand some peuliar features, the most salient being large degree
distributions, that seem to our in an unexpeted variety of situations.
Many ases of interest lead to oriented graph models, for whih the in-
and out-degree distributions an be governed by dierent laws. This was one
of the basi observations in the study of the yeast geneti regulatory network
presented in [8℄: a single gene may partiipate to the regulation of many
other genes  the law for out-degrees seems to be large , but eah gene is
only regulated by a few other genes  the law for in-degrees seems to have
nite moments. A biologial interpretation for the asymmetry is that the
few promoter-repressor sites for eah gene bind only to spei proteins, but
that along the genome many promoter-repressor sites are homologous. One
of our aims is to work with a model that inorporates suh an asymmetry.
We shall follow quite losely the philosophy of [2℄, and in partiular pay
attention not only to global quantities, but also to loal-in-time proles. We
feel that for evolving networks this is a ruial ondition to extrat relevant
information, beause as we shall see, global quantities (averaged over time)
give a distorded view of the network. On the other hand, it is hard exper-
imentally to aess loal quantities, either beause the ages are not known,
or beause their onsideration would redue the statistis down to an un-
aeptable level. But the amount of available information is growing very
rapidly, and one an hope that loal quantities will beome aessible in a
near future.
The model we study is the natural evolving ousin of the stati maximal
entropy model with given in-degree distribution [3, 13℄. Starting from a
single vertex at time 1, a new vertex is reated at eah time step  so that
at time t, the size of the system, i.e. the number of verties, is t  and new
oriented edges are reated with speied probabilisti rules. An arbitrary
probability generating funtion T enodes the parameters of the model in
the thermodynami (large t) limit. Preise denitions are given in the next
setion.
Our main results are the following :
The global and loal in-degree distributions are given by T , see eq.(3),
whereas the global out-degree distribution is geometri with average T ′(1),
see eq.(5). The loal out-degree distribution is poissonian but age dependant,
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eq.(4). In the ase of a stati maximal entropy random graph with the
same in-degree distribution ([3, 13℄), the distribution of out-degrees would
be poissonian.
The global struture of onneted omponents is studied via a generating
funtion whih satises a dierential equation, leading to reursion relations
for the distribution of omponent sizes, see eq.(12). This is illustrated by
analytial omputations in the ase when T (z) is a polynomial of degree 1.
The general riterion for the absene of a omponent ontaining a nite
fration of the sites in the thermodynami limit is that the average α ≡ T ′(1)
be ≤ 1/2 and the variane γ ≡ T ′(1) + T ′′(1) − T ′(1)2 be ≤ 1/4. In that
ase the system ontains omponents whose sizes sale like a power of the
total size of the graph, see eq.(19); equivalently, the probability distribution
for omponent sizes has an algebrai queue, see eq.(18). Above the threshold
(when T ′(1) > 1/2 or γ > 1/4) this probability distribution is defetive but
dereases exponentially see eq.(21). The boundary separating the perolating
and non perolating phases is γ = 1/4 and α < 1/2. In the perolating phase,
but lose to this boundary, γ−1/4 is > 0 but small and the giant omponent
is exponentially small, see eq.(20). This situation, somehow reminisent of
the Kosterlitz-Thouless transition, had already been observed in a variety of
models [4, 6, 2℄.
We ompare the perolation riterion with the one that emerges from the
study of a stati maximal entropy random graph with the same in- and out-
degree distributions as our evolving graph ([3, 13℄). In the stati ase, the
growth of the giant omponent is generially linear lose to the threshold. But
we show that if T (z) leads to a perolating stati graph, it is automatially
perolating for the evolving graph model. The intuitive explanation lies in the
inhomogeneities of the evolving graph : the environment of an old vertex is
denser than what a stati model produes. And indeed, the giant omponent
prole lose to threshold is very asymmetri, see eqs.(28,29).
In the thermodynami limit, the nite omponents are trees, and we
derive a diret enumeration formula to ount for their abundane eq.(16).
This an be used to desribe all loal in time proles of nite omponents,
a result we also reover for one time quantities via a generating funtion
aproah eq.(13). In the appendix, we give a proof of the equivalene of the
generating funtion approah and tree enumeration, a question that was left
opened in [2℄.
We have onfronted our analytial results with numerial simulations
whenever possible, our preferred example being when T is a geometri dis-
tribution.
Aknowledgement : we thank Denis Bernard for a areful reading of the
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manusript and for his kind permission to inlude the results of setion. 5.2,
that where obtained with him some time ago.
2 The model
The random graphs we onsider are onstruted aording to the following
rules :
1. For t = 1, 2, · · ·, we denote by Gt the set of simple graphs with vertex
set Vt = [1, · · · , t], i.e. the set of pairs (Vt, Et) where Et, the set of
edges of the graph, is a subset of {(i, j), 1 ≤ i < j ≤ t}. We orient
the graph (Vt, Et) by saying that (i, j) ∈ Et is an edge from i to j :
an edge always goes from an older to a younger vertex. Note that
G1 = {({1}, ∅)} ontains a single graph, made of one vertex but no
edge.
2. An evolving graph is a sequene G = (Gt)t≥1 = ((Vt, Et))t≥1, where
Gt ∈ Gt for t ≥ 1, and for t ≥ 2, Gt−1 is the indued subgraph of
Gt obtained by removing vertex t and all edges adjaent to it. Stated
dierently, Gt for t ≥ 2 is obtained from Gt−1 by adding vertex t and
some edges of the form (i, t), i < t. This model of evolution implies
that knowing Gt is equivalent to knowing G1, · · · , Gt−1, Gt. We write
G for the set of evolving graphs.
3. In addition to these rules of onstrution, we put a probability measure
p on the set of evolving graphs. If G is an evolving graph, we denote
by Gˆt the number of edges arriving at vertex t in Gt (whih is the same
as the number of edges arriving at t in Gt′ for any t
′ ≥ t). We want
to x the probability distributions for the number of edges arriving at
verties 1, 2, · · ·, i.e. we impose p({G ∈ G, Gˆt = k}) = τt,k for a given
sequene of probability distributions {τt,k, t ≥ 1, 0 ≤ k ≤ t−1},τt,k ≥ 0,∑
k τt,k = 1. Sine this riterion is far from xing unambiguously the
probability law, we shall only be interested in the one whih doesn't
introdue any other bias, i.e. the one whih maximizes entropy. Then
a simple omputation shows that for Ht in Gt,
p({G ∈ G, Gt = Ht}) =
∏
1≤s≤t
τs,Hˆs(
s−1
Hˆs
) .
Note that we did not worry about the size of the sequene dening an
evolving graph. In fat, we shall as often as possible suppose it is innite.
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3 Notations and basi results
3.1 Generating funtions
For any vertex v ≥ 1, let Tv be the generating funtion for the inoming
degree distribution :
Tv(z) ≡
v−1∑
k=0
τv,kz
k
We shall be mostly interested in the thermodynami limit, i.e. in t indepen-
dant features of the large t behavior of Gt when G is a random element in
(G, p). A typial example is the behavior of limt→∞ |Et|/|Vt| 1. Obviously,
this limit does not exist for any a priori hoie of the τv,k's. The study
of thermodynami onvergene for this quantity and others would be of in-
dependent interest, but we shall see that a simple assumption ensures that
many quantities of interest have a thermodynami limit : we impose that the
sequene of funtions Tv(z) onverges to a probability generating funtion
T (z) ≡
∑
k≥0
τk
k!
zk (1)
in suh a way that the sequene of averages and varianes onverges to that
of T (z).
This property implies in partiular that, for any k, τv,k tends to
τk
k!
for
large v. Moreover, we will often use the fat that T (1) = 1. We use the
notations α ≡ T ′(1) and γ ≡ T ′′(1) + T ′(1) − T ′(1)2 for the average and
variane of T .
As a tehnial hypothesis, to avoid several pathologies, we shall always
impliitely assume that τ0 = T (0) > 0.
3.2 A preliminary formula
We shall sometimes be lead to onsider situations in whih a new vertex t+1
appears and onnets to the rest of the graph avoiding m forbidden verties.
This will happen, for instane, if one is interested in the distribution of
onneted omponents in the graph. In this setion we would like to give a
general formula for suh situations. Hene, let αt+1,m be the probability for
a new vertex t + 1 not to onnet to m given verties. This probability is
1
Here and in the sequel, |S| denote the number of elements of the nite set S.
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given by the formula :
αt+1,m ≡
∑
n≥0
τt+1,n
(
t−m
n
)(
t
n
)
With αt+1,m(z) ≡
∑
n≥0 τt+1,nz
n (
t−m
n )
( tn)
, we notie that αt+1,m+1(z) = αt+1,m(z)−
z
t−mα
′
t+1,m(z). Sine αt+1,0(z) = Tt+1(z), we have :
αt+1,m(z) = Tt+1(z)−
(
m
1
)
z
t
T ′t+1(z)
+
(
m
2
)
z2
t(t− 1)T
′′
t+1(z)− · · · (−)m
(
m
m
)
zm
t · · · (t−m+ 1)T
(m)
t+1 (1)
αt+1,m = 1−
(
m
1
)
t
T ′t+1(1)
+
(
m
2
)
t(t− 1)T
′′
t+1(1)− · · · (−)m
(
m
m
)
t(t− 1) · · · (t−m+ 1)T
(m)
t+1 (1)
In the thermodynami limit, we shall only need the large t nite m ap-
proximation
αt+1,m ≃ 1− αm
t
. (2)
These simple formulæ may now be used to alulate a few quantities.
We'll rst desribe the degree distributions of inoming and outgoing edges,
whereas the two following setions will present the main relations governing
the distributions of onneted omponents of the graphs.
4 Degree distribution
4.1 Notations
Let
1. l−j (t) (resp. l
+
j (t)) be the number of inoming (resp. outgoing) edges
at a vertex j at time t
2. v−k (t) (resp. v
+
k (t)) be the number of verties with k inoming (resp.
outgoing) edges at time t.
With these notations, the edge distributions are desribed by the generating
funtions :
ν±t (z) ≡
1
t
∑
0≤k<t
〈
v±k (t)
〉
zk =
1
t
∑
1≤j≤t
〈
zl
±
j (t)
〉
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In the thermodynami limit, it is possible to give an expression for these
generating funtions.
4.2 In-degree distribution
Up to a normalisation fator, the probability for vertex j to have k inoming
edges is τj,k.This shows that〈
zl
−
j (t)
〉
=
∑
k≥0
τj,kz
k
In the thermodynami limit, this beomes〈
zl
−
j (t)
〉
= T (z) (3)
Hene, in the thermodynami limit, the probability for any vertex to have k
inoming edges is given by
τk
k!
, whih is orretly normalized.
This implies in partiular that, in the thermodynami limit, the average
number of edges oming to a vertex is preisely α.
4.3 Out-degree distribution
Any edge emerging from a vertex j an be seen as an edge arriving at a vertex
younger than j. Let t > j be the time at whih one observes the number of
edges emerging from j. We dene σ ≡ j/t. The quantity
〈
zl
+
σt(t)
〉
is given
by the formula :
∑
k
zk
∑
σt<j1<···<jk≤t
∏
1≤i≤k
( ∑
0≤k′≤ji−2
τji,k′+1
(
ji−2
k′
)
(
ji−1
k′+1
)
) ∏
j<j′≤t;j′ 6=ji
( ∑
0≤k′≤j′−2
τj′,k′
(
j′−2
k′
)
(
j′−1
k′
)
)
Indeed, the probability for j to have k outgoing edges is obtained by summing
over j1, · · · , jk > j the probabilities for j to be linked to these k verties and
to no other vertex. Eah of this probabilities an easily be alulated from
the following relations :
∑
0≤k′≤ji−2
τji,k′+1(
ji−1
k′+1
) (ji − 2
k′
)
=
T ′ji(1)
ji − 1∑
0≤k′≤j′−2
τj′,k′(
j′−1
k′
)(j′ − 2
k′
)
= 1− T
′
j′(1)
j′ − 1
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For xed σ and large t, the seond produt simplies to σα and the average
we look for beomes :〈
zl
+
σt(t)
〉
≃ σα
∑
k
zk
∑
σt<j1<···<jk≤t
αk
j1 · · · jk
≃ σα
∑
k
zk
1
k!
[ln t− ln σt]k αk
Hene, for xed σ, 〈
zl
+
σt(t)
〉
→ e−(z−1)α lnσ (4)
for large t, so the loal out-degree distribution is Poissonian with σ-dependent
parameter α ln σ. Integrating σ between 0 and 1 yields the asymptoti value
for the generating funtion ν+t (z) :
ν+t (z)→
1
1 + α(1− z) (5)
at large t.
Identifying the term of degree k in z in the development of this funtion
nally yields the probability for a vertex to have k outgoing edges :
p+(k) =
αk
(1 + α)k+1
We see that the distribution of outgoing edges is geometri and depends on
the probability distribution T only through the average number of inoming
edges α.
4.4 Mixed distribution
In our model, the number of in and out edges l+j (t) and l
−
j (t) at a given
vertex are independent by onstrution. The generating funtion for the
mixed degree distribution is
νt(z+, z−) ≡ 1
t
∑
k+,k−
〈
vk+,k−(t)
〉
z
k+
+ z
k−
− =
1
t
∑
1≤j≤t
〈
z
l+j (t)
+ z
l−j (t)
−
〉
whih is easily obtained from eqs.(3,5) :
ν(z+, z−) =
T (z−)
1 + α(1− z+) . (6)
The loal ounterpart would easily follow from eqs.(3,4).
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5 Conneted omponents
In this setion we give formulæ for the number of omponents of size k
in the thermodynami limit (paragraph 5.1), and for the time distribution
of these omponents (paragraph 5.3). This derivation makes some natural
assumptions of self averaging. In paragraph 5.4, we evaluate without suh
assumptions the ontribution of individual graphs to the weights of random
graphs, and show that trees dominate the thermodynami limit. We use this
result in the appendix to ompute diretly the generating funtion for the
number of omponents of size k, and show that it oinides with the one
given in paragraph (5.1).
5.1 Global-time results
Let Nk(t) be the number of onneted omponents of size k at time t for a
given graph, and Nt(z) the orresponding generating funtion :
Nt(z) ≡
∑
k≥1
Nk(t)z
k
To evaluate this funtion, we shall investigate its evolution between times t
and t + 1. When, at time t + 1, the new vertex is added and randomly on-
neted to some of the older verties, the omponents to whih these verties
belonged are destruted and ollapsed into a new, bigger, omponent. More
preisely, let us put nk(t) for the number of omponents of size k onneted
to vertex t + 1 when it is added to the graph. For all k, nk(t) omponents
of size k are thus destroyed between times t and t+1, while a omponent of
size 1 +
∑
k knk(t) is reated. To summarize this :
Nt+1(z)−Nt(z) = −
∑
k
nk(t)z
k + z1+
∑
k knk(t)
(7)
Now, the point is to average this equality over all graphs of size k and all
possible onnetions of vertex t+ 1 with these graphs.
First of all, we shall propose a ompat expression for
〈
znk(t)
〉
valid for
all t. We will dedue from it an expression of 〈nk(t)〉 before alulating the
average of z1+
∑
k knk(t)
. Finally we will give an evolution equation valid in
the thermodynami limit.
Exat derivation of
〈
znk(t)
〉
This average is given by∑
Gt
∑
j≥0
zjwt+1(k, j),
9
where wt+1(k, j) is the total weight of graphs of size t + 1 obtained from
a graph Gt of size t in suh a way that, when it was added, vertex t + 1
onneted to j omponents of size k. Hene, wt+1(k, j) is the term of degree
0 in ω of the Laurent serie :
wGt
∑
n≥0
τt+1,n(
t
n
) ω−n(Nk(t)
j
)( k∑
i=1
ωi
(
k
i
))j∑
p≥0
ωp
(
t− kNk(t)
p
)
In this expression,
• n is the number of edges onneting vertex t+ 1 to Gt ;
• i is the number of edges onneting vertex t+ 1 to a given omponent
of size k ;
• p is the number of edges onneting vertex t+1 to verties of Gt whih
don't belong to a omponent of size k.
The sums over i, j and p simplify, so that
〈
znk(t)
〉
is the term of degree 0 in
ω of ∑
Gt,n≥0
wGt
τt+1,n(
t
n
) ω−n (z(1 + ω)k + 1− z)Nk(t) (1 + ω)t−kNk(t)
If we rewrite the sum over the Gt's as an average over graphs of size t and
expand the two parenthesis, we get
〈
znk(t)
〉
=
〈 ∑
n,m≥0
τt+1,n(
t
n
) (Nk(t)
m
)
(1− z)m zNk(t)−m
(
t− km
n
)〉
In this formula, we reognize αt+1,m ≡
∑
n≥0
τt+1,n
( tn)
(
t−m
n
)
, whih is the
probability that vertex t+1 doesn't onnet tom given verties. The average
we need beomes :
〈
znk(t)
〉
=
∑
m≥0
αkm
〈(
Nk(t)
m
)
zNk(t)−m (1− z)m
〉
(8)
This formula gives in partiular the average number of omponents of size
k onneted to the new vertex :
〈nk(t)〉 = 〈Nk(t)〉 (1− αt+1,k) (9)
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Exat derivation of
〈
z
∑
k nk(t)
〉
The only dierene with the omputation
we've just desribed is that the sum over j is replaed by sums over all
possible jk's, while z
j
beomes z
∑
k kjk
. Omitting the details, we just give the
result, whih has the same form as formula (8) :
〈
z
∑
k knk
〉
=
∑
{m}
αt+1,
∑
k kmk
〈∏
k
((
Nk(t)
mk
)
zk(Nk(t)−mk)
(
1− zk)mk)
〉
In this equation, the sum is performed over all sequenes m1, m2, · · ·.
This expression an be simplied if we note that αt+1,m is a weighted sum of
Newton oeients, so that
αt+1,m =
∑
n≥0
∮
dx
xn+1
τt+1,n(
t
n
) (1 + x)t−m ,
where the symbol
∮
denotes the ontour integral
1
2ipi
∫
along a small ontour
surrounding the origin.
Evaluating the sum over the mk's now yields
〈
z
∑
k knk
〉
=
∑
n
τt+1,n(
t
n
) ∮ dx
xn+1
〈∏
k
(
zk (1 + x)k + 1− zk
)Nk(t)〉
(10)
Evolution equation for onneted omponents Formula (7) an now
be written in a simpler form using equalities (9) and (10). With Tt(1) = 1,
this leads to :
〈Nt+1(z)〉 − 〈Nt(z)〉 =
∑
k
〈Nk(t)〉 (αt+1,k − 1) zk (11)
+ z
∑
n
τt+1,n(
t
n
) ∮ dx
xn+1
〈∏
k
(
zk (1 + x)k + 1− zk
)Nk(t)〉
This equation is exat for nite t. To get the equation governing the large
t behavior, we make a thermodynami assumption : beause Tt(z) onverges
to T (z) in suh a way that the averages and varianes onverge as well, we
expet that 〈Nk(t+ 1)〉 − 〈Nk(t)〉 onverges to some deterministi quantity
Ck, so that 〈Nk(t + 1)〉 − 〈Nk(t)〉 − Ck may utuate but is o(1) at large t.
Then, by Cesaro onvergene, the same is true of 〈Nk(t)〉 /t− Ck.
Then the left-hand side of eq.(11) is ∼ ∑k Ckzk. Using αt+1,k ≃ 1 − αkt
for large t, the rst sum on the right-hand side is ∼ −α∑k kCkzk. In the
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seond sum, we replae x by x/t, leading to
∑
n
τt+1,nt
n(
t
n
) ∮ dx
xn+1
〈∏
k
(
zk (1 + x/t)k + 1− zk
)Nk〉
.
For large t,
τt+1,ntn
( tn)
∼ τn and
(
zk (1 + x/t)k + 1− zk
)Nk(t) ∼ (1 + xkzk/t)Nk(t) ∼
exkz
kNk(t)/t
. The averages are now trivial to take. The seond sum is seen to
be
∼
∑
n
τn
∮
dx
xn+1
ex
∑
k kz
kCk .
Putting this together, we get∑
k
Ckz
k = −α
∑
k
kCkz
k + z
∑
n
τn
∮
dx
xn+1
ex
∑
k kz
kCk .
Dening C(z) ≡∑k Ckzk and evaluating the ontour integral, we obtain the
ompat formula
C(z) = −zα∂zC(z) + zT (z∂zC(z)) (12)
whih desribes the number of omponents of size k at large t.
This equation has a simple interpretation in terms of destrution and
reation of omponents. Indeed, C(z) = Nt+1(z)−Nt(z) gives for eah k the
variation of Nk between t and t+1. This variation is the sum of two terms :
• −zα∂zC(z) gives the produt of the average number, α, of inoming
edges in a given vertex by the mean proportion of verties in ompo-
nents of size k (kCk). Stating that in the thermodynami limit, two
edges arriving at a vertex have vanishing probability of oming from
the same nite omponent, this term an be seen as the average number
of destroyed omponents.
• zT (z∂zC(z)) involves a sum of terms of the form τnz1+k1+···+knn! k1Ck1 · · · knCkn.
It ounts the average size of the omponent reated when a new vertex
is added.
Equation (12) allows a reursive alulation of the Ck's. Unfortunately,
we were not able to nd an expliit formula valid for all k and we only give
here the values of the rst few of them :
C1 =
τ0
1 + α
C2 =
τ0τ1
(1 + α)(1 + 2α)
C3 =
4τ0τ
2
1 (α + 1) + τ
2
0 τ2(2α+ 1)
2(α+ 1)2(2α + 1)(3α+ 1)
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5.2 A simple example
The ase when T (z) = (1 − p) + pz leads to tratable equations even at
nite t. As we shall see later, this example is pathologial from the point of
view of the perolation transition. This is another reason to give a separate
treatment.
Though it is likely that this toy model has been solved more than one
before, we have found no referene. So we give a sketh of the solution with
apologies to the original ontributions. In partiular, we ompute the saling
funtion governing the statistis of large omponents.
When vertex t+ 1 is added, it remains isolated with probability 1− p in
whih ase Nk(t + 1)−Nk(t) = δk,1, or is attahed to a omponent of size l
to build a omponent of size l + 1 with probability plNl(t)/t, in whih ase
Nk(t+ 1)−Nk(t) = δk,l+1 − δk,l. We infer
〈Nt+1(z)〉 − 〈Nt(z)〉 = (1− p)z +
∑
k,l
pl 〈Nl(t)〉 /t(δk,l+1 − δk,l)zk
= (1− p)z + p
∑
l
l 〈Nl(t)〉 /t(zl+1 − zl)
= (1− p)z + p/t(z2 − z)∂z 〈Nt(z)〉 .
The initial ondition is 〈N1(z)〉 = N1(z) = z We an simplify this equation
by the hange of variable z = w/(1 + w). Setting Qt(w) ≡ 〈Nt(z)〉, the
equation for Qt is
Qt+1 −Qt = (1− p) w
1 + w
− pw
t
∂wQt.
Nt(z) is a polynomial in z, so Qt+1 has a regular series expansion in w,
Qt ≡
∑
k≥1 qk(t)w
k
whih leads to qk(t + 1) =
t−pk
t
qk(t) + (1 − p)(−1)k+1.
Diret substitution shows that qk(t) = t
1−p
1+pk
(−1)k+1 is a partiular solution.
The general solution rk(t) of the assoiated homogeneous equation rk(t+1) =
t−pk
t
rk(t) is rk(t) =
Γ(t−pk)
Γ(t)Γ(1−pk)rk(1). Taking into aount the initial ondition
Q1 = w/(1 + w) leads to
qk(t) = (−1)k+1
(
t
1− p
1 + pk
+
p(k + 1)
1 + pk
Γ(t− pk)
Γ(t)Γ(1− pk)
)
.
We an now go bak to the z variable :
〈Nk(t)〉 =
k∑
l=1
(−1)l+1
(
t
1− p
1 + pl
+
p(l + 1)
1 + pl
Γ(t− pl)
Γ(t)Γ(1− pl)
)
Γ(k)
Γ(l)(k − l)! .
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The ontribution orresponding to the rst term inside the parenthesis, the
one whih is linear in t, an be resummed. Indeed, if C(z) is a solution of
C = (1 − p)z + p(z2 − z)∂zC, tC(z) solves the original equation for 〈Nt(z)〉
even at nite t. The solution whih is regular at z = 0 is
C(z) =
∑
k≥1
1− p
p
Γ(k)Γ(1 + 1/p)
Γ(k + 1 + 1/p)
zk.
One an hek that, for any p ∈ [0, 1[, C ′(z = 1) = 1. As we shall explain
later, that means there is no perolation.
To summarize,
〈Nk(t)〉 = t1− p
p
Γ(k)Γ(1 + 1/p)
Γ(k + 1 + 1/p)
+
k∑
l=1
(−1)l+1 p(l + 1)
1 + pl
Γ(t− pl)
Γ(t)Γ(1− pl)
Γ(k)
Γ(l)(k − l)! .
It is now possible to get the exat saling funtion governing the size
distribution of large omponents. When both t and k are large, the ther-
modynami ontribution sales like
1−p
p
Γ(1+ 1/p)tk−1−1/p while in the other
ontribution, for xed l, one nds (−1)l+1 p(l+1)
1+pl
1
Γ(1−pl)Γ(l) t
−plkl−1. This de-
reases very fast with l so for large k one an extend the range of l to ∞.
The balane between the thermodynami and nite size ontributions shows
that the saling variable is s = kt−p. In the saling limit
〈kNk(t)〉 ∼ 1− p
p
Γ(1 + 1/p)s−1/p +
∑
l≥1
(−1)l+1p(l + 1)
1 + pl
1
Γ(1− pl)Γ(l)s
l.
Let S(s) denote the saling funtion on the right hand side.
Dening sA(s) ≡∑l≥1(−1)l+1 1Γ(1−pl)Γ(l)sl, one an rewrite
S(s)/s =
1− p
p
Γ(1 + 1/p)s−1−1/p + A(s)− 1− p
p
∫ 1
0
dλA(λs)λ1/p.
This expression of S exhibits learly its small s behavior. To get on-
trol on the large s behavior, one an use the familiar representation 1
Γ(z)
=
1
2ipi
∫
C dwe
ww−z for z = 1− pl and sum over l to obtain
A(s) =
1
2ipi
∫
C
dwew−sw
p
wp−1.
Observing that Γ(1 + 1/p)s−1−1/p =
∫∞
0
dλA(λs)λ1/p, one gets a ompat
expression
S(s)/s = A(s) +
1− p
p
∫ ∞
1
dλA(λs)λ1/p.
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Figure 1: Plots of S(s)/Sthermo(s) for p = 0.2 (solid line), p = 0.5 (dots) and
p = 0.6 (dashed line)
The large s expansion an then be obtained by standard methods (saddle
point for A(s) and then analysis at λ = 1 for the seond term). The formulæ
are rather umbersome and we simply quote the leading exponential behavior
log S(s) ∼ −1 − p
p
p
1
1−p s
1
1−p s→ +∞,
showing that S(s) dereases very fast at large s. As a simple example, take
p = 1/2. Then A(s) = 1√
pi
e−s
2/4
and
S(s) =
1√
pi
(
se−s
2/4 +
1
s2
∫ ∞
s
dλλ2e−λ
2/4
)
.
Returning to arbitrary p, the relation 〈kNk(t)〉 ∼ S(k/tp) implies that
the average number of omponents of size k ≥ stp is 〈∑k≥stp Nk(t)〉 ∼∫∞
s
du S(u)/u <∞. So the large omponents have a size of order tp.
5.3 Loal-in-time results
Knowing the global-in-time distribution of onneted omponents, it is natu-
ral to wonder whether this distribution is homogeneous in time or not. More
preisely, if j = σt with xed σ and t → ∞, what an we say about the
probability for vertex j to be in a omponent of size k ?
For k ≥ 1 let ρk(σ) be the probability that, in the thermodynami limit,
vertex σt belongs to a onneted omponent of size k. The purpose of this
setion is to give an equation governing the ρk's.
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Loal-in-time equation The systemati to derive this equation relies on
the same ideas as those used in paragraph 5.1 to get the global formula, and
involves heavy formulæ. Consequently we use diretly the thermodynami
assumption and give a more intuitive argument.
Let ∆t be an interval of time suh that ∆t≫ 1 but ∆t
t
≪ 1. Between times
t and t + ∆t, the number of verties added to the graph is large but muh
smaller than the size of the graph.
Following the interpretation of eq. (12), the number of new omponents of
size k is
∆t
∑
m
τm
m!
∑
k1,···,km
k1Ck1 · · ·kmCkm δ1+∑i ki,k
Eah of the m old omponents has average time distribution
ρki(σ)
Cki
so that, on
average, the ontribution of the ∆t new omponents to the time distribution
of omponents on k verties is
∆t
∑
m
τm
m!
∑
k1,···,km
k1Ck1 · · · kmCkm
(
ρk1(σ)dσ
Ck1
+ · · ·+ ρkm(σ)dσ
Ckm
)
δ1+
∑
i ki,k
Let us put ρ(σ, z) ≡∑k ρk(σ)zk. Multiplying the expression above by zk
and summing over k yields the term ∆tz2∂zρ(σ, z)T
′(z∂zC)dσ.
Following again the interpretation of eq. (12), α∆tkCk omponents of size
k are destruted between t and t+∆t. Aording to the denition of ρk(σ),
the number of verties of relative age ontained between σ and σ+dσ, whih
belonged to one of these omponents is α∆tkρk(σ).
After summation over k, the destrution term is α∆tz∂zρ(σ, z)dσ.
Moreover, a vertex of relative age σ at time t has relative age σt
t+∆t
at time
t + ∆t. Hene, the loal-in-time prole veries, to rst order in ∆t/t, the
following relation
tdσ
(
ρ
(
σt
t +∆t
, z
)
− ρ(σ, z)
)
= −α∆tz∂zρ(σ, z)dσ+∆tz2∂zρ(σ, z)T ′(z∂zC)dσ.
This leads to the dierential equation
σ∂σρ = (α− zT ′ (z∂zC)) z∂zρ (13)
As in the ase of a Poisson law, this equation leads to reursion relations
for the ρk(σ)'s. Dierentiating eq. (13) k times with respet to z and tak-
ing z = 0 leads to a rst order linear dierential equation for ρk, in whih
ρ1, · · · , ρk−1 appear. Putting x = σα, the rst few distributions are :
ρ1 = τ0x
16
Figure 2: The analyti result (solid lines) for the proles of small onneted
omponents (from top to bottom k=1,2,3) ompared to numerial simulations
(gray louds) on 5000 random graphs of size 30000. T (z) = (1− p)/(1− pz)
with p = 0.2.
ρ2 =
τ0τ1
α
[
x− x
2
1 + α
]
ρ3 = x
[
τ 20 τ2
2α(1 + α)
+
τ 21 τ0
α2
]
−x2 2τ0τ
2
1
α2(1 + α)
+x3
[
τ0τ
2
1
α2(1 + 2α)
− τ
2
0 τ2
2α(1 + α)2
]
Component distribution at σ = 1 To onlude this paragraph, we shall
ompute the probability for the oldest vertex to belong to a omponent of size
k. This is not diult to do beause, unlike all the other verties in the graph,
the youngest one does not have any outgoing edge. Hene, following one
again the interpretation of eq. (12), it belongs to a omponent of size k with
probability
∑
m
τm
m!
∑
k1,···,km k1Ck1 · · · kmCkm δ1+∑i ki,k. More ompatly :
ρ(σ = 1, z) = zT (z∂zC). (14)
Note that eqs.(13,14) an be used to reover the global equation (12).
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5.4 Tree distributions
Given a onneted graph G, one may wonder how many onneted ompo-
nents of the random evolving graph are isomorphi to G. In other words, if
k is the number of verties of G, we look for the average number of inreas-
ing maps v : [1, · · · , k] → [1, · · · , t] suh that the verties v1, · · · , vk span a
onneted omponent of the random graph isomorphi to G.
Let mi be the number of edges inoming to vertex i in G. The probability
that verties v1, · · · , vk span a onneted omponent of the random graph
isomorphi to G is evaluated using the following two rules :
• Vertex vi has mi inoming edges oming from the given verties ;
• The verties w of the random graph whih are not in the image of v
must not be onneted to any of the vi's.
Hene, putting vk+1 = t + 1, the probability we look for is
k∏
i=1

 τvi,mi(
vi−1
mi
) ∏
vi<wi<vi+1
∑
j≥0
τwi,j(
wi−1
j
)(wi − i− 1
j
)
The average number of omponents is then obtained by summing this
expression over all inreasing maps v
〈nG〉 =
∑
1≤v1<···<vk≤t
k∏
i=1

 τvi,mi(
vi−1
mi
) ∏
vi<wi<vi+1
∑
j≥0
τwi,j(
wi−1
j
)(wi − i− 1
j
)
In the thermodynami limit, the sum over j is given by formula (2), and
its produt over wi tends to e
−iα ln vi+1
vi
provided only large wi's ontribute
signiantly. Hene, approximating the sum over v1, · · · , vk by an integral
yields a ontribution of G equal to
Cm1,···,mk = t
k−m
(
k∏
i=1
τmi
)∫
0≤σ1≤···≤σk≤1
dσ1σ
α−m1
1 · · · dσkσα−mkk (15)
This formula looks pretty muh like the one proposed in the poissonnian ase
in [2℄. In partiular, it shows exatly in the same way that only onneted
graphs with k = m + 1 (i.e. trees by Euler's formula) give a ontribution
that sales like t in the thermodynami limit. Moreover, the ontribution of
a tree with degree distribution mi is
k∏
i=1
τmi
i(α + 1)− (m1 + · · ·+mi) (16)
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This formula was obtained by integration over all relative ages σ0, · · · , σk−1.
However, if we only integrate over some of these variables while xing the
others, say σk1 < σk2 < · · · < σkp, we expet to get the ontribution of a
given tree with k verties amongst whih p verties have imposed age. For
instane, taking k = 2 and integrating over σ1 while imposing σ2 = σ gives
the ontribution of trees of size 2 with younger vertex of age σ. Expliit
integration yields a ontribution τ0τ1σ
2α/(α + 1) . On the other hand, if
we integrate over σ2 and x σ1 = σ, we get τ0τ1(σ
α/α − σ2α/α) for the
ontribution of trees of size 2 with older vertex of age σ. The sum of these two
quantities, whih is expeted to be the probability that a site of relative age
σ belongs to a tree with two verties is, indeed, equal to ρ2(σ) as alulated
from equation (13).
In fat, this result is not really surprising, sine the derivation of eq.(12) relies
on the fat that, in the thermodynami limit, a new vertex onnets with
vanishing probability to several verties in the same omponent. In other
words, this equation of evolution takes only trees into aount so eq.(16)
should imply it. The full proof is instrutive but tedious, and we relegate it
to the appendix.
6 The perolation transition
Formula (12) gives a relation between the Ck's, whih represent the asymp-
toti number of onneted omponents of size k. This equation involves in
partiular the funtion z∂zC(z) =
∑
k kCkz
k
.
Note that kCk is the fration of sites belonging to omponents of size k.
This means that, if
∑
k kCk = 1, no single omponent in the graph an have
size O(t). On the other hand, if
∑
k kCk < 1, the possibility exists that a
giant omponent ontains a nite fration of the sites. The possibility that
several very large omponents oexist is usually ruled out beause under a
rearrangment of a number o(t) of edges these omponents would merge with
nite probability. Though we have not tried to build a formal argument in
the ase of evolving graphs, the intuition remains the same and is onrmed
by numerial simulations. So we take for granted that if
∑
k kCk < 1 a single
giant omponent ontains a fration 1−∑k kCk of the sites.
6.1 Main results.
The arguments that lead to the main qualitative and quantitative features
of the perolation transition are of tehnial nature. So we postpone them
to the next setion.
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Perolation riterion. Unless T (z) is a polynomial of degree 1, the system
ontains a giant omponent if either the variane γ of T is > 1/4 or the
average α of T is > 1/2. The boundary separating the non perolating
phase from the perolating phase is given by the two onditions γ = 1/4 and
α < 1/2. The emergene of a giant omponant is purely due to an inrease
of the variane of T above the threshold 1/4.
Behaviour below threshold. If γ ≤ 1/4 and α ≤ 1/2, the distribution of
omponent sizes in the system is ritial, araterized by the following three
equivalent properties.
The dominant singularity of C(z) at z = 1 is
Csing(z) ∝ (1− z) 21−√1−4γ . (17)
For large k, the fration of sites belonging to omponents of size k de-
reases like
kCk ∝ k−
2
1−√1−4γ . (18)
For a nite system of size t → ∞, the large omponents have a size of
order
k(t) ∝ t 1−
√
1−4γ
2 . (19)
Behaviour above but lose to threshold. The perolation transition is
of innite order when γ rosses the value 1/4 while keeping α < 1/2. If we
denote by P∞ the fration of sites oupied by the giant omponent, then
when γ − 1/4→ 0+, P∞ is exponentially small :
logP∞ ∼ −pi/
√
4γ − 1 for γ → 1/4+. (20)
For large k, the fration of sites belonging to omponents of size k de-
reases like
kCk ∝ k− 32 e−kP∞. (21)
6.2 Disussion.
We start our disussion by analysing the behavior of C(z) lose to z = 1.
As before, we assume that T (z) is not a polynomial of degree 1, i.e. that
T ′′(1) 6= 0.
We start from equation (12) and apply the operator z∂z to get
(z∂zC) + αz∂z(z∂zC) = zT (z∂zC) + zT
′(z∂zC)z∂z(z∂zC) (22)
whih involves only z∂zC.
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Set z = eτ and Y (τ) ≡ 1− z∂zC . Equation (22) an be rewritten for Y :
0 = Y (τ)− 1 + αY˙ (τ) + eτ
(
T (1− Y (τ))− T ′(1− Y (τ))Y˙ (τ)
)
.
We know make two assumptions.
i) there is no giant omponent :
∑
k kCk = 1 or equivalently Y (0) = 0,
ii) the size distribution of lusters has a rst moment : µ1 =
∑
k k
2Ck is
nite.
Note that ii) implies that Y˙ (0−) exists and has value −µ1.
We dierentiate the equation for Y with respet to τ and put τ = 0,
yielding :
µ21T
′′(1) + µ1(2α− 1) + 1 = 0.
The disriminant of this equation for µ1 is 1− 4γ where γ = T ′′(1) + α− α2
is the variane of the distribution T .
The ase when T ′′(1) = 0, i.e. when T (z) is ane, has some pathologies, but
it has already been treated in detail.
If T ′′(1) > 0, the quadrati equation has two roots,
a) both real and positive if 1− 2α and 1− 4γ are positive,
b) both real and negative if 1− 2α is negative but 1− 4γ is positive,
) both omplex if 1− 4γ is negative.
Clearly, only ase a) is ompatible with our two assumptions i) and ii). In
the sequel we shall take for granted that in this ase, the assumptions i) and
ii) are indeed true.
In ases b) and ), at least one of the assumptions must fail. We show
that it is i), the absene of giant omponent. To do that we need a more
preise analysis.
Let us rst give some properties of Y (τ) for τ ≤ 0. By onstrution, Y (τ)
has a onvergent expansion in powers of eτ with negative oeients (exept
the rst) and is bounded by 0. So Y is ontinuous dereasing on ]−∞, 0].
To obtain the large order behavior of Ck we simplify eq.(22) assuming that
τ and Y (τ) are small2. This is ertainly a good approximation to desribe
the small τ behavior of Y (τ) when there is no perolation luster beause in
that ase Y (τ) is ontinuous and vanishes at τ = 0. It is also true lose to a
ontinuous phase transition beause Y (0) is small.
Keeping only the dominant ontributions yields
Y˙ (T ′′(1)Y − ατ) + (1− α)Y + τ ≃ 0.
Setting γF = T ′′(1)Y − ατ , we derive the limit equation
γF F˙ + F + τ = 0. (23)
2
Note that we do not assume that they are of the same order of magnitude.
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This equation is the same as the one found and studied in [6, 2℄. As the
presentation in [2℄ is loser in spirit to this one, this is the one we refer to in
the sequel for details. In the poissonian ase, the authors showed arefully
that eq.(23) indeed ontains the quantitative universal features of the exat
luster generating funtion. We take for granted that this remains true for
general T .
When γ < 1/4, we write β =
√
1− 4γ. The general integral of eq.(23) is
(
1 +
1− β
2
F
τ
) 1+β
2β
(
1 +
1 + β
2
F
τ
)β−1
2β
=
Cst
τ
. (24)
Suppose F (0) = 0, but F (τ)/τ is not bounded lose to τ = 0−. Then at
a point where F (τ)/τ is large, eq.(24) implies that F (τ) is of order one, a
ontradition. For analogous reasons, if F (0) = 0 and F (τ)/τ is bounded,
limτ→0− 1 +
1+β
2
F
τ
= 0 and then
F (τ) +
2
1 + β
τ ∝ τ 1+β1−β ≪ τ. (25)
To summarize, if γ < 1/4 and F (0) = 0, F ′(0) exists (and then µ1 =∑
k k
2Ck is nite) so that i) implies ii): this means that if γ < 1/4 but
α > 1/2, i) has to be wrong, and
∑
k kCk < 1.
A word of aution is needed here. To get the limiting equation (23),
we have negleted terms of order τ 2 in (22). So stritly speaking, eq.(25)
is orret only if
1+β
1−β < 2, i.e. 2/9 < γ < 1/4. A more areful analysis,
analogous to that skethed in [2℄, would show that in general, in the absene
of a giant omponent, the small τ expansion of F (τ) starts with a standard
taylor series in τ up to order ⌊1+β
1−β ⌋ and then a leading singularity proportional
to τ
1+β
1−β
.
When γ < 1/4, we write β =
√
4γ − 1. Eq.(23) implies that
1
2
log(γF 2 + τF + τ 2)− 1
β
arctan
(
βF
F + 2τ
)
. (26)
is loally onstant. As F is ontinuous, the above quantity jumps by ±pi
when F +2τ hanges sign. To x onventions, we speify the funtion arctan
by demanding that it is ontinuous and takes value in ]−pi/2, pi/2[. We argue
by ontradition that F annot vanish at τ = 0 : if F and τ are small, the
argument of the log is a small positive number so the rst term gets large
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Figure 3: Phase struture of the evolving graph in the subsimplex 0 = p3 =
p4 = · · ·, p0 + p1 + p2 = 1. The unshaded area orresponds to the non
perolating phase. Horizontal lines ll the region γ ≥ 1/4 and vertial lines
the region α ≥ 1/2.
and negative, while the term involving arctan remains bounded. So again i)
fails.
We have established the perolation riterion announed in the previous
setion.
Furthermore, the relation γ − 1/4 = T ′′(1)− (2α− 1)2/4 shows that the
region separating the perolating phase from the non perolating phase is
γ = 1/4 and 2α− 1 ≤ 0 : the emergene of a giant omponent is purely due
to an inrease of the variane of T above the threshold 1/4. This is a bit
ounterintuitive, beause it implies that there are ases with arbitrary small
α and a giant omponent.
To illustrate that point, we present the ase when T is a quadrati poly-
nomial.
The properties that desribe the system when there is no giant omponent
or lose to the threshold (when the giant omponent is small) only rely on
equation eq.(23), and we refer to [2℄ for the detailed analysis that leads to
eqs.(17,18,19,20,21).
6.3 Comparison with stati graphs.
Maximum entropy stati graphs with xed in- and/or out-degree distribu-
tions have been studied in [3, 13℄. If only the in-degree is xed, the out-degree
is always Poissonian, in ontrast with the global geometri out-degree distri-
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bution of the evolving ousin model. Let us ompare briey the perolation
riteria of the evolving ase with two stati maximum entropy situations.
If T−(z) = T (z) is the in-degree and T+(z) the out-degree distribution of
the stati model, we read from [3, 13℄ that the ondition for perolation is
T ′′(1)T ′′+(1) − (T ′(1) − T ′(1)2)2 > 0 3 When only the in-degree is xed in
the stati ase, T+ is Poissonian, one nds γ + α > 1. When moreover the
out-degree is xed to be independent of the in-degree and follow a geomet-
ri law, so that the stati graph has the same (global) degree distribution
as the evolving graph, one nds 2γ + α2 > 1. The thresholds are dierent
in the stati and evolving ases. Moreover, the perolating region of the
evolving ase always ontains stritly the stati perolating region, beause
when γ < 1/4 and α < 1/2 both γ + α and 2γ + α2 are less than 3/4 : the
inhomogeneities of the evolving graph, in whih old verties have an eetive
high oordinay, favor the emergene of a giant omponent. However, this
giant omponent starts with a very tiny size, in ontrast with the stati ase,
when its growth is generially linear.
6.4 Comments on the prole of the innite luster in
the perolating phase.
For a Poissonian in-degree distribution, the authors of [2℄ obtained a losed
equation whih tted perfetly with numerial simulations. The naive adap-
tation of their argument to the general ase is straightforward, but gives an
inorret result.
Though we have not been able to derive a losed equation for the prole
of the innite omponent in the ase of an arbitrary degree distribution, the
suessive derivatives of this prole at σ = 1 an be omputed in a systemati
way as follows.
Dening D ≡ z∂zC, we an derive from the previous results that
σ∂σρ = (α− zT ′ (D)) z∂zρ
zT (D)−D = (α− zT ′(D))z∂zD
ρ(σ = 1, z) = zT (D).
The rst equation is just a rewriting of eq.(13), and the seond one was
obtained by applying the operator z∂z to eq.(12).The last equation gives the
density at σ = 1. Then the rst equation an be used to get the derivative
3
This is, as should be the ase for a stati graph, symmetri in T and T+ beause
T ′(1) = T ′+(1) is automati : any edge is in at one end and out at the other.
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of the density at σ = 1 :
σ∂σρ(σ = 1, z) = (α− zT ′ (D)) z∂zρ(σ = 1, z)
= (α− zT ′ (D)) z∂z(zT (D))
= (α− zT ′ (D)) (zT (D) + zT ′(D)z∂zD)
= (α− zT ′ (D)) zT (D) + zT ′(D)(zT (D)−D)
= αzT (D)− zDT ′(D).
If D(z = 1) = 1, ρ(σ = 1, z = 1) = 1, but σ∂σρ(σ = 1, z = 1) = 0.
The same kind of algebra an be used to ompute the suessive derivatives
((σ∂σ)
nρ) (σ = 1, z) for n = 2, · · ·. Again, one an hek that this vanishes if
D(z = 1) = 1. This is of ourse natural in the non perolating phase.
However, in the perolating phase, D(z = 1) = 1− P∞ and one nds
ρ(σ = 1, z = 1) = T (1− P∞)
σ∂σρ(σ = 1, z = 1) = αT (1− P∞)− (1− P∞)T ′(1− P∞).
Formally, we an write
ρ(σ, z) = elog σ[(α−zT
′(D))z∂z+(zT (D)−D)∂D ]zT (D), (27)
where now z and D are independant variables, whih is true order by order
in an expansion in powers of log σ. Writing ρ∞(σ) = 1− ρ(σ, z = 1) for the
prole of the giant omponent, eq.(27) an be used to obtain systematially,
for small values of n, a (rather ompliated) formula for ((σ∂σ)
nρ∞) (σ = 1)
as a polynomial in P∞, T (1− P∞), T ′(1− P∞) · · · , T (n)(1− P∞).
In partiular, as a trivial example,
ρ∞(σ = 1) = 1− T (1− P∞) ≃ αP∞. (28)
On the other hand, for σ lose to 0,
1− ρ∞(σ) ∝ σα, (29)
so the giant omponent ontains all the old verties, but only a fration
(whih is exponentially small lose the threshold) of the young verties. That
means the perolation transition is very inhomogeneous and takes mainly
plae in the part of the graph where it is denser than average.
7 Conlusions.
In this study, we have solved a model of evolving random graph whih, albeit
simple, involves an arbitrary in-degree distribution.
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We have desribed the degree distributions and their loal-in-time pro-
les. By onstrution, in-degree and out-degree at eah vertex are indepen-
dent. The loal out-degree distribution follows an age dependant Poisson
law, whih after integration over ages leads to a geometri global out-degree
distribution.
We have also made a detailed analysis of the distribution of omponent
sizes, again at the global and the loal-in-time level. We have shown the
validity of the self averaging hypothesis by proving the equivalene with a
diret exat tree enumeration.
The parameter ontrolling the perolation transition has been found,
quite surprisingly, to be simply the variane of the in-degree distribution,
in ontrast with the analogous stati models.
Below the transition, the large omponents have a size whih sales like
a power of the total size of the graph. The size of the giant omponent
lose to the threshold has been omputed. It is exponentially small. The
unusual utuation indued perolation mehanism might be the reason why
the ritial behavior of this models is so dierent from what is observed in
the ase of stati graphs (see [3, 11, 13℄). There, the generi behavior lose
to the transition is a linearly growing giant omponent.
We have shown how all these dierenes ould be used to disriminate in
ertain ases between a stati and an evolving random graph even when the
in and out degree distributions are the same for both.
Among the unanswered questions is a diret desription of the prole
of the giant omponent. For a Poissonian in-degree distribution, the au-
thors of [2℄ obtained a losed equation whih tted perfetly with numerial
simulations. The naive adaptation of their argument to the general ase is
straightforward, but gives an inorret result. It would be desirable to nd
a valid argument for general T , or more modestly to understand why the
argument in fat works for the Poissonian ase.
A A ombinatorial identity.
We show that the tree distribution, eqs.(15,16), leads to the generating fun-
tion formula, eq.(12).
If V is a nite (nonempty) set, we denote by TV the set of trees with vertex
set V .
If moreover V is totally ordered , we denote its supremum by sV . If
moreover |V | ≥ 2, we dene T nV for n = 1, 2, · · · , |V | − 1 as the set of trees
with vertex set V suh that vertex sV has n neighbors. Note that T nV is non
empty.
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If V = [1, · · · , k] (with the usual order) we denote TV by Tk and if k ≥ 2 we
denote T nV by T nk for n = 1, · · · , k−1. We shall sometimes use the shorthand
notation Tk1,···,kn ≡ Tk1 × · · · × Tkn.
If V is a totally ordered nite (nonempty) set, there is a unique order
preserving map from V to [1, · · · , |V |], so that there is a anonial bijetion
between TV and T|V |. For the same reason, if moreover |V | ≥ 2 there is a
anonial bijetion between T nV and T n|V | for any n = 1, 2, · · · , |V | − 1.
Let V be a totally ordered nite (nonempty) set V with |V | ≥ 2 and let
n ∈ [1, · · · , |V | − 1]. Take a tree Υ ∈ T nV .
To Υ we assoiate the following data
[i] An n-tuple of positive integers (k1, · · · , kn) suh that
k1 + · · ·+ kn = |V | − 1.
[ii] A sequene (Υ1, · · · ,Υn) ∈ Tk1,···,kn.
[iii] A sequene (V1, · · · , Vn) of disjoint subsets of V , eah endowed with the
order indued from that of V , suh that
[a℄ (|V1|, · · · , |Vn|) = (k1, · · · , kn),
[b] V1 ∪ · · · ∪ Vn = V \{sV },
[c] sV1 < · · · < sVn for the order in V .
[iv] A sequene (v1, · · · , vn) ∈ [1, · · · , k1]× · · · × [1, · · · , kn],
as follows :
Remove from Υ the vertex sV and the edges inident to it. What remains
is a forest made of n omponents. There is a single way to label the or-
responding n vertex sets V1, · · · , Vn so as to satisfy [c], and then we dene
(k1, · · · , kn) by [a] so we have obtained [i] and [iii]. For l ∈ [1, · · · , n] the
onneted omponent with vertex set Vl is a tree. We dene Υl as its anon-
ial representative in Tkl and by vl the vertex of Υl whose preimage in Vl is
onneted to sV in Υ; this gives [ii] and [iv].
Conversely, one an reover Υ from the data by reversing the proedure.
We let PVk1,···,kn be the set of sequenes (V1, · · · , Vn) of disjoint subsets of
V , eah endowed with the order indued from that of V , satisfying onditions
[a] and [b] above. The set obtained when moreover [c] is taken into aount
is denoted by Prestr Vk1,···,kn. There is a 1 to n! orespondene between Prestr Vk1,···,kn andPVk1,···,kn
To summarize what we have found, we have put T nV in
 1 to 1 orrespondene with the disjoint union
∪Tk1,···,kn ×Prestr Vk1,···,kn × [1, · · · , k1]× · · · × [1, · · · , kn],
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 1 to n! orrespondene with the disjoint union
∪Tk1,···,kn ×PVk1,···,kn × [1, · · · , k1]× · · · × [1, · · · , kn],
where in both ases the union is taken over n-tuples of positive integers
(k1, · · · , kn) suh that k1 + · · ·+ kn = |V | − 1.
From now on, we x V = [1, · · · , k] for some integer k ≥ 2. We assign to
eah tree Υ ∈ Tk a weight as follows. Write mi for be the number of edges
of Υ onneting i to [1, · · · , i− 1]. Then
WΥ = τm1 · · · τmk
∫
0≤σ1≤···≤σk≤1
dσ1 · · · dσkσα−m11 · · ·σα−mkk .
Write HΥ for the rst fator and IΥ for the integral, so that WΥ = HΥIΥ.
We hange variables and set σk = σ˜k and σi = σ˜iσ˜k for i = 1, · · · , k− 1. The
power of σ˜k in the new integrand is k − 1 + kα − m1 − · · · − mk = kα so
integration over σ˜k leads to IΥ = 11+kα I˜Υ with
I˜Υ =
∫
0≤σ1≤···≤σk−1≤1
dσ1 · · ·dσk−1σα−m11 · · ·σα−mk−1k−1 .
To avoid ambiguities when several trees are used at the same time, we shall
sometimes write mΥi instead of mi.
Suppose that Υ ∈ T nk , whih amounts to set n = mk. We want to
express WΥ in terms of its deomposition, in fat in term of the n trees
(Υ1, · · · ,Υn) ∈ Tk1 × · · · × Tkn with k1 + · · · + kn = |V | − 1, and of the
partition V1 ∪ · · · ∪ Vn (it turns out that WΥ does not depend on the hoie
of one vertex in eah Vi).
The deomposition proedure assoiates to eah i ∈ [1, · · · , k − 1] one of
the trees Υ1, · · · ,Υn, say Υl and a vertex i′ ∈ [1, · · · , kl] in Υl. By onstru-
tion of the deomposition, if j ∈ [1, · · · , i− 1] is suh that (i, j) is an edge of
Υ then i and j have the same Υl, j
′ ∈ [1, · · · , i′ − 1] and (i′, j′) is an edge of
Υl. Hene m
Υ
i = m
Υl
i′ and HΥ = τnHΥ1 · · ·HΥn has a simple multipliative
behavior.
Our aim is now to show that when (Υ1, · · · ,Υn) (and then automatially
(k1, · · · , kn)) are xed
∑
P [1,···,k]
k1,···,kn
I˜Υ = IΥ1 · · · IΥn .
We introdue another tree, Υ˙, whose deomposition is made of the same
trees (Υ1, · · · ,Υn) as Υ, but with V˙1 = [1, · · · , k1], V˙2 = [k1+1, · · · , k1+k2], · · ·
and v˙1 = k1, v˙2 = k1 + k2, · · ·. Write m˙i for the number of edges of Υ˙
onneting i to [1, · · · , i− 1].
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There is a unique permutation, say λ, of [1, · · · , k−1] whih maps V1 into
V˙1, V2 into V˙2, · · ·, and is stritly inreasing in eah. Then mi = m˙λ(i) for
eah i ∈ [1, · · · , k − 1]. If we set σi = σ˙λ(i) we obtain
I˜Υ =
∫
0≤σ˙λ(1)≤···≤σ˙λ(k−1)≤1
dσ˙1 · · · dσ˙k−1σ˙α−m11 · · · σ˙α−mk−1k−1 .
Write Rλ for the region of integration 0 ≤ σ˙λ(1) ≤ · · · ≤ σ˙λ(k−1) ≤ 1.
Conversely, (k1, · · · , kn) being kept xed, if (V1, · · · , Vn) desribes P [1,···,k]k1,···,kn
eah permutation λ of [1, · · · , k− 1] suh that λ−1 is stritly inreasing when
restrited to V˙1, · · · , V˙n appears exatly one. If R be the union of all suh
Rλ's (the intersetion of dierent Rλ's is of measure 0), one heks that
(σ˙1, · · · , σ˙k−1) is in R if and only if 0 ≤ σ˙1 ≤ · · · ≤ σ˙k1 ≤ 1, 0 ≤ σ˙k1+1 ≤
· · · ≤ σ˙k1+k2 ≤ 1, · · ·.
This shows that when (Υ1, · · · ,Υn) are xed
∑
P [1,···,k]
k1,···,kn
I˜Υ = IΥ1 · · · IΥn .
If we reall moreover that HΥ = τnHΥ1 · · ·HΥn and that T nV is in 1 to n!
orrespondene with the disjoint union
∪(k1,···,kn)Tk1,···,kn ×PVk1,···,kn × [1, · · · , k1]× · · · × [1, · · · , kn],
we obtain as an immediate onsequene that
(1 + kα)
∑
Υ∈T n
k
WΥ =
∑
(k1,···,kn)
∑
(Υ1,···,Υn)∈Tk1,···,kn
Υn
n!
k1WΥ1 · · · knWΥn .
If we deneW(k) ≡∑Υ∈Tk WΥ =∑n∑Υ∈T nk WΥ, it is plain that∑kW(k)zk
satises eq.(12), whih has only one formal power series solution vanishing
at z = 0. QED.
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