I n this short paper, a new Lagrangian function is reported which i s p a r t i c u l a r l y s u i t e d f o r l a r g e -s c a l e nonconvex optimization problems with separable structure Our modification convexifies the standard Lagrangian function without destroying its separable structure so that the primal-dual decomposition technique can be applied even t o nonconvex optimization problems. Furthermore, the proposed Lagrangian results in two levels of iterative optimization as compared with the three levels needed for techniques recently proposed for nonconvex primal-dual decomposition.
where f : W ' + l R and g : R '+Rm ( m i n ) are given and are not necessarily convex. Large-scale f 0 a n d y* denotes the optimal multiplier associated with the local optimal solution x*.
I n the primal-dual method, one defines a dual function q(y) by where the minimization is understood t o be l o c a l , a n d one seeks a local maximum of q ( y ) , s i n c e y* l o c a l l y maximizes q ( y ) and x* locally minimizes i(x,y*) with respect t o x . For the purpose of maximizing q ( y ) , one may a p p l y s t e e p e s t a s c e n t i t e r a t i o n s or Newton i t e r a t i o n s . Hence, t h i s approach r e s u l t s i n two levels of optimization: mini-
m i z a t i o n of Lagrangian (3) w i t h respect t o x on t h e f i r s t level and maximization of dual function
( 4 ) with resDect lem of the t o y on the second level.
A1 though, because of these two complex, i t i s o f t e n employed when solving large-scale
( 1 ) levels of optimization, the primal-dual method i s somewhat unctions separable problems, because minimization problem ( 4 ) ptimizatjon decomposes i n t o N subproblems: problems often have the following separable structure: where x = ( t l ,. . . , t N ) , f i : R k i + R , 9 . : X kiiR m , and 1 N -k = n . Therefore, i t i s of i n t e r e s t t o study this 
where c i s a scalar penalty coefficient and ~ : * ' , denotes the Euclidean norm. For sufficiently large values of c , the above problem now satisfies the local convexity assumption and the primal-dual approach may be applied. However, cross product terms in the penalty , ' . g ( x ) , ' 2 , generally destroys the separable structure.
I n order to retain the separability, Stephanopoulos and Westerberg [51 proposed to approximate the cross product terms by linear functions. B u t they did not e s t a b l i s h any convergence results for their method by taking into account their approximations. Then, Watanabe, Nishimura and Matsubara [6] proposed t o replace the penalty terms by an equivalent yet separable minimum function. However, t h e i r minimum function introduces additional unknown variables a n d an additional level of optimization for determining the unknown v a r i a b l e s ; t h e i r method r e s u l t s i n three levels of optimization. Bertsekas [7] = 01, And he has shown t h a t x * m i n i m i z e s t h e f u n c t i o n $,(z) w i t h r e s p e c t t o z over R n and proposed t o m i n i m i z e 6, .
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