have no visual function since loss of the retinal pigment epithelium is associated with fallout of photoreceptors. The only proven treatment available for the dry forms of the disease, compassing 85% of cases, is an antioxidants/mineral supplement that can slow the progression of the disease by 25% over 5 years (Age-Related Eye Disease Study Research Group 2001) Fig. 1 . Fundus photography (left) and fundus autofluorescence (right) of a patient suffering from advanced atrophic AMD. Visual acuity was reduced to "counting fingers" at 1m.
In the wet AMD (or exsudative or neovascular), vision loss appear suddenly, when a choroidal neovascular membrane leaks fluid or blood into the subpigment epithelial or subretinal space. Approximately 10% to 15% of AMD manifest the neovascular form of the disease (Ferris, et al 1984) . Patients complain of decreased vision, micropsia, metamorphopsia, the presence of a scotoma, see a simulation on Figure 2 . Macular degeneration is associated with severe vision loss at advanced stages. If the advanced stage of both types of AMD is noted in one or both eyes, then rehabilitation with a low-vision department should be considered to determine which activity or device will help the individual to cope with the visual loss. At advanced stage, once the spatial resolution of the fovea cannot be used, and fixation is controlled, a preferred retinal location (PRL) is developed. The location of the PRL depends upon the geographic distribution of the lesion although it tends to develop in a functional retinal area near the edge of the scotoma (Crossland et al 2004; 2005; Cheung & Legge, 2005 for a review). At the end of its evolution, AMD affects all the functions of central vision: acuity, color vision, high spatial resolution, contrast sensitivity, posture and mobility (Wood et al 2009; Hassan et al., 2002) . AMD leads to a central scotoma, a region of diminished vision within the visual field, which can be absolute or relative depending on the degree of central vision loss. The scotoma may cause centrally presented images to appear darker, blurred, and even contain black or grey holes (see Figure 2 ) (Schumacher et al. 2008) . As the macula is responsible for high spatial resolution the patients' ability to obtain information about the environment is reduced. Patients with visual loss resulting from AMD often report AMD as the worst medical problem and have a diminished quality of life , Mangione, et al 1999 . The lower quality of life in patients with AMD is related to greater emotional distress, worse www.intechopen.com self reported general health, and greater difficulties carrying out daily activities. These people report increased difficulty for everyday tasks like reading, driving, cooking, watching TV, recognizing faces and facial expressions, pictures and finding objects especially when the illumination level is low and during the transition from bright to dim illumination (Hart et al., 1999; Brody et al., 2001; Holzschuch et al 2002; Hassan et al., 2002; Bullimore et al 1991; Peli et al 1991; Tejeira et al., 2002; Boucart et al 2008a) . Vision-related Quality of Life questionnaires (Mangione et al 2001; Cahill et al 2005) report that patients suffering from AMD also encounter more difficulties than do age matched normally sighted individuals when shopping (i.e., finding objects on shelves), managing money and performing light housework. Therefore, understanding the visual processes impaired, and those spared, is critical for efficient cognitive re-habilitation and for maintaining a relative autonomy in this population. In the present chapter we will focus on the cognitive aspects of the visual impairments encountered by people with low vision consecutive to macular degeneration, and particularly on visual object and scene perception. Indeed, with only few exceptions (Hogervorst & van Damme 2008; Boucart et al 2008b) , research on people with AMD has been focused on investigations of low-level processes with simple static stimuli like gratings, shapes, letters and in word perception and reading (Legge et al., 1985; Wang et al 2002) . Yet, the natural environment is made of dynamic scenes, which put different requirements on the observer in terms of selecting relevant features (colors, contours, texture, spatial layout, figure/ground discrimination,…) that are necessary to quickly understand the meaning of a scene (gist) as well as object search for instance. How do people with central vision loss recognize objects and scenes? Is central vision necessary for scene gist recognition? Does color and context (the surrounding of objects) facilitate or impair object and scene recognition? We summarize three studies (Boucart et al., 2008b; addressing these questions. Visual acuity is not uniform across the visual field. Neurophysiological studies show that the density of cone photoreceptors, responsible for high resolution perception, decreases considerably as eccentricity increases. The fovea contains the highest density of cones. Their number drops to about 50% at 1.75° from the fovea and to less than 5% at 20° from the fovea (Curcio et al, 1991) . The receptive fields are larger in periphery leading to loss of spatial resolution. As a consequence of its low spatial resolution, peripheral vision is far less capable of fine discrimination even after its low spatial resolution has been compensated for www.intechopen.com by increase in size (M-Scaling, Saarinen, et al. 1987; Näsänen & O'Leary 1998) , contrast enhancement (Makela et al, 2001) and increased temporal integration (Swanson et al. 2008) . Moreover, crowding is known to be more pronounced in the periphery (Pelli et al 2004) . Crowding refers to the decreased visibility of a visual target in the presence of nearby objects or structures (Levi 2008; Pelli 2008) . It impairs the ability to recognize objects in clutters. This has been demonstrated with letters, digits, bars and gabor stimuli (Bouma 1970; Strasburger et al 1991; Fellisbert et al 2005) . Figure/ ground segregation is also impaired in peripheral vision (Thompson et al 2007) . In daily life normally sighted people are not aware of the limitations in spatial resolution in peripheral vision because eye movements place the high resolution of foveal vision in different parts of the visual field. In people with AMD the central scotoma follows eye movements and only the low resolution of peripheral vision remains. We examined whether scene gist recognition can be accomplished by low resolution peripheral vision in people with central vision loss. The question of the contribution of central versus peripheral vision on scene gist recognition has been addressed by Larson and Loschky (2009) in normally sighted observers. They presented participants with photographs of real world scenes (27 X 27° of visual angle) for 106 ms each. Each scene was followed by a name (e.g., river). Participants were asked to decide if the scene matched the name. Performance was compared in two conditions: a window condition showing the central portion of the scene and blocking peripheral information and a scotoma condition blocking out the central portion and showing only the periphery. The radii of the window and scotoma were 1, 5, 10.8 and 13.6°. Performance was barely above chance in the 1° window condition suggesting that foveal vision is not useful for recognizing scene gist. Accuracy increased as the radius of the window increased. Conversely, when participants had information from everything but not foveal vision (in the 1° scotoma condition), performance was equal to seeing the entire image. Based on these data the authors suggested that peripheral (and parafoveal vision) is more useful than high resolution foveal vision for scene gist recognition. We investigated scene categorization in people with central vision loss. Performance was compared for two spatial properties: a categorization based on naturalness (natural versus urban scenes) and a categorization in terms of indoor versus outdoor scenes. Though these two properties are considered as holistic or global (i.e, the categorization can be based on the overall layout; Greene & Oliva 2009a; 2009b) , studies on young normally sighted observers have shown longer categorization times for indoor vs outdoor scenes than for naturalness (Joubert et al 2007) ; likely due to the fact that a more local (object) analysis is required to discriminate between indoor and outdoor scenes whilst a coarse perception based on orientation and color is sufficient to decide if a scene is natural or urban. 27 patients with a confirmed diagnosis of wet and dry AMD and 17 age matched controls were recruited. Inclusion and exclusion criteria and clinical and demographic data are detailed in . Participants were tested monocularly, on the best eye for patients and on the preferred eye for controls. The stimuli were photographs of natural scenes. Two scene properties were selected: naturalness (natural/urban scenes) and indoor/outdoor scenes. Examples are shown in Figure 3 . The angular size of the photographs was 15° X 15° at a viewing distance of 1 m. A black fixation cross (5°) was centrally displayed for 500 ms and followed by a single photograph of a scene centrally displayed for 300 ms. Participants were given a target for each categorization task. For naturalness, urban scenes were chosen as target for half of the participants and natural scenes for the other half of the participants. The same procedure was used for indoor/outdoor scenes. A scene appeared every 3 seconds. Participants were asked to press a key as soon as they saw a picture corresponding to the pre-defined target. There were 100 trials/category (50 targets (e.g. natural scenes) and 50 distractors (e.g., urban scenes). The percentage of correct detections of the target is displayed in Figure 4 . The results show that patients with AMD were on average more accurate for natural/urban scenes than for indoor/outdoor scenes whilst performance did not differ significantly between the two categories for age matched controls. False alarms were higher in the indoor/outdoor category than for natural/urban category in both groups of participants but, on average, did not exceed 11%. A detailed description of the results can be found in .
The results indicate that scene gist recognition can be accomplished with low resolution peripheral vision as patients with central vision loss were able to recognize scenes with high accuracy in two types of categorization : natural vs urban scenes and indoor vs outdoor scenes. The results therefore confirm Larson and Loschky's (2009) data with artificial scotomas in normally sighted people, and extend them to real scotomas varying from 5° to 30° eccentricity in our patients. The head was not fixed in our study. As the stimuli always appeared at the same spatial location patients with a large scotoma might have moved their head to place the image in their preferred retinal location which is adjacent to the scotoma in AMD (see Cheung & Legge 2005 for a review). This means that scene gist is available at low spatial resolution (in peripheral vision) and even when local information, object identification, might help to distinguish between the two categories (i.e., a bed is more likely to be found indoor and a bike is more likely to be found outdoor). No correlation was found between performance and clinical variables such as the size of the lesion, visual acuity and the type of AMD. Performance is usually found to be related to the size of absolute scotoma when high spatial resolution is required to perform a task, in reading speed and in reading acuity for instance (Ergun et al 2003) . The scene-centered approach (Oliva, 2005; Greene and Oliva 2009a; 2009b) suggests that the initial visual representation constructed by the visual system is at the level of the whole scene and not at the level of objects. Instead of local geometric and part based visual primitives this account posits that global properties reflecting scene structure, layout and function act as primitives for scene categorization. Processing is considered as global if it builds a representation that is sensitive to the overall layout and structure of a visual scene. Many properties in the natural environment can be global and holistic in nature. For instance, the processing of orientation is sufficient to discriminate a urban from a natural landscape. Consistent with this proposal modelling work has shown success in identifying complex photographs of real world scenes from low level features, such as orientation, and color, or more complex spatial layout properties such as texture, mean depth and perspective (Oliva & Torralba, 2001 , Torralba & Oliva, 2002 Fei-Fei et al 2005 Vogel & Schiele 2007) . Greene and Oliva (2009a) suggested the possibility that the brain is able to rapidly calculate robust statistical summaries of features like the average orientation of a pattern in an automatic fashion and outside the focus of attention. This might explain the advantage observed, in patients with AMD, for naturalness as compared to indoor/outdoor scenes, and also that, within naturalness, urban scenes were categorized faster and more accurately than natural scenes. Indeed, urban scenes (cities with high buildings in our set of images cf Figure 3 ) were more homogeneous than natural scenes which included rivers, mountains, deserts, forests, beach.... An advantage for naturalness, over indoor/outdoor scenes, has been reported in other studies. Naturalness classification had the fastest categorization threshold in Greene and Oliva's (2009b) study and the fastest response times in Joubert et al. (2007) study. An explanation for this difference is that a low resolution is sufficient to discriminate between natural and urban scenes but a higher resolution is needed for basic level scene categorization such as discrimination between sea, mountain, forests, indoor and outdoor scenes. Our results are consistent with the notion that the initial scene representation is based on global properties and not on the objects it contains as central vision is reduced in AMD and object recognition is impaired.
The effect of color on object and scene perception
In normally sighted people there is disagreement about whether color facilitates object recognition or not. Ostergaard and Davidoff (1988) reported that objects were recognized equally fast irrespective of whether they were properly colored or not. Biederman and Ju (1988) failed to find any advantage of color over black and white outline drawings of objects in a naming task and an object verification task, thus supporting edge-based models of object recognition. Delorme et al. (2000) asked normally sighted young participants to make a rapid categorization (animal/non animal or food/non food objects) of briefly displayed (32 ms) colored or achromatic grey level photographs of natural scenes. They found no effect of color leading to the suggestion that the first wave of visual information is essentially coarse and achromatic. Other studies have attempted to determine the conditions in which color information might help object recognition. Three main factors have been investigated: structural similarity, color diagnosticity and degraded shape information. Price and Humphreys (1989) reported that object naming and categorization were facilitated by color, as compared with grey levels, when objects were structurally similar in shape (e.g. orange vs. grapefruit). Rossion and Pourtois (2004) also found that the advantage provided by color was larger for objects structurally similar in shape and for natural objects with a diagnostic color (e.g., a red strawberry) but they reported that man-made objects also benefited from color irrespective of whether they had a single diagnostic color (e.g. a fire engine) or not. The effect of color diagnosticity has been demonstrated in several other studies both with objects (Tanaka & Presnell, 1999; Therriault et al 2009) and with photographs of natural scenes (Oliva & Schyns, 2000) , but Gegenfurtner and Rieger (2000) found that recognition accuracy was higher for colored images than for luminance-matched grey level images for all categories: natural scenes and scenes including man-made objects such as cities. Color has been found to help object recognition or object categorization under degraded visual conditions. For instance, at 60° eccentricity where spatial resolution is very low Naili et al (2006) reported a better performance for colored than for grey level photographs of objects in a task requiring participants to decide whether an object was edible or not. Other studies have reported that observers profit from color for recognizing photographs of natural scenes degraded by low pass filtering (Oliva & Schyns, 2000) or by visual noises made by combining the Fourier phase spectra of the natural images with a random phase spectrum using the inverse Fourier transform at different coherence levels (Liebe et al 2009) . Few studies have examined how people with low vision perceive and recognize objects and scenes. Ebert et al. (1986) examined functional visual performance in 52 patients with low vision. The participants were tested with practical tasks such as currency discrimination, color recognition, reading a clock and reading large prints. They found a correlation between Snellen acuity and functional vision. Owsley and Sloane, (1987) measured contrast thresholds for gratings varying on spatial frequencies and contrast thresholds for both the detection and identification of three categories of stimuli (faces, road signs and various common objects). Participants increased the contrast by key pressing until something was just detectable on the screen, and then, they were asked to continue to increase the contrast until identification. The pictures had been seen at optimal contrast before threshold measurement. They found that, for real world targets, acuity was poorly correlated to threshold performance. In contrast the best predictors of contrast thresholds were age and decreased contrast sensitivity at middle-to-low spatial frequencies (i.e., 0.5 to 6 cpd). Wurm et al (1993) examined whether people with low vision benefit from color in object recognition. They compared performance in a naming task for isolated colored vs achromatic pictures of objects in normally sighted people and in people with various types of retinopathies including macular degeneration, cataract, glaucoma and diabetic retinopathy. They reported that people with low vision exhibit a greater advantage in terms of accuracy and response times than normally sighted participants for colored objects, showing that color improves object recognition in low vision. This result was confirmed, and extended to photographs of natural scenes by Boucart et al (2008b) . Patients with AMD (including wet and dry AMD) and age matched controls were tested in a categorization task in which they were asked to press a response key when they saw either a target animal or a target face (faces and animals were presented in separate blocks of trials). The stimuli were displayed centrally for 300 ms each. Target animals or faces appeared randomly within photographs containing neither animals nor faces. Performance was compared in four experimental conditions: colored versus grey level photographs of natural scenes and colored versus grey level photographs of isolated object extracted from the photographs of scenes. As can be seen from Figure 5 normally sighted people were not affected by whether the stimuli were colored or not. In contrast, people with low vision benefited significantly from color for both faces and animals. Wurm et al (1993) used food objects for which color is diagnostic (e.g., to discriminate a tomato from a peach). Our results show that color facilitated the detection of both types of targets (faces and animals) in participants with low vision whilst it had less effect on performance in normally sighted people.
Color perception is classically considered as a function of central vision because the highest density of cones is located in the fovea. However, several studies (Newton & Eskew, 2003 : Sakurai et al., 2003 Naili et al 2006) have shown that, at large eccentricities (above 20°) color perception is better than what should be expected from the distribution of L, M and S cones in the retina, likely due to post-receptoral cortical processes. Psychophysical, electrophysiological and histopathological findings indicate that the loss of rods is greater than the loss of cones in the macula of patients with AMD (Curcio et al 2000; Owsley et al, 2000) and post mortem examination of the retina of patients with AMD show that only cones remained at a late stage (Curcio et al. 1996; Jackson et al. 2002) . This might explain why patients with AMD benefited from color in our experiment. It has been reported that the visual system tends to perceive chromatic information at coarser scales better than luminance information. For instance, Oliva and Schyns (2000) measured the gain in categorization performance that arose from the addition of color cues to luminance information at different spatial scales. Normally sighted young participants were asked to categorize filtered (0.5 to 8 cycles per degree) color-diagnostic scenes (e.g., www.intechopen.com forest, desert, canyon…), non diagnostic color scenes (e.g., highway, shopping area, bedroom…) and grey levels scenes. They found that color enhances categorization at coarse spatial scales suggesting that color facilitates the initial segmentation of the image. Segmentation refers to the process of segregating a complex scene into its constituent regions, surfaces and objects. Two mechanisms have been suggested to underlie the advantage of color for image recognition: at early stages color helps define spatial contours, surfaces and boundaries, irrespective of what the exact color of the object is (Fine et al 2003; Hansen & Gegenfurtner 2006) . The role of color for segmentation is particularly important in cases in which contours and regions are poorly defined by variations in luminance alone, as when visual noise is added (Liebe et al 2009) . At a later stage of visual processing it has been proposed that color can act as an additional retrieval cue (Gegenfurtner & Rieger 2000; Wichmann et al 2002; Spence et al 2006) . Our results are consistent with Oliva and Schyns (2000) and Liebe et al (2009) suggestion. As perception of shapes, and particularly perception of detailed information conveyed by high spatial frequencies is degraded in AMD (Sjostrand & Friseu, 1977; Kleiner et al., 1988; Midena et al., 1997; Faubert & Overbury, 2000) people with AMD seem to rely more on color than normally sighted people for contour extraction and scene segmentation.
The effect of background on object recognition
As mentioned above some studies have examined object perception in people with low vision (e.g., Wurm et al, 1993; Ebert et al, 1986; Owsley & Sloane 1987) but with pictures of objects in isolation on a white background. Yet, objects in the world rarely appear without some background. Objects are always located within a setting and within other objects. Boucart et al (2008b) explored how low vision affects perception of objects in scenes. They compared performance for photographs of isolated objects and for the same objects in their natural environments in patients with AMD and age-matched normally sighted people. Photographs were presented for 300 ms each and observers were asked to press a key when they saw an animal or a face in separate sessions. The results showed that people with AMD were more accurate for isolated objects, or faces, than for the same objects, or faces, in their natural setting. Normally sighted people were equally accurate for the two versions of images but they were faster for objects in their natural setting than for isolated objects. This better performance for isolated objects in people with AMD was interpreted in terms of a higher sensitivity to crowding in people with central vision loss who must rely on their peripheral vision as the detrimental effect of crowding is more pronounced in peripheral vision (Bouma 1970 , Leat el al 1999 , Levi 2008 Pelli et al 2004) . We ) explored further the nature of the impairment in discriminating a figure from its background in patients with AMD. Crowding has been suggested as a contributor to slow and difficult peripheral reading in previous studies on people with central vision loss. However, two studies (Chun et al. (2008) and Calabrese et al (2010)) in which line spacing was increased reported little benefit in patients with AMD, as long as line separation is approximately 1 to 1.25X the standard line separation. We examined whether introducing a space between an object and its background would reduce crowding, as it does in reading, and help figure/ground discrimination in people with low vision. To this aim we compared performance for detecting a target object in a photograph of a scene, for detecting a target object when it is isolated on a white background and for detecting a target object when it is separated from the background by a white space. It has been reported that the magnitude of crowding is affected by the configural properties of the surrounding. For instance, Livne and Sagi (2007) found that crowding was reduced, and even disappeared, when the flankers of a target stimulus were arranged in a continuous complete circular configuration as compared to the same configuration without closure. Based on this finding we compared performance for a target object located in a structured background (a natural setting) versus for a target object located in a non-structured shapeless background. Studies on normally sighted young observers have shown that an object is more easily detected on a structured background that is consistent with the object (e.g., a toaster in a kitchen) than when the object is located on a non structured meaningless background (Biederman et al, 1972; Boyce et al 1989; Boyce & Pollatsek, 1992) . If the background, appearing in peripheral vision, is processed efficiently in people with AMD then we expected a better performance for a target located on a structured background than for the same object in a noise background. We also examined whether exploration time facilitates object recognition and figure ground segregation in patients with central vision loss in manipulating the exposure time of the stimuli (300 ms versus 3000 ms). The participants were 17 patients with a confirmed diagnosis of neovascular AMD and 17 normally sighted age-matched controls. The inclusion and exclusion criteria and the clinical and ophthalmologic examination are described in . Both patients and controls were tested monocularly on the eye with the best corrected visual acuity for patients and the preferred eye for controls. The stimuli were colored photographs of natural scenes taken from a large commercial CD database (Corel) displayed on a light gray background. Half of the scenes contained an animal (the target) and the other half contained no animal. At a viewing distance of 1 meter, the angular size of the pictures was 20° horizontally and 15° vertically. The original photographs (called "scene" condition) were manipulated with the software Adobe Photoshop CS (version 8.01) to generate three new versions of each image: one in which the target animal or a distractor object was extracted from the scene and presented at the same spatial location on a white background (called "isolated» condition), one in which the target or the distractor object was surrounded by a white rectangle in the scene (called "structured background"), and one in which the target or the distractor object was surrounded by a white rectangle and placed in a modified disorganized version of the original background (called "non structured background"). Examples are shown in Figure 6 . A black (5°) central fixation cross was displayed for 500 ms, followed by a blank interval of 500 ms, and followed by a centrally presented stimulus. A Go/Nogo paradigm was used. Participant were asked to press a key when they saw an animal and to refrain from responding when a non animal object was present. Responses were given on a box containing two keys connected to the computer. They were told that an animal would be present in 50% of the images. Participants were tested in two sessions separated by a pause of 10 minutes: one short exposure duration session in which each stimulus was displayed for 300 ms and one long exposure duration session in which the stimulus was displayed for 3000ms. Half of the participants in each group started with the short duration exposure and the other half started with the long duration exposure session. Each session was composed of 200 trials determined by 50 scenes (25 animals and 25 non animal objects). The percentage of correct detections of the target is displayed in Figure 7 . Performance was lower for patients with AMD than for controls at both exposure durations but, except for photographs of real world scenes at the short exposure time, target detection was highly above chance (> 70% correct) for patients. Patients with AMD detected more easily the target when it was separated from the background by a white rectangle or when it was isolated than when it was located in a scene. The background condition did not significantly affect performance in normally sighted controls whose performance was at ceiling. The number of errors (false alarms) was higher in the non structured background than in the s t r u c t u r e d b a c k g r o u n d f o r p e o p l e w i t h A M D , b u t r e m a i n e d v e r y l o w o n a v e r a g e (maximum: 6.1%). Performance improved with the increase in exposure time for patients with AMD but remained lower than that of normally sighted controls. Correlations were found between visual acuity, lesion size, and sensitivity in all conditions and at both short and long exposure times. A more detailed description of the results can be found in . In contrast to normally sighted people, patients with AMD benefited significantly from the separation of the target from its background as compared to objects in scenes. This was more pronounced when the exposure time did not allow exploration (300 ms) but the same tendency was present when exploration was possible (3000ms). This result replicates previous data (Boucart et al, 2008b) and extend them in showing that the target object does not have to be completely isolated on a white background. A white space surrounding the object is sufficient to improve its detection and to facilitate figure/ground discrimination. The detrimental effect of scene background (without white space surrounding the object) likely reflects impaired figure/ground segregation in patients with AMD. A higher sensitivity to crowding does not necessarily affect figure/ground segregation. Levi (2007) reported that people with amblyopia, who showed strong crowding, performed nearly normally in a figure/ground segregation task in which they had to discriminate the Fig. 6 . Example of the four background used in a categorization task in which participants were asked to detect and animal and ignore pictures without animals.
www.intechopen.com orientation of a figure (an E made of horizontal gabor patches embedded in a variable number of distracters which were vertical gabor patches). The visual system arranges the elements of a visual scene into coherent objects and background. Objects are formed by grouping elements and by segregating them from surrounding elements. For something to be identified and represented as a figure its contours need to be identified. Therefore figure/ground segregation is associated with efficient perception of contours which do not have to be physically present. Indeed, brain imaging studies show that the lateral occipital cortex (LOC) responds to real contours and to illusory contours with a similar level of activation (Mendola et al 1999 , Stanley & Rubin 2003 . The neural mechanisms underlying figure/ground segregation are still unclear. The traditional view is that low level areas (e.g., the primary visual cortex) extract simple features and that the binding of these features into objects occurs at higher level areas (i.e., in the LOC). In monkeys response modulations related to figure/ground segregation are observed in the primary visual cortex but in the late part of the stimulus response (contextual modulation starts approximately 80 ms after stimulus onset whilst in the primary visual cortex the classical response starts about 30 ms after stimulus onset; Supèr & Lamme 2007) . For other authors figure/ground segregation involves higher level processes in which an object has to be identified (i.e., access its representation in memory) to be identified as figure. Peterson et al (1991; Peterson & Gibson 1994) showed that changing the orientation of the figure (from upright to upside down) changes the quickness with which figure/ground segregation can be accomplished suggesting contributions to figure assignment from memories of object structure. Other behavioral and neuroimaging studies need to be conducted to understand the level of processing impaired in figure/ground segregation in people with AMD (contour perception, binding processes, impaired structural representations ….).
Conclusion and future research
As reading and face perception are the most common clinical complaints of patients with AMD seeking visual rehabilitation few investigations have been conducted on how these people perceive objects and scenes. We have reported a series of studies showing that people with central visual field loss are able to categorize scenes and objects embedded in scenes with high accuracy. Though scene categorization on the basis of global properties (e.g., natural or urban) and detection of an animal in a scene do not reflect common daily activities, the results may be considered for adaptation of the environment of people with low vision, in order to improve their object recognition capacity. Indeed, our results indicate that contrast enhancement (Tran et al submitted), colour (Boucart et al 2008b) and the introduction of a white space between the picture of an object and its surrounding improve performance in patients with macular degeneration, even at a duration allowing a single fixation. The studies presented in this chapter are only the beginning of investigations on the perception of natural environments in people with low vision in general, and in people with macular degeneration in particular. A lot of questions remain to be investigated like, for instance, what are the mechanisms underlying impaired recognition of an object in a scene by people with AMD: figure/ground segregation, the association of an object to its proper context, object identification? What level of representation is impaired in the ventral stream? Would the deficit be stronger in a task requiring recognition rather than detection or categorization? Are spatial representations impaired in people with central vision loss? Answers to these questions will require both behavioral and brain imaging studies. Studies of functional cortical remapping in people with maculopathy have produced inconsistent results with some works (Nguyen et al 2004; Sunnes et al 2004) reporting a lack of reorganization and others (Baker et al. 2005; Schumacher et al 2008) reporting a functional reorganization. Alterations of visual stimulation may also result in modifications of the cortical structure (Johansson, 2004; Merzenich et al., 1984) . Indeed, there is evidence that developmental visual disorders such as amblyopia (Mendola et al., 2005) and albinism (von dem Hagen et al., 2005) affect the structure of the human occipital cortex. A reduced size of the lateral geniculate nuclei has been reported in patients with glaucoma (Gupta et al. 2009 ) and reduction in grey matter density was found in the retinal lesion projection zones of the visual cortex in patient with age-related macular degeneration (Boucard et al. 2009 ). As the proportion of individuals over the age of 65 increases, institutions serving the housing needs of people with degenerative diseases are becoming more numerous. Research on how people with central vision loss perceive objects and scenes can serve as the basis for developing new strategies for adapting the physical environment in which individuals with impaired spatial vision live and interact.
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