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Abstract
We study the relations between the decomposition matrix of a module over a graded algebra and
the decomposition matrix of its restriction to the grading subalgebra. We show that under appropriate
hypotheses, if one of the decomposition matrices is “stable unitriangular” then so is the other.
A particular case is when one of them is square unitriangular then both are. Using these results,
we describe the decomposition matrices of the Hecke algebras of the complex reflection groups
G(de, e,n) with respect to the ones of the Ariki–Koike algebras or the decomposition matrices of
q-Schur algebras of type Dn with respect to the ones of q-Schur algebras of type Bn.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study the relations between the decomposition matrix of a module over
a graded algebra and the decomposition matrix of its restriction to the grading subalgebra.
We prove the following theorem.
Theorem 1.1. Let (O,K, k) be a p-modular system for a prime integer p with k algeb-
raically closed. Let A be a finitely generated O-free O-algebra graded over a subalgebra
B by a soluble group of order r prime to p. Suppose that K ⊗O A and K ⊗O B are
split semi-simple. Let M be a lattice over A that has the same indecomposable direct
summands as IndAB ResAB M up to multiplicity. Then, if the decomposition matrix of M is
square unitriangular, so is the decomposition matrix of ResAB M .
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will be a consequence of a more general theorem asserting that if one of the decomposition
matrices is what we call stable unitriangular then so is the other. As a particular case, we
see that when one of them is a square unitriangular matrix then both are. Theorem 1.1
comes by induction.
We apply these results to describe the decomposition matrices of the Hecke algebras
of the complex reflection groups G(de, e, n) with respect to the ones of the Ariki–Koike
algebras, or the decomposition matrices of q-Schur algebras of type Dn with respect to the
ones of q-Schur algebras of type Bn.
In Section 2, we introduce or recall some definitions and notations, in particular the
notion of a stable unitriangular decomposition matrix, before stating the main theorem and
we give some properties of the functors of restriction and induction necessary to its proof.
In the third section we use Clifford theory. We study relations between indecomposable
direct summands and their induction or restriction. We actually prove above theorem
in Section 4. The last section contains the application of the previous results to Hecke
algebras associated to the complex reflection group G(e, e,n) graded over Hecke algebras
associated to the group G(de, e, n). We describe the decomposition matrices of the latter
algebras with respect to the ones of the former. We conclude that the decomposition
matrices of some q-Schur algebras of type Dn are square unitriangular from the fact that
q-Schur algebras of type Bn are of this form.
2. Main theorem
2.1. Definitions and notations
Let (O,K, k) be a p-modular system for a prime number p ([15, 3.6] or [5, 16.A,
56.A]). In order to simplify the notations, we will omit the index O in the tensor products
over O: ⊗ will mean ⊗O . Let L be a finitely generated O-free O-algebra, L̂ := K ⊗ L
and L := k ⊗ L ∼= L/J (O)L, where J (−) denotes the radical. If N is an L-lattice,
N̂ := K ⊗ N is a vector space over K and N := k ⊗ N ∼= N/J (O)N over k. We also
denote by hˆ := IdK ⊗ h the automorphism of L̂ if h is an automorphism of L.
In the following, all the modules will be lattices with right action. We denote the
category of such modules over an algebra L by mod(L).
Fix R ∈ {O,K, k}, a finitely generated R-free R-algebra L and an algebra automor-
phism h of L.
For any L-module N , Nh is the L-module with the same underlying R-module as N
and where the action of L is given by n ∗ l := n.h(l), for all l ∈L, n ∈N .
Suppose that there exists a positive integer r such that for any L-module N the two
modules N and Nhr are isomorphic. We can then make the cyclic group Z/rZ act on the
set of isomorphism classes of L-modules. If s ∈ [0, r − 1] and N ∈ mod(L), then the class
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us denote by
oh,N : the cardinality of the Z/rZ-orbit via h of the isomorphism class of N.
This orbit consists in the pairwise non-equivalent isomorphism classes of the Nhi , i ∈
[0, oh,N −1], and the class of oh,N mod r generates the stabilizer of the isomorphism class
of N .
We say N is h-stable if its orbit is a singleton, that is oh,N = 1, and N is h-quasi-stable
if Nh0 is isomorphic to a direct summand of N for every indecomposable direct summand
N0 of N . For the following, it will be useful to introduce the h-stable module
Σh,N :=
oh,N−1⊕
j=0
Nh
j
.
Assume that R = O. Recall what the decomposition matrix D := DecL(N) of
N ∈ mod(L) is (see [11, 4.A]). If {Y1, . . . , Ym} is the set of (isomorphism classes of)
indecomposable direct summands of N and {V1, . . . , Vn} the set of (isomorphism
classes of) simple submodules of N̂ , we define Dij as the multiplicity of Vi in Ŷj and
D := (Dij ). If L̂ is split semi-simple, then DecL(N) = DecL(LL) where L := EndL(N)
and LL is the right regular module [11, Lemma 4.5]. When (O,K, k) is a splitting system
for L and L̂ is semi-simple, the decomposition matrix of the regular module LL is the
usual decomposition matrix of L ([4, Proposition 1.9.6], [11, Example 4.3]).
A matrix will be said to be lower unitriangular, if it is of the form

1 0 · · · · · · 0
∗ . . . . . . ...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
∗ · · · · · · ∗ 1
∗

,
with at least as many rows than columns. It will be said upper unitriangular, if it is a
transpose lower unitriangular matrix.
For any N ∈ mod(L), the decomposition matrix D := DecL(N) of N , a matrix of size
nr × nc , is called h-stable unitriangular if
• D is lower unitriangular (nr  nc) and for any simple module Vi over L̂ that labels
a row whose index is s ∈ [1, nc], respectively s ∈ [nc + 1, nr ], then V hˆi labels a row
whose index is s′ ∈ [1, nc], respectively s′ ∈ [nc + 1, nr ], or
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that labels a column whose index is s ∈ [1, nr ], respectively s ∈ [nr + 1, nc], Yhj labels
a column whose index is s′ ∈ [1, nr ], respectively s′ ∈ [nr + 1, nc].
Note that, in the particular case in which D is square and unitriangular, the condition of
h-stability is automatically satisfied if N is h-quasi-stable.
2.2. Statement of the theorem
Hypotheses (H). Let p a prime number, r a positive integer prime to p, and (O,K, k)
a p-modular system such that k is algebraically closed. By Hensel’s lemma, O contains a
primitive rth root ω of 1.
Let A be a finitely generated O-free O-algebra that is Z/rZ-graded over a subalgebra
B with grading A=⊕r−1j=0 ajB for a unit a ∈A, aB = Ba, and ar ∈ B (see [5, 11]).
Suppose that Â and B̂ are split semi-simple.
Let f be the algebra automorphism of A defined on the grading by
f |ajB = ωj IdajB, for j ∈ [0, r − 1],
and g the automorphism of the algebra B given by the conjugation by a,
g(b)= aba−1, for all b ∈B.
Theorem 2.1 (Main theorem). Under the hypotheses (H), let M be an f -quasi-stable
module over A. If the decomposition matrix D := DecA(M) is f -stable unitriangular then
the decomposition matrix D′ := DecB(ResAB M) is g-stable unitriangular. Moreover, if D
is square unitriangular so is D′.
2.3. Restriction and induction
We preserve the hypotheses and notations (H), but for this part Â and B̂ need not be
split semi-simple and k need not be algebraically closed.
We consider the adjoint functors restriction ResAB − : mod(A)→ mod(B) and induction
IndAB −=−⊗B A : mod(B)→ mod(A).
On the one hand, we have: for any N ∈ mod(B), there exists a B-isomorphism
ResAB Ind
A
B N →
⊕r−1
j=0Ng
j
that maps n ⊗B a into (n ∗j bj )j∈[0,r−1], for n ∈ N , a =∑r−1
j=0 aj bj with the bj ∈B and ∗j stands for the action of B in Ng
j
. On the other hand,
Proposition 2.2. For any L ∈ mod(A), IndAB ResAB L∼=
⊕r−1
j=0 Lf
j
.
Proof. By definition,
IndAB Res
A
B L
∼= L⊗A AAB ⊗B BAA
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⊕r−1
j=0 L⊗A Af
j because the two (A,A)-bimodules AAB ⊗B BAA and⊕r−1
j=0 Af
j
are isomorphic. Indeed, the algebra A is a finitely generatedO-free O-algebra,
so is the subalgebra B . There exists b1, . . . , bs ∈ B such that B is the sum ⊕si=1Obi .
Thanks to the grading of A over B , the set {bi1ai2 , i1 ∈ [1, s], i2 ∈ [0, r − 1]} is an O-
basis of A and A⊗B A also is O-free. One of its O-bases is the set B := {bi1ai2 ⊗B ai3 ,
i1 ∈ [1, s], i2, i3 ∈ [0, r − 1]}.
Let h :A⊗B A→⊕r−1j=0Afj be the O-homomorphism defined on the basis B by
h
(
bi1a
i2 ⊗B ai3
) := (ωji3bi1ai2+i3)j∈[0,r−1], for i3, i2 ∈ [0, r − 1], i1 ∈ [1, s].
It is easy to verify that h is a homomorphism of (A,A)-bimodules, using the above basis
of A. The determinant of an adequate matrix that represents the action of h is, up to sign,
(
∏
0i<jr−1(ωi − ωj ))rs . But,
∏
1jr−1(1 − ωj ) = r is a unit of O. Finally, h is an
(A,A)-isomorphism. ✷
Remarks.
(1) Theorem 1.1 is an easy consequence of Proposition 2.2 and of Theorem 2.1.
(2) Note that the proof of Proposition 2.2 holds, with some appropriate changes, if we
replace O by a field whose characteristic does not divide r . Then it is easy to see that
J
(
Â
)= r−1⊕
j=0
(
1K ⊗ aj
)
J
(
B̂
)
and J
(
A
)= r−1⊕
j=0
(
1k ⊗ aj
)
J
(
B
)
because the induced module from B̂ to Â, respectively from B to A, of any simple
module over B̂ , respectively over B, is semi-simple.
In the two next sections, we will give arguments to prove the main theorem.
3. Clifford theory
The following is an easy generalization of Clifford theory to our context. We include a
proof for the convenience of the reader.
To the hypotheses (H) and notations of the Section 2, we add:
[V :U ] is the multiplicity of a simple module U in a module V (as a composition factor)
when both U and V are modules over Â or B̂ ,
[V :U ] is the multiplicity of a direct summand U in a module V when both U and V are
modules over A or B .
We begin by a preliminary result.
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direct summand of its restriction ResAB Y . Then, we have the following equalities:[
IndAB W : Y
]= [ResAB Y :W], (3.1)
r
og,Wof,Y
= [IndAB W : Y ][ResAB Y :W]. (3.2)
Proof. IndAB W is a direct summand of Ind
A
B Res
A
B Y . By Proposition 2.2,
IndAB Res
A
B Y
∼=
r−1⊕
j=0
Yf
j ∼= r
of,Y
Σf,Y . (3.3)
As IndAB W is f -stable,
IndAB W ∼=
[
IndAB W : Y
]
Σf,Y . (3.4)
Now, on the one hand, we have
ResAB IndAB W ∼=
r−1⊕
j=0
Yg
j ∼= r
og,W
Σg,W (3.5)
and, on the other hand,
ResAB Ind
A
B W
∼= [IndAB W : Y ]of,Y ResAB Y.
So the g-stable module ResAB Y satisfies
ResAB Y ∼=
[
ResAB Y :W
]
Σg,W (3.6)
and we have the equality
r
og,Wof,Y
= [IndAB W : Y ][ResAB Y :W]. (3.7)
We have just proved the equality (3.2).
Let F0 := EndB(ResAB Y ). Using the decomposition (3.6), we can introduce πj,t , the
idempotents of F0 that correspond to the natural projections:
IdF0 =
og,W∑
j=1
[ResAB Y :W ]∑
t=1
πj,t .
The image of ResAB Y by πj,t is isomorphic to Wg
j
, for j ∈ [1, og,W ] and t , 1  t 
[ResA Y : W ]. As the ideal J (O)F0 is nilpotent, the theorem on idempotent liftingsB
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images π ′j,t under the canonical surjection F0 → F ′0 := F0/J (O)F0. This correspondence
preserves the equivalences between the idempotents. Once more, if we apply the theorem
on idempotents liftings for F0 and F ′′0 := F ′0/J (F ′0), the idempotents π ′j,t and their images
π ′′j,t under the canonical surjection F ′0 → F ′′0 are in one to one correspondence. The field
k is algebraically closed, so for all j, t, π ′′j,tF ′′0 π ′′j,t ∼= EndF ′′0 (π ′′j,tF ′′0 ) is isomorphic to k.
Thus F ′′0 is a product of og,W copies of the matrix algebra Mat[ResAB Y :W ](k) and
dimk F ′0/J
(
F ′0
)= og,W ([ResAB Y :W])2.
Let F := EndA(IndAB ResAB Y ). By [5, Proposition 11.14], it is Z/rZ-graded over F0
and so is F ′ := F/J (O)F over F ′0. By properties of graded algebras, dimk F ′/J (F ′) =
rog,W([ResAB Y : W ])2. Moreover, a similar argument to the previous one shows that
dimk F ′/J (F ′) = r2/of,Y because F ∼= EndA((r/of,Y )Σf,Y ). If we compare the two
dimensions, we get
r
og,Ni of,Mi
= ([ResAB Mi :Ni])2.
With (3.2), we get the equality (3.1). ✷
Recall that M is an f -quasi-stable module over A. Now, we can state the following
proposition.
Proposition 3.2. Let (M˜, f˜ , g˜, R˜esAB−, I˜ndAB−) be one of(
M,f,g,ResAB −, IndAB −
)
or
(
M̂, fˆ , gˆ, R̂esAB− := ResÂB̂ −, ÎndAB− := IndÂB̂ −
)
.
Let M˜ ∼= ⊕si=1 siM˜i be a decomposition with s, si ∈ N\{0} and {M˜i , i ∈ [1, s]}
a complete set of pairwise non-equivalent (representatives of isomorphism classes of )
indecomposable direct summands of M˜ . Choose a minimal subset J ⊆ [1, s] such that the
orbits of M˜j , j ∈ J, under the action of Z/rZ via f˜ , form a partition of the {M˜i , i ∈ [1, s]}.
For every i ∈ [1, s], let N˜i be an indecomposable direct summand of the restriction of
R˜esABM˜i . Then {N˜ g˜
i
j , j ∈ J , i ∈ [0, og˜,N˜j −1]} is a complete set of pairwise non-equivalent
indecomposable direct summands of R˜esABM˜ . Moreover, for every i ∈ [1, s],
I˜ndABN˜i ∼=
[
I˜ndABN˜i : M˜i
]
Σf˜ ,M˜i
and R˜esABM˜i ∼=
[
R˜esABM˜i : N˜i
]
Σg˜,N˜i ,
with
r
og˜,N˜i of˜ ,M˜i
= [I˜ndABN˜i : M˜i][R˜esABM˜i : N˜i] and [I˜ndABN˜i : M˜i]= [R˜esABM˜i : N˜i].
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direct summands of ResAB M , respectively of simple submodules of Res
Â
B̂
M̂ , with respect
to a complete set of indecomposable direct summands of M , respectively to simple
submodules of M̂ , and to give some relations between them. Actually, we could give an
analogous proposition describing the indecomposable direct summands of M , respectively
the submodules of M̂ , with respect to the indecomposable direct summands of ResAB M ,
respectively to the submodules of ResÂ
B̂
M̂ .
Proof. We use the notation of Proposition 3.2 and prove it for M˜ =M .
Lemma 3.1 gives the equalities and its proof the isomorphisms.
Every indecomposable direct summand of ResAB M appears in the decomposition of
some ResAB Mj , j ∈ [1, s]. It is isomorphic to Ng
j
i for some i ∈ [1, s] and j ∈ [0, og,Ni−1].
Now, suppose that the restriction from A to B of Mi and Mj have an indecomposable
direct summand in common. Then, by (3.4) and the Krull–Schmidt theorem, Mi and Mj
belong to the same orbit. As two modules that belong to the same orbit have isomorphic
restrictions, the proposition holds for M˜ =M .
The same kind of argument works for M˜ = M̂ , with even some simplifications. ✷
4. Preservation of the unitriangular form
The purpose of this part is to prove the main theorem. The f -stable module
IndAB ResAB M (see Proposition 2.2) and the f -quasi-stable module M have the same
indecomposable summands up to multiplicity, so the same decomposition matrix.
Without lost of generality, in this part, we will assume that M is f -stable.
4.1. Stability and permutations
Let us begin with two notations.
We will denote Sm, respectively S[m,n], the symmetric group with m elements,
respectively the symmetric group of the elementsm,m+1, . . . , n, for positive integers
m and n, with nm.
We will establish a relation between the f -stability of the decomposition matrix D of
M and some permutations. For this we need some other notations.
Let M ∼=⊕mi=1miYi , respectively M̂ ∼=⊕ni=1 niVi , be a decomposition with positive
integers m, n, mi , ni , and {Yi , i ∈ [1,m]}, respectively {Vj , j ∈ [1, n]}, a complete set of
pairwise non-equivalent indecomposable direct summands of M , respectively of M̂ . For
i ∈ [1,m], respectively j ∈ [1, n], let Wi , respectively Ui , be an indecomposable direct
summand of ResAB Yi , respectively Res
Â
B̂
Vi . Since M is supposed to be f -stable, there
exists two permutations τ ∈Sm and σ ∈Sn, the symmetric groups withm and n elements,
such that
for every i ∈ [1,m], Y f ∼= Yσ(i) and for every j ∈ [1, n], V fˆ ∼= Vσ(j).i j
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cycles of τ , respectively σ (in their decomposition as cycles with disjoint supports) and
the orbits of Z/rZ via f , respectively fˆ , on the isomorphism classes of the Yi , i ∈ [1,m],
respectively of the Vi , i ∈ [1, n]. If (i1, i2, . . . , is) is such a cycle of τ , respectively
of σ , it corresponds to the orbit formed by the isomorphism classes of Yi1 , Yi2 , . . . , Yis ,
respectively of Vi1 ,Vi2, . . . , Vis .
With these notations, if the decomposition matrix D of M , of size n×m, is f -stable
unitriangular then
• if D is lower unitriangular, then σ decomposes as two permutations σ = σ1σ2 with
σ1 = σ |[1,m] ∈Sm and σ2 = σ |[m+1,n] ∈S[m+1,n];
• if D is upper unitriangular, then τ decomposes as two permutations τ = τ1τ2 with
τ1 = τ |[1,n] ∈Sn, and τ2 = τ |[n+1,m] ∈S[n+1,m].
Both permutations σ and τ are connected by the following lemma.
Lemma 4.1. Suppose that D is f -stable unitriangular. If D is lower, respectively upper,
unitriangular, then σ |[1,m] = τ , respectively τ |[1,n] = σ .
Proof. We will show by induction that for every i ∈ [1,min(n,m)], σ(i)= τ (i).
If D is lower unitriangular, in the first step, Ŷm is isomorphic to Vm ⊕⊕j>m djmVj
according to the form of D. If we twist the action of Â by fˆ , Ŷτ (m) is isomorphic to
Vσ(m) ⊕⊕j>m djmVσ(j) by the definition of τ and σ . The form of D also implies that
Ŷτ (m) is isomorphic to Vτ(m) ⊕⊕j>τ(m) djτ(m)Vj . The above remark implies that Vτ(m)
does not appear in the sum
⊕
j>m djmVσ(j). Finally, τ (m)= σ(m).
Suppose that i ∈ [1,m− 1], and τ (m)= σ(m), τ (m− 1)= σ(m− 1), . . . , τ (i + 1)=
σ(i + 1). By the form of D, Ŷi is isomorphic to Vi ⊕⊕j>i djiVj . With an analogous
argument as above, Ŷτ (i) is isomorphic, on the one hand, to Vσ(i) ⊕⊕j>i djiVσ(j) and,
on the other hand, to Vτ(i) ⊕⊕j>τ(i) djτ(i)Vj . But Vτ(i) does appear neither in the
sum
⊕
j>m djiVσ(j) by the previous remark, nor in the sum
⊕
i<jm djiVσ(j) by the
hypothesis of the induction. Eventually, τ (i)= σ(i).
The same kind of argument works if D is upper unitriangular. The induction is
done. ✷
Remark. The top left block of size c × c, c = min(n,m), of D gives a one-to-one
correspondence between the {Vi , i ∈ [1, c]} and the {Yi , i ∈ [1, c]}: Yi ↔ Vi , for every
i ∈ [1, c]. Now, if we consider the correspondence between the cycles of σ , respectively
of τ , and the Z/rZ-orbits of the {Vi , i ∈ [1, c]}, respectively of the {Yi , i ∈ [1, c]}, the
previous lemma says that if i ∈ [1, c], f transforms the correspondence Yi ↔ Vi into the
correspondence
Y
f
i
∼= Yτ(i) ↔ Vσ(i) ∼= V fˆi .
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Proof. We use the results of Proposition 3.2 and the notations introduced in Section 4.1.
We first see that under the hypotheses of the statement, [ResAB Yi :Wi ] = [ResÂB̂ Vi : Ui]
for every integer i , 1 i min(m,n).
Suppose that D = (dij ) is lower unitriangular. Let i ∈ [1,m] such that for every j ∈ Z,
τ j (i) i . If we restrict the isomorphism Ŷi ∼= Vi ⊕⊕nj=i+1 djiVj , we get that
[
ResAB Yi :Wi
]
Σ̂g,Wi
∼= [ResÂ
B̂
Vi :Ui
]
Σgˆ,Ui ⊕
n⊕
j=i+1
djiΣgˆ,Uj .
With our particular choice of i and Lemma 4.1, the Ugˆ
s
i , s ∈ [1, ogˆ,Ui ], appear only
in the direct sum [ResÂ
B̂
Vi : Ui]Σgˆ,Ui of the right member of the above isomorphism.
By counting the number of Ui in each member of this isomorphism, it is clear that
[ResAB Yi :Wi ]  [ResÂB̂ Vi : Ui]. By counting the number of U
gˆs
i with s ∈ [0, ogˆ,Ui − 1],
we find that [
ResAB Yi :Wi
]
og,Wi 
[
ResÂ
B̂
Vi :Ui
]
ogˆ,Ui .
Then, Proposition 3.2 and the above remark imply that [ResAB Yi :Wi ] [ResÂB̂ Vi : Ui], so[
ResAB Yi :Wi
]= [ResÂ
B̂
Vi :Ui
]
.
Moreover, this equality holds for all i ∈ [1,m], because for any s ∈ [1, of,Yi ], ResAB Yi =
ResAB Yτs(i). A similar argumentation holds when D is upper unitriangular.
Let n′, respectively m′, be the number of isomorphism classes of simple submodules
of ResÂ
B̂
M̂ , respectively indecomposable direct summands of ResAB M . Proposition 3.2
implies that
n′ =
n∑
i=1
r
(o
fˆ ,Vi
[ResÂ
B̂
Vi :Ui])2
.
From the same proposition, it follows that
m′ =
m∑
i=1
r
(of,Yi [ResAB Yi :Wi ])2
.
We will study what happens when D is lower unitriangular. We have nm. Lemma 4.1
implies that the cycles of the permutations σ |[1,m] and τ are the same. The correspondence
between the cycles of σ , respectively of τ , and the Z/rZ-orbits via fˆ , respectively f , of
the {Vi , i ∈ [1, n]}, respectively of the {Yi , i ∈ [1,m]}, implies that for every i ∈ [1,m],
o ˆ = of,Yi . So, n′ m′.f ,Vi
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i′ , i
′ ∈ [1, n′], respectively Y ′
j ′ , j
′ ∈ [1,m′],
representatives of the isomorphism classes of the simple submodules of ResÂ
B̂
M̂ ,
respectively of the indecomposable direct summands of ResAB M , to make D′ g-stable
lower unitriangular. Actually, we construct an algorithm.
At the first step, we begin with n. It is clear that for any s ∈ Z, σ s(n)  n. For every
j ∈ [0, ogˆ,Un − 1], set V ′n′−j :=Ugˆ
j
n and i ′ := n′ − ogˆ,Un .
At the second step, we deal with n− 1. If there exists s ∈ Z, σ s(n− 1) > n− 1, we do
nothing. Otherwise, for every j ∈ [0, ogˆ,Un−1 −1], set V ′i′−j :=Ugˆ
j
n−1 and i ′ := i ′ −ogˆ,Un−1 .
We carry on the procedure until the (n−m)th step (case of the (m+ 1)th row) has been
done. Using the stability of the matrix, we have constructed
n∑
i=m+1
r(
o
fˆ ,Vi
[
ResÂ
B̂
Vi :Ui
])2 = n′ −m′
non-isomorphic representatives of the simple B̂-submodules of ResÂ
B̂
M̂ and i ′ is equal
to m′. We will modify slightly the algorithm in order to construct the Y ′
i′ and V
′
i′ ,
i ′ ∈ [1,m′].
At the (n−m+1)th step, we deal with m. The stability of D implies that for any s ∈ Z,
σ s(m)m. For every j ∈ [0, ogˆ,Um − 1], set
V ′i′−j :=Ugˆ
j
m , Y
′
i′−j :=Wg
j
m , and i ′ :=m′ − ogˆ,Um.
Recall that ogˆ,Um = og,Wm .
At the (n−m+2)th step, we deal with m−1. If there exists s ∈ Z, σ s(m−1) > m−1,
we do nothing. Otherwise, for every j ∈ [0, ogˆ,Um−1 − 1], set
V ′i′−j :=Ugˆ
j
m−1, Y
′
i′−j :=Wg
j
m−1, and i
′ := i ′ − ogˆ,Um−1 .
The algorithm terminates after the nth step (case we deal with 1). We have constructed
both sets we searched.
Let i ∈ [1,m] such that for any s ∈ Z, σ s(i)  i . The previous construction shows
it corresponds to i a sequence i ′, i ′ − 1, . . . , i ′ − ogˆ,Ui + 1. If we restrict Ŷi ∼= Vi ⊕⊕
j>i djiVj , we get the B̂-isomorphism
i′⊕
s=i′−ogˆ,Ui+1
Ŷ ′s ∼=
i′⊕
t=i′−ogˆ,Ui+1
V ′t ⊕
⊕
j>i
dji ResÂB̂ Vj , for some integers d
′
ji .
With our construction, none of the V ′t , t ∈ [i ′ − ogˆ,Ui + 1, i ′], appears in the sum⊕
j>i d
′
ji Res
Â
B̂
Vj . Moreover, for any s ∈ [0, ogˆ,Ui − 1], Y ′i′−s ∼= Y ′i′g
s
and V ′
i′−s ∼= V ′i′ gˆ
s
.
It is clear that Ŷ ′
i′ contains a unique element of {V ′i′−s , s ∈ [0, ogˆ,Ui − 1]} in its decompo-
sition into simple B̂-modules. Without lost of generality, we can suppose that this is V ′
i′ .
Then for every s ∈ [0, ogˆ,U − 1], Ŷ ′′ contains V ′′ as a unique element in {V ′′ , s ∈i i −s i −s i −s
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i ′ − ogˆ,Ui + 1, . . . , i ′, of D′ are of the form
B0
1 0 . . . 0
∗ . . . . . . ...
...
. . .
. . . 0
∗ . . . ∗ 1
B

,
where B0 is the zero matrix of size (i ′ − ogˆ,Ui ) × ogˆ,Ui and B is a matrix of size
(n′ − i ′)× ogˆ,Ui .
With this order for the simple and indecomposable modules, D′ is lower unitriangular.
Moreover, with such a construction, it is clear that D′ is g-stable and if D is square then
so is D′.
If D is upper unitriangular, the same kind of argument works. The theorem has been
proved. ✷
4.3. A converse of the main theorem
Now, we will state a theorem converse to the main theorem. If we mimic the previous
work, it is easy to state the following theorem.
Theorem 4.2. Suppose that the hypotheses (H) hold. Let M be an f -quasi-stable module
over A. If the decomposition matrix D′ := DecB(ResAB M) is g-stable unitriangular then
the decomposition matrix D := DecA(M) is f -stable unitriangular. Moreover, if D′ is
square unitriangular so is D.
Corollary 4.3. Assume that the hypotheses of (H) hold. Let M ′ be a g-quasi-stable module
over B . Then the following two statements are equivalent:
• the decomposition matrix of M ′ is g-stable unitriangular,
• the decomposition matrix of IndAB M ′ is f -stable unitriangular;
as well as the two following ones:
• the decomposition matrix of M ′ is unitriangular and square,
• the decomposition matrix of IndAB M ′ is unitriangular and square.
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of both modules M ′ and ResAB Ind
A
B M
′ are the same, we get the corollary. ✷
Remark. All the previous results hold in a more general case where we have two finitely
generated O-free O-algebras A and B . We suppose that there exist two automorphisms f
and g that behave as the automorphisms f and g we have introduced in Section 2 and a
“nice”A-moduleM . We also assume that we have a pair of adjoint functors F : mod(A)→
mod(B) and G : mod(B)→ mod(A) that satisfy some conditions of compatibility with
f , g, and M . Then we can state results analogous to the above.
5. Application: Hecke algebras of complex reflection groups
In this section we will apply the main theorem in order to show that the decomposition
matrices of some Hecke algebras of complex reflection groups are stable unitriangular
and that the decomposition matrices of some q-Schur algebras of type Dn are square
unitriangular.
Let d , e, n, be positive integers. Let R be an integral domain, q a unit of R and
x = (x1, . . . , xd) and Q = (Q1, . . . ,Qde) be two sequences of elements of R. Following
[3] and [2], we denote by Hq,Qde,n(R) the (Ariki–Koike)–Hecke algebra of the group
(Z/deZ) Sn for the parameters q , Q, and Hq,xde,e,n(R), a Hecke algebra of the complex
reflection group G(de, e, n) with the parameters q , x. These algebras are defined by the
following generators and relations:
H
q,Q
de,n(R): generators: T1, . . . , Tn,
relations: (T1 −Q1) . . . (T1 −Qde)= 0,
(Ti − q)(Ti + 1)= 0, 2 i  n,
T1T2T1T2 = T2T1T2T1,
TiTi+1Ti = Ti+1TiTi+1, 2 i  n− 1,
TiTj = TjTi, 1 i < j  n, j  i + 2.
H
q,x
de,e,n(R): generators: a0, . . . , an,
relations: (a0 − x1) . . . (a0 − xd)= 0,
(ai − q)(ai + 1)= 0, 1 i  n,
a1a3a1 = a3a1a3,
aiai+1ai = ai+1aiai+1, 2 i  n− 1,
(a1a2a3)2 = (a3a1a2)2,
a1ai = aia1, 4 i  n,
aiaj = ajai, 2 i < j  n, j  i + 2,
a0a1a2 =
(
q−1a1a2
)2−r
a2a0a1
+ (q − 1)∑r−2i=1 (q−1a1a2)1−ka0a1 = a1a2a0,
a a = a a , 3 i  n.0 i i 0
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Hypotheses and notations (HN). Let d , e, n be positive integers. Let (O,K, k) be a
p-modular system for a prime integer p that does not divide e. Assume that k is
algebraically closed. By Hensel’s lemma, O contains a primitive eth root of unity ω.
Fix a unit q of O such that
q is not a ith root of unity for i ∈ [2, n] (5.1)
and {
ωi mod J (O), i ∈ [1, e− 1]}∩ {qi mod J (O), i ∈ Z}= ∅, (5.2)
as well as a sequence x := (x1, . . . , xd) of units of O such that
for every i ∈ [1, d], there exists yi ∈O, a primitive eth root of xi (5.3)
and
for i, i ′ ∈ [1, d], j ∈[0, e− 1], j =0 if i= i ′, then ω
jyi
yi′
=qm, |m|<n. (5.4)
Take a sequence Q := (Q1, . . . ,Qde) such that the following equality between unordered
sets holds:
{Q1, . . . ,Qde} =
{
y1, ωy1, . . . ,ω
e−1y1, . . . , yd,ωyd, . . . ,ωe−1yd
}
and such that we can order the elements of Q, ωiyj , i ∈ [0, e − 1], j ∈ [1, d], in such a
way that Q splits into sequences Qa,i , a ∈ [1, t], i ∈ [0, e− 1], for some positive integer t ,
i.e., Q is the concatenation of the sequences
Q1,0, . . . ,Q1,e−1,Q2,0, . . . ,Qt,e−1 (5.5)
(in this order) with two properties. The first one is that the quotients of elements that belong
to two different such sequences are not powers of q modulo the ideal J (O). The second
one is that Qa,i = ωiQa,0 for all i ∈ [0, e− 1], a ∈ [1, t].
Put
A :=Hq,Qde,n(O) and B :=Hq,xde,e,n(O),
g := the conjugation by T1 that is an automorphism of B.
Remark. Thanks to condition (5.2), it is easy to see that such a decomposition of Q exists.
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Theorem 5.1. Under the hypotheses (HN), there exists a lower unitriangular decomposi-
tion matrix of Hq,xde,e,n(O) that is g-stable.
In the remainder of this subsection, we preserve the hypotheses and notations of (HN)
and prove Theorem 5.1.
First, we see the following.
5.1.1. A is Z/eZ-graded over B
With [3, Lemma 3.3, Theorem 3.10] and [2, Proposition 1.6], the next result follows
from trivial computations.
Lemma 5.2. Hq,Qde,n(O) is Z/eZ-graded over Hq,xde,e,n(O) with grading Hq,Qde,n(O) =⊕e−1
j=0 T
j
1 H
q,x
de,e,n(O), T1Hq,xde,e,n(O)=Hq,xde,e,n(O)T1 and T e1 ∈Hq,xde,e,n(O).
We will denote by f the automorphism defined on the grading of A:
f
(
T
j
1 h
)= ωjT j1 h, for all j ∈ [0, e− 1], h ∈B.
Remark. Suppose that the hypotheses (HN) hold. By [1, Main theorem], (5.1), and (5.4),
Â is split semi-simple. As Â is Z/eZ-graded over B̂ , B̂ also is semi-simple (see Remark 2
in Section 2.3). With Lemma 5.5 below, the conditions (H) of Section 2.2 are met.
In Sections 5.1.2 and 5.1.3, we give an f -stable unitriangular decomposition matrix
of A. All the hypotheses of the main theorem of the Section 2 hold for M = A. We can
apply it. This will prove Theorem 5.1.
5.1.2. The decomposition matrix of A
In order to apply Theorem 2.1 of the Section 2, we need that the decomposition matrix
of A is unitriangular f -stable. We will use the cellular structure of the algebras A, Â,
and A [6, Theorem 3.26] and take as a (classical) decomposition matrix of A the cellular
decomposition matrix of A that is lower unitriangular.
Let Λde be the set of de-partitions of n,
Λde :=
{(
λ(1), . . . , λ(de)
)
, λ(i) is a partition, i ∈ [1, de],
de∑
j=1
∣∣λ(j)∣∣= n}.
As defined in [6, Definition 3.28], denote by
SO,q,Q(λ) := the Specht module of A associated to λ ∈Λde,
and take analogous notations for the Specht modules of Â and A.
The rows of the (usual) decomposition matrix of the algebra A are labelled by the
isomorphism classes of the simple modules of Â ∼= Hq,Q (K) and {SK,q,Q(λ), λ ∈ Λde}de,n
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Λde to label the rows. With the cellular bases, it is clear that for all λ ∈Λde, SO,q,Q(λ) is
an O-form of SK,q,Q(λ) and SO,q,Q(λ) is isomorphic to Sk,q¯,Q(λ).
The columns of the decomposition matrix of A are labelled by the isomorphism classes
of the simple modules of A∼=Hq¯,Qde,n(k). Denote by
Λ0de :=
{
λ ∈Λde, Dk,q¯,Q(λ) := Sk,q¯,Q(λ)/ radk,q¯,Q(λ) = {0}
}
.
Recall that radk,q¯,Q(λ) is the radical of a symmetric bilinear form defined on Sk,q¯,Q(λ) [13].
The set Λ0de can be chosen to label the columns of the decomposition matrix of A, accord-
ing to [13, Theorem 3.4].
The definitions of classical [4, Definition 1.9.5] and cellular [13, Definition 3.5]
decomposition matrices allow us to choose, as a decomposition matrix D of A, the cellular
decomposition matrix of A. In particular, this is lower unitriangular.
By [4, Proposition 1.9.6], D also is the decomposition matrix of the regular A-module
where the isomorphism classes of the simple Â-modules {SK,q,Q(λ), λ ∈ Λde} label the
rows. In order to show the f -stability of the matrix D we must verify that, if λ ∈Λ0de, then
SK,q,Q(λ)fˆ ∼= SK,q,Q(µ) for some µ ∈Λ0de.
This is the purpose of the next subsection.
5.1.3. f -stability of D
We first describe µ ∈Λde with respect to λ ∈Λde, if SK,q,Q(λ)fˆ ∼= SK,q,Q(µ).
Lemma 5.3. Let λ = (λ(1), . . . , λ(de)) ∈ Λde. Then SK,q,Q(λ)fˆ is isomorphic to
SK,q,Q(8−1λ) where 8 is the permutation of Sde defined by Q8(i) := ωQi, for all
i ∈ [1, de], and 8−1λ= (λ(8−1(1)), . . . , λ(8−1(de))).
Proof. In [3], Ariki and Koike describe the simple modules over Â; we will denote them by
VK,q,Q(λ) for λ ∈Λde. They form a complete set of simple modules [1, Proposition 3.1].
When q = 1, the actions described in [3, Proposition 3.16] and [14, Proposition 3.4], as
well as an adaptation of [3, Proposition 3.17] trivially show the isomorphism VK,q,Q(λ)∼=
SK,q,Q(λ), while when q = 1 such an isomorphism originates from [14, Proposition 3.5]
and [3, p. 229].
With the definitions of [6] or [8, Remark 2.5], it is easy to see SK,q,Q(λ)fˆ ∼= SK,q,ωQ(λ),
the module over Â analogous to SK,q,Q(λ) with ωQi replacing Qi .
By a quick computation based on [3, Propositions 3.16 and 3.17] when q = 1, or by a
trivial way when q = 1, VK,q,ωQ(λ) ∼= VK,q,Q(8−1λ) for any λ ∈ Λde. The lemma has
been proved. ✷
The last step in this subsection consists in showing that 8−1λ ∈Λ0de if λ ∈Λ0de.
Proposition 5.4. If λ ∈Λ0 , then 8−1(λ) ∈Λ0 . Hence D is f -stable unitriangular.de de
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Q (see 5.5),
∏
(a,i),(b,j)∈I
(a,i) =(b,j)
∏
Qm∈Qa,i
Qm′∈Qb,j
∏
−n<l<n
(
q¯ lQm −Qm′
) = 0.
All de-partitions λ = (λ(1), . . . , λ(de)) can also be written as λ = (λ1,0, . . . , λ1,e−1, λ2,0,
. . . , λt,e−1) in the same way as we have split Q = (Q1, . . . ,Qde) into (Q1,0, . . . ,Q1,e−1,
Q2,0, . . . ,Qt,e−1). If we adapt [7, Proposition 4.11], for λ ∈ Λde, Dk,q¯,Q(λ) = 0, i.e.,
λ ∈Λ0de, if and only if, for every pair (a, i) ∈ I, Dk,q¯,Qa,i (λa,i) = 0.
With the definition of the radical of a Specht module this is equivalent to the fact that,
for all (a, i) ∈ I, Dk,q¯,ωQa,i (λa,i) = 0. This implies that Dk,q¯,Qa,i (λa,i−1) = 0 regarding
i − 1 as i − 1 mod e. If we use once more the previous result of Dipper and Mathas, we
obtain Dk,q¯,Q(8
−1λ) = 0. The f -stability is now proved. ✷
5.1.4. Last verification
The next lemma deals with the last condition to be satisfied before applying Theo-
rem 2.1. We want to see that B̂ is split semi-simple.
Lemma 5.5. The K-algebra Hq,xde,e,n(K) is split semi-simple and the restriction from
H
q,Q
de,n(K) to H
q,x
de,e,n(K) of any simple module over Hq,Qde,n(K) is multiplicity-free.
Proof. The simple modules over Â, {VK,q,Q(λ), λ ∈ Λr }, introduced in [3], satisfying
VK,q,Q(λ)∼= SK,q,Q(λ) for all λ ∈Λde (see the proof of Lemma 5.3), form a complete set
of simple modules over Â. For any λ ∈Λde, V (λ) := VK,q,Q(λ) has a basis that consists
of all the standard λ-tableaux T = (T(1), . . . ,T(de)) or T is the concatenation of suitable
sequences T1,0, . . . ,T1,e−1,T2,0, . . . ,Tt,e−1, in the same way Q has been split in (5.5).
Fix λ ∈Λde. Let oλ := ofˆ ,V (λ) and Ω :V (λ)→ V (λ), T →8−oλT, that is well-defined
by Lemma 5.3. Note that for T = (Ta,i)(a,i)∈I with I= {(a, i), a ∈ [1, t], i ∈ [0, e− 1]},
Ω(T)= (Ta,i−oλ)(a,i)∈I where we regard i−oλ as i−oλ mod e. Quick computations give
that Ω :V (λ)→ V (λ)fˆ oλ is an Â-homomorphism. As Ωe/oλ = IdV (λ), ResÂB̂ V (λ) is the
sum of the B̂-modules
ResÂ
B̂
V (λ)=
e/oλ−1⊕
i=0
Ker
(
Ω −ωoλiIdV (λ)
)
.
It is easy to see that for i ∈ [0, e/oλ− 1],
Ker
(
Ω −ωoλi IdV (λ)
)∼= Ker(Ω − IdV (λ))gˆi .
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With the same arguments as in the proof of Proposition 3.2, if U is a simple submodule of
ResÂ
B̂
V (λ), then
ResÂ
B̂
V (λ)∼= [ResÂ
B̂
V (λ) :U]Σgˆ,U and ogˆ,U [ResÂB̂ V :U]= eoλ x. (5.6)
Let E1 := EndB̂ (ResÂB̂ V (λ)),
dimK(E1)= ogˆ,U
([
ResÂ
B̂
V (λ) :U])2 dimK(EndB̂ (U)).
Let E := EndÂ(IndÂB̂ ResÂB̂ V (λ)), then on the one hand, dimK(E) = e2/oλ because Â is
split semi-simple and on the other hand, dimK E = e dimK E1 because E is Z/eZ-graded
on E1. Using (5.6), we get that
1= x[ResÂ
B̂
V (λ) :U]dimK(EndB̂ (U)).
We can conclude that EndB̂ (U)∼=K , i.e., the K-algebra B̂ is split (semi-simple). ✷
Remarks. The proof of the previous lemma gives a way to construct the simple submodules
of ResÂ
B̂
V for V a simple module over Hq,Qde,n(K) as eigenspaces.
5.2. Decomposition matrices of q-Schur algebras
5.2.1. Hypotheses (HS)
We will use some of the previous results for a special choice of the parameters. We take
e= 2, d = 1, x1 = 1, Q = (1,−1) to deal with Hecke algebras of type D and B and to get
one of the results given by Gruber and Hiss [12, Corollary 7.17].
Let n ∈ N and (O,K, k) be a p-modular system, with k algebraically closed and p an
odd prime integer. Let q be a power of a prime number different from p such that the order
of q mod p is odd.
Put H := Hq,(1,−1)2,n (O), the Hecke algebra of type B for the parameters q and Q =
(1,−1) andH′ =Hq,(1)2,2,n(O), the Hecke algebra of typeD for the parameters q and x = (1).
5.2.2. q-Schur algebras
Recall that the q-Schur algebra of type B , respectively D, defined by Gruber and Hiss
[12, 7] is
S(H) := EndH
(⊕
yJH
)
,J
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subdiagrams of the Dynkin diagram of type B , respectively type D, and
yJ :=
∑
w∈WJ
(−q)−l(w)Tw
with usual notations. (See also the definition of the q-Schur2 algebra of Young type of [9].)
5.2.3. Theorem and proof
Now we can state a result of Gruber and Hiss.
Theorem 5.6. Suppose that the hypotheses in (HS) hold. Then the decomposition matrix of
the q-Schur algebra S(H′) of type D is square unitriangular.
Proof. The cyclotomic q-Schur algebra S(Λ2) introduced by Dipper, James, and Mathas
is (up to isomorphism)
S(Λ2) := EndH
(⊕
λ∈Λ2
u−λ yλH
)
with the notation of [14, 4] (see [6, Definition 6.1] and [8, Remark 2.5]) where Λ2
is the set of the bi-compositions of n. It is clear that S(H) is a centralizer subalgebra
of the cyclotomic q-Schur algebra S(Λ2) and the endomorphism algebra of the Young
modules [12, Definition 7.5] is a centralizer subalgebra of S(H). On the one hand, the
decomposition matrix of S(H) is a part of the decomposition matrix of S(Λ2) that is
square unitriangular of size s × s, where s is the cardinality of the set of bi-partitions
of n, by [6, Corollary 6.17] and [9, Theorem 6.3.2]. On the other hand, the decomposition
matrix of S(H) contains the decomposition matrix of the Young modules that is also square
unitriangular of size s × s by [12, Theorem 7.7]. So, the three previous decomposition
matrices are equal. The isomorphism classes of the indecomposable direct summands of
theH-module
⊕
λ∈Λ2 u
−
λ yλH, respectively
⊕
J yJHwhere J ranges over the subsets of the
maximal type A subdiagram of the Dynkin diagram of type B, are the isomorphism classes
of the Young modules (of type B). Moreover,⊕J yJH is stable under the automorphism
f of H defined on the grading by f |T i1H′ = (−1)
iId|T i1H′ for i = 0,1. The hypotheses (HS)
as well as Lemma 5.5 allow to apply Theorem 2.1. We get that the decomposition matrix
of
ResHH′
⊕
J
yJH∼=
⊕
J
yJH
′ ⊕
⊕
J
T1yJ T1H
′
is square unitriangular. So is the decomposition matrix of its endomorphism algebra, i.e.,
the q-Schur algebra S(H′). ✷
About q-Schur algebra of type D, see also [10].
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