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                                   ABSTRACT 
 
Scopo del lavoro di tesi è la progettazione, realizzazione e testing di 
una nuova infrastruttura su reti di sensori wireless che sia in grado di 
monitorare il valore massimo di una grandezza distribuita, in maniera 
efficiente dal punto di vista energetico e cioè in grado di massimizzare il 
tempo di vita della rete. In questo contesto verrà presa come grandezza di 
riferimento la temperatura ambiente. L’utente potrà conoscere in tempo reale 
il valore di temperatura massimo rilevato nella rete, la sua localizzazione 
spaziale e la composizione dei nodi che formano la rete. 
Viene presentato un algoritmo di calcolo distribuito che introduce un 
nuovo tipo di aggregazione dei dati, basato sulla teoria dei numeri fuzzy. 
Contestualmente viene messo a punto un protocollo di routing specifico per 
questo tipo di aggregazione, che sfrutta trasmissioni di tipo broadcast.  
L’applicazione è stata preventivamente simulata in ambiente Tossim e 
successivamente implementata e testata su sensori wireless Tmote Sky della 
MoteIv. I test sono stati effettuati su una rete di 12 nodi dislocati in un edificio 
di 200m
2. I risultati hanno validato le specifiche di progetto e hanno 
dimostrato come la temperatura massima venga tempestivamente inseguita.  
Il tempo di vita della rete è stato stimato utilizzando il modello 
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CAPITOLO 1. Le reti di sensori wireless 
1.1. Introduzione 
I recenti progressi nei settori delle comunicazioni radio e della 
microelettronica hanno consentito la realizzazione di sensori capaci di 
osservare l'ambiente in cui sono inseriti, di elaborare localmente i dati 
acquisiti e di comunicare wireless con il resto del sistema. Le reti di questi 
dispositivi, le wireless sensor networks, o WSN, costituiscono l'infrastruttura 
wireless per la raccolta, fusione, aggregazione dei dati immagazzinati nei 
nodi-sensore e relativi al processo osservato. Sistemi interconnessi di sensori, 
a basso consumo energetico, auto-aggreganti ed a scarsa manutenzione si 
prestano alla realizzazione di sistemi unattended facilmente accessibili da 
comode postazioni remote di sorveglianza per la raccolta dei dati grezzi e/o 
aggregati.  
Ciò rende le WSN particolarmente adatte a diversi campi applicativi, 
fra cui il controllo della salute del cittadino, la sicurezza, il controllo 
ambientale e del traffico, oltre a quelle in ambito militare, con soluzioni nuove 
e ad elevato contenuto di innovazione. L'esigenza di garantire basso consumo 
energetico e di operare in un ambiente a limitate risorse differenzia le WSN da 
qualsiasi altro sistema di rete al punto che la ricerca nel settore sta seguendo 
un percorso autonomo che ha già prodotto alcune soluzioni originali di grande 
interesse; queste consentono di considerare le WSN come uno dei settori a 
maggior potenziale di innovazione nel campo delle reti. 
 
1.2. Dalle reti cablate al wireless 
Le reti di sensori sono nate con strutture di comunicazione cablate che 
soffrono però di gravi limitazioni: in primo luogo l’impossibilità o le difficoltà 
d’installazione in ambienti inospitali per l’uomo. A ciò si aggiunge un Silvio Croce                                                                                                  Capitolo 1  – Le reti di sensori wireless                       
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problema implicito di costi visto che l’installazione di ciascun dispositivo 
richiede manodopera e materiali per le operazioni di cablatura; inoltre una 
struttura cablata è essenzialmente rigida, cioè risulta difficile aggiungere 
nuovi nodi alla rete o modificare la posizione di sensori preesistenti senza 
riconsiderare l’intera struttura della rete: si pensi a semplici applicazioni per il 
controllo del riscaldamento o dell’illuminazione di una abitazione 
residenziale. 
Le soluzioni wireless  si presentano indubbiamente vantaggiose per 
applicazioni che richiedono: 
•  flessibilità e scalabilità; 
•  semplicità di installazione; 
•  possibilità di coprire aree ad ampio raggio (vedi applicazioni 
ambientali o militari); 
•  capacità della rete di auto-configurarsi ed auto-organizzarsi; 
•  tolleranza ai guasti; 
•  scarsa manutenzione. 
Al tempo stesso si dovrà tener conto del fatto che i vantaggi appena 
descritti in molte applicazioni non sono sufficienti per prevedere la completa 
sostituzione delle reti cablate: basti pensare a problemi di propagazione del 
segnale, interferenze, sicurezza, requisiti di potenza, norme legislative. Ciò 
porta a valutare in sede di progetto la possibilità di realizzare reti di tipo ibrido 
in cui sono presenti contemporaneamente una parte cablata e una parte 
wireless, in grado di cooperare ed interagire fra loro in modo trasparente per 
l’utente finale.  
In questo contesto le reti di sensori wireless possono essere 
considerate come una estensione delle reti cablate, laddove l’utilizzo delle 
tecnologie wireless aggiunge valore specifico all’applicazione.  
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1.3. Tassonomia dei contesti applicativi delle WSN 
Si possono riconoscere quattro macrocategorie di reti di sensori 
wireless: 
•  Monitoring: questo tipo di rete è utilizzato per tenere traccia 
con continuità di grandezze relative a una particolare area 
geografica; queste grandezze possono essere misure singole o 
aggregazioni di dati. 
•  Event detection: questo tipo di rete è finalizzato a riconoscere 
determinati eventi relativi alle misure rilevati da sensori o 
gruppi di sensori. Un tipico evento può essere il superamento di 
una soglia di un certo dato misurato.  
•  Object classification: questo tipo di rete ha come obiettivo 
quello di effettuare una classificazione di oggetti fisici in base 
alle grandezze misurate (ad esempio suoni emessi).  
•  Object tracking: questo tipo di rete sfrutta le capacità di 
riorganizzazione della topologia delle reti di sensori per 
identificare gli spostamenti di un oggetto in una determinata 
area geografica. 
 
1.4. Applicazioni delle WSN 
Le reti di sensori possono essere implementate utilizzando una vasta 
tipologia di sensori come sensori sismici, magnetici, termici, infrarossi, 
acustici, radar, gps, in grado di monitorare una ampia classe di condizioni 
ambientali fra le quali possiamo ricordare:  
• Temperatura;  
• Umidità;  
• Movimenti di veicoli;  
• Condizioni di illuminazione;  
• Pressione;  Silvio Croce                                                                                                  Capitolo 1  – Le reti di sensori wireless                       
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• Livelli di rumore;  
• Presenza o assenza di determinati tipi di oggetti;  
• Stress meccanici;  
• Velocità, direzione e dimensione di oggetti.  
 
Alcune delle principali applicazioni delle reti di sensori wireless 
possono essere classificate in cinque macro gruppi: applicazioni militari, 
applicazioni industriali, controllo ambientale, applicazioni mediche, domotica.  
 
1.4.1. Applicazioni ambientali 
Rappresenta la classe con le maggiori potenzialità e benefici per la 
comunità scientifica. Possiamo distinguere in questa categoria: 
Monitoraggio di strutture: rilevare e localizzare danni in costruzioni, 
ponti, aerei e navi. La rete di sensori misura la risposta della struttura alle 
sollecitazioni sia naturali (vento, terremoti, passaggio di veicoli), sia artificiali 
(prove di carico di laboratorio). 
Monitoraggio dell’habitat: sistemi di prevenzione degli incendi, 
statistiche relative alla fauna protetta, agricoltura di precisione, ricerche 
meteorologiche e geofisiche, controllo dell’inquinamento.  
Consideriamo ad esempio l’impiego di una rete di sensori wireless 
nella lotta agli incendi: un numero elevato di sensori può essere posizionati in 
zone strategiche in modo casuale all’interno di una vasta area boschiva; questi 
nodi, ovviamente, devono essere dotati di opportuni meccanismi di power 
scavenging, come celle solari, poiché i sensori possono essere abbandonati nel 
territorio per lunghi periodi. L’utilizzo di sensori wireless permette di superare 
gli ostacoli tipici degli ambienti boschivi quali rocce, alberi e vegetazione in 
genere, che non consentirebbero l’installazione delle corrispettive versioni 
cablate, a meno di considerare interventi radicali molto costosi e distruttivi.  
Un campo di sviluppo molto recente che prevede l’utilizzo delle WSN 
è l’agricoltura di precisione, dove possono essere usati sensori distribuiti che 
possono monitorare alcuni parametri fondamentali per le coltivazioni come le Silvio Croce                                                                                                  Capitolo 1  – Le reti di sensori wireless                       
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concentrazioni di nitrati, la temperatura del suolo, la composizione del terreno, 
il grado di inquinamento dell’aria, la quantità di acqua piovana, l’umidità 
relativa delle coltivazioni, ed altro ancora. In questo modo è possibile studiare 
dei sistemi di controllo che consentano di migliorare l’agricoltura sia in 
termini di qualità del prodotto finale, sia per quanto concerne la quantità, 
consentendo quindi un notevole vantaggio economico per il fattore. Affinché 
questo tipo di sistema di controllo applicato all’agricoltura possa essere 
efficace, è necessario che l’informazione di ogni sensore sia correlata alla sua 
posizione in modo che l’utente sia informato sulle zone precise in cui 
intervenire.  
Le difficoltà che si possono incontrare nel progetto di questo tipo di 
rete sono le particolari topologie necessarie, poiché per coprire vaste aree 
avremo bisogno di reti mesh che consentano cioè ad alcuni nodi di funzionare 
come ripetitori del segnale inviato da altri, consentendo al messaggio di 
giungere fino al corretto destinatario. Tutto questo sempre adottando politiche 
di risparmio energetico, visto che è improponibile il controllo e l’eventuale 
sostituzione di batterie per reti di sensori implementate su vaste aree 
geografiche. Infine, queste reti devono consentire meccanismi di 
autoconfigurazione, poiché attività di setup manuale per un così elevato 
numero di nodi risultano economicamente inaccettabili. 
 
1.4.2. Applicazioni mediche  
Alcuni esempi in questo campo possono essere la trasmissione dei 
parametri fisiologici dei pazienti all’interno degli ospedali, attività 
diagnostiche, somministrazione di medicinali, personal healthcare ed altro.  
L’utilizzo delle WSN consente all’interno delle strutture ospedaliere 
di poter monitorare i parametri fisiologici dei pazienti come temperatura, 
pressione sanguigna, pulsazioni cardiache in modo non invasivo per il 
paziente e consentendo l’intervento tempestivo dei medici in caso di bisogno. 
Applicazioni simili possono essere individuate anche nel personal healthcare: 
basti pensare ad una serie di sensori dotati di interfaccia wireless integrati per Silvio Croce                                                                                                  Capitolo 1  – Le reti di sensori wireless                       
  
6 
esempio all’interno di un orologio da polso che consenta la misurazione dei 
battiti cardiaci o in una bilancia per monitorare il peso. In questo modo con 
una trasmissione giornaliera verso un PDA o un personal computer è possibile 
costituire un archivio personale in cui vengono memorizzate le informazioni 
salienti del nostro stato di salute. Altra applicazione interessante è il controllo 
remoto di persone anziane per prevenire situazioni di pericolo quali per 
esempio una caduta o uno sbalzo improvviso delle pulsazioni cardiache. 
Infine, nominiamo solamente la possibilità  
di controllore la somministrazione di medicinali all’interno degli ospedali. 
Supponiamo infatti di dotare ogni confezione di un apposito smart transducer 
che ne consenta l’identificazione ed ogni paziente sia dotato di un dispositivo 
che memorizzi le eventuali allergie o le prescrizioni effettuate dal medico 
curante: in questo modo si potrebbe ridurre drasticamente il rischio di errata 
somministrazione.  
 
1.4.3. Applicazioni domotiche 
Con l’evoluzione tecnologica ci aspettiamo di trovare dei sensori in 
ogni apparato elettronico all’interno della casa, come televisori, VCR, forni a 
microonde, frigoriferi e quant’altro, in modo che tutti questi dispositivi siano 
in grado di interagire fra loro e verso il mondo esterno attraverso altre 
infrastrutture di rete come comunicazioni via satellite o più diffusamente 
internet.  
Il progetto di una casa intelligente di questo tipo può prevedere due 
diversi approcci progettuali, un sistema human centered che prevede che la 
tecnologia sia in grado di rispondere alle esigenze dell’utente finale in termini 
di interazione input/output o technology centered che vuole creare un 
cosiddetto smart environment, in cui ogni dispositivo della casa integra uno 
smart device in grado di comunicare con un server di stanza, il quale a sua 
volta è in grado di comunicare con i server delle stanze adiacenti in modo da 
creare un sistema integrato autoconfigurante ed auto-organizzato. Oltre ai 
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delle innovazioni che possono portare le WSN all’interno delle case, anche il 
controllo dei sistemi HVAC (Heating, ventilation and air conditioning): si 
tratta di sistemi in grado di regolare la temperatura di ogni stanza sulla base di 
diversi sensori disposti, per esempio, in corrispondenza delle finestre, per 
verificare se queste siano aperte o chiuse, in corrispondenza delle superfici 
vetrate in modo da poter valutare l’effetto della radiazione solare sulla 
temperatura della stanza. Altre applicazioni sono la realizzazione di sistemi di 
controllo ed antifurto ed il controllo dell’illuminazione.  
 
1.4.4. Applicazioni commerciali 
In questa categoria si considerano problemi di car tracking 
(rilevamento della posizione e del movimento di veicoli, controllo del 
traffico), rilevamento del furto di auto, museo interattivo (possibilità di 
interagire con gli oggetti esposti, servizio di localizzazione all’interno del 
museo). 
 
1.4.5. Applicazioni industriali  
L’utilizzo delle WSN nel settore industriale s’inserisce nella continua 
ricerca della diminuzione dei costi per implementare sistemi di controllo per i 
processi produttivi. Le prime applicazioni si hanno laddove non vengano 
richiesti elevati data rate, utilizzati in applicazioni non critiche, dove gli 
intervalli di campionamento non risultano essere un problema.  
Tipiche applicazioni industriali possono essere la realizzazione di 
bridge wireless verso altre reti già esistenti come DeviceNet o FieldBus, 
creando un’interfaccia che possa consentire il monitoraggio remoto e la 
modifica dei parametri di funzionamento di dispositivi connessi alle reti 
preesistenti impiegando PDA o altri sistemi. 
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1.4.6. Applicazioni militari  
Le reti di sensori wireless possono diventare parte integrante delle più 
comuni attività militari come il comando, il controllo dei campi di battaglia, la 
rilevazione degli spostamenti delle truppe nemiche, la sorveglianza e le 
operazioni di localizzazione dei bersagli. Questo perché le WSN sono 
caratterizzate da un elevato numero di nodi dal costo contenuto che possono 
essere impiegati in grandi quantità anche in ambienti inospitali come un 
campo di battaglia. L’eventuale distruzione di uno o più nodi non influenza 
l’efficienza della rete, cosa che invece potrebbe accadere utilizzando reti 
cablate.  
Alcune delle applicazioni in ambito militare possono essere il 
controllo ed il rilevamento dello stato degli equipaggiamenti, la sorveglianza 
del campo di battaglia per monitorare le attività delle fazioni nemiche, o 
ancora per rilevare i danni conseguenti ad una battaglia, o il riconoscimento di 
agenti chimico-fisici nell’ambito di battaglie chimico-biologiche. In 
quest’ultimo contesto è possibile individuare anche il concetto di misura 
distribuita che una rete di sensori wireless può consentire, cioè nel caso della 
rilevazione di agenti chimici non è di primaria importanza conoscere la 
concentrazione di sostanze rilevata da ciascun nodo sensore, ma è più 
rilevante sapere quali zone sono state interessate dall’attacco chimico. I 
diversi sensori possono, in tal caso, implementare degli algoritmi di 
cooperazione che permettono di avere una informazione di misura  distribuita 
su  una determinata regione e non localizzata in punti precisi. 
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1.5. Caratterizzazione delle WSN 
Le reti di sensori wireless  si differenziano dalle reti ad-hoc
1 
fondamentalmente per tre caratteristiche: sono sviluppate per applicazioni 
tipicamente data-centric, ovvero l’importanza risiede principalmente nei dati 
contenuti (rilevati) nei nodi, piuttosto che nella computazione eseguita; sono 
reti application oriented, ovvero progettate e messe in opera per una specifica 
applicazione con margine di variazione ridotto. Sono, inoltre, reti in cui 
l’interesse dell’utilizzatore non è rivolto al singolo nodo di computazione, ma 
alle informazioni aggregate rilevate dai sensori contenuti in una specifica area. 
Per evidenziare ancor meglio questo punto riassumiamo alcune delle 
specifiche più stringenti del wireless sensors networking:  
•  il numero di nodi può essere di alcuni ordini di grandezza 
superiore rispetto ad una rete ad hoc;  
•  i sensori vengono posizionati con densità spaziali molto elevate 
(fino a decine di sensori nello spazio di pochi metri); 
•  i nodi possono avere malfunzionamenti, che non devono 
pregiudicare l’efficienza della rete;  
•  la topologia di rete può variare nel tempo in modo molto 
frequente;  
•  i sensori usano principalmente comunicazioni di tipo 
broadcast;  
•  i sensori hanno stringenti limiti in termini di potenza. 
 
A causa dell’elevata densità di posizionamento, i nodi possono essere 
molto vicini fra loro: ciò risulta essere un pregio visto che potremo realizzare 
algoritmi di rete multi-hop  per raggiungere il corretto destinatario 
dell’informazione, ma al contempo un difetto, a causa dei problemi di mutua 
interferenza fra sensori distinti.  
                                                 
 
1 Rete autoconfigurantesi, non gerarchica, nella quale i nodi possono assumere la capacità di instradamento 
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L’uso di strategie multi-hop può consentire l’utilizzo di basse potenze 
di trasmissione, migliorando le caratteristiche dei nodi in termini di requisiti di 
potenza: quest’ultima infatti risulta essere una delle caratteristiche più 
stringenti poiché i sensori utilizzano delle sorgenti di potenza che non possono 
essere in generale sostituite, o quantomeno non possono essere sostituite 
frequentemente. Una efficiente implementazione delle wireless sensor 
networking,  deve quindi prevedere meccanismi che diano la possibilità 
all’utente di scegliere il compromesso migliore fra prestazioni e durata delle 
batterie. 
 
1.5.1. Architettura delle WSN 
Una WSN è composta da un insieme di nodi sensore e da una stazione 
base detta sink, vedi Fig. 1.1 . 
 
 
Figura 1. 1: Architettura di una rete di sensori wireless. 
 
I nodi sensore sono disposti ad alta densità, la loro disposizione non è 
prefissata, possono essere sistemati dall’uomo o disposti a caso, sono soggetti 
a fallimenti, la topologia può cambiare continuamente, comunicano in modo 
wireless con i nodi vicini, la bassa potenza di trasmissione non permette la 
comunicazione diretta fra tutti i nodi.  Silvio Croce                                                                                                  Capitolo 1  – Le reti di sensori wireless                       
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La stazione base è un nodo speciale che agisce da gateway tra i nodi 
sensore e gli utilizzatori: questa inoltra le interrogazioni alla rete, elabora le 
informazioni che riceve, rende disponibile i dati all’utente. 
 
1.6. Scelte Tecnologiche  
Il progetto di una rete di sensori richiede la valutazione di diversi 
aspetti tecnologici che possono guidare il progettista ad effettuare una scelta 
fra le diverse tecnologie disponibili. Alcuni di questi fattori devono essere: 
fault tolerance, scalabilità, costi produttivi, ambienti operativi, topologia di 
rete, requisiti hardware, mezzo trasmissivo utilizzato ed infine i consumi. In 
questo paragrafo verrà analizzato nel dettaglio ciascuno di questi aspetti:  
 
1.6.1. Fault tolerance 
I nodi sensore sono intrinsecamente soggetti al fallimento, inteso 
come malfunzionamento del dispositivo; è già stato accennato il fatto che 
questi sensori possono essere utilizzati in ambienti particolarmente ostili come 
i campi di battaglia; in questi contesti un singolo sensore può facilmente 
essere danneggiato o distrutto e ciò non deve pregiudicare il funzionamento 
dell’intera rete. Anche tralasciando  queste applicazioni, che possono 
comunque essere ritenute di nicchia, un nodo sensore potrebbe semplicemente 
cessare di funzionare a causa della mancanza di energia: anche in questa 
condizione il corretto funzionamento della rete non deve essere pregiudicato. 
Con  fault tolerance viene indicata la capacità di una rete di sensori di 
mantenere le sue funzionalità in corrispondenza del malfunzionamento dei 
suoi nodi. Ogniqualvolta ci si appresta al progetto di una WSN si dovrà tenere 
presente quale sia la tolleranza richiesta, e rispettarla implementando 
opportuni algoritmi. Se i sensori sono utilizzati in ambienti caratterizzati da 
basse interferenze, questi algoritmi e protocolli possono essere rilassati, nel 
senso che la possibilità che un nodo venga a non funzionare risulta essere 
possibile ma remota. Discorso analogo vale per quel che concerne il tipo di Silvio Croce                                                                                                  Capitolo 1  – Le reti di sensori wireless                       
  
12 
applicazione: è ovvio, infatti, che la tolleranza che dovremo avere in una rete 
che monitorizza un processo chimico sarà ben superiore rispetto alle misure di 
temperatura o umidità effettuate in ambito domestico in contesti HVAC. 
 
1.6.2. Scalabilità 
Il numero di nodi sensore che è possibile individuare in un’area 
coperta da WSN è sostanzialmente variabile in funzione della specifica 
applicazione. Ci si aspetta comunque di individuare anche centinaia di sensori 
disposti molto vicini fra loro che possano raggiungere in generale densità 
nell’ordine dei 20 dispositivi per metro quadrato. Una densità così elevata 
deve essere tenuta in considerazione in sede di progetto per garantire il 
corretto funzionamento della rete stessa. Inoltre si dovrà considerare il fatto 
che i singoli nodi possono evolvere nel tempo sia in termini di posizione che 
di funzionamento: si pensi, ad esempio, ad una abitazione che contenga 
diversi dispositivi in ogni elettrodomestico; in un futuro non troppo lontano ci 
aspettiamo che anche ognuno di noi porti con sé un numero elevato di sensori, 
integrati certamente in cellulari e PDA, ma anche più semplicemente nelle 
scarpe o negli occhiali. E’ evidente allora che il cambiamento di posizione di 
una sola persona all’interno di una stanza porti al cambiamento di posizione di 
molti nodi sensore. Si consideri infine la densità di dispositivi che si può 
raggiungere quando una serie di persone, dotate di più sensori, si trovano in 
unico luogo come un’aula universitaria o uno spettacolo teatrale; in questi 
particolari contesti si dovrà garantire che i diversi dispositivi siano in grado di 
interagire fra loro senza generare mutue interferenze.  
 
1.6.3. Costi produttivi  
Come detto più volte ed analizzato in dettaglio nel paragrafo 
precedente, uno dei vantaggi dell’uso di reti di sensori wireless è la possibilità 
di utilizzare un numero molto elevato di sensori. Affinché questo risulti essere 
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dispositivo sia molto contenuto, infatti se il costo del numero di nodi richiesti 
supera il costo di una normale struttura cablata i vantaggi tecnologici risultano 
essere annullati dallo svantaggio economico.  
La tecnologia allo stato dell’arte dovrebbe consentire di avere nodi 
sensore dal costo contenuto al di sotto del dollaro; ad oggi, però, se si 
considerano per esempio dispositivi realizzati utilizzando come sistema di 
comunicazione il Bluetooth, il costo della sola radio supera l’obiettivo che è 
stato prefissato. 
Il problema del costo inoltre non risiede solo nella tecnologia di 
comunicazione scelta, ma deriva anche dai trasduttori, dall’elettronica di 
condizionamento del segnale ed infine dalle unità di calcolo. 
Il progetto di un sensore dovrà quindi essere guidato dalle particolari 
richieste dell’applicazione, scegliendo i componenti che garantiscano le 
specifiche di progetto, ma che al contempo rispettino le disponibilità di 
budget.  
 
1.6.4. Ambienti operativi  
I sensori possono essere utilizzati in luoghi fortemente inospitali, quali 
per esempio i campi di battaglia o all’interno di processi produttivi 
caratterizzati da alte pressioni e/o alte temperature. Il progetto di un sensore 
quindi non può prescindere dal contesto all’interno del quale dovrà essere 
utilizzato: in particolare dovremo prevedere dei package  in grado di 
sopportare le condizioni di temperatura, pressione, vibrazione, accelerazione 
che sono tipiche dell’ambiente in cui si troverà ad operare.  
Tutto ciò deve essere fatto nel rispetto dei due parametri già indicati: 
dovranno essere garantiti il rispetto della fault tolerance ed il contenimento 
dei costi.  
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1.6.5. Topologia di rete  
Gli aspetti inerenti la topologia delle reti di sensori wireless possono 
essere studiati sotto due diversi aspetti: in primo luogo verrà analizzata la 
topologia di rete indicando con questo termine la posizione che i diversi nodi 
vengono ad occupare nello spazio; mentre in un secondo momento, si 
descriveranno le diverse tipologie di rete da un punto di vista funzionale e 
della possibilità di intercomunicazione fra i diversi nodi.  
Per quel che concerne il posizionamento fisico dei dispositivi è 
opportuno ricordare che uno dei vantaggi delle reti wireless risiede proprio 
nell’estrema libertà con la quale si possono collocare i nodi sensore; si è già 
ricordato come la densità tipica di sensori possa essere nell’ordine delle decine 
per metro quadrato e come la posizione relativa fra i diversi dispositivi possa 
evolvere nel tempo. 
  I nodi sensore sono essenzialmente statici, cioè posti in posizioni 
precise che non evolvono nel tempo; nonostante questo, sono soggetti al 
problema dello spegnimento a causa della mancanza di energia, quindi ci si 
rende conto come questo aspetto contribuisca all’evoluzione della topologia di 
rete. Infine, è opportuno ricordare che un altro vantaggio delle WSN è la 
facilità con la quale queste possano essere integrate con l’aggiunta di nuovi 
dispositivi: anche questo contribuirà al cambiamento della topologia di rete.  
Tutte le osservazioni fatte portano a valutare l’utilizzo di “topologie 
funzionali di rete” e di protocolli di routing che garantiscano l’affidabilità 
della rete anche in corrispondenza di continui cambiamenti di posizione dei 
nodi e/o all’aggiunta/rimozione dei nodi stessi. 
In prima approssimazione è possibile classificare le topologie di rete 
in tre diversi gruppi: reti a stella, reti mesh o peer to peer ed infine reti ad 




Figura 1. 2: Classificazione delle topologie di rete. 
 
In Fig. 1.2 sono schematizzate le strutture delle topologie di rete sopra 
elencate. Nella topologia a stella si può individuare un nodo centrale, dotato di 
funzionalità di coordinatore: esso viene definito coordinatore della rete o 
centro della rete a stella, tutti gli altri nodi fanno riferimento a questo nodo 
centrale. Ciò implica che, affinché due nodi possano comunicare fra loro, sia 
necessario che entrambi comunichino con il coordinatore della rete. Questa 
topologia risulta essere la più semplice implementabile, consente l’impiego di 
protocolli poco onerosi da un punto di vista computazionale per i nodi 
semplici; ciò pone questa tipologia di rete in primo piano nel caso in cui sia 
possibile progettare un nodo che non abbia particolari requisiti in termini di 
potenza ed invece più nodi che debbano essere alimentati da unità di potenza 
limitata. E’ questo il caso, ad esempio, delle periferiche di input di un personal 
computer: sarà infatti possibile progettare un nodo centrale collegato al 
computer che possa essere alimentato dal computer stesso (es. mediante bus 
USB), ed invece diverse periferiche come mouse o tastiere alimentati a 
batteria.  
Generalmente il coordinatore delle reti a stella è in grado anche di 
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caso dell’esempio appena fatto poiché il coordinatore funge da bridge fra il 
bus USB e la rete WSN.  
La topologia di rete stella però viene superata in funzionalità dalle reti 
di tipo peer to peer o mesh, reti cioè in cui il ruolo del coordinatore non è 
essenziale, dato che ogni dispositivo è in grado di connettersi con tutti gli altri. 
In questo modo è possibile realizzare dei percorsi ridondanti che, da un lato 
consentono di aumentare l’affidabilità della rete, ma dall’altro richiedono 
l’implementazione di algoritmi di routing più complessi. 
Infine abbiamo la topologia ad albero in cui diversi cluster costituiti 
da gruppi di nodi possono interconnettersi in modo simile ad una diramazione 
delle foglie su un albero. Ciascun cluster, infatti, è dotato di un nodo 
principale che rappresenta il punto di accesso per la sottorete in questione. Il 
vantaggio di questa topologia rispetto alle reti mesh è la riduzione dei percorsi 
di comunicazione possibili e ciò consente lo sviluppo di sistemi di gestione 
meno complessi.  
 
1.6.6. Requisiti hardware  
Uno nodo sensore  è costituito essenzialmente da quattro moduli 
funzionali: sensore, unità di elaborazione, transceiver e unità di potenza. 
 
 
Figura 1. 3: Componenti di nodo sensore. 
 
Come è possibile osservare in Fig. 1.3, uno o più trasduttori sono 
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trasduttore, vengono infatti convertiti in digitale se non sono già in questa 
forma e posti in ingresso all’unità di elaborazione, la quale a sua volta sarà 
connessa ad un transceiver in grado di effettuare le comunicazioni utilizzando 
il mezzo trasmissivo prescelto come vedremo nel paragrafo successivo.  
L’unità di elaborazione, formata da una CPU e da una memoria dalla 
limitata capacità, è sede delle procedure che permettono allo smart sensor di 
poter collaborare con gli altri nodi e di portare a termine le attività di 
rilevazione assegnate al nodo stesso.  
L’unità di potenza infine dovrà essere costituita da moduli di power 
scavenging, come celle solari e/o da batterie, poiché i nodi sensore vengono 
posti in zone spesso inaccessibili e la vita operativa di ciascun nodo dipende 
essenzialmente dalla vita operativa dell’unità di potenza. Per raggiungere 
l’obiettivo di una vita funzionale duratura abbiamo a disposizione due 
alternative: da un lato possiamo impiegare unità di potenza sovradimensionate 
rispetto ai consumi dei componenti. In questo viene garantita una lunga vita 
operativa, ma per mantenere contenuti i costi e le dimensioni dei dispositivi 
questa strada risulta essere impercorribile. Risulta essere migliore, quindi, 
l’altra alternativa: l’utilizzo di piccole unità di potenza, con componenti che 
richiedano il minor consumo possibile e l’utilizzo di algoritmi che tendano a 
minimizzare i consumi.  
 
1.6.7. Mezzo trasmissivo  
La comunicazione senza fili fra i diversi dispositivi in una WSN può 
essere fatta impiegando sistemi induttivi, ottici o ad infrarossi, ultrasuoni ed 
infine a radio-frequenza. Ciascuno di questi mezzi presenta dei pregi e difetti: 
in primo luogo affinché essi siano presi in considerazione per un progetto di 
rete di sensori wireless devono essere “disponibili” in ogni parte del mondo, 
per evitare problemi di re-ingegnerizzazione passando da uno Stato ad un altro 
per problemi di tipo legislativo.  
Analizziamo nel dettaglio i mezzi trasmessivi citati:  Silvio Croce                                                                                                  Capitolo 1  – Le reti di sensori wireless                       
  
18 
• Sistemi induttivi: questa tecnologia viene principalmente utilizzata 
nel campo del Radio Frequency Identification (RFID). Vengono utilizzati dei 
tag attivi o passivi, letti da apposite porte di lettura, che generano un forte 
campo magnetico in corrispondenza del quale una induttanza realizzata 
all’interno del tag  manifesta una corrente indotta che permette la 
lettura/scrittura di informazione sul tag. I principali svantaggi di questo tipo di 
tecnologia risultano essere le distanze per cui è possibile effettuare 
correttamente operazioni di lettura/scrittura. Inoltre se i dispositivi passivi non 
richiedono unità di potenza, i coordinatori della rete (porte o varchi di lettura) 
richiedono grandi livelli di potenza.  
• Sistemi ottici: in questo gruppo includiamo le tecnologie come 
l’Infrared Data Association (IrDA) ed altri standard che prevedono l’uso di 
tecnologie di tipo ottico. Il principale svantaggio risulta essere la necessità di 
un collegamento diretto in line of sight dei dispositivi, cioè ricevitore e 
trasmettitore devono essere correttamente allineati. Al contempo tecnologie di 
questo tipo garantiscono economicità dei transceiver, comunicazione licence-
free, affidabilità e robustezza alle interferenze. 
• Ultrasuoni: consentono di superare la limitazione del line of sight 
tipica dei sistemi ottici, ma la generazione di ultrasuoni richiede una energia 
elevata per il coordinatore della rete. I dispositivi realizzati impiegando queste 
tecnologie sono costosi e dimensionalmente troppo grandi.  
• Radio frequenza (RF): l’utilizzo di sistemi in radio frequenza 
consente l’eliminazione dei problemi di line of sight e lo stato dell’arte nel 
campo dei transceiver  a radio frequenza garantisce dimensioni e consumi 
molto contenuti. Un problema rilevante invece riguarda la disponibilità del 
mezzo trasmissivo, poiché le bande di frequenza vengono assegnate attraverso 
legislazioni locali in ogni stato: ciò comporta che la scelta della banda 
trasmissiva utilizzata debba concentrarsi su bande disponibili nella più vasta 
gamma di nazioni. Le bande cosiddette ISM (Industrial, Scientific and 
Medical) rappresentano una delle scelte migliori effettuabili visto che sono 
disponibili in molti stati. Alcune delle principali bande disponibili con le 
relative applicazioni maggiormente diffuse sono rappresentate in Fig. 1.4. Si Silvio Croce                                                                                                  Capitolo 1  – Le reti di sensori wireless                       
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ricorda che, per lo sviluppo di una rete di sensori wireless, si vogliono 
realizzare dispositivi dai costi e dalle dimensioni contenute: ciò porta a 
considerare solo alcune delle bande ISM, a causa di alcune limitazioni 
hardware in termini di efficienza delle antenne e limitazione dei consumi; 




Figura 1. 4: Principali suddivisioni della banda ISM. 
 
 
Lo standard più utilizzato per questo tipo di applicazioni è l’IEEE 
802.15.4 (su cui si basa la nuova tecnologia ZigBee), con le seguenti 
caratteristiche: 
•  Low Data-Rate (20, 40 e 250 kbps); 
•  Frequenze: 16 canali nella banda ISM 2.4 GHz, 10 canali nella 
banda 915 MHz, 1 canale nella banda 868 MHz; 
•  breve raggio d’azione (< 80 m.); 
•  power management per assicurare bassi consumi di potenza. 
 
1.6.8. Consumi  
Come analizzato nel paragrafo dei requisiti hardware ciascun nodo 
sensore tenderà ad impiegare delle piccole unità di potenza (es. 0,5 Ah e 
1,2V); inoltre, come abbiamo già avuto modo di ricordare, alcune applicazioni 
rendono la sostituzione delle unità di potenza irrealizzabile. In una rete multi-
hop  ciascun nodo riveste il doppio ruolo di sorgente dell’informazione e 
ripetitore dell’informazione generata da altri nodi: ciò implica che il 
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di potenza comporta un cambiamento della topologia di rete con conseguente 
necessità di reinstradare i pacchetti in modo corretto. Per questo motivo 
l’obiettivo dei ricercatori è divenuto lo studio di algoritmi e protocolli, che 
consentano il risparmio energetico, detti power-aware protocols.  
Scopo principale di un sensore wireless  è la misurazione di una 
grandezza fisica, l’elaborazione dell’informazione stessa ed infine la 
comunicazione dell’informazione rilevata. Risulta quindi conveniente 
analizzare i consumi di un nodo sensore  dividendoli in questi tre domini 
temporali.  
L’attività di trasduzione dipende in maniera sostanziale dal tipo di 
applicazione e ciò si ripercuote anche sui consumi: la complessità derivante 
dal rilevare con il desiderato grado di precisione una grandezza fisica dipende, 
oltre che dal tipo di grandezza fisica in gioco, anche dal sistema di 
trasduzione, dal rumore di fondo che perturba la misura e dall’elettronica di 
condizionamento necessaria. Per questi motivi risulta difficile definire delle 
strategie generali che consentano la diminuzione dei consumi.  
L’attività di comunicazione risulta essere sicuramente la più onerosa 
in termini di consumi: questo perché ogni qualvolta un nodo sensore deve 
trasmettere l’informazione dovrà mantenere attivo l’ascolto sul canale radio 
per verificare che l’informazione sia stata effettivamente ricevuta dal 
destinatario. Ciò comporta che, per stimare i consumi dovuti ai moduli di 
comunicazione, dovremo valutare i consumi e le tempistiche relative alla 
trasmissione ed alla ricezione, ma anche i consumi dovuti alle fasi di 
accensione e spegnimento. L’elettronica impiegata all’interno dei transceiver 
richiede, infatti, un tempo a partire dall’accensione non nullo per funzionare 
correttamente: ciò generalmente è dovuto alla presenza di oscillatori interni 
PLL (Phased Locked Loop), amplificatori di potenza ed altri componenti. 
Questi tempi di commutazione on/off dei transceiver,  così come i tempi 
necessari alla commutazione fra le attività di ricezione e trasmissione, in caso 
di pacchetti di informazione molto piccoli, rappresentano la componente 
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In letteratura è riconosciuto che il rapporto tra l’energia spesa per 
trasmettere un bit rispetto a quella necessaria ad eseguire un’istruzione è un 
numero compreso tra 200 e 3000. In altre parole, spedire e/o ricevere 1 KByte 
equivale ad eseguire 3 milioni di istruzioni. 
 
1.7. Problematiche software 
Una rete a sensori è un sistema distribuito. Oltre alle normali 
problematiche che si presentano nella progettazione di sistemi distribuiti 
tradizionali, le particolari architetture hardware descritte in precedenza 
impongono ulteriori obiettivi e vincoli. Bisogna prendere in considerazione 
molte problematiche tipiche delle reti ad-hoc, in particolare per quanto 
riguarda gli algoritmi per la comunicazione di rete. I protocolli di routing 
devono poter gestire una rete dalla topologia riconfigurabile, caratterizzata da 
linee di comunicazione tipicamente non affidabili. In caso di guasto la rete 
deve essere in grado di isolare il/i nodi non funzionanti e di riorganizzare la 
topologia di conseguenza. Deve essere possibile eseguire riconfigurazioni 
dinamiche del software operante sul singolo sensore.  
 
1.7.1. Sistema operativo TinyOS 
I compiti tradizionali di un sistema operativo sono la virtualizzazione 
dell’hardware e l’arbitraggio dell’accesso alle risorse. Tipicamente tali 
obiettivi sono raggiunti tramite l’uso di modalità protette della CPU (l’accesso 
diretto all’hardware è consentito solo in queste modalità) e il supporto di una 
MMU. 
Queste funzionalità non sono disponibili nei μC di un nodo sensore, i 
quali non dispongono di modalità protette né di MMU, in quanto renderebbero 
il dispositivo più costoso e con consumi più elevati. 
La soluzione attualmente più affermata è il sistema operativo open 
suorce TinyOS, sviluppato dall’università di Berkeley appositamente per le 
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L’idea di base è quella di fare a meno di un vero sistema operativo, 
dal momento che ogni nodo esegue solamente una singola applicazione. 
Inoltre un controllo diretto dell’hardware  aumenta l’efficienza. TinyOS si 
presenta quindi come un semplice run-time environment: nel momento in cui 
un’applicazione viene compilata, i componenti di TinyOS vengono compilati 
insieme ad essa e il risultato costituisce l’intero software del sensore. 
TinyOS è interamente scritto nel linguaggio di programmazione nesC
2 
e offre un modello di programmazione basato su eventi (l’applicazione è 
composta da diversi componenti la cui elaborazione viene avviata al 
verificarsi di un particolare evento). Questo approccio si contrappone al 
tradizionale paradigma basato su stack e switching del contesto di esecuzione. 
Quando il sistema è in stato di idle non esegue alcuna operazione, 
consumando minime quantità di energia. In questo modo pur permettendo la 
concorrenza, si evita l’attività di context-switching tipica dell’approccio 
tradizionale. Il componente principale (l’unico sempre presente in ogni 
applicazione) è lo scheduler: questo manda in esecuzione i task dei diversi 
componenti secondo una politica FIFO run to completion (un task non può 
interrompere un altro task).  
Lo scheduling ha due livelli di priorità: quello normale  per i task e 
quello più alto per gli eventi, che possono interrompere i task.  
 
                                                 
 
2 Linguaggio per esprimere i concetti di programmazione ad eventi. E’ un’estensione del linguaggio C, ma con 




Figura 1. 5: Gestione degli eventi in TinyOS. 
 
1.7.2. TinyDB 
TinyDB è un middleware
3 in grado di astrarre una rete di sensori in 
una base di dati distribuita. L’accesso avviene attraverso un linguaggio 
dichiarativo molto simile a SQL. L’interazione con l’utilizzatore della rete 
avviene mediante un’interfaccia grafica se l’utilizzatore è un essere umano o 
attraverso una serie di api Java, concettualmente non molto diverse da JDBC, 
se l’utilizzatore è un’altra applicazione. 
Il concetto di query è lievemente diverso da quello dei DBMS 
tradizionali: qui la query viene iniettata nella rete e rimane attiva per un tempo 
specificato. Durante questo periodo i sensori ritrasmettono i loro dati a 
intervalli di tempo precisi, quindi una query aggiorna i dati in possesso 
dell’utilizzatore a intervalli costanti invece che una sola volta. Le principali 
caratteristiche sono: 
•  Gestione della topologia di rete: TinyDB gestisce la topologia 
della rete sottostante mantenendo tabelle di routing. Viene 
costruita una struttura ad albero ad ogni query che permette di 
inviare all’utilizzatore i dati da tutti i sensori. Viene inoltre 
gestita la dinamicità della rete in modo trasparente all’utente 
(vedi Fig. 1.6). 
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•  Query multiple: è possibile eseguire più query contemporanee 
sulla stessa rete; esse vengono eseguite in maniera del tutto 
indipendente. E’ inoltre possibile coinvolgere diversi 
sottoinsiemi dei sensori della rete. 
•  Gestione dei metadati: il framework mantiene un elenco di 
metadati che caratterizzano i vari tipi di misurazioni che 
possono essere ottenuti dai sensori. 
 
 
Figura 1. 6: Funzionamento di TinyDB. 




CAPITOLO 2. Stato dell’arte 
Nelle reti di sensori wireless l’obiettivo è l’ottimizzazione delle 
risorse limitate. Si pensi ad esempio ad una rete operante in un territorio poco 
ospitale per l’uomo, dove non c’è possibilità di sostituire le batterie dei nodi 
sensore. In questo caso è evidente come il risparmio energetico sia di 
fondamentale importanza, al fine di ottenere un tempo di vita della rete più 
lungo possibile. Come detto nel paragrafo dei consumi (par. 1.6.8) l’attività 
più dispendiosa dal punto di vista energetico è la comunicazione. L’obiettivo 
del progettista è dunque quello di minimizzare il traffico sulla rete. 
La mission di una WSN è quella di monitorare e tenere sotto controllo 
un fenomeno fisico attraverso rilevazioni periodiche effettuate dai sensori. Se i 
dati misurati da ciascun sensore venissero instradati nella rete senza alcun 
accorgimento, si verificherebbe un traffico elevato, con informazioni ripetitive 
ed inutili, che provocherebbero congestioni e soprattutto una drastica 
riduzione del tempo di vita della rete. Al fine di evitare questi problemi si può 
agire su due fronti: da una lato ottimizzare sempre più i protocolli di routing, 
dall’altro fondere le informazioni in modo da inviare meno dati, ma più 





Figura 2. 1: Routing e fusione dell'informazione in una WSN. 
 
La ricerca sta investendo molto su tecniche di aggregazione 
dell’informazione, la cui filosofia è quella di sfruttare le capacità di calcolo 
dei nodi sensore per elaborare i dati, fonderli in modo intelligente al fine di far 
circolare nella rete solo informazioni significative. In seguito tratteremo in 
maniera approfondita questo aspetto. 
 
2.1. Protocol Stack delle WSN 
Considerando le molte differenze esistenti tra le reti tradizionali e le 
reti di sensori wireless, appare inappropriato ed inefficiente pensare di 
riadattare a queste ultime i protocolli usati nelle reti tradizionali. Per 
convincersene, basti pensare al fatto che, ad esempio, l’alto numero di nodi 
rende il protocollo di routing basato su un semplice flooding assolutamente 
inapplicabile nel caso di una WSN. Senza un servizio di routing che risulti 
scalabile all’incrementare del numero di dispositivi, l’energia spesa dai nodi 
per recapitare dati al nodo sink comporterebbe un elevatissimo consumo 
energetico. Se tutti i protocolli di rete non venissero progettati tenendo conto 
dei vincoli energetici, i nodi della rete si ritroverebbero completamente 




Una WSN  è composta da dispositivi omogenei sia dal punto di vista 
delle caratteristiche hardware sia da quello del sistema operativo mentre, per 
quanto riguarda le reti tradizionali, si è cercata una standardizzazione dei 
protocolli per permettere ad entità disomogenee di comunicare tra loro. Gli 
organismi di standardizzazione, quali IETF e OSI, hanno definito protocolli 
per reti che si basano su una strutturazione a strati (layering). Con questa 
strutturazione, una rete viene organizzata in una gerarchia di entità 
logicamente distinte (gli strati). I servizi forniti da una entità ad un certo 
livello sono solamente basati sui servizi forniti dall’entità del livello inferiore. 
Questa modularizzazione semplifica non solo la progettazione ma anche la 
manutenzione e l’aggiornamento dei componenti del sistema rendendo ad 
esempio la modifica di un protocollo realizzato in un certo livello 
completamente trasparente al resto del sistema. Questo approccio a strati 
isolati non risulta completamente adatto al caso di una rete di sensori. Ad 
esempio, il problema cruciale delle reti di sensori, il risparmio energetico, è un 
problema che si risolve mettendo in essere una unica politica di gestione della 
risorsa energia che attraversa tutti gli strati del sistema e tiene anche conto 
delle relazioni fra strati. Non esiste cioè un unico strato che implementa questa 
politica, e, per ottenere i massimi risparmi possibili, occorre anche progettare 
delle politiche che tengano conto delle interrelazioni fra strati (interlayering). 
In altri termini, il consumo di energia può essere ottimizzato solo se l’intera 
pila di protocolli è resa power-aware. 
 
La pila di protocolli usata dal nodo sink e da tutti i nodi sensori della 




•  Application layer: dipendente dal tipo di applicazione; 
•  Transport layer: aiuta a mantenere il flusso di dati se 




•  Network layer: si occupa di instradare i dati forniti dal transport 
layer; 
•  Data-link layer: poiché l’ambiente è rumoroso ed i nodi 
possono spostarsi il MAC (Medium Access control)  protocol 
deve essere power-aware e capace di minimizzare le collisioni 
con le trasmissioni dei nodi vicini; 
•  Physical layer: richiede una semplice ma robusta modulazione 
e delle tecniche di trasmissione e di ricezione.  
 
Il  power,  task e mobility planes effettuano il monitoraggio 
dell’energia, mobilità e la distribuzione dei task sui vari nodi. 
 
Piani: 
•  Power management plane: gestisce come il nodo deve usare la 
potenza; ad esempio il nodo sensore potrebbe spengere il 
ricevitore dopo che ha ricevuto un messaggio da un vicino; 
inoltre, quando il livello di energia di un nodo è basso il nodo 
può inviare un messaggio ai vicini per comunicare il suo stato e 
che non può più partecipare al routing dei messaggi; 
•  Mobility management plane: rileva e registra i movimenti dei 
nodi sensore in modo che una route verso l’utente sia sempre 
mantenuta e che ogni nodo possa tenere traccia di chi sono i 
propri vicini;  
•  Task management plane: bilancia e schedula i task assegnati ad 
una regione specifica; questo perché non tutti a tutti nodi (in 
una regione) in contemporanea è richiesto di eseguire un task di 





Figura 2. 2: Architettura di rete per una Rete di Sensori. 
 
Tramite questi livelli di gestione i nodi di una rete possono lavorare 
tutti insieme in modo da risparmiare energia, instradare dati e condividere 
risorse. Senza questi livelli ogni nodo lavorerebbe individualmente. 
Esula dagli scopi di questa tesi addentrarsi nella studio degli strati più 
vicini al mezzo trasmissivo, come il Physical layer e il Data link layer; si 
porrà invece l’attenzione al Network layer, che è lo strato che decide 
sull’instradamento dei pacchetti (protocolli di routing) e nel quale 
inquadreremo le tecniche di Data Aggregation e Data Gathering. 




2.2. Protocolli di routing 
Passiamo ora in rassegna i principali protocolli di routing proposti in 
letteratura. 
 
2.2.1. Energy Efficient Route 
Uno degli approcci che può essere seguito è quello di scegliere il 
cammino più efficiente dal punto di vista energetico. Per fare questo 




Figura 2. 3: Rete di riferimento per il protocollo Energy Efficent Route. 
 
Ci sono 4 possibili vie per poter comunicare con il nodo sink: 
• Percorso 1: Sink-A-B-T; total PA=4, total α=3; 
• Percorso 2: Sink-A-B-C-T; total PA=6, total α=6; 
• Percorso 3: Sink-D-T; total PA=3, total α=4; 
• Percorso 4: Sink-E-F-T; total PA=5, total α=6. 




Dove con PA abbiamo indicato la potenza disponibile mentre con α è 
l’energia necessaria per trasmettere un pacchetto lungo il link. Gli algoritmi 
che possono essere applicati sono: 
• MAXIMUN AVAILABLE POWER ROUTE : si sceglie il percorso che 
ha il total PA maggiore. In base alla definizione si ha che il percorso 2 è il 
migliore; ma poiché il percorso 2 include tutti i nodi del percorso 1 non deve 
essere considerato. In pratica è importante non considerare percorsi derivati 
estendendo altri percorsi. È quindi necessario eliminare il percorso 2. Il 
percorso da selezionare è perciò il percorso 4 (che chiamiamo PA route); 
• MINIMUM ENERGY ROUTE : si sceglie il percorso che comporta un 
minimo consumo di energia per la trasmissione dei dati. Quindi il percorso 1 è 
il percorso migliore (ME route); 
• MINIMUM HOP ROUTE : si sceglie il percorso che comporta un 
attraversamento minimo di nodi. Nel nostro esempio il percorso 3 è il migliore 
(MH  route). Da notare che la minimum hop route risulta la stessa della 
minimum  energy route quando il costo di trasmissione sui link è sempre lo 
stesso (cioè è costante); 
• MAXIMUM MINIMUM NODE ROUTE : si sceglie il percorso in cui il 
PA minimo è il maggiore di tutti i PA minimi degli altri percorsi. Nel nostro 
caso scegliamo il percorso 3. 
 
2.2.2. Data Centric Route 
In questo tipo di routing la diffusione di una interrogazione è 
effettuata in modo da assegnare i task di sensing ai nodi sensore. Gli approcci 
usati sono due: 
• i sink effettuano la trasmissione in broadcast della interrogazione; 
• i nodi sensore inviano un messaggio per notificare la disponibilità di 
dati e aspettano una richiesta dai sink interessati.  
Un  routing di tipo data-centric richiede un naming  basato sugli 
attributi. Gli utenti sono più interessati nel conoscere l’attributo di un 




in cui la temperatura è maggiore di 30°” ( attribute-based naming) è una 




È una vecchia tecnica che può essere usata anche per il routing nelle 
reti di sensori. In questa tecnica un nodo che riceve dati o pacchetti di gestione 
li ritrasmette in modo broadcast (a meno che il pacchetto non abbia raggiunto 
un numero massimo di hop o che il nodo stesso sia la destinazione del 
pacchetto). Il flooding è una tecnica reattiva e che non richiede un 
mantenimento della topologia. Comunque presenta alcuni problemi: 
• Implosion: situazione in cui duplicati di un messaggio siano inviati 
allo stesso nodo. Ad esempio se il nodo A ha N vicini che a loro volta hanno il 
nodo B come vicino allora il nodo sensore B riceve N copie del messaggio 
inviato da A; 
• Overlap: se due nodi condividono la stessa regione di osservazione, 
entrambi potrebbero rilevare gli stessi stimoli agli stessi istanti, quindi i nodi 
vicini ricevono messaggi duplicati; 




È una derivazione del flooding. In questo protocollo i nodi non 
effettuano il broadcast ma inviano i pacchetti ad un solo nodo selezionato in 
modo  random tra tutti i vicini. Questo approccio evita il problema 
dell’implosione ma impiega molto tempo per propagare un messaggio a tutti i 
nodi. 




2.2.5. SPIN (Sensor Protocols for Information via Negotiation) 
È una famiglia di protocolli adattivi ideati per risolvere i problemi del 
flooding tramite una negoziazione e un adattamento delle risorse. Il protocollo 
si basa sull’idea che i nodi operano in modo più efficiente se, invece di inviare 
i dati, inviano prima una descrizione dei dati (e poi eventualmente i dati). 
 
 
Figura 2. 4: Protocollo SPIN. 
 
Come è possibile vedere nella Fig. 2.4, lo SPIN prevede tre tipi di 
messaggi: ADV, REQ, DATA. Prima di inviare i dati (DATA), il nodo invia 
in  broadcast un messaggio ADV contenente una descrizione (ad esempio 
meta-dati) dei dati. Se un vicino è interessato ai dati manda un messaggio di 
REQ ed in seguito riceve un messaggio di tipo DATA. Da notare che il 
protocollo SPIN è basato sul data-centric routing. 
 
2.2.6. SAR (Sequential Assignment Routing) 
È un set di algoritmi che implementano operazioni di organizzazione e 
gestione della mobilità di una rete di sensori. Due algoritmi appartenenti a 
questa famiglia sono: 
• SMACS (self-organizing MAC for sensor networks): è un protocollo 




e di stabilire dei piani di ricezione/trasmissione senza il bisogno di un sistema 
centrale di gestione. 
• EAR (eavesdrop and register protocol): è un protocollo basato sui 
messaggi di invito e sulla registrazione di nodi mobili presso nodi stazionari.  
 
Gli algoritmi della famiglia SAR creano più alberi in cui la radice di 
ogni albero è un vicino (one hop neighbor) del nodo sink. Ogni albero viene 
costruito a partire dal sink e vengono evitati i nodi con una bassa QoS (ad 
esempio un basso throughput) e una bassa riserva di energia. Alla fine di 
questa procedura la maggior parte dei nodi appartengono a più di un albero. 
Questo permette ad un nodo sensore di scegliere un albero per mandare le sue 
informazioni al nodo sink. Ci sono due parametri associati ad ogni percorso 
che lega un nodo al nodo sink: 
• risorse energetiche: sono calcolate in base al numero di pacchetti che 
il nodo sensore può mandare ed in base al fatto se il nodo sensore ha un uso 
esclusivo del cammino o meno; 
• metrica additiva della QoS: se risulta alta allora la QoS è bassa.  
Tramite questi due parametri e il livello di priorità del pacchetto da 
inviare, ciascun nodo sceglie il cammino su cui inviare i pacchetti fino al nodo 
sink.  
 
2.2.7. LEACH (Low-Energy Adaptive Clustering Hierarchy) 
È un altro protocollo che gestisce i task di segnalazione e di 
trasferimento dati di processi che richiedono la collaborazione di più nodi. È 
un protocollo basato sul clustering e minimizza la dissipazione di energia in 
una rete di sensori. Lo scopo di questo protocollo è quello di scegliere in 
modo random alcuni nodi ed eleggerli capo-cluster. Gli altri nodi, invece, si 
associano ad un cluster in modo da minimizzare la dissipazione di energia.  
Vediamo come viene eletto un capo-cluster: ogni nodo, durante la fase 




minore della soglia T(n) allora il nodo viene eletto capo-cluster. T(n) viene 
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Dove P è il desiderio di diventare un capo-cluster (random), r è il 
round corrente e G è il set di nodi che non sono ancora stati selezionati come 
capo-cluster negli ultimi 1/P round. Dopo che sono stati scelti i capo-cluster, 
ciascuno di questi invia un messaggio a tutti gli altri nodi della rete per 
avvertirli della propria promozione. Dal momento che i nodi sensore ricevono 
il messaggio, stabiliscono il cluster a cui ogni nodo vuole appartenere (questo 
calcolo è basato sulla potenza del segnale ricevuto da ciascun capo-cluster). A 
questo punto ciascun nodo sensore si registra presso il proprio capo-cluster. In 
seguito il capo-cluster assegna il periodo di tempo durante il quale ciascun 
nodo sensore appartenente a quel cluster può inviare dati al capo. Il capo-
cluster riceve e aggrega i dati dei nodi appartenenti al cluster prima di inviare 
questi dati alla stazione base. 
Dopo un certo periodo di tempo la rete entra nuovamente in fase di 
setup (nuovo round) e inizia nuovamente la fase di selezione dei capo-cluster. 
 
 
2.2.8. Direct Diffusion 
È un protocollo per la diffusione di interrogazioni e per il recupero dei 
risultati da una rete di sensori. Questo meccanismo risulta scalabile rispetto al 
numero di sensori che compongono la rete (anche milioni); inoltre tiene conto 
del fatto che i nodi sensore possono fallire: finire la batteria o essere 
temporaneamente incapaci di comunicare a causa di fattori ambientali. Questo 




la descrizione dei task viene fatta tramite una lista di coppie attributo-valore. 
Ad esempio un tipo di richiesta potrebbe essere: “Per i prossimi 10 secondi e 
ogni 20 ms inviami una stima della posizione di qualsiasi animale a quattro 
zampe se avvistato all’interno della regione rettangolare di coordinate [-
100,100,200,400]“ viene tradotto con questa descrizione (detta interest) : 
type= four-legged animal 
interval = 20 ms 
duration = 10 seconds 
rect = [-100, 100, 200, 400] 
 
sink
Animale a 4 zampe
nella regione
[-100,100,200,400] ?
Flusso di richiesta  
Figura 2. 5: Flusso di una interest nel protocollo Direct Diffusion. 
 
 
La risposta che verrà inviata dai nodi sensore (dotati di gps per 
conoscere la propria posizione) sarà del tipo: 
 
type = four-legged animal 
instance = tigre 
location = [125, 220] 
intensity= 0.6 
confidence = 0.85 
timestamp = 01:20:40 
















2.3. Data Aggregation 
Con Data aggregation si intende un insieme di tecniche di fusione 
delle informazioni usate per risolvere problemi come l’implosione e l’overlap, 
tipici dei protocolli di routing (vedi il flooding). 
Un semplice esempio di aggregazione lo troviamo in Fig. 2.7 : il nodo 
E riceve le informazioni dei nodi A e B e le combina in un set di informazioni 
concentrate. Analogamente agiscono i nodi F e G. In questo modo il traffico 




Figura 2. 7: Esempio di Data Aggregation. 
 
In letteratura esistono molti tipi di aggregazione. Di seguito verranno 
proposti due diversi criteri di classificazione. Il primo è di carattere 
topologico: ossia come sono disposti i nodi che effettuano l’aggregazione. La 
seconda è una classificazione funzionale: in base cioè all’azione prevista 
(periodica, su richiesta, etc.). 




2.3.1. Classificazione topologica 
In base a questo tipo di classificazione si possono distinguere tre 
categorie di aggregazione: gerarchica (a), distribuita (b), dinamica (c). 
 
 
Figura 2. 8: Classificazione topologica della Data Aggregation. 
 
 
•  Gerarchica: in fase di startup viene calcolata una struttura ad 
albero che collega tutti i nodi al nodo base. Si conosce a priori 
quali sono i nodi che si occupano dell’aggregazione. 
L’aggregazione avviene fra una o più informazioni ricevute 
dall’esterno e fra i dati rilevati localmente dal sensore. In caso 
di variazione della topologia della rete, l’albero di aggregazione 
deve essere ricalcolato. Un tipico esempio di aggregazione 
gerarchica è quella effettuata da TinyDB nelle query in cui si 
richiedono delle statistiche sulla grandezze della rete. Ad 
esempio se chiediamo la temperatura media della rete, i nodi 




dai rami sottostanti e la temperatura localmente rilevata, 
inviando il valore ottenuto al livello superiore. 
•  Distribuita: tutti i nodi funzionano da aggregatori. Ogni nodo 
mantiene memorizzata una stima globale della variabili di 
interesse della rete. Ad ogni ricezione il nodo effettua una 
aggregazione del dato ricevuto con la propria stima globale. 
•  Dinamica: ogni nodo può comportarsi sia da aggregatore sia 
semplicemente da gateway per l’informazione; questo suo stato 
varia dinamicamente in base al tipo di richiesta che viene fatta 
nella rete. E’ usato in applicazioni dove non è nota a propri la 
localizzazione del dato richiesto. Un tipico utilizzo è nel direct 
diffusion (vedi paragrafo 2.4.1). 
 
2.3.2. Classificazione funzionale 
In base a questa classificazione si possono distinguere due categorie di 
aggregazione:  
•  Snap-shot aggregation: l’utente richiede una fotografia 
istantanea dello stato delle rete. Ogni nodo è tenuto a 
rispondere inviando il proprio dato rilevato che, nel percorso 
verso il sink, può essere o meno aggregato con il dato 
proveniente da altri nodi. In ogni caso la snap-shot aggregation 
coinvolge l’intera rete ed è tipicamente usata per effettuare il 
monitoring di una grandezza. Ad esempio il tinyDB la adotta 
per rispondere a query che richiedono valori statistici (minimo, 
massimo, media, etc.) su grandezze della rete, oppure per 
rispondere a richieste di monitoring continuo (ad esempio 
“temperatura massima delle ultime 24 ore”), in questo caso il 
TinyDB ripete una snap-shot aggregation ad intervalli regolari. 
•  Periodic aggregation: ogni nodo rileva periodicamente le 
grandezze di interesse ed è tenuto ad inviarle solo su richiesta o 




tipo di aggregazione è ideale per applicazioni di tipo event-
detection, nelle quali si vuole riconoscere il verificarsi di un 
evento (ad esempio un allarme). E’ attualmente utilizzata nel 
direct diffusion, ma spiegheremo successivamente come può 




2.4. Tecniche di Data Aggregation 
La ricerca sta investendo molto nello studio di strategie di 
aggregazione sempre più efficienti; vengono descritte in seguito una serie di 
tecniche ritenute in letteratura tra le più interessanti.  
 
2.4.1. Dynamic Data Aggregation nel Direct Diffusion 
Nel paradigma del Direct Diffusion (vedi par. 2.2.8) il nodo sink 
inietta una richiesta detta interest nella rete e attende che uno o più nodi detti 
source rispondano. Le sorgenti delle informazioni non sono note a priori e 
possono essere molteplici all’interno della rete. Per far sì che non ci siano 
duplicati di risposte che circolano nella rete, si utilizzano le tecniche di data 
aggregation per fondere più risposte in una sola. Da notare che in questo caso 
gli aggregation points non sono definiti a priori, ogni nodo può comportarsi 
sia da aggregatore, sia semplicemente da gateway per l’informazione. Questo 
tipo di aggregazione viene detta DDA, che è l’acronimo di Dynamic Data 
Aggregation. 





Figura 2. 9: Esempio di DDA nel protocollo Direct Diffusion. 
 
 
2.4.2. Regressione Distribuita 
In reti di sensori wireless usate per il monitoraggio di grandezze, 
possiamo osservare che esiste una forte correlazione fra i dati rilevati dai 
sensori. Il criterio che generalmente viene rispettato è: tanto più i sensori sono 
spazialmente vicini e tanto più le rilevazioni sono frequenti, tanto più le 
informazioni sono simili. Questa considerazione porta alla definizione di una 
particolare tecnica di aggregazione, detta Regressione Distribuita [6], [7]. 
L’idea su cui si basa è quella di far circolare nella rete, non i dati, ma un 
modello che li rappresenti. Per fare questo vengono definiti: 
•  Linear Regression: il dato è approssimato da una combinazione 
lineare ponderata di funzioni :  ) , , ( t y x A . 
•  Kernel Linear Regression: modello che rappresenta  la 
correlazione locale fra i dati, cioè i coefficienti delle funzioni 
usati per l’approssimazione: 
 
2
5 4 3 2 1 ) , , ( t c t c y c x c c t y x A ⋅ + ⋅ + ⋅ + ⋅ + = . 
In questo modo i sensori trasmettono i coefficienti  5 4 3 2 1 , , , , c c c c c  con 
un conseguente risparmio di comunicazione, vedi Fig. 2.10 .  






Figura 2. 10: Regressione  Distribuita. In evidenzia il risparmio di comunicazione apportato dalla tecnica. 
 
 
2.4.3. Aggregazione secondo Srivastava 
Questo approccio è presentato da Srivastava [4] ed è usato per una 
classe di problemi di aggregazione periodica in WSN, con topologia 
distribuita. Il modello proposto prevede che ogni nodo sensore sia dotato di 
una struttura dati (A, AA P ) che rappresenta la stima dell’aggregazione globale: 
•  A: media dell’aggregazione globale (ad esempio se la WSN 
monitorizza la temperatura massima rilevata dai sensori, A è un 
valore numerico che rappresenta la temperatura massima 
rilevata nella rete); 
•  AA P : matrice di covarianza di A (ad esempio se A è uno scalare, 
come nel caso di una WSN che monitorizza la temperatura 
massima,  AA P  è la varianza di A.  
La stima è modellizzata come una distribuzione gaussiana con  μ =A  
e  
2 σ = AA P .  




Esistono due possibili tipi di aggregazione: 
•  Modulo B. Un nodo riceve da un suo vicino una stima globale 
sotto forma di (A, AA P ), questo la aggrega con la propria stima 
globale, chiamiamola (B, BB P ); viene generata una nuova stima 
globale, chiamiamola (C, CC P ), che potrà a sua volta essere 
ritrasmessa, a seconda delle politiche di decisione. Questo tipo 
di aggregazione fra due stime globali prende il nome di “Global 
Fusion”; 
•  Modulo A. Un nodo effettua una rilevazione che viene 
preliminarmente posta nella forma di distribuzione gaussiana 
(A, AA P ), questo la aggrega con la propria stima globale, 
chiamiamola (B, BB P ); viene generata una nuova stima globale, 
chiamiamola (C, CC P ), che potrà essere trasmessa, a seconda 
delle politiche di decisione del nodo. Questo tipo di 
aggregazione fra una stima globale e una misura locale viene 
chiamata “Local Fusion”. 
 





Figura 2. 11: Moduli dell’algoritmo di Srivastava. 
 
 
Analizziamo adesso i due moduli che si occupano dell’aggregazione. 
 
Global Fusion (modulo B) 
Questa operazione è effettuata dal modulo B di Fig. 2.11. L’idea 
prevede che, per fondere le due stime globali in una nuova unica stima, si usi 
il filtro di Kalman. Il problema è che tale filtro richiede che le due stime siano 
indipendenti fra loro, oppure che si conosca questa dipendenza attraverso una 
matrice di covarianza  (ad esempio devo conoscere  AB P  per fondere (A, AA P ) 
con (B, BB P )). Dal momento che nello scenario considerato i nodi comunicano 
tramite invii in broadcast, non è possibile associare ad una stima inviata una 
matrice di covarianza, perché sarebbe diversa per ogni possibile nodo 




La soluzione è l’utilizzo di un algoritmo chiamato Covariace 
Intersection o C.I., che può essere pensato come una generalizzazione del 
filtro di Kalman. Il principale vantaggio è la possibilità di effettuare la fusione 
fra queste due stime globali, senza la necessità di conoscere il grado di 
correlazione fra queste. Date due stime globali (A, AA P ) e (B, BB P ), la tecnica 
C.I. produce una stima (C, CC P ) in accordo con le seguenti relazioni: 
1 1 1
1 1 1
) ) 1 ( (
) ) 1 ( (
− − −
− − −
⋅ ⋅ − + ⋅ ⋅ ⋅ =
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Il calcolo della nuova stima come si può facilmente dedurre è assai 
semplice e computazionalmente leggero, il coefficiente  1 0 , ≤ ≤ ω ω , viene 
calcolato a priori: deve essere tale per cui il valore di  CC P  sia minimo. In 
pratica questa tecnica privilegia la stima con varianza minore, perché meno 
incerta, infatti svolgendo i calcoli si vede che la nuova stima (C, CC P ) è o 
(A, AA P ) o (B, BB P ); dipende solo da chi ha appunto la varianza minore. 
 
Local Fusion (modulo A) 
Più complicata risulta essere la filosofia della fusione fra la misura 
locale e la stima globale. La prima considerazione è che questo modulo è 
diverso a seconda del tipo di aggregazione da effettuare (massimo, minimo, 
etc.); consideriamo ad esempio il caso in cui si vuole il massimo. La misura 
locale, che è un numero reale, viene modellizzata come una una distribuzione 
gaussiana con  μ  = A  e  
2 σ  =  AA P  dove A = misurazione effettuata e  AA P  = 
varianza del rumore della misura effettuata, si tratta cioè  dell’incertezza della 
rilevazione, che dipende dalla precisione del sensore. In questo modo si ha una 
stima locale l(x) dello stesso tipo della stima globale g(x). 
 





Figura 2. 12: Distribuzione gaussiana della stima locale l(x) e della stima globale g(x). 
 
 
L’aggregazione è diversa a seconda della disposizione relativa fra le 
due distribuzioni gaussiane: 
 
•  Caso 1:  )) ( ( )) ( ( x g x l μ μ >  
 
Figura 2. 13: Aggregazione locale secondo Srivastava, caso 1. 
 
La nuova stima  ) (x gnew  è calcolata nel seguente modo: 
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•  Caso 2:  )) ( ( )) ( ( x g x l μ μ <  
 
 
Figura 2. 14: Aggregazione locale secondo Srivastava, caso 2. 
 
 
La nuova stima  ) (x gnew  è calcolata nel seguente modo: 
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2.4.4. Filtro di Kalman distribuito 
In letteratura esistono diverse idee che sfruttano il filtro di Kalman per 
effettuare la fusione delle informazioni. Una caratteristica comune a tutti gli 
approcci di questo tipo è che ogni nodo possieda una stima dell’aggregazione 
globale, che verrà fusa sia con le misurazioni effettuate sia con altre stime 
globali ricevute da nodi vicini (stessa filosofia vista nel par. 2.4.3 ). Una 
soluzione si basa ad esempio su una combinazione di filtri di Kalman e 
sull’approssimazione di Taylor [8]. La teoria sul filtro di Kalman dice che il 
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dove u = “rumore del sistema”  e  w= “rumore della rilevazione”. 
 
Il filtro di Kalman serve per stimare gli statix, date le sole 
osservazioni  y . In pratica si considera il nodo come un filtro di Kalman 
descritto dal sistema precedente, l’aggregazione è sinonimo di filtraggio. 
L’operazione di filtraggio è suddivisa in due fasi: 
•  Prediction: il nuovo valore del vettore di stato x al tempo k  è 
stimato sulla base dello stato al tempo  1 + k :  
) 1 | 1 ( ) 1 | ( − − ⋅ = − k k x A k k x . 
La matrice P di covarianza è: 
Q A k k P A k k P
T + ⋅ − − ⋅ = − ) 1 | 1 ( ) 1 | ( . La matrice P include 
informazioni dovute ad altre 2 matrici di covarianza:  
Q= System Noise Covariance, R= Observation Noise 
Covariance. 
Dove  { } ) ( ) ( k U k U E Q
T ⋅ = , { } ) ( ) ( k W k W E R
T ⋅ =  . U ,W  sono 
due processi stocastici che descrivono i due tipi di rumore. 
 
•  Update: quando una nuova osservazione  y  è disponibile, 




)) 1 | ( ˆ ) ( ( ) 1 | ( ˆ ) | ( ˆ + ⋅ − ⋅ + − = k k x C k y K k k x k k x . 
La matrice di guadagno di Kalman è adattata e la matrice viene 
ricalcolata: 
1 ) ) 1 | ( ( ) 1 | (
− + ⋅ − ⋅ ⋅ ⋅ − = R C k k P C C k k P K
T T , 
) 1 | ( ) 1 | ( ) | ( − ⋅ ⋅ − − = k k P C K k k P k k P . 
 
La teoria classica sul filtro di Kalman ci suggerisce che la prediction e 
l’update sono operazioni regolate ad istanti precisi da un clock. La novità 
proposta da questa tecnica è l’introduzione di una fase di update sporadica, 
cioè ad intervalli di tempo non regolari, mantenendo invece un output 




Figura 2. 15: Struttura del filtro di Kalman distribuito asincrono. 
 
Un altro approccio presentato in letteratura è il Filtro di Kalman 




una stima globale con la misura che rileva localmente, a regime si ottiene il 




Figura 2. 16: Struttura del filtro di Kalman distribuito. 
 
La teoria che supporta questa tecnica è una funzione di trasferimento 
che descrive il comportamento del filtro di Kalman distribuito in presenza di 
rumore: in Fig. 2.17 sono mostrati quattro andamenti temporali del filtro di 
Kalman, ognuno per un numero diverso numeri di messaggi scambiati. 









2.4.5. Resilient Aggregation 
Un concetto molto importante, spesso trascurato è quello riguardante 
la sicurezza dell’aggregazione. Si pensi ad una WSN usata per la 
climatizzazione di un edificio: ci saranno nodi sparsi in ogni stanza che hanno 
il compito di rilevare la temperatura e l’umidità, di aggregare le informazioni 
secondo un qualunque criterio e di comunicarle ai vicini se necessario; ci sarà 
inoltre un computer centrale interfacciato con il nodo sink, con la funzione di 
comandare l’impianto di riscaldamento, ventilazione e deumidificazione in 
base ai dai ricevuti. 
Si immagini una persona che volontariamente o involontariamente 
appoggi una sigaretta accesa vicino ad un sensore; questo rileverà un aumento 
della temperatura che si propagherà fino a giungere al nodo sink e quindi al 
server.  E’ ovvio che quest’aumento della temperatura provocherà un 
innalzamento della temperatura media e dunque il computer centrale 




questa reazione sia errata, poiché la causa è stata una misura “corrotta” 
effettuata da un sensore. 
Molti operatori di aggregazione, tra l’altro tra i più usati, presentano 
limitazioni dal punto di vista della sicurezza e risultano essere fortemente 
vulnerabili ad attacchi, come ad esempio la media, il massimo, il minimo, la 
somma. Il problema è presente in tutti i middleware che sfruttano operatori di 
aggregazione sprovvisti di appositi meccanismi di sicurezza, come ad esempio 
il TinyDB e il Cougar.  
Una soluzione proposta in letteratura è la Resilient Aggregation [5], 
un tipo di aggregazione che si basa su concetti di statistica robusta. 
L’idea è quella di usare operatori statistici, ad esempio la mediana e il 
trimming. Quest’ultimo consiste nell’escludere alla partecipazione 
dell’aggregazione (sia massimo, minimo o media) i valori più alti e i valori più 
bassi misurati dai nodi, in modo da eliminare un 5% di rilevazioni che si 
discostano parecchio dai valori medi. E’ ovvio che questa tecnica presenta il 
notevole vantaggio di aumentare la sicurezza, infatti il problema descritto in 
precedenza verrebbe risolto. 
Ci sono però delle limitazioni dovute al fatto che l’aggregazione 
effettuata tramite operatori statistici presuppone che tutte le misure fatte dai 
nodi partecipino all’aggregazione; si ha dunque una perdita della 
decentralizzazione dell’aggregazione con conseguente lentezza nella 
diffusione delle informazioni. Questo può essere un problema inaccettabile per 
alcune applicazioni, come ad esempio un sistema antincendio, dove da un lato 
non può essere scartata nessuna misura, perché potrebbe essere sintomo di un 
incendio, dall’altro, un eventuale allarme si deve diffondere rapidamente e non 
si può certo aspettare la collaborazione di tutti i nodi. 




2.5. Data gathering 
Con  Data gathering si intendono una famiglia di algoritmi, usati 
tipicamente in applicazioni di tipo monitoring, per raccogliere dati 
globalmente rilevati dalla rete e trasmetterli al nodo base. 
Lo scenario è quello di una rete sensori con struttura fissa di cui si 
conosce la localizzazione di ogni singolo nodo. Si assegna a ciascuno nodo un 
livello di energia di partenza, che andrà a decrescere ad ogni messaggio 
ricevuto/trasmesso. Inoltre si ipotizza che ogni nodo sia in grado di 
comunicare in multi-hop con qualsiasi altro nodo della rete e quindi anche 
direttamente con il nodo sink. L’algoritmo cerca un modo efficiente, in termini 
di tempo di vita globale della rete, per raccogliere i dati e per renderli 
disponibili al nodo base. Scendendo nel dettaglio, scopo di questi algoritmi è 
dare, ad ogni istante temporale, uno schema di come i pacchetti devono essere 
inoltrati nella rete, ossia un albero gerarchico che collega tutti i nodi al nodo 
base.  
Si ipotizza inoltre che ogni nodo abbia la possibilità di 
fondere/aggregare le informazioni ricevute, ed eventualmente instradarle 
seguendo un percorso, variabile nel tempo, che sfrutta i nodi con più energia 
residua. La tecnica di aggregazione usata non viene specificata e non è 
rilevante ai fini del data gathering. Si presuppone però che un nodo sia capace 
di ricevere pacchetti da una o più fonti e di aggregare l’informazione 
producendo un unico pacchetto di uscita che avrà come destinatario un unico 
nodo. Da notare come queste tecniche non fanno uso di trasmissione in 
broadcast, bensì per ogni pacchetto viene specificato il destinatario. 
 
2.5.1. MLDA e approccio clustering-based 
In letteratura il problema del Data gathering viene analiticamente 
formalizzato come un problema di programmazione lineare che prende il 
nome di MLDA (Maximum lifetime data gathering). Per reti ad elevato 




la PL risulti troppo oneroso in termini computazionali. Per ovviare a questo 
problema viene introdotto un approccio clustering-based che risolve in 
maniera euristica il problema di MLDA, garantendo nel worst-case 
complessità polinomiale in n, dove n è il numero di sensori della rete. L’idea è 
quella di suddividere la rete in m cluster, cercando quanto più di individuare 
delle zone in cui i sensori si attestano su simili condizioni misurate, ad 
esempio “zona a temperatura compresa fra 50° C e 80° C”, oppure “zona a 
bassa luminosità”, etc. . Successivamente saranno esposti appositi algoritmi 
che trovano e mantengono sempre aggiornata una partizione in cluster della 
rete (vedi par. 2.6). 
Tornando al nostro algoritmo, andiamo a definire ogni cluster come 
un “super-sensore”. Il problema di MLDA viene ora applicato ai super-
sensori, avendo così una drastica riduzione della complessità computazionale, 
da O(n
3) a O(m
3) con m << n. 
L’algoritmo trova il miglior percorso di aggregazione fra i “super-
sensori” massimizzando l’energia residua. Notare che ora l’energia residua 
verrà considerata a livello di cluster e non a livello di singolo sensore. A 
questo punto resta da calcolare il percorso di aggregazione all’interno del 
cluster. Non viene applicato l’algoritmo formale MLDA, ma delle euristiche 
come il Greedy-CMLDA
4 o Incremental-CMLDA che sfruttano le proprietà 
interne al cluster, come l’appartenenza ad una zona ad eguali condizioni 
misurate, per determinare l’albero di instradamento inter-cluster. 
                                                 
 





Figura 2. 18: Esempio di approccio clustering-based. 
 
La rete risulta suddivisa in 4 cluster Q1, .. Q4 .  
La Fig. 2.18 (a) mette in evidenza la situazione della rete dopo 
l’esecuzione dell’algoritmo MLDA fra i “super-sensori”; in Fig. 2.18 (b) dopo 
l’euristica Greedy-CMLDA su Q1 e Q2. 
 
 
2.6. Clustering in WSN 
Partizionare in cluster una rete di sensori wireless può servire sia in 
applicazioni di tipo Data gathering (vedi par. 2.5.1), dove è richiesta una 
suddivisione in aree ciascuna della quali corrisponde quanto più possibile ad 
una certa condizione ambientale, sia nel Direct Diffusion per eleggere una 
gerarchia di nodi più importanti, detti capo-cluster [3], e delegare a questi il 
compito di inoltrare l’interest nella rete, al posto di utilizzare un banale 
flooding. 
 Il clustering può essere effettuato con due approcci diversi: 
•  Clustering centralizzato: l’algoritmo di clustering gira sul nodo 
base della rete. La condizione necessaria è che il nodo base 
riceva tutti i dati rilevati dai sensori. E’ evidente come questa 




a non far giungere al nodo base i dati relativi a tutti i sensori, 
bensì pacchetti di informazioni fuse e concentrate. In tal caso il 
nodo base non sarebbe in grado di decidere sulla partizione. 
•  Clustering distribuito: è di gran lunga il più usato per 
supportare tecniche di Data aggregation, Data gathering [1] o 
Direct diffusion [3]. Il compito di partizionare in cluster viene 
decentralizzato e viene distribuito su ogni nodo. 
 
Uno degli algoritmi di clustering distribuito più noto è il DEM 
(Distributed Expectation Maximization [2]). Lo scopo è quello di avere una 
partizione in cluster sempre aggiornata dei sensori, in base a delle condizioni 
particolari che si verificano nell’ambiente. Si assume che ogni nodo della rete 
rilevi dei dati (o degli eventi) che possono essere descritti da un insieme di 
condizioni elementari.  L’algoritmo produce una stima della densità dei 
sensori per ciascuna di queste condizioni e rende quindi possibile la 
clusterizzazione. Le elaborazioni avvengono localmente al nodo, non è 
necessario quindi che i dati rilevati vengano inoltrati ad una stazione centrale 
che effettua i calcoli. Inoltre l’algoritmo non richiede che i sensori si scambino 
i dati effettivamente rilevati, ma solamente piccoli set di dati statistici di 
aggiornamento. Un altro vantaggio degli algoritmi DEM è che non producono 
trasmissioni simultanee; cioè è garantito che, ad ogni intervallo temporale
5, 
l’algoritmo scambia uno e un solo pacchetto di aggiornamento fra due nodi 
(ad uno o più vicinati di distanza). Questa scarsa necessità di comunicazione 
rende l’algoritmo molto poco pesante a livello di traffico introdotto sulla rete e 
quindi risulta facilmente integrabile in qualsiasi applicazione che prevede una 
partizione in cluster o una stima di densità. 
                                                 
 




CAPITOLO 3. I sensori Tmote Sky 
La piattaforma hardware che sarà utilizzata per lo sviluppo 
dell’infrastruttura è basata su sensori Tmote Sky della MoteIv [35]. Di seguito 
sarà presentata una panoramica delle caratteristiche hardware e software di 
tali sensori, evidenziando gli aspetti utili per la nostra applicazione. 
 
3.1. Descrizione 
Il  Tmote sky è un modulo ultra low power progettato per essere 
impiegato nelle reti di sensori wireless, in particolare nelle applicazioni di 
monitoraggio. Il punto di forza è l’utilizzo di standard quali USB e IEEE 
802.15.4, in modo da poter interagire con altri dispositivi. È fornito di sensori 




•  250kbps 2.4GHz IEEE 802.15.4 Chipcon Wireless Transceiver. 
•  Interoperability with other IEEE 802.15.4 devices. 
•  8MHz Texas Instruments MSP430 microcontroller (10k RAM, 
48k Flash). 
•  Integrated ADC, DAC, Supply Voltage Supervisor, and DMA 
Controller. 
•  Integrated onboard antenna with 50m range indoors / 125m 
range outdoors. 
•  Integrated Humidity, Temperature, and Light sensors. 
•  Ultra low current consumption. 
•  Fast wakeup from sleep (<6μs). 
•  Hardware link-layer encryption and authentication. 




•  16-pin expansion support and optional SMA antenna connector. 





Figura 3. 1: Fronte e retro del sensore Tmote sky. 
 









Il Tmote sky è alimentato da due batterie tipo AA. Il modulo è stato 
progettato della stessa dimensione di tali batterie e funziona con una tensione 
di alimentazione compresa tra 2,1V e 3,6V, comunque durante la 
programmazione della flash del microcontrollore o della flash esterna la 
tensione deve essere superiore a 2,7V. Se inserito in una porta USB riceve una 





Il basso consumo del Tmote sky è dovuto al bassissimo consumo del 
microcontrollore della Texas Instruments MSP430 F1611. Le sue 




storage, bassissimo consumo sia durante il funzionamento attivo che in 
modalità sleep.  
Il mocrocontrollore ha al suo interno un oscillatore digitale (DCO) che 
permette un funzionamento a 8MHz. Il DCO può commutare dalla modalità di 
sleep in 6μs, comunque a temperatura ambiente necessita solo di 292ns. 
Quando il DCO è spento il microcontrollore sfrutta un oscillatore esterno a 
32768Hz. Benché il DCO cambi la sua frequenza in base alla temperatura, è 
possibile calibrarlo sfruttando un oscillatore a 32kHz. 
L' MSP430 ha 8 ADC esterni ed 8 ADC interni. Gli ADC interni 
possono essere utilizzati per monitorare la temperatura interna o la tensione di 
alimentazione. 
Altre periferiche incluse sono: SPI, UART, digital I/O ports, 
Watchdog  timer,  Timers, 2 porte 12-bit DAC modle,  Supply Voltage 
Supervisor, e 3 porte DMA controller. 
 
 
3.4. Comunicazione con PC 
Il  Tmote sky utilizza un controllore USB dall’ FTDI per essere 
interfacciato con un PC. Il driver FTDI deve essere installato sull' host. Per gli 
utenti windows deve essere utilizzato un Virtual Com Port (VCP) che rende 
visibile il mote come connesso ad una porta seriale. Più Tmote sky possono 
essere collegati contemporaneamente sullo stesso host, ed ognuno di essi 
riceverà una diversa porta di connessione. 
Utilizzando l’utility da riga di comando “motelist” fornita da TinyOS è 
possibile vedere una lista con i motes attualmente collegati al PC e le relative 
porte seriali assegnate. 





Il Tmote sky viene programmato tramite porta USB utilizzando una 
versione modificata del MSP430 Bootstrap Loader, l'msp430-bsl. Questo 
perché il Tmote ha un unico circuito che previene il mote da falsi reset e 
proprio questo circuito rende necessario inviare una speciale sequenza al 
modulo in modo da programmarlo. In TinyOS, si utilizza l’ utility “make 
tmote” per compilare il codice per il Tmote e l’utility “make tmote reinstall , 








 Il Tmote Sky monta il Chipcon CC2420. Il CC2420 è conforme allo 




sensibilmente le specifiche standard dell' IEEE 802.15.4 soprattutto per le 
operazioni in low power. Fornisce una comunicazione affidabile. Il CC2420 è 
controllato dal TI MSP430 attraverso la porta SPI e una serie di linee di 
Digital I/O e di interruzione. La radio può essere spenta dal microcontrollore. 
 
 
Figura 3. 4: Configurazione della potenza di uscita del CC2420. 
 
Il CC2420 permette di programmare la potenza di trasmissione, 
scrivendo in un apposito registro, i possibili valori vanno da 3 a 31: 3 è il 
valore che corrisponde alla potenza minima mentre 31 è quello che 
corrisponde alla potenza massima. La configurazione della potenza è mostrata 
in Fig. 3.4. 
 
Figura 3. 5: RSSI mappato su RF power [dBm]. 
 
Il CC2420 fornisce un Digital Receive Signal Strength Indicator 
(RSSI) che può essere letto in ogni istante, vedi Fig. 3.5. In più ad ogni 
ricezione di pacchetto il CC2420 testa i primi otto “chips”, calcola l'error rate 
e produce il Link Quality Indicator (LQI). 





Il Tmote sky ha due tipi di antenna, una interna costruita sulla basetta 
del modulo ed un connettore SMA per il collegamento di un'antenna esterna. 
Il  Tmote si presenta dalla fabbrica con l'antenna interna abilitata. Se 
un'applicazione richiede un'antenna esterna o un differente modello 
direzionale rispetto a quello dell'antenna interna, occorre montare il connettore 
SMA per collegare l'antenna. Per poter cambiare l'antenna utilizzata da quella 
interna a quella esterna, il condensatore C73 deve essere spostato dai due pad 
sinistri ai due pad destri come mostrato in Fig. 3.6. 
 
 
Figura 3. 6: Scelta fra Antenna Interna e Connettore SMA. 
 
L'antenna interna del Tmote sky è un Inverted-F, ed è stampata 
direttamente alla fine della basetta del mote in modo da uscire dalla lunghezza 
delle batterie. Sebbene non sia onnidirezionale, l'antenna può arrivare ad un 
range di 50 metri indoor e di 125 metri outdoor. 
 
3.7. Flash esterna 
Il Tmote sky utilizza una flash esterna del tipo ST M25P80 40MHz, ha 
una capacità di 1024Kb scomposti in 16 segmenti ciascuno di 64Kb di 
dimensione. La flash condivide le linee di comunicazione SPI con il CC2420, 
quindi deve essere prestata molta attenzione nella scrittura e lettura della flash 





3.8.1. Umidità e Temperatura 
Il sensore opzionale di temperatura e umidità è prodotto da Sensirion 
AG. Possono essere montate le due tipologie SHT11 e SHT15, direttamente 
sulla  board del Tmote sky nella posizione U3. I due tipi di sensori sono 
calibrati e producono un’uscita digitale. Il coefficiente per la calibratura è 
contenuto nella onboard EEPROM del sensore. La differenza tra i due sensori 
SHT11 e SHT15 è che quest'ultimo ha una maggiore accuratezza nelle letture, 
come mostrato in Fig. 3.7. I due sensori producono un'uscita dall' A/D 




Figura 3. 7: Accuratezza dei sensori di Temperatura e Umidità Relativa (Sensirion). 
 





Più tipi di sensori di luminosità possono essere montati sui  Tmote sky, 
infatti questi presentano due slot per la connessione di altrettanti fotodiodi. 
Attualmente monta fotodiodi prodotti da Hamamatsu Corporation [39]; in 
particolare l’S1087 per la radiazione attiva fotosintetica e l'S1087-01 per 
l'intero spettro visibile e l'infrarosso.  
 
Figura 3. 8: Foto-Sensitività del sensore di luce su Tmote (Hamamatsu). 
 




3.9. Connettori di espansione 
Il Tmote ha due connettori di espansione (U2 e U28) ed una serie di 
jumpers che possono essere configurati in modo da poter controllare moduli 
addizionali (sensori analogici, display, LCD, etc.). Le funzionalità sono 




Funzionalità dei 10 pin del connettore di espansione (U2). 
 




CAPITOLO 4. Progettazione dell’infrastruttura 
L’obiettivo della tesi è quello di progettare, realizzare e testare una 
nuova infrastruttura su reti di sensori wireless, in grado di monitorare il valore 
massimo di una grandezza distribuita, in maniera efficiente dal punto di vista 
energetico e cioè in grado di massimizzare il tempo di vita della rete. 
In questo contesto viene presa come grandezza di riferimento la 
temperatura ambiente; scopo del progetto è quello di fornire costantemente 
all’utente il valore di temperatura massimo della rete, inseguendolo sia in 
ascesa che in discesa, e di darne una localizzazione spaziale. Grazie alla 
versatilità dei nodi sensore, il sistema può essere utilizzato sia in ambienti 
interni (ed esempio un edificio), che esterni (ad esempio una foresta). 
L’applicazione più banale è quella di un sistema antincendio, dove il 
monitoraggio continuo ci permette di dire quando è il caso di lanciare un 
allarme, e l’informazione sulla localizzazione del massimo ci permette di 
sapere in quale zona “inviare i pompieri”. 
 L’infrastruttura è stata studiata in modo da massimizzare il trade-off 
consumo-accuratezza
6. Come spesso sottolineato in letteratura, un buon 
progetto deve garantire un certo tempo di vita della rete (dell’ordine degli 
anni): per far ciò si deve ridurre l’energia consumata limitando al minimo la 
comunicazione, compatibilmente con l’accuratezza richiesta per una corretta e 
reattiva monitorizzazione. 
La rete può essere vista da un lato come tipica applicazione di 
monitoring (vedi par. 1.3), in quanto viene inseguito l’andamento del 
massimo, dall’altro come applicazione di tipo event-detection, poiché pone 
particolare attenzione al rilevamento di allarmi. Il progetto è dunque 
classificato come tipo di applicazione ibrida: monitoring + event-detection. 
                                                 
 




4.1. Specifiche di progetto 
La progettazione ha interessato gli strati più alti del protocol stack 
delle WSN, tralasciando i due livelli più bassi (Physical layer e Data Link 
layer). L’infrastruttura proposta parte dal Network layer, dove vengono 
riprogettati protocollo di routing e tecniche di aggregazione, prosegue verso il 
Transport layer che si occupa di raccogliere le informazioni nel nodo base e di 
spedirle verso l’utente, ed infine termina con l’Application layer che rende 
disponibili le informazioni all’utente, garantendo l’interazione con lo stesso. 
 
Topologia di rete 
La topologia di rete scelta è di tipo Mesh, nella quale ogni nodo è in 
grado di connettersi a tutti i nodi vicini. Il concetto di vicinato è legato al 
raggio d’azione della radio di ogni singolo nodo. Questa topologia permette di 
realizzare dei percorsi ridondanti che, da un lato consentono di aumentare 
l’affidabilità della rete, ma dall’altro richiedono l’implementazione di 
algoritmi di routing più complessi. Tale scelta è giustificata dal fatto che nella 
nostra applicazione non esistono nodi o zone privilegiate, in qualsiasi 




Il punto di forza della nuova infrastruttura è il concetto di comunicare 
solo quando è necessario. Non è adatta a questo scopo un’aggregazione di tipo 
gerarchico, usata ad esempio da TinyDB, che ripete periodicamente una snap-
shot aggregation, anche se le condizioni della rete sono stazionarie. La 
soluzione è l’utilizzo di un’aggregazione distribuita di tipo periodic (vedi par. 
2.3.1 e par. 2.3.2): in questo modo i nodi comunicano solo quando ci sono 
variazioni nelle condizioni della rete. La fusione delle informazioni avviene 
tramite una innovativa tecnica che usa un aggregatore fuzzy. 




Protocollo di routing 
Per il routing si è deciso di realizzare un protocollo proprietario basato 
sull’invio in broadcast dei pacchetti. All’interno di ogni nodo è presente una 
struttura dati che tiene traccia delle grandezze contenute nei nodi vicini. 
Quando un nodo rileva un dato, lo confronta con quello dei propri vicini e al 
verificarsi di certe condizioni, lo invia in broadcast.  
 
La progettazione del software è stata suddivisa in tre parti: 
•  applicazione distribuita che gira nei nodi della rete; 
•  applicazione che gira nel nodo sink; 
•  applicazione che gira nella postazione utente. 




4.2. Applicazione distribuita 
In ogni nodo viene eseguita una applicazione composta da tre moduli: 
aggregatore locale, aggregatore globale e decisore. 
   
Figura 4. 1: Schema di Principio dell’applicazione distribuita. 
 
Ogni nodo possiede una stima della temperatura massima rilevata 
nella rete, sotto  la forma di [ temp , incertezza ]. Una stima è funzione di una 
coppia di valori:  
•  temp:  valore della temperatura massima rilevata nella rete; 
•  incertezza: livello di confidenza di temp, cioè intervallo (in 
modulo)  dei possibili valori della temperatura. 




La stima è espressa come numero fuzzy di forma triangolare, centrale, 
ovvero simmetrico rispetto all’asse μ , con supporto: 
[ temp – incertezza ,  temp + incertezza ] ,  vedi Fig. 4.2. 
 
 
Figura 4. 2: Rappresentazione della stima come numero fuzzy. 
 
Definendo  x  = [ temp , incertezza ] , chiamiamo: 
l(x) = stima locale (ottenuta da un rilevamento locale); 
g(x)= stima globale contenuta in ogni nodo; 
ext(x)= stima globale che un nodo riceve da un suo vicino. 
 
La stima locale l(x) viene creata ogni volta che il nodo effettua una 
rilevazione, nel seguente modo: 
 
temp = valore misurato; 
incertezza = tolleranza del sensore. 
 
Ad esempio se il sensore rileva una temperatura con precisione +/- 
0.5°C, il suo livello di  incertezza sarà pari a 0.5. 





Figura 4. 3: Creazione della stima locale partendo da un rilevamento di temperatura. 
 
L’ipotesi di funzionamento dell’applicazione distribuita è che, a 
regime, ogni nodo abbia la stessa stima. E’ facile osservare come non esistano 
nodi privilegiati nella rete: ogni nodo contiene, a regime, il dato aggregato, 
che è l’informazione di interesse per l’utente. Questo accorgimento consente 
all’applicazione e alla rete di avere una struttura molto flessibile. Si potrebbe 
pensare di accedere alla rete da più punti: ogni nodo può potenzialmente 
funzionare da sink (applicazione multi-user). 
 
4.2.1. Algoritmo attivato da un rilevamento locale 
Il flusso di esecuzione attivato da un rilevamento locale (che avviene 
periodicamente in base ad un timer
7 definito dall’utente) prevede che la 
temperatura misurata venga preventivamente trasformata in una stima l(x); 
tale stima  risulta essere l’ingresso al modulo Aggregatore Locale, il quale 
provvede a fonderla con la stima globale g(x); si ottiene gnew(x); l’uscita dal 
modulo di aggregazione locale sarà la nuova stima che verrà presa in esame 
dal modulo Decisore, il quale ha il compito di stabilire se è il caso o meno di 
propagare in broadcast  la nuova stima aggregata. 
 
                                                 
 





Figura 4. 4: Diagramma di flusso attivato da un rilevamento locale. 
 
 
Il messaggio è così strutturato: 
• id del nodo mittente (my-id); 
• stima [ temp, incertezza ]; 
• id di routing. 
 
L’id di routing è un campo usato nel protocollo di comunicazione. 
Quando un nodo rileva una temperatura e decide di trasmetterla, compila 
questo campo con il proprio id. Al momento della ricezione un nodo confronta 
l’id di routing con il proprio id: se i due valori sono diversi significa che 
l’informazione deve essere processata dal decisore, in quanto potrebbe essere 
necessario propagarla; se invece i due valori sono uguali, significa che 
l’informazione è ritornata al nodo da cui era partita e quindi il flusso deve 
terminare, senza chiamare in causa il decisore. 
Nell’algoritmo attivato dal rilevamento locale l’id di routing è sempre 




4.2.2. Algoritmo attivato da una stima ricevuta 
All’interno di ogni nodo è presente una tabella che tiene memorizzate 
le stime più recenti ricevute dai nodi vicini. Questa tabella viene aggiornata ad 
ogni ricezione.  
Quando un nodo riceve una stima dall’esterno, interpreta il contenuto 
del messaggio in base all’id di routing. Nel caso in cui i due id siano diversi, 
la stima esterna ext(x) entra nel modulo Aggregatore Globale per essere fusa 
con la stima g(x); la stima aggregata in uscita gnew(x) sarà presa in esame dal 
modulo Decisore, che stabilirà se propagarla o meno in broadcast.. 
 
 




Il messaggio è così strutturato: 
• id del nodo mittente (my-id); 
• stima [ temp, incertezza ]; 
• id di routing. 
 
In questa fase l’id di routing è scelto in base a come avviene 
l’aggregazione: ricordiamo, infatti, che l’obiettivo è l’inseguimento della 
temperatura massima. Operativamente, quindi,  se temp ext(x) > temp g(x) (la 
stima esterna “prevale” su quella globale), l’id di routing sarà pari all’id di 
routing del messaggio ricevuto, in modo da garantire la propagazione del 
messaggio. Dualmente, se temp ext(x) < temp g(x)  (è la stima globale a 
“prevalere” su quella globale),  l’id di routing s a r à  p a r i  a l l ’ id del nodo 
mittente (my-id), in modo tale da chiudere la catena dei broadcast. 
 
4.2.3. Tabella delle stime 
E’ una struttura contenuta in ogni nodo: ha il compito di mantenere le 
stime più recenti ricevute dai vicini; viene modificata ogni volta che un nodo 
riceve una stima e viene consultata dal modulo decisore. 
 
Valid node-id temp incertezza obsolete-counter 
1 3  20.58  0.85  0 
1 7  22.44  1.12  1 
        
        
        
 
 
Descrizione dei campi: 
•  valid: indica se la riga della tabella è valida o meno; 
•  node-id: identificatore di un nodo vicino che ha inviato una 
stima; 




•  incertezza: incertezza della stima; 
•  obsolete-counter: contatore che influenza il valore del bit valid.  
 
Se obsolete-counter supera un certo valore limite
8 scelto dall’utente, il 
bit valid viene posto a zero, con conseguente invalidazione della riga. Questo 
può succedere se: 
•  un nodo esaurisce la batteria e “muore”; 
•  un nodo perde temporaneamente o definitivamente la 
comunicazione diretta con un suo vicino. La causa può essere 
ad esempio uno spostamento che porta il nodo fuori dal raggio 
d’azione delle radio, oppure la variazione di condizioni 
ambientali. 
 
La cardinalità della tabella è variabile: è determinata dal numero di 
vicini che hanno inviato una stima e che non sono stati invalidati. 
 
                                                 
 
8 ATTEMPT_NUMBER: numero di tentativi di broadcast dopo il quale un nodo vicino che non risponde viene 





Il modulo decisore è lo stesso sia nell’Aggregazione Locale che in 
quella Globale; ha il compito di decidere se inviare o meno il messaggio in 




  La temperatura attuale del 
nodo è maggiore rispetto ad 
una temperatura presente in 






incertezze sono tali 
per cui la minore è 









    
La temperatura attuale del 
nodo è minore rispetto ad 
una temperatura presente in 
tabella, di almeno una 
soglia




   
                                                 
 
9 THRESHOLD_TEMP_GROWTH (vedi par. 5.1.3). 




4.3. Aggregatore Fuzzy 
Nei seguenti due casi è necessario aggregare due stime: 
 
•  l(x) e g(x) : Aggregazione Locale. E’ cosi chiamata perché una 
delle due stime che partecipano alla fusione ha origine locale, 
cioè è ottenuta dalla misura effettuata dal sensore del nodo: 
l(x);  
•  ext(x) e g(x) : Aggregazione Globale. E’ così chiamata perché 
una delle due stime che partecipano alla fusione viene ricevuta 
da un nodo vicino: ext(x). 
 
L’aggregatore  fuzzy viene chiamato realmente in causa quando c’è 
intersezione fra i due numeri fuzzy; negli altri casi si adotta un criterio che 
favorisce il numero fuzzy a temperatura maggiore, dal momento che siamo 
interessati a monitorare in tempo reale il valore massimo nella rete. 
Questo implica una non perfetta simmetria fra l’inseguimento del 
massimo in ascesa e in discesa: al crescere della temperatura l’inseguimento 
sarà pressoché istantaneo, mentre al decrescere della stessa l’inseguimento 














Il procedimento di calcolo della nuova stima gnew(x) è lo stesso sia per 
l’aggregazione locale che per quella globale. 
 
Figura 4. 6: Schema che definisce le grandezze usate per il calcolo del risultato dell’aggregazione. 
 
 
La nuova stima viene calcolata come media fuzzy pesata punto-punto 
secondo le seguenti relazioni:  
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1, dove  i w  sono i pesi (vedi Appendice Operatori 
di Aggregazione) e rientra fra gli aggregatori standard della logica fuzzy, 
appartenente alla classe OWA (Ordered weighted averaging operations). 
 
E’ necessario l’utilizzo di un aggregatore pesato, per dare maggiore 













Nel nostro caso  1 ) (
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x l i w w w .  
I singoli pesi sono poi calcolati usando la formula della somma dei 
reciproci, dunque: 
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4.3.1. Decadimento temporale di una stima 
Ogni volta che il sensore effettua una rilevazione, se la stima locale è 
inferiore a quella globale e non c’è intersezione (vedi caso 1 dell’aggregazione 
locale in Fig 4.7), viene mantenuta la temperatura della stima globale, ma 
viene aumentato il valore del supporto del numero fuzzy corrispondente di un 
certo passo: questo accorgimento conferisce alla nuova stima una maggiore 
incertezza.  
Il decadimento viene quindi effettuato ad istanti periodici di tempo, 
proprio perché è legato allo scorrere regolare del tempo. Il valore del passo 
con cui viene incrementata l’incertezza determina la rapidità con la quale la 
stima decade, tanto maggiore è e tanto è più veloce il decadimento. 




4.3.2. Casistica dell’Aggregazione Locale 
Caso 1 - Aggregazione locale: il sensore rileva una temperatura molto 





Figura 4. 7: Esempio di aggregazione locale, caso 1. 
 
Il caso 1 è un tipico esempio in cui si ha il decadimento temporale 




Caso 2 - Aggregazione locale: il sensore rileva una temperatura molto 





Figura 4. 8: Esempio di aggregazione locale, caso 2. 
 
Nel caso 2 si ha un classico esempio di un allarme (vedi Fig. 4.8); si 
deve quindi aggiornare immediatamente la temperatura al valore misurato e 
propagare la nuova stima. L’incertezza della nuova stima è la tolleranza del 




Caso 3 - Aggregazione locale: il sensore rileva una temperatura 





Figura 4. 9: Esempio di aggregazione locale, caso 3. 
 
In questo caso, dal momento che c’è intersezione fra i numeri fuzzy, la 
nuova stima viene calcolata seguendo il procedimento del par. 4.3. 




Caso 4 - Aggregazione locale: il sensore rileva una temperatura 





Figura 4. 10: Esempio di aggregazione locale, caso 4. 
 
In questo caso, dal momento che c’è intersezione fra i numeri fuzzy, la 
nuova stima viene calcolata seguendo il procedimento del par. 4.3. 
 




Caso 5 - Aggregazione locale: il sensore rileva una temperatura 
superiore rispetto a quella della stima globale. Il supporto della stima locale è 




Figura 4. 11: Esempio di aggregazione locale, caso 5. 
 
In questo caso, dal momento che c’è intersezione fra i numeri fuzzy, la 
nuova stima viene calcolata seguendo il procedimento del par. 4.3. 




Caso 6 - Aggregazione locale: il sensore rileva una temperatura 
leggermente superiore rispetto a quella della stima globale. Il supporto della 




Figura 4. 12: Esempio di aggregazione locale, caso 6. 
 
In questo caso, dal momento che c’è intersezione fra i numeri fuzzy, la 




4.3.3. Casistica dell’Aggregazione Globale 
Caso 1 - Aggregazione globale: il nodo riceve una temperatura molto 





Figura 4. 13: Esempio di aggregazione globale, caso 1. 
 
Ogni volta che il sensore riceve una stima esterna inferiore rispetto a 
quella globale e non c’è intersezione (Fig. 4.13), viene mantenuta sia la 
temperatura che l’incertezza della stima globale.  
In questo caso (a differenza del caso 1 dell’Aggregazione Locale) non 
si aumenta l’incertezza perché l’evento di ricezione di una stima esterna è 
asincrono; dal momento che il decadimento di una stima è un concetto legato 
allo scorrere regolare del tempo, non ha senso far decadere la stima come 
conseguenza di questo evento. 




Caso 2 - Aggregazione globale: il nodo riceve una temperatura molto 





Figura 4. 14: Esempio di aggregazione globale, caso 2. 
 
In questo caso si ha un classico esempio di propagazione di un allarme 
(vedi Fig. 4.14); si deve quindi aggiornare immediatamente la temperatura al 
valore ricevuto e propagare la nuova stima.. L’incertezza della nuova stima è 




Caso 3 - Aggregazione globale: il nodo riceve una temperatura 





Figura 4. 15: Esempio di aggregazione globale, caso 3. 
 
 
In questo caso, dal momento che c’è intersezione fra i numeri fuzzy, la 










Caso 4 - Aggregazione globale: il nodo riceve una temperatura 





Figura 4. 16: Esempio di aggregazione globale, caso 4. 
 
 
In questo caso, dal momento che c’è intersezione fra i numeri fuzzy, la 
nuova stima viene calcolata seguendo il procedimento del paragrafo 4.3. 




Caso 5 - Aggregazione globale: il nodo riceve una temperatura 
inferiore rispetto a quella della stima globale. Il supporto della stima globale è 








In questo caso, dal momento che c’è intersezione fra i numeri fuzzy, la 




Caso 6 - Aggregazione globale: il nodo riceve una temperatura 
inferiore rispetto a quella della stima globale. Il supporto della stima esterna è 




Figura 4. 18: Esempio di aggregazione globale, caso 6. 
 
 
In questo caso, dal momento che c’è intersezione fra i numeri fuzzy, la 
nuova stima viene calcolata seguendo il procedimento del paragrafo 4.3. 
 
 




4.4. Interfacciamento con l’utente 
Dopo aver progettato l’applicazione distribuita che gira sui nodi della 
rete, resta da occuparsi del middleware, ossia di quello strato software che 
astrae la rete e rende disponibili i dati all’utente.  
Il nodo sink è connesso tramite cavo USB ad un Personal Computer, 
sul quale interagisce l’utente (d’ora in poi chiameremo quest’ultima 
“postazione utente”). Osserviamo che la postazione utente si trova nelle 
immediate vicinanze della WSN, ma sarebbe anche possibile avere una 
postazione utente remota facendo viaggiare i dati attraverso altre reti (LAN, 
Internet, etc..). 
Il software di interfacciamento con l’utente  è composto da due parti: 
una che risiede nel nodo sink e l’altra che gira localmente alla postazione 
utente.  
 
4.4.1. Nodo sink 
Il nodo sink è programmato con la stessa applicazione distribuita 
presente negli altri nodi della rete, con un modulo aggiuntivo che gestisce la 
comunicazione via USB con la postazione utente.  
Si ricordi che, per ipotesi, l’applicazione distribuita garantisce che 
ogni nodo abbia a regime la stessa stima; detto ciò è immediato concludere 
che per estrarre la temperatura massima della rete, basta leggere la stima di 
uno qualsiasi dei nodi. Estraiamo la stima leggendola dal nodo sink. 
Nel nodo sink il modulo che gestisce la comunicazione con la 
postazione utente, si occupa di inviare periodicamente le seguenti 
informazioni: 
• Stima attuale [temp, incertezza]; 
• id del nodo che misura la temperatura più alta; 




4.4.2. Postazione utente 
La postazione utente è costituita da un Personal Computer che riceve 
dati via USB dal nodo sink. Scopo di questa applicazione è: 
• leggere e visualizzare il valore della temperatura massima attuale 
presente nella rete; 
• leggere e visualizzare il valore di incertezza del nodo sink; 
• leggere e visualizzare l’id del nodo che ha misurato al 
temperatura più alta; 
• mostrare graficamente l’andamento della temperatura massima 
della rete in funzione del tempo (con una finestra temporale 
definibile dall’utente); 
• mostrare e tenere aggiornata la lista dei nodi vivi nella rete; 





















CAPITOLO 5. Realizzazione del software 
In questo capitolo saranno presentati i dettagli sulla realizzazione del 
software per l’intera infrastruttura: dell’applicazione distribuita, del nodo sink 
e della postazione utente.  
 
5.1. Sviluppo del software per l’applicazione distribuita 
Il software da installare sui sensori è stato sviluppato completamente 
in linguaggio nesC, basato su sistema operativo TinyOS. Per approfondimenti 
su questo argomento rimandiamo al par. 1.7.1 e all’Appendice B. 
 
5.1.1. Descrizione dei moduli 
L’applicazione è composta da 5 macro-moduli: 
•  Local_Aggregator: lancia periodicamente un timer, allo scadere 
del quale parte un servizio che effettua i seguenti compiti: 
rileva la temperatura dal sensore, la trasforma in una stima 
locale, effettua l’aggregazione locale e chiama il modulo 
decisore. Al termine di tale servizio il modulo torna in stato di 
idle. 
•  Global_Aggregator: questo modulo si attiva al momento della 
ricezione di un messaggio. Esso legge la stima ricevuta 
dall’esterno e la aggrega con la stima globale, dopodichè 
chiama il modulo decisore. Contestualmente aggiorna la 
Tabella delle Stime con il nuovo dato ricevuto. 
•  Estimation: è il modulo che si occupa di gestire le strutture dati 
a comune fra tutti i moduli dell’applicazione (quali la stima 




dei comandi per leggere o modificare le strutture dati, 
garantendo la mutua esclusione su di esse. 
•  Decider: questo modulo viene chiamato dai moduli Local e 
Global Aggregator. Esso accede alla stima globale contenuta in 
Estimation, la preleva e la confronta con le stime dei nodi vicini 
presenti nella Tabella delle Stime (vedi par. 4.2.3). Infine 
decide se inviare o meno la stima globale in base all’algoritmo 
di decisione (vedi par. 4.2.4). Questo modulo si occupa inoltre 
di inviare pacchetti di aggiornamento per nodi vivi o morti 
nella rete; tali pacchetti vengono detti Update Network Packets 
(vedi paragrafo successivo). 
•  RfmComm: è il modulo che gestisce la radio. Si occupa di 
inviare e ricevere pacchetti. Gestisce le code di ricezione. 
Effettua solo trasmissioni broadcast di tipo single-hop. E’ 
basato sulla configurazione standard GenericComm messa a 
disposizione da TinyOS. 
 
Moduli standard usati: 
•  Sensor: modulo messo a disposizione da TinyOS per la lettura 
dei dati dal sensore. 
•  Timer: modulo standard che implementa un timer di durata 
definita dall’utente. Serve al modulo Local Aggregator per 
effettuare misure periodiche sul sensore. 
 
5.1.2. Update Network Packets 
Questa funzionalità ha il compito di fornire in tempo reale la lista dei 
nodi attivi nella rete. Comunicare che un nodo sia effettivamente in vita è un 
requisito fondamentale per far conoscere all’utente la reale copertura della 




Il sistema prevede un apposito timer nel modulo Decisore, allo scadere 
del quale il nodo manda dei pacchetti di aggiornamento della rete, detti 
Update Network Packets.  
Questi pacchetti contengono una lista dei nodi presenti nella rete. 
Questa lista è una struttura dati, contenuta in ogni nodo, composta da: 
• l’id del nodo stesso; 
• gli id dei nodi vicini (prelevati dalla Tabella delle Stime); 
• id provenienti da pacchetti di tipo Update Networks esterni. 
 
La filosofia è quella di avere in ogni nodo, a regime, una lista 
aggiornata di tutti i nodi presenti nella rete. Allo scadere del timer avviene il 
refresh: la lista viene cancellata e ripartono i pacchetti di aggiornamento. 
Questa attività avviene con frequenza molto inferiore rispetto alle normali 
attività di della rete, ed è regolata da un apposito timer, di durata definibile 
dall’utente attraverso il parametro TIMERDECIDER_PERIOD, che 
tipicamente è dell’ordine delle decine di minuti. Inoltre è bene precisare che 
questi pacchetti non vanno mai a collidere con le altre attività della rete, in 
quanto il modulo Decisore li invia soltanto se non sono presenti in coda dei 
broadcast dovuti allo scambio delle stime. Si può quindi concludere che gli 
Update Network Packets non intralciano ne rallentano la propagazione di un 
allarme. 
 
5.1.3. Parametri dell’applicazione 
I parametri utilizzati nell’applicazione distribuita sono: 
•  MAX_NODES_SUPPORTED: numero massimo di nodi della 
rete supportati dall’applicazione. 
•  MAX_NEIGHBORS_SUPPORTED: numero massimo di vicini 
che un nodo può avere. 
•  RADIO POWER: livello di potenza a cui viene imposta la 
radio. Va da un minimo di 3 ad un massimo di 31 (vedi par. 




•  TIMERLOCAL_PERIOD: periodo di campionamento del 
sensore locale; indica ogni quanto tempo il modulo Local 
Aggregator si sveglia ed effettua una rilevazione. 
•  TEMPERATURE_RESOLUTION:  parametro utilizzato sia 
nell’aggregazione locale che nell’aggregazione globale. Indica 
l’intervallo al di sotto del quale due temperature vengono 
considerate uguali. In tal caso l’aggregazione sceglie la 
temperatura media fra le due e l’incertezza viene posta al valore 
minimo. 
•  SENSOR_UNCERTAINTY: rappresenta l’incertezza che viene 
associata alla singola misura proveniente dal sensore. Viene 
fissata pari alla tolleranza del sensore: se ad esempio il sensore 
rileva una temperatura con precisione +/- 0.5°C, il suo livello di  
incertezza sarà pari a 0.5 . 
•  UNCERTAINTY_MIN_VALUE: è il valore minimo 
assegnabile all’incertezza di una stima. Quando ci troviamo ad 
aggregare stime di egual temperatura, viene assegnato un valore 
di incertezza minimo che sta ad indicare la massima confidenza 
del dato. 
•  UNCERTAINTY_INCREASE_STEP: il livello di confidenza 
di una stima è soggetto ad un decadimento temporale (vedi par. 
4.3.1); l’incertezza della stima cresce nel tempo 
incrementandosi di un valore pari ad uncertainty_increase_step 
ad ogni periodo timer_local_period. 
•  THRESHOLD_TEMP_GROWTH: è un parametro usato dal 
modulo Decisore per decidere sull’invio in broadcast. Tale 
parametro indica la tolleranza per valori presenti nella Tabella 
delle Stime inferiori alla mia stima globale: se la temperatura 
della mia stima è maggiore di questa soglia rispetto ad almeno 
una stima in tabella, allora decido di inviare. Viene detta soglia 




avere un stima maggiore di tutti gli altri e quindi ad osservare 
una crescita della temperatura. 
•  THRESHOLD_TEMP_FALL: come il parametro precedente, 
ma in questo caso la tolleranza è per valori in Tabella maggiori 
della mia stima globale. Entra in gioco quando è il nodo locale 
a notare un abbassamento della temperatura rispetto a quella di 
tutti gli altri vicini. 
•  ATTEMPT_NUMBER: numero di tentativi di broadcast dopo i 
quali un vicino che non risponde viene invalidato. 
L’invalidazione causa la cancellazione del nodo dalla Tabella 
delle Stime: il nodo non farà più parte della lista dei vicini. Tale 
meccanismo entra in funzione nel caso in cui un nodo cessi di 
funzionare oppure risulti momentaneamente non raggiungibile 
a causa di variazioni sul mezzo di comunicazione; in questi casi 
il modulo Decisore troverebbe l’entrata del nodo “perso” non 
aggiornata e continuerebbe ad inviare broadcast inutili. 
L’invalidazione evita questo spreco di messaggi. Se il nodo 
tornasse a funzionare verrebbe nuovamente inserito in Tabella 
tornando a far parte del vicinato. 
•  TIMERDECIDER_PERIOD: è il parametro che indica ogni 
quanto avvengono le attività di Update Netwok ed il refresh 
della lista dei nodi della rete.  
 




5.2. Sviluppo del software per il nodo sink 
Nel nodo sink gira un’applicazione del tutto simile a quella distribuita, 
con l’aggiunta di un modulo SinkComm che si occupa della comunicazione 
con la postazione utente. 
Tale modulo svolge i seguenti compiti: 
•  preleva periodicamente la stima globale dal modulo Estimation, 
con timer impostabile dall’utente tramite il parametro 
TIMERSINK_PERIOD; 
•  tiene memoria di una struttura contente tutti i nodi attivi della 
rete: ne effettua il refresh con periodo impostabile tramite il 
parametro TIMERDECIDER_ONSINK_PERIOD. Questo 
parametro differisce da TIMERDECIDER_PERIOD (presente 
in tutti gli altri nodi) solo per il fatto che va ad incidere, oltre 
che sul refresh, anche sull’invio della lista dei nodi alla 
postazione utente
11; 
•  si occupa di inviare pacchetti alla postazione utente tramite la  
porta USB del nodo sensore, che viene vista come dispositivo 
seriale UART. Questa operazione avviene con periodo definito 
dal parametro TIMERSINK_PERIOD. 
 
Funzionamento: 
Periodicamente viene attivata una funzione timer_fired() che invia un 
pacchetto di tipo TOS_Msg alla postazione utente. Il campo dati (detto 
payload) di tale pacchetto contiene 3 tipi di informazione: 
•  la stima globale del nodo sink  (temperatura + livello di 
incertezza) e l'id del nodo che rileva attualmente la temperatura 
massima; 
                                                 
 
11 E’ bene impostare TIMERDECIDER_ONSINK_PERIOD > 2 * TIMERDECIDER_PERIOD in modo da 




•  un campo tag che indica se il pacchetto contiene o meno altre 
informazioni; 
•  (se tag = 1) l’id di un nodo che risulta attivo nella rete. 
 
Il modulo SinkComm invia alla postazione utente tutta la lista dei nodi 
attivi nella rete (vedi par. 5.1.2) “imbucando” un id in ogni pacchetto dati che 
viaggia verso la postazione utente. Ogni qualvolta avviene il refresh della lista 
dei nodi attivi, il nodo sink inizia a mandare uno ad uno gli id della lista. Dopo 
averli inviati tutti, setta il  campo tag pari a 0, procedendo così all’invio della 
sola stima. Questa attività è regolata dal timer di refresh della lista, e cioè dal 
parametro TIMERDECIDER_ONSINK_PERIOD. 
 
5.3. Sviluppo del software per la postazione utente 
L’applicazione eseguita nella postazione utente è stata sviluppata in 
linguaggio Matlab. Questa riceve i dati dal nodo sink tramite la porta USB e li 
visualizza su un’interfaccia grafica che ne facilita la lettura e l’interpretazione 
per l’utente finale.  
 
5.3.1. Comunicazione con il nodo sink 
La sua funzione è ricevere  dal nodo sink, tramite la porta USB che 
viene vista come dispositivo seriale UART, i dati che verranno visualizzati 
sull’interfaccia grafica. Per comunicare con la porta USB è stata usata la 
funzione GetSerialData( )
12. Le informazioni ricevute sono: la stima attuale 
(temperatura ed incertezza), id del nodo che misura la temperatura più alta; la 
lista degli id dei nodi attivi nella rete.   
 
                                                 
 




5.3.2. Interfaccia grafica 
La sua funzione è visualizzare i dati che vengono ricevuti, in modo da 
facilitarne la lettura e l’interpretazione da parte dell’utente finale. Come si 
vede dallo screen shot di Fig. 5.1 è possibile leggere il valore della 
temperatura massima attuale presente nella rete, il valore di incertezza del 
nodo sink, l’id del nodo che ha misurato al temperatura più alta, la lista dei 
nodi vivi nella rete, la lista dei nodi morti nella rete, l’andamento della 
temperatura massima della rete in funzione del tempo (con una finestra 
temporale definibile dall’utente che dipende dall’orario). L’utente può 
interagire con l’interfaccia tramite due pulsanti: con il pulsante CONNECT si 
avvia il modulo che comunica con il modo sink, da questo momento in poi i 
dati vengono ricevuti dall’interfaccia grafica e verranno visualizzati. La 
finestra temporale scorrevole permette di tenere sempre sott’occhio 
l’evoluzione della temperatura massima attuale  rispetto alle stime precedenti. 
Il pulsante DISCONNECT disattiva il modulo che comunica con il nodo sink, 
da questo momento in poi non ci sono più dati disponibili da visualizzare; la 
finestra scorrevole rimane ferma e i dati rimangono gli stessi in attesa di un 
eventuale nuovo CONNECT.  
 
5.3.3. Gestione dei nodi attivi e dei nodi morti nella rete 
Dal nodo sink arrivano pacchetti contenenti, fra le varie informazioni, 
un id di un nodo attualmente attivo nella rete (nel caso tag = 1),  questo viene 
memorizzato in una struttura dati che sarà utilizzata per la visualizzazione 
sull’interfaccia della lista dei nodi vivi. Ad ogni id  viene associata una 
variabile contatore, posta inizialmente a 0, che si incrementa se l’id non è più 
presente nella lista successive. Lo scopo è quello di segnalare un nodo morto 
quando il suo contatore assume valori maggiori di zero. 
Ad intervalli pari a TIMERDECIDER_ONSINK_PERIOD arriva una 
trama di id dislocata su più messaggi: un id per ogni messaggio. Si controlla 




dunque non si aggiunge alla lista ed il suo contatore viene lasciato a 0. Se 
invece l’id non è presente, significa che tale nodo è nuovo e va quindi 
aggiunto nella struttura con contatore inizializzato a 0. Alla fine della trama 
viene scorsa tutta la lista per controllare se sono presenti dei nodi il cui id non 
è arrivato durante quest’ultima trama; in tal caso si incrementa il contatore di 
questi nodi. Valori del contatore maggiori di 0 indicano che i nodi non hanno 
segnalato la loro presenza. Questo ovviamente non ci assicura che questi nodi 
siano morti, ma è chiaramente un primo allarme. L’utente potrà scegliere un 
valore del contatore superato il quale il corrispondente nodo verrà considerato 
morto. In tal caso il suo id verrà eliminato dalla lista dei nodi attivi e verrà 
aggiunto alla lista dei nodi morti. Nulla vieta, in futuro, che nodi morti 
possano tornare in vita, ad esempio per effetto della sostituzione della batteria 
qualora si fosse esaurita. 
Essere a conoscenza in tempo reale dei nodi vivi e morti della rete è di 
fondamentale importanza per informare l’utente sull’effettiva copertura della 
rete stessa: sapere che in un certo momento un nodo è morto, permette di 
intervenire tempestivamente inserendone un altro nella stessa zona, evitando 
malfunzionamenti. 










Lo sviluppo del software è stato supportato da accurate simulazioni, 
sia al fine di debuggare l’applicazione, sia per fare un primo test del 
comportamento e delle prestazioni. Le simulazioni sono state effettuate in 
ambiente Tossim [33], messo a disposizione dagli  sviluppatori dell’Università 
di Berkeley e sono state visualizzate tramite il programma Java TinyViz. 
 
5.4.1. Ambiente di simulazione Tossim 
Tossim è un simulatore ad eventi discreti per reti di sensori wireless 
basate sul sistema operativo TinyOS. Invece di compilare un’applicazione 
TinyOS per un sensore, l’utente può compilarla secondo la struttura del 
Tossim, che gira su PC. Questo permette all’utente di correggere, testare ed 
analizzare algoritmi in un contesto controllato e ripetibile. Dal momento che 
Tossim gira su PC, l’utente può esaminare il proprio codice TinyOS usando 
debugger ed altri tool di utilità. 
L’obiettivo primario di Tossim è quello di fornire una simulazione ad 
alta fedeltà di applicazioni TinyOS. Per questa ragione, si concentra sul 
simulare TinyOS e la sua esecuzione, piuttosto che sulla simulazione del 
mondo reale. Anche se Tossim supporta alcune caratteristiche del mondo reale 
(come ad esempio l’errore sul bit), purtroppo non le gestisce tutte e pertanto 
non dovrebbe essere usato per valutazioni assolute. La vera fase di testing 
dell’infrastruttura sarà realizzata sul campo, ossia sui sensori stessi, come 
verrà esposto nel capitolo successivo. 




5.4.2. Simulazioni e verifiche di funzionamento 
Le simulazioni effettuate sono partite da reti costituite da un basso 
numero di nodi fino ad arrivare al centinaio. I test hanno interessato sia 
strutture di rete semplici, come quella a griglia (vedi Fig. 5.2), sia strutture 
complesse definite dall’utente (vedi Fig. 5.3), dove la propagazione degli 
allarmi prevede il passaggio in zone “critiche”, cioè con nodi ponte. Inoltre le 
simulazioni sono state effettuate sia su modelli di canale ideali, dove il range 
d’azione della radio è fisso e costante nel tempo (vedi Fig. 5.2), sia su modelli 
empirici: ad ogni canale viene assegnata una probabilità che il messaggio 
arrivi o meno a destinazione (vedi Fig.  5.3). 
 
 
Figura 5. 2: Simulazione di una rete di 50 nodi con struttura a griglia e modello Radio ideale. 





Figura 5. 3: Simulazione di una rete di 50 nodi con struttura a grafo e modello Radio empirico. 
 
 
Per verificare il corretto funzionamento dell’applicazione sono state 
riprodotte e simulate le principali situazioni reali in cui la rete può trovarsi. Di 
seguito riportiamo 8 casi ed il comportamento assunto dalla rete negli stessi. 
 
1)  La rete viene posta a temperatura costante: inizia un transitorio 
durante il quale i nodi si scambiano le stime, successivamente 
la rete diviene silente. Non c’è più scambio di messaggi fra i 
nodi, fino alla successiva variazione di temperatura. 
2)  Data una situazione di regime della rete, la temperatura viene 
abbassata globalmente: c’è una fase in cui i nodi non 
comunicano perché è in corso una decadenza temporale della 
loro stima, dopodichè i nodi si scambiano le proprie stime 
producendo un abbassamento che insegue la temperatura in 
discesa. Dopo un transitorio, la temperatura si stabilizza sul 




3)  Data una temperatura di regime nella rete, un nodo rileva un 
innalzamento della stessa, superiore alle soglie di allarme 
previste
13: partono una serie di broadcast che raggiungono tutti 
i nodi della rete. Dopo il transitorio, tutti i nodi hanno come 
stima globale la temperatura che ha scatenato l’allarme. 
4)  Il nodo che aveva rilevato l’innalzamento torna a misurare il 
valore di regime: la rete resta silente per un certo periodo di 
tempo (necessario al decadimento temporale delle stime) dopo 
il quale inizia uno scambio di messaggi che riporta la stima al 
valore di regime. La rete diventa nuovamente silente. 
5)  Un gruppo di nodi rileva costantemente una temperatura 
maggiore di quella di tutti gli altri. Tutti i nodi, per ipotesi, 
hanno la stima della temperatura più alta della rete. I nodi che 
sono a temperatura più alta non comunicano fra di loro; mentre 
nei nodi a temperatura più bassa c’è una situazione di 
decadimento temporale della stima. Quando un nodo in 
decadenza si sveglia e segnala che la temperatura da esso 
rilevata è più bassa, i nodi sulla frontiera rispondono inviando 
stime a temperatura maggiore, riportando la zona “fredda” al 
valore massimo di temperatura. Si innesca così un nuovo 
decadimento temporale per i nodi a bassa temperatura, 
garantendo lunghi periodi dove c’è assenza di comunicazione, 
intervallati da brevi transitori necessari per aggiornare le stime 
dei nodi della zona “fredda”. 
6)  Uno o più nodi vengono aggiunti nella rete: i nodi vicini 
ricevono il primo broadcast dei “nuovi arrivati” ed aggiornano 
le rispettive Tabelle delle Stime; se necessario comunicano ai 
nuovi nodi la stima globale. 
                                                 
 
13 Per piccole variazioni, cioè entro le quali c’è intersezione fra i numeri fuzzy, non c’è allarme ma avviene 




7)  Uno o più nodi cessano di funzionare: i nodi vicini effettuano 
un numero di tentativi
14 di broadcast, dopo il quale invalidano 
il nodo. La rete torna ad uno stato di regime,  in cui non ci sono 
scambi di messaggi. 
8)  Un nodo che era morto (o momentaneamente non 
raggiungibile) torna a funzionare: i nodi vicini lo aggiungono di 
nuovo nella Tabella e, se necessario, comunicano la stima 
globale aggiornata. 
 
In tutte le simulazioni è stato inoltre verificato il corretto 
funzionamento dei messaggi di tipo Update Network, secondo le specifiche 
descritte nel par. 5.1.2. 
 
                                                 
 




CAPITOLO 6. Testing 
L’applicazione è stata testata su sensori Tmote Sky della MoteIv. Per 
approfondimenti su caratteristiche hardware e software di questi sensori 
rimandiamo al capitolo 3. 
 
6.1. Scenario 
I test sono stati effettuati su una rete di 12 nodi dislocati in 
un’abitazione di 200m
2, composta da 5 stanze più un corridoio, la cui pianta è 
mostrata in Fig. 6.1. La disposizione dei sensori è stata tale da coprire l’intera 
area. 
Date le ristrette estensioni dell’area di test rispetto al raggio d’azione 
delle radio, si è deciso di impostare la potenza al minimo (RADIO_POWER = 
3): in questo modo è stato possibile riprodurre più gruppi di vicinati. Potenze 
delle radio maggiori avrebbero fatto sì che ogni nodo fosse in comunicazione 
diretta con tutti gli altri. 
 





Figura 6. 1: Pianta dello scenario di test e dislocazione dei nodi con i collegamenti fra i nodi vicini. 
 
 




6.1.1. Parametri scelti 
Di seguito vengono riportati i valori assegnati ai parametri 
dell’applicazione. Da notare il tempo di campionamento sul sensore pari a 15 
secondi, una precisione della stima globale rispetto alla temperatura reale 
massima di 1.5°C  (scelta sperimentalmente in base agli scarti fra le misure 




MAX_NODES_SUPPORTED   1000 
MAX_NEIGHBORS_SUPPORTED      20 
TIMERLOCAL_PERIOD    15 s 
RADIO_POWER 3 
 




SENSOR_UNCERTAINTY        1 
 
Parametri del decisore 
THRESHOLD_TEMP_FALL   1.5 
THRESHOLD_TEMP_GROWTH   1.5 
ATTEMPT_NUMBER        3 
TIMERDECIDER_PERIOD      90 s 
 
Ulteriori parametri del nodo sink 
TIMERSINK_PERIOD 5  s 




6.2. Allarme  
Il primo test effettuato riguarda la riproduzione di una situazione 
d’allarme. Si è dato alla rete il tempo di stabilizzarsi alla temperatura ambiente 
(circa 22°C), dopodichè si è proceduto a riscaldare in maniera decisa il nodo a 
distanza maggiore dal nodo base. E’ stato scelto il nodo 8 come fonte 
d’allarme per fa sì che la segnalazione attraversasse il maggior numero di 
sezioni di vicinati, prima di giungere al nodo base. 
A livello operativo l’allarme è stato prodotto avvicinando al nodo 
sensore 8 una fonte di calore: questo ha provocato un gradino di temperatura 
nella misurazione locale del nodo, iniziato al tempo 47min 32 sec. Come è 
osservabile dai risultati in Fig. 6.2, il tempo di reazione della rete all’allarme è 
stato di circa 10 secondi. Tale ritardo è dovuto al tempo di campionamento sul 
sensore (le rilevazioni avvengono ogni 15 secondi), mentre il tempo di 
propagazione dell’allarme sulla rete può considerarsi trascurabile (inferiore al 
secondo). Inoltre, il valore di temperatura giunto al nodo base si è 





Figura 6. 2: Screen shot dell'interfaccia utente in una situazione d'allarme. 
 
 
6.3. Inseguimento della temperatura in discesa 
Questo test riproduce una situazione nella quale la temperatura 
massima nella rete è in diminuzione. Si è preventivamente provveduto ad 
innalzare il valore massimo fino a circa 44°C, attraverso una fonte di calore 
nella vicinanze del nodo 8, che è stata poi rimossa. Così facendo, il nodo 8, 
che aveva rilevato l’innalzamento, torna a misurare un valore di regime pari a 
21°C: la rete resta silente per un certo periodo di tempo (necessario al 
decadimento temporale delle stime), al termine del quale inizia uno scambio di 
messaggi che riporta la temperatura al valore di regime. Il periodo di tempo 
che va dal  momento in cui la fonte di calore viene rimossa, al momento in cui 




dipende dal parametro UNCERTAINTY_INCREASE_STEP, che determina la 
velocità del decadimento temporale delle stime (vedi par. 4.3.1). 
Con la scelta di UNCERTAINTY_INCREASE_STEP pari a 0.1, il 
tempo per tornare a regime è stato di circa 45 minuti. Come si vede in Fig. 6.3, 
la temperatura massima si abbassa in due step: nel primo c’è una diminuzione 
fino a circa 26°C, nel secondo si giunge alla temperatura effettivamente 








6.4. Monitoring su 24 ore 
Scopo del test è quello di valutare il comportamento della rete con un 
normale profilo di temperatura ambiente. Questa è la situazione che si viene a 
creare giornalmente all’interno di una abitazione, il cui andamento di 
temperatura è influenzato solo dall’impianto di climatizzazione, dalla presenza 
di persone all’interno della casa e dallo sbalzo climatico giorno/notte.  
Lo scenario del test è quello descritto nel par. 6.1. L’interfaccia 
grafica è stata settata in modo da avere una finestra temporale ampia 24 ore 
(vedi Fig. 6.4), mentre il range delle temperature è stato ristretto per poter 
apprezzare meglio le variazioni in un funzionamento di routine, dove non si 
hanno sbalzi termici elevati come nei test d’allarme. 
Dalla Fig. 6.4 si può osservare come l’andamento della temperatura 
massima rilevata dalla rete sia in stretta corrispondenza agli eventi accaduti 
nell’abitazione. Nel primo pomeriggio l’abitazione è vuota ed il riscaldamento 
è spento, di conseguenza si ha un calo della temperatura dai 21°C ai 17°C. 
Dalle ore 19.30 alle ore 20.30 si accende il riscaldamento e la temperatura 
massima arriva fino a circa 20°C. Dopodichè la temperatura subisce una serie 
di oscillazioni dovute alle operazioni fatte dalle persone all’interno della casa: 
ad esempio una doccia intorno alle 23 provoca un innalzamento fino a quasi 
22°C (rilevata dal nodo sensore 9, presente nel bagno). Durante la notte e per 
tutta la mattinata seguente la temperatura scende a causa dell’assenza di 
riscaldamento, fino a stabilizzarsi intorno ai 16°C.  





Figura 6. 4: Andamento della temperatura massima rilevata dalla rete nell’arco delle 24 ore. 
 
 
Il test si è infine concluso con la raccolta dei dati riguardanti la 
comunicazione avvenuta nella rete. Ciascun sensore tiene memoria all’interno 
di sé del numero di pacchetti spediti e del numero di pacchetti ricevuti; al 
termine delle 24 ore di test si è proceduto alla raccolta di questi dati. Tali dati 
serviranno in seguito per stimare il tempo di vita della rete. 
 
id del nodo  Pacchetti ricevuti   Pacchetti inviati 
3 (sink)  2059  1129 
2 1180  484 
4 1150  503 
5 1583  674 
6 2078  954 
7 2041  902 
8 1090  401 
9 1260  611 
10 3672  1650 
11 4058  1867 
12 3181  1493 
13 3057  1359 




CAPITOLO 7. Tempo di vita della rete 
Il tempo di vita della rete dipende dal tempo di vita dei nodi sensore, 
quindi dalla durate delle batterie. Per poter stimare i consumi di un nodo 
sensore bisogna essere a conoscenza di come è gestita l’accensione e lo 
spegnimento della radio, poiché si tratta del componente a maggior consumo. 
L’azione di power management della radio è affidata al MAC protocol.  
 
7.1. MAC protocol 
 In una rete di sensori wireless il MAC protocol, localizzato nel Data-
Link Layer del Protocol Stack (vedi par. 2.1), deve raggiungere diversi 
obbiettivi. In primo luogo deve creare l’infrastruttura della rete: poiché 
migliaia di sensori possono essere sparsi in modo più o meno denso in una 
zona, il MAC deve stabilire un link di comunicazione per il trasferimento dei 
dati. Questo crea l’infrastruttura di base necessaria per la comunicazione 
wireless  di tipo hop-by-hop e dà, alla rete di sensori, la capacità di auto 
organizzarsi. 
Il MAC protocol si occupa, in secondo luogo, di limitare il consumo 
di energia: è infatti necessario usare modalità di risparmio energetico (ad 
esempio permettendo lo spegnimento della radio durante i periodi di idle). 
L’accesso al mezzo tramite la contesa è giudicato inadatto a causa della 
necessità di monitorare il canale costantemente. 
Il MAC protocol deve infine provvedere alla condivisione equa ed 
efficiente delle risorse di comunicazione tra i nodi sensore, alla gestione della 
mobilità dei sensori e al recupero del fallimento della comunicazione.   
Di solito i MAC protocol vengono classificati in base al meccanismo 
usato per la condivisione di risorse: queste possono essere assegnate in modo 
statico, in accordo alle richieste dell’utente oppure in base alla contesa sul 




possibile utilizzare i MAC protocol esistenti in quanto, nelle altre reti wireless 
(non di sensori), il principale obiettivo non è il rispetto dei consumi. 
 
7.2. Modello del tempo di vita per B-MAC 
I protocolli MAC più usati per reti di sensori wireless sono S-MAC, 
T-MAC e B-MAC.  Quest’ultimo è stato realizzato dagli sviluppatori di 
TinyOS specificamente per le reti di sensori wireless. Il B-MAC dà la 
possibilità, rispetto agli altri, di settare alcuni parametri tipici del protocollo, 
che possono essere adattati alle caratteristiche dell’applicazione (ad esempio il 
data rate dell’applicazione o la lunghezza dei pacchetti), al fine di migliorare 
le prestazioni. 
Per poter stimare il tempo di vita della rete è stato utilizzato il metodo 
analitico proposto per B-MAC[10], che verrà di seguito descritto. 
 
L’energia totale spesa su ogni nodo è data da: 
SLEEP D IDLE LISTEN TX RX ELAB E E E E E E E + + + + + = _  , 
dove: 
•  = ELAB E Energia spesa per le elaborazioni; 
•  = RX E Energia spesa per la ricezione dei pacchetti; 
•  = TX E Energia spesa per la trasmissione dei pacchetti; 
•  = IDLE LISTEN E _ Energia spesa per ascoltare il mezzo trasmissivo 
nel caso in cui non ci siano poi pacchetti da ricevere; 
•  = D E Energia spesa per effettuare rilevamenti dal sensore; 
•  = SLEEP E Energia spesa nel periodo di sleeping. 
 
L’energia spesa per l’elaborazione  ELAB E  è molto inferiore rispetto agli 




Il calcolo di tutti i termini è stato effettuato su un intervallo temporale 
di 24 ore, dal momento che il test sul monitoring (vedi par. 6.4) è di questa 
durata. Definiamo  s h T 86400 24 = = .  
I parametri di riferimento per l’applicazione sono quelli elencati nel 
par. 6.1.1. Il numero di messaggi inviati e ricevuti da ogni nodo sono quelli 
del par. 6.4. 
 
Energia spesa per effettuare rilevamenti dal sensore: D E  
L’applicazione effettua un rilevamento di temperatura ogni 




= D f .  
 
Il numero di campioni rilevati in 24 ore è:  
T f n D D ⋅ = . 
 
Il tempo totale necessario per effettuare i tutti i rilevamenti in 24 ore è pari a:  
D Data D n t t ⋅ =   ,  
dove  Data t  è il tempo necessario per un rilevamento. 
 
L’energia  totale spesa in 24 ore è dunque: 
V C t E Data D D ⋅ ⋅ =  ,  
dove  Data C  è l’assorbimento di corrente necessario per un rilevamento 
e V  la tensione della batteria. 
 
 




Energia spesa per la ricezione dei pacchetti:  RX E  
Il tempo totale necessario per la ricezione di tutti i messaggi in 24 ore 
è: 
byte RX PACKET PREAMBLE PACKET RECEIVED RX t L L n t 1 _ _ ) ( ⋅ + ⋅ =  , 
dove  PACKET RECEIVED n _  è il numero di messaggi ricevuti in 24 ore;  PACKET L   
è la lunghezza in byte di un messaggio.  PREAMBLE L  è la lunghezza in byte del 
preambolo.  PREAMBLE L  deve essere maggiore dell’intervallo  i t  tra un sample sul 
canale e un altro  (parametro del B-MAC), diviso il tempo impiegato per la 



















L’energia  totale spesa in 24 ore è dunque: 
V C t E byte RX RX RX ⋅ ⋅ = 1 _  ,  
dove  byte RX C 1 _  è l’assorbimento di corrente necessario per la ricezione 
di 1 byte e V  la tensione della batteria. 
 
 
Energia spesa per la trasmissione dei pacchetti:  TX E  
Il tempo totale necessario per la trasmissione di tutti i messaggi in 24 
ore è: 
byte TX PACKET PREAMBLE PACKET SEND TX t L L n t 1 _ _ ) ( ⋅ + ⋅ = , 
dove  PACKET SEND n _  è il numero di messaggi trasmessi in 24 ore;  PACKET L  
e  PREAMBLE L  sono gli stessi calcolati nel caso precedente. 
 
L’energia  totale spesa in 24 ore è dunque: 
V C t E byte TX TX TX ⋅ ⋅ = 1 _  , dove  byte TX C 1 _  è l’assorbimento di corrente 




Energia spesa per ascoltare il mezzo trasmissivo:  IDLE LISTEN E _  
Ogni volta che il sensore effettua un samplig sul canale, vedi Fig. 7.1, 
stabilisce se c’è un messaggio da ricevere o meno. Nel caso in cui ci sia un 
messaggio da ricevere, il consumo è incluso nel termine di energia spesa per la 
ricezione  RX E . 
Il termine  IDLE LISTEN E _  tiene invece conto dell’energia spesa dal sensore 
per controllare il canale, nel caso in cui non ci siano messaggi da ricevere. 
 
 




Definiamo i seguenti intervalli temporali:  
•  = INIT RADIO t _ tempo necessario per l’inizializzazione della radio 
(b); 
•  = ON RADIO t _  tempo necessario per l’accensione della radio (c); 
•  = TX RX SWITCH t / _ tempo necessario per il passaggio dalla modalità 
RX/TX, cioè per entrare in  modalità ricezione (d) 




•  = EV t  tempo impiegato dall’ADC per valutare il campione 
ricevuto (f). 
 
Il tempo necessario per un ascolto del canale di trasmissione è: 
SR TX RX SWITCH ON RADIO INIT RADIO IDLE LISTEN t t t t t + + + = / _ _ _ 1 _ . 
L’energia  spesa per un sample è: 
V C t E SAMPLE IDLE LISTEN SAMPLE ⋅ ⋅ = 1 _  , 
dove  SAMPLE C  è l’assorbimento di corrente necessario per fare il sample 
del canale, calcolato come l’integrale del grafico di Fig. 7.1 ; V è la tensione 
della batteria.  
 
L’energia  totale spesa in 24 ore è dunque: 
V C n t V C t E SAMPLE IDLE IDLE LISTEN SAMPLE IDLE LISTEN IDLE LISTEN ⋅ ⋅ ⋅ = ⋅ ⋅ = 1 _ _ _ , 
quindi: 
IDLE SAMPLE IDLE LISTEN n E E ⋅ = _  , 
dove  PACKET RECEIVED LISTEN IDLE n n n _ − =   
 
Il numero di volte in cui viene ascoltato il canale (chiamato numero di wake 




f T n = ⋅ = ; dove T  e  i t  sono stati 
precedentemente definiti. 
 




Energia spesa nel periodo di sleeping: SLEEP E  
Il tempo in cui il sensore è in stato di sleep è su 24 ore: 
IDLE LISTEN D TX RX h SLEEP t t t t T t _ 24 _ − − − − =  
L’energia  totale spesa in 24 ore è dunque: 
V C t E SLEEP h SLEEP SLEEP ⋅ ⋅ = 24 _  , 
dove  SLEEP C  è l’assorbimento di corrente del Tmote Sky nella modalità 
di sleep e V  la tensione della batteria. 
 
Il tempo di vita di un sensore Tmote Sky, espresso in giorni, è dato dal 







= _  , 
dove  BATT C  è la capacità della batteria e V è il voltaggio della stessa. 




7.2.1. Parametri del modello 
Dal datasheet della radio CC2420 del Tmote Sky si ottiene la seguente 
tabella. 
Operation  Time (ms)  I (mA) 
Initialize radio (b)  = INIT RADIO t _ 0.47   = INIT RADIO C _ 14 
Turn on radio (c)  = ON RADIO t _ 1.42   = ON RADIO C _ 1 
Switch to RX/TX (d)  = TX RX SWITCH t / _ 0.212   = TX RX SWITCH C / _ 14 
Time to sample radio (e)  = SR t 0.288   = SR C 21 
Evalute radio sample (f)  = EV t 0.197   = EV C 14 
Receive 1byte  = byte RX t 1 _ 0.032  = byte RX C 1 _ 19.7 
Transmit 1 byte  = byte TX t 1 _ 0.032  = byte TX C 1 _ 17.4 
 
Parametro del Tmote Sky ricavato dal DataSheet: 
Sleep Current  = SLEEP C 0.021 mA 
 
Parametri riguardanti le rilevazioni effettuate dal sensore Sensirion 
SHTxx del Tmote Sky: 
Sample Sensor  = Data t 200ms  = Data C 2.95mA 
 
Data C   è  stato ottenuto dal datasheet del Tmote sky e del sensore 
Sensirion SHTxx :      Data C   = 0.55mA + 2. 4 mA   = 2.95 mA . 
Data t  dipende dall’applicazione e dal sistema operativo: comprende 
tutte le operazioni eseguite per leggere i dati dal sensore e renderli disponibili; 
non è dunque ricavabile dai data sheet. Per avere una stima del tempo 
trascorso dall’applicazione per prelevare il dato, è stato utilizzato il 
componente SimpleTime, contenuto in TinyOS. Questo fornisce l’interfaccia 
Time grazie alla quale è possibile leggere il tempo in millisecondi trascorso 
dall’accensione del mote su cui è installata l’applicazione. È stata aggiunta una 




alla fine del task controllo, l’ultimo eseguito prima di ritornare in modalità di 
sleep. La differenza di tempo è stata poi inviata sulla radio e letta dalla 
stazione base. Il tempo ottenuto è risultato essere di 96 ms.  
Oltre a questo tempo va aggiunto il tempo di overhead dovuto al 
sistema operativo. Tale tempo non è stimabile: il valore di 96 ms trovato per 
l’applicazione, verrà raddoppiato in modo da sovrastimare l’overhead 
introdotto dal sistema operativo. 
 
Parametro di TinyOS (lunghezza del pacchetto dati TOSMsg): 
Packet Length  = PACKET L 38 bytes 
 
Il protocollo B-MAC offre la possibilità di settare il parametro  i t   tra 8 
diversi intervalli: 10, 20, 50, 100, 200, 400, 800 e 1600ms. Dalle prove 
sperimentali effettuate si è ottenuto che l’intervallo che determina un consumo 
minore è 100ms. 
Radio sampling interval  = i t 100ms 
 
I parametri delle batterie usate per i Tmote Sky sono: 
Capacity of battery  = BATT C 2500mAh 
Voltage  = V 3 
 





7.3.1. Worst case 
Prendiamo come worst case il nodo che nel test su 24 ore ha 
scambiato il maggior numero di messaggi (vedi par. 6.4): 
Nodo 11 
• Messaggi inviati: 1867; 
• Messaggi ricevuti: 4058. 
In base il modello per B-MAC descritto nel paragrafo precedente si 
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7.3.2. Caso medio 
Nel caso medio si effettua una media dei messaggi inviati e ricevuti 
fra tutti i nodi nell’arco delle 24 ore (vedi par. 6.4): 
 
In media 
• Messaggi inviati: 1002; 
• Messaggi ricevuti: 2200. 
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E’ importante osservare che i parametri scelti per i test 
dell’applicazione (vedi par. 6.1.1) favoriscono la prontezza della rete a 
rispondere agli allarmi, infatti i rilevamenti sono frequenti: uno ogni 15 
secondi.  
Se il vincolo sulla reattività della rete fosse più rilassato, si potrebbe 




aumento del tempo di vita della rete. Ad esempio facendo un rilevamento ogni 



















Appendice A - Operatori di Aggregazione Fuzzy 
Le operazioni di aggregazione sono operazioni che combinano più 
fuzzy set in modo opportuno producendo un singolo fuzzy set. Ad esempio, 
consideriamo le votazioni di uno studente ottenute in un semestre in quattro 
corsi; ogni votazione è espressa come variabile linguistica definita 
nell’intervallo [0,100], i cui termini sono: pessimo, insufficiente, sufficiente, 
discreto, buono, ottimo. Ogni variabile linguistica è dunque un fuzzy set. Una 
possibile aggregazione deve fondere tutti i fuzzy set in un unico fuzzy set, il 
quale descrive l’andamento medio delle votazioni dello studente nel semestre.  
Formalmente, l’aggregazione di n fuzzy set ( 2 ≥ n ) è definita dalla 
seguente funzione:  ]. 1 , 0 [ ] 1 , 0 [ : →
n h  Quando questa funzione viene applicata a 
fuzzy set  n A A A A A A ....., , , , , 5 4 3 2 1  definiti su X, viene prodotta un nuovo fuzzy set 
A, che dipende dai gradi di appartenenza di ogni insieme per ogni  X x∈ ; 
quindi:  )) ( ),......, ( ), ( ), ( ( ) ( 3 2 1 x A x A x A x A h x a n =  per ogni  X x∈ . 
Affinché la funzione h  possa essere considerata un operatore di 
aggregazione, devo soddisfare i seguenti tre assiomi: 
•  Assioma 1  0 ) 0 ,..., 0 , 0 , 0 ( = h  e  1 ) 1 ,..., 1 , 1 , 1 ( = h (boundary 
conditions). 
•  Assioma 2  Per ogni coppia  〉 〈 n a a a a ,...., , , 3 2 1  e  〉 〈 n b b b b ,...., , , 3 2 1 , 
dove   n i i N i b a ∈ ∀ ∈ ], 1 , 0 [ , , se  n i i N i b a ∈ ∀ ≤ ,  allora 
) ,...., , , ( ) ,...., , , ( 3 2 1 3 2 1 n n b b b b h a a a a h ≤ ; dunque h  è una funzione 
monotona crescente in tutti i suoi argomenti. 
•  Assioma   3   h è una funziona continua. 
 
E’ semplice dimostrare che un operatore fuzzy che rispetta i tre 




• Assioma   4     h  è una funzione simmetrica in tutti i suoi 
argomenti:  ) ,...., , , ( ) ,...., , , ( ) ( ) 3 ( ) 2 ( ) 1 ( 3 2 1 n p p p p n a a a a h a a a a h =  per 
ogni permutazione  p su  n N . 
• Assioma 5   h  è una funzione idempotente: 
   ] 1 , 0 [ , ) ,...., , , ( ∈ ∀ = a a a a a a h . 
 
Una classe di operatori di aggregazione che permette una serie di 
operazioni elementari di uso comune, che vanno dal min al max è chiamata 
OWA (Ordered weighted averaging operations).  
Viene definito un vettore di “pesi”:   〉 〈 = n w w w w w ,......, , , 3 2 1  dove 






i w .  
L’operatore OWA combinato con il vettore w  produce la seguente 
funzione:  n n n w b w b w b w b w a a a a h ⋅ + + ⋅ + ⋅ + ⋅ = ..... ) ,...., , , ( 3 3 2 2 1 1 3 2 1 . 
In base alla scelta dei pesi, l’operatore OWA può comportarsi, come 
operatore di max, min, media aritmetica, etc. .  
Ad esempio: 
• min:
) ,....., , , min( ) ,....., , , ( 1 ,......, 0 , 0 , 0 3 2 1 3 2 1
*
* n n w a a a a a a a a h w = ⇒ 〉 〈 =  
• max:
) ,....., , , max( ) ,....., , , ( 0 ,......, 0 , 0 , 1 3 2 1 3 2 1
*
* n n w a a a a a a a a h w = ⇒ 〉 〈 =  









n n n n
w ⇒ 〉 〈 =  è la media 




Appendice B - TinyOS e nesC 
TinyOS è un sistema operativo che mette a disposizione del 
programmatore un insieme di componenti per gestire l’hardware dei sensori. Il 
sistema è stato sviluppato utilizzando il linguaggio di basso livello nesC 
(simile al C). Il TinyOS non fornisce le caratteristiche tradizionali dei sistemi 
operativi come ad esempio lo scheduling; non ha un kernel, non ha un memory 
management e non è multi-thread. TinyOS è quindi una sorta di libreria che 
fornisce un certo numero di astrazioni tra cui:  
•  radio stack: per spedire, ricevere, gestire pacchetti via radio; 
•  sensor reading: per acquisire dati dai sensori, calibrare e 
configurare i sensori; 
•  syncronize clock: per sincronizzare i clock dei sensori in modo 
che i timer negli scheduler funzionino correttamente; 
•  power management features: permettono di mettere il sensore 
in uno stato di basso consumo energetico e di ‘svegliarlo’ al 
momento opportuno; 
•  manage flash-memory: permette di gestire la memoria con 
un’interfaccia file system like; 
•  localization of neighbour nodes: permette di localizzare i nodi 
vicini emettendo suoni o ultrasuoni e misurando il “tempo di 
volo”. 
 
TinyOS usa un’esecuzione basata sugli eventi. Infatti, il modello ad 
eventi permette una grande efficienza, alti livelli di concorrenza e un uso 
ridotto dello spazio di memoria. Un approccio basato sui thread richiede 
invece che lo spazio per lo stack sia preallocato per ogni esecuzione (quindi 
necessita di maggiore memoria) e un supporto multitasking per il cambio di 




In nesC le funzioni possono essere di 3 tipi : command, event e task 
(comandi, eventi e task). I comandi richiedono l’inizio di qualche azione 
(esempio: ‘rileva la temperatura corrente’); gli eventi segnalano che un’azione 
è completata o che un certo evento si è verificato (esempio: ‘la temperatura 
corrente ha superato 40 °C’). Gli eventi sono spesso associati al processore 
tramite  interrupt di basso livello: per questo motivo spesso possono fare 
preemption sui comandi (è possibile anche il viceversa ma è molto meno 
frequente in pratica). Per permettere lunghe computazioni, TinyOS fornisce un 
meccanismo d’esecuzione chiamato task. Un task è un contesto d’esecuzione 
che gira in background fino al completamento e senza interferire con gli altri 
eventi di sistema. 
Proprietà dei task: 
• un task non può essere interrotto da altri tasks; 
• un task può essere interrotto da eventi; 
• gli eventi sono gestiti in modo atomico; 
Attualmente il task scheduling è realizzato tramite un semplice 
scheduler  FIFO: sebbene sia possibile implementare efficientemente task 
scheduler a priorità è comunque insolito avere più task contemporaneamente 
pronti all’esecuzione e quindi una coda FIFO risulta adeguata per le 
applicazioni presenti in una sensor network. 
 
 
TinyOS component model 
Il TinyOS è realizzato tramite un modello a componenti in modo da 
permettere una efficiente modularità e composizione; infatti un modello a 
componenti permette ad uno sviluppatore di applicazioni di combinare in 
modo semplice componenti indipendenti e creare una configurazione specifica 
per l’applicazione. Il TinyOS component model è schematizzato nella Fig. 









Figura B. 2: Comunicazione tra component tramite interface. 
 
 
Ciascun componente è definito tramite un set di comandi e eventi che 
formano la sua interfaccia (vedi Fig. B.2). I componenti forniscono o 




contenute nei componenti stessi. I componenti possono anche richiedere 
interfacce; in tale caso devono essere connessi (wiring) a un altro componente 
che fornisce interfacce. Ciascun componente è formato da 4 parti (vedi Fig. 
B.2): 
•  un set di command handler; 
•  un set di event handler; 
•  un  incapsulate private data frame che rappresenta lo stato 
interno dei componenti; 
•  un insieme di task. 
 
Per ciascun componente devono essere dichiarati i comandi che usa e 
gli eventi che segnala ad altri componenti: attraverso questa dichiarazione è 
possibile creare un grafo modulare dei componenti; i componenti di più alto 
livello inviano comandi ai componenti dei livelli più bassi i quali, a loro volta, 
inviano segnali ai componenti dei livelli più alti.  
I comandi sono delle richieste non bloccanti fatte ai componenti dei 
livelli inferiori: di solito un command deposita parametri di richiesta nel frame 
e attiva l’esecuzione di un task. Un comando può anche invocare altri comandi 
verso i livelli inferiori ma comunque deve sempre prevedere un feedback al 
suo chiamante in cui vengono ritornate le informazioni di stato. 
Gli eventi (inviati dai componenti di livello inferiore) invocano gli 
event handler oppure, nel caso di componenti direttamente connessi 
all’hardware, al posto degli eventi vengono inviati degli interrupt. 
I task possono chiamare lower level command, higher level signal e 
schedulare altri task nel component. In generale è possibile suddividere i 
component in tre categorie: 
•  Hardware abstractions: mappano l’hardware nel TinyOS 
component model. Di solito esportano comandi all’hardware 
sottostante e gestiscono gli interrupt. Un esempio è l’ RFM 
radio component (vedi Fig. B.3). 





Figura B. 3: RFM radio component. 
 
•  Syntetic Hardware: simulano il comportamento dell’esecuzione 
dell’hardware sottostante e estendono le funzionalità 
simulando il comportamento di funzioni hw avanzate (ad 
esempio implementano funzioni di trasformazione del tipo bit-
to-byte). 
•  Hight level software: realizzano task specifici dell’applicazione 
(control, routing, data transmission, calculation on data, data 
aggregation, etc.). 
 
AM communication paradigm 
Una parte fondamentale del TinyOS è il modello di comunicazione 
che supporta: il modello di comunicazione usato è basato sui messaggi attivi. 




deve essere invocato (nel nodo destinatario) ed un payload dati in cui vengono 
passati gli argomenti. L’handler, che va in esecuzione sul nodo destinatario 
non appena arriva un messaggio, ha due compiti: 
•  estrarre il messaggio dal network; 
•  integrare i dati nella computazione o inviare un messaggio di 
risposta. 
Il  network è modellato come una pipeline con un “bufferaggio” 
minimo per i messaggi. Per prevenire la congestione della rete e per assicurare 
buone performance i message handler devono essere capaci di andare in 
esecuzione velocemente ed in modo asincrono. Il modello basato sulla 
chiamata dei message handler permette al sistema di sovrapporre la 
comunicazione con altre attività (esempio: interagire con i sensori o eseguire 
altre applicazioni). Il modello a messaggi attivi può essere visto come un 
modello distribuito a eventi in cui i nodi del network si inviano tra loro eventi. 
Affinché il modello di comunicazione basato sui messaggi attivi sia efficiente 
è necessario che il sistema fornisca alcune primitive: 
•  trasmissione di tipo best-effort dei messaggi e acknoledgment; 
•  indirizzamento; 
•  dispatch. 
Con queste primitive è possibile, da parte del developper, costruire 
qualsiasi tipo di applicazione. 
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