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ABSTRACT. The rapid growth of data is inevitable, and retrieving the best 
results that meet the user’s preferences is essential. To achieve this, skylines 
were introduced in which data items that are not dominated by the other data 
items in the database are retrieved as results (skylines). In most of the exist-
ing skyline approaches, the databases are assumed to be static and complete. 
However, in real world scenario, databases are not complete especially in 
multidimensional databases in which some dimensions may have missing 
values. The databases might also be dynamic in which new data items are 
inserted while existing data items are deleted or updated. Blindly performing 
pairwise comparisons on the whole data items after the changes are made is 
inappropriate as not all data items need to be compared in identifying the 
skylines. Thus, a novel skyline algorithm, DInSkyline, is proposed in this 
study which finds the most relevant data items in dynamic and incomplete 
databases. Several experiments have been conducted and the results show 
that DInSkyline outperforms the previous works by reducing the number of 
pairwise comparisons in the range of 52% to 73%. 
Keywords: skyline queries, preference queries, incomplete database, dy-
namic database. 
INTRODUCTION 
Finding the best option between different choices based on user’s preferences is not easy. 
Realizing the best and accurate results is the ultimate goal of skyline query processing. Con-
sider a user who wanted to attend a conference and thus choose a hotel with the following 
preferences: hotel that is near to the conference venue and with cheap price. However, hotels 
that are near to a conference venue are more expensive than those that are far away from the 
conference venue. Relying on the traditional query processing which is based on exact match 
between the preferences and the data in the database is inappropriate, as it may not return any 
results, i.e. if there is no hotel which is the nearest to the conference venue (minimum dis-
tance) and at the same time with the cheapest price (minimum price), then no results will be 
returned. Hence, skyline which works based on domination has been proposed, in which data 
items that are not dominated by other data items in the database are returned as results. Data-
base can either be in a complete or incomplete state. Most of the existing works assumed that 
databases are complete and static. Obviously in real world databases are incomplete with 
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changing states. For example, consider an investor who wants to invest a share in a stock ex-
change. When the investor queries for the best stock, the stocks keep on changing due to new 
stocks are added, while existing stocks are deleted or updated. Some of the stocks may have 
incomplete data in its dimensions. For such case finding skylines is challenging. Hence, we 
propose an algorithm that attempts to find skylines for dynamic and incomplete databases. 
Our aim is to minimize the number of comparisons needed during the skyline query pro-
cessing. This is achieved by comparing only the needed data items instead of comparing the 
whole database.  
The rest of the paper is organized as follows. The following section discusses the previous 
approaches on skylines and its applications, which is then followed by problem formulation. 
Next, the proposed algorithm is presented followed by the results of the experiments that we 
have conducted. The last part of this paper concludes the work.  
RELATED WORKS 
There are many techniques for preference queries, which include top-k (Chaudhuri and 
Gravano,1999), k-dominance (Chan et al., 2006), top-k dominating (Yiu and Mamoulis, 
2007), k-frequency (Papadias et al., 2005), skylines (Borzsony et al., 2001(, multi objective 
skyline (Balke and Guntzer, 2004), and ranked skylines (Lee et al., 2009). All of these tech-
niques attempt to find the best results that meet the user’s preferences. Also, there are varie-
ties of skyline techniques that have been proposed such as Block-Nested-Loop )Borzsony et 
al., 2001(, Divide and Conquer (D&C) )Borzsony et al., 2001(, Bitmap and Index (Tan et al., 
2001(, Sort-Filter-Skyline (SFS) (Chomicki et al., 2001), Nearest Neighbor (Kossmann et al., 
2002), Branch-Bound-Skyline (BBS) (Papadias et al., 2003), Linear Elimination Sort for Sky-
line (LESS) (Godfrey et al., 2005), and Sort and Limit Skyline algorithm (SaLSa) (Bartolini 
et al., 2006). However, these techniques are proposed to tackle skyline computation on com-
plete databases.  The early research on databases with incomplete data items is conducted by 
Khalefa et al. (2008), which proposed two algorithms, namely: Replacement and Bucket. 
These algorithms use traditional skyline algorithm. Later, they introduced the ISkyline algo-
rithm. To overcome the cyclic dominance relations, virtual points and shadow skylines are 
introduced. Bharuka and Kumar (2013) proposed the Sort-based Incomplete Data Skyline 
(SIDS) algorithm which works by pre-sorting the data items in descending order of each di-
mension. Alwan et al. (2013) introduced an algorithm named Incoskyline. It has four phases, 
namely: clustering, grouping and finding local skylines, deriving k-dom skylines, and retriev-
ing skylines. Gulzar et al. (2016) proposed a framework for evaluating skyline queries in in-
complete data which consists of four steps, namely: Data Sorting and Array Constructor, Data 
Filter, Candidate Skyline Identifier, and Final Skyline Identifier. Kontaki et al. (2010) worked 
on top-k and top-k dominating and reviewed algorithms for evaluating continuous preference 
queries under sliding window streaming model. Also k-dominant skyline is presented in (Cui 
et al., 2011). In their work when the dataset is changed, the existing k-dominant skylines are 
compared to the new k-dominant data items to derive the results. 
PROBLEM FORMULATION 
In this section we explain the concepts related to the skyline queries for dynamic and in-
complete database. We assume that data items with the highest value are preferable. 
Definition 1, Dominance Relation: Given a database D with data items Pi, i = 1, 2, …,m, 
and n dimensions d = {d1, d2, …, dn}. Let two d-dimensional data items Pk = (U1, U2, 
…,Un) and Pl =  (S1, S2, …, Sn), Pk dominates Pl denoted by PkPl if and only if the follow-
ing condition holds:  ∀di∈d , Ui ≥ Si ˄ ∃dj∈d, Uj>Sj. 
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Definition 2, Skyline Point:  Given a set of data items in a database D, a data item Pi∈D is 
a skyline if there is no other data items Pj∈D that dominates Pi. Data items that are not domi-
nated by the other data items in the database D are the skylines. Skylines hold the transitivity 
property that means if Pi dominates Pk and Pk dominates Pl it leads to Pi dominates Pl (Bor-
zsony et al., 2001(. 
Definition 3, Incomplete Database: A database DI is incomplete if and only if it contains 
at least a data item with missing values in one or more of its dimensions. There are many rea-
sons for having missing values in databases like mistake in data entry, inaccurate data from 
heterogeneous data sources and integrating heterogeneous schemes (Khalefa et al., 2008). 
Definition 4, Dynamic Database: A database DD is said to be dynamic if the data items in 
the database keep on changing in which new data items are inserted, while existing data items 
are deleted and updated. With these definitions, we can now formally define the problem that 
we are focusing in this paper. 
Problem Definition: Given an incomplete database, DI, it may change to a new state, Dnew, 
due to the following operations: 
 Insert Operation:  Dnew = DI ∪ D<insert>where D<insert>is the new set of data items to be 
inserted into the initial database, DI. 
 Delete operation:  Dnew= DI – D<delete>where D<delete>is the set of data items to be deleted 
from the initial database, DI. 
 Update operation:  Dnew= (DI – D<delete>) ∪D<insert> where an update operation is consid-
ered as a delete operation followed by an insert operation. 
Pi∈Dnew is a skyline if there is no data item in Dnew that dominates Pi. Finding the set of sky-
lines in Dnew should incur the least number of comparisons between the data items which will 
indirectly incur the least processing time. The data item Pi∈DI may have missing values in 
one or more of its dimensions (Babanejad et al., 2014). 
THE PROPOSED ALGORITHM 
As explained earlier, there are three algorithms which focus on deriving skyline points on 
incomplete and static databases. The proposed algorithm, DInSkyline, attempts to find skyline 
points over incomplete and dynamic database. The main components of DInSkyline are the 
Domination History (DH) table that keeps track of domination relations, the Bucket Dominat-
ing (BDG) that stores the data items that dominates the other data items, and Bucket Domi-
nated (BDD) that stores the data items that are dominated by the other data items. The aim is 
to prevent exhaustive comparisons, thus decreases the number of comparisons. Hence, per-
forming comparisons on the whole database can be avoided. For proving the correctness of 
DInSkyline algorithm, the ISkyline, SIDS and Incoskyline algorithms are applied on Dnew to 
produce the skyline points, S, and these points are then compared to the skyline points pro-
duced by our algorithm, S”. If the results are the same i.e. S =S’’, then we can conclude that 
our algorithm is correct. 
The DInSkyline works as follows. The first step is to group the data items based on miss-
ing values, all data items with the same missing values (bitmap representation) are grouped in 
the same bucket as shown in Figure 1. Next, the skylines of each bucket are derived and 
stored in the Bucket Skylines (BS) (see Table 2). This is performed by comparing the data 
items of each bucket. During these comparisons the domination relations are kept in the DH 
table (see Table 7). Then the bucket skylines of each bucket (see Table 3a) are compared to 
each other. Those bucket skylines that dominate other bucket skylines are listed in the BDD 
while those that are being dominated are stored in the BDD (see Table 3b). During the com-
parisons between the bucket skylines some data items may be considered as bucket dominat-
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ing items but later can be dominated by the other data items hence these items are stored in 
both the BDG and BDD. Finally, the data items that appeared in both the BDG and BDD are 
removed from the BDG and the remaining data items in the BDG are the final skylines. 
Given a set of data items to be inserted, D<insert>, the data items are grouped based on the 
bitwise representation (see Table 4), then the skylines of each bucket are determined and 
stored in the Temp Bucket Skyline (TBS) (see Table 5). As mentioned above, the data items 
which dominate other data items are kept in the BDG. The data items of BDG are compared 
to the data items of TBS (see Table 6a). After comparing these two sets of data items, the new 
skylines are derived, S” and the BDG is updated (See Tables 6b and 6c). 
For deletion, the data items to be deleted, D<insert>, are checked against the DH table (see 
Table 7a). If the deleted data item is dominated by the bucket skylines, then this item is delet-
ed from the database and the DH and no further action is needed. However, if the deleted data 
item is one of the bucket skylines, then all the data items which are dominated by this item are 
retrieved (see Table 7b). These data items are then compared together and if they dominate 
the other data items then they are considered as the BDG items. The remained items are then 
compared to the BDG items to find the new skyline points. Assume that we want to delete w4 
and y6 from the initial database. First the DH table is checked (Table 7). Referring to the DH, 
y6 is dominated by the bucket skyline y2, thus y6is deleted from the database and the DH be-
cause data items that are dominated by y6 are also dominated by y2 as they are in the same 
bucket. On the other hand w4 is bucket skylines hence all the data items which are dominated 
by w4 are retrieved and pairwise comparisons between them are performed. w4 is then deleted 
from the DH and BDG. 
Tables 1. Bitmap Representation of Dataset 
 
wi d1 d2 d3 d4 
w1 - 5 3 3 
w2 - 1 3 1 
w3 - 3 2 3 
w4 - 6 6 6 
w5 - 3 6 6 
w6 - 4 3 5 
w7 - 3 2 2 
w8 - 5 5 5 
w9 - 6 4 4 
w10 - 2 1 1 
 
yi d1 d2 d3 d4 
y1 2 3 - 2 
y2 6 4 - 6 
y3 4 4 - 5 
y4 1 3 - 3 
y5 3 5 - 5 
y6 6 3 - 4 
y7 5 4 - 5 
y8 3 3 - 2 
y9 3 6 - 5 
y10 2 1 - 2 
           xi d1 d2 d3 d4 
x1 7 - 6 6 
x2 3 - 5 4 
x3 5 - 7 4 
x4 5 - 3 3 
x5 1 - 1 1 
x6 2 - 1 2 
x7 7 - 4 6 
x8 5 - 5 5 
x9 1 - 3 3 
x10 3 - 3 1 
Bucket 1 (0111)                   Bucket 2 (1101)                          Bucket 3 (1011) 
Tables 2. BS for each Bucket 
 
wi d1 d2 d3 d4 
w4 - 6 6 6 
 
yi d1 d2 d3 d4 
y2 6 4 - 6 
y9 3 6 - 5 
 
xi d1 d2 d3 d4 
x1 7 - 6 6 
x3 5 - 7 4 
Tables 3. a) BS  b) BDG and BDD         c)Final Skylines 
 
w4 - 6 6 6 
x1 7 - 6 6 
x3 5 - 7 4 
y2 6 4 - 6 
y9 3 6 - 5 
 
BDG w4 x1 x3 
BDD y2 y9  
 
w4 x1 x3 
 
Table 4. D <insert>          Table 5. TBS 
zi d1 d2 d3 d4 
z1 5 3 5 - 
z2 4 5 5 - 
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Tables 6. a) Comparing TBS and BDG b) BDG and BDD  c) Final Sky-
lines 
 
w4 - 6 6 6 
x1 7 - 6 6 
x3 5 - 7 4 
z4 7 7 6 - 
 
BDG w4 x1 x3 z4 












w4 w5 , w6 , 
w8, w9 ,  
w4 y2, y9 
y2 y6 
w5 - 3 6 6 
w6 - 4 3 5 
w8 - 5 5 5 
w9 - 6 4 4 
y2 6 4 - 6 








Based on DH, w4 dominates w5, w6, w8, w9, y2, and y9. Between these data items y2 and 
y9 dominate w5, w6 and w8, w9, respectively. y2 and y9 are then compared to the BDG data 
items, i.e.x1, x3, and z4 which lead to y2 and y9 being dominated. Thus, the final skylines are 
x1, x3, and z4.   
EXPERIMENTS 
In this section, we present the results of the experiment that we have conducted. All the 
experiments are conducted on Intel Core i7 3.6GHz processor with 8GB of RAM. Figure 8 
presents the results of the number of pairwise comparisons for processing skylines over the 
synthetic, NBA, stock exchanges, and MovieLens datasets with dataset size fixed to 100K, 
120K, 500K and 1200K respectively; the rate of insertion and deletion are 5% to 30% while 
50% of the dataset is incomplete. For ISkyline, SIDS, and Incoskyline algorithms the skyline 
computation is directly performed on Dnew. Based on the results it can be observed that chang-
ing rate have no significant impact on the performance of our approach. This is because many 
of the unnecessary data items are not considered for comparisons. Also, the performance of 
DInSkyline algorithm outperforms ISkyline, SIDS, and Incoskyline. DInSkyline incurred 
52% to 73% number of comparisons compared to the other algorithms. 
z3 6 7 5 - 
z4 7 7 6 - 
z5 3 2 2 - 
z6 1 1 3 - 
z7 2 2 2 - 
z8 7 4 4 - 
z9 1 3 2 - 
z10 1 2 3 - 
zi d1 d2 d3 d4 
z4 7 7 6 - 
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Synthetic dataset with 50% incompleteness 
 
NBA dataset with 50% incompleteness 
 
MovieLens dataset with 50% incompleteness 
 
Stock exchange dataset with 50% incompleteness 
Figure 8. The Effect of Insertion and Deletion the Number of Pairwise Comparisons 
CONCLUSION 
In this study, we proposed the DInSkyline algorithm to derive skyline points over dynamic 
and incomplete database. The proposed algorithm works by utilizing the Bucket Skylines 
(BS), Bucket Dominating (BDG), and Bucket Dominated (BDD) as points of comparison as 
well as the Domination History (DH) table that keeps track of the domination relations. Huge 
amount of pairwise comparisons can be avoided as clearly shown by the results of the exper-
iments. The performance of proposed algorithm is superior to other previous works. 
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