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Abstract
We consider Hill’s equation y′′ + (λ − q)y = 0 where q ∈ L1[0,π]. We show that if
ln—the length of the n-th instability interval—is of order O(n−(k+2)) then the real Fourier
coefficients akn, bkn of q(k)—k-th derivative of q—are of order O(n−2), which implies that
q(k) is absolutely continuous almost everywhere for k = 0,1,2, . . . .
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this study we consider the differential equation
y ′′(t)+ (λ− q(t))y(t)= 0 (1)
over the interval [0,π] where λ is a real parameter, q(t) is a real-valued member
of L1 [0,π] which may be extended to the real line by periodicity. We impose
two sets of boundary conditions, namely, the periodic boundary conditions
y(0)= y(π), y ′(0)= y ′(π), (2)
and the semi-periodic boundary conditions
y(0)=−y(π), y ′(0)=−y ′(π). (3)
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Let λn (n = 0,1, . . .) denote the periodic eigenvalues of (1) with the boundary
conditions (2) and µn (n= 0,1, . . .) denote the semi-periodic eigenvalues of (1)
with the boundary conditions (3). It is well known that (see, for example, [5])
λ0 <µ0  µ1 < λ1  λ2 <µ2  µ3 < · · · .
The intervals (−∞, λ0), (µ2m,µ2m+1), and (λ2m+1, λ2m+2) are called the in-
stability intervals of (1) which are referred to as the zero-th, (2m + 1)-th and
(2m+ 2)-th instability interval, respectively.
Changing the basic interval [0,π] in (2) to the interval [τ, τ + π] we impose
the following boundary condition
y(τ)= y(τ + π)= 0 (4)
where 0 τ < π. We refer to the problem (1) and (4) as the auxiliary eigenvalue
problem. We define, for n= 0,1, . . . , Λn(τ) to be the auxiliary eigenvalues of (1)
with the boundary condition (4). The length of the n-th instability interval of (1)
will be denoted by ln. It is shown in [8] that (1) with (4) is equivalent to the
Dirichlet problem
y ′′(t)+ (λ− q(t + τ ))y(t)= 0, (5)
y(0)= y(π)= 0. (6)
We suppose without loss of generality that
π∫
0
q(t) dt = 0
and let akn, bkn denote the real Fourier coefficients of q(k) on [0,π], i.e.,
akn =
2
π
π∫
0
q(k)(t) cos(2nt) dt, bkn =
2
π
π∫
0
q(k)(t) sin(2nt) dt
for k = 0,1,2, . . . where a0n = an, b0n = bn.
In this paper, we prove the following results:
Theorem 1. If ln =O(n−1) then an, bn =O(n−1) as n→∞.
Theorem 2. If ln = O(n−(k+2)) then akn, bkn = O(n−2) (k = 0,1,2, . . .) as
n→∞.
Theorem 3. If ln =O(n−(k+2)) then q(k) (k = 0,1,2, . . .) is absolutely continu-
ous almost everywhere.
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Results of this nature have been obtained before. We mention in particular [6,
9–11]. In 1963, Hochstadt [9] proved that the lengths of the instability intervals
are rapidly decreasing for the potential q in C∞1 . In 1976, McKean and Trubowitz
[10] established the converse: if the potential q is in L21 and the length of the
2n-th instability interval for n  1 is rapidly decreasing, then q is in C∞1 . In
1977, Trubowitz [11] proved the following: If q is real analytic, the lengths of
the instability intervals are rapidly decreasing. Conversely, if q is in L21 and the
lengths of the instability intervals are rapidly decreasing, q is real analytic. In
1984, Garnett and Trubowitz [6] proved that the signed lengths of the instability
intervals provide L21 coordinates for even square integrable potentials.
We first state some relevant theorem and lemmas which will be used to prove
our results. The following theorem, due to Hochstadt [8], is an important key to
our analysis which involves the auxiliary eigenvalues of (1) considered to hold on
the interval [τ, τ + π] with the boundary conditions
y(τ)= y(τ + π)= 0
where 0 τ < π.
Theorem 4. The ranges of Λ2m(τ) and Λ2m+1(τ ), as functions of τ , are
[µ2m,µ2m+1] and [λ2m+1, λ2m+2], respectively.
Remark 1. We make use of this theorem in the sense that if all finite instability
intervals are of order O(n−k) then Λn(τ2)−Λn(τ1) =O(n−k) for any τ1, τ2 ∈
[0,π).
Lemma 1 [8]. Let q(t) be periodic with period π , integrable over [0,π] and such
that cn = (1/π)
∫ π
0 q(t)e
−2int dt = O(n−2). Then q(t) is absolutely continuous
almost everywhere.
Now, we employ the modified Prüfer transformation of [1] to define a phase
angle function, Θ(t,Λ, τ), which is defined for a solution of (1) satisfying (4), as
tanΘ(t,Λ, τ)= Λ
1/2y(t, τ )
y ′(t, τ )
for τ  t  τ +π. This fixes Θ to within additive multiples of π. For definiteness
we assume that 0  Θ(t, τ )  π and observe that the boundary condition (4)
corresponds to
Θ(t, τ )|t=τ = 0, Θ(t, τ )|t=τ+π = (n+ 1)π. (7)
Similarly the boundary condition (6) corresponds to
Θ(t, τ )|t=0 = 0, Θ(t, τ )|t=π = (n+ 1)π. (8)
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From now on, we suppress the dependence of Θ on Λ and write Θ(t, τ )
instead of Θ(t,Λ, τ). Under the Prüfer transformation, the differential equation
corresponding to (1) can be written as
Θ ′(t, τ )=Λ1/2 − 1
2
Λ−1/2q(t)+ 1
2
Λ−1/2q(t) cos
(
2Θ(t, τ )
) (9)
where τ  t  τ + π . Integrating (9) over [τ, x] and using the boundary condi-
tion (7), we see that
Θ(x, τ )= (Λ1/2)(x − τ )− 1
2
Λ−1/2
x∫
τ
q(t) dt
+ 1
2
Λ−1/2
x∫
τ
q(t) cos
(
2Θ(t, τ )
)
dt. (10)
Similarly, the differential equation corresponding to (5) can be written as
Θ ′(t, τ )=Λ1/2 − 1
2
Λ−1/2q(t + τ )
+ 1
2
Λ−1/2q(t + τ ) cos(2Θ(t, τ )). (11)
We define a sequence of approximating functions as follows:
Θ1(t, τ ) :=Λ1/2t − 12Λ
−1/2
t∫
0
q(s + τ ) ds,
Θk+1(t, τ ) :=Θ1(t, τ )+ 12Λ
−1/2
t∫
0
q(s + τ ) cos(2Θk(s, τ )) ds (12)
for k = 1,2, . . . and 0 t  π.
Lemma 2. For k = 1,2,3, . . . , 0 t  π
Θ(t, τ )−Θk(t, τ )= o(Λ−k/2) as Λ→∞.
Proof. This result is due to [7]. The proof is reproduced in [2]. ✷
Lemma 3 [1]. For q integrable and for any x1, x2 such that 0 x1 < x2  π
x2∫
x1
q(t + τ ) sin(2Λ1/2t) dt = o(1) as Λ→∞.
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2. Proof of the results
We first give the following theorem about the auxiliary eigenvalues of Eq. (5)
with the boundary condition (6).
Theorem 5. For any integer k, the auxiliary eigenvalues of (5) with the boundary
condition (6), as functions of τ , satisfy
(n+ 1)π =Λ1/2n (τ )π + 12Λ
−1/2
n
π∫
0
q(t + τ ) cos(2Θk(t, τ ))dt
+O(n−(k+1))
as n→∞.
Proof. Integrating (11) over [0, x] and using (8) we find that
Θ(x, τ )=Λ1/2x − 1
2
Λ−1/2
x∫
0
q(t + τ ) dt
+ 1
2
Λ−1/2
x∫
0
q(t + τ ) cos(2Θ(t, τ ))dt. (13)
In particular, for x = π we have
Θ(π, τ)=Λ1/2π − 1
2
Λ−1/2
π∫
0
q(t + τ ) dt
+ 1
2
Λ−1/2
π∫
0
q(t + τ ) cos(2Θ(t, τ ))dt
=Λ1/2π + 1
2
Λ−1/2
π∫
0
q(t + τ ) cos(2Θ(t, τ ))dt. (14)
The last equality holds since q has mean value zero. From (14) for any natural
number k,
Θ(π, τ)=Λ1/2π + 1
2
Λ−1/2
π∫
0
q(t + τ ) cos(2Θk(t, τ ))dt
+ 1
2
Λ−1/2
π∫
0
q(t + τ ){cos(2Θ(t, τ ))− cos(2Θk(t, τ ))}dt.
(15)
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We also know from Lemma 2 that
Θ(t, τ )−Θk(t, τ )= o(Λ−k/2)
so that
cos
(
2Θ(t, τ )
)− cos(2Θk(t, τ ))=O(Λ−k/2).
Hence, the last term on the right hand side of (15) is O(Λ−(k+1)/2) as Λ→∞.
Finally, using the boundary condition (8) and reversion we complete the proof. ✷
Corollary 1. As n→∞ the auxiliary eigenvalues of (5), as functions of τ , satisfy
Λ
1/2
n (τ )= (n+ 1)+ 1
(n+ 1)F1(n, τ )+O(n
−2) (16)
where
F1(n, τ )=− 12π
π∫
0
q(t + τ ) cos(2(n+ 1)t)dt. (17)
Proof. From (12) we see that
cos
(
2Θ1(t, τ )
)= cos(2Λ1/2t)+O(Λ−1/2). (18)
Substituting (18) into Theorem 5 and using reversion we complete the proof. ✷
Proof of Theorem 1. It is easily seen that
F1(n, τ )=−14
[
cos
(
2(n+ 1)τ )an+1 + sin(2(n+ 1)τ )bn+1]. (19)
From Corollary 1 and (19) for any τ1, τ2 ∈ [0,π) we find that
Λ
1/2
n (τ2)−Λ1/2n (τ1)
= 1
4(n+ 1)
{[
cos
(
2(n+ 1)τ1
)− cos(2(n+ 1)τ2)]an+1
+ [sin(2(n+ 1)τ1)− sin(2(n+ 1)τ2)]bn+1}+O(n−2)
= 1
2(n+ 1)
{
sin
(
(n+ 1)(τ1 + τ2)
)
sin
(
(n+ 1)(τ2 − τ1)
)
an+1
+ cos((n+ 1)(τ1 + τ2)) sin((n+ 1)(τ1 − τ2))bn+1}+O(n−2)
= 1
2(n+ 1) sin
(
(n+ 1)(τ2 − τ1)
){
sin
(
(n+ 1)(τ1 + τ2)
)
an+1
− cos((n+ 1)(τ1 + τ2))bn+1}+O(n−2). (20)
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On the other hand, from the assumption that ln = O(n−1) and Theorem 4 we
observe that
Λn(τ2)−Λn(τ1)=O(n−1)
and hence
Λ
1/2
n (τ2)−Λ1/2n (τ1)= Λn(τ2)−Λn(τ1)
Λ
1/2
n (τ2)+Λ1/2n (τ1)
=O(n−2). (21)
Since both an+1 and bn+1 on the right hand side of (20) have coefficients O(n−1),
the result follows from (20) and (21). ✷
Corollary 2. As n→∞ the auxiliary eigenvalues of (5), as functions of τ , satisfy
Λ
1/2
n (τ )= (n+ 1)+ 1
(n+ 1)F1(n, τ )+
1
(n+ 1)2F2(n, τ )+O(n
−3) (22)
where F1(n, τ ) is given by (19) and
F2(n, τ )=− 12π
π∫
0
q(t + τ )
( t∫
0
q(s + τ ) ds
)
sin
(
2(n+ 1)t)dt
+ 1
2π
π∫
0
q(t + τ )
( t∫
0
q(s + τ ) cos(2(n+ 1)s)ds
)
× sin(2(n+ 1)t)dt. (23)
Proof. From (12) we observe that for k = 1
cos
(
2Θ2(t, τ )
)= cos(2Λ1/2t)+Λ−1/2 sin(2Λ1/2t)
( t∫
0
q(s + τ ) ds
)
−Λ−1/2 sin(2Λ1/2t)
( t∫
0
q(s + τ ) cos(2Λ1/2s) ds
)
+O(Λ−1). (24)
Substituting (24) into Theorem 5 and using reversion we complete the proof. ✷
Theorem 6. Let q(t) be a real-valued integrable function on [0,π]. If ln =O(n−2)
then an, bn =O(n−2) as n→∞.
Proof. Let ln =O(n−2). It is O(n−1) as well. Hence an, bn =O(n−1) by Theo-
rem 1. Therefore F2(n, τ )=O(n−1) and (22) reduces to
Λ
1/2
n (τ )= (n+ 1)+ 1
(n+ 1)F1(n, τ )+O(n
−3).
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By a similar argument in Theorem 1 we complete the proof. ✷
Theorem 7. Let q(t) be a real-valued integrable function on [0,π]. If ln =O(n−2)
as n→∞ then q(t) is absolutely continuous almost everywhere.
Proof. It follows from Theorem 6 and Lemma 1. ✷
Corollary 3. As n→∞ the auxiliary eigenvalues of (5), as functions of τ , satisfy
Λ
1/2
n (τ )= (n+ 1)+ 1
(n+ 1)F1(n, τ )+
1
(n+ 1)2F2(n, τ )
+ 1
(n+ 1)3F3(n, τ )+O(n
−4) (25)
where F1(n, τ ) is given by (17), F2(n, τ ) is given by (23) and
F3(n, τ )=− 14(n+ 1)3π
π∫
0
q(t + τ )
×
[ t∫
0
q(s + τ ) ds −
t∫
0
q(s + τ ) cos(2(n+ 1)s)ds
]2
× cos(2(n+ 1)t)dt
+ 1
2(n+ 1)3π
π∫
0
q(t + τ )
( t∫
0
q(s + τ )
( s∫
0
q(l + τ ) dl
)
× sin(2(n+ 1)s)ds
)
sin
(
2(n+ 1)t)dt. (26)
Proof. From (12) for k = 2 we have
cos
(
2Θ3(t, τ )
)= cos(2Λ1/2t)+Λ−1/2 sin(2Λ1/2t)
( t∫
0
q(s + τ ) ds
)
−Λ−1/2 sin(2Λ1/2t)
( t∫
0
q(s + τ ) cos(2Λ1/2s) ds
)
− 1
2
Λ−1
( t∫
0
q(s + τ ) ds−
t∫
0
q(s + τ ) cos(2Λ1/2s) ds
)2
cos(2Λ1/2t)
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−Λ−1
( t∫
0
q(s + τ )
( s∫
0
q(l + τ ) dl
)
sin(2Λ1/2s) ds
)
sin(2Λ1/2t)
+O(Λ−3/2). (27)
Substituting (27) into Theorem 5, and using reversion we complete the proof. ✷
Theorem 8. Let q(t) be a real-valued integrable function on [0,π]. If ln =
O(n−3) then a1n, b1n =O(n−2) as n→∞.
Proof. Let ln =O(n−3). It is O(n−2) as well. Hence an, bn =O(n−2) by Theo-
rem 6. From this and Lemma 3 we observe that the terms involving F2(n, τ ) and
F3(n, τ ) in (25) are included in the error term. On the other hand, by Lemma 1
q(t) is absolutely continuous a.e. Hence using integration by parts we obtain that
F1(n, τ ) given by (17) becomes
F1(n, τ )= 14(n+ 1)π
π∫
0
q ′(t + τ ) sin(2(n+ 1)t)dt
= 1
8(n+ 1)
{
cos
(
2(n+ 1)τ )b1n+1 − sin(2(n+ 1)τ )a1n+1},
and therefore the auxiliary eigenvalues given by (25) become
Λ
1/2
n (τ )= (n+ 1)+ 18(n+ 1)2
×
{
cos
(
2(n+ 1)τ )b1n+1 − sin(2(n+ 1)τ )a1n+1}+O(n−4).
Now by a similar argument in Theorem 1 we complete the proof. ✷
Corollary 4. Let q(t) be a real-valued function on [0,π]. If ln = O(n−3) then
q ′(t) is absolutely continuous almost everywhere.
Proof. It follows from Theorem 8 and Lemma 1. ✷
Although the auxiliary eigenvalues of (5) are given in a compact form by
Theorem 5 with an error term O(n−(k+1)), it is inconvenient to compute the
eigenvalues for large k using this compact form, due to the cumbersome nature
of computations. Therefore we state the following asymptotic approximations
for the auxiliary eigenvalues of (5) with the boundary condition (6). These
approximations are derived in [2–4] where the method used to derive these
approximations is an exploitation of the well-known Riccati equation to Hill’s
equation.
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Theorem 9. We consider the differential equation (5) with the boundary condi-
tion (6), where q(t) is a real valued periodic function with period π , and has a
mean value zero. For some N  2, we assume that q(N−1)(t) exists and integrable
on [0,π]. Under these assumptions on q(t), auxiliary eigenvalues, as functions
of τ , satisfy:
(i) If N is even
Λ
1/2
n (τ )= (n+ 1)+ i
N/2∑
k=1
1
(n+ 1)2k−1π
π∫
0
α2k−1(t) dt
+ i
N−2
2N
1
(n+ 1)Nπ
π∫
0
q(N−1)(t + τ ) sin(2(n+ 1)t)dt
+ i
N−4
2N
1
(n+ 1)N+1π
π∫
0
q(N−1)(t + τ )
×
( t∫
0
q(s + τ ) ds
)
cos
(
2(n+ 1)t)dt
+ 1
(n+ 1)N+1π
π∫
0
α1(t)αN−1(t) dt
− 1
2
1
(n+ 1)N+1π
N−1∑
k=1
π∫
0
αk(t)αN−k(t) dt
+O(n−(N+2)) (28)
as n→∞.
(ii) If N is odd
Λ
1/2
n (τ )= (n+ 1)+ i
(N−1)/2∑
k=1
1
(n+ 1)2k−1π
π∫
0
α2k−1(t) dt
+ i
N−3
2n
1
(n+ 1)Nπ
π∫
0
q(N−1)(t + τ ) cos(2(n+ 1)t)dt
− 1
2
1
(n+ 1)Nπ
N−2∑
k=1
π∫
0
αk(t)αN−1−k(t) dt
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+ i
N−3
2N
1
(n+ 1)N+1π
π∫
0
q(N−1)(t + τ )
×
( x∫
0
q(t + τ ) dt
)
sin
(
2(n+ 1)t)dt
+O(n−(N+2)) (29)
as n→∞ where
α1(t)= 12i q(t), αn+1(t)= i
[
α′n(t)+
n−1∑
k=1
αk(t)αn−k(t)
]
for n= 1,2, . . . ,N − 1 and i =√−1.
Proof of Theorem 2. The result holds for k = 0,1 (Theorem 6 and Theorem 8,
respectively). Assume that the result holds for k = N − 1. We prove that it
also holds for k = N. Without loss of generality we take that N is even. Let
ln = O(n−(N+2)). It is also true that ln = O(n−(N+1)). Hence by the induction
assumption aN−1n , bN−1n = O(n−2) as n→∞. Therefore, q(N−1) is absolutely
continuous a.e. by Lemma 1, which implies that q(N) exists and integrable. Using
Theorem 9 we get that
Λ
1/2
n (τ )= (n+ 1)+∆
+ i
N−1
2N+1
1
(n+ 1)N+1π
π∫
0
q(N)(t + τ ) sin(2(n+ 1)t)dt
+ i
N−3
2N+1
1
(n+ 1)N+2π
π∫
0
q(N)(t + τ )
×
( t∫
0
q(s + τ ) ds
)
cos
(
2(n+ 1)t)dt
+O(n−(N+3)) (30)
as n→∞, where ∆ stands for the terms independent of τ in Theorem 9. Also
the last integral term on the right hand side of (30) is included in the error term by
Theorem 1. Therefore Eq. (30) reduces to
Λ
1/2
n (τ )= (n+ 1)+∆
+ i
N−1
2N+1
1
(n+ 1)N+1π
π∫
0
q(N)(t + τ ) sin(2(n+ 1)t)dt
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+O(n−(N+3))
= (n+ 1)+∆+ i
N−1
2N+2
1
(n+ 1)N+1
×
[
cos
(
2(n+ 1)τ )bNn+1 − sin(2(n+ 1)τ )aNn+1]
+O(n−(N+3)).
By a similar argument in Theorem 1, we conclude that aNn , bNn = O(n−2) as
n→∞. ✷
Proof of Theorem 3. It follows from Theorem 2 and Lemma 1. ✷
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