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MANIFOLD FITTING UNDER UNBOUNDED NOISE
By Zhigang Yao∗ and Yuqing Xia
National University of Singapore
There has been an emerging trend in non-Euclidean dimension
reduction of aiming to recover a low dimensional structure, namely a
manifold, underlying the high dimensional data. Recovering the man-
ifold requires the noise to be of certain concentration. Existing meth-
ods address this problem by constructing an output manifold based
on the tangent space estimation at each sample point. Although the-
oretical convergence for these methods is guaranteed, either the sam-
ples are noiseless or the noise is bounded. However, if the noise is un-
bounded, which is a common scenario, the tangent space estimation
of the noisy samples will be blurred, thereby breaking the manifold
fitting. In this paper, we introduce a new manifold-fitting method, by
which the output manifold is constructed by directly estimating the
tangent spaces at the projected points on the underlying manifold,
rather than at the sample points, to decrease the error caused by the
noise. Our new method provides theoretical convergence, in terms of
the upper bound on the Hausdorff distance between the output and
underlying manifold and the lower bound on the reach of the out-
put manifold, when the noise is unbounded. Numerical simulations
are provided to validate our theoretical findings and demonstrate the
advantages of our method over other relevant methods. Finally, our
method is applied to real data examples.
1. Introduction. Linearity has been viewed as a cornerstone in the
development of statistical methodology. For decades, prominent progress
in statistics has been made with regard to linearizing the data and the
way we analyze them. More recently, various kinds of high-throughput data
that share a high dimensional characteristic are often encountered. Although
each data point usually represents itself as a long vector or a big matrix, in
principle they all can be viewed as points on or near an intrinsic manifold.
Moreover, modern data sets no longer comprise samples of real vectors in
a real vector space but samples of much more complex structures, taking
values in spaces which are naturally not (Euclidean) vector spaces. We are
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2 Z. YAO AND Y. XIA
witnessing an explosion in the amount of “complex data” with geometric
structure and a growing need for statistical analysis of it utilizing the nature
of the data space.
The manifold hypothesis has been carefully studied in [7]. Here, we only
present several relevant examples to make sense of that hypothesis intu-
itively: the high dimensional data samples tend to lie near a lower di-
mensional manifold embedded in the ambient space. The classical Coil20
dataset[19], which contains images of 20 objects, may be taken as an ex-
ample. For each object, images are taken every 5 degrees as the object is
rotated on a turntable, and each image is of size 32 × 32. In this case, the
dimension of ambient space is the number of pixels, which is 1024, while
the latent intrinsic structure can be compactly described with the angle of
rotation. In addition to Coil20, such a structure occurs in many other data
collections. In seismology, two-dimensional coordinates of earthquake epi-
centers are located along a one-dimensional fault line. In face recognition,
high-dimensional facial images are controlled by lighting conditions [12] or
head orientations [14].
Given such data collection, a natural problem is to fit the manifold from
the data collection. Once the underlying manifold is learned, many types
of analysis can be carried out based on it, such as denoising the observed
samples by projecting them to the learned manifold [13], generating new
data samples from the manifold [22], classifying samples according to the
manifold [29], detecting fault lines for seismological purposes [28] etc. This
potential makes it significantly worthwhile to formulate the manifold fitting
problem, as follows.
Suppose the observed data samples {xi ∈ RD}Ni=1 are in the form
xi = yi + ξi,
where y1, · · · , yN are unobserved variables drawn from a distribution sup-
ported on the latent manifold M with dimension d < D, and ξ1, · · · ξN are
drawn from a distribution G. Generally, M is assumed to be a compact
and smooth sub-manifold embedded in the ambient space RD. The precise
conditions on M will be given in Section 2.1. The assumptions about the
noisy distribution G differ among the related work. The simplest assumption
is that the observed samples are noiseless [7, 18]. However, some literature
assumes that the noise is distributed in a bounded region centered at the
origin, which means the observed samples are located in a tube centered at
M [8]. Other literature, such as [10, 11, 6], assumes G to be the Gaussian
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distribution supported on RD, whose density at ξ is
(
1
2piσ2
)
D
2 exp(−‖ξ‖
2
2
2σ2
).(1.1)
The tail of the Gaussian distribution might make the theoretical analysis
more difficult than the previous two cases. In this paper, we are concerned
with the Gaussian assumption of noisy distribution, and let it be denoted by
Gσ to stress the deviation parameter σ hereafter. Under the above settings,
the goal of the manifold-fitting problem is to produce a manifold Mout
satisfying the following requirements:
• The Hausdorff distance between Mout and M, e.g. H(Mout,M), is
bounded above, with H(X,Y ) defined as
H(X,Y ) := max{sup
x∈X
inf
y∈Y
‖x− y‖2, sup
y∈Y
inf
x∈X
‖x− y‖2},(1.2)
for two subsets X and Y in Euclidean space. Generally speaking, the
Hausdorff distance measures the maximal difference betweenMout and
M.
• The reach ofMout is bounded below. The reach of a manifold is a value
defined as Definition 2.1 to roughly describe how curved a manifold
is. The reach approaches zero as the manifold becomes more curved.
This constraint therefore requires Mout to be sufficiently smooth.
1.1. Related work. Methodological studies for manifold fitting can be
traced back to works done a few decades earlier on the principal curve [15],
with every point on the principal curve/surface defined as the conditional
mean value of the points in the orthogonal subspace of the principal curve.
Based on [15], many other principal-curve algorithms, like [1, 25, 27], have
been proposed, attempting to achieve lower estimation bias and better ro-
bustness. Recently, [21] describes the principal curve in a seemingly dif-
ferent way but in a probabilistic sense. In [21], every point on the principal
curve/surface is the local maximum, not the expected value, of the probabil-
ity density in the local orthogonal subspace. This definition of the principal
curve/surface is formulated as a ridge of the probability density. Although it
has been demonstrated that these proposed methods give good estimation
in many simulated cases, they do not provide theoretical analysis for esti-
mating accuracy, nor the curvature of the output manifold in general cases,
with the exception of special cases such as elliptical distributions.
Until most recently, some works have focused on the theoretical analysis
for manifold fitting. In particular, [8] and [10] establish the upper bounds on
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the Hausdorff distance between the output and underlying manifold under
various noise settings, although they do not offer any practical estimators.
[9] proposes an estimator which is computationally simple, and whose con-
vergence is guaranteed. However, the conclusions hold only when the noise
is supported on a compact set. [11] focuses on the ridge of the probability
density introduced by [21], and proposes a convergent algorithm. It is worth
noting that the data in [11] was assumed to be blurred by homogeneous
Gaussian noise, which is more general than the assumption made in [9].
However, methods mentioned above are not guaranteed to output an actual
manifold of certain smoothness.
To overcome this issue, some works about manifold fitting have aimed to
determine how curved the output manifold is. In the spirit of [21] and [11],
[7] and [18] also took the ridge set into consideration, the former focusing
on theoretical analysis and the latter on practical algorithms. Specifically,
rather than using the probability density function, they both chose to work
with the approximate square-distance functions (asdf), and approximate
the underlying manifold by the ridge of the asdf. The theoretical bounds
for the manifold fitting have also been considered in [7] and [18], but for
only noiseless data; that is, as long as the asdf meets certain regularity
conditions, the researchers have shown that the output of the algorithm is
a manifold with bounded reach, and the output manifold is arbitrarily close
in Hausdorff to the underlying one.
To deal with manifold fitting with noise, [6] proposes a new approach to fit
a putative manifold under Gaussian noise. Strictly speaking, [6] requires that
the number of samples be bounded by eD. Under this constraint, the noise is
supported on a bounded set with high probability. With this, [6] could carry
out their analysis with the bounded noise. However, the constraint on the
number of samples makes the upper bound of H(Mout,M) bounded below
by a function of D. This indicates that the upper bound does not go to
zero even if available samples are enough and the variance of Gaussian noise
diminishes. Therefore, the theory on H(Mout,M) and the reach of Mout
is not essentially addressed when the support of noise is unbounded. This
potentially leaves room for the manifold-fitting problem, especially from the
theoretical side.
1.2. Motivation. In this paper, we attempt to bound H(Mout,M) and
the reach ofMout. Of the works mentioned previously, [18] and [6] are most
relevant to our work. Generally speaking, these two works estimate the un-
derlying manifold by small disks of radius r at every sample points and
merge these disks to output a manifold. As these two works did, we will
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Fig 1. A toy example to illustrate the methodologies in [18] (left panel) and [6] (right
panel). [18] focuses on noiseless data. Its key step is to estimate an asdf as the average
length of the red and blue solid lines in the left panel, and the output manifold is defined
as the ridge of the asdf. [6] deals with noisy data. The algorithm begins with subsampling,
and pi, pj represent the chosen samples from {xi}. Its key step is to estimate the bias from
x to M, as the black arrow shows in the right panel. The output manifold is then defined
as points whose biases are zeros.
make frequent use of the lower-cases c, c0, c1, etc. and upper-cases C,C0, C1
etc., throughout this paper. The lower-cases and upper-cases denote generic
constants less or greater than 1, whose values may change from line to line.
By constants, we mean they are independent on the bandwidth value r. In
this section, we illustrate these two methods geometrically in Figure 1.
The method of [18] focuses on noiseless data. Its key idea is to find a
function f(x) approximating the square distance from x to M. The output
manifold Mout is then given by the ridge set of f(x), that is, the set
{x : d(x,M) ≤ cr, Πhi
(
H(x)
)
∂f(x) = 0}.(1.3)
Throughout this paper, Πhi(A) denotes the projection onto the span of the
eigenvectors corresponding to the largest D−d eigenvalues of A. Specifically,
Πhi
(
H(x)
)
= VxV
T
x , Vx is a D × (D − d) matrix whose columns are the
eigenvectors corresponding to the largest D − d eigenvalues of the Hessian
matrix H(x) of f at x.
According to [18], f(x) can be estimated using local Principal Compo-
nents Analysis (PCA). In the left panel of Figure 1, the black curve is a local
part ofM, and x is a point offM. The dots xi and xj represent two samples
in the neighborhood of x denoted by Nx, with Nx = {z : ‖z − x‖2 ≤ r}.
For each sample xi ∈ Nx, we have the following notations. The red dash
line passing through xi represents a d-dimensional space that approximates
the tangent space of M at xi, denoted by TxiM. The orthogonal projec-
tion onto the red dash line is denoted by Πxi . fi(x) = ‖Πxi(x− xi)‖22 is the
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square-distance from x to the red dash line, i.e., the length of the red solid
line. Under the above settings, f(x) is designed to be
f(x) =
∑
i∈Ix
αi(x)fi(x),
where Ix = {i : xi ∈ Nx},
α˜i(x) = θ(
√
fi(x)/(2r)), α(x) =
∑
i
(α˜i(x)), αi(x) = α˜i(x)/α(x),
and θ(t) is the bump function satisfying θ(t) = 1 for t ≤ 1/4 and θ(t) = 0
for t ≥ 1.
It can be observed from Figure 1 that the length of the red solid line is
shorter than the distance between x andM. This indicates that f(x) is not
able to approximate the square distance well. This is mainly due to the fact
that Πxi does not estimate Πx∗ well, where x
∗ denotes the projection of x
to M.
The method proposed by [6] is illustrated in the right panel of Figure
1, where M and x have the same meaning as before. The method in [6] is
designed to deal with noisy data. Its key idea is to estimate the bias from
x to M for arbitrary x and define the output manifold as points with zero
bias.
Unlike the method of [18], which uses xi directly, the method of [6] involves
subsampling first. The authors chose X0 = {p1, · · · , pN0} ⊂ X as a minimal
cr2/d-net of X, with a constant c ≤ 1 and a given bandwidth parameter
r. The method of [6] requires N0 ≤ eD, which imposes a lower bound on r
implicitly. As the method of [6] proves H(Mout,M) ≤ O(r2), the Hausdorff
distance is also bounded below by a function of D. This means that it will
not tend to 0, for any data collection. Therefore, it is not possible to obtain
a good approximation of the manifold even if the sample is sufficient and
the noise goes away.
Like the method of [18], the method of [6] gives an estimator Πpi of Πp∗i
for each pi ∈ Nx, where p∗i denotes the projection of pi onto M. With this
method, Fi : Ui → RD is defined by Fi(x) = Πpi(x − pi), and the output
manifold consists of points x satisfying d(x,M) ≤ cr and
Πx
(∑
i∈Ix
αi(x)Fi(x)
)
= 0,(1.4)
with
Πx = Πhi(Ax), Ax =
∑
i∈Ix
αi(x)Πpi(1.5)
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Fig 2. A toy example is to illustrate that in our method, Πx, instead of Πxi or Πxj , is
used to estimate the projection onto the normal space of M at ΠMx. The black arrow is
the estimated bias from x to M based on Πx.
and
α˜i(x) = (1− ‖x− xi‖
2
2
r2
)d+2, α(x) =
∑
i
α˜i(x), αi(x) = α˜i(x)/α(x),
for any x satisfying ‖x− xi‖2 ≤ r and 0 otherwise.
It should be noted that the projection Πx on the left hand side of (1.4) is
independent of i and can therefore be moved into the summation. Thus, we
can rewrite the left-hand side of (1.4) as∑
i∈Ix
αi(x)(ΠxΠpi)(x− pi).
There is a strange successive projection of (x − pi), i.e., ΠxΠpi , in this for-
mula. The right panel of 1 illustrates this successive projection: (x − pi) is
first projected to the red arrow by multiplying Πpi and then projected again
to the black arrow by multiplying Πx. It is obvious that the red arrow is
shorter than the actual bias from x to M. As a projection onto the red
arrow, the black arrow is even shorter. Therefore, taking the black arrow as
the bias from x to M aggregates the approximating error.
1.3. Output manifold. As explained in the above section, theoretically,
neither [18] nor [6] is able to estimate the difference between x and M well
if Πxi does not estimate Πx∗ well. Fortunately, as an weighted average of
{Πxi}i∈Ix , it could be expected that Πx would give a better estimation of
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Πx∗ than any individual Πxi . In view of this, we introduce a new method in
this section to improve the performance of the above two methods.
Our basic idea is that a Riemannian manifold can be treated as a lin-
ear subspace locally, and therefore the difference between x and M can be
equivalently treated as the difference between x and Tx∗M. Thus, the key
to addressing such a difference is to give a better estimator to Tx∗M. To
find a linear subspace, two elements are required: the orthogonal projection
Π onto this subspace and one point x0 on this subspace. In short, we can
formulate the subspace using {x : Π(x− x0) = 0}.
As discussed above, Πx is a good estimator of the orthogonal projection
onto the normal space ofM at x∗. Under the assumption that a manifold can
be approximated well by a linear subspace locally, samples in Nx are located
close to Tx∗M, with the exception of noise. Therefore, a convex combination
of these samples is also located close to Tx∗M, with the exception of noise.
Thus, we can estimate x0 using
∑
i∈Ix αi(x)xi with some weighted functions{αi}i∈Ix . As a result, we get an estimator of Tx∗M as {x : f(x) = 0}, with
f(x) = Πx
(
x−
∑
i∈Ix
αi(x)xi
)
.(1.6)
In this paper, we take the αi : RD → R as follows:
α˜i(x) = (1− ‖x− xi‖
2
2
r2
)β, α(x) =
∑
i
α˜i(x), αi(x) = α˜i(x)/α(x),(1.7)
for any x satisfying ‖x − xi‖2 ≤ r and 0 otherwise, where β ≥ 2 is a fixed
integer guaranteeing f(x) in (1.6) to be derivable in second order.
For x off M, f(x) also estimates the bias from x to M, as the left-hand
side of (1.4) does. The black arrow in Figure 2 illustrates f(x). Compared
with the two panels in Figure 1, the black arrow in Figure 2 gives a better
estimator of the bias. This can be well supported by the direct projection
via multiplying Πx instead of Πxi . Based on this better f(x), we give the
output manifold as
Mout = {x : d(x,M) ≤ cr, f(x) = 0}.(1.8)
1.4. Dimension Reduction. In addition to manifold fitting, dimension re-
duction is another important branch in manifold learning. For completeness,
this section provides a brief review of this branch.
For the past two decades, there have been a series of dimension reduction
methods that try to explore the intrinsic structure of the data by finding its
lower-dimensional embedding. These methods, which are usually referred to
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collectively as manifold learning, are mostly focused on mapping the data
from the ambient space to a low-dimensional one. There are generally two
kinds of dimension reduction, linear or nonlinear, depending on whether the
underlying manifold is assumed to be linear or nonlinear. Of all these meth-
ods, the most used one that reduces the dimension of feature space is PCA.
To address features lying in a non-linear space (i.e., manifold), methods
such as Local Linear Embedding (LLE)[23], Isomap[26], MDS [4], Laplacian
eigenmaps[2], and LTSA[30] are preferred. These non-linear dimension re-
duction methods rely on spectral graph theory and find the low-dimensional
embedding by preserving the local properties of the data. A comprehensive
review is provided by [17].
Unlike manifold fitting, the outputs of most, if not all, dimension reduc-
tion methods are low-dimensional embeddings rather than the points in the
ambient space. For the applications listed at the beginning of this paper,
such as denoising and data generation, pure low-dimensional embeddings
are not enough. This makes manifold fitting quite an open and important
problem.
1.5. Main contribution. From a statistical viewpoint, the development
of a practical estimator with theoretical bounds satisfying the following re-
quirements simultaneously is urgently required:
• The support of noise is unbounded.
• The Hausdorff distance H(Mout,M) ≤ , where → 0, provided that
N →∞ and noise disappears.
• The reach of Mout is bounded below.
In this paper, we propose a novel output manifold to fit the underlying one
in the ambient space as {x : f(x) = 0} with f(x) defined in (1.6). Practi-
cally, such an output manifold can be achieved by solving the minimization
‖f(x)‖22 via gradient descent. This paper provides two main contributions,
the first being the theoretical analysis satisfying the above three require-
ments as follows:
• The noise is assumed to be drawn from the Gaussian distribution Gσ
defined in (1.1).
• The Hausdorff distance H(Mout,M) ≤ O(σ) given a large-enough
dataset. Thus, Mout converges to M for an increasingly large sample
size and diminishing noise.
• The reach ofMout is bounded below by the reach ofM multiplied by
a factor in the order of
√
σ.
The second important contribution of this paper is the performance of our
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estimator in practice. As illustrated in Figures 1 and 2, the bias from a
point x to M is approximated better than by the other two relevant meth-
ods. Numeric results in Section 4 demonstrate the improved performance,
which further suggests that our method outputs better manifolds than other
manifold-fitting methods.
1.6. Organization. The rest of the paper is organized as follows. In Sec-
tion 2, we study the function f defined in (1.6) and determine the properties
of its kernel space, and the first and second derivatives. In Section 3, we de-
rive the upper bound on H(Mout,M) and the lower bound on the reach of
Mout, using the inverse function theorem on f . Section 4 contains numeric
examples.
2. Theoretical Results of function f .
2.1. Content and notations. This and the next section will focus on the-
oretical analysis and will frequently make use of the following notations. For
a set A ⊂ RD and a point x ∈ RD, ΠAx denotes the projection of x onto A,
namely the nearest point in A to x. If there is no ambiguity, we might use
x∗ instead of ΠMx for simplicity. The distance between x and A, denoted
by d(x,A), is the Euclidean distance between ΠAx and x. The underlying
manifold M is supposed to be compact, d-dimensional, and twice differen-
tiable, with a reach bounded by τ . The concept reach is a measure of the
regularity of the manifold, first introduced by Federer [5] as follows:
Definition 2.1 (Reach). Let M be a closed subset of RD. The reach of
M, denoted by reach(M), is the largest number τ to have the property that
any point at a distance r < τ from M has a unique nearest point in M.
An important understanding of reach is that it is a differential quantity of
order two if the manifold is treated as a function. Specifically, if γ is an arc-
length parametrized geodesic of M, then for all t, ‖γ′′(t)‖ ≤ 1/τ according
to [20]. As a differential quantity of order two, it is easy to understand that
the reach describes how flat the manifold is locally. For example, the reach
of a sharp cusp is zero, and the reach of a linear subspace is infinite. Thus,
it is natural that the reach measures how close a manifold is to the tangent
space locally. The following proposition by [5] explains this phenomenon:
Proposition 2.1.
reach(M)−1 = sup{2d(y, TxM)‖x− y‖22
|x, y ∈M, x 6= y}(2.1)
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We emphasize that if reach(M) > 0, the error betweenM and TxM at y
is of a higher order than ‖x−y‖2. Thus, in a small-enough neighbor of x, we
can estimateM by TxM with ignorable error. Based on this observation, it
is reasonable to estimate the bias from x toM by the bias from x to Tx∗M,
as mentioned in Section 1.3.
With our method, the size of the neighborhood is controlled by the pa-
rameter r, which is decided according to the variance of noise, namely σ in
(1.1). Specifically, we choose r < 1 in the order of
√
στD1/4. Without loss
of generality, we suppose σ < 1 throughout the paper, or the data could be
rescaled to make such a claim hold.
For completeness, we formulate the definition of Hausdorff distance as
follows. This is one of the most commonly used metrics for assessing the
accuracy of estimators.
Definition 2.2 (Hausdorff distance). Given two sets X and Y , the
Hausdorff distance between X and Y , denoted by H(X,Y ) is
H(X,Y ) := max{sup
x∈X
inf
y∈Y
‖x− y‖2, sup
y∈Y
inf
x∈X
‖x− y‖2}.(2.2)
Here, we cite some useful results of matrix analysis:
Lemma 2.1. Let Λ, Λˆ ∈ Rn×n be symmetric, with eigenvalues λ1 ≥ · · · ≥
λn and λˆ1 ≥ · · · λˆn respectively. Let 1 ≤ d ≤ n and assume λd > 0, λd+1 = 0.
Let U , Uˆ ∈ Rn×d be eigenvectors corresponding to the first d eigenvalues of
Λ and Λˆ respectively. Then
(1) ‖ sin θ(Uˆ , U)‖F ≤ 2‖Λˆ−Λ‖Fλd by Davis-Kahan sin θ theorem,
(2) ‖UUT −Uˆ UˆT ‖2F = 2‖ sin θ(Uˆ , U)‖2F , ‖UUT −Uˆ UˆT ‖2 = ‖ sin θ(Uˆ , U)‖2
Lemma 2.2 (Theorem 21 in [18]). Let Λ1, · · · ,Λk be i.i.d. random pos-
itive semidefinite d × d matrices with expected value E[Λi] = M  µI and
Λi  I. Then for all  ∈ [0, 1/2],
P
[1
k
k∑
i=1
Λi /∈ [(1− )M, (1 + )M ] ≤ 2D exp
{−2µk
2 ln 2
}
.
Next, we will show some probability results under the assumption that
xi = yi + ξi, i = 1, · · · , N,
y1, · · · , yN are uniformly drawn from the latent manifoldM, and ξ1, · · · , ξN
are i.i.d. drawn from the distribution Gσ defined in (1.1).
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Proposition 2.2. For a point x satisfying d(x,M) ≤ cr, there exist
constants c0 and c
′
0 such that
(1) α˜(x) is bounded below by c0|Ix|, with probability 1− C/
√|Ix|
(2) α˜(x) is bounded below by a constant c′0 with probability O(Nrd).
According to the proof of Proposition 2.2 (see Appendix 6.1), we deter-
mine that ‖xi − x‖2 ≤ r, or equivalently, i ∈ Ix with probability no less
than crd. Thus, whether i ∈ Ix can be treated as a Bernoulli distribution
with the expectation of crd. Applying the Berry-Esseen theorem to the N
Bernoulli trials, there exists c′ < 1 such that |Ix| ≥ c′rdN with probability
1 − C/√N . Hence, for any small δ, there is a large enough N in the order
of r−d such that Proposition 2.2 holds with probability 1− δ.
Due to the Gaussian noise and the large sample size N , there exist several
samples that are far away from the underlying manifold with high probabil-
ity. This makes it more difficult to bound H(M,Mout) under the Gaussian-
noise assumption than under the bounded-noise assumption. However, the
weighted averages of a certain number of samples are concentrated around
the underlying manifold, which addresses the noise issue. This fact is theo-
retically described by the following proposition:
Proposition 2.3. Suppose ξ ∼ N(0, σ2ID); then we have, for any pos-
itive integer k:
(1) E(‖ξ‖k2) = C1σk
(2) Var(‖ξ‖k2) = C2σ2k
(3) E
(‖ξ‖k2 − E(‖ξ‖k2))3 = C3σ3k
(4) ‖ξi‖k2 and ‖ξj‖k2 are independent if ξi and ξj are independent,
where C1, C2, and C3 are three constants depending on D and k.
Appendix 6.1 may be referred to for detailed proof. Let ξ1, · · · , ξn be
n i.i.d. random vectors drawn from N(0, σ2ID). Then ‖ξ1‖k2, · · · , ‖ξn‖k2 are
i.i.d. random variables drawn from a distribution whose expectation is E(‖ξ‖k2)
and variance is Var(‖ξ‖k2). Using the Berry-Essen Theorem, the cumulative
distribution function of the variable
(
n∑
i=1
αi‖ξi‖k2 − E(‖ξ‖k2)) / (C1/22 σk
√√√√ n∑
i=1
α2i )
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denoted by Fn satisfies
|Fn(t)− Φ(t)| ≤ C0ρ
∑n
i=1 α
3
i
σ3k(
∑n
i=1 α
2
i )
3/2
= C ′0
∑n
i=1 α
3
i
(
∑n
i=1 α
2
i )
3/2
≤ C ′0
√√√√ n∑
i
α2i ,
where Φ is the cumulative distribution function of standard normal distribu-
tion, ρ is the third moment of ‖ξ‖k2, which is in the order of σ3k according to
Proposition 2.3(3), and the last inequality holds in accordance with Jensen’s
inequality.
Recalling Proposition 2.2(1) and the definition of αi in (1.7), αi ≤ 1/α˜ ≤
C/n with probability 1 − C/√n, which implies |Fn(t) − Φ(t)| ≤ C/
√
n. So
C depends on D, k, and δ such that
n∑
i=1
αi‖ξi‖k2 ≤ Cσk,(2.3)
with probability 1 − δ − C0/
√
n. Specifically, if {ξi} are noisy components
of {xi : i ∈ Ix}, we could obtain a sufficiently large n = |Ix| by increasing
the sample size N , since |Ix| = O(rdN), as mentioned above. We therefore
have the following corollary:
Corollary 2.1. Suppose {ξi} are the noisy components of {xi : i ∈ Ix}.
For any δ, there exist constants C and C ′ such that if N = C ′r−d, then (2.3)
holds with probability 1− δ.
2.2. A bound on Πxi. Let x be a point near M, x∗ = ΠMx, and Π∗x∗
be the orthogonal projection onto the normal space at x∗. For this, a key
point is to evaluate the error ‖Πx − Π∗x∗‖F . To achieve this, we first study
the projection Πxi , an estimated projection onto the normal space at ΠMxi
in this section.
To make the notations clear, we replace xi with z and Πxi with Πz. Figure
3 illustrates the variables used for the discussion of Πz and the related proof.
The dot z is an observed noisy point of the manifold M, whose projection
onto M is denoted by z∗. The blue ball is Nz, centered at z with radius r.
The dot zi is a noisy sample in Nz satisfying zi = yi+ ξi, z
∗
i = ΠMzi, and pi
is the projection of zi onto Tz∗M. Let Iz be the indices of zi’s located in the
blue ball, that is, ‖zi − z‖2 ≤ r, and let |Iz| be the size of Iz. The subspace
T is the translation of Tz∗M passing z, and p′i is the projection of zi onto
T .
Setting U as the basis of Tz∗M, U then consists of the eigenvectors cor-
responding to the d largest eigenvalues of 1|Iz |
∑
i∈Iz(pi − z∗)(pi − z∗)T . Let-
ting Π∗z∗ denote the orthogonal projection onto the normal space of z∗,
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Fig 3. Diagram of variables used for the discussion of Πz.
then Π∗z∗ = U⊥UT⊥ , with U⊥ the orthogonal complement of U . Πz is ob-
tained by local PCA to estimate Π∗z∗ : Applying eigen-decomposition to
1
|Iz |
∑
i∈Iz(zi − z)(zi − z)T and letting V and V⊥ be the eigenvectors cor-
responding to the d and (D − d) largest eigenvalues, Πz is obtained by
Πz = V⊥V T⊥ . We evaluate Πz by bounding
‖Πz −Π∗z∗‖F = ‖V⊥V T⊥ − U⊥UT⊥‖F = ‖V V T − UUT ‖F .
According to Lemma 2.1, the upper bound on
‖ 1
Nz
(∑
i∈Iz
(zi − z)(zi − z)T −
∑
i∈Iz
(pi − y)(pi − y)T
)‖F ,
and the lower bound on the difference between the d-th and (d + 1)-th
eigenvalues of 1|Iz |
∑
i∈Iz(pi−z∗)(pi−z∗)T are required. We derive these two
bounds in the following Lemma 2.3 and Lemma 2.4:
Lemma 2.3. With high probability,
‖ 1|Iz|
(∑
i∈Iz
(zi − z)(zi − z)T −
∑
i∈Iz
(pi − z∗)(pi − z∗)T
)‖F ≤ C(rρ+ ρ2),
where ρ = (r+‖z−z
∗‖2+σ)2
τ + σ + ‖z − z∗‖2.
Lemma 2.4. The difference between the d-th and (d+ 1)-th eigenvalues
of 1|Iz |
∑
i∈Iz(pi − z∗)(pi − z∗)T is bounded below by
λd − λd+1 ≥ C (r
2 − ‖z − z∗‖22)
d+2
2
rd
,
with high probability.
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Combining Lemma 2.3 and 2.4, we can obtain the following theorem using
Lemma 2.1:
Theorem 2.1. The difference between Πz and Π
∗
z∗ is bounded by
‖Πz −Π∗z∗‖F ≤ C
( r
τ
+
r2
τ2
+
‖z − z∗‖2
r
+
‖z − z∗‖22
r2
)(
1 +
‖z − z∗‖22
r2
) d+2
2
with high probability.
Proof. Using Lemma 2.1, we have
‖Πz −Π∗z∗‖F ≤
2‖ 1|Iz |
(∑
i∈Iz(zi − z)(zi − z)T −
∑
i∈Iz(pi − z∗)(pi − z∗)T
)‖F
λd − λd+1
≤ C
(
r3
τ +
r4
τ2
+ r‖z − z∗‖2 + ‖z − z∗‖22
)
rd
(r2 − ‖z − z∗‖22)
d+2
2
= C
( r
τ
+
r2
τ2
+
‖z − z∗‖2
r
+
‖z − z∗‖22
r2
)(
1 +
‖z − z∗‖22
r2
) d+2
2
It should be noted that if the data samples are noiseless, that is ‖z−z∗‖2 =
0, Lemma 2.3, Lemma 2.4, and Theorem 2.1 are reduced to Theorem 22 in
[18].
2.3. A bound on f(x). This section discusses how f(x) approximates
the bias from x to M. This is done by calculating ‖f(x)‖2 for x ∈ M. If
f approximates the bias well, such ‖f(x)‖2 should be bounded above by
a small value with x ∈ M. This bound is derived from ‖Πx − Π∗x∗‖F and
the distance d(
∑
i∈Ix)αi(x)xi,M). To begin, we consider ‖Πx −Π∗x∗‖F and
related propositions. Analogically to Π∗x∗ , we use Π∗y to denote the orthogonal
projection onto the normal space at y ∈M throughout this paper.
Proposition 2.4. Suppose x and y are two points onM satisfying ‖x−
y‖2 ≤ r; then
‖Π∗x −Π∗y‖F ≤ C
r
τ
.(2.4)
Appendix 6.1 may be referred to for the proof. Recalling Ix = {z : ‖x −
z‖2 ≤ r}, Ax =
∑
i∈Ix αi(x)Πxi and Πx = Πhi(Ax), we have the following
theorem to evaluate Πx:
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Theorem 2.2. If d(x,M) ≤ Cr, then
‖Πx −Π∗x∗‖F ≤ C
r
τ
.
Proof.
‖Ax −Π∗x∗‖F = ‖
∑
i∈Ix
αi(x)(Πxi −Π∗x∗i ) +
∑
i
αi(x)(Π
∗
x∗i
−Π∗x∗)‖F
≤
∑
i∈Ix
αi(x)‖Πxi −Π∗x∗i ‖F +
∑
i∈Ix
αi(x)‖Π∗x∗i −Π
∗
x∗‖F
Applying Theorem 2.1 and (2.3) to the first term on the right-hand side, we
get ∑
i∈Ix
αi(x)‖Πxi −Π∗x∗i ‖F ≤ C
r
τ
with high probability. As for the second term,∑
i∈Ix
αi(x)‖Π∗x∗i −Π
∗
x∗‖F ≤
C
τ
∑
i∈Ix
αi(x)‖x∗i − x∗‖2
≤ C
τ
∑
i∈Ix
αi(x)
(‖x∗i − xi‖2 + ‖xi − x‖2 + ‖x− x∗‖2)
≤ C r
τ
+
C
τ
∑
i∈Ix
αi(x)‖x∗i − xi‖2
≤ C r
τ
+
C
τ
∑
i∈Ix
αi(x)‖ξi‖2 ≤ C r
τ
.
Since Πx is the the closest (D − d)-rank projection matrix to Ax, we have
‖Πx −Ax‖F ≤ ‖Ax −Π∗x∗‖F ≤ C
r
τ
.
Hence
‖Πx −Π∗x∗‖F ≤ ‖Πx −Ax‖F + ‖Ax −Π∗x∗‖F ≤ C
r
τ
.
Theorem 2.3. Suppose x ∈M, ‖f(x)‖2 ≤ C r2τ .
Proof. It is obvious that x = x∗ when x ∈M; thus we use x instead of
x∗ in the following discussion for convenience. First, we bound the distance
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between
∑
i∈Ix αi(x)xi and TxM. By definition,
d(
∑
i∈Ix
αi(x)xi, TxM) = ‖Π∗x(
∑
i∈Ix
αi(x)xi − x)‖2
≤
∑
i∈Ix
αi(x)‖Π∗x(xi − x)‖2
≤
∑
i∈Ix
αi(x)‖xi − x∗i ‖2 +
∑
i∈Ix
αi(x)‖Π∗x(x∗i − x)‖2
≤
∑
i∈Ix
αi(x)‖ξi‖2 +
∑
i∈Ix
αi(x)
‖x∗i − x‖22
τ
≤ C1σ + C2
∑
i∈Ix
αi(x)
(‖x∗i − xi‖2 + ‖xi − x‖2)2
τ
≤ C1σ + C2 (σ + r)
2
τ
≤ C r
2
τ
.
We let a =
∑
i∈Ix αi(x)xi and b be the projection of a onto TxM. Then, we
have
‖a− b‖2 = ‖Π∗x(a− b)‖2 = d(
∑
i∈Ix
αi(x)xi, TxM) ≤ C r
2
τ
.
According to the definition of f(x),
f(x) = Πx(x− a) = Π∗x(x− b) + (Πx −Π∗x)(x− b) + Π∗x(b− a),
where Π∗x(x− b) = 0, since x = x ∈ TxM and b ∈ TxM. Hence, we obtain
‖f(x)‖2 ≤ ‖Πx −Π∗x‖F
(‖x− a‖2 + ‖a− b‖2)+ ‖Π∗x(a− b)‖2
≤ C1 r
τ
× (r + r
2
τ
) + C2
r2
τ
≤ C r
2
τ
.
2.4. A bound on the first derivative of f(x). We now proceed to obtain
an upper bound on ‖∂vf(x)‖2 with ‖v‖2 = 1, where
∂vf(x) = lim
t→0
f(x+ tv)− f(x)
t
,
for any v ∈ RD. The derivation in this section is under the conditions
d(x,M) ≤ Cr and r = O(√σ). We rewrite (1.6) as
f(x) = Πx
∑
i∈Ix
αi(x)(x− xi),(2.5)
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and calculate the first derivative of f(x) as
∂vf(x) =
∑
i∈Ix
αi(x)Πx
(
(∂v(x− xi)
)
+
∑
i∈Ix
αi(x)(∂vΠx)(x− xi)
+
∑
i∈Ix
(∂vαi(x))Πx(x− xi).
(2.6)
We deal with the three terms one by one. First,∑
i∈Ix
αi(x)Πx
(
(∂v(x− xi)
)
=
∑
i∈Ix
αi(x)Πxv = Πxv.
To bound the second term of (2.6), we proceed to bound ‖∂vΠx‖F . In ac-
cordance with (26) of [6], we obtain the relationship between ‖∂vΠx‖F and
‖∂vAx‖F as follows:
‖∂vΠx‖2 ≤ 8‖∂vAx‖2
= C‖
∑
i
∂vαi(x)
(
(Πxi −Π∗x∗i ) + (Π
∗
x∗i
−Π∗x∗)
)
+ Π∗x∗
(
∂v
∑
i
αi(x)
)‖2
≤ C
∑
i
|∂vαi(x)|‖Πxi −Π∗x∗i ‖F +
C
τ
∑
i
|∂vαi(x)|‖x∗i − x∗‖2 + 0
≤ C
∑
i
|∂vαi(x)|‖Πxi −Π∗x∗i ‖F +
C
τ
∑
i
|∂vαi(x)|(‖xi − x∗i ‖2 + 2r)
≤ C‖(∂vαi(x))i∈Ix‖2‖(‖Πxi −Πx∗i ‖F )i∈Ix‖2
+
C
τ
‖(∂vαi(x))i∈Ix‖2‖(‖xi − x∗i ‖2 + 2r)i∈Ix‖2
≤ C r
τ
‖(∂vαi(x))i∈Ix‖2|Ix| 12 ,
where the second to the last inequality holds by Cauchy-Schwarz inequality
and ‖(∂vαi(x))i∈Ix‖2 is bounded above in Lemma 2.5.
Lemma 2.5. For β ≥ 2,
‖(∂vαi(x))i∈Ix‖2 ≤ Cr |Ix|− 12 .
Lemma 2.5 is proved in Appendix 6.3. Based on this, we obtain
‖∂vΠx‖F ≤ 8‖∂vAx‖2 ≤ C
τ
.(2.7)
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Therefore, the second term of (2.6) is bounded as
‖
∑
i
αi(x)(∂vΠx)(x− xi)‖ ≤
∑
i
αi(x)‖∂vΠx‖‖x− xi‖ ≤ C r
τ
.
As for the last term in (2.6), we have
‖
∑
i
∂vαi(x)Πx(x− xi)‖2 ≤ ‖
∑
i
∂vαi(x)Πx(x
∗ − x∗i )‖2
+ ‖(Πx(x− x∗))
∑
i
∂vαi(x)‖2
+ ‖
∑
i
∂vαi(x)Πx(x
∗
i − xi)‖2
= ‖
∑
i
∂vαi(x)Πx(x
∗ − x∗i )‖2 + 0
+ ‖
∑
i
∂vαi(x)Πx(x
∗
i − xi)‖2,
where
‖
∑
i∈Ix
∂vαi(x)Πx(x
∗ − x∗i )‖2 ≤
∑
i∈Ix
|∂vαi(x)|‖Πx(x∗i − x∗)‖2
≤ ‖(∂vαi(x))i∈Ix‖2‖(‖Πx(x∗i − x∗)‖)i∈Ix‖2 ≤ C rτ
and
‖
∑
i∈Ix
∂vαi(x)Πx(x
∗
i − xi)‖2 ≤
∑
i∈Ix
|∂vαi(x)|‖Πx(x∗i − xi)‖2
≤ ‖(∂vαi(x))i∈Ix‖2‖(‖Πx(x∗i − xi)‖)i∈Ix‖2 ≤ C rτ
based on
‖Πx(x∗i − x∗)‖2 ≤ ‖Πx −Π∗x∗‖2‖x∗i − x∗‖2 + ‖Π∗x∗(x∗i − x∗)‖2
≤ C r
τ
× r + C ‖x
∗
i − x∗‖22
τ
≤ C r
2
τ
,
where the second inequality holds via Theorem 2.2 and Proposition 2.1.
The above bounds amount to the bound on the first derivative, that is,
‖∂vf(x)−Πxv‖2 ≤ C r
τ
.(2.8)
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2.5. A bound on the second derivative of f(x). We now proceed to obtain
an upper bound on ‖∂v
(
∂uf(x)
)‖2 with ‖v‖2 = ‖u‖2 = 1, again using the
conditions r = O(
√
σ) and d(x,M) ≤ Cr. Letting G(x) = ∑i∈Ix αi(x)(x−
xi), we obtain the following bound on the second derivative of f(x) as
‖∂v
(
∂uf(x)
)‖2 ≤ ‖(∂v∂uΠx)G(x)‖2 + ‖(∂vΠx)(∂uG(x))‖2
+ ‖(∂uΠx)(∂vG(x))‖2 + ‖Πx(∂v∂uG(x))‖2.
(2.9)
The following proof is based on Lemma 2.6, which is proved in Appendix
6.3.
Lemma 2.6. For β ≥ 2
‖(∂v∂uαi(x))i∈Ix‖2 ≤ Cr2 |Ix|− 12 .
For the first term, we have
‖∂v∂uΠx‖F ≤ C
(‖∂vAx‖F ‖∂uAx‖F + ‖∂v∂uAx‖F )
≤ C
τ2
+ C
∑
i
|∂v∂uαi(x)|
(‖Πxi −Πx∗i ‖F + ‖Πx∗i −Πx∗‖F )
+ C‖Πx∗
(
∂v∂u
∑
i
αi(x)
)‖F
≤ C
τ2
+ C‖(∂v∂uαi(x))i∈Ix‖2(‖(‖Πxi −Πx∗i ‖F )i∈Ix‖2
+ ‖( r
τ
)
i∈Ix‖2 + ‖
(‖xi − x∗i ‖2
τ
)
i∈Ix‖2
)
+ 0
≤ C
τ2
+ (
C
r2
|Ix|− 12 )× ( r
τ
|Ix| 12 ) ≤ C
rτ
,
where the last inequality holds by Lemma 2.6, and therefore
‖(∂v∂uΠx)G(x)‖2 ≤ C
rτ
× r = C
τ
.(2.10)
For the second and third terms,
‖∂vG(x)‖2 = ‖v +
∑
i
∂vαi(x)(xi − x1) +
(∑
i
∂vαi(x)
)
x1‖2
≤ 1 + ‖(∂vαi(x))i∈Ix‖2‖(2r)i∈Ix‖2
≤ 1 + (C
r
|Ix|− 12 )× (2r|Ix| 12 ) = 1 + C,
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and by (2.7) we obtain
‖(∂vΠx)(∂uG(x))‖2 ≤ C
τ
, ‖(∂uG(x))(∂vΠx)‖ ≤ C
τ
.
For the fourth term, we have
‖Πx(∂v∂uG(x))‖2
≤‖Πx
∑
i
(∂v∂uαi(x))xi‖
≤‖Πx‖|
∑
i
|∂v∂uαi(x)|‖xi − x∗i ‖|+ |
∑
i
|∂v∂uαi(x)|‖Πx(x∗i − x∗)‖|+ 0
≤‖(∂v∂uαi(x))i∈Ix‖2(‖(‖xi − x∗i ‖)i∈Ix‖2 + ‖(‖Πx(x∗i − x∗)‖)i∈Ix‖2)
≤(C
r2
|Ix|− 12
)× (r2
τ
|Ix| 12
)
=
C
τ
In summary,
‖∂v∂uf(x)‖2 ≤ C
τ
.(2.11)
3. Bounds for H(Mout,M) and reach(Mout). In this section, we
boundH(Mout,M) and reach(M) based on the bounds of ‖f(x)‖2, ‖∂vf(x)‖2,
and ‖∂v∂uf(x)‖2.
Theorem 3.1. The output manifold Mout defined in (1.8) satisfies
H(Mout,M) ≤ C r
2
τ
with high probability.
Proof. For any x ∈Mout, we let Vx ∈ RD×(D−d) denote the orthonormal
matrix such that Πx = VxV
T
x , and let Ux denote the orthogonal complement
of Vx. Then, we define
F (z) = f(x) + UxU
T
x z.
Let x∗ be the projection of x ontoM, as done previously, Π∗x∗ = V∗V T∗ , and
U∗ be the orthogonal complement of V∗. The difference ‖F (x∗)−F (x)‖2 can
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be evaluated as
‖F (x∗)− F (x)‖2
=‖f(x) + UxUTx x− f(x∗)− UxUTx x∗‖2
≤‖f(x∗)‖2 + ‖(UxUTx − U∗UT∗ )(x− x∗)‖2 + ‖U∗UT∗ (x− x∗)‖2
≤‖f(x∗)‖2 + ‖Πx −Π∗x∗‖F ‖x− x∗‖2 + ‖U∗UT∗ (x− x∗)‖2
≤Cr2/τ
The last inequality holds because ‖f(x∗)‖2 ≤ Cr2/τ via Theorem 2.3, ‖Πx−
Π∗x‖F ≤ Cr/τ via Theorem 2.2, ‖x − x∗‖ ≤ r via the definition of Mout,
and U∗UT∗ x = U∗UT∗ x∗, since x∗ is the projection of x onto Tx∗M.
The Jacobian matrix of F at x, denoted by JF (x), is
JF (x) = Jf (x) + UxU
T
x = ID +
(
Jf (x)−Πx
)
.
In accordance with the definition of ∂vf(x) and ‖∂vf(x)−Πxv‖2 ≤ C rτ ,
Jf (x)−Πx =
(
∂e1f(x), · · · , ∂eDf(x))−
(
Πxe1, · · · ,ΠxeD
)
,
where ei is the i-th column of ID. Thus, the length of the i-th column of
Jf (x)−Πx, that is, ∂eif(x)−Πxei, is less than C rτ . Hence,
JF (x) = ID +O(
r
τ
),
which means that JF (x) approximates ID and JF (x) is invertible. Moreover,
‖JF (x)‖F ≤ C(1 + rτ ) and its inversion is ‖J−1F (x)‖F ≤ C(1 + rτ ).
The changing rate of JF can also be bounded as follows: supposing x
′ and
x′′ are two arbitrary points, we have
‖JF (x′)− JF (x′′)‖F = ‖Jf (x′)− Jf (x′′)‖F ≤ C
τ
‖x′ − x′′‖2
by the upper bound on the second derivative of f(x).
Based on the discussions of ‖F (x)−F (x∗)‖2 ≤ Cr2/τ , JF (x), and ‖JF (x′)−
JF (x
′′)‖F , we could bound ‖x−x∗‖2 via Theorem 2.9.4 (the inverse function
theorem) in [16]. Specifically,
‖x− x∗‖2 ≤ Cr2/τ.
Since x is arbitrary in Mout, we obtain H(Mout,M) ≤ Cr2/τ .
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For a point x ∈ Mout, we construct a function g(z) : RD → RD−d to
bound reach(Mout), per
g(z) = V Tx f(z),(3.1)
where Vx is the factor of Πx mentioned previously. As shown in the following
proposition, {z : g(z) = 0} and {z : f(z) = 0} decide the same set in the
neighborhood of x.
Proposition 3.1. For ‖z − x‖2 ≤ rτ , g(z) = 0 if and only if f(z) = 0.
This proposition is proved based on the fact that
‖Πx −Πz‖F ≤ ‖Πx −Π∗x∗‖F + ‖Π∗x∗ −Π∗z∗‖F + ‖Π∗z∗ −Πz‖F ≤ Cr,(3.2)
which is derived from Proposition 2.4 and Theorem 2.2. The upper bound
on ‖Πx −Πz‖F implies Vx ≈ Vz, and therefore g(z) ≈ V Tz G(z). Noting that
‖V Tz G(z)‖2 = ‖f(z)‖2, Proposition 3.1 holds. The detailed proof may be
found in Appendix 6.1.
Theorem 3.2. The output manifold Mout defined in (1.8) satisfies
reach(Mout) ≥ crτ
with high probability.
Proof. Let x and z be two points onMout, and TxMout be the tangent
space to Mout at x. To prove reach(Mout) ≥ crτ is equivalent to proving
‖z − x‖22
2d(z, TxMout) ≥ rτ(3.3)
via Proposition 2.1. The proof is conducted with ‖z−x‖2 > rτ and ‖z−x‖2 ≤
rτ respectively. First, when ‖z − x‖2 > rτ , (3.3) holds because ‖z − x‖2 ≥
d(z, TxMout).
Second, when ‖z− x‖2 ≤ rτ , we set the first d coordinates corresponding
to Ux and the last D − d coordinates corresponding to Vx in the following
proof, which means V Tx = (0, ID−d). For g(z) defined in (3.1),
Jg(z) = V
T
x Jf (z)
= V Tx (Jf (z)−Πz) + V Tx (Πz −Πx) + V Tx Πx.
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Algorithm 1: Project p onto {x : f(x) = 0}
Input: a point p, and a derivative function f , a tolerance , and the maximal number
of iteration T .
Output: projection p˜ of p onto {x : f(x) = 0}.
1: (1) Set p˜ = p.
2: (2) Calculate the gradient g(·) of ‖f(·)‖22 at the point p˜, and take a step in this
direction to update p˜.
3: (3) Repeat step (2) until the tolerance condition ‖f(p˜)‖22 ≤  or the maximal
iteration T is met.
With V Tx Πx = V
T
x = (0, ID−d) in the current coordinate system, ‖Jf (z) −
Πz‖F ≤ Cr/τ and ‖Πz−Πx‖F ≤ Cr in accordance with (3.2). We therefore
obtain
‖Jg(z)− (0, ID−d)‖F ≤ Cr.
Using Theorem 2.9.10 (the implicit function theorem) in [16], we obtain φ :
Rd → RD−d, satisfying g(ζ, φ(ζ)) = 0. That is, (ζ, φ(ζ)) maps ζ ∈ TxMout to
a point on the manifoldMout. Carrying out the first and second derivatives
on g(ζ, φ(ζ)), we obtain ‖∂vφ(ζ)‖2 ≤ Cr and ‖∂u∂vφ(ζ)‖2 ≤ C/τ (Lemma
6.1 in Appendix 6.4). We let ηx and ηz denote the first d coordinates of
x and z, respectively. Recalling that the first d coordinates correspond to
TxMout,
d(z, TxMout) = ‖φ(ηz)− φ(ηx)‖2
≤ Cr‖ηz − ηx‖2 + C
τ
‖ηz − ηx‖22
≤ Cr‖z − x‖2 + C
τ
‖z − x‖22 ≤ Cr2τ.
Thus, we arrive at reach(Mout) ≥ (r2τ2)/(Cr2τ) ≥ cτ .
4. Experiment Results. This section consists of two parts. The first
part provides numerical comparisons with the other methods mentioned in
Subsection 1.2. We implement relevant methods on several known mani-
folds, illustrate the output manifolds, and calculate the Hausdorff distances
between the output and underlying manifolds. In the second part, we focus
on real applications, and use our method to denoise facial images sampled
from a long video. The results of our method are then contrasted with those
of the other methods.
4.1. Simulation. As explained in Subsection 1.2 and 1.3, by removing
the unreliable Πxi and Πpi used in [18] and [6], one would expect better
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performance than from these two methods. To support this claim, we test
all three methods on three manifolds: a circle embedded in R2, a sphere em-
bedded in R3, and a torus embedded in R3, for the methods in [18] (marked
by km17), [6] (marked by cf18), and our method. To have a traceable com-
parison, all the tests are conducted in the following way, similar to that of
[18]:
• Sample N points from the underlying manifold, blur the points with
Gaussian noise defined in (1.1), and use the noisy dataX = [x1, · · · , xN ]
to implicitly construct output manifolds, per (1.3), (1.4), and (1.8) for
km17, cf18, and our method, respectively.
• Initialize a collection of points P = [p1, · · · , pN0 ] around the underlying
manifold.
• Project each pi to the constructed output manifolds via km17, cf18,
and our method, respectively. We will then obtain P˜ as the projection
of P for each method.
• Calculate the Hausdorff distance between each P˜ and M to estimate
the Hausdorff distance between the corresponding Mout and M.
As projections, points in P˜ lie on the correspondingMout, and H(P˜ ,M)
is a good estimation of H(Mout,M) when P˜ are dense enough. To project
a point p onto a manifold defined by {x : f(x) = 0}, we design algorithm
1. Taking f in algorithm 1 as (1.6), we could project p onto our output
manifold. It should be noted that the difficulty of calculating such a gra-
dient lies in calculating a gradient of orthogonal projection, which can be
addressed according to [24]. [18] suggested a subspace-constrained gradient
descent algorithm to project a point ontoMout constructed by km17. Thus,
we adopt this algorithm to implement km17 in this simulation. Although [6]
have not considered the issue, we implement their method too via algorithm
1, treating f as the one defined on the left-hand side of (1.4).
The details of this simulation are as follows: we uniformly sample 1000
points denoted by y1, · · · , y1000 from each target manifold and i.i.d. sample
ξ1, · · · , ξ1000 from a Gaussian distribution (1.1) with a given standard deriva-
tion σ. Then, the noisy data X = {xi}1000i=1 is constructed by xi = yi + ξi.
The initial points P are sampled from the tube centered at M with ra-
dius 12
√
σ
D , so that d(pi,M) ≤
√
σ for each pi. According to Theorem 3.1,
d(p˜i,M) ≤ O(σ), which means the output points should be much closer to
the underlying manifold than the initial points. Again, we take 1000 initial
points for each test, that is, N = N0 = 1000 in this simulation.
To implicitly construct the output manifolds, all the methods–km17, cf18,
and our method–require a bandwidth parameter r. According to the theo-
26 Z. YAO AND Y. XIA
Fig 4. Performances of km17 (left column), cf18 (middle column), and our method (right
column) when fitting a circle (top row), a sphere (middle row), and a torus (bottom row),
where black points represent points in P˜ (black dots) and red points represents their pro-
jections onto M.
retical analysis, r = O(
√
σ). So we take r = λ
√
σ in this simulation, where
λ is tuned in a large range for each method and each σ. All the results re-
ported in this section are the ones using the best λ. To enable r to be easily
calculated, we test σ = 0.01 and 0.04 in this section. In constructing α˜i(x),
our method requires β ≥ 2. We take β = d + 2 in the simulation, which is
same as [6] did.
Figure 4 illustrates the P˜ (black dots) and their projection onto M (red
dots) obtained by km17, cf18, and our method, respectively. The black dots
and red dots can be treated as the discretized versions of Mout and M
respectively. Thus, a larger overlap of the two sets of dots means the manifold
is better fitted. For the circle embedded in R2, we show the entire space in
the top row, while for the sphere and torus embedded in R3, we show the
view from the positive z axis in the second and third rows, respectively.
From Figure 4, we can tell that km17 obviously performs worse than the
other two methods. From the tops of the circle and the torus, and the left
edge of the sphere, we can observe that our method performs slightly better
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than cf18.
To confirm the outperformance of our method, we repeat each test for 20
trials, and list the results of H(P˜ ,M) using the different methods in Figure
5. Our method always outperforms the other two methods, especially when
we fit the sphere and torus. From Figure 5, H(M,Mout) = O(σ) for our
method, which supports Theorem 3.1.
ours cf18 km17
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Fig 5. The Hausdorff distance of fitting a circle (top row), a sphere (middle row), and
a torus (bottom row) with σ = 0.01 (left column) and σ = 0.04 (right column) using our
method, with cf18 and km17 respectively.
4.2. Facial image denoising. This subsection considers a concrete case–
denoising facial images selected from the video database in [14]. We select
1000 images of an individual turning his head around, and blur images via
Gaussian distribution with a different standard derivation σ. In this exper-
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iment, σ is set to be the average of all pixels in 1000 images multiplied by
ρ = 0.2, 0.3, or 0.4.
Fig 6. Performance of facial image denoising with ρ = 0.3. The first row consists of
original images, and the second row consists of blurred images. The third, fourth, and fifth
rows contain deblurred images using km17, cf18, and our method, respectively.
From the 1000 facial images, we select 5 with different head orientations.
The top row of Figure 6 exhibits these five original images, and the second
row of Figure 6 exhibits these five images blurred, with ρ = 0.3. The goal of
this experiment is to denoise these five blurred images by projecting them to
the manifold underlying the remaining 995 blurred images, which are treated
as the noisy samples. To achieve the denoising, we use km17, cf18, and our
method to construct the output manifold with the 995 noisy samples, and
project the five tested images to each output manifold. When the output
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manifold correctly fits the underlying one, projecting blurred images to the
output manifold denoises these facial images. In this experiment, we take
β = 2 for our method to construct α˜i(x). If cf18 uses α˜i(x) as [6] has
suggested, it would work very unsatisfactorily, because of using the over-
large power d+ 2 rather than β. Therefore, we take the same α˜i(x) for cf18
and our method to make the results comparable.
The last three rows of Figure 6 show the denoised images obtained by
km17, cf18, and our method, respectively. The first and third facial images
were not recovered by km17. Although the faces in the other three im-
ages obtained by km17 can be distinguished, they are still very noisy. Cf18
could not recover the third image either, although the other four images
obtained by cf18 are better than the ones obtained by km17. However, they
are still somewhat fuzzy, compared with the ones obtained by our method.
Our method recovered all the five faces, with the third face of much better
quality than the faces from km17 and cf18.
The results with the settings ρ = 0.2 or ρ = 0.4 are listed in Figure
7 and Figure 8 (Appendix 6.5). When we take ρ = 0.2, the results of all
three methods provide fairly good results. However, the results from km17
are somewhat noisy, with the obtained faces darker than the original ones.
When ρ = 0.4, km17 hardly recovers the faces and cf18 fails at the first and
third ones, but our method can still provide acceptable faces.
5. Discussion. We have proposed a new output manifold Mout to fit
data collection with Gaussian noise. The theoretical analysis ofMout has two
main components: (1) the upper bound of H(M,Mout), which guarantees
Mout approximatesM well, and (2) the lower bound of reach(Mout), which
guarantees the smoothness of Mout.
To clarify the contribution of this paper, we compared our theoretical re-
sults of H(M,Mout) to relevant works presented in [18] and [6]. All of these
three works aim to fit data collection by a manifold with bounded reach,
while the difference among these works lies in the assumption of noise. [18]
requires the data to be noiseless, which is the most strict assumption. As
mentioned in the Introduction, [6] essentially requires the noise of data to
be bounded, that is, the data collection X satisfying H(X,M) ≤ O(r2). If
the noise of data obeys a Gaussian distribution, the researchers would select
a subset from the entire dataset, assume the noise of the subset is bounded,
and implement their proof on this subset of data. However, their sample
selection step imposes a lower bound on r, and therefore the upper bound
of H(M,Mout) cannot tend to 0. This paper therefore proposes a method
to address the problem of Gaussian noise, which is commonly assumed but
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unsolved in relevant works. Different from the bounded noise, X with Gaus-
sian noise are not required to satisfy H(X,M) ≤ O(r2), which increases the
difficulty to conclude H(M,Mout).
According to the discussion in Subsection 1.2 and the experiment results,
our method could achieve smaller H(M,Mout) than the methods presented
in [18] and [6]. One possible reason is that we use the weighted average∑
i∈Ix αi(x)Πxi to estimate Π
∗
x∗ rather than use each Πxi separately. To
explain this claim, we consider the following expression∑
i∈Ix
αi(x)Πxi −Π∗x∗=
∑
i∈Ix
αi(x)(Πxi −Π∗x∗i )+
(∑
i∈Ix
αi(x)Π
∗
x∗i
−Π∗x∗
)
.(5.1)
For certain “symmetric” manifolds, the second term in the right hand side
of (5.1) might be much closer to zero matrix than (Π∗x∗i −Π
∗
x∗).
A circle may be considered as an example. Suppose x, x1, and x2 are
points on the circle satisfying x1 − x = x− x2; then, the average of orthog-
onal projections onto the normal spaces at x1 and x2 equals the orthogonal
projection onto the normal space at x, while the projection onto the nor-
mal space at x1 (or x2) differs from that at x with an error in the order of
‖x− x1‖2 (or ‖x− x2‖2).
This phenomenon illustrates that the average of {Πx∗i }i∈Ix approximates
Πx better than each Πx∗i for certain manifolds. We benefit from this fact by
using
∑
i∈Ix αi(x)Πxi to construct our output manifold, while [18] and [6]
use each Πxi separately instead. Characterizing the “symmetric” property
mentioned above and using this property in the methodology of manifold
fitting is an attractive and promising topic, and our work on it will continue.
6. Appendix.
6.1. Proof of Propositions.
Proof of Proposition 2.2. To show that α˜(x) is bounded below by
c0|Ix| is equivalent to showing that there exist constant c1 and c2 such that
among the |Ix| samples there are c2|Ix| ones lying in BD(x, c1r), where c0
in the lower bound is c0 = c2(1 − c21)β. To quantify the number of samples
{xi}i∈Ix lying in BD(x, c1r), we bound the conditional probability P(‖xi −
x‖2 ≤ c1r|i ∈ Ix) below by calculating the lower bound of P(‖xi−x‖2 ≤ c1r)
and the upper bound of P(i ∈ Ix), respectively.
Since ‖ξi‖22/σ2 obeys Chi-square distribution and r = O(
√
σ) > Cσ with
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a sufficient small σ, there exists c3 < c1 such that
P(‖ξi‖2 ≤ (c1 − c3)r) = P(‖ξi‖
2
2
σ2
≤ (c1 − c3)
2r2
σ2
)
≤ 1−
((c1 − c3)2r2
σ2
e1−
(c1−c3)2r2
σ2
)D/2 ≥ c4,
where the second inequality holds by the Chernoff bound and c4 is a given
constant close to 1. Thus, we could bound the probability of ‖xi−x‖2 ≤ c1r
by
P(‖xi − x‖2 ≤ c1r) ≥ P(yi ∈M∩BD(x, c3r))P(‖ξi‖2 ≤ (c1 − c3)r)
=
Vol(M∩BD(x, c3r))
Vol(M) P(‖ξi‖2 ≤ (c1 − c3)r)
≥ crdP(‖ξi‖2 ≤ (c1 − c3)r) ≥ crd.
For the probability P(i ∈ Ix) on the other hand, we have
P(i ∈ Ix) = P(‖xi − x‖2 ≤ r, yi ∈M \BD(x,Cr))
+ P(‖xi − x‖2 ≤ r, yi ∈M∩BD(x,Cr)),
(6.1)
where
P(‖xi − x‖2 ≤ r, yi ∈M∩BD(x,Cr)) ≤ P(yi ∈M∩BD(x,Cr))
=
Vol(M∩BD(x,C0r))
Vol(M) = Cr
d,
and
P(‖xi − x‖2 ≤ r, yi ∈M \BD(x,Cr)) ≤ P(‖ξi‖2 ≥ (C − 1)r)
≤ C1
r
e−
C2
r2 ≤ Crd,
where the second to the last inequality holds by Chernoff bound, and the
last inequality holds since r = O(
√
σ) is sufficient small. Plugging the above
bounds into (6.1), we obtain
P(i ∈ Ix) ≤ Crd.
Hence, for any i ∈ Ix, we have ‖xi − x‖1 ≤ c1r with probability ρ =
(crd)/(Crd) < 1 for being a constant independent on r.
Applying the Berry-Esseen theorem to the |Ix| Bernoulli trials, we con-
clude that there exists c2|Ix| i′ in Ix such that ‖xi − x‖2 ≤ c1r with proba-
bility 1− C/√|Ix|, which proves (1).
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To show (2), we recall the above inequality P(‖xi−x‖2 ≤ c1r) ≥ crd. Thus
there is a sample among N samples lying in BD(x, c1r) with probability
1− (1− crd)N = O(Nrd).
Then, α˜(x) ≥ (1− c21)β := c′0 with the same probability.
Proof of Proposition 2.3. Letting the i-th element of ξ be denoted
by ξ(i), we have the following qualities:
E(‖ξ‖k2) =
1
(2piσ2)
D
2
∫ +∞
−∞
· · ·
∫ +∞
−∞
(
D∑
i=1
ξ(i)
2
)k/2e−
∑D
i=1 ξ
(i)2
2σ2 dξ(1)· · ·dξ(D)
=
1
(2piσ2)
D
2
∫ +∞
r=0
rke−r
2/(2σ2)SD(r)dr
=
2pi
D
2
(2piσ2)
D
2 Γ(D2 )
∫ +∞
r=0
rD+k−1e−r
2/(2σ2)dr
=
pi
D
2
(2piσ2)
D
2 Γ(D2 )
∫ +∞
r=0
rD+k−2e−r
2/(2σ2)dr2
=
pi
D
2 (2σ2)
D+k
2
(2piσ2)
D
2 Γ(D2 )
∫ +∞
z=0
(
z
2σ2
)
D+k
2
−1e−z/(2σ
2)d
z
2σ2
=
2k/2σk
Γ(D2 )
∫ +∞
z=0
z
D+k
2
−1e−zdz =
2k/2Γ(D+k2 )
Γ(D2 )
σk
where Γ(t) =
∫ +∞
0 s
t−1e−sds is the Gamma function. Plugging the above
equality into Var(‖ξ‖k2) = E(‖ξ‖2k2 )− E(‖ξ‖k2)2, and
E
(‖ξ‖k2 − E(‖ξ‖k2)3) =E(‖ξ‖3k2 )− 3E(‖ξ‖2k2 )E(‖ξ‖k2)
+ 3E(‖ξ‖k2)E(‖ξ‖k2)2 − E(‖ξ‖k2)3,
we will obtain the variance and third moment.
To show the independence, we set FX as the cumulative distribution func-
tion of X, St(ζ) = {ξt : ‖ξt‖k2 ≤ ζ} and ηt = ‖ξt‖k2 with t = i, j. Then
Fηi,ηj (ζi, ζj) = P (ηi ≤ ζi, ηj ≤ ζj)
= P (ξi ∈ Si(ζi), ξj ∈ Sj(ζj))
= P (ξi ∈ Si(ζi))P (ξj ∈ Sj(ζj))
= P (ηi ≤ ζi)P (ηj ≤ ζj)
= Fηi(ζi)Fηj (ζj),
which completes the proof of independence by definition.
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Proof of Proposition 2.4. Corollary 12 of [3] shows that
‖ sin θ(Ux, Uy)
2
‖2 ≤ ‖x− y‖
2reach(M) ,
where Ux and Uy are the basis of TxM and TyM, respectively. Letting the
orthogonal complements of Ux and Uy be denoted by Vx and Vy, respectively,
we obtain Π∗x = VxV Tx and Π∗y = VyV Ty . Then, in accordance with (2) of
Lemma 2.1,
‖Πx −Πy‖F = ‖VxV Tx − VyV Ty ‖F = ‖UxUx − UyUy‖F ≤ C‖ sin θ(Ux, Uy)‖2
≤ 2C‖ sin θ(Ux, Uy)
2
‖2 ≤ C r
τ
.
Proof of Proposition 3.1. It is clear that g(z) = 0 if f(z) = 0. Thus,
we only need to prove that g(z) = 0 implies f(z) = 0. To do this, we first
assume the reverse, f(z) 6= 0.
Setting Vz ∈ RD×(D−d) as the orthonormal matrix such that Πz = VzV Tz ,
g(z) = Vx(V
T
x Vz)
(
V Tz G(z)
)
.
Setting ‖UT v‖2 = ‖UUT v‖2 for any orthonormal matrix U and vector v, we
obtain ‖V Tz G(z)‖2 = ‖f(z)‖2 and ‖(V Tx Vz)
(
V Tz G(z)
)‖2 = ‖g(z)‖2. Hence,
g(z) = 0 and f(z) 6= 0 implies V Tz G(z) in the null space of V Tx Vz, which
occurs only when V Tx Vz is rank deficient. That is, σD−d = 0, with σ1 ≥
· · · ≥ σD−d being the singular values of V Tx Vz. By the definition of principal
angles, we obtain
‖ sin θ(Vx, Vz)‖2 = sin θ1(Vx, Vz) =
√
1− cos θ21(Vx, Vz) =
√
1− σ2D−d = 1,
the conclusion of which is ‖Πx − Πz‖2 = 1 via Lemma 2.1(2). However,
‖Πx − Πz‖F ≤ Cr via (3.2), which is contradictory to ‖Πx − Πx‖2 = 1.
Hence, f(z) = 0 if g(z) = 0. The proof is therefore completed.
6.2. Proof of Lemma 2.3 and Lemma 2.4. The following proof is derived
from the notations illustrated in Figure 3, and the settings r < 1, σ < 1,
and r = O(
√
στD1/4).
Proof of Lemma 2.3. Let pi − z∗ = qi; then, p′i − z = pi − z∗ = qi.
Considering zi − z = zi − p′i + p′i − z = zi − p′i + qi := δi + qi, we can rewrite
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i∈Iz(zi − z)(zi − z)T −
∑
i∈Iz(pi − z∗)(pi − z∗)T as∑
i∈Iz
qiδ
T
i + δiq
T
i + δiδ
T
i .(6.2)
To begin with, we bound ‖δi‖2. Recalling that the projection onto the
normal space at z∗ is Π∗z∗ ,
‖δi‖2 = ‖Π∗z∗(zi − z)‖2 ≤ ‖Π∗z∗
(
(zi − z∗i ) + (z∗i − z∗) + (z∗ − z)
)‖2
≤ ‖Π∗z∗(z∗i − z∗)‖2 + ‖zi − z∗i ‖2 + ‖z∗ − z‖2
≤ (‖z
∗
i − zi‖2 + ‖zi − z‖2 + ‖z − z∗‖2)2
τ
+ ‖zi − z∗i ‖2 + ‖z − z∗‖2.
The last inequality holds in accordance with Proposition 2.1. As established
previously, each zi is generated as yi + ξi with yi ∈M and ξi ∼ N(0, σ2ID).
Then, ‖ξi‖2 = ‖zi − yi‖2 ≥ ‖zi − z∗i ‖2 since z∗i is the projection of zi onto
M. Thus, ‖δi‖2 can be bounded by
(‖ξi‖2 + r + ‖z − z∗‖2)2
τ
+ ‖ξi‖2 + ‖z − z∗‖2
In accordance with (2.3), we have
1
|Iz|
∑
i∈Iz
‖δi‖2 ≤ C1
((σ + r + ‖z − z∗‖2)2
τ
+ σ + ‖z − z∗‖2
)
:= C1ρ,
with high probability. Similarly, we also obtain
1
|Iz|
∑
i∈Iz
‖δi‖22 ≤ C2
((σ + r + ‖z − z∗‖2)2
τ
+ σ + ‖z − z∗‖2
)2
= C2ρ
2
The above bounds are then plugged into the bound of (6.2) as follows:
‖ 1|Iz|
(∑
i∈Iz
(zi − z)(zi − z)T −
∑
i∈Iz
(pi − z∗)(pi − z∗)T
)‖F
≤‖ 1|Iz|
∑
i∈Iz
(
qiδ
T
i + δiq
T
i + δiδ
T
i ‖F
)
≤ 1|Iz|
∑
i∈Iz
(
2‖qi‖2‖δi‖2 + ‖δi‖22
)
≤C(rρ+ ρ2)
The last equality holds, since ‖qi‖ ≤ ‖zi − z‖2 ≤ r.
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Before the proof of Lemma 2.4, we provide the useful notations and con-
tents. For convenience, z∗ is set to be the origin of the local coordinate
system, and the coordinates in Tz∗M are set to be the first d coordinates of
the D coordinates. We let Pd : RD → RD be an operator, setting the last
(D−d) entries of a vector to be zeros, that is, Pd(v) = [v1, · · · , vd, 0, · · · , 0]T .
We also let P¯d be the operator, setting the first d entries of a vector to be
zeros, that is, P¯d = I − Pd, with I being the identity operator. Notations
v¯ := Pd(v) and vˆ = P¯d(v) are also used without confusion.
Based on these notations, we calculate the useful bound on ‖ηˆ‖2 for η ∈
M∩BD(z, r). Using the definition of θ¯, we obtain 〈z∗ − θ¯, z − z∗〉 = 0, and
therefore
r2 ≥ ‖z − η‖22 = ‖(z − z∗) + (z∗ − η¯) + ηˆ‖22
≥ ‖z − z∗‖22 − 2‖z − z∗‖2‖ηˆ‖2 + ‖z∗ − η‖22.
Moreover, in accordance with Proposition 2.1, ‖z∗−η‖22 ≥ 2τ‖ηˆ‖2. Combin-
ing these two inequalities, we obtain
r2 − ‖z − z∗‖22 − 2‖z − z∗‖2‖ηˆ‖2 ≥ ‖z∗ − η‖22 ≥ 2τ‖ηˆ‖2
and, hence,
‖ηˆ‖ ≤ r
2 − ‖z − z∗‖2
2(τ − ‖z − z∗‖) .(6.3)
We are now ready to prove Lemma 2.4.
Proof of Lemma 2.4. Let λ1 ≥ · · · ≥ λD be the eigenvalues of ma-
trix 1|Iz |
∑
i∈Iz(pi − z∗)(pi − z∗)T and µ1 · · · ≥ µD be the eigenvalues of the
population covariance matrix M , that is,
M := E[
1
|Iz|
∑
i∈Iz
(pi − z∗)(pi − z∗)T ].
We see that λd+1 = · · · = λD = µd+1 = · · · = µD = 0. Therefore, we need
only a lower bound for λd, which can be obtained by relating its value to µd
through a concentration inequality given in Lemma 2.2. Assuming the first d
coordinates are aligned with the eigenvectors corresponding to the d largest
eigenvalues of M , µd is the variance in the d-th direction. Obviously, the
first d coordinates are located in Tz∗M. Let P be the probability measure
on Tz∗M ∩ BD(z, r). For any q ∈ Tz∗M ∩ BD(z, r), we first bound P(q)
above.
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We set S(q) = {ζ ′ : ζ¯ ′ = q} ∩ BD(z, r), and Sˆ(q) = ∪ζ′∈S(q){η′ : |η(i)′ −
ζ(i)′| ≤ 3σ}, where η(i) and ζ(i) represent the i-th element of η and ζ,
respectively. Then, we have ∪q∈Tz∗M∩BD(z,r)S(q) ⊂ BD(z, r) and
∪q∈Tz∗M∩BD(z,r)Sˆ(q) ⊂ ∪ζ′∈BD(z,r){η′ : |η′(i)− ζ ′(i)| ≤ 3σ}
⊂ BD(z, r + 3σ
√
D).
The probability at q is
P(q) =
(2piσ)−D/2
Vol(M)
∫
S(q)
dζ ′
∫
M
e−‖η
′−ζ′‖22/2σ2dµM(η′)
=
(2piσ)−D/2
Vol(M)
∫
S(q)
dζ ′
∫
M∩Sˆ(q)
e−‖η
′−ζ′‖22/2σ2dµM(η′)(6.4)
+
(2piσ)−D/2
Vol(M)
∫
S(q)
dζ ′
∫
M\Sˆ(q)
e−‖η
′−ζ′‖22/2σ2dµM(η′).(6.5)
We bound P(q) above by bounding (6.4) and (6.5).
(6.4) =
(2piσ)−D/2
Vol(M)
∫
S(q)
dζ ′
∫
M∩Sˆ(q)
e−‖η¯
′−q‖22/2σ2e−‖ηˆ
′−ζˆ′‖22/2σ2dµM(η′)
≤ (2piσ)
−D/2
Vol(M)
∫
M∩Sˆ(q)
e−‖η¯
′−q‖22/2σ2
(∫
0d×RD−d
e−‖ηˆ
′−ζˆ′‖22/2σ2dζˆ ′
)
dµM(η′)
=
(2piσ)−d/2
Vol(M)
∫
M∩Sˆ(q)
e−‖η¯
′−q‖22/2σ2dµM(η′)
=
(2piσ)−d/2
Vol(M)
∫
Pd(M∩Sˆ(q))
e−‖η¯
′−q‖22/2σ2
√
det
(
I + J(η¯′)TJ(η¯′)
)
dη¯′
≤ (2piσ)
−d/2
Vol(M)
(
1 +
C2(r + 3σ
√
D)2
τ2
)d/2 ∫
Rd×0D−d
e−‖η¯
′−q‖22/2σ2dη¯′
=
1
Vol(M)
(
1 +
C2(r + 3σ
√
D)2
τ2
)d/2
.
The last inequality holds since ‖J‖F ≤ (C(r+3σ
√
D))/τ with η′ ∈ BD(z, r+
3σ
√
D). According to the definition of S(q) and Sˆ(q), we have for any η′ ∈
M \ Sˆ(q) and ζ ′ ∈ S(q) the formula |η(i)′ − ζ(i)′| ≤ 3σ, which implies
(2piσ2)−D/2
∫
S(q)
e−‖η
′−ζ′‖/2σ2dζ ′ ≤ (0.01)D ∀η′ ∈M \ Sˆ(q).
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Hence,
(6.5) =
(2piσ)−D/2
Vol(M)
∫
M\Sˆ(q)
(∫
S(q)
e−‖η
′−ζ′‖22/2σ2dζ ′
)
dµM(η′)
≤ Vol(M\ Sˆ(q))
Vol(M) (0.01)
D ≤ (0.01)D.
In summary, we have
P(q) ≤ 1
Vol(M)
(
1 +
C2(r + 3σ
√
D)2
τ2
)d/2
+ (0.01)D(6.6)
for any q ∈ Tz∗M∩BD(z, r).
We consider only the lower bound for q in a subset of Tz∗M∩ BD(z, r),
namely Tz∗M∩BD(z∗, r′), where r′ is set as
r′ = min{
√
r2 − ( r2 − ‖z − z∗‖22
2(τ − ‖z − z∗‖2) + ‖z − z
∗‖2 + 3σ
√
D − d)2,√
r2 − ( r2 − ‖z − z∗‖22
2(τ − ‖z − z∗‖2) + ‖z − z
∗‖2
)2 − 3σ√d}(6.7)
For any q ∈ Tz∗M∩ BD(z∗, r′) and η ∈ M ∩ BD(z, r), we can verify the
following conclusions via (6.3):
(1) The d-dimensional cube
{q′ : q′(i) = 0 ∀i ≥ d+ 1, |q′(j)− q(j)| ≤ 3σ ∀j ≤ d}
⊂ BD(q, 3σ
√
d) ∩ Tz∗M⊂ {η¯′ : η′ ∈M∩BD(z, r)},
(2) The (D − d)-dimensional cube
{η′ : η′(i) = 0 ∀i ≤ d, |η′(j)− η(j)| ≤ 3σ ∀j ≥ d+ 1} ⊂ {ζˆ ′ : ζ ′ ∈ S(q)}.
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Now, we are ready to bound P(q) below for any q ∈ BD(z∗, r′) ∩ Tz∗M.
P(q) =
(2piσ)−D/2
Vol(M)
∫
S(q)
dζ ′
∫
M
e−‖η
′−ζ′‖22/2σ2dµM(η′)
≥ (2piσ)
−D/2
Vol(M)
∫
S(q)
dζ ′
∫
M∩BD(z,r)
e−‖η¯
′−q‖22/2σ2e−‖ηˆ
′−ζˆ′‖22/2σ2dµM(η′)
≥ (0.99)
D−d(2piσ2)−d/2
Vol(M)
∫
M∩BD(z,r)
e−‖η¯
′−q‖22/2σ2dµM(η′)
=
(0.99)D−d(2piσ2)−d/2
Vol(M)
∫
Pd(M∩BD(z,r))
e−‖η¯
′−q‖22/2σ2
√
det
(
I + J(η¯′)TJ(η¯′)
)
dη¯′
=
(0.99)D−d(2piσ2)−d/2
Vol(M)
∫
Pd(M∩BD(z,r))
e−‖η¯
′−q‖22/2σ2dη¯′
≥ (0.99)
D
Vol(M)
The last but one inequality holds since
√
det
(
I + J(·)TJ(·)) ≥ 1.
Since µd is the variance in the d-th direction, we have
µd =
1∫
Tz∗M∩BD(z,r) P(q
′)dLd(q′)
∫
q∈Tz∗M∩BD(z,r)
q2dP(q)dLd(q)
≥ α
Vol(Bd(r))
∫
BD(z∗,r′)∩Tz∗M
q2ddLd(q)
≥ α
Vol(Bd(r))
∫ r′
0
∫ pi
0
· · ·
∫ pi
0
∫ 2pi
0
(
`Πd−1j=1φj
)2
dV
=
Γ(d/2 + 1)α
pid/2rd
∫ r′
0
∫ pi
0
· · ·
∫ pi
0
∫ 2pi
0
`d+1
d−1∏
j=1
sind−j+1 φjd`
d−1∏
j=1
dφj .
where
α =
(0.99)D
(1 + C
2(r+3σ
√
D)2
τ2
)d/2 + (0.01)DVol(M)
,
and the third line follows with a change of coordinates. Substitute{
y1 → ` cosφ1, y2≤i≤d−1 → ` cosφiΠTj=1i− 1 sinφj , yd → ` sin Πd−1j=1φj
}
with φd−1 ∈ [0, 2pi], φi≤d−2 ∈ [0, pi], ` ∈ [0, r′], and let
dV := `d−1Πd−2j=1 sin
d−j−i φjd`dφ1 · · · dφd−1.
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The integral in the fourth line can be evaluated by noting that
∫ r′
0 `
d+1d` =
r′d+2/(d+2),
∫ 2pi
0 sin
2 φd−1dφd−1 = pi and
∫ pi
0 sin
d−j+1 φjdφj =
√
piΓ((d−j+2)/2)
Γ(1+(d−j+1)/2
for 1 ≤ j ≤ d− 2. Simplifying as [18] did, we get
µd ≥ α
d+ 2
r′d+2
rd
= C
(0.99)D
d+ 2
(r′)d+2
rd
.
According to Lemma 2.2, for any  ∈ [0, 1/2], λd ≥ (1 − )µd with high
probability. As λd+1 = 0,
λd − λd+1 ≥ C (0.99)
D
d+ 2
(r′)d+2
rd
.
Using r = O(
√
σ), we can simplify r′ and finish this proof.
6.3. Proof of Lemma 2.5 and Lemma 2.6.
Proof of Lemma 2.5. Using Proposition 2.2 and 0 ≤ α˜i(x) ≤ 1,
‖(∂vαi(x))i∈Ix‖2 ≤ ‖(∂vα˜i(x)α˜(x) )i∈Ix‖2 + ‖((∂α˜(x))α˜i(x)α˜2(x) )i∈Ix‖2
≤ C
r
‖( α˜i(x)β−1β
α˜(x)
)
i∈Ix‖2 + |
∂vα˜(x)
α˜2(x)
|‖(α˜i(x))i∈Ix‖2
≤ C
r
‖( 1
α˜(x)
)
i∈Ix‖2 + |
∂vα˜(x)
α˜2(x)
|‖(1)i∈Ix‖2
≤ C
r
|Ix|− 12 + C
r
|Ix| 12
∑
i∈Ix α˜i(x)
β−1
β
α˜2(x)
≤ C
r
|Ix|− 12 + C
r
|Ix| 12 |Ix||Ix|2 ≤
C
r
|Ix|− 12 .
Proof of Lemma 2.6.
‖(∂v∂uαi(x))i∈Ix‖2 ≤ ‖(∂v∂uα˜i(x)α˜(x) )i∈Ix‖2 + ‖(∂v∂uα˜(x)α˜2(x) α˜i(x))i∈Ix‖2
+ ‖((∂uα˜i(x))(∂uα˜(x))
α˜2(x)
)
i∈Ix‖2 + ‖
((∂vα˜i(x))(∂vα˜(x))
α˜2(x)
)
i∈Ix‖2
+ 2‖
((∂vα˜(x)
α˜(x)
)(∂uα˜(x)
α˜(x)
)( α˜i(x)
α˜(x)
))
i∈Ix
‖2.
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We bound these five terms one-by-one using α˜(x) ≥ c|Ix| by Proposition 2.2
(1) and 0 ≤ α˜i(x) ≤ 1. For the first term,
‖(∂v∂uα˜i(x)
α˜(x)
)
i∈Ix‖2 ≤
C
α˜(x)
‖(α˜i(x)β−2β ‖x− xi‖22
r4
+ α˜i(x)
β−1
β
|vTu|
r2
)
i∈Ix‖2
≤ C
α˜(x)
‖( 2
r2
)
i∈Ix‖2 ≤
C
r2
|Ix|− 12 .
For the second term,
‖(∂v∂uα˜(x)
α˜2(x)
α˜i(x)
)
i∈Ix‖2 ≤ |
∂v∂uα˜(x)
α˜2(x)
|‖(α˜i(x))i∈Ix‖2
≤ |∂v∂uα˜(x)
α˜2(x)
|‖(1)i∈Ix‖2
≤ 1
α˜(x)
‖(∂v∂uα˜i(x)
α˜(x)
)
i∈Ix‖2‖(1)i∈Ix‖
2
2
≤ C
r2
|Ix|−1|Ix|− 12 |Ix| = C
r2
|Ix|− 12 .
The third and fourth terms are similar, where the third term is bounded by
‖((∂vα˜i(x))(∂uα˜(x))
α˜2(x)
)
i∈Ix‖2 ≤ |
∂uα˜(x)
α˜(x)
|‖(∂vα˜i(x)
α˜(x)
)
i∈Ix‖2
≤ ‖(∂uα˜i(x)
α˜(x)
)
i∈Ix‖2‖(1)i∈Ix‖2‖
(∂vα˜i(x)
α˜(x)
)
i∈Ix‖2
≤ C
r
|Ix|− 12 |Ix| 12 C
r
|Ix|− 12 = C
r2
|Ix|− 12 ,
and analogically, the fourth is bounded by
‖((∂uα˜i(x))(∂vα˜(x))
α˜2(x)
)
i∈Ix‖2 ≤
C
r2
|Ix|− 12
Finally, the fifth term:
‖
((∂vα˜(x)
α˜(x)
)(∂uα˜(x)
α˜(x)
)( α˜i(x)
α˜(x)
))
i∈Ix
‖2 =
(∂vα˜(x)
α˜(x)
)(∂uα˜(x)
α˜(x)
)‖( α˜i(x)
α˜(x)
)
i∈Ix‖2
≤ C
r
× C
r
× |Ix|− 12 = C
r2
|Ix|− 12
Summing the above five terms up amounts to the proof.
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6.4. Lemma 6.1.
Lemma 6.1. The first and second derivatives of φ defined in Theorem
3.2 satisfy
∂sφ(ζ) ≤ Cr, ∂t∂sφ(ζ) ≤ C
τ
,
for any ‖s‖2 = ‖t‖2 = 1.
Proof. Carrying out the first derivative on g(ζ, φ(ζ)) = 0, we obtain
0 = ∂sg(ζ, φ(ζ)) = Jg(ζ, φ(ζ))
(
∂sζ
∂sφ(ζ)
)
.
This implies that ‖∂sφ(ζ)‖2 ≤ Cr, since ‖Jg(ζ, φ(ζ))− (0, ID−d)‖F ≤ Cr.
Carrying out the second derivative on g(ζ, φ(ζ)) = 0, we obtain
0 = ∂tJg(ζ, φ(ζ))
(
∂sζ
∂sφ(ζ)
)
+ Jg(ζ, φ(ζ))
(
0
∂t∂sφ(ζ)
)
.
Letting ei denote the i-th column of ID and
u =
(
∂tζ
∂tφ(ζ)
)
,
the i-th column of ∂tJg(ζ, φ(ζ)) is
∂t∂eig(ζ, φ(ζ)) = ‖u‖2∂ u‖u‖2 ∂eig(ζ, φ(ζ)) = ‖u‖2V
T
x ∂ u‖u‖2
∂eif(ζ, φ(ζ)).
In conjunction with ‖∂ u
‖u‖2
∂eif(ζ, φ(ζ))‖2 ≤ C/τ , as proved in Section 2.5,
‖∂t∂eig(ζ, φ(ζ))‖ ≤ C/τ , and therefore
‖∂tJg(ζ, φ(ζ)‖2 ≤ C‖u‖2/τ ≤ C/τ.
Hence,
‖∂t∂sφ(ζ)‖2 ≤ C‖IDd +O(r)‖−12 ‖∂tJg(ζ, φ(ζ))‖2‖
(
∂tζ
∂tφ(ζ)
)
‖2 ≤ C
τ
.
6.5. Results of Facial Image Denoising.
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Fig 7. Performance of facial image denoising with ρ = 0.2. The first row consists of
original images, and the second row consists of blurred images. The third, fourth, and fifth
rows contain deblurred images using km17, cf18, and our method, respectively.
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Fig 8. Performance of facial image denoising with ρ = 0.4. The first row consists of
original images, and the second row consists of blurred images. The third, fourth, and fifth
rows contain deblurred images using km17, cf18, and our method, respectively.
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