Navigation based on GPS data has been the most commonly used methodology for the autonomous run of a mobile robot in indoor and outdoor environments. However, the reading of the GPS receivers fluctuates over a considerable range esp. in countries like India where there is a dearth of GPS signals and locally available correction table. So the commonly received value by GPS receiver can be accurate over a range of 10-15mts which is inadequate if the test results require accuracy. This paper introduces a technique for the development of a visual aided GPS navigation system for a mobile robot in which we have predefined visual landmarks for the various important landmarks which robot has to visit. In our approach, we have mounted a stereovision camera on the robot platform for image acquisition, real time object recognition, detection and local features extraction from images using Scale-Invariant Feature Transform (SIFT).
the surrounding objects is also important for land vehicle navigation, but this is not provided by the GPS receivers. Though integrated GPS/INS (Inertial Navigation System) Navigation system are also being used, but their functionality is again limited by the availability and the quality of the GPS signals received.
However, a vision sensor that has an entirely different approach of sensing the surrounding directly can very well compliment the GPS navigation system in different situations. Therefore, we propose in this paper the development of a visual aided GPS navigation system that can be employed to improve the overall reliability and functionality of land vehicle navigation system. Vision sensors (such as camera and laser scanners) are mainly used for mapping and environment detection and usually georeferenced by other sensors.
There has been a lot of research done in the field of mobile robot navigation [1] [6] [7] [8] [9] . However, comparatively few complete and working robots have been reported [2] [4] . Most of the systems have used laser range finder or sonar array sensing devices. Very few mobile robot systems [11] have actually implemented real-time stereovision for acquiring 3D-sensory data. This is mainly because of the difficulty in calibrating stereovision system and high computation cost for computing accurate and dense stereo data in real-time.
Though few of the mobile robot systems [2] have implemented stereovision technique but they have used it for obstacle avoidance. Stereovision based obstacle avoidance offers high computation cost for computing accurate and dense stereo data in real-time because it involves extracting keypoints of the image and then correlate those keypoints with a large database storing pre-loaded keypoints. Instead, we can use a Laser range finder for easy detection of obstacles. However, if used for detecting only the 2-D and 3-D landmarks that will assist the navigation system once GPS receiver fails due to inaccuracy of the readings, Stereovision can prove its advantages and improve the overall range and functionality of the navigation system.
In this paper we introduce a GPS navigation system for mobile robots that is visually aided by stereovision technique. As described in the preceding paragraphs, inaccuracy in the GPS readings limits its use for the navigation system and therefore there must exist another navigation system that compliments the GPS navigation for the entire mission of the robot. Our model uses laser range finder to local obstacle avoidance and visual aided GPS navigation system for driving the robot to the target destination. As already mentioned, inaccuracy in GPS readings generates a minimum threshold error value such that at a particular location any further movement of the robot in the range of this error value cannot change the readings of the GPS receiver. In such situations stereovision based landmarks detection helps locate the destination. For this purpose special signs corresponding to a particular location are placed there such that they can be easily detected and photographed by a camera mounted on a mobile robot. One such sign board that was placed outside our campus canteen [locally named as Mechanical Canteen] for the experimental purpose is shown in figure 2.
2.DATA OBSERVATION AND HARDWARE SETUP
We performed the experiments on a vehicle platform that had robust mechanical design strong enough to sustain various types of terrains. A BumbleBee Stereovision camera by Point Grey Research, with two Sony 1/3" progressive scan CCDs and a resolution of 640x480 at 48FPS or 1024x768 at 18FPS was mounte d onto the . Hokuyo Laser Scanner was also mounted on the robot to scan in a horizontal plane and detect any obstacle in its path. It gives a single scan result as shown in figure 3 and also gives the vehicle's distance from the obstacle. It has a detectable range of 20mm to 4000mm and takes a time of about 100 msec per scan. It has a 240 0 area scanning range with a 0.36 0 angular resolution. It also has a USB and Serial (RS-232) interfaces for maximum flexibility. Hokuyo's laser provides cost effective solution and can scan up to 4m. The top view of our university campus in which the experiments were performed is shown in the figure 5. Plot of GPS locations traversed by the robot on which we implemented our visual aided GPS navigation system shown in experimental results section (figure 9) gives a fair idea of the accuracy we obtained during real time experiments.
3.ALGORITHM
In this section we describe an algorithm for an autonomous drive of a vehicle from a given starting GPS location to a target GPS location. This algorithmic approach is well suited to any car-like system and aim to integrate stereovision and GPS navigation system together to provide higher accuracy in localization of a GPS location. We follow worldwide coordinate conversion system to convert from GPS (ellipsoidal) coordinates (latitude φ, longitude λ) to planar coordinates (x, y) as described in [5] . Once the target GPS The entire algorithm as described in this section for visual aided GPS navigation is shown in form of a flowchart in figure 8 and later in the addendum A for better clarity. The flowchart demonstrates the sequence of steps followed during the navigation of the robot from one GPS location to the other. The different steps to be followed are explained in the preceding paragraphs.
Based on the angle α, the algorithm generates low level signals to turn the vehicle until the heading sensor reading becomes initial reading plus angle α and then drive it forward. At this point the current GPS location of the vehicle is again read from the GPS receiver and the coordinate variables current_latitude, The value of dx and dy is decided from a prior testing of GPS receivers at current_longitude, current_x and current_y are updated with the new values. Due to the inaccuracy in the readings of the GPS receiver a minimum threshold error value is selected as dx in current_x and dy in current_y readings such that at a particular location any further movement of the vehicle in the range of dx and dy cannot change the readings of the GPS receiver. different locations and the variation in the readings with the movement of the vehicle. After updating the current coordinate variables, they are checked if they lie within the range of final coordinates plus the threshold error set i.e. final_x + dx and final_y + dy respectively. If the current_x and current_y readings do not lie within the threshold error limit this means that the vehicle has not yet reached the final location. In this case, GPS and heading sensors updates their readings with new values and the algorithm calculates the angle α and generates low level signals to run the vehicle towards the target location.However, in case the current_x and current_y readings lie within the threshold error limits, no further help from GPS navigation System can be obtained due to the inaccuracy of the GPS receiver. It is here that the visual based navigation using stereovison camera comes to rescue and helps find the location with higher accuracy. Once the vehicle has reached within the range of the threshold errors, keypoints of an image corresponding to that location is loaded from the database containing keypoints of a large number of images of that location taken at different orientations and camera viewpoint. The stereovision camera will then take an image of the surrounding.
After the image is stored in the suitable format, the keypoints of this image are calculated using the Scale Invariant Feature Transform (SIFT) approach [3] . For this, the image is convolved with Gaussian filters at different scales, and then the difference of successive Gaussian-blurred images is taken. Keypoints are then taken as maxima/minima of the Difference of Gaussians (DoG) that occur at multiple scales. After Scale-space extrema detection , Keypoint localization is done that includesInterpolation of nearby data for accurate position, Discarding low-contrast keypoints and Eliminating edge responses. Thereafter, Orientation assignment is done where each keypoint is assigned one or more orientation based on local image gradient directions. This step ensures invariance to image location, scale and rotation. Finally, we compute descriptor vectors for these keypoints such that the descriptors are highly distinctive and partially invariant to the remaining variations, like illumination, 3D viewpoint, etc.
Thereafter, the local image keypoints will be correlated with the keypoints of the pre-loaded image. In case there is a match of certain fixed number of keypoints, their Region of Interest (ROI) is calculated. The angle δ at which that particular ROI comes into focus of the stereovision is then calculated and again the algorithm generates low level signals to turn the vehicle until the heading sensor reading becomes initial reading plus angle δ and drive the vehicle at that angle. However, in case no key points are matched, algorithm generates low level signals to turn the vehicle until the heading sensor reading becomes initial reading plus half he angle of view for the stereovision camera. At this orientation of the vehicle, another image of the surrounding is taken. Then, the whole process of calculating and correlating the key points to find ROI is then repeated till we find a particular orientation of the vehicle for which the image key points are matched.
4.EXPERIMENTAL RESULTS
In our experiments, we have used different types of signs corresponding to different GPS locations in our university campus. The plot of the nine different GPS location in our university campus traversed by our robot using the visual aided GPS navigation system as introduced in this paper is shown in figure 9 and later in Addendum B.
Different images were put on different locations for using visual aided localization by stereovision camera. Some of the signs that were used in our experiment for landmark detection at different locations are shown in figure 10 .
In this paper we show experimental results that were obtained by using figure 10.(a) . We placed the image on a sign board outside the horticulture department entry point. The robot was then instructed to reach the horticulture department entry point by feeding its GPS location to the algorithm as described in section 3. The robot reached near the given destination within the range of the threshold error value by using the GPS navigation system. Once the GPS receivers failed to navigate further, stereovision based navigation came to play its role. The stereovision camera took the image of the surroundings to assist further navigation as shown in figure 11 . As shown in the figure the image taken by the robot is inclined at some angle. However, the SIFT keypoints extracted from this image were invariant to the factors of any scaling or orientation. Thereafter, the keypoints as obtained from figure 11 and the keypoints of the image of the sign ( figure  10.(a) ) that was already stored in the database were matched. matching of the SIFT key points between the images taken by the stereovision camera on the robot (shown in figure 11 ) and the image already stored in the database (shown in figure 10 .(a)) is shown in figure 12 .After successful matching of some of the SIFT key points, their region of interest was located and the angle δ (i.e. the angle by which the robot was to turn so as to bring the ROI into focus of stereovision) was calculated by the algorithm and finally the low level signals generated drove the robot to the target destination i.e. Horticulture department entry matching of the SIFT keypoints between the images taken by the stereovision camera on the robot (shown in figure 11 ) and the image already stored in the database (shown in figure 10.(a) ) is shown in figure 12 .After successful matching of some of the SIFT keypoints, their region of interest was located and the angle δ (i.e. the angle by which the robot was to turn so as to bring the ROI into focus of stereovision) was calculated by the algorithm and finally the low level signals generated drove the robot to the target destination i.e. Horticulture department entry. Another time we did the experiment and due to different set of obstacles imposed on the way, the robot reached another place where GPS was still within the threshold of GPS target location while avoiding local obstacles. Figure 13 and 14 describe the experimentation mentioned above.
5.CONCLUSION
Visually Aided GPS navigation provided us with result which we couldn't have achieved using either of the sensor alone for the reasons mentioned above. The pitfalls which we have face in this methodology is that we has to store the information about the landmark previously so that the robot can match the SIFT features which in turn limits the exploration of algorithm in simultaneous localization and mapping situation. We can look toward algorithm which are inspired biologically. We human beings localize and map in different way than how we implement them in our algorithm and the same time we totally rely on visual information.
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Flowchart to represent the algorithm for visual aided GPS navigation system

