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7BOUNDED TOPOLOGICAL SPEEDUPS
LORI ALVIN, DREW D. ASH, AND NICHOLAS S. ORMES
Abstract. This paper explores the range of bounded speedups in the topolog-
ical category. Bounded speedups represent both a strengthening of topological
speedups as defined in [A 16] and a generalization of powers of a transfor-
mation. Here we show that bounded speedups preserve the structure of two
classical minimal Cantor systems. Specifically, a minimal bounded speedup
of an odometer is a conjugate odometer, and a minimal bounded speedup of
a primitive substitution is again a primitive substitution, though it is never
conjugate to the original substitution system. Further, we give bounds on the
topological entropy of bounded speedups, and in special cases we compute the
topological entropy of bounded speedups.
1. Introduction
Given a minimal Cantor system (X,T ), a topological speedup of (X,T ) is any
dynamical system topologically conjugate to S : X → X where S is a homeomor-
phism of the form S(x) = T p(x)(x) for some p : X → Z+. In [A 16], the second
author characterized the pairs of minimal Cantor systems (Y, S) and (X,T ) where
S is a speedup of T . Here we investigate the more restrictive situation, where S is
a speedup of T via a uniformly bounded (equivalently a continuous) jump function
p. The notion of a speedup is closely tied to the notion of orbit equivalence. Two
dynamical systems (X,T ) and (Y, S) are orbit equivalent if, up to conjugacy, every
S-orbit is equal to a T -orbit.
For both orbit equivalence and speedups, results in the measure-theoretic cat-
egory preceded topological results. In [D 59], Dye proved that any two ergodic
automorphisms of Lebesgue probability spaces are measurably orbit equivalent. In
a similar vein, Arnoux, Ornstein, and Weiss showed that every aperiodic automor-
phism on a Lebesgue probability space is measurably conjugate to a speedup of any
ergodic automorphism [AOW 85]. More restrictive versions of both orbit equiva-
lence and speedups yield more specific results. In particular, Belinskaya proved that
if orbit equivalence is with an integrable jump function then the systems are flip
conjugate [B 68] (i.e., the systems are conjugate or one is conjugate to the inverse
of the other). Similarly for speedups, in [N2 69] Neveu computes the entropy of
integrable speedups by proving an extension of Abramov’s formula.
In the topological category, the most fundamental results about orbit equivalence
concern minimal Cantor systems (homeomorphisms T : X → X where X is a
Cantor space and all T -orbits are dense). Giordano, Putnam, and Skau proved
that orbit equivalence for these systems is completely characterized by an associated
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2 L. ALVIN, D. ASH, AND N. ORMES
unital ordered dimension group, and moreover two minimal Cantor systems (X,T )
and (Y, S) are orbit equivalent if and only if there is a homeomorphism f : X → Y
which carries the simplexM(X,T ) of T -invariant Borel measures on X to M(Y, S),
the simplex of S-invariant Borel measures on Y [GPS 95]. As shown in [A 16], these
same invariants are relevant to the characterization of pairs of minimal Cantor
systems where one is a speedup of the other. In particular, one minimal Cantor
system (Y, S) is a speedup of another (X,T ) if and only if an exhaustive surjection of
unital ordered dimension groups exists, or equivalently if there is a homeomorphism
from X to Y which provides an injection ofM(X,T ) into M(Y, S). It follows easily
that orbit equivalent minimal systems are speedups of one another; the converse
remains an open problem.
For topological orbit equivalence, natural relations arise from assuming continu-
ity properties of the jump function. Boyle proved that two minimal Cantor systems
related by an orbit equivalence with a bounded jump function are flip conjugate,
providing a topological analog to Belinskaya’s result [B 83]. The notion of strong
orbit equivalence, where the jump functions may have a single point of discontinu-
ity, turns out to be extremely relevant. Two minimal Cantor systems are strongly
orbit equivalent if and only if their associated C∗-cross products are isomorphic
[GPS 95].
In this paper we take up the study of speedups in the case where the jump
function is bounded, i.e. bounded speedups. Note that a constant power of a trans-
formation is a bounded speedup, e.g. (X,T 2) is a speedup of (X,T ). Therefore
results about bounded speedups capture powers as well.
The results in this paper generally demonstrate how invariants of (X,T ) such
as entropy, the space of invariant measures, and the dimension group can change
through a bounded speedup. However, we also show that for two well-known fam-
ilies of minimal Cantor systems, odometers and substitution systems, there is less
freedom. A minimal bounded speedup of an odometer must be a conjugate odome-
ter (Theorem 3.3). A minimal bounded speedup of a minimal substitution system
on a Cantor set must be another substitution system (Theorem 4.18).
The structure of the paper is as follows. In Section 2 we establish some basic
properties of bounded topological speedups. We conclude Section 2 by bounding,
both above and below, the topological entropy of bounded topological speedups.
This theorem can be thought of as a topological version of Neveu’s entropy theorem,
as the bounds are in terms of integrating the jump function against various sets
of invariant measures. The results do not follow directly from Neveu because the
space of invariant measures for a bounded speedup S may be strictly larger than
that of the original T .
In Section 3 we begin our examination of structural properties preserved by
bounded topological speedups with odometers. The main result of this section is
showing that a minimal bounded speedup of an odometer is a conjugate odometer.
Moreover, we give explicit criterion for not only when one can minimally speedup
an odometer, but also give a precise description of the form the jump function must
take.
In Section 4 we switch our focus to minimal substitution systems and achieve a
comparable result, albeit with a noticeable difference. A minimal bounded topo-
logical speedup of a minimal substitution system is again a minimal substitution
system, however, this new substitution system is never conjugate to the original
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BOUNDED TOPOLOGICAL SPEEDUPS 3
substitution system (in fact, no speedup of an expansive system can be conjugate
to the original). Along the way, we provide examples that show bounded topologi-
cal speedups are, in fact, a strict generalization of powers of a transformation even
in the case of substitution systems.
2. Bounded Topological speedups and Topological Entropy
2.1. Structure of the jump function. Although many notions here apply more
generally, we will focus on topological dynamical systems which areminimal Cantor
systems. By a minimal Cantor system we mean a pair (X,T ) where X is a Cantor
space and T : X → X is a homeomorphism where every T -orbit is dense.
Definition 2.1. Let (X,T ) be a minimal Cantor system. A bounded speedup of
(X,T ) is a homeomorphism of the form (X,S) where
S(x) = T p(x)(x),
for some bounded function p : X → Z+, or any system topologically conjugate to
such an (X,S). We will use the notation T  S to denote when S is a bounded
speedup of T , and T  
p
S when S is a bounded speedup of T with jump function
p.
Throughout the paper when we say S is a bounded speedup of T we will typically
assume (without loss of generality) that S is of the form S(x) = T p(x)(x) as opposed
to a conjugate version of such a map.
Note that the definition above does not imply that the system (X,S) is minimal,
only aperiodic. If all S-orbits are dense in X , then we will say that (X,S) is a
minimal bounded speedup of (X,T ).
It was shown in [A 16] that the function p associated to any speedup is lower
semicontinuous. Below we see that p is bounded if and only if p is continuous.
Proposition 2.2. Let p : X → Z+ and suppose that S(x) = T p(x)(x) defines a
speedup of the minimal Cantor system (X,T ), then p is bounded if and only if p is
continuous.
Proof. The converse is clear, and thus we only show the necessary condition. Sup-
pose p is bounded, then
p(X) = {z1, . . . , zn}
for some n ∈ Z+. The sets p−1({zi}) form a finite partition of X . Therefore, if we
show that each such set is closed it will follow that each is open as well, completing
the proof.
Let {xn}
∞
n=1 be a sequence of points in p
−1({zi}) which converge to a point x.
Then
S(x) = lim
n→∞
S(xn) = lim
n→∞
T zi(xn) = T
zi(x)
thus p(x) = zi. 
The orbit of a point x for a homeomorphism T : X → X is the set {T jx : j ∈ Z}.
We define an orbit block of length n with respect to the point x and map T to be
the following set
O(T, x, n) = {x, Tx, . . . , T n−1x}.
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4 L. ALVIN, D. ASH, AND N. ORMES
Lemma 2.3. Let (X,T ) be a minimal Cantor system and suppose S is a bounded
speedup of T . There is a constant c ∈ Z+ such that every T -orbit is the union of
exactly c different S-orbits.
Proof. Let c(x) denote the cardinality of the set of distinct S-orbits that are a
subset of the T -orbit of x.
As the jump function p for T  
p
S is bounded, we may set M = supx∈X p(x)
and fix x ∈ X . Then each S-orbit that is a subset of the T -orbit of x must intersect
the set O(T, x,M + 1). It follows that the number of distinct S-orbits that are a
subset of the T -orbit of x is equal to the cardinality of S−1O(T, x,M)\O(T, x,M).
Therefore, c is finite, so c : X → Z+ is a well-defined function. The function c is
T -invariant by definition. It remains to show that c is continuous.
Note that value of c can be determined from the knowledge of the values of p
at the points T−M(x), T−M+1(x), . . . , T−1(x). Therefore, since p is continuous, c
is continuous. As c is continuous and T -invariant, and T is minimal we conclude
that c is constant. 
We call c the orbit number for T  S if c is the constant from the previous
lemma.
For a topological dynamical system (X,T ) we say that a continuous function
g : X → R is a T -coboundary if there exists another continuous function f : X → R
such that g = f − f ◦ T . We will use the following theorem due to Gottschalk
and Hedlund to show that the jump function is the orbit number associated to the
speedup plus a T -coboundary.
Theorem 2.4 (Gottschalk & Hedlund). Let T be a minimal transformation of the
compact metric space X, and g ∈ C(X). The following are equivalent:
(1) g = f − f ◦ T, for some f ∈ C(X)
(2) There exists x0 ∈ X for which
sup
n
∣∣∣∣∣∣
n−1∑
j=0
g ◦ T j(x0)
∣∣∣∣∣∣ <∞.
Lemma 2.5. Let (X,T ) be a minimal Cantor system. Suppose T  
p
S with orbit
number c. Then there is an f ∈ C(X,Z) such that p(x) = c+ f(x)− fT (x) for all
x ∈ X.
Proof. LetM = supx∈X p(x). Fix x0 ∈ X and N > 2M . We know that the T -orbit
of x0 is the union of exactly c S-orbits and that each such S-orbit intersects the
orbit block O(T, x0, N). Let x0, x1, . . . , xc−1 be the first elements of the c different
S-orbits that occur in the sequence x0, T (x0), . . . , T
N−1(x0). For each 0 ≤ k < c,
let Nk be the smallest natural number such that S
Nk(xk) is not in O(T, x0, N).
Then
N−1∑
j=0
pT j(x)− cN =
c−1∑
k=0
Nk−1∑
j=0
pSj(xk)− cN =
c−1∑
k=0
Nk−1∑
j=0
(
pSj(xk)−N
)
.
Note that the sum sk =
∑Nk−1
j=0 pS
j(xk) is exactly the number satisfying T
sk(xk) =
SNk(xk). Since xk = T
j(x0) for j ∈ [0,M) and S
Nk(xk) = T
j(x0) for j ∈ [N,N +
M), we see N −M < sk < N +M and sk −N ∈ [−M,M ] for each k. Therefore,
the sum above is bounded between −cM and cM . 
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BOUNDED TOPOLOGICAL SPEEDUPS 5
When S is a bounded speedup of T , a key question will be whether the jump
function is also a constant plus an S-coboundary. The following proposition demon-
strates the consequences of this condition.
Proposition 2.6. Let (X,T ) be a minimal Cantor system, and suppose T  
p
S
where S : X → X is minimal and p(x) = c + gS(x) − g(x). Then the function
h(x) = T−g(x)(x) provides a factor map from (X,S) onto the minimal Cantor
system (h(X), T c). Furthermore, if T c is a minimal action of X then (X,S) is
conjugate to (X,T c).
Proof. Since g is continuous, it is clear that h(x) = T−g(x)(x) is a continuous map
from X to itself. We have the following relation
h(S(x)) = T−gS(x)(S(x))
= T−gS(x)T p(x)(x)
= T−gS(x)T c+gS(x)−g(x)(x)
= T c−g(x)(x)
= T cT−g(x)(x)
= T ch(x).
It follows from the above that T c(h(X)) = h(S(X)) = h(X) and since T c is a
continuous injection, T c : h(X) → h(X) is a homeomorphism. The h-image of an
S-orbit in X is a T c-orbit in h(X) and by continuity, the h-image of the closure
of an S-orbit is the closure of a T c-orbit. Since S is minimal, the closure of every
T c-orbit is dense in h(X). Therefore, (T c, h(X)) is a minimal Cantor system.
For the “furthermore” claim, note that if T c : X → X is minimal, then each
T c-orbit is dense in X and therefore h(X) = X . To see that h is one-to-one, first
note that if x, y are in different T -orbits then h(x) 6= h(y). If y = Sk(x) for k 6= 0
then h(y) = h(Sk(x)) = T kc(h(x)) 6= h(x). So assume x, y are in the same T -orbit
but separate S-orbits. Note that each T -orbit is the union of c distinct S-orbits
and also the union of c distinct T c-orbits. Since h(X) = X , the map h must induce
a bijection between the T c-orbits and the S-orbits which are subsets of a single T -
orbit. Therefore, h(x) and h(y) must be in separate T c-orbits. This completes the
proof that h is one-to-one and therefore h is a conjugacy from (X,S) to (X,T c). 
Therefore there are two possible distinctions between a bounded speedup S with
orbit number c and the power T c. First, it may be that T c is not minimal on X ,
but there exists a bounded speedup S with orbit number c such that S is minimal
on X . Second, while the jump function for a minimal bounded speedup S is always
equal to a constant c plus a T -coboundary, it may not be equal to c plus an S-
coboundary. In Section 4, we show that both of these possibilities are realized,
even when restricting to the case where T is a substitution system. In general, it
is possible that both T c and S are minimal, but the jump function has integral
different from c for some S-invariant measure, implying that there are S-invariant
Borel probability measures which are not T -invariant (see Example 4.2).
2.2. Introducing new invariant measures. Let (X,T ) be a minimal Cantor
system and (Y, S) a speedup of (X,T ). As shown in [A 16], the speedup relation
induces a homeomorphism ϕ : Y → X and a resulting injection ϕ∗ : M(X,T ) →֒
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6 L. ALVIN, D. ASH, AND N. ORMES
M(Y, S). Below we outline the construction of an example that illustrates that this
injection need not be a bijection, even for bounded speedups. Our example is one
where (X,T ) is a minimal Cantor system such that (X,T 2) is also minimal, with
T uniquely ergodic, but where T 2 has two invariant measures.
First, let (Y, S, ν) be an ergodic automorphism of a Lebesgue probability space
which is a tower of height two over a mixing system. Let (X,T ) be a mixing minimal
Cantor system which is uniquely ergodic (e.g. apply the Jewett-Krieger Theorem
to find a minimal model for a mixing ergodic system). Let µ denote the unique
T -invariant measure on X . Now, we may apply Theorem 2.5 of [O 97] to create
a minimal Cantor system (X,T ′) which is strongly orbit equivalent to (X,T ) such
that (X,T ′, µ) is measurably conjugate to (Y, S, ν). Strong orbit equivalence is a
notion defined in [GPS 95], we cite here the relevant properties.
As a result of this construction,
(1) (X,T ′) is uniquely ergodic with invariant measure µ,
(2) (X, (T ′)2) is minimal,
(3) (X, (T ′)2) has two ergodic invariant measures ν1, ν2 and µ =
1
2 (ν1 + ν2).
Property 1 holds because (strong) orbit equivalence preserves spaces of invariant
measures [GPS 95].
To see Property 2, first note that (T ′)2 is minimal if and only if there are no
continuous functions f : X → C \ {0} such that f ◦ T ′ = −f , i.e., if −1 is an
eigenvalue for T ′. Strong orbit equivalence does not generally preserve eigenvalues,
but it does preserve the rational part of the spectrum – eigenvalues of the form
exp(2πi/n) where n ∈ Z+ (see section 2 of [GPS 95]). Therefore, since T does not
have −1 as an eigenvalue, neither does T ′. Thus (T ′)2 is minimal.
To see Property 3, note that (X,T ′, µ) is measurably conjugate to (Y, S, ν).
Therefore, there is a Borel set A ⊂ X such that µ(A) = 12 , µ((T
′)−1A∩A) = 0 and
µ((T ′)−1A ∪A) = 1. We obtain two new measures ν1, ν2 such that µ =
1
2 (ν1 + ν2)
by setting ν1(B) = 2µ(A∩B) and ν2(B) = 2µ((T
′)−1A∩B) for any µ-measurable
set B. Both νi are (T
′)2 invariant.
We remark that µ, being the midpoint of two other measures, is not ergodic for
T ′. This illustrates that the injection ϕ∗ : M(X,T ) →֒M(X,S) need not preserve
ergodic measures.
2.3. Entropy. We recall the definition of both topological and measure-theoretic
entropy for minimal Cantor systems. See [W] for much more. Let (X,T ) be a
Cantor system and let P be a finite, nonempty, clopen partition of X , and let
H(P) denote the number of nonempty elements of P . The entropy T relative to
the clopen partition P is
h(T,P) = lim
n→∞
1
n
H
(
n−1∨
i=0
T−iP
)
.
The topological entropy of T is then defined as
h(T ) = sup
P
h(T,P),
where P ranges over all clopen partitions of X . When µ is a T -invariant Borel
probability measure, we may define the measure-theoretic entropy hµ(T ) in a similar
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BOUNDED TOPOLOGICAL SPEEDUPS 7
way, with
Hµ(T,P) = −
∑
A∈P
µ(A) log µ(A)
hµ(T,P) = limn→∞
1
n
Hµ
(∨n−1
i=0 T
−iP
)
, and hµ(T ) = supP hµ(T,P). The Varia-
tional Principle states
h(T ) = sup
µ∈M(X,T )
hµ(T ).
We now recall the following theorem of Boyle and Handelman which shows that
entropy is not preserved by strong orbit equivalence.
Theorem 2.7 ([BH 94]). Suppose 0 < log(α) <∞. There exists a homeomorphism
S strongly orbit equivalent to the dyadic adding machine such that h(S) = log(α).
Combining the above result with the characterization of strong orbit equivalence
and orbit equivalence in [GPS 95] and the main result in [A 16], it follows that for
any two (strongly) orbit equivalent minimal Cantor systems (X1, T1) and (X2, T2),
each is conjugate to a speedup of the other. Thus the above theorem indicates
that there is no hope to control the entropy of a general speedup. However, in the
bounded case there is more to say and we look to a theorem of Neveu for inspiration.
Theorem 2.8 ([N2 69]). Suppose (X,B, µ, T ) is an ergodic automorphism and
(X,B, µ, S) is an aperiodic automorphism of the form
S(x) = T p(x)(x),
where p : X → Z+. Then hµ(S) = (
∫
p dµ)hµ(T ) whenever
∫
p dµ is finite.
In what follows, we provide upper and lower bounds on the entropy of a bounded
speedup of T in terms of p and h(T ). Combining Lemma 2.5 and Theorem 2.8, we
obtain a lower bound for the entropy of a bounded speedup.
Proposition 2.9. Let (X,T ) be a minimal Cantor system and S : X → X a
minimal bounded speedup of (X,T ). Then h(S) ≥ c · h(T ) where c is the orbit
number for T  
p
S.
Proof. Let c ∈ Z+ be the orbit number for T  
p
S and let p : X → Z+ be the jump
function. Consider the following calculation:
h(S) = sup
µ∈M(X,S)
hµ(S)
≥ sup
ν∈M(X,T )
hν(S)
≥ sup
ν∈∂E(M(X,T ))
(∫
p dν
)
hν(T )
= sup
ν∈∂E(M(X,T ))
(∫
(c+ (f − f ◦ T ))dν
)
hν(T ) by Lemma 2.5
= sup
ν∈∂E(M(X,T ))
c · hν(T )
= c
(
sup
ν∈∂E(M(X,T ))
hν(T )
)
= c · h(T ).
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
Before proceeding with the proof of the upper bound for the topological entropy
of bounded speedups we will need the following lemma.
Lemma 2.10. Let (X,T ) be minimal Cantor system and suppose T  
p
S where
S : X → X is minimal. For every ε > 0 there exists N ∈ N such that for all n ≥ N
and for every x ∈ X
1
n
n−1∑
i=0
p(Si(x)) <
(
sup
µ∈M(X,S)
∫
p dµ
)
+ ε.
Proof. Let ∫
p dµ1 = sup
µ∈M(X,S)
∫
p dµ
and assume the conclusion is false; then there exists an ε > 0 and an increasing
sequence of positive integers {nk} and corresponding sequence of points {xnk} which
have the property that
1
nk
nk−1∑
i=0
p(Si(xnk)) ≥
∫
p dµ1 + ε.
Define
νnk =
1
nk
nk−1∑
i=0
δxnk ◦ S
−i,
where δxnk represents the Dirac point-mass measure at xnk . As M(X) is compact
in the weak∗ topology there exists ν ∈M(X) and a subsequence {nkℓ} for which
νnkℓ ν.
weak∗
The measure ν is S-invariant (see [W, Theorem 6.9]). Since p is continuous, we can
make the following estimate∫
p dν = lim
ℓ→∞
∫
p dνn
kℓ
= lim
ℓ→∞
1
nkℓ
nkℓ−1∑
i=0
p(Sixnkℓ )
≥
∫
p dµ1 + ε,
which yields our contradiction as
∫
p dµ1 = supµ∈M(X,S)
∫
p dµ. 
Now we use Lemma 2.10 to prove our upper bound on the entropy of a bounded
speedup.
Proposition 2.11. Let (X,T ) be minimal Cantor system and suppose T  
p
S
where S : X → X is minimal. Then
h(S) ≤ sup
µ∈M(X,S)
(∫
p dµ
)
h(T ).
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BOUNDED TOPOLOGICAL SPEEDUPS 9
Proof. Suppose µ1 ∈ M(X,S) satisfies
∫
p dµ1 = sup
µ∈M(X,S)
∫
p dµ. Fix ε > 0 and
let α be a finite clopen partition of X such that p−1(Z+) ≤ α. By Lemma 2.10
there exists N ∈ N such that for every n ≥ N and every x ∈ X we have
1
n
n−1∑
i=0
p(Six) <
∫
p dµ1 + ε.
It immediately follows then that for every n > N
n−1∨
i=0
Si(α) ≤
⌈(n−1)(
∫
p dµ1+ε)⌉∨
i=0
T i(α).
From this we can immediately deduce that
h(S, α) ≤ lim
n→
1
n
H

⌈(n−1)(
∫
p dµ1+ε)⌉∨
i=0
T i(α)


= lim
n→∞
⌈n(
∫
p dµ1 + ε)⌉
n
·
1
⌈n(
∫
p dµ1 + ε)⌉
H

⌈(n−1)(
∫
p dµ1+ε)⌉∨
i=0
T i(α)


=
(∫
p dµ1 + ε
)
h(T ).
It follows that
h(S) ≤
(∫
p dµ1 + ε
)
h(T ).
Since ε was arbitrarily given, we may conclude that
h(S) ≤
(∫
p dµ1
)
h(T ).

Combining Proposition 2.9 and Proposition 2.11 we obtain the main theorem of
this section below.
Theorem 2.12. Let (X,T ) be minimal Cantor system and suppose T  
p
S where
S : X → X is minimal. The entropy of S lies within the following interval
c · h(T ) ≤ h(S) ≤
(∫
p dµ1
)
h(T )
where is the c orbit number for T  
p
S and
∫
p dµ1 = sup
µ∈M(X,S)
∫
p dµ.
An immediate corollary of this theorem describes the entropy of S whenM(X,T ) =
M(X,S). Observe that in this case the two systems are orbit equivalent.
Corollary 2.13. Let (X,T ) be a minimal Cantor system and (X,S) a speedup of
(X,T ) with bounded jump function p : X → Z+. If M(X,T ) = M(X,S), then
h(S) = c · h(T )
where c is the orbit number for T  
p
S.
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10 L. ALVIN, D. ASH, AND N. ORMES
Corollary 2.14. Let (X,T ) be a minimal Cantor system and let (X,S) be a
bounded speedup of (X,T ). If h(T ) = 0, then h(S) = 0.
Corollary 2.15. Let (X,T ) be a minimal Cantor system and let (X,S) be a
bounded speedup of (X,T ). If h(T ) > 0, then h(S) > 0. Moreover, h(S) ≥ h(T )
with a strict inequality when the jump function p 6≡ 1.
Remark 2.16. We would like to emphasize two general observations about the
entropy of topological speedups. First, it follows from Theorem 2.12 that the entropy
of a bounded speedup can only increase, whereas in the unbounded case entropy can
decrease.
Second, the only instances where a bounded speedup of a minimal Cantor system
could possibly be conjugate to the original system is when the original system has
entropy 0 or ∞.
3. Odometers
In this section we investigate bounded speedups of odometers, a family of min-
imal Cantor systems with zero entropy. We begin with some preliminaries on
odometers and then characterize which odometers have minimal bounded topo-
logical speedups of a particular orbit number (see [BK 04] for a more thorough
introduction to odometers).
3.1. Background on Odometers. Let α = 〈α1, α2, α3, . . .〉 be a sequence of in-
tegers with each αi ≥ 2. Denote by Xα the set of all sequences (a1, a2, . . .) such
that 0 ≤ ai ≤ αi − 1 for each i ≥ 1. We apply the metric dα to Xα by
dα ((x1, x2, . . .), (y1, y2, . . .)) =
∞∑
t=1
δ(xi, yi)
2i
,
where δ(xi, yi) = 0 if xi = yi and δ(xi, yi) = 1 if xi 6= yi.
The set Xα is the set of α-adic numbers with addition on Xα defined as follows.
Set
(x1, x2, . . .) + (y1, y2, . . .) = (z1, z2, . . .)
where z1 = (x1 + y1) mod α1, r1 = 0 and for each j ≥ 2, zj = (xj + yj + rj)
mod αj with rj = 0 if xj−1 + yj−1 + rj−1 < αj−1 and rj = 1 otherwise.
The map Tα : Xα → Xα, defined by
Tα ((x1, x2, x3, . . .)) = (x1, x2, x3, . . .) + (1, 0, 0, . . .),
is called the α-adic odometer or α-adic adding machine map. It is straightforward
to see that the system (Xα, Tα) is a minimal Cantor system. We will make use of
the following results about odometer systems.
Theorem 3.1. [BK 04, BS 95] Let α = 〈α1, α2, . . .〉 be a sequence of integers
greater than 1. Let mk = α1α2 · · ·αk for each i. Let T : X → X be a contin-
uous map of a compact topological space X. Then T is topologically conjugate to
Tα if and only if there is a sequence of partitions {P(k) : k ≥ 1} of X such that the
following hold.
(1) For each positive integer k, the partition P(k) consists of mk nonempty,
clopen sets which are cyclically permuted by T .
(2) For all k ≥ 1, P(k + 1) refines P(k).
(3) The sequence of partitions {P(k)} separates points.
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From Theorem 3.1, it follows that the partitions P(k) associated with an odome-
ter T = Tα are of the form
P(k) = {T iA(k) : 0 ≤ i < mk}
where ∩kA(k) is a singleton {x0} and T
jA(k + 1) ⊂ T iA(k) if and only if j ≡ i
mod mk. The partitions P(k) are the relevant Kakutani-Rokhlin partitions for
odometers. A Kakutani-Rokhlin partition, or a KR-partition, for a minimal Cantor
system (X,T ) is a partition of the form P = {T jAi : 0 ≤ j < li, 1 ≤ i ≤ I} where
each set Ai is clopen. The sets T
jAi are called the floors of the KR-partition and
j is the height of the floor T jAi. The set {T
jAi : 0 ≤ j < li} is referred to as the
ith column of P and li is the height of this column. We will call the set ∪iAi the
base of P and the set ∪iT
li−1Ai the top of P .
Theorem 3.1 states that odometers are characterized by the existence of a gen-
erating sequence of KR-partitions, each comprised of a single column. In such a
situation we will suppress the subscripts on the base sets A(k) = A1(k). KR-
partitions will also play an important role in our discussion of substitution systems
in Section 4.
The following provides a means for determining when two odometers are topo-
logically conjugate.
Lemma 3.2. [BK 04, Corollaries 2.6 and 2.8] Let β = 〈β1, β2, · · · 〉 and γ =
〈γ1, γ2, . . .〉 be such that βi, γi ≥ 2 for all i ∈ N. Set S(Tβ) to be the collection
of positive integers k such that for some subset M of X, M is T iβ minimal but not
T jβ-minimal for j < i. Then Tβ and Tγ are topologically conjugate if and only if
S(Tβ) = S(Tγ).
Moreover, let Mβ be the function mapping the prime numbers to the extended
natural numbers {0, 1, 2, . . . ,∞} by Mβ(p) =
∑∞
i=1 ni where ni is the power of the
prime p in the prime factorization of βi. Then Tβ and Tγ are topologically conjugate
if and only if Mβ =Mγ .
Hence, if for each prime number p we have Mβ(p) =∞, then Tβ is topologically
conjugate to both Tα where α = 〈2, 2 ·3, 2 ·3 ·5, . . .〉 and Tγ where γ = 〈2, 3, 4, 5, . . .〉.
Additionally, for any given α, rearranging the αi values does not change the con-
jugacy class of the odometer Tα.
3.2. Speedups of Odometers. In this section we focus on bounded speedups
of odometers. We first show that a minimal bounded speedup of an odometer
is a conjugate odometer. We then investigate which odometers have nontrivial
minimal bounded speedups and conclude by characterizing the jump functions p
which produce a nontrivial minimal speedup of a given odometer.
Theorem 3.3. Let (X,T ) = (Xα, Tα) be an odometer and suppose T  
p
S where
S : X → X is minimal. Then (X,S) is topologically conjugate to (X,T ). Moreover,
p(x)− c is an S-coboundary where c is the orbit number for T  
p
S.
Proof. Let T = Tα be the odometer with α = 〈α1, α2, α3, . . .〉. Consider the se-
quence of partitions {P(k)} of X as in Theorem 3.1 for T and α. Because {P(k)}
separates points and p is uniformly continuous, there is an N such that if k ≥ N
and x, y are in the same element of P(k) then p(x) = p(y).
Consider the sets of the form SjA(k) for j ≥ 1. Since p is constant on elements
of P(k), each set SjA(k) must be of the form T iA(k), another element of P(k).
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Because S is a minimal homeomorphism of X , it follows that S acts as a cyclic
permutation on elements of P(k). By Theorem 3.1, S is topologically conjugate to
an odometer Tβ where β = 〈mN , αN+1, αN+2, . . .〉. By Theorem 3.2, the odometers
Tβ and Tα are conjugate.
To see that p(x) is a constant plus S-coboundary, let m ≥ 1 be the smallest
positive integer such that SmA(k) = A(k). Because S acts as a cyclic permutation
on a set of mk elements, m = mk. Fix x ∈ A(k). Then S
m(x) = T p(x,m)(x) where
p(x,m) =
m−1∑
i=0
p(Six)
Since T p(x,m)A(k) = SmA(k) = A(k), m must divide p(x,m), i.e., cm = p(x,m)
for some c > 0. Because p is constant on elements of P(k), cm = p(z,m) for all
z ∈ A(k). Fix N ≥ 1 and write N = qm + r for q > 0 and 0 ≤ r < m. Then we
have
N−1∑
j=0
pSj(x) − cN = qcm+
r∑
j=0
pSqm+j(x)− cN
=
r∑
j=0
pSqm+j(x)− cr
which is uniformly bounded. Therefore by Theorem 2.4, p(x)−c is an S-coboundary.

Remark 3.4. The above does not imply (X,S) is conjugate to (X,T c) since (X,T c)
may not be minimal. An example of this is the odometer Tα with α = 〈4, 3, 3, . . .〉
and the jump function p where
p(x) =


2 for x ∈ A(1)
2 for x ∈ TA(1)
3 for x ∈ T 2A(1)
1 for x ∈ T 3A(1)
Here (Xα, S) is minimal with c = 2, but (Tα)
2 is not a minimal action of Xα.
Moreover, this example illustrates the potential difference between T c and a
bounded speedup with orbit number c.
Next we address the question of which odometers (Xα, Tα) admit a bounded
minimal speedup with a particular orbit number c.
3.3. A necessary condition for minimality. Let (X,T ) be an odometer system
and suppose T  
p
S where S : X → X is a homeomorphism. We wish to write
sufficient conditions so that S is minimal.
Note that because the function p is continuous and P(k) separates points, for
sufficiently large k, p is constant on each element of the KR-partition P(k). Further
note that since the heights of the KR-partitions P(k) go to infinity, for sufficiently
large k, supx∈X p(x) is smaller than mk, the height of the unique column of P(k).
We may introduce a labeling Lk of P(k) based on S-paths through P(k). Label
the base floor A(k) with 0. Label any other floor F in this column with a 0 if
F = SjA(k) and
∑j−1
n=0 pS
n(x) < l(k) for x ∈ A(k). Now consider an unlabeled
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floor T j1A(k) of minimum height j1. Label this floor with a 1. Label any other floor
F in this column with a 1 if F = SjA(k) and
∑j−1
n=0 pS
n(x) < l(k) for x ∈ T j1A(k).
Now label the minimum height unlabeled floor with a 2 and continue in this manner
until all floors in the ith column are labeled with a label 0, 1, . . . , c− 1.
The labeling has the property that if a floor F is the S-image of a floor E of
lower height then E and F have the same labeling. It is also the case that if F is
a floor of P(k) labeled ℓ and is not the floor of maximal height with this property
then SF is equal to the next higher floor which has label ℓ.
The sequence of labelings have the property that if F in P(k + 1) is a floor
with Lk-label ℓ and height less than mk then the floor E in P(k) with E ⊃ F has
Lk-label ℓ as well.
For k large enough so that p is constant on each floor of P(k) and l(k) > sup p(x),
we will define a function π(k) : {0, 1, . . . , c− 1} → {0, 1, . . . , c − 1}. For 0 ≤ ℓ < c,
define π(k)(ℓ) to be the label of the floor containing S(x) for all x in the floor of
maximal height in P(k)
Proposition 3.5. Each π
(k)
i is a permutation of the set {0, 1, . . . , c− 1}.
Proof. If π(k) is not injective then there are two distinct points in the same T -orbit
with the same S-image. But S is a homeomorphism, so this is a contradiction.
Therefore, π(k) is injective, and therefore a permutation. 
Note further the following relation for the α-odometer.
Lemma 3.6.
π(k+1) = π(k)π(k) · · ·π(k)︸ ︷︷ ︸
αk+1
= (π(k))αk+1
Proof. Suppose x is in a floor of P(k + 1) with label ℓ with minimal height. Then
x is also in a floor of P(k) with label ℓ. Then if n1 is the minimal integer such
that
∑n1−1
n=0 pS
n(x) ≥ l(k) x1 = S
n1(x) is in a floor with label π(k)(ℓ). If n2 is the
minimal integer such that
∑n2−1
n=0 pS
n(x1) ≥ l(k) x2 = S
n2(x1) is in a floor with
label π(k)π(k)(ℓ) and so on. This process continues until we have
∑I
i=1 ni ≥ l(k+1)
which occurs exactly when I = αk+1. 
Given an odometer (Xα, Tα) and T  
p
S, a necessary and sufficient condition for
S : X → X to be minimal is given below.
Lemma 3.7. Suppose (Xα, Tα) is a minimal odometer system and T  
p
S where
S : Xα → Xα is homemorphism. The system (Xα, S) is minimal if and only if for
all sufficiently large k, π(k) is cyclic permutation on {0, 1, . . . , c− 1} where c is the
orbit number for S.
This leads to the following two theorems which discuss which odometers admit
minimal bounded speedups (with a given orbit number).
Theorem 3.8. If (Xα, Tα) is an odometer system with α = 〈α1, α2, . . .〉 and c ≥ 1
is an integer such that for some N ∈ Z+, gcd(c, αi) = 1 for all i ≥ N , then (Xα, Tα)
has a bounded speedup S with orbit number c and S : Xα → Xα minimal.
Proof. Set m = α1α2 · · ·αN and g = gcd(c,m). Without loss of generality we may
assume m > c. By Theorem 3.2, Tα is topologically conjugate to the odometer Tβ
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with β = 〈g, m
g
αN+1, αN+2, αN+3, . . .〉. It suffices to show that (X,T ) = (Xβ , Tβ)
has a bounded speedup S with orbit number c.
Let {P(k)} be the sequence of partitions associated to (X,T ). We will define
p(x) to be constant on elements {T iA(2) : 0 ≤ i < M} of P(2) whereM = mαN+1.
Set
p(x) =


c for x ∈ T iA(2), 0 ≤ i < M − c,M − c+ g ≤ i < M
c+ 1 for x ∈ T iA(2), M − c ≤ i < M − c+ g − 1
c− g + 1 for x ∈ T iA(2), i = M − c+ g − 1
One can check that the permutation π(2) gives a cyclic permutation of {0, 1, . . . , c−
1}. For k > 2, Lemma 3.6 and the fact that gcd(c, αN+k−1) = 1 imply that π
(2)
also gives a cyclic permutation of {0, 1, . . . , c−1}, which completes the proof in one
direction.
For the other, suppose that π(k) is a permutation of {0, 1, . . . , c − 1} which is
not cyclic. Then it contains a cycle of order < c. But then for some x, the S-orbit
of x only intersects sets in P(k) with Lk-labels in that cycle. Therefore, S is not
minimal. 
Theorem 3.9. If (Xα, Tα) is an odometer system with α = 〈α1, α2, . . .〉 and every
prime p divides infinitely many αi, then there is no minimal S : Xα → Xα with
T  
p
S other than p ≡ 1.
Proof. Consider one of the permutations π(k) associated with the speedup S : x 7→
T p(x)(x). If S is a speedup with orbit number c then gcd(c, αn) > 1 for some
n > k. By Lemma 3.6, the permutation π(n) cannot be a cyclic permutation of
{0, 1, . . . , c− 1} as it is equal to (π(n−1))αn and gcd(c, αn) > 1. 
Remark 3.10. We note that it follows from Lemma 3.2 and Theorem 3.9 that the
only odometer (up to topological conjugacy) that does not have a nontrivial minimal
bounded speedup is the odometer (Xα, Tα) with α = 〈2, 3, 4, 5, . . .〉.
We now conclude our investigation of speedups of odometers by providing the
following characterization for when a bounded function p is a valid jump function
to define a bounded minimal speedup for a given odometer (X,T ).
Theorem 3.11. Let (X,T ) be an odometer with α = 〈α1, α2, α3, . . .〉. Let mi =
α1α2 · · ·αi for all i ∈ Z
+ and suppose {P(k)} is a nested sequence of partitions of
X labeled as in Theorem 3.1. Then T  
p
S where S : X → X is minimal if and
only if there exists an I ∈ Z+ such that the following hold.
(1) For each j = 0, 1, . . . ,mI − 1, there exists qj ∈ Z
+ such that p(x) = qj for all
x ∈ T jA(k) ∈ P(k).
(2) The elements of P(I) are cyclically permuted under S : x 7→ T p(x)(x).
(3)
mI−1∑
j=0
qj = c ·mI where (c, αk) = 1 for all k > I.
Proof. First suppose T  
p
S where S : X → X is minimal. Then p : X → Z+ is
a continuous function and we may choose I ∈ Z+ such that (1) holds. As S is a
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minimal homeomorphism, (2) must also hold. Further, because S and T cyclically
permute the elements of P(I), we have
SmI (T jA(k)) = T q0+q1+···+qmI−1(T jA(k)) = T jA(k) for all j = 0, 1, . . . ,mI − 1
and
m divides
mI−1∑
k=0
qk.
Set c ∈ Z+ such that c ·mI =
mI−1∑
j=0
qj and suppose that (c, αk) 6= 1 for some k > I.
Without loss of generality we may assume k = I + 1 and set N =
αk
(c, αk)
. Note
that
SmI (T jA(k)) = T c·mI (T jA(k)) = T jA(k) for all j = 0, 1, . . . ,mI − 1.
Because T lA(I + 1) ⊂ T jA(I) whenever l ≡ j mod mI ,
SmI (T lA(I + 1)) = T c·mI(T lA(I + 1)) for all l = 0, 1, . . .mI+1 − 1.
Then
SN ·mIA(I + 1) = TN ·c·mIA(I + 1) = A(I + 1).
As N ·mI < mI+1, S is not minimal, a contradiction. Hence (3) must hold.
Conversely, suppose that there exists an I ∈ Z+ such that (1) - (3) hold. We show
that S : x 7→ T p(x)(x) is a minimal bijection (and thus a minimal homeomorphism)
on X . First, suppose there exist y, y′ ∈ X such that S(y) = S(y′) = x. By (2) y
and y′ must lie in the same element T jA(I) of P(I). By (1), S(y) = T qj (y) = x =
T qj(y′) = S(y′). As T is one-to-one, it follows that y = y′. Further, given x ∈ X ,
there exists some j such that x ∈ T jA(I) and again by (2) there exists T lA(I) such
that S(T lA(I)) = T jA(I) and p(y) = ql for all y ∈ T
lA(I). As T is onto, there
exists a point y ∈ T jA(I) such that T ql(y) = S(y) = x, and hence S is an onto
function. The map S is minimal by Lemmas 3.6 and 3.7. 
4. Substitution Subshifts
4.1. Subshifts. Let A denote a finite set which we will refer to as an alphabet,
the elements of which we will refer to as symbols. Let A∗ denote the set of finite
concatenations of symbols in A which we will refer to as words. For a word w =
w1w2 · · ·wn, we let |w| = n denote the length of w.
The set AZ is a Cantor space with the product of the discrete topology. We will
consider the shift map T : AZ → AZ given by T (x)k = xk+1. A subshift is any
closed, shift-invariant subset X of such a space along with the shift map T restricted
to X . It is a well-known theorem that (X,T ) is an expansive homeomorphism of a
Cantor set if and only if (X,T ) is conjugate to a subshift, e.g. see [LM].
Definition 4.1. A homeomorphism of a compact metric space T : (X, d)→ (X, d)
is expansive if there is a δ > 0 such that for every x 6= y ∈ X there is an n ∈ Z
such that d(T nx, T ny) > δ.
For x ∈ AZ and i < j, we will use the following notations: x[i, j] = xixi+1 · · ·xj ,
x[i, j) = xixi+1 · · ·xj−1 and x[i] = xi. If w is a word in A
∗ we will use the same
notation to denote subwords of w = w1w2 · · ·wn, e.g. w[i, j] = wiwi+1 · · ·wj if
1 ≤ i < j ≤ |w|. The language of a subshift X is the set of all words {x[i, j) :
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x ∈ X, i < j}. A subshift (X,T ) is minimal if and only if for every word w in the
language of X there is an r > 0 such that for every x ∈ X and every i ∈ Z, w is a
subword of x[i, i+ r].
Example 4.2. We interject here an example of a bounded speedup T  
p
S of a
subshift (X,T ) with orbit number 2 such that p(x) − 2 has a non-zero integral for
some S-invariant Borel probability measure. This will follow from the existence of
a point x0 ∈ X such that
lim sup
N→∞
1
N
N−1∑
j=0
p(Sjx0) > 0.
First define the space X ⊂ {0, 1}Z upon which the shift map T acts. The in-
creasing sequence of integers 6 < n2 < n3 < · · · will be recursively defined later.
Set
w1(0) = 000001 and w1(1) = 0000011
and for k ≥ 2,
wk(0) = wk−1(0)
nk+1wk−1(1)wk−1(0)wk−1(1)
and
wk(1) = wk−1(0)
nk+1wk−1(1)wk−1(0)wk−1(1)
2.
We define X by saying that the language of X is the set of all words that are
subwords of wk(0) or wk(1) for some k ≥ 1. One can check that the system (X,T )
is minimal.
Set A = {x : x[0, 6) = 000001} ⊂ X and define a jump function p : X → Z+ as
follows. Let
p(x) =


4 if x ∈ A
1 if x ∈ T jA for j = 1, 2
2 otherwise.
Consider x0 ∈ X with x0[0, |wk(0)|) = wk(0) for all k ≥ 1 and let sk = min{N :∑N−1
j=0 p(S
jx0) ≥ |wk(0)|}.
We see
s1−1∑
j=0
p(Sjx0) = 6
sk−1∑
j=0
p(Sjx0) = nk
sk−1−1∑
j=0
p(Sjx0) + 2|wk−1(0)|+ 2|wk−1(1)|.
In order to complete the example, we need the following recursive formula as
well.
s1 = 2
sk = nksk−1 + |wk−1(0)|+ |wk−1(1)|
The recursion formulae show that by choosing nk sufficiently large, we can make
1
sk
sk−1∑
j=0
p(Sjx0) as close to
1
sk−1
sk−1−1∑
j=0
p(Sjx0) as we like.
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We see
1
s1
s1−1∑
j=0
p(Sjx0) = 3. Therefore, we may recursively choose n2 < n3 < · · ·
so that
1
sk
sk−1∑
j=0
p(Sjx0) > 2 for all k ≥ 1.
If (X,T ) is a subshift with alphabet A, the m-block presentation of (X,T ) is
the shift map acting on the space X [m] where the alphabet is Am and a sequence
w = (wi)i∈Z is in X
[m] if and only if
(1) wi[1,m) = wi+1[0,m− 1) for all i,
(2) the sequence (wi[0])i∈Z) is in X .
For any m ≥ 1, the m-block presentation of a subshift is conjugate to the subshift
itself. Given a function f ∈ C(X,Z), we will use higher block presentation to
assume without loss of generality that f(x) depends only on the symbol x[0].
Lemma 4.3. A bounded speedup of an expansive map is expansive.
Proof. Let (X,T ) be expansive, i.e., a minimal subshift, and suppose T  
p
S. We
may assume that the jump function p(x) depends only on the value of x0. Then
(X,S) is conjugate to the subshift with symbols B = {x[0, p(x)) : x ∈ X} and
where a sequence in these symbols (wi) is allowed if and only if for all i ∈ Z and
r > 0 the word concatention wiwi+1 · · ·wi+r is equal to x[0,m] for some x ∈ X and
some m > 0. 
The following will allow us to show that a bounded speedup of a subshift is
never conjugate to the original system, except possibly when the original system is
a periodic action on a finite set.
Lemma 4.4. Let (X,T ) be a subshift and let Wn(X) denote the set of words of
length n appearing in X. If |Wn(X)| ≥ |Wn+j(X)| for some n, j > 0, then X is
finite.
Proof. Assume |Wn(X)| ≥ |Wn+j(X)|. Let π :Wn+j(X)→Wn(X) denote projec-
tion onto the first n letters, π(w1w2 · · ·wn+j) = w1w2 · · ·wn. Since π is an onto
function, we see |Wn(X)| = |Wn+j(X)| and π is a bijection.
Since π is a bijection, for every x ∈ X , there is a unique word w ∈ Wn+j(X)
such that x[0, n) = π(w). In other words, there is a unique word b ∈ Wj(X) such
that x0x1 · · ·xn−1b is in the language of X . This means that x[0, n) determines
x[0, n + j). Likewise the word x[j, n + j) determines x[j, n + 2j), etc. Therefore
x[0, n) determines the right infinite word x0x1x2 · · · .
Repeating the argument with π replaced by projection onto the last n letters, we
see that x[0, n) determines the left infinite word · · ·x−2x−1x0 as well. Therefore,
|X | ≤ |Wn(X)|, and in particular, X is finite. 
Lemma 4.5. Let (X,T ) be a minimal Cantor system. Let p : X → Z+ be a
continuous function such that p is not the constant function 1 and let m be given.
There is an N such that for any point x ∈ X,
N−1∑
j=0
p(T jx) > N +m
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Proof. Because p(x) ≥ 1 for all x ∈ X and p 6≡ 1, there is a clopen set U such that
for all x ∈ U , p(x) ≥ 2. Since T is minimal there is an r such that for any x ∈ X ,
one of the points x, Tx, T 2x, . . . T r−1x is in U . In other words,
r−1∑
j=0
(
p(T jx)− 1
)
≥ 1
for all x ∈ X .
Choose N > (m+ 1)r and let x ∈ X . Then
N−1∑
j=0
(
p(T jx)− 1
)
≥
m∑
k=0
r−1∑
j=0
(
p(T kr+jx) − 1
)
≥ m+ 1
Rearranging, we get
∑N−1
j=0 p(T
jx) > N +m 
Theorem 4.6. Suppose (X,T ) is a minimal subshift where X is infinite and T  
p
S. Then (X,T ) is not conjugate to (X,S).
Proof. Without loss of generality, p(x) only depends only on x[0], the zero-th co-
ordinate of x. Now assume that (X,T ) is conjugate to (Y, S) where (Y, S) is the
subshift defined in Lemma 4.3 via a conjugacy φ : X → Y . The map φ is a sliding
block code [LM]. In other words φ is defined by a map Φ : Wn(X) → W1(Y ) for
some n ≥ 0. Note that W1(Y ) consists precisely of words of the form x[0, p(x)) in
X .
For every N > 0, we may extend Φ by concatenation to obtain an onto function
Φ : Wn+N (X) → WN+1(Y ). Elements of WN+1(Y ) naturally project to words
of the form x
[
0,
∑N
j=0 p(S
jx)
)
in X . Applying the previous lemma, if N is suf-
ficiently large, we can guarantee that for all x,
∑N
j=0 p(S
jx) > n + N . By this
inequality every word of length n+N in X is a subword of x
[
0,
∑N
j=0 p(S
jx)
)
for
some x. Putting this all together, we obtain an onto function from Wn+N (X) to
Wn+N+1(X). Thus |Wn+N (X)| ≥ |Wn+N+1(X)| and X is finite. 
4.2. Substitution Subshifts. Here we consider subshifts generated by a substi-
tution map θ. Let A∗ denote the set of finite concatenations of symbols in an
alphabet A, and let θ : A → A∗ be a function which we call a substitution function.
We may extend θ to a map from A∗ → A∗ by concatenation and in so doing con-
sider iterations θk : A∗ → A∗. Given such a map θ, we may consider the subshift
Xθ ⊂ AZ, the set of all x ∈ AZ such that for all i < j in Z, x[i, j] is a subword of
θk(a) for some k ≥ 0 and some a ∈ A.
We require additional properties of θ in order to insure that Xθ is a minimal
Cantor system.
Definition 4.7. Let θ : A → A∗ be a substitution function. We say that θ is
primitive if
(1) for any a, b ∈ A, there is a k ≥ 0 such that b ∈ θk(a)
(2) for any a ∈ A, limk→∞ |θ
k(a)| =∞.
Definition 4.8. Let θ : A → A∗ be a substitution function. We say that θ is
proper if there exists ℓ, r ∈ A and a k ≥ 0 such that for all a ∈ A, every word θk(a)
begins with the symbol ℓ and ends with the symbol r.
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Definition 4.9. Let θ : A → A∗ be a substitution function. We say that θ is
aperiodic if the subshift Xθ contains no periodic points.
Recall the following theorems about primitive, proper, aperiodic substitutions.
We refer the reader to [DHS 99] for more details on these results.
Theorem 4.10. If θ is a proper, primitive, aperiodic substitution, then (Xθ, T ) is
a minimal Cantor system.
Theorem 4.11. If (Xθ, T ) is a minimal Cantor system associated to a substitution
θ, then there is a proper, primitive, aperiodic substitution τ such that (Xθ, T ) and
(Xτ , T ) are topologically conjugate.
Equipped with these preliminaries, we will proceed by examining examples of
bounded speedups of substitutions which will help illuminate our general results.
4.3. Powers versus bounded speedups. In our first example we show that there
can be a bounded minimal speedup T  S with orbit number 2 even when T 2 is
not minimal (see also remark 3.4). In so doing, we show that studying bounded
speedups of substitutions is more general than studying powers of substitutions.
Because T 2 is not minimal, but S is minimal, S cannot be conjugate to T 2. It
follows from Lemma 4.4 that T k is not conjugate to S for k > 2.
4.3.1. Example. Consider the substitution below on A = {0, 1}.
θ : 0 7→ 0011 θ : 1 7→ 001011
This is a primitive, proper, aperiodic substitution and (Xθ, T ) is a minimal Cantor
system with respect to the shift map T . Note here that since the θ-word lengths
are all even, T 2 is not minimal.
On the other hand, consider S(x) = T p(x)(x) where p : X → Z+ is defined below.
Set A = {x : x[0, 5] = 001011} and let
p(x) =


3 if x ∈ A
1 if x ∈ TA
2 otherwise.
Letting g(x) be the indicator function of A, we see that
p(x) = 2 + g(x)− g(T−1x).
Below we develop some general theory to show that S(x) is minimal which will also
be useful in following sections.
4.3.2. Kakutani-Rokhlin Partitions and Substitutions. We will first introduce Kakutani-
Rokhlin partitions as they relate to substitutions. If θ is a primitive, aperiodic
substitution, then for every x ∈ X and every k ≥ 1, there is a decomposition of
the sequence x into θk-words; it follows from Theorems of Mosse´ that this decom-
position is unique [M 92, M 96]. In other words, for every x ∈ X and every k ≥ 1
there exist a unique set of integers · · · < n−2 < n−1 < 0 ≤ n0 < n1 < n2 < · · · and
symbols {aj ∈ A : j ∈ Z} such that for all j, x[nj , nj+1) = θ
k(aj).
It will ease our notation to assume the substitution θ is defined on I = {1, 2, . . . , |A|}.
For each i ∈ I let Ai(k) denote the set of points x ∈ X such that in the decomposi-
tion of x into θk-words, n0 = 0 and x[n0, n1) = θ
k(i). For i ∈ I, let li(k) = |θ
k(i)|.
Let P(k) = {T jAi(k) : i ∈ I, 0 ≤ j < li(k)}.
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Proposition 4.12. Suppose θ is a proper, primitive, aperiodic substitution on an
alphabet A. With the above notation,
• each P(k) is a clopen partition of Xθ,
• the partitions {P(k) : k ≥ 1} generate the topology of Xθ,
• the set ∩k≥1 ∪i∈I Ai(k) is a singleton.
4.3.3. Orbit Block Labeling. As in the previous section, given a bounded speedup
T  
p
S, for sufficiently large k, we introduce a labeling Lk of P(k) based on S-
paths through each column. By selecting k sufficiently large and using the fact θ is
proper, we may assume
(1) the jump function p is constant on floors of P(k),
(2) li(k) > max p for all i,
(3) the jump function p is constant on sets of the form T n (∪iAi(k)) for 0 ≤
n ≤ max p.
Our labeling will be a function Lk from P(k) to the set {0, 1, . . . , c− 1} where c
is the orbit number for T  S. Fix i, and consider the floors of the ith column of
P(k). We define the labeling recursively beginning with the base floor.
Label the base floor Ai(k) with 0. Label any other floor F in this column with a
0 if F = SjAi(k) and
∑j−1
k=0 pS
k(x) < li(k) for x ∈ Ai(k). Now consider the lowest
unlabeled floor T j1Ai(k). Label this floor with a 1. Label any other floor F in this
column with a 1 if F = SjAi(k) and
∑j−1
l=0 pS
l(x) < li(k) for x ∈ T
j1Ai(k). Label
the lowest unlabeled floor with a 2 and continue. Continue in this manner until all
floors in the ith column are labeled with a label 0, 1, . . . , c− 1.
The labeling has the property that if a floor F is the S-image of a lower floor E
in the same column, then E and F have the same labeling. It is also the case that
if F is a floor of P(k) labeled ℓ and is not the floor of maximal height in column i
with this property then SF is equal to the next higher floor in column i which has
label ℓ.
Note that item 3 above guarantees that the labels on any two floors with the
same height < max p are the same. Therefore, if F is a floor of maximal height
in column i of P(k) with label ℓ then for all x, y ∈ F then the label of the floor
containing S(x) is the same as the label of the floor containing S(y).
4.3.4. Orbit Block Labeling Permutations. For k large enough so that conditions 1,
2 and 3 above, define π
(k)
i (ℓ) to be the label of the floor containing S(x) for all x
in the floor of maximal height in column i labeled ℓ.
Proposition 4.13. Each π
(k)
i is a permutation of the set {0, 1, . . . , c− 1}.
Proof. This follows from the fact that π
(k)
i is injective. If π
(k)
i is not injective then
there are two distinct points in the same T -orbit which have the same S-image. 
Let π(k) denote the tuple of permutations 〈π
(k)
1 , π
(k)
2 , . . . π
(k)
n 〉.
Lemma 4.14. There exists a K ≥ 1 such that π
(K)
i = π
(jK)
i for all 1 ≤ i ≤ n and
all j ∈ N.
Proof. There is a well-defined function that transforms the vector of permutations
〈π
(k)
1 , π
(k)
2 , . . . , π
(k)
n 〉 to 〈π
(k+1)
1 , π
(k+1)
2 , . . . , π
(k+1)
n 〉 given by the following: if θ(ai) =
ai1ai2 · · · aim then π
(k+1)
i = π
(k)
im
◦π
(k)
im−1
◦ · · · ◦π
(k)
i1
. Set π(k) = 〈π
(k)
1 , π
(k)
2 , . . . , π
(k)
n 〉.
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Because there are only finitely many possibilities for π(k) this transformation is
eventually periodic with some period N . If K is a sufficiently large multiple of N
then π(K) = π(jK) for all j ∈ N. 
4.3.5. A sufficient condition for minimality of S. Consider k satisfying the condi-
tions of Lemma 4.14 and sufficiently large to satisfy conditions 1, 2 and 3. The
minimal system that is generated by the substitution θk is the same as that gen-
erated by θ. Thus we may assume without loss of generality that θ satisfies all of
these hypotheses with k = 1 and Lemma 4.14 with K = 1. As such all π(k) are
equal and we will generally drop the superscript going forward.
Given x ∈ X , then x has a unique decomposition into θ-words, x[nj , nj+1) =
θ(ij), j ∈ Z. Associated to this decomposition is a label sequence (ℓj)j∈Z in the
following way. The point x is an element of one of the floors of P(1), let ℓ0 be the
L1-label for this floor. For j ≥ 0 set ℓj+1 = πij (ℓj) and j ≤ 0 set ℓj−1 = π
−1
ij−1
(ℓj).
In this way, if Sl(x) = T n(x) where n ∈ [nj, nj+1) then S
l(x) belongs to a floor
with L1-label ℓj in the ij column of P(k). Thus to every x ∈ X , we can associate
the sequence (ij , ℓj), which we will refer to as the symbol-label sequence for x.
Now set C = {0, 1, . . . , c− 1} and consider an alphabet I × C. Let σ : I × C →
(I × C)∗ be the function defined by
σ(i, ℓ) = (i1, ℓ1)(i2, ℓ2) · · · (im, ℓm)
where θ(i) = i1i2 · · · im, ℓ1 = ℓ and ℓk+1 = πik(ℓk) for k ≥ 1.
Note that the language generated by σ is precisely the set of symbol-label se-
quences for x ∈ X . Note further that the exact same analysis applies to θk and
labeling Lk. Since π
(k) is the same for all k, we have the same substitution map σ
generating the same symbol-label sequences.
Lemma 4.15. Suppose θ is a proper, primitive, aperiodic substitution and (X,T )
is the subshift generated by θ. Further assume T  
p
S where S : X → X is a
homeomorphism. Let σ be the substitution defined as above, then σ is primitive if
and only if S is minimal.
Proof. Suppose σ is primitive and let x be a point in X . There is a power r such
that for all pairs of symbols (ij , ℓj), (i
′
j , ℓ
′
j) the symbol (i
′
j , ℓ
′
j) appears in the word
σr(ij , ℓj). Consider the decomposition into θ
k+r words. Within each θk+r word are
all possible θk words with all possible labels. Thus the S-orbit of x intersects all
floors of P(k). Because this is true for all k, the S-orbit of x is dense.
Suppose S is minimal. There is an N such that any S-orbit block O(S, x,N +1)
intersects all floors of P(1) with all labels. Set M = supx∈X p(x). Let r be an
integer such that |σr(i, ℓ)| > MN for all (i, ℓ). Then for all (i′, ℓ′), (i′, ℓ′) must
appear in σr(i, ℓ). 
Let us return now to Example 4.3.1. Here one can check that π
(k)
0 = id and π
(k)
1
is the permutation 0↔ 1 for all k ≥ 1. Thus the substitution σ in this case is given
by
σ : (0, 0) 7→ (0, 0)(0, 0)(1, 0)(1, 1)
σ : (0, 1) 7→ (0, 1)(0, 1)(1, 1)(1, 0)
σ : (1, 0) 7→ (0, 0)(0, 0)(1, 0)(0, 1)(1, 1)(1, 0)
σ : (1, 1) 7→ (0, 1)(0, 1)(1, 1)(0, 0)(1, 0)(1, 1).
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Since σ(1, 0) contains all four symbols and all σ-words contain the symbol (1, 0),
this substitution is primitive and therefore the speedup S is minimal.
4.4. T -coboundaries vs. S-coboundaries. Using the above definitions and no-
tation, we are able to give an explicit example of a substitution minimal Cantor
system (X,T ) and a bounded speedup T  
p
S such that p(x)−2 is a T -coboundary
but not an S-coboundary.
Consider the following substitution example on A = {0, 1}
θ : 0 7→ 00011 θ : 1 7→ 001.
This is a primitive, proper, aperiodic substitution and (Xθ, T ) a minimal Cantor
system with respect to the shift map T . Set A = {x : x[0, 4] = 00011}. Define
p : X → Z+ as follows
p(x) =


3 if x ∈ A
1 if x ∈ TA
2 otherwise
Once again in this case, we see that
p(x) = 2 + g(x)− g(T−1x)
where g(x) is the indicator function of A. Morevoer, π
(k)
0 = id and π
(k)
1 is the
permutation 0↔ 1 for all k ≥ 1. The associated substitution σ is given by
σ : (0, 0) 7→ (0, 0)(0, 0)(0, 0)(1, 0)(1, 1)
σ : (0, 1) 7→ (0, 1)(0, 1)(0, 1)(1, 1)(1, 0)
σ : (1, 0) 7→ (0, 0)(0, 0)(1, 0)
σ : (1, 1) 7→ (0, 1)(0, 1)(1, 1).
One can again check that σ is primitive so S : x 7→ T p(x)(x) is minimal.
We will show that f(x) = p(x)− 2 is not an S-coboundary, i.e., that f(x) is not
of the form h(x) − h(Sx) where h ∈ C(X,Z). We do so by showing that
sup
n
n−1∑
i=0
f(Siz) =∞.
where z is the fixed point of the substitution θ. In other words, if for all k ≥ 1, in
the decomposition of z into θk-words, n0 = 0 and z[0, n1) = θ
k(0).
Consider the integer sequence {lk} where lk is the number of S-steps it takes for
z to traverse the first θk(0)-block. Formally, lk is the minimum integer such that
lk−1∑
i=0
p(Siz) ≥ |θk(0)|.
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One can check: l1 = 2, l2 = 9, l3 = 40. Further, one can check:
l1−1∑
i=0
f(Six) = 1
l2−1∑
i=0
f(Six) = 3
l3−1∑
i=0
f(Six) = 9
Inductively, we would like to see that
∑lk−1
i=0 f(S
ix) = 3k−1, which would prove
the claim. This follows because in order to traverse a θk+1(0)−block, the point
z traverses three θk(0)−blocks and two θk(1)−blocks. Each of the θk(0)−blocks
contributes 3k−1 and the θk(1)−blocks contribute nothing.
The example above is particularly relevant as it demonstrates an example where
p(x)−2 is a T -coboundary but not an S-coboundary. If p(x)−c is an S-coboundary
of the form h(x) − h(Sx), then in fact T c and S are conjugate via the map T h(·).
We can further see that in the above example T 2 and S are not conjugate by any
map as they have different associated dimension groups.
4.5. A minimal bounded speedup of a substitution is a substitution. We
will use in this section a characterization of minimal Cantor substitution systems
as expansive and self-induced.
Let (X,T ) be a minimal Cantor system and let A be a proper clopen subset of
X . Due to the minimality of T for every x ∈ A there is a first return time r(x) =
min{n > 0 : T n(x) ∈ A}. We may then consider the induced map TA : A → A
defined by TA(x) = T
r(x)(x). As it turns out, the induced system (A, TA) is also a
minimal Cantor system.
Definition 4.16. We say that a minimal Cantor system (X,T ) is self-induced
if (X,T ) is conjugate to (A, TA) where A is a proper clopen subset of X and
TA : A→ A is the induced map on A.
It is not difficult to see that a minimal substitution system (Xθ, T ) is self-induced
via the extension of the map θ to sequences in Xθ. In [DOP], the converse is proven.
Theorem 4.17. Let (X,T ) be an expansive, self-induced minimal Cantor system.
Then (X,T ) is conjugate to a substitution system (Xθ, T ) where θ is a primitive,
aperiodic, proper substitution.
We will use the theorem above to show the main theorem in this section, that a
bounded speedup of a substitution system is conjugate to a substitution system.
Theorem 4.18. Suppose (Xθ, T ) is a minimal substitution system associated with
the proper, primitive substitution θ. If T  
p
S where S : Xθ → Xθ is minimal, then
(Xθ, S) is a substitution system.
It remains to show that a bounded speedup of a substitution system is self-
induced. That is, we will show that (Xθ, S) is topologically conjugate to (U, SU )
where U ⊂ Xθ is a clopen subset of Xθ.
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Theorem 4.19. Suppose (Xθ, T ) is a substitution system given by a proper, prim-
itive substitution θ and that T  
p
S where S : Xθ → Xθ is minimal. Then (Xθ, S)
is self-induced.
Proof. We will define a map ϕ : P(1) → P(2) and then let U be the union of the
elements of P(2) which are in the range of ϕ.
Fix i and consider the ith column of P(2), {T jAi(2) : 0 ≤ j < li(2)}. Let
B(1) = ∪Ai(1), the base of the tower partition P(1). Among these sets in the
ith column of P(2), there are precisely li(1) which are a subset of B(1). Let
0 < r1 < r2 < · · · < rli(1)−1 be the heights of these floors.
Set ϕ(Ai(1)) = Ai(2). For j ∈ [1, li(1)), set ϕ(T
jAi(1)) to be a floor T
kAi(2)
with k ∈ [rj , rj+1) which has an L2-label equal to the L1-label of T
jAi(1).
We can extend ϕ to a map on points using the expansiveness of T , which we also
denote by ϕ. Let us check that ϕS(x) = SUϕ(x). There are two cases depending
upon the element T jAi of P(1) that contains x. Suppose x ∈ T
jAi(1); then either
p(x) + j < li(1) or otherwise.
p(x) + j < li(1) Let F denote the floor of P(1) containing x. In this case, SF is
the next higher floor E in the ith column with the same L1 label as F . The floors
ϕ(F ) and ϕ(E) have the same L2 labels, and no images ϕ between them have this
label. Therefore, SUϕ(F ) = ϕ(E) = ϕS(F ) and for all x ∈ F , SUϕ(x) = ϕS(x).
p(x) + j ≥ li(1) Let F denote the floor of P(1) containing x. In this case, if F has
label ℓ then it is the highest level in the ith column of P(1) with this label. Thus
ϕ(F ) is the highest level in the ith column of P(2) which is a subset of U and is
labeled ℓ.
Let x ∈ F , with S(x) ∈ E in the mth column of P(1). The floor E has label
πi(ℓ) and is the lowest floor in its column of P(1) with this label. The next S-entry
of ϕ(x) into U is in the first floor from the mth column of P(2) with L2-label πi(ℓ),
and therefore this is the set E. Thus ϕS(x) = SUϕ(x). 
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