Abstract-We study the group testing of a set of N items each of which is defective with probability p. We focus on the double limit of small defect probability, p 1, and large number of variables, N 1, taking either p ! 0 after N ! 1 or p = 1=N with 2 (0; 1=2). In both settings the optimal number of tests which are required to identify with certainty the defectives via a two-stage procedure, T(N;p), is known to scale as Npj log pj. Here we determine the sharp asymptotic value of T(N;p)=(Npj log pj) and construct a class of two-stage algorithms over which this optimal value is attained. This is done by choosing a proper bipartite regular graph (of tests and variable nodes) for the first stage of the detection. Furthermore we prove that this optimal value is also attained on average over a random bipartite graph where all variables have the same degree and the tests connected to a given variable are randomly chosen with uniform distribution among all tests. Finally, we improve the existing upper and lower bounds for the optimal number of tests in the case p = 1=N with 2 [1=2; 1).
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I. INTRODUCTION
T HE aim of Group Testing (GT) is to detect an unknown subset of defective (also called positive or active) items out of a set of objects by means of queries (the tests) in the most efficient way. More precisely we are given a set of objects, , each of which can be either defective or not. The task is to identify the subset of defectives, , by means of the fewest possible number of queries of the form "Does the pool (where is a subset of ) contain at least one defective item?" This problem was originally introduced in relation with efficient mass blood testing [1] . Afterwards, it has been also applied in a variety of situations in molecular biology: blood screening for HIV tests [2] , screening of clone libraries [3] , [4] , sequencing by hybridization [5] , [6] . Furthermore it has proved relevant for fields other than biology including quality control in product testing [7] , searching files in storage systems [8] , data compression [9] , and more recently in the context of data gathering in sensor networks [10] and multiaccess communication. We refer to [12] and [13] for reviews on the different applications of GT. Here we deal with the very much studied gold-standard case, namely the idealized situation in which tests are perfect: there can be neither false positives nor false negatives in their outcomes. It is important to keep in mind for future work that, however, in many biological applications one should include the possibility of errors in the test answers. Before presenting our results we recall some standard classifications. First of all a GT problem can be either Combinatorial or Probabilistic. Denote by the number of objects. An instance of GT is defined by assigning to each item a value if the item is defective, if it is not. In Combinatorial GT the subset of defectives, , can be any element of a predetermined class of subsets of . The task is to determine the algorithm which requires the minimal number of tests to identify in the worst case. In probabilistic GT we are instead given a probability distribution on and the value of is chosen in according to . In this case the task is to optimize the expected (with respect to ) number of tests required to determine . For both Combinatorial and Probabilistic GT there is an additional classification according to the number of stages, i.e., parallel queries, in the detection procedure. For one-stage (or fully nonadaptive) algorithms all tests are specified in advance: the choice of the pools does not depend on the outcome of the tests (and, therefore, does not depend on ). For several biological applications a nonadaptive procedure would in principle be the best one. Indeed the tests can be destructive for the objects and repeated tests on the same sample require more sophisticated techniques. However the number of tests required by fully nonadaptive algorithms can be much larger than for adaptive ones. The best compromise for most screening procedures [14] is therefore to consider two-stage algorithms with a first stage of predetermined pools and a second stage whose pools are chosen depending on the outcomes of the first stage (and therefore depend on ). For Probabilistic GT the only possibility to detect all defectives is to choose a so called trivial two-stage algorithm [14] : in the second stage all the variables which are still undetermined are tested individually. Here we analyze the performance of such algorithms when is the Bernoulli product measure with marginal . In particular we focus on the large limit when the defective probability is and . This regime, which has been studied previously in [14] - [17] , is particularly interesting in the sense that group testing can yield spectacular performance improvements with respect to simple minded test procedures. Furthermore this setting can be relevant for practical applications for large scale blood screening. We also investigate the case of independent on when one takes first the limit and then . The first question that we address is the minimal value (over all possible two-stage algorithms) of the mean (over ) number 0018-9448/$26.00 © 2011 IEEE of tests necessary to detect all defectives. We call this optimal value. To our knowledge the best previously known bounds in the case in the large limit for are (1) and have been derived in [15] : the lower bound via an information theoretic bound and the upper bound by constructing a decoding algorithm based on a random choice of the pools. Here and in the following we denote by the natural logarithm. Our new contributions are: 1) The derivation of the exact asymptotics at large for when
2) The construction and analysis of two pool designs which reach the optimal large asymptotics of when . 3) An upper and a lower bound for in the regime which are tighter than the previously known bounds (1). We consider two stage algorithms composed by a first stage of parallel tests and a second stage of individual tests over all the variables which are still undetermined. Thus the overall algorithm is fully defined by the choice of the number of tests of the first stage , and the corresponding pools for . This 'pool design' can in turn be characterized by the matrix with binary entries which we call the connectivity matrix. It will be useful to think of the algorithm in terms of the bipartite graph with variable nodes and test nodes whose edge set is given by the pairs such that (see Fig. 1 ). Given the output of the tests of the first stage, namely the value of for , the following 'sure' variables are identified (see Fig. 1 ): (a) variable is a sure zero if there exists at least one such that: belongs to pool and ; (b) variable is a sure one if there exists at least one such that: belongs to pool and all the other variables , which belong to pool are sure zeros. The variables which are neither sure zeros nor sure ones are called 'undetermined' and they are tested individually in the second stage. Thus the overall number of tests required to identify the defectives, which we call , corresponds to the number of tests in the first stage plus the number of undetermined variables. In formulas, given and a pool design we define the following subsets of
• The zeros and the ones (or "defectives"):
• The sure zeros and the sure ones:
where here and throughout the work we let and is the characteristic function of set , namely if and otherwise. It follows from the definitions that and .
• The undetermined zeros and the undetermined ones:
The overall number of tests is (2) Finally we denote by the mean of over the Bernoulli distribution (3) and by the minimal value of over all the two-stage algorithms (4) Notice that the minimization can be restricted to . The reason is that, with , we can test individually each variable by setting iff . This choice gives which is smaller than the mean number of tests for any (since ).
III. RESULTS
Let us start by introducing some notation. Given and , we define (5) (6) (7) where stands for the integer part of and is the smallest integer larger or equal to (note that is integer by definition).
Then we let be the set of connectivity matrices corresponding to a "regular-regular" bipartite graph with variable nodes and test nodes, where all variables nodes have degree and all tests nodes have degree , and with girth (i.e., length of the shortest graph cycle) at least 6. For any matrix belonging to we define its projection over the first variables to be the matrix obtained by erasing the variable nodes and the corresponding edges.
In Section IV, we prove the following results. 
In Section V, we establish the following bound.
Theorem 2:
If with , then
Comparing the upper and lower bounds of Theorems 1(b) and 2 and since [Theorem 1(a)] the family of regular-regular graphs is nonempty for we obtain the following. The aforedefined regular-regular graphs of girth at least 6 can be constructed via the procedure devised by Lu and Moura [18] [as we will explain in more detail in the proof of Theorem 1(a)]. Furthermore we prove that the optimal value is also attained on average by the following random pool design whose construction is much simpler. Let denote the distribution of bipartite graphs which have variable nodes, test nodes and have tests connected to each variable node. The tests connected to a given variable are randomly chosen with uniform distribution among all tests. We call these graphs "variable-regular." Explicitly (12) with (13) Note that, when one takes the large limit with and , the degrees of the tests become i.i.d. random variables with a Poisson distribution of mean . We define (14) (note that if is multiple of ). In Section VI we prove that 
Even though the construction of the variable-regular graphs is easier than the construction of matrices , the above result is weaker than the one in Corollary 1 (b) since now the optimal number of tests is obtained only on average with respect to the graph distribution. However the following stronger result guarantees that for proper choices of in the large limit the optimal value is almost surely (w.r.t.
) attained on a fixed variable-regular graph
Theorem 4:
If with and is the set of matrices on which the optimal value is attained (16) the following holds:
For the case in Section VII we establish the following bounds which improve on the existing ones (1).
The results stated above for the limit and with fixed can also be extended to the case in which one takes first and then . They are detailed below in Theorem 6, 7, 8, and Corollary 2. The proof of these results will be detailed in the following sections in parallel with the proofs of Theorems 1, 2, and 4. 
Again, comparing the upper and lower bounds of Theorems 6 (b) and 7 and using Theorem 6 (a) we get Finally, the optimal value is also almost surely attained on variable-regular graphs. Since has girth at least 6, for any couple of variables there exists at most one test which contains both of them. Thus for any there is at most one , in which appears. As a consequence, for all , the random variables and are independent under . Furthermore
Therefore from (29), (30), (31), and (24) the desired results follows.
Proof of Theorem 1 and Theorem 6: (a)
The proof of the existence of at least one graph in is given by the explicit construction of Lu and Moura in their study of large girth LDPC codes [18] . This procedure requires that the parameters of the graph satisfy (32) which corresponds to [18, condition (14) in App. A] for the choice . By using (5), (6), and (7) for , and the validity of (32) can be readily checked both in the limit with and (note that instead (32) does not hold for ) and in the limit after . Thus result (a) of both Theorem 1 and Theorem 6 are proven.
(b) Consider the case . Since each matrix in corresponds to a graph of girth at least 6, Lemma 1 together with (3) . Then the mean number of test to identify the value of the first variables is upper bounded by the RHS of (33) with instead of . This yields again the desired inequalities (8) and (19) and both Theorem 1 and Theorem 6 are proven.
V. LOWER BOUND ON
In this section we prove the lower bound on stated in Theorem 2 and Theorem 7. The proof proceeds in two steps. First we establish (Lemma 4) a lower bound for which holds for any value of and . The proof of this result uses as a key ingredient the lower bound for the number of undetected zeros established in Lemma 2. Then we evaluate the asymptotic behavior in the following two cases: with , and after . Recall (24), the following holds.
Lemma 2: For any (36)
The proof of Lemma 2 relies on the observation that some properly increasing events enter in the evaluation of the number of undetected zeros. Then we use the correlations inequality known as "FKG inequality" [19] which proves the positive correlation of increasing events. For the sake of completeness we state FKG inequality in Lemma 3 for a product measure which is the setting in we use it. The desired inequality (36) now follows by using (29), (38), and recalling (24). In other words, we have simply used the positive correlation among the events that there exists at least one variable equal to one in two (or more) intersecting pools. We can now proceed to prove the key Lemma 4.
Proof of Lemma 4:
By using (3), Lemma 2 and the trivial inequality , we get (46) Since (46) holds for any and any , by using Lemma 5 and 6 inequality (39) follows.
The proof of Theorem 2 relies on Lemma 4 and on the following technical result, whose proof is given in the Appendix (Section VIII-C).
Lemma 7:
(47)
We are now ready to prove the main result of this section. 
Proof of Theorem 2 and Theorem 7: From Lemma 4 and (40) we get

VI. VARIABLE-REGULAR GRAPHS
In this section, we will prove Theorem 3 which show that the optimal number of tests is obtained on average over variable-regular distributions for proper choices of the graph parameters. We will also prove the stronger results of Theorem 4 and Theorem 8 which establish that variable regular graphs asymptotically are almost surely optimal for . This is particularly relevant since the construction of these graphs is much simpler than the procedure of [18] for regular-regular graphs with girth at least 6. We will first establish an upper bound on the probability that there are more than loops of length 4 through a variable (Lemma 8) as well as an upper bound on the probability that is an undetermined zero and does not belong to more than loops of length 4 (Lemma 9).
Consider the variable-regular distribution on bipartite graphs defined in (12) and (13) the following holds.
Lemma 9: For with (56)
We postpone to the end of this section the proofs of Lemmas 8, 9.
Proof of Theorem 3: The mean number of tests verifies
In order to derive (57) we have: (i) used (3) for ; (ii) upper bounded the mean number of undetermined ones with the mean number of ones, ; (iii) used formula (27) for the mean number of undetermined zeros by inserting a term , i.e., decomposing the undetermined zeros into those that are (are not) on a variable node which contains more than loops of length 4. Inequality (57) together with the results of Lemma 8, 9, and the definitions of and [(5) and (7)] yields for the choice (58) and for after (59) and the proof of Theorem 3 and 8 are concluded by using the lower bound of Theorem 2 and Theorem 7, respectively.
We are now left with proving Lemma 8 and 9.
Proof of Lemma 8:
Given a connectivity matrix , we identify among the loops of length 4 two distinct classes: loops of type and of type . Loops of type are those disconnected from any other loop, namely they correspond to the choices of two variables and two tests such that both and belongs to and and there does not exist another test which contains both and . Loops of type are all loops of length 4 which are not of type . For a given variable , let be the characteristic function of the event that belongs to at least one loop of type . Precisely, we define as
where From now on we drop for simplicity of notation the dependence of and on . The following inequalities hold
In order to derive (61), we notice that the average of is smaller or equal to the sum over of the probability that , which can be computed as follows: choose a triple among the tests of ( choices), then multiply by the probability that also contains the test and , which is equal to . an upper bound on the binomial factors. Note that the presence of is crucial, since it guarantees that the (at least) loops of contain distinct variables , thus the probability that each of the contains at least two tests of is independent. The desired result (53) now follows from (61) and (62) and the fact that .
Proof of Lemma 9:
Choose a connectivity matrix and let be a site with less than loops of length 4. Call the set of tests which contain the set of tests which belong to a loop of length 4 passing through and . Recalling (28) for we get
We can now plug (63) into (54), and using the fact that the neighborhoods of any two tests belonging to intersect only in , we get (64) where is the degree of test defined in (25). Let and the average degree of a test, . Using (65), the fact that guarantees that there are at most tests in , i.e., and the fact that we get, for any (65) where is the probability that is larger than . The latter is upper bounded by the sum over all the tests of of the probability that a test contains at least variables besides (66)
Now we specialize to the values (55) and we choose with . Using the fact that we get for with
By plugging these results into (65) the proof of (56) is completed.
Proof of Theorem 4 and Theorem 8:
By using the same procedure as in the proof of Theorem 3 it is immediate to verify that the optimal value is attained on all connectivity matrices such that each variable does not contain more than (55) The above equalities follow immediately from the results previously established in this section, since is upper bounded by times the right-hand side (RHS) of (53) with plus times the RHS of (66).
VII. UPPER BOUNDS ON FOR
VIA RANDOM GRAPHS In this section we prove Theorem 5 which establishes new bounds on the expected number of tests in the case . The lower bound has been established in Theorem 2. The upper bound is obtained by using random bipartite graphs with variable nodes, test nodes for which edges betweent distinct couples of variables and tests are independently present (absent) with probability . We denote by the corresponding distribution, namely 
the following result holds.
Lemma 10: If with (73)
Lemma 10 establishes the upper bound in (17) and concludes the proof of Theorem 5. Note that the distribution had already been used in [15] to obtain the upper bound on which we have recalled in formula (1). Here, thanks to the exact formula (74) for the mean number of undetermined zeros, we optimize the choice of the parameters thus ameliorating the upper bound (1).
Proof of Lemma 10: By using (27) and performing the average with respect to the random graph distribution (note that are i. 
with as in (43). With these definitions using (42) and (88) we get
We will now perform the minimization in (91) in two steps. We first fix , and look for the minimum of in the subspace . Let us denote by this minimum. Finding is a problem of linear optimization. So it must be attained on one of the vertices of the simplex of defined by . These vertices are easily identified. There are of them, located at points , with . Since , the minimum of is at . By enlarging the space of to all real values in , we get (92) with defined in (41) and the optimization in (91) yields (93) which together with (40) completes the proof.
C. Proof of Lemma 7
Before proving Lemma 7 we need to establish the following result. Define . By putting all the above results together we have that for it holds and and the proof of (i) is completed. In order to prove (ii) we use the above observation that decreases when decreases, thus the limit exists. Then (96) follows by using (94) and (95).
We are now ready to prove the main result of this section.
Proof 
