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1 
In this article we are concerned with the problem of the existence of 
periodic solutions to the periodically forced scalar Lienard equation 
x” + f(x) x’ + g(x) = e( t ) (’ = d/dt), (1) 
where ,f, g, e: R + R are continuous functions and e(.) is periodic. We are 
looking for solutions of (1) having the same period of the forcing term e(.). 
Throughout the paper, we assume, without loss of generality (see e.g. 
[22; 36, p. 693]), that 
s 
r (el) e(s) ds-0, T= T, > 0 being the period of e(.). 
0 
Hence, for a fixed to E R, 
E(t) : = j’ e(s) ds 
10 
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is continuous and T-periodic. We also define, for a fixed x,, E R, 
F(x) : = s^ f(u) du ‘0 
and 
G(x) := s‘ g(u) da. 
-‘O 
It is well known that Eq. (1) is equivalent to the differential system in the 
Lienard plane 
x’ = y - F(x) + E( t ), y’= -g(x). (2) 
The study of system (2) instead of Eq. (1) has, in general, the advantage 
that some regularity hypotheses on F and E(.) can be avoided. Accor- 
dingly, dealing with system (2), we always assume that F, g, E: R + R are 
continuous functions and E( .) is periodic of period T = T, > 0. 
In the sequel, we also suppose that 
(gl) g(x) x 3 0, for 1x1 B d> 0, 
holds. Hypothesis (gl) has been widely considered in the literature, since it 
generalizes the classical condition on the restoring field for the Van der Pol 
equation [S]. The case in which (gl) is violated was examined in [25], 
when g(x) x d 0, for 1x1 large, in [36, 16, 191, when g is oscillating, and in 
[IS], when g(x) -+ +co, as 1x1 + +oo. We shall not discuss these situations 
here. It is easy to see that condition (gl) is not sufficient to guarantee the 
existence of periodic solutions to Eq. (l), without some supplementary 
assumptions on F or g. 
Essentially, two kinds of existence results for (1) have been proved, 
assuming, besides (g1 ), 
either the dissipativity condition 
(Fl) lim F(x).sign(x)= +CC (-co) (g arbitrary) /rI - fl‘ 
or the nonresonance condition 
(g4 lim g(x)/x = 0 (f arbitrary). IYI - +cc 
The former assumption (Fl) was considered by Mizohata and Yamaguti 
[21] and was further discussed in [4, 28, 23, 1, 2, lo]; see also [30, 27, 
291. The latter condition (82) was introduced by Mawhin in [ 151 and suc- 
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cessively sharpened by Reissig [26]. Related results in this direction can be 
also found in [8, 14, 7, 17, 221. 
Now a natural question arises whether it is possible to relax assumptions 
(FZ) and, respectively, (g2), requiring them to hold only for x -+ sco (or 
x+-co). 
Concerning condition (g2) this problem was solved by Mawhin and 
Ward in [18], who allowed 
(g3) lim g(x)/x = 0 (.f arbitrary). .1--t x 
Actually, when all the forcing terms have a fixed common period T, then 
the “almost sharp” one-sided condition [ 18, Theorem 21 
(@‘I lim sup g(x)/x < (E/T)’ (f arbitrary) 
K- +r 
can be assumed in place of (83). 
On the other hand, only partial results are available in order to weaken 
(F1) and the only contribution in this direction seems that of Halanay 
[ 123 (see [27, p. 2391). This problem was also mentioned in [6, p. 2021 by 
Cesari, who quoted a related paper of Villari [32] concerning the 
autonomous Lienard equation, where F(x). sign(x) does not have a 
definite sign. 
The aim of this paper is to prove the existence of periodic solutions for 
system (2), with the same period of E(.), assuming one-sided conditions on 
the growth of F and g at + cc (or -co). In this way, we obtain some 
results which appear new as well as improve some known ones. We also 
point out that sometimes the restrictions on the growth of g will be 
replaced by the somewhat more general ones on its integral G. All the 
theorems are consequences of the following lemma, which is based on a 
continuation theorem of Mawhin [ 151 and makes use of some ideas 
introduced by Reissig [26] and Mawhin and Ward [ 18, Theorem 23. 
For simplicity, we state all the results below, assuming the lightly more 
restrictive condition 
(sl’) g(x) x > 0, .for 1x1 3 d> 0. 
It will be shown, however, that assumption (gl’) can be systematically 
replaced by (gl) (see Remark 4). 
LEMMA. Let us assume (gl’) and suppose that there exists a constant 
R > 0 such that, if (x, y) is a T-periodic solution of 
x’ = n( y - F(x) + E(t)), Y’ = -Mx), t2j.) 
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for some 1 E IO, 11, then 
x(t) d R, for all t E [0, T]. 
Then system (2) has at least one T-periodic solution 
(3) 
Proof We apply Lemma 2 in [15]. First, we note that the map 
S: (x, y) \~t (y - F(x) + E, -g(x)), with E : = (l/T) 1: E(s) ds, does not 
vanish outside the rectangle [ -d, d] x [ -k, k], with k : = 
max{ IF(x) -El: 1x1 <d}. Moreover, the Brouwer degree of S, 
d,(S, B(0, r), 0), is defined and equal to 1 on any ball B(0, r), with 
r > (d’ + k2)li2. 
Therefore, it is sufficient to prove that there is a constant M> 0 such 
that, if (x, y) is a T-periodic solution of (2;) (A E 10, l]), then 
Ix(t)1 + ly(t)l -==c M* for ail t E [0, T]. (4) 
Accordingly, let (x(.), y(. )) be such a solution. 
From (2,), it follows that 
(l/T) /‘g(x(s))ds=O. 
0 
(5) 
Then, from (gl’), (5) and the hypothesis (3), we obtain 
.r [VI/)< -4 I.Ms))l ‘is =lLyIt,< -d, -g(x(s)) ds =j-,,> Ed, xb)) ds / 
< s lg(x(s))l ds C(r)> -4 
<T.max(lg(u)l:-dbu<R} := cl. 
Hence, 
I &)I 1 : = j,’ I g(s))1 ds = j-rJ< --dl I g@(s))\ ds 
+J I g(-+))l ds G 2~13 [r(t) 3 44 
and SO, from (2,), 
Jy’(, :=joT (y’(s)1 dsd212c,<2c,. (6) 
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From (gl’) and (5) we also get 
Ix(‘t)l < 4 for some ZE [0, r]. 
Now, the following Claim holds true. 
(7) 
CLAIM. Let c E range x(.) be fixed and let [a, p] be any maximal interval 
where x(t) > c. Then there is l E [a, /3] such that 
Iv(t)1 G IF( + IElm (IEI, := y; IE(t)l). 
Indeed, by the maximality of [a, /3], we have x(a)=x(B)=c and x’(a) 2 
0 3 x’(p). Then, from (2,), it follows that 
x’(a)/i = y(a) -F(c) + E(a) > 0 
2Y(P) -F(c) + E(P) = x’(B)l~. 
Accordingly, there is 5 E [a, /I] such that y(t) + E(e) = F(c). Hence 
1~63 G If’(c)1 + PI 3c and the Claim is proved. 
Then, applying the Claim for c=x(7) and using (7), we obtain 
Iy(t*)l < max{ IF(u)l: (1.4 d d) + (El, : = c2, (8) 
for some (*E [0, T]. 
Thus, from (6) and (8), 
lylm := max /y(t)1 dc,+2c, := c3. 
CO. Tl 
(9) 
Finally, multiplying the first equation in (2,) by x’ and integrating on 
[0, T], we easily get 
Ix’/; := joT Ix’(s)12ds 
=A ” j’ y(s) x’(s) ds- II 1’ F(x(s)) x’(s) ds + 3, j’ E(s) x’(s) ds 
0 0 0 
Gfi(lA, + I-4,) lx’l23 
so that 
Ix%<fiT(c,+ IEI,) := ~4. (10) 
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Thus, from (7) and (lo), 
I& := ;“T: Ix(t)\ <d+JTc, := c5. (11) 
From (11) and (9), (4) follows (with M> c3 + c5). The proof is complete. 
Remark 1. Let (x, y) be a T-periodic solution of (2,), for some 
;1 E 10, 11, and let t* = t*(x, I+) E [0, T] be defined by 
x(t*) := Il$;““). (12) 
If (81’) is assumed, then either x( t*) < d, and hence (3) in the Lemma is 
verified for any R > d, or 
x(t*)>d. (13) 
In the latter case, by (7), there is an interval [a, /?I containing t*, with 
a = ~(x, i), /? = /?(x, n) and /3 - cx < T, such that 
x(a) =x(j) = d, x(t) > d, for all t E ]a, /I[, (14) 
x’(a) 3 0 > x’(p), x’(r*)=O, (15) 
y’(t) < 0, for all t E [a, fl]. (16) 
Consequently, the lemma applies provided that one can find a uniform 
(with respect to x and A) upper bound R >d, for any x(.) such that 
(x(.), y(s)) verifies (12)-(16). 
Remark 1 and the Lemma essentially tell that the periodic BVP for (2) 
can be solved via a two points BVP on the interval [a, p]. This fact was 
already observed and exploited in [26] and [IS]. 
We illustrate the meaning of the above discussion by means of two 
elementary examples which, nevertheless, eem to be new in the literature. 
EXAMPLE 1. Let us assume (gl’) and suppose there is d, > 0 such that 
(g4) g(.) is non-decreasing on the interval [d,, +a). 
Moreover, let 
(F.2) 
and 
lim F(x)= +co t-00) Y’ +a0 
(F3) lim g(x)/F(x) = 0 I’ +m 
hold. Then system (2) has at least one T-periodic solution. 
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Proof: Without restriction, we take d> d, and we put ourselves in the 
situation described in (12))( 16) of Remark 1. Then, from the first equation 
in (2,), we have 
0 = x’(r*)/A =y(r*) - F(x(r*)) + E(t*), 
0 3 x’(B)l~ = Y(P) - m(B)) + WL 
and so, from (14) and the second equation in (2,), 
6 A. s ’ g(x(s)) ds + d(E), (17) 1* 
where d(E) := maxCo,T, E(t)-min, o.rl E(t). Using (gl’), i,< 1 and (g4), 
from (17), we get 
F(x(t*)) d 1’ g(x(s)) ds + d(E) + F(d) 
I* 
d (B- t*)g(x(t*)) + d(E) + F(d) 
d Tg(x(t*)) + d(E) + F(d). 
Then (F2) and (F3) imply the existence of a constant R >d such that 
x(t*) 6 R, and the thesis follows from the Lemma. 
If lim ,~- += F(x) = -cc holds, we can proceed similarly working on the 
interval [CX, t*], in place of [t*, /I]. 
From the proof it is easy to see how (E2-(F3) could be (lightly) relaxed 
to an asymptotic condition on IF(x)1 - Tg(x). In particular, we can sub- 
stitute (F3) with 
(F3’) lim sup g(x)/ I F(x)1 < l/T. 
Ye +-I 
EXAMPLE 2. Let us assume (gl’) and suppose that there is a constant 
H > 0 such that 
(G1) 
and 
G(x) < H, forallx3x,, 
(F4) IF(x)1 d H, forall x2x,, 
hold. Then system (2) has at least one T-periodic solution. 
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Proof: We combine Remark 1 and the Lemma with an argument 
employed by the second author in [33], for the autonomous system. We 
consider again the situation depicted in (12)-( 16) of Remark 1. Accor- 
dingly, the trajectory (x(t), y(t)) of (2,) crosses the line x=d (in the 
xj+plane) at (x(c~),y(a)) and (x(/?),y(p)), with y(cl)>y(fl), remaining at 
the right of x = d, for CI < t < p. Without loss of generality, we can assume 
d>x, andH> IF(d)1 + JEl,, with IEI, := maxCo,r, \E(t)l. Hence, by the 
Claim, there is 5 E [cr, fi] such that y(a) a.)(t) >,,I@) and 1 y(t)1 < H. Then, 
we consider the curves defined by 
V,(x, y) = +(y - H)* + G(x) = c = constant. 
By (GI), the curves which intersect he line x = d, with y > (2H)“’ + H, do 
not intersect the line y = H for x >, d (see [33]). As 
f%) = (Wt) V,(x(r)> y(t)) = Mx(f))(H- F@(t)) + E(f)) > 0, 
it follows that y(a) > (2N)“* + H implies y(t)> H, a contradiction. 
Therefore, 
y(a) d (2H)“” + H : = k. 
In a similar manner, using the curves defined by 
I/,(x, y) = t( y + H)2 + G(x) = c = constant, 
we get 
y(b) > -(ZH)“* - H := -k, 
and hence 
Iv(t)1 6 k for all t E [cc, b]. 
Integrating the first equation in (2,) on [a, t*], we finally obtain 
x(t*) =X(M) + 2 5” y(s) ds - ,I i’* F(x(s)) ds + A j’* E(s) ds 
r 1 1 
dd+ Tk+ TH+ TIE\, := c,. 
Then the Lemma applies, with R > cl in (3). 
2 
Now we present two existence results which sharpen and improve the 
statements presented in Examples 1 and 2. 
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THEOREM 1. Let us assume (gl ‘) and 
(s-u lim g(x)/(x’ + F(x)‘)“’ = 0. Y’ +m 
Then system (2) has at least one T-periodic solution. 
Proqf Again we put ourselves into the situation considered in 
( 12)-( 16) of Remark 1. It is also convenient to use the following notation: 
IuJ,, 1 <q< co, is the norm of the function u(.) in the (Lebesgue) space 
Ly( [cc, B], iw). Moreover, we set o : = 271/T. 
By the Claim there is 5 E [a, /I] such that 
lY(5)l 6 c , := IF(d)I + IEI,. 
Hence, using the inequality 
IY(.)-Y(~)I:~<~(B-~)*/~~) IY’IZG<(~/~)~ Iv’lZ, 
which can be easily deduced from [ 17, (7.7.1) p. 1841, we get, by the 
second equation in (2,), 
lYl2 6Cl dT+ (4/w) Ig(-~)l2. 
Writing the first equation of (2,) as 
L*-norm of both sides, we have 
lx’+m(x)J,,<i /y)r+i 
with c2 := (c, + II?/,) fi. 
On the other hand, we have 
x’ + S(x) = E*,r + X(t) and taking the 
lElzGJ*(4/~) lg(-~)l,+~c,, (18) 
Ix’ + AF(x)l; = Ix’/: + A2 IF(x + 22 y f-(x(s)) x’(s) ds 
2 
= Jx’l;+i* IF(x)l; (19) 
and, using the Poincare inequality: /,~‘I: 9 (rc*/(B - a)*) Ix(.) - dl z, we get, 
by elementary computations, 
Ix’+E,F(x)l,> ((n2/(B--a)‘) lx(.)-dl:+;1’ lF(x)l~)“* 
>2((0/2)~ Ix(.)-dl;+ IF(x)I; 
3 Ak((o/2)2 1x1: + IF(x) - AC,, (20) 
where k: 0 <k < 1 is any fixed constant and ck > 0 is independent of x 
and 2. 
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By a comparison of (18) with (19) and (20), we respectively obtain 
Ix’l2G(4/w) Ig(x)l,+c* (21) 
and 
WW2Y 1x1: + lw)l:)“2 G (4/w) I&N2 + c3, 
with c 3 := c,+c,. 
From (22) if w >, 2, we get 
k(lxl:+IF(x)I:)1’26(4/w) ldx)l,+c3 
while, if w < 2, 
(22) 
4l-4: + IW)l:)“‘~ G3/w2) I&)12 + (2/w) ~3 
foilows. 
In any case, (g5) implies the existence of a constant cq > 0 such that 
Ig(x)l,~Gl. (23) 
Finally, integrating the second equation in (2,) on [cc, t*], from (21) and 
(23) we obtain 
x(t*) =x(cI) + 1” 
1 
x’(s) ds < d+ j-’ Ix’(s)1 ds 
? 
<d+,TrIx’12<d+fi(4/w)c,+c2:= c5, 
with c5 independent of x and 1*. Then the thesis follows from the Lemma, 
with R 2 c5 in (3). 
Remark 2. Assumption (g.5) generalizes both (g3) and (F2)-(F3). 
From the proof it is also clear that Theorem 1 still holds true if we sub- 
stitute (g5) with 
(s5’) lim sup g(x)/(x2(o/2)2 + F(x)‘)“~ < K <o/4. 
r- tJ3 
This condition is, in particular, satisfied if (F2) and 
(F3”) lim sup g(x)/ IF(x)1 d K < w/4 
r--t +m 
hold. 
It seems to be interesting to find, for a fixed period T, the best possible 
bound for the constant rc in (g5’) and (F3”). Some considerations on 
505'61 2-10 
288 OMARI, VILLARI, AND ZANOLIN 
system (2) with F and g homogeneous uggest hat the assumption rc < o/2 
could be “almost sharp” (in the sense described in [18, p. 3461). We point 
out that we are able to get an existence theorem (whose proof is omitted 
for brevity) by assuming K < o/rc in (F.3”). 
We finally note that Theorem 1 is not contained in the results in [18], as 
simple counterexamples show. 
Our next theorem employs (along the lines of Example 2) growth restric- 
tions on G(x) instead of conditions on g(x). 
THEOREM 2. Let us assume (gl’) and suppose that 
((3 lim G(x)/x’ = 0 .r* +m 
and 
(W lim F(x)/x = 0 T--r +7) 
hold. Then system (2) has at least one T-periodic solution. 
Proof We consider the situation depicted in (12)-( 16) of Remark 1. 
Without loss of generality we can assume that t* - u 6 T/2, otherwise 
B - t* d T/2 and the interval [a, t*] will be replaced by [t*, /I] throughout 
the proof. 
Let us take the ([W2-)scalar p oduct of both sides of system (2,) by the 
vector (I/i)(y’(t), -x’(t)) and integrate on [cc, t*]. We easily get 
0 = j” y(s) y’(s) ds - j” F(x(s)) y’(s) ds + j” E(s) y’(s) ds 
2 n I 
s 
r* 
+ g(x(s)) x’(s) ds x 
and then 
t ly(~)12=G(x(t*))-G(d)+~(y(t*)J2- j” F(x(s))y’(s)ds 
z 
+ j” E(s) y’(s) ds. 
1 
Hence, recalling y’(t) < 0 for t E [CC, t*], it follows that 
i ly(~)12 6 G(x(t*)) -G(d) + f Iy(t*)12 
+(IF(x)l, + l~l~)~(lv(~)l+ IAt*)O, (24) 
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where IF(x)1 m := maxr,,,,, IF(x(t))l and IEl, := maxmT,IE(t)l. From the 
assumptions on G and-F, we respectively have 
- - 
(G2’) there are constants k: 0 < k < (2/T)’ and ck > 0, such that 
G(x) < +kx* + ck, for every x >/ d 
and 
(F5) for each E > 0, there is c, > 0 such that 
IF(x)1 <EX+C,, for every x >, d. 
Then, from (24) (G2’) and (F5), we derive 
~Iy(a)l’~~kI~(t*)l~+c~-G(d)+~Iy(t*)~~ 
+~~~~~*~+~,+l~l,~~~ly~~~I+ly~~*~l~. 
Integrating the first equation of (2,) on [cr,t*], we obtain 
x(t*) = x(a) + j’* x’(s) ds 
1 
(25) 
=x(a) + 2 y(s) ds - 1” F(x(s)) ds + !“* E(s) ds). 
? 1 
Hence, recalling that y(.) is decreasing on [cc, t*] and using condition (F5) 
and 2.d 1, we find 
x(t*) < (7’/2)(ly(~)l+ Iv(t*)l) + (TP)(dt*) + 4 
+ (T/2) IEI, +d. (26) 
Evaluating the first equation of (2,) in t* and using (F5) again, after a 
division by A > 0, we get 
Iy(P)l= (F(x(r*))+E(t*)l dEX(t*)+C,+ (El,. 
Inserting (27) into (26), we have 
x(t*)~(T/2)Iy(a:)l+T(~x(t*)+c,+IEl,)+d 
and hence, provided that (0 < ) E < l/T, 
x(t*) < (1 - T&j-’ (772) I y(a)1 + ci, 
(27) 
(28) 
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with ck:=(l--TE))r(Tc,+TIEl,+d). Then, from (27) and (28), it 
follows that 
lu(t*)l641 -T&)-l (7-P) ly(a)l +c;, (29) 
with cl’ := EC;+C,+JE(,. 
Finally, inserting (28) and (29) into (25), we conclude that 
l~(~)12~(~(~-~~)-2(~/2)2+~(~))~lY(Co12 
+ 4,. lr(a)l + C;lr,E> 
with lim, j 0 o(s) = 0 and c&, c:,~ suitable positive constants. 
As k < (2/T)2, we can find E > 0 small enough such that (0~ ) 
k(1 - TE)-~ (T/2)2 + O(E) < 1; hence, we obtain 
Iv(a)1 dc,, 
for some positive constant cl, and therefore, using (28) 
x(t*)<(l-T~)~-~(T/2)c,+c;::= c2. 
Then the thesis follows, applying Lemma 1, with R > c2 in (3). 
Remark 3. Condition (G2) on the growth of G clearly generalizes the 
similar one (g2) on g. Indeed, it is easy to find examples of functions g such 
that lim sup,, +a g(x)/x = + co, while G(x) is bounded for x 2 x0. This 
shows that Theorem 2 is not contained in any of the preceding theorems 
involving growth restrictions on g(x)/x, like, e.g., [ 15, 26, 181. We stress 
the fact that our result seems to be new even in the “conservative case,” i.e., 
for F(x) E 0. Namely, the existence of periodic solutions to the scalar 
equation 
x” + g(x) = e(t), (30) 
under conditions on G instead of g, was already studied by Seifert in [31] 
and Opial in [24] (see also [27]) and, more recently, in [3, 34, 35, 201 
(actually, these last papers deal with a more general class of 2n-dimensional 
Hamiltonian systems, including (30) as a very special case). However, 
in these articles (except [24]) two-sided growth restrictions on G, like 
liq,, + +m G(x)/x* =O, have been assumed, together with some sup- 
plementary conditions, like, e.g., G convex or G even (in any case, our 
hypothesis (gl) implies G(x) x non-decreasing, for 1x1 large). 
Finally, we point out that some variants of Theorem 2 can be obtained 
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by replacing (F5) with suitable one-sided conditions on the sign of f(x). 
For instance, if we assume (together with (gl’) and (G2)) 
(.fl) lim inf f( x) > 0 (lim sup f(x) < 0), ‘c-e tee .Y’ +* 
or, alternatively, 
(81 “I 
and 
lim g(x) = +oo 
I[-+ +m 
(.f4 f(x) 2 0 ( 601, for x>d, 
then the same conclusion of Theorem 2 holds. 
Such results (whose proof is omitted for brevity) extend various classical 
theorems for the Lienard equation, where (j-1) (resp. (f.2)) is required to 
hold also for x -+ --CC (resp. x < -d) [27]. 
Remark 4. In all the results presented here (Examples 1 and 2, 
Theorems 1 and 2), the sign condition (gl’) can be systematically relaxed 
in (gl ). This fact can be achieved by a perturbation argument based on the 
Ascoli-Arzela theorem, as explained, for instance, in [ 15, p. 261. More 
precisely, we choose a function 9: R -+ R, such that $(x) x>O, for [xl kd, 
/$(x)1 d 1, for all XE R, and 15; e(u) dul < 1, for all XE R. Then, assuming 
(gl) and the other appropriate conditions, we solve, for each n = 1,2,..., the 
system 
(2”) x' = y - F(x) + E( t ), Y' = -g(x) - (l/n) ti(x). 
Since, in each of the theorems above, bounds independent of n for the 
solutions of (2,) can be found, our claim follows by standard arguments 
Clll. 
Finally, we note that, considering Eq. (1), we can allow e( .) E 
I%‘( [IO, T], R) and, in Theorem I, g = g( t, x) depending on the t-variable. 
All the results of this paper can be stated assuming that each hypothesis 
holds for x < 0 (resp. x + -co), in place of xb0 (resp. x-+ +co). 
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