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Abstract
We present two algorithms for multivariate numerical integration of smooth periodic functions. The cuba-
ture rules on which these algorithms are based use fractional parts of multiples of irrationals in combination
with certain weights. Previous work led to algorithms with quadratic and cubic error convergence. We gen-
eralize these algorithms so that one can use them to obtain general higher order error convergence. The
algorithms are open in the sense that extra steps can easily be taken in order to improve the result. They are
also linear in the number of steps and their memory cost is low.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the problem of approximating integrals of the form
I =
∫
[0,1)s
f (x) dx,
where f is a function on the s-dimensional unit cube [0, 1)s with an absolutely convergent Fourier
series. Of particular interest are cubature rules of the form
QN =
N∑
k=1
wkf (xk),
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with sample points of an infinite sequence x1, x2, . . . and weights wk . We will refer to such
methods as ‘open’ integration methods. It is also of interest whether the rule reflects the regularity
of f (which can for example be measured by the rate of decay of its Fourier coefficients) or not.
Well known open methods are quasi-Monte Carlo algorithms of the form
QN = 1
N
N∑
k=1
f ({k}),
where  is an s-dimensional vector of irrational components and where {·} denotes taking the
(component-wise) fractional parts. It has been proved by Niederreiter in [3,4] that for certain
vectors  these quasi-Monte Carlo algorithms achieve a convergence rate of O(N−1) if f is
sufficiently regular. The implicit constants in the big-O-notation depend, however, exponentially
on the dimension s. A drawback of this method is that it does not honor additional regularity
of f. To overcome this disadvantage some authors, among them Niederreiter [4], Sugihara and
Murota [5] and Kaino [2], proposed to use certain non-uniform weights to achieve higher order
convergence.
Niederreiter considers algorithms
Q
(q)
N = N−q
q(N−1)∑
n=0
a
(q)
N,nf ({n}), (1)
where the weights a(q)N,n are uniquely determined from some polynomial identity. If f belongs to
some regularity class Eq , he proved that the convergence rate of this method is O(N−q) (where
again the implicit constant depends exponentially on s, see [4]). Sugihara and Murota consider
the algorithms
Q˜
(q)
N˜
= N˜−1
N˜∑
k=1
wq
(
k
N˜
)
f ({k}), (2)
where wq(x) = Aqxq(1 − x)q with Aq = (2q+1)!(q!)2 . Kaino proved in [2] that the asymptotic
convergence rate is O(N˜−(q+1)) for functions f ∈ Eq . In the same paper, he also proposed to use
the weight function wq(x) = aq sinq(x) with aq = q!!(q−1)!! for even q and aq = q!!2(q−1)!! for odd
q and where n!! denotes the double factorial of n.
If one wants to use the methods of Niederreiter, Sugihara and Murota and Kaino efficiently,
some practical issues must be addressed. To our knowledge, this was done only in [4] (end of
Section 9) and more detailed for the cases of quadratic and cubic error convergence in [6].
Of special interest is the question how to implement a ready-to-use algorithm that works for
any value of q and that allows an easy calculation of the increment Q(q)N+1 −Q(q)N or Q˜(q)N˜+1 −Q˜
(q)
N˜
.
In this paper, we will generalize the results from [6] and show how to construct open algorithms
that work for any value of q. We will do this for both Niederreiter and Sugihara and Murota’s
method.
For completeness we mention that Dick [1] recently developed a construction based on digital
nets that obtains the best possible convergence order for sufficiently smooth integrands.
The rest of this paper is organized as follows: in Section 2 we show how to construct a general
and open algorithm for Niederreiter’s method. In Section 3 we then consider the construction of a
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general and open algorithm for Sugihara and Murota’s method. Numerical results and conclusions
follow in Sections 4 and 5, respectively.
2. Open algorithm for Niederreiter’s method
In this section, we first derive a recurrence from N − 1 to N for the weights a(q)N,n. Then, we
show how to construct an open algorithm for Niederreiter’s method and we conclude this section
with some notes on the complexity.
2.1. Recurrences for the weights a(q)N,n
For the weights a(q)N,n, a recurrence from q − 1 to q was proved in [6]. We complete this result
with a recurrence from N − 1 to N. The weights in (1) are defined as follows:
Definition 1. Given integers N > 0 and q0, define a(q)N,n for 0nq(N − 1) from the poly-
nomial identity⎛⎝N−1∑
j=0
zj
⎞⎠q = q(N−1)∑
n=0
a
(q)
N,nz
n, (3)
over the field of complex numbers and set a(q)0,n = 0.
Using the above definition, the following was already proved in [6]:
Lemma 1. For the weights a(q)N,n from (3), we have the recurrence
a
(q)
N,n =
min(N−1, n)∑
k=max(0, n−(q−1)(N−1))
a
(q−1)
N,n−k for n = 0, . . . , q(N − 1).
In addition to the recurrence in q, it is also possible to set up a recurrence in N.
Lemma 2. For the weights a(q)N,n from (3), we have the recurrence
a
(q)
N,n =
min(q,n/(N−1))∑
k=max(0,n−q(N−2))
(
q
k
)
a
(q−k)
N−1, n−k(N−1) for n = 0, . . . , q(N − 1).
Proof. We start from
q(N−1)∑
n=0
a
(q)
N,nz
n =
⎛⎝N−1∑
j=0
zj
⎞⎠q
=
⎛⎝N−2∑
j=0
zj + zN−1
⎞⎠q
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=
q∑
k=0
(
q
k
)⎛⎝N−2∑
j=0
zj
⎞⎠q−k (zN−1)k
=
q∑
k=0
(
q
k
) (q−k)(N−2)∑
m=0
a
(q−k)
N−1,mz
m
(
zN−1
)k
=
q∑
k=0
(q−k)(N−2)∑
m=0
(
q
k
)
a
(q−k)
N−1,mz
m+k(N−1).
After comparing coefficients of equal powers we have for n = 0, . . . , q(N − 1),
a
(q)
N,n =
q∑
k=0
(q−k)(N−2)∑
m=0
(
q
k
)
a
(q−k)
N−1,mn=m+k(N−1)
=
q∑
k=0
(q−k)(N−2)∑
m=0
(
q
k
)
a
(q−k)
N−1,mm=n−k(N−1)
=
q∑
k=0
(
q
k
)
a
(q−k)
N−1,n−k(N−1)n−k(N−1)0n−k(N−1) (q−k)(N−2)
=
q∑
k=0
(
q
k
)
a
(q−k)
N−1,n−k(N−1)kn/(N−1)kn−q(N−2)
=
min(q, n/(N−1))∑
k=max(0,n−q(N−2))
(
q
k
)
a
(q−k)
N−1,n−k(N−1),
which completes the proof. 
Fig. 1 visualizes the O(q2N) data-structure that is necessary for this recurrence. The arrows
indicate how the data-structure grows with fixed q and increasing N.
aN,n
(0)
aN, n
(1)
aN, n
(2)
aN, n
(q)
×
0
× ×
0
× × × × × × ×
0
× × × × × × × × × × × × × ×
0
N - 1
q (N - 1)
2 (N - 1)
Fig. 1. Data-structure necessary for the recurrence from N − 1 to N with q fixed.
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2.2. Construction of the algorithm
Our purpose is to construct an open algorithm that allows an easy calculation of the increment
QN+1 − QN . We therefore define the following polynomial:
Definition 2. For integers N0 and q0, the ith order backward difference polynomial is
D
(q)
N,i(z) :=
⎧⎪⎪⎨⎪⎪⎩
0 if N = 0,
(1 + z + z2 + · · · + zN−1)q =
(
zN − 1
z − 1
)q
if i = 0 and N > 0,
D
(q)
N,i−1(z) − D(q)N−1,i−1(z) otherwise.
The qth order backward difference polynomial will play a crucial role in the construction of
the algorithm. The following lemma gives an expression for this polynomial:
Lemma 3. For every Nq1, we have
D
(q)
N,q(z) =
q∑
j=1
(
q
j
)
(−1)q−j (1 + z + · · · + zj−1)qzj (N−q).
Proof. Let ∇ be the backward difference operator in the variable N, i.e., for any function f (N)
∇f (N) := f (N) − f (N − 1).
Then for N i1 we have
D
(q)
N,i(z) = ∇i
(
zN − 1
z − 1
)q
= 1
(z − 1)q ∇
i
q∑
j=0
(
q
j
)
(−1)q−j zNj
= 1
(z − 1)q
q∑
j=0
(
q
j
)
(−1)q−j zqj∇i (zN−q)j . (4)
Note that the first backward difference of (zN−q)j is
∇(zN−q)j = zjN−jq − zjN−jq−j = (1 − z−j )(zN−q)j .
Consequently, the ith order backward difference is given by
∇i (zN−q)j = (1 − z−j )i(zN−q)j = z−ij (zj − 1)i(zN−q)j . (5)
After combining (4) and (5) and substituting i = q in (4) we obtain
D
(q)
N,q(z) =
∑q
j=1
(
q
j
)
(−1)q−j (zj − 1)q(zN−q)j
(z − 1)q
=
q∑
j=1
(
q
j
)
(−1)q−j (1 + z + · · · + zj−1)q(zN−q)j ,
which completes the proof. 
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Example 1. For q = 1 and all N1, we have the trivial case
D
(1)
N,1(z) = zN−1.
Example 2. For q = 2 and all N2, we have
D
(2)
N,2(z) = −2zN−2 + (1 + z)2z2(N−2)
= −2zN−2 + z2N−4 + 2z2N−3 + z2N−2.
Example 3. For q = 3 and N3, we have
D
(3)
N,3(z) = 3zN−3 − 3(1 + z)3z2(N−3) + (1 + z + z2)3z3(N−3)
= 3zN−3 − 3z2N−6 − 9z2N−5 − 9z2N−4 − 3z2N−3
+z3N−9 + 3z3N−8 + 6z3N−7 + 7z3N−6
+6z3N−5 + 3z3N−4 + z3N−3.
Note that Example 3 corresponds to Eq. (16) in [6], illustrating that with Definition 2 and
Lemma 3 we have found a way to generalize our previous approach. In the rest of this paper, we
set fn = f ({n}) for notational simplicity. The calculation of the increment QN+1 − QN makes
use of the following definition:
Definition 3. For integers N0 and q0, define the ith order backward difference
D
(q)
N,i :=
⎧⎪⎨⎪⎩
0 if N = 0,∑q(N−1)
n=0 a
(q)
N,nfn if i = 0 and N > 0,
D
(q)
N,i−1 − D(q)N−1,i−1 otherwise.
Note that there exists a bijection
(D(q)N,i(z)) = D(q)N,i , (6)
which maps each ith order backward difference polynomial to an ith order backward difference.
It is also clear that the approximation at step N is given by
QN =
D
(q)
N,0
Nq
,
so it is important to compute D(q)N,0 efficiently for increasing values of N. Our algorithm computes
D
(q)
N,0 from D
(q)
N−1,0 as is shown schematically in Fig. 4: once the value for D
(q)
N,q in step N is
known, it is possible to find D(q)N,i for i = q − 1, . . . , 0, by making use of the values D(q)N−1,i , i =
q − 1, . . . , 0. The value of D(q)N,q is obtained by first using Lemma 3 to calculate the polynomial
D
(q)
N,q(z) and then applying the bijection (6) to obtain the numerical value. The only thing left is
to initialize D(q)q−1,i for i = 0, . . . , q −1. Lemma 1 can be used for this. The algorithm for general
q is given in Algorithm 1. First of all, from line 1 to 9, a(q)N,n is initialized for N = 0, . . . , q and
n = 0, . . . , q(N − 1) using the recurrence in q from Lemma 1. Two data structures a and aprev
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Algorithm 1. Algorithm for Niederreiter’s improved method with general q.
1: {Calculate the initial weights a(q)N,n for N = 0, . . . , q and n = 0, . . . , q(N − 1) using the
recursion in q}
2: aN,n = aprevN,n = 0 for N = 0, . . . , q and n = 0, . . . , q(N − 1)
3: aprevN,0 = 1 for N = 1, . . . , q
4: for q ′ = 1 to q do
5: for N = 1 to q do
6: aN,n = ∑min(N−1,n)k=max(0,n−(q ′−1)(N−1)) aprevN,n−k for n = 0, . . . , q ′(N − 1)
7: end for
8: aprevN,n = aN,n for N = 0, . . . , q, n = 0, . . . , q ′(N − 1)
9: end for
10: {Calculate all zeroth order differences D(q)N,0 for N = 0, . . . , q − 1}
11: Dq−1 = 0
12: for N = 1, . . . , q − 1 do
13: for n = 0, . . . , q(N − 1) do
14: Dq−1−N = Dq−1−N + aN,nfn
15: end for
16: end for
17: {Update the table with zeroth order differences to obtain all the necessary initial ith order
differences D(q)q−1,i for i = 0, . . . , q − 1}
18: for i = 1, . . . , q − 1 do
19: for j = q − 1, . . . , i do
20: Dj = Dj−1 − Dj
21: end for
22: end for
23: {The main iteration loop}
24: for N = q to Nmax do
25: {Calculate the qth order difference D(q)N,q using Lemma 3}
26: Dq = 0
27: for j = 1 to q do
28: temp = 0
29: for n = 0 to q(j − 1) do
30: temp = temp + aj,nfn+j (N−q)
31: end for
32: Dq = Dq + ( qj )(−1)q−j × temp
33: end for
34: {Update the other differences}
35: for i = q − 1 to 0 do
36: Di = Di + Di+1
37: end for
38: QN = D0Nq
39: end for
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(q)
(q)
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q = 0
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1
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1
1
1 1
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1
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1
3 3
q = 3
0
1
1
1
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3
3
6
1
7 6 3 1
Fig. 2. Initialization of a(3)
N,n
for N = 0, . . . , 3 and n = 0, . . . , 3(N − 1).
D2
D1
D0
D0, 0
(3)
(3)
(3)
D1, 0
D2, 0
D1, 1
(3)
D2, 1
(3)
D2, 2
(3)
Fig. 3. Initialization of D(q)
q−1,i for i = 0, . . . , 2 with q = 3.
are needed here, representing respectively the values from the previous and the current step in the
recurrence. The memory cost for these two data structures is
2
(
1 +
q∑
i=1
(q(i − 1) + 1)
)
= q3 − q2 + 2q + 2 = O(q3).
Fig. 2 shows how a(3)N,n gets initialized for N = 0, . . . , 3 and n = 0, . . . , 3(N − 1). Note also
that due to the form of Lemma 3 and Definition 1, we can use the pre-computed a(q)N,n for the
calculation of D(q)N,q at the Nth step in the algorithm later on. Once the initial a
(q)
N,n are calculated,
one can use Definition 3 to compute the zeroth order differences D(q)N,0 for N = 0, . . . , q − 1 and
store them in the one-dimensional array D (see lines 10 to 16). Note that at this moment in the
algorithm, we store D(q)N,0 at location Dq−1−N . Then, between lines 17 and 22 in the algorithm,
the array D is used to find the initial ith order differences D(q)q−1,i for i = 0, . . . , q − 1. These are
necessary to kick-start the update procedure given in Fig. 4. Due to the order of the operations
D
(q)
q−1,i will now be stored at location Di . This is also schematically presented in Fig. 3 for the
case q = 3. Note that all operations can be done using the one-dimensional array D of O(q).
In the main iteration loop, at iteration N, we can compute the qth order difference (see lines 25
to 33) using Lemma 3:
D
(q)
N,q :=
q∑
j=1
(
q
j
)
(−1)q−j
q(j−1)∑
n=0
aj,nfn+j (N−q).
The values of the aj,n are already computed and stored in a, as is visible between lines 25 and
33. After that, it is possible to update all other differences D(q)N,i for i = q − 1, . . . , 0 (lines 34 to
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...DN, 0 DN, 1 DN, 2
DN − 1, 0 DN − 1, 1 DN − 1, 2 ...
(q) (q) (q) DN − 1, q − 1
(q)
DN, q − 1
(q)
DN, q
(q)(q) (q) (q)
Fig. 4. Update of the differences D(q)
N,i
for i = q − 1, . . . , 0.
37) as was shown in Fig. 4. Finally, on line 38, D(q)N,0 is used to find the resulting approximation
for the integral.
2.3. Algorithm complexity
The for-loops in the main iteration reveal easily that the number of additions and function
evaluations for this algorithm is O(Nq2), making the algorithm linear in the number of steps.
Note that this is much better than the O(Nq) mentioned in [5]. The memory cost will be dominated
by the data structures a and aprev which is O(q3). In practical applications one will always have
q>N so we do not consider this to be a significant problem.
3. Open algorithm for Sugihara and Murota’s method
In this section we will focus on the construction of a general open algorithm for Sugihara and
Murota’s method [5]. We conclude the section with a short discussion on its complexity.
3.1. Construction of the algorithm
Using the binomial theorem, we can expand (2) as
Q˜N˜ =
Aq
N˜
N˜∑
k=1
q∑
i=0
(−1)i
(
q
i
)(
k
N˜
)q+i
fk,
= Aq
N˜
q∑
i=0
(−1)i
(
q
i
) N˜∑
k=1
(
k
N˜
)q+i
fk.
Setting
Ti,N˜ = (−1)i
(
q
i
) N˜∑
k=1
(
k
N˜
)q+i
fk,
this becomes
Q˜N˜ =
Aq
N˜
q∑
i=0
Ti,N˜ .
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For algorithmic purposes, we require easy updates from Ti,N˜ to Ti+1,N˜ or from Ti,N˜ to Ti,N˜+1.
Note that
Ti+1,N˜ = (−1)i+1
(
q
i + 1
) N˜∑
k=1
(
k
N˜
)q+i+1
fk,
= Ti,N˜ +
N˜∑
k=1
[
(−1)i+1
(
q
i + 1
)(
k
N˜
)q+i+1
− (−1)i
(
q
i
)(
k
N˜
)q+i]
fk
and with ( q
i+1 ) = q−ii+1 ( qi ) we obtain
Ti+1,N˜ = Ti,N˜ + (−1)i
(
q
i
) N˜∑
k=1
(
k
N˜
)q+i [
−q − i
i + 1
(
k
N˜
)
− 1
]
fk.
From this last equation, one can see that an update from Ti,N˜ to Ti+1,N˜ requires storing all
previously calculated function values. We will therefore not update from Ti,N˜ to Ti+1,N˜ . It is
however possible to update from Ti,N˜ to Ti,N˜+1 because
Ti,N˜+1 = (−1)i
(
q
i
) N˜+1∑
k=1
(
k
N˜ + 1
)q+i
fk
= (−1)i
(
q
i
)⎛⎝( N˜
N˜ + 1
)q+i N˜∑
k=1
(
k
N˜
)q+i
fk + fN˜+1
⎞⎠
=
(
N˜
N˜ + 1
)q+i
Ti,N˜ + (−1)i
(
q
i
)
fN˜+1.
This recursion allows us to update the approximation for the integral from Q˜N˜ to Q˜N˜+1. Note
furthermore that Q˜1 = Aq ∑qi=0 Ti,1 = 0. The full algorithm is given in Algorithm 2. Initialization
takes place from line 1 to line 6. The main loop from line 7 to line 12 contains the recursive update
from Ti,N˜ to Ti,N˜+1 and the update of the approximation Q˜N˜ of the integral.
Algorithm 2. General algorithm for Sugihara and Murota’s method.
1: for i = 0 to q do
2: Bi = (−1)i( qi )
3: Ti,1 = Bif ({})
4: end for
5: Aq = (2q+1)!(q!)2
6: Q˜1 = 0
7: for N˜ = 2 to N˜max do
8: for i = 0 to q do
9: Ti,N˜ =
(
N˜−1
N˜
)q+i
Ti,N˜−1 + Bif ({N˜})
10: end for
11: Q˜N˜ = AqN˜
∑q
i=0 Ti,N˜
12: end for
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3.2. Algorithm complexity
From the for-loops in the main iteration loop, it is clear that the number of additions and function
evaluations for this algorithm is O(N˜q) which is an improvement over our implementation of
Niederreiter’s method, especially because from Kaino’s results in [2] we know that the error
convergence for this algorithm is O(N˜−(q+1)). The memory cost is dominated by the storage for
the Ti,N˜ , i = 0, . . . , q, at the N˜ th step, which is O(q).
4. Numerical results
Irrational numbers cannot be represented in a computer. Hence, one can wonder if the theoretical
behavior of the algorithms of Sections 2 and 3 still shows when they are implemented. In the
numerical results section in [6] this issue was addressed and the small numerical experiment
described there made us feel confident that the impact of the finite word-size of a computer on
the practical results with these algorithms can be regarded as roundoff error.
We have applied our algorithms to the following test-function:
f (x1, . . . , xs) =
s∏
i=1
(1 + sin(2xi)).
The irrationals were chosen as the square roots of the first s primes. The results for Niederreiter’s
method with q = 7 in 5 and 10 dimensions are given in Fig. 5. In five dimensions, the 7th order
error convergence regime starts already at N-values somewhere between 100 and 1000, while
in 10 dimensions this convergence is only visible from somewhat higher N-values due to the
influence of the hidden constant in the O-notation.
The same observations can be made for the results that we obtained with Sugihara and Murota’s
method in 5 and 10 dimensions. They are given in Fig. 6. Again, observe how the 7th order error
convergence starts at higher N˜ -values in the 10-dimensional case.
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Fig. 5. Absolute error for 5 and 10-dimensional integrations using our general algorithm for Niederreiter’s method. The
straight line representsO(N−7).
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Fig. 6. Absolute error for 5 and 10-dimensional integrations using our general algorithm for Sugihara and Murota’s
method. The straight line representsO(N˜−7).
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Fig. 7. Ratio × absolute error for Sugihara and Murota’s method
absolute error for Niederreiter’s method .
To compare the performance of both methods and to see if the hidden constant from the O-
notation plays an important role for the absolute error, one can compare the absolute errors of
both methods as a function of the number of sample points. Note that the number of sample points
used in Niederreiter’s method is q(N − 1) + 1 while for Sugihara and Murota’s method it is N˜ .
Fig. 7 shows the results of such a comparison for the five-dimensional example and a number of
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sample points up to about 30 000. For this range, the figure shows the absolute error for Sugihara
and Murota’s method divided by the absolute error for Niederreiter’s method. As can be seen
from the figure, this ratio fluctuates around 1 so that in terms of absolute error none of the two
methods is preferred above the other one.
5. Conclusions
In this article, we have generalized the results from [6]. We constructed open algorithms that
lead to general higher order error convergence for smooth periodic functions. The memory cost
of these algorithms is low and they are linear in the number of steps. The absolute errors as a
function of the number of sample points for both methods are comparable. However, our analysis
shows that due to its simplicity and higher speed, the open algorithm for Sugihara and Murota’s
method is the preferred one.
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