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Preface 
Beginning with Volume XX, the Deep Space Network Progress Report changed 
from the Technical Report 32- series to the Progress Report 42- series. The volume 
number continues the St:lquence of the preceding issues. Thus, Progress Report 
42-20 is the twentieth volume of the Deep Space Network series, and is an uninter-
rupted follow-on to Technical Report 32-1526, Volume XIX. 
This report presents DSN progress in flight project support, tracking and data 
acquisition (TDA) research and technology, network engineering, hardware and 
software implementation, and operations. Each issue presents material in some, 
but not all, of the following categories in the order indicated: 
Description of the DSN 
Mission Support 
Ongoing Planetary/Interplanetary Flight Projects 
Advanced Flight Projects 
Radio Science 
Radio Science Support 
Special Projects 
Supporting Research and Technology 
Tracking and Ground-Based Navigation 
Communications-Spacecraft/Ground 
Station Control and Operations Technology 
Network Control and Data Processing 
Network Engineering and Implementation 
Network Control System 
Ground Communications 
Deep Space Stations 
Operations 
Network Operations 
Network Control System Operations 
Ground Communications 
Deep Space Stations 
Planning and Facilities 
TDA Planning 
Facility Engineering 
In each issue, the part entitled "Description of the DSN" describes the functions 
and facilities of the DSN and may report the current configuration of one of the 
five DSN systems (Tracking, Telemetry, Command, Monitor and Control, and 
Test and Training). 
The work described in this report series is either performed or managed by the 
Tracking and Data Acquisition organization of JPL for NASA. 
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DSN Functions and Facilities 
N. A. Renzetti 
Office of Tracking and Data Acquisition 
The ob;ectives, functions, and organization of t1le Deep Space Network are 
summarized. Deep space station, ground communication, and network operations 
control capabIlities are described. 
The Decp Space Network (DSN), established by the 
National Aeronautics and Space Administration (NASA) 
Office of Tracking and Data Acquisition (OTDA) under 
the system management and technkal direction of the 
Jet Propulsion Laboratory (JPL),is designed for two-way 
communications with unmanned spacecraft traveling ap-
proximately 16,000 km (10,000 mi) from Earth to the 
farthest planets of Ollr solar system. It has provided track-
ing and data acquisition support for the following NASA 
deep space exploration projects, for which JPL has been 
responsible for the project management, development of 
the spacecraft, and conduct of mission operations: 
(1) Banger. 
(2) Surveyor. 
(3) Mariner Venus 1962. 
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(4) Mariner Mars 1964. 
(5) Mariner Venus 1967. 
(6) Mariner Mars 1969. 
(7) Mariner Mars 1971. 
(8) Mariner Venus/Mercury 1973. 
The DSN has also provided tracking and data acquisi-
tion support for the following projects: 
(1) Lunar Orbiter, for which the Langley Research 
Center carried out the project management, space-
craft development, and mission operations func-
tions. 
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(2) Pioneer, for which the Ames Hesearch Center car-
ried out the project management, spacecraft devel-
opment, and mission operations functions. 
(3) Apollo, for which the Lyndon B. Johnson Space 
Center was the project center and the Deep Space 
Network supplemented the Spaceflight Tracking 
and Data Network (STDN), which is Immaged by 
the Goddard Space Flight Center (GSFC). 
(4) Helios, a joint United States/West Germany project. 
(5) Viking, for which the Langley Hesearch Center pro-
vides the project management and Lander space-
craft, and conducts mission operations, and for 
which JPL provides the Orbitt.'r spacecraft. 
The Deep Space Network is one of two NASA net-
works. The other, the Spaceflight Tracking and Data 
Network, is under the system management and technical 
direction of the Goddard Space Flight Center. Its function 
is to support manned and unmanned Earth-orbiting and 
lunar scientific and 'advanced technology satellites. Al-
though the DSN was concel'lled with unmanned lunar 
spacecraft in its early years, its primary objective now and 
into the future is to continue its support of planetary and 
interplanetary flight projects. 
A development objective has been to keep the network 
capability at the state of the art of telecommunications 
and data handling and to support as many flight projects 
as possible with a minimum of mission-dependent hard-
ware and software. The DSN provides direct support to 
each flight project through that project's tracking and 
data systems. This management element is responsible for 
the design and operation of the hardware and software in 
the DSN which are required for the conduct of flight 
operations. 
As of July 1972, NASA undertook a change in the inter-
face between the network and the flight projects. Since 
January 1, 1964, the network, in addition to consisting of 
the Deep Space Stations and the Ground Communications 
Facility, had also included the Mission Control and Com-
puting Facility and had provided the equipment in the 
mission support areas for the conduct of, mission opera-
tions.The latter facilities were housed in a building at 
JPL knOWJl as the Space Flight Operations Facility 
(SFOF). The interface change was to accommodate a 
hardware interface between the network operations con-
trol functions and the mission control and computing 
functions. This resulted in the flight project's picking up 
2 
the cognizance of the large gencrfll-purpose digital com-
putcrs, which were used foJ' network pJ'ocessing as well as 
mission data processing. It also assumed cognizance of 
nIl of the equipment in the flight operations facility for 
display and communications necessary for the conduct of 
mission operations. The network has already undertaken 
the development of hardware and computer software 
necessary to do its network operations control and monitor 
functions in separate computers. This Ilctivity became 
known as the Network Control System implementation. 
A characteristic of the new intcrface is that the network 
providcs direct data flow to and from the stations via 
appropriate ground communications equipment to Mission 
Operations Centers, wherever they may be; namely, 
metric data, science and engineering telemetry, and such 
network monitor data as nrc useful to the flight project. 
It accepts command data from thc flight project directly 
into the ground communi.cations equipment for trans-
mission to the station and thence to the spacecraft in a 
standardized formnt. 
In carrying out its functions, the network activities can 
be divided into two general areas. Tbe first includes thol!e 
functions which are associated with the in-flight support 
and in tracking the spacecraft; its configuration can be 
(·harncterized as follows: 
(1) DSN Tmckil1g System. Generates radio metric data; 
i.e., angles, one· and two-way doppler and range, 
and transmits raw data to mission control. 
(2) DSN Telemetl'Y System. Heceives, decodes, records, 
and retransmits engineering and scientific data 
generated in the spacecraft to Mission Control. 
(3) DSN Comma/ld System. Accepts coded signals from 
Mission Control via the GrQund Communications 
Facility (GCF) and transmits them to the space-
craft in order to initiate spacecraft functions in 
flight. 
The second category of activity supports testing, train-
ing, and network operations control functions and is con-
figured as follows: 
(1) DSN i\rIollitol' and Contl'ol System, Instruments, 
transmits, records,and disUlays those parameters of 
the DSN necessary to verify configuration and 
validate tbe network. Provides operational direction 
and configuration control of the network and 
primary interface with flight project mission contrul 
personnel. 
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(2) DSN Test alld Tl'{lill;lIg System. Generates and COll-
tl'O\s simulated data to support development, lest, 
training, and fault isolation within the DSN. Partici-
pates in mission simulation with flight projects. 
The capabilities needed to carry out the above func-
tions have evolved in three technical areas: 
(1) The Deep Space Stations that are distributed 
around Earth and which, prior to 1964, formed 
part of the Deep Space Instrumentation Facility. 
The technology involved in equipping these sta-
tions is strongly related to the state of the art of 
telecommunications and flight/ground design con-
siderations and is almost completely multimission in 
character. Tahle 1 gives a description of the Deep 
Space Stations and the Deep Space Communica-
tions Complexes (DSCCs) they comprise. 
(2) Ground communications. This technology supports 
the Earth-based pOint-to-point voice and data com-
munieations from the stations to the Network 
Operations Control Area at JPL, Pasadena, and to 
the Mission Operations Centers, wherever they may 
be. It is based largely on the capabilities of the 
common carriers throughout the world which are 
engineered into an integrated system by the 
Goddard Space Flight Center for support of all 
NASA programs. The term "Ground Communica-
tions Facility" is used for the sets of hardware and 
software needed to carry out the functions. 
The Network Operatio'ns Control Center is the func-
tional entity fol' centralized operational control of the 
netwOrk and interfaces with the users. It has two 
separable functional elements; namely, Network Opera-
tions Control and Network Data Processing. 
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The functions of the Network Operations Control Cen-
ter are: 
(1) Control and coordination of network support to 
meet commitments to network userS. 
(2) Utilization of the network data processing com-
puting capability to generate all standards and 
limits required for network operations. 
(3) Utilization of network data processing computing 
capability to analyze and validate the performance 
of a 11 network systems. 
The personnel who carry out the above functions are on 
the first floor of Building 230, wherein mission operations 
functions are carried out by certain flight projects. Net-
work personnel are directed by an Operations Control 
Chief. The functions of the Network Data Processing are: 
(1) Processing of data used hy Network Operations 
Control for the control and analysis of the network. 
(2) Display in Network Operations Control Area of 
data processed in Network Data Processing Area. 
(3) Interface with communications circuits for input to 
and output from Network Data Processing Area. 
(4) Data logging and production of the intermediate 
data records. 
The personnd who carry out these functions are lo-
cated in Building 202, which is approximately 200 m from 
Building 230. The equipment consists of minicomputers 
for real-time data system monitoring, two XDS Sigma 5's, 
display, magnetic tape recorders, and appropriate inter-
face equipment with the ground data communications. 
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Table 1. Tracking and data acquisition stations of the DSN 
Antenna 
DSS serial Year of initial ))SS designation Diameter, Type of operation DSCC Location 
ill (ft) mounting 
Goldstone CtlJjfornia Pioneer 11 26(85) Polar 1958 
Echo 12 26(85) Polar 1962 
(Venus)n 113 26(85) A.z-El 1962 
~fnrs 14 64(210) Az-EI 1966 
Tidbinbilla Australia Wccmnla 42 26(85) Polnr 1965 
Ballima 413 64(210) Az-EI 1973 
Australia Honcysuckle Creek 44 26(85) X-Y 1973 
Madrid Spain Hohledo 61 26(85) Polar 1965 
Ct'breros 62 26(85) }Jolar 1967 
Hobleclo 63 84 (210) Az-Ei 1975 
IIA maintenance facility. Besides the 26-m (B5-ft) diam Az-EI mOllnted antenna, ))SS 13 has a 9-m (30-ft) diam Az·EI 
mounted antenna that i,$ used for interstation time correlation using lunar reflection techniques, for testing the design of new 
equipmcnt, and for support of ground-based radio science. 
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Mariner 10 Mission Support 
E. K. Davis 
DSN Systems Engineering Office 
This report covers the period from October 15, 1974 through February 15, 1975. 
The primary ob;ectives during this portion of the extended mission were to 
assure survival of the spacecraft for a third Mercury encounter through 
conservation of attitude control gas and to conduct trajectory correction 
maneuvers (TCMs) as necessary to target the spacecraft for a solar occultation 
zone pass. Special support activities included TCMs 6 and 7 conducted on 
October 30, 1974 and on February 12-13, 1975, respectively. This period also saw 
the DSN interface urganiiZatioli invo:v~d in (1) the allocation of suffiCient 
coverage to assure accurate orbit determination solutions, (2) monitoring of DSN 
implementation for Viking to assure maintenance of compatible interfaces and 
capabilities required for Mariner 10, and (3) the development of encounter 
coverage, sequences, and readiness test plans. 
I. Planning and Operations 
During October 1974, the DSN participated with the 
Project in planning and preparing for TCM 6. A major 
effort went into obtaining sufficient tracking coverage for 
Mariner 10 in the face of higher priority tasks: Pioneers 10 
and 11, Helios A pre-launch tests, Viking implementation, 
and Deep Space Station (DSS) upgrades. This period saw 
DSS 44 down for conversion from the Spaceflight 
Tracking and Data Network (STDN) to DSN configura-
tion; DSS 14 down for Viking implementation; and DSS 
63 down for gear box repairs. Limited but adequate 
coverage was provided for Mariner 10. TCM6 was 
accurately performed on October 30, 1974, and there 
were no DSN support problems. 
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~"., 
Due to spacecraft attitude control problems and high 
usage of attitude control gas in October, Project placed 
the spacecraft in a roll-drift mode with the high-gain 
antenna and solar panels positioned to produce torques in 
the pitch, yaw, and roU axes that would minimize gas 
consumption. This mquired communications to be con-
ducted over the spacecraft low-gain antenna and lowering 
of the data rate to 8-1/3 bps. Furthermore, the spacecraft 
roll mode seriously impacted the navigation accuracy 
achievable with the previously negotiated DSN tracking 
time. Project requested additional radio metric data, 
particularly three-way doppler data to understand roll 
signatures in the doppler data and additional ranging 
points. Special efforts were required to resolve the 
tracking coverage conflicts among the various users. 
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Planning for TCM 7 continued through November and 
early December 1974. In order to allow for a single 
maneuver strategy and to avoid coverage conflicts during 
the Helios A launch and Pioneer 11 encounter periods, 
TCM 7 was rescheduled from early January 1975 to 
February 12, 1975. This permitted allocation of adequate 
coverage for Mariner 10 pre- and post-maneuver orbit 
determination activities. During this time the spacecraft 
continued its flight in the solar torque, roll-control mode. 
Following resolution of the December 1974-February 
1975 tracking allocations, full attention was given to 
development of a compromise plan for the March 1975 
period. 
On December 16, 1974, the DSN met with the Mariner 
10 Project to develop an understanding of essential 
encounter requirements. as well as the requirements of 
other Right projects during the March 1975 period. This 
meeting resulted in a significant reduction of Mariner 10's 
initial requirement for 8 days of continuous 64-meter 
subnet: coverage at encounter. This reduction was a key 
factor in permitting the DSN to draft a recommended 
solution to the problem. In summary. the problem was as 
follows: 
6 
(1) Helios and Mariner view periods are almost entirely 
overlapping during March 1975. 
(2) Helios A perihelion, an event of prime interest. 
would occur March 15, 1975. requiring 64-meter 
subnet coverage during the period March 5-25. 
1975. 
(3) Mariner lO's Mercury encounter would occur on 
March 16. 1975, requiring 64-meter subnet coverage 
during the period March 12-20. 1975. 
(4) Pioneer 11 and 10 solar conjunction would occur on 
March 24. 1975 and April 4, 1975. respectively. 
requiring M-meter subnet coverage during the 
period March 19-April 4, 1975. 
The problem was significantly reduced by the following: 
(1) Helios A would not 'Use DSS 63 since coverage in 
this longitude is provided by the German tracking 
station. 
(2) Mariner 10 agreed to schedule pre-encounter critical 
events to occur OVer DSS 63. These included: (a) 
central computer and sequencer load for encounter 
(March 11, 1975), (b) Canopus reacquisition (March 
13. 1975), and (c) far encounter TV calibrations and 
tests (March 14-15, 1975). thus leaving DSSs 14 and 
43 free to support other projects. 
(3) Mariner 10 reduced the encounter 64-meter subnet 
coverage requirements to the minimum essential to 
recover near-encounter imaging and non-imaging 
data, three consecutive passes on March 16-17 
(GMT). 
Meetings and negotiations continued between the Right 
projects throughout January 1975 to reach agreements on 
detailed tracking schedules based on the proposed 
compromises. 
By early February 1975. plans for TCM 7 were 
completed, and the required DSS coverage was allocated. 
Since the spacecraft continued in the roll-drift mode, 
timing of the roll by monitoring Canopus and other star 
crossings was critical to proper execution of the maneu-
ver. Coverage from 64-meter stations was required to 
acquire these data at 33-113 bps since link conditions were 
inadequate for communications via the 26-meter stations. 
However, shortly before start of the maneuver sequence 
on February 12, 1975, a change in time of the Canopus 
crossing was noted and the TCM was postponed until 
February 13. 
Excellent support was provided by DSS 63. Recovery of 
data was continuous throughout the TCM even though a 
dropout had been expected due to the planned adverse 
pitch angle. DSS 63 accomplished two post-TCM replays 
of telemetry data acquired during the burn to fill gaps 
caused by difficulties at the data processing facility. As 
evidenced by greater than planned changes in the doppler 
data, TeM '1 was other than planned. Early indications 
indicated a 20 pel'cent error as a result of either engine 
overburn. roll error, pitch error, or a combination of all of 
these error sources. Effect on the required Mercury aim 
pOint is uncertain at this time. It will be necessary for the 
Project to negotiate for .additional DSS tracking passes to 
obtain sufficient doppler and ranging data to rapidly 
redefine the orbit. 
Planning for support at Mercury's third encounter is in 
the final stages. Requirements have been defined. and the 
DSN has developed a minimum, but adequate, test plan to 
revalidate DSS 64-meter subnet data systems and verify 
readiness to support special data rates and sequences at 
encounter. In many respects. third encounter will be 
similar to the first encounter. The primary objective is to 
obtain non-imaging science data at 2450 bps, particularly 
from the solar occultation zone. A secondary objective is 
to recover imaging data during near encounter. except 
when passing the dark portion of the planet in the solar 
occultation zone. Unlike the first encounter. the !Jpacecraft 
will not pass through the Earth occultation zone during 
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this third pass. This targeting provides an opportunity to 
acquire data for support of celestial mechanics experi-
ments which was not available on the previous encounters: 
first encounter had a tracking gap due to Earth occultation 
giving a break in continuous two-way doppler near the 
planet; the second encounter was targeted to optimize 
television on a bright-side pass, but was too far from the 
planet to provide precise results. 
A number of engineering tests with the spacecraft have 
been planned for the immediate post-encounter period 
including propulsion subsystem burn to depletion. The 
spacecraft will be programmed to command its transmit-
ter off on April 1, 1975. DSS coverage will be scheduled to 
confirm this event, which will mark the end of a very 
dynamic and productive mission. 
II. Program Control 
The DSN continued to provide monthly inputs to the 
Project Management Report throughout this period. The 
interface organization kept the Project informed of 
changes in the network status due to Viking implementa-
tion activities and negotiated changes to capabilities that 
occurred during this period. The DSN will conduct an 
encounter readiness review in early March 1975 following 
completion of planned tests. 
III. Implementation Activities 
Very little implementation was planned or required for 
Mariner 10 during this period. Primary attention was 
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given to maintaining required capabilities and interface 
compatibility in the face of extensive network implemen-
tation for the Viking mission. 
As planned, the Project was committed to transfer 
operations to the redesigned command system by mid-
January 19"/"i, After resolution of initial minor difficulties 
on January 16, 1975, the change-over took place smoothly 
and commanding has c.ontinued in this mode. 
The low-noise ultra cone has been maintailli:~d at DSS 43 
for third encounter support. This required negotiation of 
the DSS 43 RF cone reconfiguration work ~:cheduled in 
preparation for Viking 75. However, maintaining the low-
noise S-Band Megawatt Transmit (SMT) cone in place at 
DSS 14 could not be accommodated through a delay of 
cone reconfiguration work. During January 1975, the SMT 
cone was replaced with the S-Band Polarization Di'vemity 
(SPD) cone. The DSN will, however, install the SMT 
maser in the SPD cone to improve system performance. 
With Project agreement, it was necessary to lerminate 
the Block III planetary ranging capability at DSS 14 in 
order to meet the Viking schedule for completing the 
Block IV configuration. Connection of the ranging 
assembly to the Block IV receiver-exciter is in process. If 
this configuration is not verified and operational by early 
March 1975, the Block III configuration will be restored 
for Mariner 10 encounter support. 
The 230-kbps super group communications service 
between DSS 14 and JPL is in the process of reactivation. 
The circuit had been deactivated during cruise to avoid 
lease costs. 
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Viking Mission Support 
D. J. Mudgway 
DSN Systems Engineering Office 
D. W. Johnston 
Network Operations Office 
The previous article in this series covered the initial phases of the Network 
Implementation for Viking. This article briefly outlines the background on tile 
establishment of the DSNIViking test schedule and describes the progress that 
has beert made in accomplishing the engineering tests and operational training 
and testing required to prepare the DSN for support of the Viking Protect tests, 
training, and flight operations. 
I. Background 
The Deep Space Network (DSN) preparations for 
V.iking 1975 (VK'75) have followed the same general 
pattern applied to previous missions. Briefly, the mile-
stone dates for DSN support of Project tests were 
established jointly by the DSN, Viking Mission Control 
and Computing Center (VMCCC), and the Viking Project 
Office (VPO), in the Level 3 Schedule. These dates were 
then utilized by the DSN Manager and Network 
Operations Project Engineer (NOPE) as DSN target 
completion dates. and to establish the start dates reflected 
on the Level 5 Schedule for DSN Operations testing and 
training. 
Agreements were then negotiated between the DSN 
Manager and the implementing organization (Division 33) 
concerning budgets and the design, procurement, proto-
8 
type te.sting, and implementation of the new Viking 
equipment to meet the operations test start dates. The 
schedules detailed in the last DSN Progress Report (Ref. 1) 
varied for the different stations and consisted of five major 
blocks of time sequentially covering: (1) preparations at 
Compatibility Test Area 21 (CTA 21) and STDN (MIL-71) 
to support compatibility tests, (2) DSSs 11 and 14 to 
support Planetary Operations Tests, (3) DSSs 42, 43, 44, 
61, and 63 to support launch and cruise tests, (4) DSS 121 
62 to support cruise tests, and eventually (5) all DSSs to 
support planetary tests. 
Previous articles have covered CT A 21 and STDN 
(MIL-71) activities. This article deals mainly with DSSs 11 
and 14 in detail, with minor references to the other 
stations, and covers activities that had occurred as of 
February 21, 1975. 
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II. Mission Preparation Status Summary 
There have been the usual technical and operational 
problems in preparing the DSN to support the VK'75 
mission. but the biggest single problem with DSS 11 and 
14 preparations has been the slip in the implementation 
completion milestone at DSS 14. 
The 26-m stations require relatively minor hardware 
additions for Viking. but the 64-m stations require 
extensive equipment installations. The overseas 64-m 
stations (DSSs 43 and 63) are not scheduled to be fully 
implemented for Vi'king until after launch. DSS 14. 
however. was scheduled to be fully implemented to 
support the VK'75 Project pre-launch planetary tests. 
The implementation completion milestone for DSS 14 
was originally scheduled for September 15. 1974. It first 
moved to mid-October. then mid-November. early 
December. and finally to January 4, 1975. This total slip of 
3-112 months can be attributed to the problems described 
in the last DSN Progress Report (Ref. 1). 
The generation of procedures for DSN System Perform-
ance Tests (SPTs) and Mission Configuration Tests (MCTs). 
and actual test accomplishment, had originally been 
scheduled to take place between September 15 and mid-
November; time was also scheduled during this period for 
on-site mission-independent training (MIT) and mission-
dependent training (MDT). Then followed a six-week 
period to January 1, 19'75, during which time the station 
"freeze" for DSN support of Pioneer 11 Jupiter encounter 
precluded accomplishment of SPT IMCTs at DSS 14. DSS 
Operational Verification Tests (OVTs) were to commence 
in mid-November and be completed on March 1, 1975, 
overlapping with DSN/VMCCC System Integration Tests 
(SITs) during February 1975. 
Because of the lack of hardware, the on-site MIT and 
MDT activities were moved to January and the multimis-
sion SPTs had to be cancelled. 'The mission-dependent 
MCTs. which provide for adequate testing of the DSN 
systems to Viking specifications, started on December 21, 
1974. The OVTs were then compressed and rescheduled 
to start the first week in February 1975; the length of each 
test and number of tests were reduced, but more tests per 
week had to be scheduled. 
On-site training programs are well underway at DSSs 11 
and 14. MCTs have almost been completed and OVTs are 
nearing completion. Details of these activities are 
provided in succeeding paragraphs of this article. Table 1 
summarizes the current test and training status of those 
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DSN stations that are committed for support of the lhunch 
and cruise phase of the mission. 
III. DSN Training 
A. Mission-Independent Training 
Network mission-independent training, though normally 
not a part of a Mission Test and Training Plan, is an 
essential prerequisite to VK'75-oriented training and 
testing. The majority of the subsystems to be used during 
the VK'75 mission remain unchanged from previous 
missions, although the VK'75 configurations require up to 
six full telemetry streams and two command streams at a 
single 64-m station in place of the total of four telemetry 
streams and one command stream as for previous missions. 
Training data and documentation for new equipment 
are supplied to the DSN Training Unit Supervisor of 
Section 422 by the Cognizant Operations Engineers of the 
affected subsystems. The DSN Training Unit prepares a 
training package to be sent along with the new equipment 
to the affected locations. It is the responsibility of the 
Facility Managers to see that personnel training on 
mission-independent equipment is carried out. 
New Network equipment required as part of the VK'75 
mission 64-m configurations consists of: 
(1) l00-kW transmitter and exciter selector (400 kW at 
DSS 14). 
(2) Six-chaMel Simulation Conversion Assembly (SCA). 
(3) Block IV Receiver/Exciter and Subcarrier Demodu-
lator Assemblies (SDAs). 
(4) Faraday rotation equipment. 
(5) Automated weather station. 
(6) Planetary Ranging Assembly and Range Demodula-
tor Assembly. 
(7) SDA/Symbol Synchronizer Assembly (SSA)/Data 
Decoder Assembly (DDA)/Block Decoder Assembly 
(BDA)/Telemetry and Command Processor (TCP)I 
Command Modulator Assembly (CMA) switching 
modifications. 
(8) Simulated time switching. 
(9) Dual Doppler Counter. 
(10) SIX-band antenna modifications. 
(11) Antenna Pointing Conical Scan System. 
Mission-independent training has to be completed at all 
locations prior to the start of System Performance Tests. 
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B. Network Mission·Dependent Training 
1. Gen~rill. The Network mission-oriented training 
consists of classroom instruction and training exercises 
conducted at each facility for the facility staff. It includes 
any "in-house" operational tests designed by the Facility 
Director to exercise the VK'75 configuration. 
All mission-oriented operator training carried out at a 
facility is the direct responsibility of the Facility Director, 
who is the Training Controller for the "in-house" training 
at his location. 
A comprehensive training package was delivered to 
each station by the VK'75 Network Operations Project 
Engineer (NOPE) to assist the facility directors in this 
phase of training. The package includes lists of Viking 
Lander and Orbiter commands from which the stations 
produce Mylar command tapes for their use, and use for 
operator training in manual command exercises. All 
Viking unique computer "type-ins" for standard opera-
tions, plus those used for troubleshooting and failure 
isolation and recovery, were also included for use in 
conjunction with the Standard Operations Procedures and 
the procedures in the Network Operations Plan for Viking 
1975. 
2. Objective. The objective of this training is to ensure 
that all Network operational personnel are adequately 
trained to support the VK'75 pre-launch and mission 
activities. 
3. Training Requirements. Each Facility Director, 
acting as Training Controller at his facility, considers the 
following list in determining training needs and preparing 
plans: 
10 
(1) Operations personnel proficiency in mission-inde-
pendent tasks. 
(2) Knowledge of mission design and sequences. 
(3) Spacecraft radio frequency (RF) modes and data 
formats. 
(4) DSN configurations corresponding to spacecraft 
modes. 
(5) DSN com!'i1tments for data acquisition, ground 
transmission, and real-time and nonreal-time data 
handling. 
(6) Ground system performance requirements, standards 
and limits. and alarm conditions. 
(7) Priorities and constraints. 
(8) Spacecraft commands that affect DSN configurations 
and procedures. 
(9) Reaction times for system initialization, confib'lJra-
tion, reconfiguration, acquisition, etc. 
(10) Faihn'e detection, analysis, and recovery. 
(11) Backup modes and alternate procedures. 
(12) Flight Operations System (FOS) interface and 
procedures for mission direction, planning, sequence 
of events, schedules, operational parameters, etc. 
(13) Problem and failure reporting procedures. 
(14) Configuration and change procedures. 
Information on these subjects is found in the Nelwork 
Operations Plan (NOP) for Viking 1975 and other project 
documents supplied to each facility by the NOPE. 
4. Operational Procedures. Every endeavor is made 
during the training tests to exercise the procedures 
contained in the NOP, with particular emphasis on lhe 
voice backup command procedures and manual TCD 
configuration and initialization. 
5. Sequence of Events. The sequence of events (SOE) 
given in NOP Table 4-1 may be adapted or modified by 
the station for the training exercises. Copies of Lhe 
Operational Verification Test SOE produced by the 
NOPE is now available at the stations. 
6. Simulation. DSS On-Site Training Tests are accom-
plished using the SCA as a self-contained VK'75 spacecraft 
telemetry simulator, using the fixed pattern data tapes 
supplied by the NOPE. 
7. Reporting. A problem on previous missions has been 
for the NOPE, and DSN Operations Management, to 
obtain a clear understanding of a facility's current training 
status. An instance is where a four-shift station would 
report 75% trained prior to supporting a project test, and, 
when queried on their poor performance, would reply 
that the shift involved was completely untrained on the 
project in question (implying that the other three shifts 
were 100% trained). 
To avoid situations where "75% trained" could mean 
four shifts three-quarters trained, or three shifts fully 
trained and one shift untrained, or any number of 
combinations, the reporting format illustrated by Table 2 
has been adopted. 
The percentage of "training complete" is the Facility 
Director's estimate of a shift's ability to support any phase 
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of the VK'75 mIssIon. The fractional number is to 
represent the number of shift personnel (including the 
Shift Supervisor) who are fully trained, over the total 
number of operators on the shift. This includes those 
operators who are fully experienced with their particular 
subsystem and who require little or no reorientation to 
support the n(lW mission, e.g., Digital Instrumentation 
Subsystem (DIS), Analog Instrumentation Subsystem (AIS), 
and Antenna Mechanical Subsystem (ANT). The remarks 
should cQver pertinent items such as "New Transmitter 
Subsystem ITXR) Operator," "New Command System 
Analyst," etc. 
IV. DSN Testing 
The DSN testing falls in the two specific categories of 
engineering and operational tests described below. 
A. Engineering Tests 
1. System Performance Tests 
a. Purpose. The purpose of the Telemetry Command, 
Monitor, or Tracking Facility SPT is to demonstrate that 
each system meets the specified level of performance 
when tested simultaneously with operational software. 
The tests normally are conducted with hardware that has 
been transferred from the development to the operations 
organization and software that has been transferred to the 
DSN Program Library. The test procedures are contained 
in DSN 8OO-series documents. They make use of all 
elements of the Deep Space Station subsystems within a 
given station and provide a bas;:; for DSS system-level 
maintenance, performance verification, and prepass 
testing. The successful completion of an SPT verifies that 
the system meets documented specifications and qualifies 
it for Network-level support on a mission-independent 
basis. 
h. Prerequisites. The main prerequisites to running an 
SPT are: 
(1) Implementation of DSS/GCF and NOCC complete. 
(2) Hardware and software transferred to Operations. 
(3) Facility mission-independent training complete. 
c. Personnel. The SPTs are supported by the following 
individuals: 
(1) Test Conductor: Section 421 System Cognizant 
Operations Engineer (SCOE). 
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(2) DSS, GCF, and NOCC personnel as required. 
d. Comment. SPTs have been successfully completed at 
DSS 11, but late equipment implementation precluded 
their accomplishment at DSS 14 (see Section II, above). 
2. Mission Configuration Tests 
a. Purpose. The purpose of the Telemetry, Command, 
Monitor, or Tracking MCT is to demonstrate that the 
Network system(s) meets the specified level of perform-
ance when tested singly or simultaneously in the Viking 
configurations specified in the Network Uperations Plan. 
The tests utHize software and hardware that have been 
transferred to Operations and are run with all elements of 
the DSN, DSS, GCF, and NOCC. Test procedures are 
contained in DSN 850-series documents, which provide 
the basis for system-level maintenance, performance 
verification, and prepass testing. Successful completion ·of 
the MCTs verifies the Network's capability to support 
VK'75. 
h. Prerequisites. The following should be accomplished 
before MOTs are run: 
(1) Completion of SOTs. 
(2) Configuration of the DSN for VK'75 operations 
completed. 
c. Personnel. MCTs are supported by the fonoWing 
individuals: 
(1) Test Conductor: SCOEs at direction of VK'75 
NOPE (or his designate). 
(2) DSS, GCF, and NOCC personnel.as required. 
d. DSS 14 MCT status. Table 3 provides a summary of 
DSS 14 Configuration/Interface (C/I) MCTs and Perform-
ance Test (PT) MCTs, the results of which are described 
below. 
(1) MCT periods 1 through 6 (from December 21, 1974 
to January 5, 1975) consisted solely of isolating and 
rectifying hardware failures and interface problems 
mostly related to the newly implemented Viking 
telemetry and command configurations. No mean-
ingful test results were obtained, but numerous 
necessary minor modifications to the hardware and 
streamlining of MCT procedures were accom-
plished. 
(2) MCT period 7 (January 8, 1975) resulted in 
achievement of the objectives of C/I tests I, 2, and 
3 (strong signal) with data passing successfully 
through the three telemetry channels of Telemetry 
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and Command Data Subsystem (TCD) 1. Subsequent 
tests through February 3, 1975 resulted in comple-
tion of al1 TLM strong signal VK'75 MCTs and 
completion of Command System tests 1, 2, and 3 on 
the alpha Block III Receiver/Exciter (BLK III RCV I 
EXR) Subsystem string. 
(3) The completion of these tests qualified DSS 14 to 
support the DSN Operational Verification Tests 
(OVTs) and DSN IVMCCC System Integration Tests 
(SITs). Final transfer of the BLK IV RCV IEXR and 
some associated equipment from engineering to 
operations will permit completion of weak signal 
telemetry system MCTs and the remainder of the 
Command and Tracking System MCTs prior to the 
Viking Project Ground Data System (GDS) tests and 
Planetary Verification Tests (PVTs). 
(4) The extra time required for this testing that was 
necessitated by the equipment failures and debug-
ging activities was obtained by reducing Pioneer, 
Mariner, and Helios tracking coverage. 
3. DSN/VMCCC System Integration Tests 
a. Purpose. These tests verify the interface betwle.m 
elements of the DSN and the VMCCC. Al1 data flow 
interfaces are verified at data rates expected during 
mission operations. These tests also verify hardware 
interfaces in a multiple-mission environment. 
b. Prerequisites. Successful completion of the DSN 
SPTs and MCTs and some DSN Operational Verification 
Tests (OVTs) are prerequisites to the SITs. However, 
while OVT completion is desirable, it is not mandatory as 
operational procedures are not necessarily fol1owed during 
these tests. 
c. Personnel. The fol1owing individuals support the 
SITs: 
(1) Test Supervisor: VMCCC Facility Engineer. 
(2) Test Conductor: VMCCC Integration Test 
Supervisor. 
(3) DSN Test Support: VK'75 NOPE, SCOEs, and 
Network Operations Analysts (NOAs), plus DSS, 
GCF, and NOCC personnel as required. 
(4) Performance Evaluation: VK'75 Ground Data Sys-
tem Engineer. 
d. Comments. The first SITs, which are scheduled for 
February 25 at DSSs 11 and 14, were slipped to February 
28 and March 2, respectively, to allow interfacing of the 
Planetary Ranging Assembly (PRA) with the BLK IV 
12 
RCV IEXC to be accomplished so that ranging support 
could be provided to the Pioneer 10111 and Helios 
Projects. 
B. Operational Verification Tests 
1. Purpose. The purpose of these tests is to verify the 
operational readiness of the Network to support the 
project Test and Training and Operational Phases. They 
demonstrate the operational profiCiency of Network 
personnel in the use of operating procedures, interfaces, 
and equipment. They demonstrate that Network person-
nel are adequately trained and, in addition, provide 
valuable training. OVTs follow a time-compressed SOE 
designed to exercise all DSN operational procedures and 
confirm the ability of the stations to send manual 
commands and carry out telemetry bit rate changes in the 
time specified. 
2. General. The first OVTs with any facility are 
considered to be a phase of training coupled with 
performance demonstration. The training aspect dimin-
ishes progressively as the tests proceed. Since al1 DSS, 
GCF, and NOCC operational shifts of personnel must be 
adequately exercised, it will be necessary for the Viking 
NOPE to initiate the scheduling of extra OVTs at 
specified times. 
3. Prerequisites. Satisfactory completion of the follow-
ing tests is a prerequisite to running OVTs with a facility: 
(a) Software Acceptance Tests for all systems. 
(b) System Performance Tests for all systems. 
(c) Mission 1t;;J1lnfigurations Tests. 
4. Personnel. The following DSN Operations personnel 
are required: 
(a) Test Conductor: VK'75 NOPE (or his deSignate). 
(b) Normal shift complement at each of the supporting 
facilities required for each test, unless otherwise 
specified. 
5. DSS 11 OVT status. Three OVTs have been 
conducted with DSS 11. The station was configured for 
VK'75 cruise/planetary operations and was cycled through 
simulated events with two Orbiters and a Lander. The 
tests are proceeding very well, and, as indicated by the 
following, the station is fully qualified to support the 
forthcoming SITs and Project tests: 
a. OVT 1, February 5, 1975. This was the first Viking 
OVT with any station and was considered 80% successful 
despite the occurrence of numerous minor problems. 
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I b. OVT ,2, February 11, 1975. Some simulation problems; 85% success. 
c. OVT 3, February 17, 1975, Some new pro~lems; 75% 
success. 
6. DSS 14 OVT status. To d~~te, the three OVTs 
described below have been conducted with DSS 14. The 
station was configured for planetary, three-spacecraft 
operations (two Orbiters and one Lander) with the DSS 
Simulation Conversion Assembly (SCA) operating in a six-
channel, fixed-pattern mode, remotely controlled from the 
Network Operations Control Center (NOCC). Each test 
was supported by a different DSS crew. 
a. OVT 1, February 12, 1975. Used NOP backup 
configuration because of Symbol Synchronizer Assembly 
and Data Decoder Assembly failure (SSA and DDA). 
Initial problems setting up the SCA caused a late test 
start. The test progressed through the sequence of events 
(SOE) completing 74 out of the total 146 events. It was 
partially successful, and excellent training was obtained. 
h. OVT 2, February 14, 1975. Used backup configura-
tion (two DDA failures). Initial SCA setting up problems 
used substantial portion of the test time. Approximately 
30% successful. 
c. OVT J, February 16, 1975. Again used backup 
configuration (DDA failure). Approximately 90% success-
ful. 
As anticipated with such a complex DSS configuration, 
numerous minor procedural problems and difficulties have 
become apparent and are being corrected. The DSS and 
NOCC operations personnel are adapting more quickly 
~--.---.~- ~-I~~~· -~ ....... -.-~. ~-
than expected to this complex mode of operations, and 
should be fully qualified to support the project tests and 
flight mission. The hardware failures are a source of 
concern; however, the fit\~t three tests have demonstrated 
that the backup configurations documented in the NOP 
have been a valuable investment of time and effort. 
V. Conclusion 
Based on the experience gained to date, and barring any 
serious slippages in implementation completion dates at 
the overseas 64-m stations, no problems ate anticipated in 
completing the DSN test and training programs for 
VK'75. Successful completion of these programs will 
assure a high level of DSN perform'~nce in support of the 
subseq\~ent VlC'75 Cround Data System (CDS) tests, 
Project test and trainingt:~xercis\;ls, and -uctu1i\J flight 
operations, 
A total of 26 VK'75 CDS tests will be supported by the 
DSN. Initially, single system telemetry, command, and 
tracking tests are conducted with DSSs 11 and 14, 
followed by combined system/combined DSS tests with 
the same stations. Combined system tests are then 
conducted with each DSS, with some combined DSS tests 
Simulating specific mission sequences. 
DSSs 11, 14, 42, 43, 61, and 63 will have completed all 
CDS tests by June 15, 1975 (this includes the Planetary 
Verification Tests (PVTs) scheduled for DSSs 11 and 14 on 
April 21 and 28). On completion of the CDS tests, the 
DSN is committed to support the Project Flight Opera-
tions Personnel Tests (FOPTs) including Personnel Test/ 
Training Tests (TIs), Verification Tests (VTs), Demonstra-
tion Tests (DTs) and finally the Operational Readiness 
Tests (ORTs), as specified in the VK'75 Flight Operations 
Test on Training Plan. 
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Table 1. Completion of DSN training/testing for VK '75 
Training 
DSS 
Testing 
MIT, % MDT, % MCT," % OVT,% 
11 77 25 100 50 
14 75 20 85 45 
42/43 40 10 75 0 
61/163 45 12 80 0 
npereentages are for Telemetry and Command System testing 
required prior to Ilrst DSN/VMCCC System Integration Tests. 
Facility 
PSS 14 
Shift 
A 
B 
C 
D 
Table 2. Example of a VK '75 operational 
training status report 
Total number Heport date 
of shifts 
4 5-15-715 
Totnl number 
% Training 100% 
trained Total Hem;ll'ks 
complete 
numher 
011 shift 
50 5/10 New HCVH/EXC 
opcrntor 
70 7/10 
66 6/9 
37 3/8 Two on Yacation 
Average training status of station = 223/4 = .55%. 
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Period 
8 
9 
10 
11 
12 
13 
14 
16 
Performance Test 6 
PerformantC' Test 7 
Pcrformance Tcst 8 
Performance Test 9 
Pcrfornlance Test 10 
Performance Test 11 
Performance Test 11 
Performance Tc~t 12 
Performance Tcst 12 
Test 
ODR record/playback demonstration 
Command Test 1 
Command Test 2 
Command Test 3 
Command Test 4 
Table 3 (contd) 
Purpose 
Same as previous PT hut with data rateS: 
ORB == 16.0 kbps uncoded 
33~ bps unroded 
LOR == 1.0 kbps coded 
81h bps uncoded 
Same as previolls PT but with data rates: 
ORB == 8.0 kbps llncoded 
331h bps llncodcd 
LDn == 500.0 bps coded 
8~ bps uncoded 
Period 8 total 
Same as previous PT but with data rates: 
ORB: :::: 4.0 kbps uncoded 
33~ bps uncoded 
LOR:::: 250.0 bps uncoded 
8
'
h bps uncoded 
Same as previous PT but with data rates: 
ORB :::: 4.0 kbps l.IJ1coded 
331h bps uncoded 
LOR :::: 250.0 bps coded 
8
'
1.1 bps un coded 
Period 9 total 
Same as previous PT but with data rates: 
ORB :::: 1.0 kbps uncoded 
8~ bps uncoded 
LDR :::: 250.0 bps coded 
8V3 bps uncoded 
Tests 8
'
h bps uncoded data utilizing both the internal 
bit sync loop (IBS) and the SSA. 
Period 10 total 
Repeat for remaining TCD string. 
Same as Test 11 hut 3311.1 bps uncoded data rate. 
Period 11 total 
Same as previol1s but on remaining TCD string. 
Self explanatory. 
Period 12 total 
Manual mode test for Viking Orbiter. 
Manual mode test for Viking Lander. 
Period 13 total 
Automatic tests. 
Reliability Tests (with telemetry). 
Period 14 total 
Period 1 through 14 total 
Time 
required, 
hours 
5 
5 
10 
5 
5 
10 
I) 
5 
10 
5 
5 
10 
5 
7 
12 
4. 
4 
8 
7 
4 
11 
141 
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Pioneer 11 Mission Support 
R. B. Miller 
DSN Systems Engineering Office 
The cursory scientific results of the Pioneer 11 Jupiter encounter are described. 
The DSN performance during the 60-day encounter is described with emphasis 
on the Command System performance. 
I. Pioneer 11 Jupiter Encounter Cursory 
Scientific Results 
The principal differences between the Pioneer lO and 
11 encounters important to the science observations are: 
First, Pioneer 11 went much closer to the planet; second, 
the outbound leg of the trajectory occurred at a different 
local time, that is, at a different phase relative to the Sun 
and out in a much higher magnetic latitude than Pioneer 
10; and, thin1, repeat observations at a different epic in 
time which will help differentiate between spatial and 
temporal fluctuations in the observed phenomenon. 
As with the Pioneer lO Jupiter encounter, Pioneer 11 
detected multiple-bowshock crossings as it approached the 
planet Jupiter. It is therefore indicated that extensive 
fluctuations in the magnetosphere of Jupiter are most 
likely a common occurrence. Jupiter has very large moons, 
which are very close to the planet compared to the 
planet's radius. For this reason, there was considerable 
interest before the Pioneer 11 encounter as to whether 
there were interactions between the moons and the 
magnetosphere. The spacecraft trajectory carried Pioneer 
11 very close to the flux tube of the satellite 10. An 
JPL DEEP SPACE .NETWORK PROGRESS REPORT 42·26 
interaction of tIle magnetosphere with the orbit of 10 was 
not immediately apparent in the helium vector magne-
tometer data; however, there did appear to be noticeable 
effects due to Ganymede and Callisto. Since the Pioneer 
11 trajectory swept out a much wider range of longitude 
than Pioneer 10, it is expected to have a much better map 
of the magnetic field, in particular the dipole component 
of the magnetic fields orientation, location, and magnitude, 
than was possible with Pioneer lO data alone. There were 
indications from the measurements by the dual flux-gate 
magnetometer that the magnetic field of the planet closer 
than 3 Jupiter radii could not be successfully represented 
by an offset dipole but was more complex, and that 
tentative modeling of the more complex field could help 
explain the decimetric radio emissions from Jupiter which 
are observed on Earth. 
The inner core or dipole region is where there is strong 
trapping of particles. For high-energy protons in the 
region greater than 35 million electron volts, Pioneer 10 
measured a peak at about 3-112 Jovian radii, and the 
Pioneer lO data ended with the downward slope after this 
peak. Pioneer 11 went much closer and measured the 
same peak as Pioneer 10, and there are indications ofa 
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second peak closer in to the planet. Similar peaks were 
observed on the way in and the way out, thus indicating 
that the peaks are caused by a contained group of 
particles in the magnetic field which form a shell-like 
structure around the planet. These protons are the same 
kind of energy as is produced in a cyclotron on Earth, but 
produce no radio emission and are therefore undetectable 
except by in situ measurements. The inner peak for low-
energy protons had an intensity of apprOximately 150,000,-
000 protons per square centimeter per second. This core 
structure of charged particles appears to be one of the 
more stable features of the planet Jupiter. 
Measurements of the electrons in the core region 
around Jupiter in the energy spectrum of those electrons 
capable of producing radio emissions indicate perhaps 10 
times the abundance as was expected based on Earth 
observations of radio emissions. Proper modeling of this 
electron content versus the radio emissions is very 
important to astrophysics since ground-based measure-
ments of radio emissions are used to deduce electron 
content in distant objects. 
Concentration of high-energy protons and electrons 
around the plasma sheath discovered by Pioneer 10 was 
confirmed by Pioneer ll. It appears that there is an 
acceleration mechanism in effect around the plasma 
sheath region. The lO-hour periodicity in the radiation 
intensity, which was assumed to be tied more closely with 
the equatorial plane passage of Pioneer 10, was also 
evident in the higher latitude data received by Pioneer 11. 
A sweeping effect of the inner moons indicated by Pioneer 
10 was reconfirmed by Pioneer 11. There is also 
confirming evidence that bursts of electrons and protons 
seemed to escape Jupiter's magnetosphere. This is implied 
by the observation of the lO-hour periodicity in particle 
count as the spacecraft approached the magnetosphere as 
early as 6 months before closest approach to the planet. 
The two-month long imaging of the planet Jupiter 
enabled viewing changes in the visible featureS of that 
time scale, and the year-spacing between Pioneers 10 and 
11 enabled seeing longer~term changes in the visible 
features. Pioneer 11 appeared to show a little more 
structure in the red spot and crisper definition of flow 
around the red spot. The convective plumes of rising gas 
about the equator were still present in the Pioneer 11 
pictures. 
Because of the change of Pioneer II to a Saturn 
trajectory, the ultraviolet photometer was not able to view 
the planet Jupiter during this flyby. However, it did view 
the Galilean satellites of Jupiter, and preliminary indica-
18 
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tions are that the hydrogen cloud observed associated with 
10 during Pioneer 10 was confirmed as still existing, 
whereas it appears that Ganymede and Callisto do not 
have a hydrogen cloud associated with them, 
The meteoroid detector measured a higher concentra-
tion of small particles in the Jupiter environment than in 
interplanetary space, and comparison of the Pioneer 10 
and 11 data indicates that these particles are being 
focused into Jupiter from their solar orbits and are not in 
orbit around the planet. 
The occultation experiment seemed to be h.ighly 
successful again, with all open- !wd closed-loop data 
successfully recovered. The experimenter expected to see 
less multi path due to layering in the Pioneer 11 data than 
in the Pioneer 10 data because of the different trajectory. 
Rather surprisingly, though, the Pioneer 11 data seemed to 
be even more complex than the Pioneer 10 and will 
require extensive analysis in order to draw finn conclu-
sions. 
The celestial mechanics experiment received very good 
data. The nature of the Pioneer 11 trajectory meant that 
the possible gravitational effects of the planet Jupiter 
were observed over much wider latitudes, and indications 
are that, from a gravitational standpoint, Jupiter is a very 
smooth body in hydrostatic equilibrium; that is to say, no 
evidence of mass concentrations was observed. The 
perturbations of the trajectory due to the large satellites of 
the planet Jupiter will enable accurate determination of 
the masses and estimates of the densities of the four 
Galilean satellites. Preliminary results indicate that the 
two inner satellites, 10 and Europa, appear to be denser 
than the two outer Galilean satellites, Ganymede and 
Callisto. This will have implications as to what their 
formation process may have heen. 
II. DSN Performance During the Pioneer 11 
Jupiter Encounter 
The overall DSN performance during the Pioneer 11 
Jupiter encounter was at the same high level of reliability 
as was demonstrated during the Pioneer 10 Jupiter 
encounter despite the fact that launch of the Helios-A 
mission occurred only 7 days after the closest approach of 
Pioneer 11 to the planet Jupiter. 
The most Significant non-command problem experi-
enced by the DSN was noise at DSSs 63 and 43 a few 
weeks prior to the periapsis passage. The problem at both 
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stations is referred to as "noise spikes," which is the term 
used for an increase in receiver noise due to some kind of 
return of the tran§mittcd signal. The usual real-time 
method around the problem is to reduce the transmitter 
power and therefore the power of the returned noise. This 
workaround was acceptable during the Pioneer far 
encounter because of the large uplink margin that the 
spacecraft enjoys at the Jupiter distance. This problem 
was, however, a concern for the near-encounter period 
when possible radiation effects on the spacecraft could 
require high transmitter power. Noise spikes can be 
caused either by problems internal to the microwave 
system or by external reflections or arcing On the actual 
antenna structure. The problem at both stations was 
reduced to an acceptable level before near encounter. The 
problem at DSS 43 was isolated to a section of waveguide, 
which was replaced. The corresponding section of 
waveguide had been replaced at DSS 43 preViously due to 
noise spiking problems. (As a consequence, a structural 
design change is in process for this section of waveguide.) 
The nOise-spiking problem at DSS 63 was reduced to an 
acceptable level by removing the dichroic plate and 
ellipsoid from the top of the cones. There were no noise-
spiking problems during the rest of the encounter after 
the above action was taken. 
As with Pioneer 10, the biggest concern for the total 
Ground Data System was command reliability. This is the 
case with the Pioneer 10 and 11 missions because of the 
fact that both missions involve flying an extremely 
complex planetary encounter sequence without the aid of 
an on-board programmer. A tremendous number of 
commands are required to operate the cncOlmter se-
quence, with the majority of the command requirement 
due to a single instrument, the Imaging Photo Polarimeter 
(IPP) (the details of the IPP instrument's operation and the 
resulting large number of commands required are 
described in Ref. 1). Pioneer 11 required 28% fewer 
commands than Pioneer 10, mostly due to better 
performance of the IPP instrument, where problems with 
gain control and stepping which existed on Pioneer 10 
were corrected on the Pioneer 11 instrument prior to 
launch. 
The overall command relil\bility of Pioneer 11 is 
compared to Pioneer 10 in Table 1. In this table, the 
reliability is compared using the total number of DSN 
aborts, where an abort is defined as a failure (,If a 
command to transmit in real time due to a DSN-caused 
failure or operator error. Of the 17,286 commands 
transmitted during the Pioneer 10 60-day encounter 
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period, there were s(;ven DSN aborts, resulting h,1 a total 
command reliability of 99.96%. The figure for Pioneer 11 
is comparable in ~h!~t there were 12,358 commands 
transmitted during the 6O-day encounter period of which 
eight were aborted due to a DSN problem, resulting in a 
total command reliability of 99.94%. Of those eight 
failures, four were caused by the same type of anomaly at 
DSS 63, which resulted in elapsed timed commands. This 
failure occurred during several DSS 63 passes in Novem-
ber until the problem was finally isolated to a timing 
problem in a particular Telewetry and Command 
Processor. 
The total number of real-time aborts is not a complete 
measure of the Command System reliability and its effect 
on the Project execution of the encounter sequence. This 
is because once the failure has occurred, the Project 
ceases trying to transmit commands until the Command 
System is restored. In order to get a picture of this aspect 
of the Command System reliability, the total number of 
failures (whether they caused an abort or not), along with 
the mean-time between failure and the mean-time to 
recover from the failure, is listed in Table 2. This table 
lists the statistics for four different levels of support. 
Levels of support are defined in advance as the means of 
committing to the Projnct the amount of redundancy and 
the amount of effort that will go into a particular track. 
Level 1 is the highest level of redundancy the DSN can 
provide, where the redundant telemetry and command 
strings are loaded and are processing simultaneously with 
the string that is supporting the track, and a maximum 
effort is made by station personnel to recover rapidly in 
the event of a failure in the real-time string. A 6-minute 
recovery from a failure in redundant equipment is 
committed during Level 1 support. As the table shows, 
Level 1 support was committed for just the three passes 
surrounding peri apsis, and there were no Command 
System failures during that period. Level 2 support is 
essentially the same equipment configuration as Level 1 
support, but the recovery requirement is relaxed to less 
than or equal to 20 minutes. From Table 2 one can see 
that there were 144 passes where the committed Level 2 
support was prOvided, and during those passes there were 
11 failures in the Command System with a mean-time to 
restore of only 6.45 minutes, well within the 20-minute 
requirement. There were also 26 passes labeled as Level 
2~F in Table 2, where the Level 2 redundant configuration 
could not be completely provided because of failures in 
the redundant equipment. Fortunately, during none of 
these passes was there a failure in the prime on-line 
equipment. Level 3 support does not require that the 
backup string be loaded and running during the pass and 
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relaxes the recovery time requirement to 30 nlinutes or 
less. The table shows that there were 36 passes with Level 
3 support in which only 2 failures occurred, and the mean-
time to recover was 22 minutes, which also meets the 
recovery requirement. (Statistical data were extracted 
from Refs. 2, 3, and 4.) 
As was the case for the Pioneer 10 encounter, during 
the Pioneer 11 encounter the overall perforIllance of the 
Ground Data System, and in particular the DSN portion 
of the Ground Data System, was such that there was no 
compromise in the science return during the 60 days of 
encounter due to a Ground Data System or DSN problem. 
20 
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Table 1. Command reliability during Pioneer 10 .r.d 11 
Jupiter encounter 
Mission 
Pioneer 10 
Pioneer 11 
Total commands 
transmitted Total number 
of DSN during 60-day 
encounter 
17,286 
12,358 
aborts" 
7 
8 
Total 
command 
reliability, b % 
99.96 
99.94 
aDeflned as failure of a command to transmit in real time due to 
a DSN-caused failure or error. 
b(Total commands - number of aborts)/totlll commands. 
Table 2. Command system reliability during Pioneer 11 Jupiter encounter 
Number of 
passes 
Number of Mean time Mean time 
failures between to failures, h recover, min 
3 0 
144 11 93.8 6.45 
26 0 
36 2 153.9 22 
a( Track time - total time failed) /track time. 
bFailure to provide committed Level 2 conflguration. 
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Reliability,a % 
100.00 
99.89 
100.00 
99.76 
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Helios Mission Support 
P. S. Goodwin 
DSN Systems Engineering Office 
W. G. Meeks 
Network Operations Office 
Helios-A,. the cooperative U.S.! West German space jligllt, is now successfully 
enroute to Its O.31-astronomical unit (AU) peri/lelion passage of the Sun in mid-
March .1975. Tllis article describes ti,e DSN performance to date, along with a 
few mmor problem areas that 110ve developed but do not ieopardize mission 
objectives. 
I. Introduction 
The previous article (Ref. 1) discussed the successful 
launch of Helios-1 (previously denoted Helios-A) on 
December 10, 1974, and the support provided by the DSN 
through the completion of the critical Step II maneuver 
sequence of the spacecraft which oriented its spin axis 
towards the ecliptic pole. The final sequence of the Step 
II maneuver oriented the spacecraft's despun high-gain 
antenna (HCA) towards Earth. Early science instmment 
telemetry. d~ta indicated a possible problem with one of 
the experiment packages; however, that article closed 
before the extent of the problem was fully diagnosed . 
II. Mission Status and Operations 
A. Scientific Data Versus Spacecraft High·Gain 
Antenna Operation 
With a successful conclusion to the critical Step I and II 
spacecraft maneuver sequences and the subsequent 
orientation of its high-gain antenna, the equally critical 
22 
checkout of the scientific experiment package was 
initiated by the Flight Team and Project Scientists. Ten 
mutually complementary expedments are carried by 
Helios-I. These experiments are designed to achieve, as a 
package, the science portion of the Helios mission. The 
experiment package checkout using the spacecraft high-
gain antenna proceeded nominally through the first four 
experiments. Experiment 5 (the Plasma and Radio Wave 
Experiment) telemetry data contained an excessive level 
of noise. The experimenter, Dr. Curnett of the University 
of Iowa, requested that the spacecraft'.s operational 
antenna be switched to the medium-gain antenna to 
isolate the noise SO\lrce. This request was honored, but on 
a later pass over Deep Space Station (DSS) 42. After the 
initial delay caused by the Experiment 5 anomaly, final 
verification an~ configuration of the sciehtific experiment 
data package continued using the spacecraft high-gain 
antenna. 
With the exception of Experiment 5, the checkout and 
analysb of the scientific experiments established the 
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integrity of the package. At this juncture, Experiment 5 
underwent intensive analysis. The experimenter recom-
mended spacecraft medium-gain antenna operations 
which would result in substantially lower, and therefore 
unacceptable, spacecraft telemetry data rates during the 
early phase of the mission. Thus, the high-gain antenna 
mode was selected, at the expense of Experiment 5 data, 
to allow operation at a higher data rate using the 26-meter 
deep space stations. 
As Mission Operations Phase I came to a close in early 
January 1975, noise on Experiment 1 telemetry data was 
detected. Analysis of Experiment 1 (the Plasma Detectors 
Experiment by Dr. Rosenbauer of the Max Planck 
Institute) telemetry data revealed that noise generated 
during high-gain antenn~ mode operation was also 
affecting its data. With Experiment 5 data being 
essentially worthless and an important part of Experiment 
1 data being lost due to high-gain antenna operation, the 
consensus was to increase operations on the spacecraft 
medium-gain antenna by using the 64-meter deep space 
stations. 
This mutual German-NASA decision was made to 
maximize scientific data return of the total scientific 
experiment package. Medium-gain antenna operations 
required schedule reallocation of the 64-meter sta,tions at 
Goldstone and Australia, in conjunction with the 100-
meter German Effelsberg station, to maximize scientific 
data return during January and February, when only DSN 
26-meter station support had been originally scheduled. 
To minimize the amount of switching between high-gain 
and medium-gain antenna modes, a Helios antenna 
switching plan was implemented. 
This. plan, which was agreed upon by both Flight 
Operations and Project Scientists, resulted in maximum 
medium-gain antenna operations by providing extended 
coverage by the large aperture antennas. The defined 
tracking schedule in this plan required 14 switching 
operations during the period January 30 to February 28, 
1975, for a total of 28 switches between medium-gain and 
high-gain antenna modes. The DSN 26-meter stations did 
provide support during several of the extended medium-
gain antenna mode operations, but usually only provided 
scheduled coverage during spacecraft high-gain antenna 
operating modes, which enabled maximum telemetry data 
rate. 
The first Helios perihelion occurs March 15, 1975 with 
the attendant critical period coverage; the total Helios 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
perihelion period is March 3 through March 27, 1975. 
During Helios perihelion covl,)rage, when the large 
aperture antennas provide almost total coverage, the plan 
is to operate in the medium-gain antenna mode during one 
pass every other day. 
B. Mission Phase 1/11 Handover 
Mission Phase I was defined as that time period wherein 
Mission Operations were conducted by the German 
Operations Team, but from the JPL Mission Support Area 
(MSA). It encompassed pre-launch operations activities, 
launch, Step I and II maneuvers, and subsequent 
operations up to four weeks following launch-at which 
time Mission Operations personnel were transferred to the 
German Space and Operations Center (GSOC) at Oberp-
faffenhofen, West Germany. Mission Phase II is defined as 
that time period starting with the completion of Phase I 
and continuing through the spacecraft entry into first solar 
occultation. 
Transfer of Mission Control Area responsibility from 
JPL to GSOC was accomplished, as planned, on January 
10, 1975 at 1400 GMT. Two of the three German Flight 
Operations Teams departed JPL on January 7, 1975 for 
the GSOC. To provide for a smooth handover, one 
operations team remained at JPL until January 14, 1975. A 
DSN Operations representative also accompanied the 
German Flight Operations Teams to GSOC to provide 
real-time interface and problem analysiS pertaining to 
DSN Operations support. 
Data comparison between JPL and GSOC real-time 
computer programs showed full agreement regarding 
Helios flight data. Calibration and limit values were 
adjusted, where needed. GSOC successfully recorded and 
processed data from the Effelsberg station while in a 
multimission configuration with West Germany's AEROS-
Band Symphonie Projects, which were active simulta-
neously with Helios-l. 
Mission control responsibility had been with the 
German Flight Operations Teams at JPL since the 
successful launch of the Helios spacecraft on Decem her 
10, 1974; however, the German Space Operations Center 
had actively participated since the initial spacecraft 
acquisition over DSS 42 (Australia). The German Effels-
berg Station (GES) first tracked the spacecraft on 
December 13, 1974, and the German Telecommand 
Station (GTS) first transmitted to the spacecraft on 
December 15, 1974. 
The continuity of mIssIon operations during this 
handover verified the soundness of the Mission Phase 1111 
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handover plan. Interface problems and/or questions that 
arose were addressed as they happened by those cognizant 
personnel involved. Internetwork operating procedures 
are continuing to be refined to further enhance mission 
operations. 
C. Operational Interface Charlge 
With the departure of the German Flight Operations 
Teams, the JPL Helios mission support at JPL consisted 
only of the remaining JPL Mission Operations Support 
(MOS) teams. This JPL staffing remained at the Phase I 
level of support until February 1, 197:), 1530 GMT. At 
that time, a new operational support mode was imple-
mented. 
The new operational mode for Mission Phase II involves 
a German/JPL real-time voice interface between the 
German Network Operations Control Chief (NOCC) and 
the DSN Operations Chief (OPSCHIEF)/Mission Control 
and Computing Center Operations Controller (MCCC 
OPSCON), rather than via the JPL Chief of Mission 
Operations Support (CMOS) which was the case for Phase 
I. The CMOS and the JPL Command Operator will 
continue to support all critical Phase II operations on a 
shift-by-shift basis, as appropriately scheduled in advance; 
otherwise, support will be on a call-up basis. Within three 
hours of a request by GSOC to the DSN OPSCHIEF / 
MCCC OPSCON, preparations for commanding in the 
backup mode (command initiated from JPL) will com-
mence. This applies 24 hours a day, 7 days a week, 
throughout the remainder of the mission. 
During all noncritical periods, including periods of 
commanding in the backup mode, the operational 
interface with JPL exists through the DSN OPSCHIEF 
and MCCC OPSCON. All MCCC-related coordination is 
handled by the OPSCON. DSN-related (including DSN 
Ground Communications Facility (GCF)) coordination is 
handled by the OPSCHIEF. 
. The "CMOS Call-Up" has been exercised only once 
since February 1, 1975. On February 4, 1975, at 2025 
GMT, GSOC requested backup mode commanding from 
JPL because of an inoperative computer at the German 
Center. Within 10 minutes, the first of 9 backup 
commands was sent and verified. Backup command 
support was successful and terminated at 2225 GMT, 
when control was transferred back to GSOC. 
The present operational mode, with its critical-period 
coverage and call-up provision, has proven capable of 
providing adequate support for the Helios-l Mission 
Phases II and III .. Future adjustments to this coverage, if 
24 
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requi.red, will be negotiated between JPL and GSOC 
Mission Operations. 
D. Scheduled Versus Actual Coverage 
From Helios-l launch until February 13, 1975, a total of 
199 station tracks of the requested 202 tracks have been 
completed. Only seven 64-meter station tracks (DSS 14) 
were originally requested by the long-range schedule. 
However, the problems encountered with Experiments 1 
and 5, plus a downlink signal level anomaly, caused real-
time schedule changes. This involve<i' successful negotia-
tions with other projects to secure additional 64-meter 
coverage substantially greater than the original require-
ment for investigation of these problems. Multiple-mission 
tracking and Helios Project data requirements have 
necessitated schedule changes that have caused Helios to 
lose three complete passes, one over Australia and two at 
Goldstone. Considering the varied spacecraft tracking 
requirements of the DSN and similar viewperiods 
between Helios and Pioneer, spacecraft coverage has been 
very good to date. 
Helios-l will be entering a critical perihelion mISSIon 
period during mid-March 1975. DSN resources will be 
extremely scarce because of the Mariner 10 and Pioneer 
Projects' critical activities also planned for mid-March. A 
Network Allocation Plan has been formulated by all 
affected projects to meet multiproject requirements. 
Results will be covered in the next report. 
E. Helios Downlink Signal Level Variation 
DSS 62 (Spain) reported on Jal'mary 8, 1975 that sinct;! 
Helios-l had been switched back to high-gain antenna 
mode on December 20, 1974, random transient phenom-
ena. had been observed on the system noise temperature 
chart recordings. These transients, which were noted as 
small but sudden changes in system temperature, could be 
detected in both two-way (one station) and three-way (two 
station) tracking configurations. This observation elimi-
nated the possibility that the noise was being generated by 
the station transmitter. Occasional variations of 1 to 2 dB 
in the downlink signal level had also been detected. 
The variation in the received signal level was one 
aspect of the anomaly that was not as readily observable 
as was the system temperature chart recording. This is due 
to the sample rate of the station monitoring device, the 
Digital Instrumentation Subsystem (DIS), and the DSS 
receivers being configured in narrow AGC bandwidths. 
The DIS algorithm uses several points to calculate the 
receiver AGC. With the receivers in the narrow 
bandwidth position, a smoothing action resulted in the 
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observed downlink signal level fluctuations. Therefore, 
only the occasional large variations of 1 to 2 dB were 
observable. 
As a result of their astute observations, DSS 62 (Spain) 
initiated a thorough investigation of the Helios downlink 
signal during pass 27 on January 5, 1975. The variations in 
the downlink signal level were directly correlated to the 
transients on the system noise temperature chart record-
ing during this test, but no definite trend or periodicity of 
the variations could be established. 
The Helios downlink investigation was expanded by the 
DSN throughout the 26-meter network that was support-
ing Helios. The analysis efforts were concentrated at DSS 
12 (Goldstone). DSS 62's initial experiences were dupli-
cated at DSS 12 on passes 32 through 35. No attempt was 
made to isolate the problem within the spacecraft during 
the DSN investigation, inasmuch as it was a Helios Project 
responsibility. The investigation provided detailed infor-
mation on the characteristics of the shape, duration, and 
recovery time of the variations. This phenomenon has only 
been observed with data associated with spacecraft high-
gain antenna operation. One typical 3-l/2-hour period 
that was analyzed had 22 randomly occurring variations. 
The magnitude of the majority of these variations was 0.3 
to 0.6 dB, with an average duration of approximately 5 
seconds; but some had a magnitude of as much as 2 dB. 
The DSN has provided the above information to the 
German Operations Team, and is continuing to assist and 
provide support to GSOC, as required, in their efforts to 
isolate and correct the variations in Helios-1 downlink 
transmission. 
F. Telecommunication Constraints Caused by Grayout/ 
Blackout 
The Helios orbit, relative to the Sun-Earth line, at 
various times during the mission crosses either in front of 
or behind the Sun. As the spacecraft approaches the Sun-
Earth line, telecommunication is disrupted, either by 
solar-generated noise or by total occultation of the 
spacecraft, thus causing a grayout or a blackout, respec-
tively. The critical angular range is expected to be plus 
and minus 3 degrees around the Sun-Earth line. 
The first grayout has occurred and data are being 
compiled for analysis. Results should be available for the 
next DSN Progress Report. DSS 62 (Spain) first observed 
the grayout effects during pass 70, February 17, 1975. The 
grayout period lasted through pass 72, and again DSS 62 
was tracking the spacecraft as it exited the region of solar 
grayout. The most severe solar effects were observed by 
DSS 62 and DSS 12 (Goldstone) during pass 71, February 
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18, 1975. The receiver out-of-Iock times were Sf) extensive 
that no useful telemetry data were observable. 
III. DSN System Performance for Helias 
A. Telemetry System 
The Helios Telemetry System performance analysis has 
shown that a constant improvement in the Helios 
telecommunications link performance versus predicted 
performance has occurred. This improvement has been 
noted in the actual residual calculations of the downlink 
signal level and signal-to-noise ratio (SNR). The improve-
ment of telecommunications link performance is still 
being analyzed and has not yet been satisfactorily 
explained, Link analysis of actual performance has 
resulted ,In minor changes to the predicted pre-flight 
nominal predictions. These parameter adjustments are 
incorporated into the DSN Link Analysis and Prediction 
(computer) Program (LAPP) for refinements to the 
telemetry predictions for real-time operations. 
The investigation of the aforementioned variations in 
the downlink signal level was Gr>~ area. of major analysis 
activities during this reporting period. Other significant 
analytica~ studies were made on the Helios telemetry 
threshold and the Helios performance at solar conjunction. 
Both of these studies will be relevant for Helios perihelion 
which occurs March 15, 1975. The only Helios telemetry 
discrepancy reports opened during this period concerned 
anomalous SNR residuals and were not considered 
significant. 
B. Tracking System 
The DSN Tracking System performance for Helios-1 
from launch through January 31, 1975 has been nominal. 
Predicted spacecraft frequencies, both transmitted and 
received, hav€: been extremely accurate and reliable. 
Trend analysis of 160 Helios tracks indicates the doppler 
noise for Helios·1 averaged 0.003 Hz, which is well within 
specification. The two-way doppler residual averaged -0.1 
Hz, indicating a high reliability in the Helios Project-
supplied ephemeris tapes. Several tracking discrepancy 
reports were opened during this period but none was 
considered significant. 
C. Command System 
During the months of December 1974 and January 
1975, 6890 commands were transmitted to the Helios 
spacecraft. No DSN Command System aborts occurred; 
however, two Project command aborts have happened. A 
system abort is an abort due toa Command System 
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failure. A Project abort is a command aborted by Project, 
i.e., disabled while being transmitted. 
Although minor command equipment anomalies haH~ 
occurred throughout the network, they have caused no 
significant impact to the Helios Project's Command 
System performance. 
IV. Conclusions 
The Helios-1 spacecraft has now passed in front of the 
Sun (first syzygy) enroute to an 0.31-AU perihelion 
passage, which will be well into the unexplored region of 
the solar system inside the orbit of the planet Mercury. 
DSN coverage support to date has not been completely as 
planned before launch, due to both spacecraft anomalies 
and schedule difficulties with other flight prci<" .. ~ support; 
however, mission objectives have not been jeopardized. 
The scheduling difficulties are expected to in~rease during 
March 1975, especially with respect to 64-meter station 
coverage, due to a severe peaking of flight project 
activity: Mariner 10 will re-encounter the planet Mercury 
a day after the Helios-l perihelion point, and Viking pre-
launch implementation within the DSN will necessitate 
some selected station downtime. The impact on Helios-l 
will be a lower science telemetry bit rate return when 
coverage is provided by 26-meter DSSs instead of 64-
meter DSSs. Nonetheless, near-continuous coverage of the 
Helios-l perihelion region is still planned for this 
important mission event. 
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Helios Flight 1 Spacecraft/Deep Space 
Network Compatibility Test Summary 
A. I. Bryan 
DSN Systems Engineering Office 
The Helios flight 1 spacecraftl DSN compatibility testing followed a very 
successful three-phase compatibility test program for the Helios prototype 
spacecraft. This article covers the tests from arrival of the flight 1 spacecraft at 
Cape Canaveral, Florida through launch. The compatibility tests consisted of (1) 
DSN I spacecraft radio frequency tests at both weak and strong signal levels, and 
(2) verification of radio frequency compatibility with the Helios flight 1 
spacecraft mated to the launch vehicle at Launch Complex 41. 
I. Introduction 
This. report covers the DSN/Helios flight 1 (F-l) 
spacecraft compatibility testing that extended over 56 
hours from October 25 through 28, 1974, and for 8 hours 
on November 26, 1974. The compatibility tests performed 
during these periods were divided as follows: 
(1) DSN/spacecraft radio frequency (RF) tests at both 
weak and strong signal levels during October 25-28, 
1974. 
(2) Verification of RF compatibility performed on 
November 26, 1974 with the Helios F-l spacecraft 
mated to the launch vehicle at Launch Complex 41. 
The DSN/Helios F-l spacecraft compatibility testing 
followed a very successful three-phase program of 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
compatibility testing between the DSN and the Helios 
prototype spacecraft (Ref. 1). 
II. Test Report 
The DSN/Helios F-l spacecraft telecommunications 
compatibility testing utilized a test system that was 
operationally representative of a standard DSN station. 
The test system was under control of a computer to 
provide appropriate test conditions in an automatic mode 
of operation. 
The spacecraft configurations during all of the tests 
were agreed upon by the Flight Project and the DSN. 
Spacecraft modes were selected to exercise a representa-
tive subset of all possible configurations, and to minimize 
the time required for completion of an adequate test 
program. 
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A. Telecomm~nications Compatibility Tests 
These tests pl'Ovided an assessment of telecommunica-
tions compatibility status bctween the Hel.ios F-I 
spacecraft and the Network based upon the results 
obtained between the DSN equipment in the STDN (MIL 
71) station and the Helios F-I spacecraft. These tests, 
conducted within the scheduled time period of October 25 
through 28, 1974, were the final phase of the documented 
three-phase plan for establishing telecommunications 
compatibility between the Network and the Flight 
Project. 
Procedures for conducting these tests were prepared by 
the Network. Test parameters and spacecraft design 
criteria were provided by the Belios spacecraft telecom-
munications engineers. The final procedures and test plans 
were reviewed and approved during a joint meeting of the 
DSN /Helios Project telecommunications representatives 
at Cape Canaveral. In particular, the Helios telecommuni-
cations representatives provided extensive support during 
the test procedure preparation and test planning phases. 
The total time to accomplish the Helios F-I spacecraft! 
STDN (MIL 71) compatibility tests was 56 hours. The 
successful completion of the tests during this time period 
was due in large measure to the excellent support 
provided by the JPL and Goddard STDN (MIL 71) 
management and operating personnel. 
1. Test objectives. The objectives of the tests were to 
verify telecommunications design compatibility between 
the Network and the Helios F-I spacecraft. The design 
compatibility was previously established between the 
DSN and the Belios prototype spacecraft in testing at the 
JPL Compatibility Test Area at Pasadena. 
A selected set of standard tests, as specified in the Deep 
Space Network/Flight Project Interface Compatibility 
Test Design Handbook, for verifying transponder RF, 
command, telemetry, and metric data compatibility were 
performed. In addition, telemetry erasure rate tests were 
extended in response to Project requests, to include Data 
Decoder Assembly (DDA) statistical data. All tests were 
accomplished in accordance with the Network Test and 
Training Plan for Helios Project. 
2. Test description. The Helios F-1 spacecraft was 
configured for Hight operations and STDN (MIL 7l) was 
configured to simulate a DSN station. The spacecraft was 
located in the clean room of Building AO, Cape Canaveral 
AFS, Florida, and STDN (MIL 71) was located at the 
MILA-STDN Station, Kennedy Space Center, Florida. An 
S-band RF air link of approximately 16 km (10 miles) was 
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utilized between a I.85-meter antenna at Building AO and 
a 1.2-meter antenna at the STDN station. RF link 
amplitude variations were 0.5 dB peak-to-peak for the 
critical tests in telemetry and command. 
The STDN station software utilized in performing these 
tests was supplied by the DSN and was a subset of 
software officially released to the station for Belios Project 
support. The programs consisted of: 
(1) Telemetry and Command Data Handling Program. 
This program provides independent control of the 
commanding and telemetry handling functions. 
Commands may be controlled manually from the 
station or automatically from the Mission Control 
and Computing Center. Telemetry may be decoded, 
formatted, and transmitted to the Mission Control 
and Computing Center for decommutation and 
display. 
(2) Planetary Ranging Assembly Program. This program 
provides either continuous spectrum or discrete 
spectrum operation for determining very accurate 
range estimates of a spacecraft at planetary dis-
tances. 
(3) Helios Decommutation and Data Validation Pro-
gram. This program provides the capability of 
decommutating spacecraft engineering data and 
display at the station for verifying spacecraft 
parameters during compatibility testing. 
(4) Multiple-Mission Test Program. This pwgram pro-
vides a flexible test capability for performing bit 
error rate, word error rate, and signal-to-noise 
estimates. 
3. Test results. Table 1 provides a summary of the test 
results. Significant events and data in the areas of RF, 
telemetry, command and metric data are described below: 
a. Radio frequency acquisition and tracking. The 
criteria established for acquisition and sweep rates, 
spectrums, threshold, carrier, and subcarrier phase jitter 
measurements were either successfully met or exceeded. 
Special RF spectrum data required for the launch and first 
Goldstone pass modes were performed and provided to 
the DSN Network Operations Project Engineer for initial 
spacecraft acquisition procedures. 
b. Telemetry. Bit error rate (BER) measurements at 8 
and 32 bps uncoded were very successful with respect to 
test criteria. The spacecraft was configured for all 
experiments during these two tests in order to provide 
maximum data density to the Symbol Synchronizer 
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Assembly. ST8/No levels corresponding to an expected 
BER of 10-4 were established for both tests. 
Frame deletion rate measurements at 256, 1024, and 
2048 sps were equally successful. A special overfill 
program to the Helios Decommutation and Data Valida-
tion Program, provided by Office 420, was utilized to 
output Data Decoder Assembly statistical data. The data 
included number of frames counted, number of computa-
tions per frame,. erased frames counted, and a distribution 
table of these data. The STsi No levels established for these 
tests simulated 0.418 AU for 256 sps, 0.202 AU for 1024 
sps, and 0.705 AU for 2048 sps. Additionally, the 
utilization of the special overfill to the Belios Decommu-
tat ion and Data Validation Program provided the means 
of extending these tests to obtain the distribution of 
computations per frame. Therefore, the system telemetry 
performance was more critically determined. 
c. Command, Command performance was performed 
on a functional basis due to limited test time. Command 
performance was successfully simulated for 2.0-AU 
conditions from a 26-meter antenna station at 10 kW 
(uplink -142.1 dBm, without ranging) and a 64-meter 
antenna station at 20 kW (uplink -136.6 dBm, with 
ranging). Both spacecraft command detectors (512 and 448 
Hz) were tested. 
d. Metric. The polarity of the spacecraft "ranging 
channel" was found to be INVERTED. This condition, 
different from the prototype spacecraft, represented no 
major impact as provisions for correcting phase reversal 
was resident in the Planetary Ranging Assembly software. 
With the exception of phase reversal, both continuous and 
discrete ranging measurements were well within expected 
values. 
No differenced range versus integrated doppler 
(DRVID) testing was performed due to limited test time 
and higher priority items. 
B. RF and Data Verification Tests 
These tests provided an assessment of telecommunica-
tions compatibility status between the DSN, represented 
by DSN equipment in the STDN (MIL 71) station, and the 
Helios F-l Sp~cGcl~ft after encapsulation and mating to 
the launch vehicle. These tests conducted on November 
26, 1974, were a subset of tests performed previously 
between the F-l and the DSN equipment in the STDN 
(MIL 71) station at Merritt Island, Florida, in October 
,1974. 
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Procedures for conducting these tests were prepared by 
the DSN, and spacecraft test parameters and design 
criteria were provided by the Helios Telecommunications 
Project. The final procedures were reviewed and approved 
during a joint meeting of the DSN/Belios Project Test 
Team at Cape Canaveral. 
The total time to accomplish the Belios F-l spacecraft 
STDN (MIL 71) compatibility tests was 8 hours. 
1. Test objectives. The objective of the tests was to 
verify continued compatibility between the DSN and the 
Belios F -1 spacecraft after the spacecraft had been 
configured for launch operations. All tests were accom-
plished in accordance with the Network Test and Training 
Plan for Helios Project. 
2. Test description. The Relios F-l spacecraft was in 
launch configuration and STDN (MIL 71) was configured 
to simulate a DSN station. The spacecraft was located at 
Launch Complex 41, Cape Canaveral AFS, Florida and 
STDN (MIL 71) was located at the STDN (MIL Station, 
Kennedy Space Center, Florida). An S-band RF air link of 
approximately 16 km (10 miles) was utilized to establish 
the spacecraft/ground station interface. The spacecraft 
transmit/receive function was performed by connecting a 
test point at the shroud to a 1.2-meter antenna connected 
to the launch service tower. 
The ground station software utilized in performing 
these tests was supplied by the DSN and was a subset of 
software officially released to the station for Helios Project 
support. The programs consisted of: 
(1) Telemetry and Command Data Bandling Program. 
This program provides independent control of the 
commanding and telemetry handling functions. 
Commands may be controlled manually from the 
station or automatically from the Mission Control 
and Computing Center. Telemetry may be decoded, 
formatted, and transmitted to the Mission Control 
and Com~·)Uting Center for decommutation and 
display. 
(2) Planetary Ranging Assembly Program. This program 
provides either continuous spectrum or discrete 
spectrum operation for determining very accurate 
range estimates of a spacecraft at planetary dis-
tances. 
(3) Helios Decommutation and Data Validation Pro-
gram. This program provides the capability of 
deco.mmutating spacecraft engineering data and 
display at the station for verifying spacecraft 
parameters during compatibility testing. 
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3. Test results. Table 2 provides in summary form (he 
test results. Significant events and/or items in the areas of 
RF, telemetry, command, and metric data are described 
below: 
a. Radio frequency. Short-term RF link fluctuations 
throughout the test period were observed to ± 1.5 dB on 
the link between Launch Complex 41 and MIl., 71. All 
phases of the RF tests were successfully completed. 
h. Telemetry. Short-term RF link variations dua-ing 
subtest 1 were observed to be ±1.5 dB. However, 
variations during subtest 3 were observed to be ±"/.5 dB 
and resulted in the Telemetry and Command Subsystem 
(TCD) dropping lock occasionally. (This same sitnation 
was experienced during the Helios prototype spacecraft/ 
Launch Complex 41 test.) In view of the adverse 
conditions under which subtest 3 was conducted, it was an 
"engineering judgement" that both telemetry tests 
performed satisfactorily. 
c. Command. Short-term RF link variations ~;uring 
command sub test 1 were observed to be ±6 dB. Variations 
during subtest 3 were ±2 dB. During subtesl 1, 114 
commands were sent successfully, ~nd during subtest 3, 
118 commands were sent successfully. 
d. Metric. Ranging system acquisition time was 
successfully completed with no problems experienced. 
III. Conclusions 
The successful conclusion of the formal DSN / Helios 
compatibility program enabled the establishment of 
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telecommunications compatibility and was evidenced by 
the successful launch of the Helios 1"-1 spacecraft on 
December 10, 1974. 
The importance of a formal compatibility test program 
i~ clearly dempnstrat.~d by the problem arc as uncovered, 
verified, and resolved during the DSN/Helios testing. 
Prominent problem areas disco""ered and resolved during 
this test program Werel 
(1) Deficiencies in the engineering model transponder. 
The transponder exhibited lag in sensitivity, pushing 
effects at strong uplink signal levels, instahility of the 
voltage-r;ontrolled crystal oscillator, and improper 
shielding. 
(2) Polarity of the ranging channel in the F-l spacecraft 
was inverted. This condition was different from the 
prototype spacecraft. 
(3) Many hundreds of hours of test time were used at 
the DSN station (DSS 71) to determine optimum 
modulation indices for the Helios Mission. A full 
description of this testing was published in Ref. 2. 
(4) An elaborate test system to simulate uplink and 
downlink amplitude, phase, and frequency modula-
tion conditions during the spacecraft Step II 
maneuver was performed. This simulation demon-
strated that the spacecraft could be successfully 
commanded during this very critical phase of flight. 
These problems, undetected and unresolved prior to 
launch, would have presented serious operational prob-
lems to the Network with the spacecraft in flight. 
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Deep Space Network 
Test Test date Test title No. BLK BLK PHA Uplink Uplink CMASUBC SDASUBC CAn Bit (1974) III III nNG CMD doppler, offset, offset offset SUP rate EXC HCV EXC Hz/s kHz 
10/25 Spacccraft 1.1 1 1 OFF OFF 500 -30 NA NA HI 2048 
maximum 
sweep and 
acquisition 
500 rate 1 1 OFF OFF +30 NA NA HI 2048 1 
1 OFF OFF 80 -9.7 NA NA HI 2048 1 
1 1 OFF OFF 80 +9.9 NA NA HI 2048 1 
j 10/26 Downlink II. 1 1 OFF OFF NA NA NA NA HI 2048 1 spectrum 
, analysis 
11.2 1 1 OFF OFF NA NA NA NA HI 128 1 
II. 3 1 1 OFF OFF NA NA NA NA LO 32 1 
II. 7 1 1 ON NA NA NA NA NA HI 2048 1 
(Idle 
seq. ) 
n.l0 1 1 ON ON NA NA NA NA HI 128 1 
10/25 Uplink III. 1 1 1 OFF OFF NA NA NA NA HI 128 1 
j 
threshold 
III. 2 1 1 ON OFF NA NA NA NA HI 128 1 
1 
III. 3 1 1 OFF OFF NA NA NA NA HI 128 1 1 
1 10/25 Carrier IV. 1 1 1 OFF OFF NA NA NA NA HI 2048 1 i residual 1 , phase jitter IV. 2 1 1 OFF OFF NA NA NA NA E{I .2048 2 I I I IV. 3 1 1 OFF OFF NA NA NA NA HI 2048 1 i NA NA 2048 t! 1 1 OFF OFF NA NA HI 1 8 1 a IVA 1 1 OFF OFF NA NA NA NA HI 2048 1 /j ,< 
r) 1 
r ~ 1 1 OFF OFF NA NA NA NA HI 2048 1 I 
i I I " , , L i i 
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Table 1. DSN/Helios F·1 spacecraft telecommunication test summary 
Spacecraft Test data Test 
SIC SIC 
Time, Test comments 
RCV PWR ANT TWT RNG DM FM 
l'erfonl1ance Criteria min 
1 HP MGA 2 OFF 0 4 Acquired @ -100.0 Acquire @ -100.
0 125 Acquired U /L @ hest 
dBmj tracked to dBm; track to lock (VeXO 1) 
+32.5 kHz +32.5 kHz 2115,679152 MHz 
1 HP MGA 2 OFF 0 4 Acquired @ -100.0 Acquire @ -10
0.0 Acquired U/L @ best 
dBm; trackcd to dBmj track to lock (VeXO 1) 
-32.5 kHz -32.5 kHz 2115.679l52 MHz 
1 HP MGA 2 OFF 0 4 Acquired @ -141.0 Acquire @ -1
41.0 Acquired U IL @ best 
dBmj tracked to dBmj track to lock (VeXO 1) 
+32.5 kHz -32.5 kHz 2115.679152 MHz 
1 HP MGA 2 OFF 0 4 Acquired @ -141.0 Acquire
 @ -141.0 Acquired U /L @ best 
dBm; tracked to dBm; track to lock (VeXO 1) 
-32.5 kHz -32.5 kHz 2115.679152 MHz 
1 HP MGA 1 OFF 0 4 No spurs observed No spur
ious signal 17 Subcarrier ose No, 2 
Within 30 dB of noncoherent mode 
carrier 
1 LP LGA NA OFF 0 4 No spurs observed No spurious
 Signal 15 Subcarrier ose No.1 
within 30 dB of non coherent mode 
carrier 
1 LP LGA NA OFF 0 4 No spurs observed No spurious si
gnal 20 Subcarrier ose No.1 
within 30 dB of noncoherent mode 
carrier 
1 LP LGA 1 OFF 0 4 No spurs observed No spllr
ious signal 15 vexo 1, cohercnt 
within 30 dB of (Goldstone first acq) 
carrier mode 
1 HP MGA 1 ON 0 4 No spurs observed No spurious
 signal 16 vexo 1, coherent 
within 30 dB of mode 
carrier 
1 HP MGA 2 OFF 0 4 -155 dBm -155.0 ± 1 dBm
 35 Threshold value is 
i 
i 
average of3 ~ 
measurements 1 
1 HP MGA ON 4 -155 dBm -155.0 ± 1 dBm
 
f 
2 0 43 ! 2 HP LGA 2 OFF 0 4 -154dBm -155.0 ± 1 dBm 38 
1 HP MGA 1 OFF 0 4 1.95 deg rms ,5.7 deg rms 
40 U/L level-lOO dBm i 
1 HP MGA 2 OFF 0 4 1.74 deg rms 5.7 degrms 
9 U/Llevel-lOO dBm 1 
I 1 HP MGA 2 OFF 0 4 1.77 deg rms 2.86 deg ,rms 25 U /L level -100 dBm 1 HP MGA 2 OFF 0 4 14.80 deg rms 22.9 deg rms U /L level -144 dBm , 
2 HP LGA 2 OFF 0 4 1.73 degnns 2.86 c1eg rms 
20 U /L level -100 dBm -i 1 
J 
2 HP LGA 2 OFF 0 4 16.00 deg rms 22.9 deg rms 
U /L level -144 dBm 1 
! 
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Deep Space Network 
Test Test date Test title No. BLK BLK PRA Uplink Uplink CMASUnC SDASUBC CAB Bit (1974) III 111 RNG CMD dopplc:'r, offset, ofrsc~ offset SUP rute EXC RCV EXC Hz(s kHz 
10(25 Downlink V.l 1 OFF OFF NA NA NA AA III 128 1 
threshold 
V.S 1 1 OFF OFF NA NA Nt\. NA III 128 2 
V.5 1 1 OFF OFF NA NA NA NA HI 128 
1 1 OFF OFF NA NA NA NA HI 128 1 
V.6 1 1 ON OFF NA NA NA NA HI 128 1 I j 
1 1 ON OFF NA NA NA NA HI 128 1 1 
l 
1 
10/26 Spacecraft VI.2 1 1 ON OFF NA NA NA NA Hi 128 1 
j 
-1 
ranging delay 1 
VI. 4 1 1 ON OFF NA NA NA NA HI 128 1 j 
! 
NA NA HI 128 J VI. 9 1 1 ON OFF NA NA 1 " I 
VI. 10 1 ON OFF NA NA NA NA HI 128 1 
10(26 Ranging VII. 1 1 1 ON OFF NA NA NA NA III 128 1 
system 
acquisition VII. 2 1 1 ON OFF NA NA NA NA HI 128 1 
time 
10(26 Bit error rate VIII. 1 1 1 OFF OFF NA NA NA NA LO 8 1 
(UNC) 
VIII. 2 1 1 OFF OFF NA NA NA NA LO 32 1 
(UNC) 
10(28 Telemetry IX.l 1 1 OFF ON NA NA NA NA HI 128 1 
erasure rate 
10/27 IX. 2 1 1 ON ON NA NA NA NA HI 512 1 
" 
IX. 3 1 1 OFF ON NA NA I i NA HI 1024 NA 1 
I 
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Spacecraft 
RCV PWR ANT TWT RNG 
1 
1 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
.1 
1 
1 
1 
1 
HI' MGA 
HI' MGA 
HI' LGA 
HP LGA 
HI' MGA 
UP MGA 
HP HGA 
HI' MGA 
MP MGA 
MP MGA 
UP 
UP 
HP 
HP 
MGA 
MGA 
MGA 
MGA 
HP MGA 
UP MGA 
HP HGA 
1 
2 
1 
1 
1 
.1 
1 
1 
2 
2 
1 
1 
1 
1 
2 
2 
2 
OFF 
OFF 
OFF 
OFF 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
OFF 
OFF 
OF.F 
ON 
OFF 
SIC 
DM 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
Test data 
SIC 
FM 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
PerfOn1l!lnCe 
-158.8 dUm 
-158.7 dBm 
-158.3 dBm 
-158.7 dBm 
-159.0 dBm 
-159.0dBm 
SIC delay: 1364 ns 
SIC delay: 13.70 ns 
SIC delay: 1384 ns 
SIC delay: 1369 n5 
22 min 40 s 
1 min 18 S 
o errors in 10'1 bits 
0.09 X 104 
4 D/L threshold 
-147.5 
D/L level -128.3 
4 D/L threshold 
-141.0 
U/L level -137.9 
4 D/L threshold 
-138.4 
Criteria 
-159.5 ± 3 dUm 
-159.5 ± 3 dBm 
-159.5 ± 3 dBm 
-159.5 ± 3 dBm 
-159.5 ± 3 dBm 
-159.5 ± 3 dBm 
No requirement 
RNG stability: 
±500ns 
<45 min 
<2 min 
.10-4 
10-1 
10-3 
10-3 
10-3 
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Table 1 (contd) 
Test 
Time, 
min 
21 
20 
19 
18 
20 
22 
15 
15 
22 
.15 
Test comments 
Noncoherent mode 
Noncohercnt mode 
Coherent mode; 
U /L level -100 dBm 
Coherent mode; 
U /L level -144 dBm 
Coherent mode; 
U /L level -100 dUm 
Coherent mode; 
U /L level -100 dUm 
-100 dUm U/L 
-100 dUm D/L 
"Phase reversal" vs 
prototype spacecraft 
VI 2, 4, 10 discrete 
VI9 continuous 
25 Continuous spectrum 
.10 Discrete spectrum 
U IL level -134.5 
dUm 
D/L level-135.0 
dUm 
210 U/L -148.1dBm 
D/L -135 dUm 
Uncoded mode 
230 D IL levels providing 
10-;3 erasure rate 
Were below link 
criteria 
200 Test to estimate 
telemetry performance 
by distribution of 
computations/frame 
60 
35 
; 
H 
, 
i 
.1 
I 
t 
1 
I 
1 
1 
J 
r 
Test 
dllte Test title Test .BLK BLK PHA (1974 ) No. m III CM)) 
RCV EXC UNe 
10/26 Subcnrrier X.I I OFF OFF 
frequency nnd 
phase jitter 
X.2 1 OFF OFF 
X.3 1 1 OFF OFF 
10/26 Spacecraft XLI 1 1 OFF ON 
command 
pcrformanc.'c 
XI. 2 1 1 ON ON 
10/27 XI. 3 1 1 OFF ON 
NOTE: See Table 3 for definition of terms uscd. 
J 
I 
'. 
r ~ 
;I 
fi 
,I 
~ U c' II ,j 
I\' " ~l t ';' ~ 
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L...;a~r .' drVlIl 
Decp Space Network 
Uplink Uplink CMASUBC SDASUBC CAR Bit doppler, offset, EXC 
H7/S kHz offset offset SUP rate 
NA NA NA NA HI 128 1 
NA N'A NA NA HI 128 2 
NA NA NA NA HI 128 2 
NA NA NA NA HI 128 1 
NA NA NA NA HI 512 1 
NA NA N.A_ NA HI 1024 1 
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I Table 1 (contd) 
Spacecraft Test data 
Test 
SIC SIC Time, Test comments RCV PWR ANT TWT RNG DM FM Performance Criteria min 
NA LP LGA NA OFF 0 4 0.835 deg nns 1.15 deg nns 25 S/CDHEOSC 
32,768 Hz 32,768 Hz No.1 Chain 1 
NA LP LGA NA OFF 0 4 0.84 degrms 1.15 deg rms 24 S/CDHEOSC 
32,768 Hz 32,768 Hz No, 1 Chain 2 
NA LP LGA NA OFF 0 4 0.86 deg rms 1.15 deg nns 25 S/CDHEOSC 
32,768 Hz 32,768 Hz No. 2 Chain 2 
1 HP MGA 2 OFF 0 4 54 commands All commands 20 VCXO I, coherent, 
accepted and accepted by wmmandS/C@ 
processed spacecraft 512Hz 
1 MGA ON 0 4 54 commands All commands 14 U IL @ -14·2.1 dBm 
accepted and accepted by (2.9 dB above 
processed spacecraft command threshold) 
2 HP HGA 2 OFF 0 4 23 commands All commands 14 VCXO 2, coherent, 
accepted and (continuous) command SIC @ 
processed accepted and 448 Hz U/L@ 
processed -138.1 dBm (5,9 dB 
r above command threshold) 
r 
I , 
j 
! 
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; 
Test 
date 
(1974) 
11/26 
11/26 
11/26 
11/26 
11/27 
11/27 
NOTE: 
38 
Test title 
Spacecraft 
maximum 
sweep and 
acquisition 
rate 
Uplink 
threshold 
Downlink 
threshold 
Ranging 
system 
acquisition 
time 
Telemetry 
performance 
Spacecraft 
command 
performance 
Test 
No. BLKIII 
RCV 
BLKIII 
EXC 
1.1 -106 clBm -108.5 dBm 
23.412423 22.038540 
-106 dBm -108.5 dBm 
23.412423 22.038540 
III. 1 -110 clBm 22.038540 
23.412423 
III. 3 -113 dBm 22.038594 
23.412481 
V.l 23.412401 -110 dBm 
22.038520 
VII.1 -112 clBm -112 c1Bm 
IX. 1 
23.412401 with mod 
22.038520 
-1l2clBm 
23.412401 
-109 dBm 
22.038520 
IX. 3 -116 dBm -107 dBm 
23.412483 22.038595 
XLl -1l7dBm --1l3 .. 5dBm 
23.4124,23 22.038540 
XI. 3 -116 dBm -108 dBm 
23.412482 22.038494 
1. Block III receiver 1, exciter 1 used for all tests. 
2. See Table 3 for definition of terms used. 
Deep Space Network 
PRA 
RNG mID 
OFF OFF 
OFF OFF 
OFF OFF 
OFF OFF 
OFF OFF 
ON OFF 
OFF ON 
OFF ON 
ON ON 
ON ON 
Uplink 
doppler, 
Hz/s 
.'500 
500 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
Uplink 
offset, 
kHz 
-30 
to 
+32 . .'5 
+30 
to 
-32.9 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
CMA 
SUBC 
offset 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
SDA 
SUBC 
offset 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
NA 
CAn 
SUP 
Bit 
mle 
HI 2048 
HI 2048 
HI 128 
HI 128 
HI 128 
HI 128 
HI 128 
HI 1024 
HI 128 
HI 1024 
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Spacecraft 
EXC RCV PWR ANT 
1 1&2 HP LeA 
1 1&2 HP LeA 
1 1 HP LeA 
1 2 HP LeA 
1 1 HP LeA 
1 1 HP LeA 
1 1 HP LeA 
1 2 HP LeA 
1 1 HP LeA 
1 2 HP LeA 
--~-
TWT RNe 
2 OFF 
2 OFF 
2 OFF 
2 OFF 
1 OFF 
1 ON 
2 OFF 
2 OFF 
2 OFF 
2 OFF 
SIC 
DM 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
SIC 
FM 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
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Table 2. DSN/Helios F·l spacecraft telecommunications test summary 
Test data 
Performance 
Acquired and 
tracked 
Acquired and 
tracked 
-158.8 dBm 
-159.0dBm 
-158.3dBm 
I-min acquisition 
98738RU 
Decommutated 
data satisfactory 
Decommutated 
data satisfactory 
when TCD in lock 
All good 
commands 
( 114 commands) 
All good 
commands 
(118 commands) 
Criteria 
Acquire at best 
lock; track to 
+32.5 kHz 
Acquire at best 
lock; track to 
-32.5 kHz 
To be measured 
To be measured 
-139.0 ± 2 dBm 
THD 
30 min of 
decommutated 
data 
30 min of 
decommutated 
data 
All commands 
successfully 
received by 
spacecraft 
All commands 
successfully 
received by 
spacecraft 
Test 
time, Test comments 
min 
71 
40 
34 
24 
23 
83 
74 
46 
39 
2115.699 kHz 
best lock frequency 
SIC receiver 1 
Average of 3 runs; 
link variance 
1.5 dB p.p 
Average of 3 runs; 
link variance 
1.5 dB Pop 
Average of 3 runs; 
link variance 
1.5 dB Pop 
15 components 
discrete; 1 min 
integration time 
Link variance 
3 dB pop 
Link variance 
15 dB POP; TCD 
out of lock 
periodically 
Discrete ranging 
on commands 
501-506 
Discrete ranging 
on commands 
501-502 
39 
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1 
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1 
1 
1 
_J 
r 
I 
r 
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I 
I 
i 
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Table 3. Definitions for Tables 1 and 2 
ANT 
Bit rate 
BLK III exciter 
BLK III receiver 
CAR SUP 
Spacecraft antenna 
Clock frequency of the telemetry bit 
information 
The standard DSN S-band exciter equipment 
The standard DSN S-band receiving 
equipment 
Downlink carrier suppression due to 
telemetry modulation 
CMA sunc off~et Command moduIUtion assembly subcarrier 
frcquency offset relativc to nominal 
CMD Telcmetry and command data handling 
command modulation 
EXC Spacecraft S-band exciter equipment 
HCA High-gain antenna 
LCA Low-gain antenna 
MCA Medium-gain antcnna 
PRA RNC Planetary ranging assembly modulation 
PWR Spacccraft transmitter power mode 
HCV 
HNC 
S/CDHE 
S/CDM 
Spacecraft S-band rcceiving equipment 
Spacecraft ranging channel 
Spacecraft data handling equipment 
Spacecraft data mode 
SIC FM Spacecraft data format 
SDA SUBC offset Subcarrier demodulator assemhly subcarrier 
frequency offset relative to nominal 
TWT Traveling wave tube amplifier 
UNC Uncoded 
Uplink doppler Hamp rate of the uplink carrier frequency 
Uplink offset Uplink carrier frequency offset relative to 
the spacecraft recei ler rest frequency 
--"-- -~---'-"--r -------, 
1 1 r ! 
I 
j 
l 
1 
I 
j 
1 
i 
1 
j 
1 
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A Demonstration of Radio Interferometric 
Surveying Using DSS 14 and the Project 
ARIES Transportable Antenna~:¢ 
K. M. Ong, P. F. Mac Doran, J. B. Thomas, H. F. Fliegel, L. 
J. Skjerve, and D. J. Spitzmesser 
Tracking and Orbit Determination Section 
P. D. Batelaan 
Communications Elements Research Section 
S. R. Paine 
DSN Engineering Section 
M. G. Newsted 
Trend Western Corporation 
A precIsIOn geodetic measurement system (ARIES for Astronomical Radio 
Interferometric Earth Surveying) based on the technique of very long baseline 
interferometry has been designed and implemented through the refurbishment of 
a 9-m transportable antenna, together with the 64-m Goldstone antenna (Dss 14) 
of the Deep Space Network. A series of experiments designed to demonstrate the 
inherent accuracy of the transportable interferometer concept was performed on 
a 307-m baseline during the period from December 1973 to June 1974. This short 
baseline was chosen in order to obtain a comparison with a conventional survey 
with few-centimeter accuracy and to minimiz'? interferometry errors due to 
transmission media effects, source locations, c,fld Earth orientation parameters. 
These interferometry measurements, represerlting approximately .28 hours of 
data, were ;in excellent agreement with the survey baseline in an dimensions 
within ihe formal uncertainty of 3 cm. The AJUES transportable antenna has 
now entered its next phase of demonstrations OVM a 180-km baseline (Goldstone 
to JPL) and has initiated a tectonic motion monitoring program within the 
southwestern United States. 
• This report presents the results of one phase of research sponsored by the Office of ApplicatiOns, 
Earth and Ocean Physics Applications Program, Project ARIES. It is being made available in this 
forum because of the essentialness of the available DSN facilities for this work and of the potential 
usefulness of radio interferometry to future DSN development. 
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I. Introduction 
In recent years, the technique of independent-station 
radio interferometry (commonly called "very long baseline 
interferometry" or VLBI) has been continuously devel-
oped and to some degree successfully applied to the 
problem of accurately determining baseline vectors 
between fixed reference points on Earth relative to an 
"inertial" coordinate system defined by the Virtually time-
invariant directions of extragalactic radio sources. Astrono-
mers and geophysicists alike have been enthusiastic about 
the use of this new technique as an accurate geodynamic/ 
geodetic measurement tool. 
Since other interferometry baseline measurements (e.g., 
Refs. 1-4) have been summarized elsewhere (e.g., Ref. 5), 
they will not be discussed in detail here. All of those 
previous VLBI experiments utilized non-portable antennas 
that, unfortunately, lu.:::k th(l mobility that would be 
required in an extensive geodetic rilon~toti\1g program. For 
example, a program to thoroughly monitor globlll plaIr 
tectonics or even a regional strain field, such as in the 
seismically active Southern California region, would 
require accurate geodetic measurements of many refer-
ence baselines. Furthermore, in a test of the recently 
advanced dilatancy/diffusion model for earthquakes (Refs. 
6-8), it would be especially important to be able to make 
frequent measurements in three dimensions in areas that 
are suspected of dilatant behavior. Since it is not 
economically feasible to build a large network of fixed 
interferometer antennas all over the world to monitor such 
complex crustal motions, the question arises whether 
accurate interferometric surveying is possible with a 
system in which one element, or perhaps both elements, 
of the interferometer are transportable, as described in 
Ref. 9. 
In pursuit of this question, a preliminary :;;ignal-to-noise 
analysis at the Jet Propulsion Laboratory OPL) indicated 
that, with existing low-noise receivers, an antenna with a 
diameter of approximately lO-m could be used in 
conjunction with the Goldstone Mars Deep Space Station 
(DSS 14) 64-m antenna, provided that the incoming radio 
signals were recorded with a relatively wide bandwidth 
(greater than -2 MHz). Fortunately, a wide-band 
recording system with a 2-MHz bandwidth already existed 
at the time in the form of the Mark II Very Long Baseline 
(VLB) System of the National Radio Astronomy Observa-
tory (NRAO) (Ref. 10). Consequently, under Project 
ARIES (for Astronomical Radio Interferometric Earth 
Surveying), a surplus U.S. Army 9-m transportable satellite 
communications station was obtained and modified at JPL 
for the specific purpose of demonstrating independent-
station interferometry with a portable antenna. The 
42 
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transportable antenna, which will be referred 1.0 as the 
AlUES station, was made ready for its first interferometry 
experiments in the fall of 1973. 
Before the technique of independent-station interferom-
etry, including portable-antenna interferometry, can gain 
acceptance as a valuable geodetic/geodynamic measure-
ment tool, a series of demonstration experiments are first 
required to establish its reliability and accuracy at the 
centimeter level. Among the many possible demonstra-
tions, a short baseline experiment is one of the most 
effective for several reasons, as summarized by Thomas et 
al. (Ref. 5). Briefly, short baseline interferometry experi-
ments can lead to accurate three-dimensional, Earth-fixed 
baseline measurements that expose and therefore effec-
tively test many potential interferometer problems. More 
importantly, a geometrically complete, centimeter-level 
accuracy demonstration is possible for a short baseline 
since conventional survey techniques can measure short 
baselines in three-dimensions with accuracies at the 
Qentimeter level. 
In addItion to demonstrating portable station interfer-
ometry, the present exp~riments were motivated by the 
difficulties encountered in comparing survey and interftlr-
ometry baselines at the 10- to 20-cm level during the 
analysis of the 16-km Goldstone experiments (Ref. 5), The 
accuracy of that comparison was significantly degraded by 
survey uncertainties due to geoid variations and possible 
interferometer instrumental effects. Since an independent 
accuracy check was desired, an even shorter baseline 
demonstration was conducted in which geoidal uncertain-
ties were less significant. Thus, the ARlES antenna was 
placed approximately 307 meters away from the 64-m 
antenna for these portable antenna demonstrations. (See 
photograph, Fig. 1. The apparent relative size of the 
antennas is inaccurate due to the difference in their 
distances from the camera. The true sizes of the antennas 
may be visualized by noting that thesubrefleclor of the 
Mars antenna is approximately the same diameter as the 
ARIES antenna.) 
In summary, the purpose of this series of ARlES 307-m 
baseline experiments was to demonstrate the following 
capabilities of independent-station radio interferometric 
surveying: 
(1) Attainment of few-centimeter formal uncertainties 
in three dimensions. 
(2) Demonstration of few-centimeter accuracy in three 
dimensions by comparing with a conventional 
survey. 
(3) Accurate measurement of small known changes in 
the baseline vector. 
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II. Instrumentation 
Even though the basic concepts behind radio interfer-
ometry are ostensibly simple,. the details involved in 
instrumentation, data reduction, and analysis are quite 
involved. Since many of these aspects of interferometry 
have been amply described elsewhere (e.g., Refs. 5 and 
11-17), attention will be focused primarily on the features 
that are specific to the present transportable system. 
The present system employs the Goldstone 64-m Mars 
antenna with an operational system noise temperature of 
20-50 K and an efficiency of approximately 0.55, in 
conjunction with the transportable 9-m ARIES antenna 
with a system noise temperature of approximately 200 K 
and efficiency of 0.50. The system noise at ARIES wal: 
added almost entirely at the first stage of amplification, 
while for the Mars antenna, it was a sum of instrumental 
noise, background radio-frequency noise, and source nQise. 
The group delay variation effect experienced at the Mars 
station in previous measurements (Ref. 5) has been 
overcome for the present experiments by the use of a 
superconducting magnetic shield surrounding the travel-
ing-wave maser amplifier. 
As illustrated in Fig. 2, a fixed and transportable antenna 
pair simultaneously receive random radio Signals emitted 
by a compact extragalactic radio source. Because of a 
difference in the raypaths from the extragalactic radio 
source to each station, reception of the signals will be 
delayed at one antenna relative to the other. This 
"geometric delay," T g' and its time derivative (propor-
tional to the so-called "fringe frequency," Vi) are the 
primary observables of an interferometer. Both quantities 
are sensitive functions of the baseline vector between the 
two antennas. Therefore, by observing many different 
radio sources widely spread over the sky, one can obtain 
an accurate three-dimensional determination of the 
baseline vector by means of a simultaneous least-squares 
fit to the ensemble of measured delay and fringe 
frequency values. In the present experiments, the delay 
measurements are the main observables. 
There is, at each station, a very stable frequency 
reference that is used to derive the local oscillator signals 
for the radio receivers and to drive the station clock. At 
the ARIES station, a Hewlett-Packard rubidium 
(HP5065A) oscillator served as the frequency reference for 
the local oscillator and the timing signals; at the Mars 
station, a JPL hydrogen maser was used. The radio 
receiver output is digitally sampled and time-tagged 
according to the clock signals. This stream of time-tagged 
digital data is then input to a magnetic tape recorder at 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42-26 
each station. In the present implementation, the NRAO 
Mark II 4-Mbit/s recording system (Ref. 10) is used. 
In order to determine the time delay observable with 
high precision, the extragalactic radio signals are recorded 
in two separate frequency channels and the so-called 
"bandwidth synthesis" technique (Refs. 13 and 18) is 
employed. In the present ARIES system, the signals were 
received at two 2-MHz frequency bands centered at 2311 
and 2271 MHz, and recorded on alternate seconds at a 
4-Mbit/s rate using Mark II terminals at each site. A block 
diagram of the system configuration is shown in Fig. 3. 
The delay values produced by this system possessed 
\I.l).certainties due to system noise that ranged between 
0.05 and 0.5 ns for correlated flux strengths between 2 and 
20 Jy. (1 Jy == 1 Janliky == 1 flux unit = 1 X 10-26 watts/ 
m2!Hz.) The techniques of extracting the time delay and 
fringe frequency observables will be discussed next. 
III. Data Reduction Technique 
In these ARIES experiments, about a dozen compact 
radio sources were observed simultaneously at the two 
antennas in 20-30 separate scans of approximately 10-
minute duration over a total time span of 6-10 hours. 
After each experiment, the 5-cm-wide video tapes on 
which the data were recorded at each station were 
brought together for digital croSs correlation using the 
Mark II Processor Playback System at NRAO, Charlottes-
ville, Virginia (Ref. 10). The resulting post-correlation 
computer tapes, which contain the highly compressed 
data usually referred to as "stopped fringes," were then 
taken back to JPL for further reduction and analysis with 
an IBM 370 computer at the California Institute of 
Technology. The data reduction software for fringe 
processing, which was designed and developed at JPL for 
the IBM 370, extracts. the phase as a function of time 
(phase tracking), refines the phase model used for 
"stopping the fringes" in the Mark II Processor, and 
obtains the delay (by two-channel bandwidth synthesis) for 
each radio source observed. The delay model, phase 
model, phase tracking, bandwidth synthesis techniques, 
and radio source locations used for these experiments are 
essentially the same as those employed for the 16-km 
Goldstone experiments detailed in Refs. 5 and 13, and will 
not be described here. 
Each measured delay value can be modeled as a sum of 
a geometric delay, instrumental delays, and any differen-
tial delays due to the transmission media. For the present 
system, the instmmental delay terms can, in the ideal case, 
be collectively modeled asa constant offset ("clock offset") 
and a linear drift (Uclock rate difference"), but must 
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sometimes be given a more complicated form to account 
for oscillator instabilities. As mentioned earlier, for a 
baseline that is only 307 meters in length, the transmission 
media delays should be nearly equal along the two 
raypaths so that they virtually cancel out in the measured 
delay. Furthermore, relative to other delay uncertainties, 
the geometric delay for this baseline is insensitive to 
source location and Earth orientation errors at the arc 
second level. Since the relevant source locations and Earth 
orientation parameters have been independently measured 
at the 0.03-1.0 arc second level, they are more than 
adequate for the present experiments. 
Based on the above model, the delay values collected on 
a given day can be Simultaneously fit by means of a 
weighted least-squares procedure (Ref. 5) in which the 
three baseline components and two instrumental parame-
ters (in the ideal case) are "solve-for" parameters. Quoted 
("formal") errors in these solve-for quantities are esti-
mated by means of a covariance analysis based on post-fit 
residuals. 
IV. Conventional Survey of the 307·m 
Baseline 
Over a 7-month period the ARIES transportable station 
occupied two different positions separated by about 0.5 m, 
~pproximately 307-m east-southeast of the Mars station. 
The site occupied before January 16, 1974 is called Site A, 
and the other is called Site B. The baseline vector 
between the two antennas is most conveniently defined to 
be the vector extending from the intersection of the 
azimuth and elevation axes of one antenna to the 
corresponding point on the other aritenna. This vector has 
been measured by means of local surveys in terms of 
geodetic coordinates and then transformed to the Conven-
tional International Origin (CIO) frame. (In the CIO 
frame, the z-axis points toward the 1903.0 mean pole, the 
x-axis toward the Greenwich meridian, while the y-axis 
completes a right-handed coordinate frame.) The conven-
tional surveys were performed with respect to a first-order 
control point (MARS A) established by the U. S. Coast and 
Geodetic Survey (now the National Geodetic Survey) in 
1966. An additional control point (ARIES A) was placed 
near the ARIES antenna. The baseline vector between 
antennas was then obtained by combining three separate 
conventional surveys: Teledyne, Inc. for MARS A to 
MARS antenna in 1966; M&Q Pacific for MARS A to 
ARIES A in 1974; and JPL for ARIES A to ARIES 
antenna in 1974. The resulting survey baseline coordinates, 
which have been transformed to the CIO frame, are 
presented in Table 1 along with their estimated errors (1 
0'). 
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V. Interferometry Results and Comparison 
With Survey 
During the period from December 1973 to June 1974, 
four successful interferometry experiments between the 
ARIES transportable antenna and the 64-01 Mars station 
were conducted. The first of these experiments (on 
December 22, 1973) was performed with the ARIES 
antenna at its Site A pOSition, whereas the Site B position 
was occupied for all subsequent experiments. For each 
experiment, an attempt was made to fit the measured 
delay values with the "ideal" five-parameter model 
discussed above. However, because of oscillator instabili-
ties in these experiments, it was found that either 6 or 7 
parameters were necessary in order to obtain good fil~ to 
the measured delay values. In the December 22, 1973, 
April 24, 1974, and June 18, 1974 experiments, the 
rubidium oscillator apparently underwent an abrupt 
frequency shift in the midst of the observations so that 
independent parameters for both the offset and the clock-
rate (giving a 7-parameter fit) were required on either side 
of the discontinuity. On the other hand, in the June 5, 
1974 experiment, which contained apprOXimately 10 hours 
of data, the oscillators behaved well enough so that all 29 
delay measurements could be fit by 6 parameters (the 5 
"ideal" parameters plus a frequency rate parameter). 
Delay residuals for this last experiment are given in Fig. 4. 
For each experiment, an analysis of post-fit residuals 
revealed the presence of unmodeled noise in addition to 
known system noise. Therefore, an extra noise term, 
estimated on the basis of the ](2-analysis, was included in 
the final least-squares solution for the baseline and 
instl'\!mental parameters (Ref. 5). The source of this extra· 
noise term was possibly the unmodeled short-term (=1 
hour) instability of the rubidium oscillator. A summary of 
each experiment, including root-mean-square delay residu-
als and the unmodeled noise level for each experiment, is 
given in Table 2. The resultant baseline vectors are given 
in Table 3, where a weighted average of all Site B 
solutions is also included. 
Table 4 compares the displacement vector (Site B-Site 
A) as derived from the combined interferometry data with 
the one derived from survey. It is seen that the two 
methods are in good agreement within the data noise level 
of 8 cm. (The relatively large data noise is due mainly to 
the 7-cm uncertainty in the Site A interferometry 
solution.) 
A summary of the inletferometryresults and a 
comparison with the survey is given in graphical form in 
Fig. 5. Note that the December 1973 experiment, which 
was performed with the ARlES antenna at Site A, has 
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been adjusted to the Site 8 position by use of the 
accurately detenTlined survey displacement vector. The 
bracketed values represent the weighted averages of the 
last three Site 8 measurements. 
One important feature of these particular interferome-
try results is that in some cases the error in the 
Y-component of the baseline vector is larger than the 
other components, both in terms of its formal error 
estimate and in terms of the agreement with the survey. 
This Y-component weakness was caused by an inadequate 
geometric distribution of source directions, due either to 
poor observing strategy or to the loss of scheduled 
observations. It should be possible to design future 
measurements so that this weakness is eliminated. 
VI. Conclusions 
These measurements completed the first phase of a 
series of Project ARIES experiments designed to demon-
strate the sUitability of a transportable, independent-
station radio interferometric system for accurate geodetic 
measurements. In this first phase, a 307-m baseline near 
the 64-m Mars station at Goldstone has been surveyed 
both conventionally and interferometrically. Results of 
these experiments show that the transportable interferom-
eter possesses an inherent accuracy of a few centimeters 
in three dimensions for short baselines, and is a potentially 
powerful geodetiC measurement tool. Specifically, the 
following capabilities of the present transportable radio 
interferometer have been demonstrated for a 307-m 
baseline: 
(1) With approximately 28 hours of observations, a 
formal uncertainty (precision) of 3 cm in each 
component of the baseline can be achieved. 
(2) Comparison of the interferometer baseline with 
conventional survey indicates that the 3-cm preci-
sion can be regarded as the accuracy of the system. 
(3) The interferometer has successfully detected a small 
intentional change in baseline with approximately 
8-cm accuracy. This relatively large uncertainty was 
due mainly to the single six-hour measurement of 
the Site A position. 
In addition, these ARIES experiments have isolated and 
demonstrated at the few-centimeter level the following 
performance of the instrumental and analytiC subsystems 
on the 307 -m baseline: 
(1) The achievement of an adequate signal-to-noise ratio 
for delay measurements using the 9-m/64-m inter-
ferometer system with a 4-Mbit/s record rate. 
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(2) The experimental evaluation of oscillator instability 
in terms of bandwidth synthesis and baseline vector 
solutions. In this regard, we have found that the 
rubidium frequency standard is marginally adequate. 
(3) The successful integration of the NRAO 2-MHz-
bandwidth Mark II digital recorder and cross-
correlation system. 
(4) The adequacy of the group delay stability of the 
interferometer instrumentation. 
(5) The adequacy of the two-channel bandwidth synthe-
sis subsystem. 
(6) The development and validation of post-correlation 
software for delay observable generation and 
multiparameter estimation of the baseline and 
instrumental parameters. 
VII. Outlook 
Project ARIES has now entered its second phase of 
demonstration experiments. The transportable antenna is 
currently deployed at JPL and will occupy several sites 
throughout the seismically complex region of Southern 
California in the near future. The baselines to be surveyed 
in this second phase will range from 100 to 300 km in 
length. These baselines are particularly important since 
some geophysicists now believe that the crustal uplifting 
due to rock dilatancy, which is pOSSibly premonitory to 
earthquakes, can be observed in the regions spanning a 
few hundred kilometers (Refs. 7 and 8). With these longer 
baselines, however, new challenges for Project ARIES 
must be met in order to achieve a system accuracy of 1-3 
cm. First, the troposphere, ionosphere, and space plasma 
will introduce appreciable uncertainties in the time delay, 
since raypath dissimilarities will be greater for Widely 
spaced antennas. Calibration of these differential propaga-
tion media delays will require special-purpose instrumen-
tation such as the water vapor microwave radiometer (for 
calibrating the "wet" troposphere) and dual-frequency 
reception (for calibrating charged-particle effects). For 
these longer baselines, radio source locations and Earth 
orientation parameters must be calibrated or modeled at 
the 0.03 arc second level. Such calibration should be 
obtainable from independently conducted interferometry 
experiments on intercontinental baselines. With these 
anticipated improvements, the ARIES interferometer 
should be capable of three-dimensional measurements of 
baselines spanning hundreds of kilometers with an 
accuracy of a few centimeters. 
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Experiment Site date 
12/22/73 A 
4/23/74 B 
6/5/74 B 
6/18/74 B 
nlncluding antenna move times. 
Table 1. Conventional survey baseline vector between the ARIES 
antenna (Site A and Site B) and the Mars antenna (ARIES minus 
Mars) in the CIO frame 
Baseline Site A, m Site B, m 
component 
X 221.89 ± 0.02 221.73 ± 0.02 
Y -172.11 ± 0.03 -172.47 ± 0.03 
Z -123.26 ± 0.02 -123.51 ± 0.02 
Total length l 306.68 ± 0.02 306.87 ± 0.02 
Table 2. Summary of interferometry experiments 
Total Number of Number of Number 
duration of observa- sources offlt 
experiment,n h tionsb observed parameters 
6.0 17 9 7 
7.0 20 14 7 
9.7 29 11 6 
5.8 19 12 7 
bEach observation appro.ximatcly 10 minutes. 
RMS flt Unmodeled delay delay noise, 
residual, 
ns 
ns 
0.31 0.25 
0.24 0.15 
0.20 0.13 
0.35 0.18 
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Table 3. Interferometry results for the ARIES 307"m baseline experiments 
Site X,m -r,m Z,m 
A 
B 
B 
B 
B 
221.79± .07 -172.14 ± .07 -123.33 ± .07 
221.70± .04 -172.39 ± ,,07 -123.57 ± .06 
221.72 ± .04 -172.53 ± •. 04 -123.52 ± .04 
221.72± .06 -172.66± ,10 -123.57 ± .08 
221.71 ±.03 -172.51±,03 -123.54 ± .03 
Table 4. Comparison of the Interferometry djsplacement vector 
between Sites A and 8 (8 - A) with the survey value 
Type data .1X, em .11', em .flZ,cm .11, em 
Interferometery -8±8 -37±8 --21±8 26±8 
Surveya -1B±1 -36±1 ·~25± 1 19± 1 
Interferometer - 8±8 -1±8 4±8 1±8 
aThe survey displacement vector is a special local measurement 
on a very short (~0.5 m) distance and thus possesses a smaller 
formal uncertainty (;:;1 em) than the value!! quoted in Table 1. 
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Fig. 1. Th e 307·m baseline between the 64·m Mars antenna (left) and th 9·m ARIES antenna (center) ; ARIES 
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System Performance of the Dual·Channel 
Mu·11 Sequential Ranging 
W. L. Martin 
Communications Systems Research Section 
This article discusses the purposes and performance of the Dual-Channel Mu-
II Sequential Ranging equipment in both the laboratory am! field. Measurements 
were made to quantify the degradation introduced by the exciter, receiver, 
Ranging Subsystem, and spacecraft transponder. Additionally, both long- and 
short-term group delay stability is discussed. Finally, experimental data 
obtained during the Mariner Venus! Mercury 1973 mission are presented to show 
the utility of the machine. 
I. Introduction 
The Dual-Channel Sequential Ranging System (Fig. 1) 
was designed to support the Mariner Venus/Mercury 1973 
(MVM'73) radio science experiments. Experimental 
objectives included a study of the interplanetary plasma 
and.an investigation of the solar corona. 
A radio signal is delayed as it passes through a plasma 
field. Magnitude of this delay is dependent upon both the 
field's density and the frequency of the radio wave. 
Theoretically the differential delay resulting from two 
radio Signals of different frequency passing through a 
commQn plasma field is proportional to the ratio of those 
frequencies squared. Thus, (f the frequencies are known, 
measurement of the difff.';rential delay allows the unique 
solution of field density. 
54 
MVM'73 was the first space mission to fly a two-
frequency (S- and X-band) ranging transponder. It 
provided a premier opportunity to measure the total 
columnar electron density as well as the plasma dynamics. 
Past missions have been restricted to the latter since they 
carried a single-frequency (S-band) transponder. While the 
plasma dynamics are scientifically interesting, the inability 
to determine total columnar electron density represented 
a potential source of error preventing the full realization 
of other experimental objectives. 
For example, both the Mariner 1969 and 1971 missions 
included a relativity experiment wherein the objective 
was to differentiate between Einstein's theory of general 
relativity and a modification of that theory proposed by 
Brans-Dicke. 
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The experiment consisted of measuring the range over a 
protracted period in order to establish the spacecraft's 
orbit with a high degree of confidence. These range 
measurements continued as the spacecraft passed behind 
the Sun and the Sun-Earth-probe angle became small, on 
the order of 1 degree. As the signal's ray path approached 
the Sun, the intense gravitational field resulted in a 
warping of the time-space field such as to make the 
apparent distance appear greater than that predicted by 
the spacecraft's orbit. This difference is due to the 
relativistic delay and is the subject of the theories 
promulgated by Einstein and Brans-Dicke. 
Since only 7% separates the delays predicted by the two 
theories, a high degree of precision is required to 
differentiate between them. Unfortunately, plasma from 
the solar corona also introduces a delay in the received 
signal. While its magnitude is only a small fraction of the 
relativistic delay, the two are indistinguishable, and ~he 
size of the coronal delay is sufficiently large so it cannot be 
ignored. Thus, models have been formulated which 
attempt to quantify the coronal delay as a function of 
Sun-Earth-probe angle. The problem is that these are 
necessarily steady-state representations which approxi-
mate the average expected delay. 
On the other hand, the solar corona is actually a highly 
dynamic body wherein day-to-day variations can reach a 
substantial fraction of the total coronal delay. Therefore, 
the modeling technique contains an intrinsic error limiting 
the accuracy of delay determination and hence the 
relativity experiment. Clearly, what is needed is an actual, 
daily, measurement, not only to t.est the corona model, but 
also for the correction of nmge data around superior 
conjunction. The dual-channel, S-X, ranging equipment 
provides this capability for the first time. But faith in the 
measurements made by this device must necessarily 
depend upon a trust in the ranging machine itself. 
Therefore, the remainder of this article is devoted to 
presenting and interpreting test data collected over a 
period of months with the Dual-Channel Sequential 
Ranging System. 
II. Code Correlation Characteristics 
To isolate the components introducing errors, correla-
tion measurements were made in 'the Telem.etry Develop-
ment Laboratory (TDL) using a variety of system 
configurations including: 
(1) The ranging equipment al!'~iie', 
(2) The ranging equipment cOimected to a wide-band 
lO-MHz modulator. 
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(3) The ranging equipment connected to a Block III 
Receiver/Exciter Subsystem using a wide-band zero-
delay device. 
(4) The ranging equipment connected to a Block III 
Receiver/Exciter Subsystem using an MVM'73 
prototype transponder. 
Figure 2 pictorially summarizes the four test configura-
tions. Correlation curves are generated by connecting the 
equipment in one of the four modes. After acquiring the 
range in a normal manner, the local reference (receiver) 
coder is shifted by its smallest increment (7.5 or 15 
nanoseconds depending upon the reference frequency), 
and a new phase measurement is made. This process of 
shift and measure is continued through one complete code 
cycle. Both the 0- and 90-degree accumulators are 
integrated over the period of each phase measurement, 
and this number, representing the degree of correlation, is 
recorded at the conclusion of the measurement. 
When plotted, the two channels represent the familiar 
code correlation curves (see Fig. 3). Of course, Fig. 3 
represents a theoretical, and hence idealized, correlation 
function. In actuality, bandpass limitations and non-
uniform phase shifts between the fundamental code 
frequency and its harmonics cause a distortion of the 
correlation relationship. These nonlinearities can result 
from imperfections in the ranging equipment itself, or 
from code waveform distortion occurring within the 
associated Deep Space Station (DSS) Receivtlr/Exciter 
Subsystem or within the spacecraft's transponder. Thus, 
the purpose of these tests was to investigate the 
contribution of each aforenamed subsystem to total system 
error. During the first test, the Ranging Subsystem's 
transmitter code output was connected, through an 
attenuator, to its receiver 1 input. Because of the 
automatic gain control (AGC) amplifier's wide-band 
characteristics, the range code is passed directly through 
to the analog-to-digital converter and thence to the 
correlator. To foreclose a significant droop in the range 
code due to the amplifier's low-frequency cutoff, a 2-MHz 
code was selected for this test. 
Under normal operating conditions the equipment 
receives a lO-MHz carrier, phase modulated with the 
ranging code. Where as here the code is present without 
the 10 MHz, correlation against a model containing a lO-
MHz reference will result in the integral of samples over 
the interval being zero. Thus, the internal reference must 
be disabled. Fortuitously, this can easily be accomplished 
via the 10-MHz disable switch conveniently located on the 
machine's front panel. 
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Figure 4 summarizes the results of the "base band" test. 
Since a 2-MHz code, rather than the usual 5OO-kHz code, 
was used for this test, only 32 steps were required to shift 
its phase through one complete cycle. This resulted in a 
rather large spacing between points, as will be observed in 
the quadrature channel where the individual steps are 
plotted, and accounts for the roughness of the solid curve. 
Note that the spacing of the peak points is different 
from all others. This is due to the local (receiver) code 
never being perfectly in phase with the transmitter code 
because the I5-nanosecond shift available with a 66-MHz 
reference is too coarse. Thus, the correia tor output at this 
point is less than it would have been had the 2 codes been 
in phase. This causes an apparent distortion in the 
correlation curve which is not actually present in the 
machine and is one of the reasons why a I32-MHz 
reference was selected in preference to the 44-MHz 
alternative available from the Block IV exciter. In the 
presence of noise this apparent quantization does not 
reduce the accuracy of the range measurement. 
The intrinsic accuracy of the machine is determined by 
the linearity of the correlation curve, for it is this 
relationship between reference and quadrature channels 
that translates into a phase measurement. Linearity in turn 
is affected by, among other things, code waveform both 
within and without the machine. It is useless to generate a 
perfect transmitter code and an ideal modulator, exciter, 
and spacecraft transponder if the local code used for 
correlation purposes is defective, for the result is but the 
product of the two waveforms and the poorer will prevail. 
Thus, when one asks a I-nanosecond accuracy in range, he 
is requiring a phase measurement to be better than 0.05%, 
placing stringent requirements on code waveforms. 
As discussed earlier, precision and stability were 
primary objectives. They were achieved by providing 
wide bandwidths and careful control over all code 
waveforms. High-speed logic was llsed to ensure that 
transition times were short and symmetry was good. 
Comparing the phase calculated using the measured 
correlation curve (Fig. 4) with that obtained with a 
perfect square wave (and hence an ideal correlation 
function), yields the error curve of Fig. 5. Note the peaks 
occurring at 'Tr /2 intervals due to the distortion in the 
correlation function at its maximum and minimum values. 
As discussed supra, this distortion is a product of the 
quantization and delay experienced in this particular test 
and would be expected to disappear under normal 
operating conditions. Thus, the slight difference in 
amplitude of the error function due to slightly greater 
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distortion in the reference channel would also probably 
disappear. 
The important information presented by Fig. 5 can be 
summarized as follows: First, the error function is 
suhstantially periodic at '77' /2 intervals. Second, the error at 
the actual tracking point ('Tr /4 + n'77' /2) is virtually 
nonexistent. Third, the average value over 2'77' is approxi-
mately zero, showing the machine contains no biases. 
Fourth, the maximum error experienced was on the order 
of 2 nanoseconds and this was probably due to quantiza-
tion. 
In order to ascertain the degradation in performance 
resulting from the interconnection with other equipment, 
similar tests were run using a more normal operating 
mode. Figure 6 shows the test results using the lO-MHz 
wide-band modulator (see Fig. 2). This is similar to the 
previous test in that only the ranging equipment is under 
test; however, now the input is receiving a lO-MHz phase-
modulated carrier as it does when connected with a DSS 
receiver. Additionally, the typical 5OO-kHz range code is 
employed rather than the 2-MHz code. 
Observe the high degree of linearity in the sides of the 
correlation function. The slight rounding at the peaks is 
due to bandpass restrictions in the modulator; however, 
this distortion is small compared with that which appears 
using other configurations. 
The error function, Fig. 7, is plotted for one-half of the 
period (O to 'Tr). Its maximum amplitude is approximately 
the same as that measured during the baseband test and 
occurs at the peaks of the correlation function. At other 
locations the error is substantially zero. Figure 7 also 
includes an apparent negative bias that results from the 
method by which code phase is established. In fact, it is 
part of the system delay that has not been removed and 
therefore should be ignored. 
Continuing with the system tests, Fig. 8 i,> a plot of the 
correlation function when the system, is connected to a 
standard DSS Block III Receiver/Exciter Subsystem 
through a zero-delay device (refer to configuration 
diagram Fig. 2). A zero-delay device comprises a wide-
band crystal mixer which converts a part of the 
transmitted energy to the receive frequency and is so 
named because its through-put time is exceedingly small. 
Careful inspection of Fig. 8 reveals some nonlinearity in 
the correlation function. This is likely due to a non-
uniform shift in the phase of the higher-order range code 
harmonics wIth respect to the fundamental frequency. 
Note, also, the somewhat greater rounding at the peaks of 
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the correlation curves. This is consistent with the non-
uniform phase-shift theory in that the rounding is 
indicative of poor high-frequency response in the system. 
As the response begins to roll off, it becomes uneven with 
the result that the phase-frequency characteristic is 
nonlinear. This in turn results in a disproportionate phase 
shift in the high-order harmonics and the nonlinear 
correlation curve. 
The effect is clearly evident in the error curve of Fig. 9. 
Here the amplitude has increased from approximately 2 
nanoseconds to more than 7 nanoseconds. Note, also, that 
the area under the error hlilction is substantially greater 
than that indicated in Figs. 5 and 7. This results not only 
from the increased amplitude, but, also, from an increase 
in the error value at all code phases. The latter results 
from the nonlinearity in correlation function caused 'by 
non-uniform harmonic phase shift. 
The final system test results appear in Fig. 10. Ft.)r this 
measurement a Block 111 exciter was connected to a Block 
III receiver via the MVM '73 prototype transponder (see 
Fig. 2). This, then, represents a hardware complement 
similar to that which would be found in the field during an 
actual mission track. The tests were run at relatively 
strong ranging Signal levels in order to properly identify 
the system's characteristics. However, the total uplink 
power was kept at -120 dBm in order to ensure a noise-
limited condition at the spacecraft transponder's limiter 
and, hence, linear performance (Le., no material recon-
struction of the range code). 
Here the degradation is readily apparent by comparing 
Fig. 10 with any of the preceding correlation curves. Not 
only has the linearity su'ffered badly, but, also, the peak-
rounding is so great that the curve is becoming nonlinear 
at the equal power points for the reference and 
quadrature channels. Moreover, careful inspection reveals 
that this rounding is asymmetrical with respect to the true 
peak. Again, this follows from the restricted bandwidth; 
however, in this case the spacecraft is the limiting 
element. 
The degradation is clearly evident in the error function 
(Fig. 11). Amplitude is some 8 times greater than that 
measured in the baseband test. Moreover, the magnitude 
remains fairly high for all code phases, indicating 
substantial high-order harmonic phase shift. Further 
indication of this shift appears from the asymmetrical 
character of the error curve, that is, the sharp increase 
followed by the relatively slow decline. The message here 
is that the correlation function is not symmetrical with 
respect to its peak, with the result that the optimal 
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tracking pOint has been shifted from the normal, 1r 14, 
point. 
Examination of Fig. 10 reveals that the once triangular 
correlation curve now approximates a sine wave. Some 
possibilities for improvement in system performance 
suggest themselves. It is obvious ftom the foregOing 
discussion that the greatest degradation occurs in the 
transponder. This means that the transponder's charac-
teristics of bandwidth and harmonic phase shift are the 
dominant factors in shaping the correlation curve and, 
hence, the overall system performance. From here it 
follows that small variations in ground equipment 
bandwidth will not affect system delay since the transpon-
der's relatively narrow bandwidth will have removed most 
code harmonics. Thus, the spacecraft's characteristics 
dominate, and, if a method could be found to quantify the 
distortion introduced by the transponder, the overall 
ranging accuracy could be improved. 
One method is to measure the correlation characteris-
tics of each transponder as was done here with the MVM 
radio (Fig. 10). These measurements can be incorporated 
as corrections to the linear phase estimator algorithm 
employed .in the ranging system. Using this technique the 
ranging equipment could be exactly matched to each 
spacecra.ft. 
A second alternative is to 61ter the higher-order 
harmonics between the DSS receiver and the ranging 
equipment. In this case the phase shift introduced in the 
harmonics by the transponder is unimportant since only 
the fundamental remains after the 61tering. Preliminary 
tests show that, when used in conjunction with an arc 
tangent phase estimator algorithm, the filtering method 
reduces errors to about the level of the ranging equipment 
alone. 
Both alternatives are under active investigation. Unless 
dramatic improvements in transponder design are forth-
coming, one of them will probably be necessary to meet 
the accuracy requirements of future missions. 
III. System Stability 
Another aspect of accuracy is stability. By this is meant 
the system's ability to produce the same result over a 
period of time where conditions remain relatively 
unchanged. Stability can be further subdivided into short-
term and long-term components. 
Short-term stability may be defined as the capacity to 
remain invariant over periods from 8 to 12 hours, such as 
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would be experienc~d during a single pass. This character-
istic is important because the equipment is only calibrated 
prior to, and occaslonJ.lly after, each track. Changes 
occurring during the pass are indistinguishable from the 
parameter being measured, either range, or the change in 
range due to particle dynamics (l)RVID). These variations 
impose an upper bound on the system's accuracy and 
every effort should be made to minimize them. 
Long-term stability refers to the system's ability to 
produce consistent results over a period of months. This is, 
of course, inexorably related to short-term stability in 
many respects, for most of the factors influencing one will 
also affect the other. Frequently, a situation will arise 
which forecloses a ranging calibration either prior to or 
following a pass. The reasons can vary from overcommit-
ment of station tracking time to equipment malfunctions 
that require repair during the normal calibration periods. 
In a situation such as this, it is desirable to use the 
calibration of the previous day or, perhaps, of the previous 
week if tracks are infrequent. This is only possible if the 
delay will not have changed during the period and 
therefore long-term stability becomes very important. 
As noted in an earlier section, considerable care was 
taken to ensure high stability in the Ranging Subsystem. 
To evaluate the success of this effort, the range code was 
connected, via the wide-band 10-MHz modulator, to the 
ranging unit's input (see Fig. 2). This utilized the 
minimum amount of external equipment necessary to 
make a meaningful stability measurement. 
A normal range acquisition was made and the machine 
was allowed to continually remeasure the range at 10-
minute intervals for more than 16 hours. The results are 
plotted in Fig. 12. During the entire period the peak-to-
peak variation was less than 60 picoseconds (60 X 10-12 
seconds). Moreover, the average variation during the same 
period was on the order of 30 picoseconds. This 
corresponds to a change in one-way range of less than 114 
inch (apprOXimately 5 millimeters) over the 17-hour 
period! 
While the relative contributions of the modulator and 
Ranging Subsystem are inseparable, the size of the change 
probably makes further consideration of this matter 
unnecessary. Unless one is willing to postulate larger drifts 
in opposite directions for each piece of equipment, which 
almost perfectly compensate one another, and which 
situation is highly unlikely, then the only conclusion left is 
that neither equipment changes significantly. 
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Long-term stability of the entire ground system was 
evaluated by plotting ranging calibration data obtained al 
DSS 14 over a period of several months. The particular 
confi!,ruration consisted of the Ranging Subsystem herein 
described, a standard Block III exciter and the new Block 
IV receiver. The zero-delay device at DSS 14 had been 
improved so as to eliminate the air path and therefore a 
problem with HF reflections which had been found ncar 
the face of the dish. 
The calibrations, made at S-band, are plotted in Fig. 13 
for a period from February through the middle of June 
1974. Because of different path lengths, only data obtained 
with the lOO-kW transmitter were plotted. 
Note the remarkable consistency throughout the entire 
period. The average delay was found to be 3.470 
microseconds and the standard deviation was less than 4 
nanoseconds (approximately 112 meter in one-way range). 
One can discern evidence of cyclic behavior whose period 
is approximately 25 days. After the system had stabilized 
following day 70, the day-to-day variation is extremely 
small compared with the cyclic characteristic. Some effort 
should be expended to identify the source of this change, 
whereafter the total variation (peak-to-peak) could 
probably be reduced to less than 5 nanoseconds. If this 
were done, daily calibration may be found unnecessary. 
As a further check on long-term stability, differential 
group delay was plotted for a somewhat, longer period 
using both the 100- and 20-kW transmitters. The results 
appear in Fig. 14. Here the data can be separated into 
three distinct groups. During the early part of the year, 
just prior to Mercury encounter, there was considerable 
activity at DSS 14 in readying the new Block IV receiver 
for the critical period. The effect of this activity is evident 
as an increased instability in differential delay prior to day 
70. 
On or about day 75, cables traverSing the elevation 
bearing were replaced, resulting in a substantial change in 
differential delay. Thereafter; the day-to-day variation 
became smaller and the cycliC behavior more evident. 
From day 80 through day 135 the average delay 
diminished by only 1 nanosecond, although the periodic 
signature resulted in a standard deviation of about 4 .. 5 
nanoseconds. 
The station was inactivated for a period of time 
follOWing day 135. During this period certain unidentified 
changes took place, causing the differential delay to 
decrease by 6.7 nanoseconds. This recoi1figur~ tion also 
appears to have had a stabilizing effect in that the avt!rage 
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delay remained unchanged during the following 1-112 
months. Moreover, the cyclic variation appears to be 
increased in frequency and reduced in amplitude. Thus, 
careful scrutiny of the alterations made during this period 
may provide a clue as to its cause. 
The conclusion reached from this compendium of 
information is that the entire ground system exhibits fairly 
stable behavior over substantial periods of time, particu-
larly if left undisturbed. Further work should be under-
taken to identify the source of the cyclic behavior. 
IV. Experimental Results 
In the final analysis, the test of any system is in the 
utility of information which it produces. As noted in the 
introduction to this section, one limitation on the accuracy 
of relativity experiments has been the absence of a 
dynamic corona model. Obviously, the best model is 
obtained from actual measurements made through the 
time near superior conjunction. 
The two-frequency capability of this system provided a 
unique opportunity to measure not only the dynamiCS but 
also ·absolute coronal delay. The effect of the solar corona 
upon group delay will be found in Fig. 15 and is presented 
through the courtesy of T. Howard of Stanford University, 
team leader of Mariner 10 Radio Science Experiments. 
No attempt will be made to interpret these data, which 
are far beyond the purpose or scope of this presentation. 
Suffice it to say that the graph amply demonstrates the 
system's ability to resolve not only the magnitude of delay 
but, also, its day-to-day variation. Theoretical computa-
tions have confirmed the correctness of the data contained 
in the figure. 
One final measurement deserves mention. On day 171, 
approximately 2 weeks after superior conjunction, the 
ranging equipment was configured to provide rapid, 
multiple acquisitions. Only three range cGJe components 
were employed, which were sufficient to resolve the 
differential delay resulting from the solar corona. Some 25 
points. were obtained over a 4-hour period, approximately 
one pOint every 10 minutes. The purpose here was to 
demonstrate the machine's ability to resolve high-
frequency fluctuations in coronal density, which caused 
changes in differential group delay. The data are plotted 
in Fig. 16. 
The predicted signal level. available on day 171 was such 
that the expected variation in delay due to noise was small 
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compared with the changes actually observed. Again, 
interpretation of these data is not within the purpose of 
this work, and the data are included simply to show the 
capabilities of the equipment. 
V. Conclusions 
All this leaves a question as to what can and should be 
done to improve the entire system's accuracy. The 
foregoing evidence suggests several conclusions. 
First, the ranging equipment, standing by itself, appears 
quite adequate. The tests have shown that improvements 
in this subsystem would not materially affect the overall 
system performance. 
Second, accuracy and stability with the Block III 
Receiver/Exciter Subsystem are fairly good. While 
bandwidth limitations are clearly present and some 
nonlinearity exists due to non-uniform harmonic phase 
shift, these distortions do not appear to have a substantial 
effect on stability. Work should be undertaken to 
eliminate the non-uniform phase shifl~ that probably occur 
within the exciter. Because it was unavailable for many of 
these tests, 110 conclusions are reached with respect to 
performance with the Block IV equipment. 
Third, the dominant source of error is within the 
spacecraft's transponder. From this it follows that the 
maximum yield in terms of performance improvement for 
manpower invested would be obtained by concentraHl1g 
on this unit. 
If one accElpts these conclusions as true, then the only 
reasonable course is in terms of spacecraft transponder 
development. To attempt alternate "fixes" with respect to 
the ground equipment is to treat symptoms and not 
causes, and it will prove both expensive and relatively 
unproductive in the long term. The underlying problem is 
one of bandwidth. It is too narrow. A limited bandwidth 
may have had merit in the days of the 26-m (85-ft) 
antennas, 10-kilowatt ground transmitters, and pseudonoise 
ranging systems. Today there are 64-m (21O-ft) antennas, 
l00-kilowatt transmitters, and sequential ranging equip-
ment, and the relevant considerations have changed 
accordingly. Now the question is no longer whether we 
can measure range at all, but, rather, how accurately can 
we measure it. Whereas a 20-meter accuracy was 
sufficient but 3.. few years ago, now uncertainties greater 
than 5 meters can invalidate whole experiments. Tomor-
row the requirements will press to a fewccntlmeters. 
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Viewed from this perspective the answer seems clear: 
widen the bandwidth. Increasing the present 1.5-MHz 
transponder bandwidth to 12. MHz would result in less 
than a lO-dB loss in signal-to-noise ratio. To produce the 
same uncertainty in phase, the already short integration 
time would have to be increased by a factor of 8, provided 
that the code frequency remained constant. However, if 
channel bandwidth limitations imposed by the Federal 
Communications Commission permitted, the code fre-
quency could, and should, be increased. Remembering the 
equation for phase uncertainty (Ref. 1) 
u = 211No/(2.st))1/2 
where T is the code bit period. 
It is obvious that increasing the code frequency to 2 
MHz will result in the same phase noise without changing 
integration time I But, the higher code frequency will have 
resulted in improved accuracy for the reason that time, 
and hence range, has been quantized into smaller units. 
Thus, the answer is not one of patching an existing and 
outmoded system, but rather in re-evaluation and change 
of that system in light of today's experimental 
requirements. 
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Fig. 15. Mariner 10 S-X differential range at DSS 14 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42-26 
J 
1 
I 
I 
'I 
1 
I 
1 
\t 
'1 
1 
.. 
:I.. 
~~ 
:$ 
I-
Z 
w 
'" w u. 
!!: 
0 
w 
(!) 
Z 
~ 
x 
I 
Vl 
I 
t 
I; 
i 
I, 
" l t: 68 ;: 
... ~ 
--·-------~T~· --1 
3.0 
2.8 
2.6 
2.4 
2.2 
2.0~~---------L----------~~--------~~----------~~------~~ 17:00 18:00 19:00 20:00 21 :00 22:00 
TIME, GMT 
Fig. 16. Coronal dynamics measured by differential range on day 171, 1974 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
l ' 
• 
i 
1 
I 
1 
J ~ 
J 
1 , 
, 
i 
1 
1 
·l 
i 
1 
J 
r 
jl 
Ii 
I 
! l 
I 
! 
l 
] 
. i 
A Fabrication Method for 64-m Antenna 
Radial Bearing Wear Strip Segments 
H. D. McGinness and H. P. Phillips 
DSN Engineering Section 
R. E. Renner 
Fabrication Shops Section 
In the construction of the 64-m antennas for the DSN the fabrication of the 
radial bearing wear strips has beer. a difficult problem, and one that was not 
solved satisfactorily during the initial construction. A test project carried out in 
the ]PL machine shop has shown the feasibility of a din~cl machining process, 
using a tracer or tape controlled planer. This process can be used for the 
manufacture of replacement wear strips for those presently installed on the 
antenna, .and can be used with higher hardness steels giving an improved wear 
life of these components. 
I. Introduction 
On the DSN 64-m antennas, fabrication of the radial 
bearing runner wear strip segments to the desired Oatness 
tolerance has been very difficult and not completely 
successful. The wear strips are hardened steel plates 2.86 
m (112.5 in.) long formed to an arc 36 deg long on a 4.57-
m(l5-ft) radius. The manufacturing process that has been 
used consists of grinding the wear strips Oat and then cold-
fotming them to the desired radius. The cold-forming 
process has caused a transverse warpage which prevents 
proper seating of the wear strip on the runner, and 
requires machining of the outer surface of the wear strip 
at final assembly. This paper describes a project carried on 
jn the JPL machine shop to test a method of machining 
these segments to the desired arc on !l planer, holding the 
desiredOatness, and without resorting to the use of a very 
large boring mill. The fabrication technique is applicable 
to replacement parts or new construction. 
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II. Fabrication Problem 
The 64-m antenna radial bearings are made up of three 
2-wheel trucks running against the 10 hardened wear strip 
segments on the face of the 9.14-m (30-ft) diameter 
runner. The original wear strips were made of Tl steel 
with a hardness of approximately 24 Rockwell C and a 
yield strength of 6.9 X lOS N hn2 (100,000 psi). The 
manufacturing process used consisted of grinding the 
plates in the Oat to .a thickness tolerance of fO.05 mm 
69 
r 1 
(0.002 in.) to assure that the machined concentricity of the 
runner would be maintained in the hardeM(l ·\r.~:lr strip 
face and that there would be a minimum :1' across 
adjacent segment ends. The segments were (nen cold-
formed to the desired radius (the outside radius of the 
runner) and attached to the runner wJtb counterbored cap 
screws. It was found that the cold-forming produced an 
anticlastic distortion of the wear strips in the form of an 
outward curvature that prevented proper seating of the 
wear strips on the runner (Fig. 1). The resulting gaps were 
filled with shim material to distribute the wheel loads 
from the wear strip into the runner, and the outer surfaces 
were machined on a very large bl)ring mill to assure a flat 
outer surface. The shimming process is not satisfactory 
because it ieaves hard spots that cause high local contact 
stresses on the wheel and the wear strip, which will lead 
to premature failure of these components. 
III. Test Program 
The objective of the test was to determine if the wear 
strip segments could be machined in the final arc form on 
a planer, using a tracer attachment, and maintaining the 
desired thickness tolerance. The test was made using heat-
treated 4130 steel rather than Tl because the higher 
hardness obtainable would be needed in the future 
construction of larger antennas of similar configuration. 
The fabrication process used was as follows: 
A plate of annealed 4130 steel (oversized to allow for 
finish machining) was rolled to the approximate curve and 
then heat-treated to 32-38 Rockwell C. The curved plate 
edge was machined and then placed on a planer table, 
edge lengthwise, using angle plates for support, and 
standard hold-down bolts for clamping (Fig. 2). I 
A full length template was computer programmed and 
machined on a numerical control mill to an accuracy of ± 
0.05 mm (0.002 in.). 
A hydraulic tracer attachment was set up on the planer, 
and a special outrigger unit was fabricated to follow the 
contour, thus positioning a tool to machine the test 
bearing plate to the required contour on the planer. 
The planer action was chosen so that the tool marks 
would be in alignment with the antenna guide rollers, and 
would not set up a Brinell action that a milling slab cutter 
might do. The outer surface was machined in two halves. 
This was required because the hydraulic tracer attachment 
used could not move the tool away from the work fast 
70 
. -_ ... __ ...._. __ .. , -·~-r·-· u_~I~w 
! ~ 
enough 0'11 the return stroke to clear the convex side of the 
wear 'strip. Upon machining the inside surf,ICe, the tool 
swept. the entire length, since the return stroke was across 
the concave side of the wear strip and there was no 
clearance problem. 
The tool geometry was ground to a compromise 
between the "mean" allowable positive rake and the 
allowable I}~gative rake. 
The f(.;d rate was 3.4 mm/s (80 in.lmin) controlled 
primarily by the reaction lime of the tracer cylinder. 
The problems encountered in the prototype test were 
primarily in the outrigger attachment, which chattered 
badly if actuated too rapidly, and in the hydraulic tracer 
unit, which was too slow to maintain the normally 
required feed rate. 
The inspection technique used was twofold. First, while 
the part was being machined, the thickness was checked 
to determine if the two sides were parallel andlor how 
much out of parallel. The test final piece was 0 .. '38 mm 
(0.015 in.) out of parallel. It is felt that a numerically 
controlled (NC) machine, cutting full length instead of two 
halves as the test was run, would easily hold 0.127 to 0.25 
mm (0.005 to 0.010 in.) parallel. 
Second, the part was then released, and placed in a free 
state with an indicator taking the place of the tool bit. 
The part was moved through its longitudinal cycle to 
determine how closely it matched the template contour. 
The test piece checked to within 0.508 mm (0.20 in.) of 
the template. An NC machine, cutting full length, should 
be within 0.254 mm (0.010 in.). 
IV. Summary of Test Results 
The results of this test are summarized as follows: 
(1) The longitudinal planer method appears to be 
desirable to keep the tool marks running in the 
direction of the mating bearing rollers. 
(2) A more desirable machine would be an actual 
"hydraulic tracer planer," which would be used in 
place of the attachment, or, better still, a numeri-
cally controlled planer. The latter would be the 
more desirable as all of the machine functions could 
be programmed beforehand, thus allowing higher 
speed. 
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(3) A final thickness variation of 0.127 mm (0.005 .in.) 
can be expected. This would cause an lindesirable 
step across the adjoining segments a.nd would 
require hand work in the final assembly. 
(4) It appears that the process of forming the plate cold. 
heat treating it. and then machining it on an 
appropriately equipped planer is a practical way of 
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achieving the desired final dimensional accuracy. 
Some hand working of the steps across adjacent 
segm~nts may b~ required at final assembly, but the 
end product will be much more satisfactory than 
achie\'ed so far. The proposed method should also be 
competitive with the previous method on a cost 
basis. and can be used for replacement parts as well 
as for new construction. 
, 
I 
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9.14-m 
(30-h) DIAMETER 
Fig. L Runner and wear strip deta ils 
Fig. 2. Planer tracer control setup 
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Operating Noise Temperature Calibrations 
of the S-Band Systems at DSS 14 for 
Calendar Year 1974 
M, S. Reid and D. W. Veelik 
Communications Elements Research Section 
A previous article summarized the system operating noise temperatures of the 
receiving systems at DSS 14 for the calendar year 1973. This article reports 
recent precision system temperature measurements on the S-band receiving 
systems at DSS 14 and presents a summary for the calendar year 1974. 
A previous article (Ref. 1) summarized the system 
operating noise temperatures of the receiving systems at 
DSS 14 for the calendar year 1973. This article reports 
recent precision system temperature measurements on the 
S-band receiving systems at DSS 14 and presents a 
summary for the cdendar year 1974. 
The S-band megawatt transmit (SMT) cone was in 
operation on the 64-m antenna at DSS 14 throughout 
1974. Figure 1 shows a summary of the data for the whole 
year. System operating noise temperature in kelvins is 
plotted against time in day number and date. The 
configuration for the upper data set is the SMT cone, with 
the maser in the Module 3 area, operating in the diplexed 
mode. The low-noise receive-only path, operating with the 
maser in the SMT cone, is shown in the lower data set. All 
measurements were made at 2295 MHz with the antenna 
at zenith, Measurements made in clear weather are 
plotted as solid circles, and measurements made in 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
overcast weather or rain are plotted as open circles. There 
are 402 data points in the upper set excluding the unclear 
weather data. The average of these 402 clear weather 
measurements is 22.8 K and the standard deviation .is 0.55 
K. There are 60 clear weather measurements of the SMT 
cone low-noise path. The average of these data is 13.2 K 
and the standard deviation is 0.45 K. Most of the 
measurements, but not all, were made with the reflex feed 
system retracted. No distinction has been made in Fig. 1 
between dichroic feed extended and retracted because the 
dichroic feed system does not degrade the SMT cone 
performance at high elevation angles (above 30 deg) (Ref. 
1). The SMT cone was removed from the antenna on 
January 27,1975. 
Figure 2 is a plot of the fystem operating noise 
temperature of the polarization diversity S-band (PDS) 
and the S-band polarization dive:'sity (SPD) cones. On 
September 28/29, 1974, the PDS cone was repla!ced by 
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the SPD cone, which is the standard DSN S-band cone at 
all three 64-m antenna stations. This change is shown in 
Fig. 2. In this figure also, meMurements made in overcast 
or rain conditions have been clearly separated and 
excluded from the av~rages. All measurements were made 
at 2295 MHz with the antenna at zenith. 
The noise temperature of the diplexed PDS cone shows 
a Significant improvement in the second half of the year, 
and the PDS low-noise path shows an even greater 
improvement. Several changes were made in the PDS 
system, which could account for these lower noise 
temperatures in the latter part of the year. A bad rotary 
joint was replaced, and this improved both the low-noise 
path and the diplexed-noise temperatures. Furthermore, 
during September the PDS cone underwent a major 
configuration change. The following equipment was 
removed from the cone: two rotary joints, a quarter-wave 
pl.ate, the cosine taper, orthomode transducer, an H-plane 
bend, the waveguide band-reject filter, a waveguide 
switch, and associated waveguide runs. A crossguide 
coupler was removed and replaced with a loop coupler, 
which reduced the waveguicl} path by approximately 13 
cm. These changes were rettected by a marked improve-
-1----- ----- --------~r- -~-1 
I i 
mentin operating noise temperature as shown in the 
figure. Additional changes in the PDS Cone prior to the 
Mariner 10 Mercury II encounter were the removal of the 
diplexer and the transmit filtcr. Insufficient measurements 
were recorded during these ~'hanges to yield a good 
average. 
Two sets of SPD cone data are included in Fig. 2. The 
lower set shows the SPD cone diplexed measurements. 
The average of these 131 data points is 21.2 K and the 
standard deviation is 0.68 K. Measurements made with the 
SPD cone, diplexed, and the maser in the Module 3 arca, 
are shown in the upper set. The average of these 22 
measurements is 25.3 K and the standard deviation is 1.1 
K. 
All measurements in this report (most of which were 
made by station personnel at DSS 14) were made with the 
Y-factor technique of switching between an ambient 
termination and the hom. Most of the data points are 
based on a single Y -factor measurement, and the 
remainder were made with a precision technique of 
multiple Y-factors which has been discussed elsewhere 
(Refs. 2, 3, and 4). Table 1 is a summary of the averages of 
all the measurements. 
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MOD 3 maser 
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SMTcone 
SMTmaser 
Low-noise path 
SPD cone 
SPDmaser 
Diplexed 
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PDS cone 
PDS maser 
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PDS cone 
PDS maser 
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After Mod. 
PDS cone 
PDS maser 
Low-noise path 
Before mod. 
PDS cone 
PDSmaser 
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Table 1. System operating noise temperature and other data for the SMT, SPD, 
and PDS cones for calendar year 1974 
System operating noise temperature 
Average, 
K 
22.8 
13.2 
21.2 
25.3 
24.1 
22.2 
20,·i 
14.6 
Standard 
deviation 
0.55 
O.4iJ 
0.68 
1.07 
0.79 
1,1 
0.56 
Number of 
measurements 
402 
60 
131 
22 
52 
4 
18 
2 
Maser 
gain, 
dB 
45.0 
48.6 
Follow-up 
noise 
temperature, 
K 
0.19 
0.09 
Number of 
measurements 
6 
6 
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.~. 
Nominal 
maser noise 
temperature, 
K 
2.1 
4.3 
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Fig. 1. System operating noise temperature of the SMT cone as a function of time for calendar year 1974 
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High-Viscosity Oil Filtration for Hydrostatic Bearings 
H. D. McGinness and H. P. Phillips 
DSN Engineering Section 
In the operation of hydrostatic bearings, such as are used on the azimuth axis 
of the Deep Space Network 84-m antennas, the use of high-viscosity fluids offers 
advantages in operation clearances and in power consumption. One problem in 
using high-viscosity oils is that of appropriate filter selection. A test program was 
undertaken to determine the characteristics of commerCially available filter ele-
ments used with high viscosity fluids. The test data forms the basis for selecting 
filter elements for use with {ltlidsin the range of 2500 Saybolt second viscosity. 
I. Introduction 
In the operation of large hydrostatic bearings, such as 
are used to support the azimuth motion of the DSN 84-m 
antennas, the use of higher viscosity fluids provides a 
choice of higher film height between moving parts, lower 
power consumption by the high-pressure pumps, or a 
com bination of these. However, the application of these 
fluids presents problems of filtration because of the high 
viscosities. 
Typical filter elements for use with hydraulic oils are 
rated for fluids with viscosities in the range of 0.006 to 
0.300 N-s/m2 (30 Ssu to 1500 Ssu). For higher viscosi-
ties there is a tendency to extrapolate these ratings-a 
questionable practice when the viscosities to be used may 
range from 0.480 to 0.840 N·s/m2 (2400 Ssu to 4200 Ssu), 
In order to develop a basis for the applicati()~,' of con-
ventional filtering elements to these high-viscosity fluids, 
78 
Fram Corporation, undcr contract to JPL, conducted a 
series of tests on flows, pressure drops, and effects of 
water entrainment on several types of filtering elements 
using a high-viscosity oil of a type applicable to hydro-
static bearings. 
II. Effect of Viscosity on Hydrostatic Bearing 
Operational Parameters 
A hydrostatic bearing consists of a recessed pad and a 
runner (Fig. 1). High-pressure oil is forced through the 
pad recess to escape as a thin AIm between the runner 
and the pad. The pl'essure in the recess is directly related 
to the load applied on the pad. In operation the pad will 
lift, increaSing the film height, until the pressure required 
to force the fluid out through the film is in equilibrium 
with the pressure due to the load. 
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The bearing film height, h, is determined from laminar 
flow consideration to be 
[ 
Q. /L J1/3 h=K1 --W (1) 
The pumping power, H, required to force the oil 
through the bearings is given by 
(2) 
Where Kl and K~ are constants related to the size and 
configuration of the pads and recesses, Q is the oil flow, 
W the applied load on the pad, and /L the absolute 
viscosity, all in compatible terms. 
From these it can he seen that fOf a fixed fluid flow and 
bearing load the film height for a particular bearing 
configUl'ation varies as the third root of /L, the fluid 
viscosity. 
Similarly, if the film height is maintained constant, the 
pumping power will vary inversely with the oil viscosity. 
III. Test Program 
The tests were conducted using Exxon EP5 lubricating 
oil, having a viscosity of 0.820 N-s/m~ (4107 Ssu) at 29°C 
(85°F). The temperature-viscosity relationship of this oil 
is shown in Fig. 2. The test set up is shown in Fig. 3. 
The series of tests listed in Table 1 was conducted to 
establish the flow versus pressure drop relationship of 
various filters. 
The data recorded for Tests 1, 3, 4, 7, and 8 were the 
flow rates at temperatures of 29, 32, 35, and 38°(; (85, 
90,95, and 100°F), with differential preSSUl'es of 1.38 X 
10-\ 2.07 X 10-4, and 3.45 X 10-4 N/m2 differential (2, 3, 
and 5 psi). 
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The data recorded for Test No.9 were the flow rate 
at temperatures of 29, 32, 35, and 38°C (85, 90, 95, and 
lOO°F) with differential preSSUl'es of 0.69 X 10-4, 1.38 X 
10\ 2.07 X 10-4 N/m2 (1,2, and 3 psi). 
. 
The data recorded for Tests 2, 4, and 6 are flow rates 
at 29°C (85°F), with differential pressUl'e at 2.07 X 10-4 
N/m2 (3 psi), 32°C (90°F) at 2.07 X 10-.1 N/m (3 psi), 
35°C (95°F) at 2.07 X 10-.1, N/m2 (3 psi), 38°C (100°F) at 
2.07 N/m2 (3 psi), and 29°C (85°F) at 1.38 X 10-\ 2.07 X 
10-<, and 3.45 X 10-4 N/m2 (2, 3, and 5 psi). 
The flow rate for Tcsts 1 through 9 was accomplished 
by volumetric meaSUl'ement of flow through the filter re-
tum line. The temperatUl'e was maintained using the 
ASTM 51F thermometer as the control. 
The volumetric samples (3000 to 4000 ml) required to 
establish the flow rate through the filters were taken only 
when the temperatUl'e was within O.06°C (O.l°F) of the 
required temperatUl'e and was stable. A minimum of four 
volumetric samples were taken over a minimum of one 
hour at each temperature-differential pressure setting 
29°C (85°F) at 1.38 X 10-4 N/m2 (2 psid), 29°C (85°F) at 
2.07 X 10-1 N/m2 (3 psid). 
To determine the effects of water on the filter elements, 
the clements used for Tests 2, 4, and 6 were submerged 
in water for a minimum of twelve hours before testing 
was accomplished. Test results are summarized in 
Table 2. 
Test No. 11 was viscosity versus temperature on Exxon 
Spartan EP5 J :..tbe Oil. The results of this test are shown 
on Fig. 2. 
IV. Conclusion 
Commercial filters are satisfactory for filtering oil in 
the viscosity range of 2400 to 4200 Ssu. The test results 
provides satisfactory basis for selecting filter elements for 
such applications. 
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Test 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
lO 
so 
., 
~l 
1 
Table 1. Flow versus pressure drop tests 
Fram Type of test filter element 
C-744-15-0 Flow versus differential pressure 
C-744-15-0 Flow versus differential pressure 
using a water-wett~d element 
C-709 Flow versus differential pressure 
C-709 Flow versus differ,~ntjal pressure 
using a water-wettJed element 1 
C-788-40HTO Flow versus differ(:ntial pressure 
C-788-40HTO Flow versus differential pressure 
using a wa~er-wr:(ted element 
1 
1 , 
\.!~ 
C-703-10 Flow versus differential ,Pressure 1 
C-703-25 Flow versus differential pressure 
C-703-40 Flow versus differential pressure 
None Viscosity versus temperature for 
Exxon EP5 Lubricating oil 
1 , 
j 
i j 
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i j 
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~ Table 2. Test results -~'!!:--' 
." 
r-
l C 
~. .... Test 2 Test 4 Test 6 .... Test 1 C-744-15-0 Test 3 Test 5 Test 7 Test 8 Test 9 ." C-709 C-788-40HTO en Temper- IlP, C-744-15-0 15~mpaper C-709 25/Lmpaper C-788-40HTO 40~mpaper C-703-10 C-703-25 C-703-40 
." 15~mpaper 25/Lm paper 40~mpaper 10 ~m screen 25 ~m screen 40/Lm screen ,. ature, N/m2 X 10. (Water wet) (Water wet} (Water wet} 
n 
III DC (psi) 
--'---' 
z Flow, ma/sec X 104 
~ (gal/min) 
0 29 :III 0.69 0.757 3.89 
;III: c~ ." (1) (1.20) (6.16) 
:III 1.38 0.82 1.29 1.17 1.77 1.53 1.68 1.67 0.59 1.74 8.74 0 
" 
(2) (1.30) (2.05) ( 1.85) (2.81) (2.43 ) (2.66) (2.64) (0.94) (2.77) (13.86) :III 
.... 2.07 1.17 1.94 2.50 2.51 2.52 0.95 2.50 12.49 en 2.93 2.21 2.64 en 
I :III (3) (1.85) (3.07) (3.96) (4.65) (3.50) (3.99) ( 4.18) (3.99) (I.50) (3.96) (19.8 !. III 3.45 1.94 
." 3.90 3.53 4.20 4.20 1.75 4.37 
0 (5) (3.08) ( 6.18) (5.59) (6.65) ( 6.65) (2.77) (6.93) :III 
~ 
.,.. 32 0.69 5.80 
N (1) (9.2) r\, 
en 1.38 1.07 1.97 2.20 0.65 2.08 9.37 
(2) ( 1.69) (3.13) (3.49) (1.03) (3.30) (14.85) 
2.07 1.49 1.46 2.88 3.12 2.93 3.20 0.97 3.12 17.49 
(3) (2.33) (2.31 ) ( 4.57) (4.95) ( 4.65) (5.08) ( 1.54) ( 4.95) (27.72) 
3.45 2.34 4.68 4.72 1.87 5.00 
(5) (3.71) (7.42) (7.49) (2.97) (7.92) 
35 0.69 6.24 
(1) (9.9) 
1.38 1.18 2.50 2.51 0.83 2.34 12.49 
(2) ( 1.87) ( 3.96) (3.99) (1.32) (3.71) ( 19.8) 
2.07 1.77 1.75 3.54 3.53 3.53 3.92 1.29 3.50 18.74 
(3) (2.81) (2.77) (5.61) (5.59) (5.59) ( 6.21) (2.05) (5.54) (29.7) 
3.45 3.03 5.35 5.87 2.19 6.25 
(5) ( 4.80) ( 8.48) (9.31) (3.47) (9.90) 
38 0.69 7.00 
(1) ( 11.1) 
1.38 1.59 2.88 3.32 0.95 2.91 18.74 
(2) (2.52) ( 4.57) (5.26) ( 1.50) ( 4.62) (29.7) 
2.07 2.24 2.19 4.11 4.20 4.72 4.47 1.53 4.69 Over 19 
(3) (3.55) (3.47) (6.51) (6.65) (7.49) (7.09) (2.42 ) (7.43) (30) 
3.45 3.58 6.50 7.05 2.50 7.50 
(5) ( 5.67) ( 10.30) (11.17) (3.96) (11.88) 
00 Two entries under Tests 2, 4, and 6 indicate different tests. 
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t Long Frame Sync Words for Binary PSK Telemetry 
B. K. Levitt 
Communications Systems Rese:3rch Section 
Sequences of length 16 to 63, tv71ic71 possess cOl'I'elation properties suited to 
fm1lle sync applications fol' binary phase-shift-keyed (PSK) telemetry, have been 
found. FI'om a storage vietcpoint, these sequences all have the advantage of being 
gCl1emted by a 5- 0,· 6-bit linear feedback shift register. 
Consider the problem of determini.llg a suitable frame 
sync word for a digital communication link employing 
binary phase-shift-keyed (PSK) modulation. For un coded 
data received over the additive white Gaussian noise 
channel, the optimum procedure for locating the received 
syn.c words is based on a bit correlation rule (H.ef. 1). In 
the block-coded case, the optimum sync word search 
requires a word correlation rule (Ref. 2); however, prac-
tical considerations often dictate the use of the sub-
optimal bit correlation approach. 
For example, if format constraints require that the 
sync word not contain an integral number of blo(;'k code 
words, the bit correlation scheme is mllch less complex 
than the optimum frame sync rule (Ref. 2, p. 1130). In 
the case of convolutionally coded telemetry as well, the 
suboptimal bit correlation sync word search is desirable 
from a complexity viewpoint. 
84 
Suppose the sync word is a K-bit binary sequence of 
±l's, s = (SO,S1, ••• , SK-l), with the nonperiodic (Ref. 3, 
p. 195) autocorrelation function 
K-l-t 
Ct = Z S;SI+!; 
1:0 
(1) 
In a binary PSK modulation system, because the derived 
carrier reference in the receiver has an inherent 180 deg 
phase ambiguity, the detected data stream will be 
inverted with probability 1/2 (e.g., Ref. 4). Consequently, 
when a bit correlaticu sync rule is used, the probability 
of false synchronization is minimized by selecting a sync 
word s for which ]Ctl is minimized over the range 
1 < £. ~ K - L That is, ideally the autocorrelation 
function of s should have the property 
(2) 
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Sequences satisfying this constraint are called Barker 
codes (Ref. 5): they are optimum sync words for the 
channels of interest. Unfortunately, no binary sequences 
of length greater than 13 satisfy the Barker restri(,tion of 
Eq. (2) (e.g., Ref. 6). 
Generally, if sync words s with suitable autocorrela-
tion functions are considered, frame sync performance 
improves exponentially with increasing length K. For 
K > 13, the Barker constraint must be relaxed somewhat, 
although it is still de!;irable that ICt\ be near zero for 
R. =1= O. To this end, Neuman and Hofman (Hef. 7) have 
argued that the following criterion can be used to select 
good frame sync words for arbitrary lengths K. They 
define a "minimum distance" 
Dm1n=min{Dt : 1 ~ l < K - I}, (3) 
where the parameter 
Dt=K - Vi -ICtl· (4) 
Note that 
Dillin ~ Dli-l = K - 1- ylK-l. (5) 
A good K-bit sync word s for the channels of interest is 
one for which Dillin is near the upper bound of Eq. (5). 
Using computer search techniques, Neuman and Hofman 
found sequences which maximized Dillin over all binary 
K-tuples, for the range 7 ~ K ~ 24. Massey has demon-
strated by simulation that these Neuman-Hofman se-
quences compare favorably with Barker codes for frame 
sync applications when K ~ 13 (Ref. 1, Tables 1 and 2). 
For longer lengths K, the Neuman-Hofman search pro-
cedure for a good K-bit sync word involves a prohibi-
tively large number of candidates: even though compli-
mentary and reversed sequences yield identical Dm'o's, 
21\-2 binary K-tuples must stilI be compared. In order to 
keep the computer search time for longer sync words 
within practical limits, only a small subset of all possible 
sequences can be examined; hopefully, the size of thi!; 
subset should grow linearly, rather than exponentially, 
with K. 
For a given large value of K, it is proposed that the 
sync word search be confined to the subset of binary 
K-tuples which are prefixes of pseudo-noise sequences 
(maximum-length linear recurring sequences; e.g., Ref. 8, 
p. 75) of length 2L - 1, where L satisfies the inequality 
(6) 
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Pseudo-noise (PN) sequences have periodic (Ref. 3, p. 195) 
autocorrelation functions of the form 
Where the subscript i + l is modulo 2. Of course, for 
frame sync applications, it is the non-periodic autocorre-
lation Ct that is of interest. Nonetheless, PN sequences 
are sufficiently pseudo-random that the subset defined 
above contains some excellent sync words, as shown 
below, Furthermore, a IJN sequence of length 2L - 1 
can be generated by an L,-stage lineal' feedback shift 
register, which is advantageous from a storage viewpoint. 
To demonstrate the merit of the shortened sync word 
8earch procedure described above, it was used to find 
good sync words of lengths 16 to 63. FOl a given K in the 
range 16 ~ K ~ 31, Dmln was maxAmized over all pos-
sible K-bit prefixes of 31-bitPN sequences (L = 5 accord-
ing to Eq. (6)). Neglecting reversed PN sequences, there 
were only 3 distinct 5-stage linear feedback shift register 
configurations to consider (Ref. 9, Appendix C): these are 
completely described by the linear recursion formulas in 
Table lA. Each configuration generates any of 31 dif~ 
ferent PN sequences (which are cyclic permutations of 
one another), depending upon which 5-bit initializing 
sequence s' = (S(),SI,S2h,S,I) is used (excluding the all-1 
sequence). Thus, for each K in the stated range, 93 candi-
date sync words were compared. The best sync words 
found are listed in Table 2: for a given length K, the sync 
word s consists of the first K bits generated by the indi-
cated shift register configuration, initialized by the desig-
nated sequence s', 
Similarly, for 32 ~ K ::; 63, Dml " was maximized over 
K-bit prefixes of 63-bit PN sequences. Here, there were 
3 distinct 6-stage linear feedback shift register arrange-
ments of 2nterest (Ref. 9, Appendix C), described by the 
recursion formulas of Table lB. So 189 possible sync 
words were compared for each K in this range, and the 
best are listed in Table 2. Also, out of curiosity, the K-bit 
prefixes of these 63-bit PN sequences were tested with 
respect to Dillin as possible sync words for 16 ~ K ~ 31. 
As indicated in Table 2, for 4 values of K in this range, 
a sync word derived from a 63-bit PN sequence has a 
larger Dmln than the best 31-bit derivative. In fact, for 
K '= 17 the sync word derived from a 63-bit PN sequence 
has a Dillin which equals the upper bound of Eq. (5). 
To demonstl'ate how close the Dmln's of the sync words 
in Table 2 approach the upper bound of Eq. (5), they are 
plotted in Fig. 1. 
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Table 1. Linear recursion formulas for generating 31·blt PN 
sequences from S·stage linear feedback shift registers (the sf's 
are ±1) 
Configuration 
5A 
5B 
5C 
Formula 
81 = 8;_3 • 81_6 
8i = 8'1_1 • 8'_2 • 81_3 • 81_5 
81 = 81_1 • 81_~ " 81_~ • 81_5 
Table 2. Recursion formulas for generating 63·bit PN sequences 
from 6·stage shift regi!,ters 
Configuration 
6A 
6B 
6C 
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Formula 
81 = 8,_5 • sl-4J 
si = 8i_1. • 8i_t • 81_5 • 8i-6 
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Ii Table 3. Listing of best K·bit frame sync words derived from 31· and 63·blt PN sequences. Ii 
Ii 
K UPllcr hound on D,nln K-1 - "K-l D,"111 
ICtlm •• (1::;.£::; K-l) Configuration Initializing sequence, 8' 
10 11.13 10.26 3 5A 1,-1,-1,-1,1 
16 1Ll3 10.26 3 5B -1,-1,1.1,-1 
17 12.00 10.84 4 5A 1,-1,-1,-1,1 
17 12.00 12.00 4 6B 1,1,-1,-1,-1,-1 
Ii 18 12.88 11.55 4 5A 1,1,-1,1,1 
.1 f't 18 12.88 11.55 4 5C 1,-1,1,1,1 r I jl 18 12.88 ]2.00 4 6B 1,1,1,-1,-1,-1 11 j! 19 13.76 12.8B 4 5C 1,-1,1,1,1 1 '~ \: 20 14.64 13.68 3 .5C 1,-1,1,1,1 
V 21 15.53 14 .. '59 5 5B -1,-1,-1,-1,-1 1 ;: 21 15.53 14.64 4 6B 1,-1,-1,-1,-1,-1 I !: 
!l 22 16.42 15.53 4 5B -1,-1,-1,-1,-1 1 if 
f ~ 23 17.31 16.00 4 5B -1,-1,1,1,-1 . ! 
}: 24 1B.20 16.64 5 5A -l,I,I,-J.,-1 r· r 24 IB.20 16.64 5 5C -1,-1,1,1,1 [: j 2.5 19.10 17.76 5 5A 1,-1,1,1,1 I ii 26 20.00 18.76 5 5C -1, -1,1,1,1 1 j 
II 26 20.00 18.88 5 6A 1,-1,-1,-1,-1,-1 , U j 
n 27 20.90 19 .. 55 5 5A 1,1,-1,-1,-1 J \' p 
28 21.80 20.20 5 5B -1,1,-1,-1,-1 I r 29 22.71 2l.53 5 5A 1,-1,-1,-1,-1 it 
i ~ 30 23.61 22.26 4 513 1,-1,1,-1,-1 
~ ; 31 24.52 ~ , 23.31 4 5C 1,1,1,-1,-1 
i! 
f' 32 2.5.43 22.90 6 6B -1,1,-1,-1,1,-1 i< 33 26.34 23.80 5 6A 1,-1,-1,1,1,-1 .. 1· 
34 27.26 24.88 6 6C -1,1,1,1,-1,1 
35 28.17 25.80 5 6A -1,1,-1,-1,1,1 
36 29.08 26.90 4 6A -1,-1,1,-1,-1,1 
37 30.00 27.43 7 6A 1,-1,1,1,-1,1 Ii l: 37 30.00 27.43 7 6B 1,1, -1,-1,1,1 
1: 38 30.92 28.42 5 6A -1,1,1,1,-1,-1 J; 
.' 39 31.84 29.13 7 6A -1,1,-1,-1,-1,1 
j 
I' i: 
1 
40 32.76 30.34 6 6C -1,-1,-1,1,1,1 
41 33.68 30.90 7 6A -1,1,-1,-1,-1,1 
41 33.68 30.90 7 60 -1,1,1,1,1, -1 
42 34.60 31.80 8 6C -1,1,1,1,1,-1 j ~ 43 35.52 32.64 7 6A 1,1,1,-1,-1,1 44 36.44 33.80 7 6C l,l,I,-l,1,1 45 37.37 34.34 8 6e 1,-1,-1,1,-1,1 1 
i 116 38.29 35.17 8 6C 1,-1,1,-1,-1,1 I , 47 39.22 36.00 7 6C -1,-1,-1,1,-1.,1 
r 
48 40.14 36.92 7 6B 1,-1,1,1,1,-1 
49 41.07 38.00 7 5C 1,1,-1,1,1,-1 ! 
" 50 42.00 38.90 7 6A -1,1,-i,l,-I,-1 l 51 42.93 40.00 7 6C 1,1,1,1,-1,1 
52 43.86 40.92 7 6A 1, -1,1,1,1,1 
53 44.79 41.68 8 6e -1,1,-1,-1,1,1 
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K Up
per bound on Dillin 
K-l - VK-l Dillin 
54 45.72 42.92 
55 46.65 43.76 
56 47.58 44.76 
57 48.52 45.61 
58 49.45 46.00 
59 50.38 47.22 
60 51.32 48.00 
61 52.25 49.43 
62 53.19 50.34. 
63 54.13 51.52 
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Table 3 (contd) 
IGtl",,>: 
(l~!~ K-l) Configuration Inilh\\
izing scqucnce, 8' 
7 6C -1,1,-1,1,-1,-1 
7 6C 1, -1,1,1,1,1 
6 6A 1,1,1,1, -1,1 
6 6C -1,-1,1,-1,-1,-1 
7 6C 1,1,1,1,-1,-1 
7 6A -1,-1,1,-1,-1,-1 
8 6C 1,1,1,-1,-1,1 
6 6A 1,1,1,1,-1,1 
6 68 -1,1,1,1,-1,-1 
6 68 1, -1,1,1, -1,1 
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Fig. 1. Measure of correlation properties of K·bit sync words in 
Table 3 using Neuman·Hofman distance parameter DillIn 
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A Multiple-Rate Digital Command Detection System 
With Range Cleanup Capability 
J. R. Lesh 
Communications Systems Research Section 
A multiple-rate command transmission aneZ detection scheme tlwt utilizes a 
composite signal as a subcarrier is described. The composite subcarrier is con-
structedin such (l way that it can be used for ranging. Furthermore, the ranging 
and command signals can be processed in c. near-optimal fasMon with the same 
detector system. The performanc(: vt Ow detector su.~tem is analyzed and found 
to be consistent with realistic mission requirements. 
I. Introduction 
Most space vehicles employ phase-locked receivers that 
track the unmodulated (or reSidual) uplink carrier signal. 
As a r~sult, all information transmitted to the spacecraft 
must be such that, when modulated onto the carrier 
signal, the information contain.ed in the modulation side-
bands falls outside the receiver tracking loop bandwidth. 
Because of this, information signals containing a large 
amount of low-frequency energy (such as command sig-
nals) must first be modulated onto an intermediate carrier 
(or subcarrier) before finally being modulated onto the 
carrier. 
The introduction of the sub carrier, however, is not a 
"cure-all," since in order to coherently demodulate the 
information signal One must now coherently track the 
JPL DE~P SPACE NETWORK PROGRESS REPORT 42-26 
subcarrier in addition to the carrier and data. The stan.-
dard approach to all of the above is to provide indepen-
dent tracking loops to "track out" all of the information 
contained in each of the carriers. It seems ironic that after 
going through all this trouble to eliminate t.he information 
contained in these carriers many spacecraft systems em· 
ploy a second channel (subcarrier), the phase of which 
is used to gather range information. 
In this article a command detector system is described 
that uses a composite signal as a subcarrier. This com-
posite subcarrier is designed in such a way tllat it can 
also convey range information. As a result it is possible 
to perform essentially optimum detection of the com-
mand and ranging signals with the same detector. A pre-
liminary analysis indicates that the perfOlmance of the 
detection system is adequate for most spacecrafl1l1issioI1s. 
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Before disclIssing tll{' system let us consider a few 
constmints within which the sysh.'tn must operate.'. First, 
w(' will make the command bit rate coherently related 
to the subearri('r n\t(', The reason for this is case of gm-
Nation of command signals on the ground as well as the 
n-ferenc(' signals in the spacecraft. Actually, we will con-
sid(ll' only systems wherein the subcarricr and hit rates 
an' l'elat(~d by a power of 2, although this constmint lS 
not absolutely necessary, Second, we will consider sys-
t('I1lS having multiple command rate capabilities with the 
proviso that the lowest symbol mte is one symbol per 
second and that. a particular symbol rate' will be used only 
if the symbol energy-to-noise density ratio at that symbol 
rate exceeds 10 dB (Pe ::; 10-~). Finally, we will allow the 
received signal at the spacecraft to undergo a dopple'r 
frequency shift. However, we will re'strict the cloppI (>l' 
magnitude (fractional shift S in Hz/I-Iz) to less than lOon. 
Although many spacecraft missions actually experience 
absolute dopple'r shifts in excess of this amount the 
majority of this shift is predicted and compensated for 
at the ground transmitter. Thus, a bound of 10-0 appe'ars 
to be reasonable for tIl(;' doppler thnt the spacecmft 
actually cxp('l'iences. 
II. System Description 
The system described here is motivated by the range 
cleanup loop discussed by Hurd (Hd. 1). This cleanup 
loop is act~Jally a generalization of a phase-locked loop 
wherein the loop voltage-controlled oscillator (VCO) is 
replaced by a VCO/funclion generator combination. The 
function generator provides a synchronous version of a 
square wav!;' signal modulated by the particular range 
codc component that is being received. In addition the 
function generator also provides a second signal consist-
ing of the same sqmlre wave signal modulated by the next 
lowcr range eod~ component. 
Also prOVided with the clean-up loop are two corre-
lators. One of these corrclates the received signal with 
the same composite function generator signal which is 
being used in the loop to derive the loop error signal. As 
long as this cOlTclator output is sufficiently high we know 
that we are tracking with the proper range code reference. 
The second correIa tor compares the received signal with 
the otllfl' function generator (next range code) signal. If 
this carrel a tor output becomes sufRciently high we know 
that the received signal has undergone a change in the 
range code component, Detection of this change causes 
the function generator to shift leferences enabling the 
loop to track the new composite signal. Likewise, the 
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corrciation dptectol' rc:fel'ences are chang('d so that they 
are looking for tIl(> pr('s(>nt compositL> signal as well as the 
nc.>xt lower composite Signal. 
If one thinks about the op"ration of the cl"anup loop 
for a moment, it ~oon b('comes apparent that the loop is 
no more than a phas(,-locked loop with a detector for 
sensing when tIl(' loop is in lock. Consequently) one would 
think that by ad .. ling an in phase data integrator leg 
(which already exists in the lock detector circuitry) and 
a mechanism wher(~hy the effect of data modulation could 
be removed from the error channel, the cleanup loop 
could be converted to a subcarrier demodulator and bit 
(symbol) detector where the subcarrier is actually the 
composit(' mnge Signal. A mechanism whereby this can 
be accomplished is shown in Fig, 1. 
Before describing the operation of the system let us 
consider the structUl'e of the composite signal we will usc 
as a subcarriel'. The subcarrier signal consists of a square 
wave of frequency fRe phase modulated by one of its own 
subharmonics. For example if fRc denotes a square wave 
of frequency f.r then the ith possible composite subcarrier 
(also demoted Ch the ith ranging code) is represented by 
wheJ'(~ ED indicates modulo 2 addition if the squaw wave 
levels are {0,1} or multiplication if the levC'ls are { + 1, -1}. In order to use these signals as subcarriers tL e 
eoele compOlwnts must be used sequentiall)" For example, 
we initially send component C1' After a sufficient period 
of tim(' we send c~, and so on. (Note that C1 is a square 
wave signal of frequency f.r/2.) 
\Vith the aid of the flow chart of Fig, 2 we can now 
explain the operation of the dell1odu1ator/detector, Ini-
tially all the switches in Fig. 1 are in the acquisition 
(ACQ) position and the function g.cnerator is outputting 
components C1 and C2. As long as n(,1 Signal is received by 
the demodulator, neither the Cl nor the C2 corrclators in 
the jock detector will accumulate to suffiCiently high 
value. As soon as component Ct is receiw,d at the demodu-
lator the sigl1fl.1 (which is filtered and sampled at the 
Nyquist mte) is applied to the transition sarnple selector 
of the phase-locked (cleanup) loop. The tracking loop 
consists of an all-digital second-order phase-locked loop 
such as the one discussed by Holmes ,\I1d Tcgnclia 
(Ref. 2) with tlw VCO replaced by a cleanup loop func-
tion generator. A more detai1ed discussion of how the 
loop operates is given in Ref_ 2. 
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After a sufficient !c.~ngth of time the tracking loop will 
lock on to the rcceived component C1, and the C1 cor-
relator in the lock detcctor will detect its presence. The 
system will continue in this mode indefinitely unless 
either the signal is lost 01' the C2 cOl'l'elator detects the 
prescnce of C2' If C2 is detected the function generator 
changes the signals C1 and C2 to C2 and Ca respectively and 
the system will continue indefinitely in this state until 
signal is lost 01' C3 is detected, etc. Note that by supplying 
the signal labeled by CI to the spacecraft transmitter the 
"cleaned up" range signal can be transmitted back to the 
ground. 
Let us now associate with each ranging component CI 
a particular command symbol rate. In particular let the 
symbol rate correspond to the frequency of the signal 
which when modulated onto r:: produces the composite 
subcarrier. In other words when component cf is sent, the 
corresponding symbol rate will be 1.,r/21 symbols per sec-
ond. FUl'thermore, since the symbol and subcarrier timing 
was specified as synchronous we see that detection of Cj 
corresponds to detection rf the rate associated with CI as 
well as the sequential de~Jrmination of symbol timing at 
that rate. (Sequential symbol timing is determined by 
examining the sign of the CI+1 c01'l'elator at the time 01+1 
is detected. This is the same process whereby range 
ambiguity is removed in thc sequential ranging system.) 
Becall that the switches in Fig. 1 were all set to the 
ACQ position. This is to allow r.ffidcnt detection of the 
sequence of code components. However, once we reach 
the date rate at which we dcsire to send commands we 
must change all the switches to the DEMOD position. 
Since code components CI and CJ, i=l=i over an appropri-
ate integration time are orthogonal, a convenient way to 
notify the detector that CI corresponds to the;lesired 
command symbol rate is to follow the unmodulated trans-
mission of 0; by a transmission of Cj (complement). Thus, 
the Cj correlator would serve not only as a Cj signal 
presence indicator but also as an end of acquisition 
detector. Once the end of acquisition sequence is de-
tected, and the switches placed in the DEMOD position, 
the system is ready to demodulate and detect command 
data as well as track the: Cf range code component. Note 
also that this demodulator does not have the character-
istic phase ambiguity problem that most suppressed 
carrier tracking loops have, since we can define the trans-
mission of Ci as actually the transmission of Cj with an all 
zeros command modulation signal. 
Once the device is in the DEMOD mode the command 
symbol stream is integrated (accumulated) over the ap-
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propriate symbol time Ts and the symbol detected. The 
symbol sign is then applied to the lock detector to remove 
the effects of data modulation on the lock detector 
accumulators. Likewise, the symbol sign is injected into 
the loop to remove data modulation on the loop error 
Signal. Finally, we note that a signal from the lock 
detector representing the Cj cOl'relatol' most significant 
bit (MSB) is applied to the loop after the second loop 
accumulator. This signal normally is not needed by tht> 
loop. However, during the time that OJ is being received 
to indicate the end of the acquisition seciI/ence, the ]001' 
error signal will be complemented and hence cause the 
tracking loop to correct in the wrong direction. Note also 
that the OJ correlator will produce a highly negative rather 
than a positive correlation during this time. Consequently 
if the total accumulation time of the two loop accumu-
lators mat0iles the accumulation time of the lock detector, 
the loop errol' signal can be inverted so that the loop 
retains lock. 
III. System Design 
The parameters associated with the demodulator/ 
detector are as follows (Bef. 2): 
A2 = integral control phase bump size 
At = proportional control phase bump size 
n = AJA2 
t.e = sub carrier (basic) frequenoy 
1 
T.,e=-f 
He 
Ts = symbol time 
L = phase bump exponent (i.e., A2 = 2-1,) 
K = sr,bca1'l'ier frequency exponent (i.e., fsc = 2K) 
M = 11\',m bel' of subcarrier cycles per phase bump 
W = oandwidth (one sided) of the pre-sampling 
8 filter =-
Tsc 
a = l~ = portion of each subcarrier cycle used for 
lineal' signal transition (Bef. 2) 
m = Dum bel' of actual signal transitions OCCUlTing 
in M subcarrier cycles ~ 2M 
A = received signal amplitude. (outside the linear 
transition region) 
j; ..... , 
No = one-sided noise spectral density . 
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Using these definitions we can specify the system con-
straints as 
T. ~ 1 second 
A2TS > 10 
No -
8 ~ 10-G 
We also impose the additional constraints that 
eTc, < 0.1 (radians) 
MT.c 1 
--<-
T2 - 3 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
where r is the loop damping parameter, UL is the rms loop 
. phase error and T2 is the loop secondary time constant. 
The constraint given by Eq. (6) is necessalY to ensure 
that the loop will be stable in light of the fact that the 
loop accumulator produces a transport delay in the loop 
transfer function (Ref. 3, pp. 19-20). Using Eq. (6) and 
the fact that 
At 
T2 = MTAe - A ., 
results in the requirement 
(7) 
(8) 
We will choose n = 4 for ease of implementation (al-
though it may be necessary to increase n to 6 in order to 
retain stability at strong signal levels). 
It was also shown in Ref. 2 that 
(9) 
and 
(10) 
Now, if the constraints Eqs. (4) and (5) are to be satisfied 
then we must require that 
L + log2 (8:-~) ] 
(11) 
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and 
(12) 
be simultaneously satisfied where 
(13) 
The equality portions of Eqs. (11) and (12) are shown in 
Fig. 3 for n = 4. Also shown in Fig. 3 is the line L = 8, 
which is the minimum value of L necessary to kcep the 
phase bump quantizing error variance within reason. 
This results in an acceptable solution region as shown 
by the shaded region of Fig. 3. 
It remains to determine the values of M and T.,e' Note 
that thus far all of the performance parameters depend 
on the product MT 8'" The two can be separated, however, 
by selecting M such that the variance of the phase error 
buildup due to doppler b less than 0.01 (rad)2. Toward 
this end we have from Ref. 2: 
(14) 
from which we get 
M:::; 5.45 X 101 (15) 
For implementation reasons we would like M to be a 
power of 2. Thus, we consider candidate solutions of the 
form M = 2i,i = 1,2, .. ·,15. Noting that large M corre-
sponds to high sub carrier frequencies (which is desirable 
for ranging applications) we conservatively choose 
M = 214. Then, from Fig. 3, Eq. (13), and the design point 
condition 
(16) 
we find that THrlllill = 2-14 • The significant loop design 
parameters then become 
(17) 
L=8, n=4 
from which all of the other parameters can be calculated. 
Having chosen the loop parameters we now tl\rn to the 
lock detector accumulators. Recall that Eg. (17) is suffi-
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cient to guarantee a symbol error probability of 10-5 
whenever antipodal signals of mean value ±A are re-
ceived and integrated for T slI",,, = 1 sec. However, the 
lock detectors must distinguish between signals having 
mean values of - A, 0, + A where the zero mean value 
results from correlating with one of the orthogonal sig-
nals. This means that the lock detectors are working 
at a 6 dB disadvantage relative to the symbol detector. 
If we desire the same error statistic (i.e., 10-5) for miss 
and false alarm probabilities then we can simply increase 
the lock detector accumulation times by a factor of 4. 
This means that a priori (i.e., before symbol rate is 
known) we must accumulate over 4 seconds in the lock 
detectors. However, once the actual rate has been deter-
mined the lock detector accumulation times can be 
reduced to 4 T .• ser.:onds. 
Recall that in the last section we stated that the lock 
detector most significant bit signal could be used to cor-
rect the direction of the loop phase error when CK was 
being received if the accumulation times of the loop 
accumulators and the lock detector matched. However, 
we have just required that the lock detector accumulate 
over four loop accumulation times. This presents no prob-
lem if we split the in-phase lock detector accumulator 
into two sections such that the first section accumulation 
time matches that of the loop. Figure 4 is a revised block 
diagram showing how this can be accomplished. (Note: 
the notation "i./X means that the input is accumulated 
until the accumulation time, or the accumulation index 
equals X.) 
IV. LoopPerformance 
From the equations of Ref. 2 one can easily find that 
the design point values for the present design are 
WL = 0.44 Hz 
r = 2.52 
UL = 5.67 deg 
(18) 
These expressions are computed based on a linearized 
model of the loop phase detector .. It turns out that the 
loop detector actually operates in a region where the 
linear theory does not apply. IIi order to improve our 
performance estimates we will use equivalent lineariza-
tion about the particular average phase detector oper-
ating point. Toward this end let 
(19) 
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be the equivalent phase gain when the loop phase error 
is ",. Since the loop is operating at a high loop signal-to-
noise ratio (SNR) we can model the loop phase error as 
a gaussian process with mean zero and variance u'L. In 
this case we can average Eq. (19) over this distribution 
to get 
where 
mA2 
p=--NoW 
(20) 
(21) 
is the sample SNR. By using Eq. (20) in place of Aeq of 
Ref. 2 one obtains results that include the effects of 
limiter suppression. Note, however, that these equations 
require a recursive procedure for evaluation. Figures 5, 
6 and 7 illustrate the behavior of r, WL and UL as P varies. 
Note that the design point value of p is 4 dB. Also shown 
for comparison in Figs. 5 through 7 are the corresponding 
results using the linear theory. 
It should be noted that the sequential acquisition pro-
cedure described earlier requires that the tracking loop 
be free of cycle slipping. Thus, we would like the mean 
time to slip T(2nr) to be extremely large. Viterbi (Ref. 4) 
has shown that at high valuH!l of loop SNR PI" the mean 
time to slip, is well approximated by 
(22) 
Since PL::::: l/uf, ~ 100 and tVL ~ 1.0 we see that cycle 
slipping while tracking a signal component is indeed an 
extremely rare event. Consequently, we can assume that 
cycle slipping can occur only during the time required to 
detect a code component change, since during this time 
the loop is operating with the wrong phase reference 
signal. Hurd (Ref. 5) has shown that if a second-order 
loop experiences a loss of signal at time t = 0 the phase 
error variance ui,(t') at time t = t' is given by 
(23) 
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Using the design point values for the loop parameters and 
the lock det('ctol' time of 4 seconds for t' yields 
<1L( 4 seconds) = 0.141 rad2 (24) 
Finally. the application of Eq. (22) results in a mean time 
to slip when experiencing a code change of 4.52 X 106 
seconds. 
V. Lock Detector Performance 
Recall that our model for the filtered subcarrier signal 
has a lineal' region of length T.J16 surrounding each 
subcarrier transition and that the received signal is sam-
pled at 16 t,,,, Now, if the phase errol' is small then out 
of any 16 consecutive samples we will have seven with 
mean value + A, seven with mean value - A and two 
samples which are zero mean, (This is strictly true when 
the square wave is un modulated and is a pessimistic 
approximation whenever modulation is present.) If each 
sample is hard limited to + 1 and multiplied by the in-
phase cOl'l'elator reference signal the mean value of the 
sampled input to the accumulator will be 
7 ({R:) p," = Serf \j ~ (25) 
where R" is the symbol energy to noise ratio and 2K rep-
resents the number of subcarrier cycles per symbol time 
T s' Note also that the variance of the sampled values is 
1 - fJ.~ ;::;:; 1. Tht: aCOUiil'i.liatOl' sums tllest: sCll'nples for 4 
seconds, accumulating a total of 2~n samples, and com-
pares the summation against a threshold value of T. If ~ 
represents the value of the accumulation then the proba-
bility that the in-phase signal will not be detected, given 
that it is being received, is given by 
f ISignal t 1 [(7)217erf~2~:.1 - T] 
P"IA Pr < T =-erfc 
= l L presentf 2 2'0y'2 
(26) 
Likewise, the probability that the in-phase signal will be 
detected, given that iUs not being received, is 
P = Pr > T =-erfc --{ I Signal} 1 (T) f L - absent 2 210y'2 
(27) 
Figure 8 illustrates the behavior of the false alarm and 
miss probabilities as the threshold varies, It should be 
·96 , 
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noted that the probability of a miss is more critical in a 
sequential system, since the probability of not acquiring 
is the probability of the union of the miss events whereas 
the probability of false acquisition is the product of the 
constituent false alarm probabilities. Therefore, the 
threshold should be chosen in such a way as to favor the 
miss probability at the expense of the false alarm proba-
bility. We shall assume that T = 2500 is chosen which 
implies that Pili ~ 10-0 and PI ~ 10-2 at the design point. 
Note that these are the component probabilities, not the 
overall system probabilities, which arc discussed later. 
A. Acquisition Sequence 
We note first that the first signal component 0 1 must be 
sent for a sufficiently long time for the tracking loop to 
acquire the signal. Based on the experimental evidence 
of Ref, 2 we see that after receiving the signal for a 
period of time equal to 60 loop update times (60 seconds 
in our case) the loop will have acquired with a probability 
of 1 - 10-n. Now, note that the time of arrival of the 
change from code OJ to 01 +1 does not necessarily coincide 
with the start of one of the lock detector accumulator 
cycles, Thus, in general the code change will occur within 
an accumulator window making the detection of Oi+1 at 
the end of this window very unreliable. Therefore, it is 
necessary that when a code change occurs the new code 
must be transmitted for a minimum of two lock accumu-
lator intervals (8 seconds in our case). Actually, it may be 
necessary to transmit each new component for three lock 
deh~ctQr intervals so that th~ loop phase error can stabilize 
during the third interval. We will, however, assume for 
now that two intervals are sufficient. 
Since each of the codes must be transmitted in sequence, 
we have that the minimum acquisition time for the 
demodulator/detector when operating at a symbol rate 
such that 
(28) 
is 
T,wQmin(K) = 8K + 60 seconds (29) 
At the lowest symbol rate this corresponds to a minimum 
acquisition time of 172 seconds. 
B. Acquisition Statistics 
The two acquisition statistics of interest are the proba-
bility of not acquiring, given that the preamble was trans-
mitted, and the probability of falsely acquiring, given 
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that the preamble was not sent. If we define AK as the 
event that the transmission of OK was missed (not detected) 
then the probability P",AK) of not acquiring at the rate 
for which T s = 2KT so is upper bounded by 
It appears that these statistics are compatible with most 
mission design values. 
K 
PNAK) ~ L: Pr {A",} + Pr {AK} (30) 
1:=1 
where Pr {Ax} is the probability of missing when ex is 
transmitted. Recalling that Pr {A1 } = 10-5, Pr {Ai} = 10-6 
£01' i =1= 1, and PNAK) ::; PNA(14) yields 
PNAK) ::; 10-5 + 1.4 XIQ-5 = 2.4 X 10-5 (31) 
For false acquisition at rate K we have that 
(32) 
where PI; is the probability of falsely detecting the pres-
ence of component 01. If we assume that 64 symbols per 
second is the highest symbol rate for the unit then 
(33) 
VI. Conclusions 
Described herein is a method for transmitting com-
mand infonnation on a subcarl'icr signal which can also 
be used for ranging. Next, a detector system was described 
that was capable of detecting the command modulation 
without destroying the range information. The detector 
was then analyzed and found to have false ac'}\lisition 
and failure to acquire probabilities which are compatible 
with realistic mission requirements. However, seldom 
does one obtain something in one area without giving up 
something in another, and this is no exception. In order 
to use the system described herein one must be willing to 
accept the increased acquisition time associated with 
sequential detection. The minimum acquisition time ap-
peal's to be approximately twice that achievable in morc 
conventional systems. Methods whereby the acquisition 
time can be reduced as well as experimental verification 
of these preliminary findings will be subjects of a future 
article. 
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Analysis of the Signal Combiner for 
Multiple Antenna Arraying 
R. A. Winkelstein 
Communications Systems Research Section 
The signal-to-noise ratio of video data received from the second Mariner 78-
Mercury encounter was improved by arrayingttVo available 26-m antennas with 
the 64-m antenna normally used for reception. Specially designed digital equip-
ment was used to combine the signals received by the three antennas. Analysis of 
this equipment shotVS that the received Signals which arrived with relative time 
differences tip to 50 p-S were correctly aligned by the combining equipment to an 
accuracy within .50 /lS. Observed error rates during the encounter track verified 
the system improvement to within 0.1 dB of the predicted 0,8 clB value. 
--_ .. 
I. Introduction 
On September 21, 1974, the two 26-m antennas at 
nsss 12 and 13 were arrayed with the 64-m antenna at 
nss 14 to enhance the received video data from the 
second Mariner 13 MercUlY encounter. The signals re-
ceived at each of the three antennas wer~ first translated 
to baseband frequency by coherent mixing with the car-
rier frequency. Then the baseband signals from the two 
smaller antennas were sent to nss 14 over the microwave 
link. The baseband Signal received at the nss 14 an-
tenna was given a fixed delay by sending it over a round-
trip route on the microwave link. After arrival over the 
microwave link at DSS 14, the three baseband signals 
were fed to speCially designed digital equipment whose 
function was to align the signals time-wise to each other 
and combine them for fUl'ther processing by the nss 14 
rcceiver. 
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A description of the signal combining equipment has 
been given by H. Wilck (Ref. 1). This report describes the 
analysis techniques used to design the combining equip-
ment and to predict its performance during the Sept. 21 
encounter. 
II. Signal Combination 
Table 1 lists the relevant Signal parameters predicted 
fQr the encounter on September 21. These parameters 
provided the main design criteria for the combining 
equipment and were within the measurement tolerances 
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of the actual vaiues. Requirements on the signal combin-
ing equipmcnt were twofold. First, the three bascband 
signals had to be automatically and continuously aligned 
timewise so that the data components of the signals 
would add coherently when the signals were summed. 
Secondly, the signals had to be summed using optimal 
summing ratios to provide the maximum possihle signal-
to-noise ratio in the combined output signal. 
A block diagram of the signal combiner is shown in 
Fig. 1. The three baseband signals first pass through 
variable attenuators which are adjusted to provide equal 
readings on the power meters. The signals from DSSs 12 
and 13 are then filtered to prevent aliasing by analog-to-
digital conversion equipment in the phase tracking chan-
nels. These phase tracking channels align the signals to 
match the signal from DSS 14, which is used as the 
reference. The three signals are then summed to provide 
the optimum signal-to-noise ratio at the output of the 
summing amplifier. A filter in front of the power meter 
monitoring the signal from DSS 14 is used to provide an 
equal noise bandwidth for comparison to the other two 
power meter readings. 
The baseband signals may be considered to consist of a 
signal power, Sj, plus a noise power, Ni, i = 1,2,3, where 
the value ofi corresponds to each of the three antennas. 
Therefore, the signal-to-noise ratio of the baseband signal 
from the ith antenna is 
SI 
SNR i = Ni (1) 
Assuming that the noises in the three baseband signals are 
uncorrelated to each other so that noise power adds 
linearly as contrasted to the fact that signal data voltages 
add linearly, the signal-to-noise ratio, SNR8 , at the output 
of the summing amplifier is 
where ai is a voltage attenmitor ratio at the ith input to 
the summing amplifier, al is set to unity. Eq. (2) is maxi-
mized when 
(3) 
Under these conditions, Eq. (2) becomes 
SNRs = SNR! + SNRz + SNR3 = SNR1 • Ar (4) 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42-26 
~ 
wher~ 
SNRz SNR~ 
Ar = 1 + SNU1 + SNUl 
(5) 
rhe ratio of SNUs in Eq. (5) are equal to the ratio of R's 
in Table 1, from which 
SNRz = SNR3 :;;::: -10 dB == 0.1 (6) 
SNR l SNR l 
Eq. (5) therefore becomes 
A,. = 1.2 = 0.8 dB (7) 
Thus, adding the received signals from the two smaller 
antennas to the signalrcceived by the larger antenna pro-
vides an improvcd signal-to-noise ratio of 0.8 dB com-
pared to the use of the larger antenna alone. 
To determine the sensitivity of Ar in Eq. (5) to non-
optimum values of ai, Eq. (3) is modified to 
N1{S; 
a3 = 83 N
3
\fS-t (8) 
where a2 and a3 vary from optimum as (Jz and 03 vary 
from unity. Eq. (4) then becomes 
SNRs = SNRl • Br (9) 
where 
( 
SNUz SN Ra)Z 
1 + 8zSNR + 83 SNR 
B - I 1 (10) 
r - SNR. SNRa 
1 + 8~ SNR: + (J~ SNRl 
The loss in improvement due to nonoptimum al is the 
ratio of Br to Ar and is plotted in dB in Fig. 2 for vari-
ations in 0, and hence in It, up to +30%. From Fig. 2, 
it is seen that the loss is less than 0.07 dB when az and al 
are within 30% of optimum. 
The aetual values of az and aa indicated in Fig. 1 may 
be determined by noting that the power inputs, Pi, to the 
summing amplifier are 
(11) 
From Table 1 
(12) 
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whcre 1'1/ is the data bit time, the reciprocal of the data 
rate, and N oi is the onc-sided noise spectral density for 
the ith input to the summing amplifier. Moreover, 
(13) 
where B is the low-pass filter one-sided noise bandwidth. 
For a I-MHz resistance-capacitance (RC) low-pass filter, 
B is 1.57 MHz. Using Eqs. (11), (12), and (13), Eq. (3) 
becomes 
P1R2(R2 + Tn B) 
P2R1(R1 + TnB)' (\'3 = 
PtRa(R3 + TnB) 
P3Rl(Rl + TJJB) 
(14) 
For equal powers, Eq. (14) gives !X2 and (\'a equal to 0.3. 
III. Phase Tracking Channel 
The heart of the signal combincr is the phase tracking 
channel. Its function is to provide a continuously variable 
amount of time delay in order to match the signal at the 
summing amplifier to the referencc baseband Signal from 
OSS 14. This variable delay compensates for the change 
in signal arrival time at the diffcrent antennas as the 
Earth rotates during the mission viewing period. The 
time delay variations listed in Table 1 include the fixed 
microwave link delay time from the 26-m antennas to 
OSS 14, because the signal combining equipment is 
located at DSS 14. Since the phrlse tHlcking channel can 
provide only positive time delays, the baseband signal is 
given a fixed delay of no I.l.S by sending it through the 
microwave link on a round-trip route. 
A block diagram of phase tracking channel A is shown 
in Fig. 3. Equipment shown for channel A below the 
broken line in Fig. 3 is duplicated for channel B. The 
baseband signal from OSS 13 is converted to digital 
form by an 8-bit analog-to-digital (A/D) converter sam-
pled at approximately a 2.5-MHz rate. These digital 
values arc placed in a first-in Erst-out (FIFO) memory 
system which provides the proper amount of time delay. 
The digital values are read out of the FIFO at a fixed 
2.5-MHz rate, reconverted to analog form by an 8-bit 
digital-to-analog (0/ A) converter, and then added to the 
other baseband signals in the summing amplifier. 
Sign bits from the FIFO output are compared to sign 
bits of the DSS 14 baseband signal obtained from a I-bit 
A-D converter. This comparison is carried out and aver-
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aged by the quadrature correlator for periods of one sec-
ond. At thc end of each second, the quadrature com.>lator 
develops a digital number directly proportional to the 
phase timing error bctween the two Signals. Thi!'. digital 
number or count is scaled by a digital attenuator and 
convcrteC:: i'O an analog control voltage by the 16-bit (D/ A) 
converter. The scaling factor of the digital attenuator is 
prcsct by a manual front panel conttd1l for an optimum 
tradeoff betwecn the loop transicnt and noise responses. 
The control voltage out of the 16-bit D/ A convcrter is 
used to control the search oscillator of a frequeney syn-
thesizer. This causes a slight change, A.t, in the 2.5-MHz 
synthesizer output frequency used to strobe the FIFO 
input. As a result, the FIFO system delay is changed in 
the direction to force the error count out of the que"dra-
turc cOl'relator to zero. At this time, the two signals an, 
in phasc, and the output count developed by the in-phase 
correlator is at a maximum, The in-phase correlator count 
is displayed on the front panel and is used to aid the 
initial loop acquisition and to indicate correct system 
operation, 
Analysis of the phase tracking channel control loop 
may be carried out by aid of the Laplace block diagram 
of Fig. 4. Here the input to the loop is taken to be the 
time offset betwecn the channel input baseband signal 
and the DSS 14 baseband refere\,ce signal. The output is 
the loop errol' signal and is equivalent to the timing error 
between the two baseband signals as seen by the sum-
ming amplifier. A key requirement of the loop analysis is 
to determine the limits of the various components of this 
output error. 
A. Control Loop Description 
1. FIFO memory system. The FIFO memory system 
consists principally of the FIFO memory and the fill 
counter as is shown in Fig. 5. The memory can hold up 
to 512 8-bit words which are input to the memory using 
the input strobe, and output from the memory using the 
output strobe. These strobes al'e independent of each 
other and are generated asynchronously. However, as the 
name "first-in first-out" suggests, the sequence of words 
out from the memory i~: the same as the sequence of 
words into the memory. 
The resident time of a particular 8-bit word in memory 
is the delay time, and is proportional to the number of 
words in the memory as indicated by the £11 counter. If 
the input strobe is slightly higher in frequency than the 
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output strobe, the memory will graduaUy 6U until the 
FIFO FULL signal becomes true. Conversely, if the input 
stl'Obe is slightly lower in frequency than the output 
stl'Obe, the memory will gmdually empty until the FIFO 
EMPTY signal becomes true. 'rhe 6ll counter obtains the 
count number by counting the difference between the in-
put stl'Obes and output stl'Obes. This count number is also 
displayed on t11e fl'Ont panel to aid in acquisition and to 
indicate correct eqUipment operation by comparison to 
precalculated values. The reset signal sets both the 
memory and counter to zero when the system is reset 
or initially started. 
In terms of the Laplace block diagram (Fig. 4) the 
FIFO memory system produces an output time difference 
between the two baseband signals as a function of the 
input frequency fl.f indicated in Fig. 3. The FIFO mem-
ory operation is similar to that of an integrator in that the 
rate of change of time de1.ay is proportional to fl.f. Accord-
ingly, the Laplace tra!lsfer function of the system is given 
as G,/8, where 8 is the Laplace complex frequency and 
Gr is the system gain constant. At a 2.5-MHz strobe rate, 
each word in memory represents a 0.4 ,lS time delay. 
Thus Gr is 0.4 ,ls/Hz/s. 
2. In-phase correlator. Although the in-phase cOl'relator 
is not part of the phase tracking contl'Olloop, its descrip-
tion is prerequisite to a description of the quadrature 
correlator. The correlation of two signals is simply the 
average of thei)." prodtitt. Whtm the signals to be corre-
lated are represented by only their respective sign bits, 
as is done in the phase tracking control loop, then this 
product is most easily generated by an exclusive-or cir-
cuit, as is shown in Fig. 6. VI and V2 are the baseband 
signal voltages. The exclusive-or circuit activates a coun-
ter which is incremented when V l and V 2 are the same 
and decrnmented when V 1 and V 2 are different. 
At the end of each second, the accumulated count in 
the in-phase correlator is stored in a front panel display 
for operational veri6cation. The counter is then reset to 
zero in preparation for the next second's count. Since the 
signals are input at the digitized rate of 2.5 MHz, the 
count for noise-free in-phase signals can reach a maxi-
mum of 2.5 million. Thus 7 binary coded decimal (BCD) 
digits are required in the counter. 
Normalized plots of the output count as a function of 
the delay, .,., of V 2 with respect to V l are shown in Fig. 7. 
Normalization of these plots, known as correlation curves, 
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assigns a value of unity as the maximum COllllt generated. 
Fig. 7(a) is the correlation curve of signals which contain 
only the square wave subcarrier frequency. TI is the 
quarter period of the subcarrier frequency. From Table 1, 
71 is found to be 1.41 p.s. (;1("') and Cz(r) are equations of 
the indicated portions of the correlation curve. 
Fig. 7(b) is the correlation curve of signals containing no 
subcarrier frequency, but rather only random data known 
as pseudo-noise (PN) data. T2 is the data period, which 
from Table 1 is found to be 8.5 ,lS. The correlation curve 
of actual signals containing both subcarrier frequency 
and PN data is shown in Fig. 7(c). This curve is the 
product of the curves in Figs. 7(a) and 7(b). The brack-
eted expression in Fig. 7(c) indicates the correlation of 
the time function signals V l and V 2 • 
3. Quadrature correlator. The quadrature correlator, 
similar to the in-phase correlator, each second produces a 
count which is a function of the relative signal delay. To 
be useful as a contl'Ol element in a tracking loop, the 
quadrature correlator should produce a count of zero 
when the input signals are exactly aligned. When the 
signals are not aligned, the count should be proportional 
to the time difference, T. Such a correlation curve is ob-
tained by advanCing and delaying the correlation curve 
of Fig. 7(c) by an amount y as shown respectively in 
Figs. 7(d) and 7(e). The desired correlation curve is half 
the difference of the curves in Figs. 7(d) and 7(e) as 
shown in Fig. 7(f). Tho equation of the control portion of 
the curve in Fig. 7(f) is obtained in a step by step manner 
from the previous curves of Fig. 7 and is found to be 
(15) 
Fig. 8 shows the quadrature correlator which provides 
the correlation curve of Fig. 7(f). The delay y is obtained 
from the four-bit shift registers. Since the shift registers 
are clocked at the data rate of 2.5 MHz, each bit prOVides 
a delay of 0.4 flS. Therefore y is 1.6 flS and C7(T) is found 
to be -0.56 T. 
The quadrature correlator count represents an integral 
of the input signal phase difference averaged over a time 
period of one second. After each second, the quadrature 
correlator count register is reset to zero as is the in-phase 
correla\:or counter. Hence the operation of the quadrature 
correlator is equivalent to that of an integrate-and-dump 
circuit w;ith gain constant Ge shown in Fig. 4. Ge, the 
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product of the magnitude of thc slope of Eq. (15) and the 
normalization factor K, is 
Gc = 0.56 K counts/ p.s/ £ (16) 
wherc K, the normalization constant for the curves in 
Fig. 7, is the counts per second displayed by the in-phase 
correlator when the signals are aligned. 
It may be noted that Gc of Eq. (16) is somewhat de-
pendent on the type of data being transmitted. Thus 
Eq. (16) is strictly true onl)/ for PN data. For the extreme 
case of all zeros data or aU ones data, Gc becomes 0.71 K. 
At the opposite extreme of alternating ones and zeros data, 
Go is fOlmd to be 0.41 K. Therefore the Gc of Eq. (16) is 
within 27 % of any data type actually transmitted. 
The Laplace block of an integrate-and-dump circuit, 
shown as the quadrature correlator in Fig. 4, is derived 
in the appendix. 
4. Quadrature correlator noise. Since the inputs to the 
quadrature cOl'relator each contain a sizable noise com-
ponent before sampling, it is to be expected that the 
count developed by the quadrature correlator has a 
statistical variance or noise component associated with it. 
This is the noise input to the loop at the output of the 
correlator shown in Fig. 4. For proper operation of the 
quadrature correlator within the control loop, this noise 
must be small with respec\'. to the K in Eq. (16). 
K is estimateo from the Table 1 data by reference to 
the probabiJay density curves of Fig. 9. These curves of 
the baseband signal distribution before sampling are 
assumed to be Gaussian with means EI corresponding to 
the square root of S; in Eq. (1). Since 2.5 million samples 
are taken each second, K may be considered to be 
(17) 
where (Xl) denotes the statistical mean of Xl, an input 
random variable to the in-phase cOl'l'elator counter. In 
terms of the probability that V l is equal to V 2, P(Vl = V 2) 
Therefore 
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Xl = 1 withP(Vl = V2) 
-1 with P(Vl =1= V 2) 
(Xl) = P(Vl = V 2) - P(V1 =l=V2 ) 
= 2P(Vl = V2 ) - 1 
(18) 
(19) 
-------,---
I 
But 
P(VI = V 2) :::: P(V~ > 0) P(V~ > 0) 
+ P(Vi < 0) P(V~ < 0) 
= P(V~ > 0) P(V~ > 0) 
+ [1 - P(V~ > 0)][1 - P(V~ > 0)] 
(20) 
wherc V~ and V~ are the baseband signals before sampiing. 
The probability that V~ is greater than zero is found by 
integrating the probability density CUl'VC for VI from zero 
to infinity. In terms of thc error function, erf 
(21) 
where <TI is the root mean square of the corresponding 
noise power NI of Eq. (1) and the error function is 
defined as 
2 {'" 
erf (x) = 'Ii J 0 e-!' cit 
Using the notations of Eqs. (12) and (13) 
EITI/ 
R;=-N' 
01 
Using Eq. (23), Eq. (21) becomes 
, _ 1 1. ( iR; ) P(V; > 0) - '2 + '2 erf '\j2TI/B 
Using Eqs. (20) and (24), Eq. (19) becomes 
(Xl) = erf ( ~ 2:/:B) erf ( ~ 2~;B) 
(22) 
(23) 
(24) 
(25) 
which is evaluated using the values in Eq. (14) and tables 
of the errol' function (Ref. 2). From Eqs. (17) and (25), K 
is found to be approximately 53,000 counts. 
The quadrature correia tor noise N u has variance <T~ 
given by 
(26) 
where X2 is the random variable into the quadrature 
correlator counter. Assuming input Signals which contain 
only noise and no data or subcarrier frequency 
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panel switch settings, which in this system is 2.5 MHz. 
{ 
1 with probability of 1/4 
X 2 = . '1 with probability of 1/4 
o with probability of 1/2 
Squaring Eq. (27) gives 
{
J. with probability of 1/4 
X~ = 1 with probability of 1/4 
o with probability of 1/2 
(27) Also contained within the synthesizer is a voltage con-
trolled oscillator called a search oscillator whose output 
frequency may be algebraically added to the front panel 
dialed frequency. A ±10-v control voltage range pro-
duces a ±AfR sl'ttrch oscillator frequency range where 
AfR may be adjusted in decade steps. Thus the gain of the 
(28) synthesizer, Ga, is 
and the mean of X~ is 
(X~) = 1/2 (29) 
From Eqs. (26) and (29), the standard deviation, 0'11, of 
the quadrature correlator noise, Nil, is found to be 
0'/1 = 1118 counts (30) 
The ratio of 0'/1 to K is less than 3% which is highly satis-
factory for tracking loop operation. 
5. Digital attenuator. The digital attenuator is a left-
shift shift register whose number of left shifts is con-
trolled by a front panel thumbwheel switch setting. Each 
left shift provides a gain attem.:ation of one half. The 
circuitry is arranged with respect to the D-A converter 
of Fig. 4 so that the digital attenuator gain, Ga, is 
(31) 
where R is the thumbwheel switch reading, settable from 
Oto 15. 
6. Digital-to-analog converter. The 16 bit D/ A con-
verter may be represented by the well-known zero-order 
hold circuit described in sampled-data control system 
texts (Ref. 3). Accordingly, its transfer function, R d, is 
(32) 
where Gil is a gain constant, 8 is the Laplace complex 
frequency, Z is eST, and T is the sampling period which in 
this system is one second. Shice an input of +215 counts 
produces an output of -1-10 volts, Gd is 
G _ 10 volts 
d - 215 count (33) 
7. Synthesizer. The frequency synthesizer provides a 
coherent stable waveform whose frequency is set by front 
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G = AfB Hz 
• 10 volt (34) 
In the present system, Af. was set to 10 Hz. 
B. Control Loop Analysis 
To assure effective phase tracking control loop opera-
tion and to determine the limits of phase timing error, 
the control loop was analyzed for the following: 
(1) Loop stability using the root locus method. 
(2) Output phase error caused by the input signal 
characteristics. 
(3) Loop jitter caused by the quadrature correlator 
noise. 
(4) Output phase error caused by the search oscillator 
DC offset. 
1. Root locus analysis. Feedback control loop stability 
is readily found from a root locus analysis which plots 
in the complex plain the roots of the denominator of the 
closed-loop transfer function, Gel. as a function of an 
open-loop gain constant G. In the phase tracking control 
loop 
1 
Gel = 1 + G OI 
(35) 
(36) 
where Go! is the open-loop transfer function. From Fig. 4, 
the open-loop transfer function is found to be 
(37) 
When analyzing systems containing both continuous 
and sampled-data components, it is customary to convert 
the entire system into a sampled-data equivalent system. 
This is accomplished by taking the Z-transform (Ref. 3) 
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of all relevant equations. Thus the Z-transfOlm of Eq. (37) 
is 
G(Z + 1) 
Gal = 2Z(Z - 1) 
and Eq. (36) becomes 
Z(Z -1) 
(38) 
(39) 
The root locus plot is shown in Fig. 10. Since the plot 
is symmetric about the real axis, only the top half is 
shown. In the Z plain of sampled-data system analysis, 
gains which move the poles outside the unit circle cause 
unstable loop operation. From Fig. 10, it is seen that 
stable loop operation is obtained for any gainless than 2.0. 
In actual operation during the Mariner-Mercury en-
counter, K's of 100,000 counts were observed. fl.'s was set 
to 10 Hz as previously stated, and R was set to 4. This 
provided a loop gain of 0.11. 
2. Input analysis. The input analysis determines the 
steady-state loop error resulting from various types of 
input functions. From Eq. (38) and Fig. 10, it is seen that 
a single open-loop pole exists at the value of Z equal to 
one. Sampled-data control system theory indicates that 
this condition ensures zero steady-state error for a step 
input. However, a finite steady-state loop error does exist 
for an input ramp function. This is of concern since the 
last entry in Table 1 shows that such a ramp is expected. 
To find the steady-state loop error resulting from an 
input ramp function, reference is made to the input 
analysis block diagram of Fig. 11, which is a rearrange-
ment of Fig. 4. R(s) is the input time offset Laplace func-
tion, and E(s) is the time error output Laplace function. 
Intennediate Laplace functions within the loop are de-
noted by X and Y. An asterisk after a Laplace function 
is used to denote the equivalent sampled-data or 
Z-transformed function of the indicated Laplace function. 
From Fig. 11, the loop equations are 
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E(s) = R(s) - yo S2 
X =.£ R(s) _ y.£..!.. 
T2 s T2 S3 
(40) 
(41) 
~----'~-'~-------I 
Y' = X' (Z - 1)2 
Z2 (42) 
Taking the Z-transfonn of Eqs. (40) and (41) results in 
TZ E· = R' - Y' -:-=---:-(Z - 1)2 (43) 
X' = £(R(S))* _ Y* G Z(Z + 1) 
T2 S 2 (Z - 1)3 (44) 
Solving for E' from Eqs. (42), (43), and (44) gives 
.£. (R(S))' 
E' = R' _ TZ S 
G Z+ 1 
1 +"'2 Z(Z -1) 
(45) 
The steady-state output loop error, E sB , is found by using 
the final value theorem for sampled-data systems. 
EBs = lim «Z - I)E') (46) 
z-+ 1 
R(s) for a ramp input is 
Ra R(s) =-S2 (47) 
where Ra is the ramp rate constant. The Z-transfonns for 
R(s) and R(s)/s become 
* RaTZ 
R = (Z - 1)2 
(R(S))* = Ra T2 Z(Z + 1) s 2(Z - 1)3 
From Eqs. (45), (46), (48), and (49) 
RaT 
Ess =-c 
(48) 
(49) 
(50) 
Using Ra from Table 1, T equal to 1 Sj and G equal to 
0.11 gives 
Ess = 25ns (51) 
3. Noise analysis. The diagram of Fig. 4 may be re-
arranged to fOlm the Laplace diagram for noise analysis 
shown in Fig. 12. N~ is the quadraturecorrelator noise, 
and J(s) is the Laplace function of the time error jitter 
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signal out of the loop. Since N and I are random pro-
cesses, it is desired to find the root mean square or stan-
dard deviation of I, O'J. Assuming a Bat constant power 
spectral density for N;, sampled-data noise theory gives 
Z = eio (52) 
where O'y is obtained from Eq. (30), HJ(Z) is the tram·fer 
function of Fig. 12, and i is the square mot of minus ono,. 
The equations for Fig. 12 are found similarly as was done 
for Fig. 11, and HJ(Z) is found to be 
where G1 from Fig. 12 is'GfGcT2. Using Eqs. (16), (52), 
and (53) 
(54) 
For O'y equal to 1118 counts, K equal to 100,000 counts, 
and G equal to 0.11 
O'J=5ns (55) 
Eq. (54) shows that the loop jitter becomes infinite 
when G is made equal to 2. This agrees with the deter-
mination from the root locus analysis of loop instability 
at values of G greater than, 2. 
4.. Search oscillator dc offset analysis. The phase track-
ing loop operates with the search oscillator frequency at 
zero when the loop is locked to a constant time offset 
input. If the transfer characteristic of the search oscillator 
is such that zero frequency out occurs for an input voltage 
of Eo volts rather than the desired value of zero volts, 
then the loop at locked conditions will act to generate a 
search oscillator control voltage of Eo volts. This E", 
called the search oscillator DC offset voltage, represents 
a finite loop error since zero error would result in a zero 
quarlrature correia tor count and a subsequent zero volt-
age out of the Df A COllverter. 
To minimize this search oscillator DC offset error, care-
ful adjustment of the search oscillator trimming compo-
nents was made. In addition, a precision adjustable DC 
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compensating circuit was incorporated into the equip-
ment in order to null Eo. Requirements for this nulling 
were determined from the DC offset analysis Laplace 
diagram of Fig. 13. 
In Fig. 13, a third rearrangement of Fig. 4, Des) is the 
Laplace function of the search oscillator DC offset voltage. 
En D(s) =-
s 
(56) 
L(s) is the Laplace function of the loop error due to the 
search oscillator DC offset voltage. Using analysis tech-
niques similar to the input analysis of Fig. 11, L· is found 
to be 
From the final value theorem of Eq. (46), the steady-state 
output error, L8B> is 
L - G8 Gf EoT 
88 - G (58) 
Using the value of 4 mV for Eo, and the remaining con-
stants as previously indicated, L 8 " is found to be 
L88 = 15ns (59) 
Thus to constrain the 10(rG errol' due to the search oscil-
lator DC offset to be withir'i 15 ns, the DC offset must be 
nulled to within 4 m V. Pre- and post-calibration pro-
cedures for the encounter mission indicated that this 
nulling accuracy was indeed accomplished. The sum of 
the three sources of loop output error described by 
Eqs. (51), (55), and (59) is equal to 45 ns. 
Table 2 lists the signal combiner constants described 
in the above analysis. 
IV. Operational Verification 
The: actual improvement in signal-to-noise ratio real-
ized by the combining equipment can be estimated from 
a plotof bit error rate of the processed data over the en-
counter track period. This plot is sho\vri in Fig. 14. The 
gradual increase of bit error rate at the beginning and 
end of the track is due to the lower antenna elevations 
and hence higher noise inputs at those times. 
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Toward the end of the track during the time indicated 
in Fig, 14, the combining equipment was switched out, 
and only the signal from DSS 14 was processed. During 
this time, the bit enol' rate increased from 0.037 to 0,052. 
This is equivalent to a loss of 0.7 dB in signal-to-noise 
ratio. Thus the actual improvement due to antenna array-
ing was within 0.1 dB of the calculated prediction. 
v. Conclusion 
Analysis of the equipment used to combine the base-
band signals from three antennas during the Mariner-
Mercury encounter on Sept. 21, 1974 shows that sig-
ilals arl'lvll1g at the antennas with a time disparity of 
over 50 p's werc aligned in time to an accuracy better 
than 50 ns. Moreover, the pignals were combined in such 
a manner as to increase the signal-to-noise ratio of the 
signal at one antenna by the sum of the signal-to-noise 
ratios of thc signals at the other two antennas. Also shown 
is that satisfactory equipment operation is relatively 
insensitive to the key equipment parameters of Signal 
mixing ratios and tracking loop gain. 
A plot of the bit error rate during the encounter track 
shows that the actual combiner improvementin signal-to-
noise ratio was 0.7 dB, a value within 0.1 dB of predicted 
theoretical maximum. 
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Appendix 
Derivation of Integrate-and-Dump Sampled Data Function 
A conceptual circuit for the integrate-and-dump func-
tion is shown in Fig. A-I. R(s), the Laplace function of 
the continuous input, is fed to an integrator of gain G. 
Peliodically, at intervals of T seconds, an impulse func-
tion is fed to the integrator. This impulse function, 
properly scaled by the attenuator, sets the integrator 
output, C(s), exactly to zero. A small amount of pure 
delay approaching zero in the limit, is required to de-
couple the zeroing of the output and the formation of the 
impulse function. 
Equations for the loop variables are 
C(s) = G R(s) - X·.£ 
s s 
(A-I) 
I Xes) = G C(s) e-6ST, (A-2) 
Since Xes) contains a pure delay tenTI, its Z-transform is 
(A-3) 
whel'c C(Z,m) is the modified Z-trnllsform of C(s). Taking 
the modified Z-tmnsfo1'11l of Eq. (A-I) and allowing a to 
approach zero as a limit gives 
( R(S))" • G C(Z,m)"6:1 ii'" = G -s- - X Z ~-. I (A-4) 
From Eqs. (A.S) and (A.4), X· is found to be 
• _ z ~~ I (R(S))' X ._-- --Z s (A.5) 
and Eq. (A-I) becomes 
C(s) = G R(s) _ G Z:- I (R(S))' 
s s Z s (A-B) 
C(S) is sampled at the instant before the impulse function 
sets it to zero. Thus the Z-transform of C(s) is 
• _ _ Z -- I (R(S))' 
C -C(Z,m)/II'l -G-Z -s- (A·7) 
A block diagram representing Eq. (A-7) is used for the 
quadrature correlator in Fig. 4. 
INTEGRATOR 
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Fig. A·I. Integrate·and·dump Laplace diagram 
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DSN Research and 'Technology Support 
E. B. Jackson 
R. F. Systems Development Section 
The activities of the Development Support Group in operating and 
maintaining the Venus Deep Space Station (DSS 13) and the Microwave Test 
Facility are discussed and summarized and progress noted during the period 
December 16, 1974 through February 15, 1975. Maior activities include 
preparation for a planned •• automated .station" demonstration and hardware/ 
software testing therefor, observations of rotation constancy of various pulsars, 
continued collection of Faraday rotation data with which to effect correction of 
spacecraft data for Earth's ionosphere effects, solar energy instrumentation. data 
collection activities, 400-kW X-band radar, Block IV receiver/exciter testing at 
DSS 14, and testing for electromagnetic compatibility with the proposed 
Goldstone surveillance radar. Exten.sive DSN 100-kWklystron testing, routine 
clock synchronization transmissions, and radio science support activities are 
also repurted. 
I. In Support of Section 331 
A. Station Automation 
During the two-month period ending February 15, 1975, 
the Development Support Group, in operating the Venus 
Deep Space Station (DSS 13) and the Microwave Test 
..,acility (MTF), made progress on various programs as 
discussed below. To meet budgetary limitations, the 
contractor staffing of the Development Support Group 
was reduced from 16 to 10 and the operating hours of the 
Venus Station from 80 to 40 hours per week, both actions 
effective on February 3, 1975. 
In support of the station automation program (RTOP 
68-Station Monitoring and Control Technology), which 
will demonstrate an automated station by performing a 
pulsar track under complete, remote, computer control at 
DSS 13, we provided 62-3/4 hours of testing. The software 
for on-site operation is essentially complete, and the 
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intercommunications among the computers is complete 
and functioning. Pulsar observations, complete with data 
collection, are being done under control of the master 
computer (the SDS-930 at the Venus Station) during these 
tests. 
B. Pulsar Observations 
In support of Pulsar Rotation Constancy (OSS-188-41-
52-09). we provided 64-~/2 hours of pulsar observations, 
during which the pulsars tabulated in Table 1 were 
observed, and precise pulse-to-pulse timing, pulse shape, 
and pulse power content were measured. These observa-
tions, which use the 26-m antenna and SDS-930 computer 
for data collection, were made at 2388 MHz, using left-
circular polarization (LCP). 
II. In Support of Section 333 
A. Faraday Rotation Data Collection 
Observing Applications Technology Satellite Number 1 
(ATS-l) at 137.25 MHz. two complete receiving systems 
record the angle the received electric field vector makes 
with the horizon. The data are recorded onto an analog 
chart recorder, a digital printer. and punched paper tape 
for later computer processing at JPL. The data are mailed 
to JPL at the end of each day's observations, and, after 
processing. are used to correct observed spacecraft 
doppler and range data for the effects of passing through 
the Earth's ionosphere. These data are collected automati-
cally 24 hours/day, 7 days/week. 
B. Sky Survey INAR Reliability Testing 
Using the 26-m antenna, the station receiver, and the 
Noise Adding Radiometer (NAR), data are automatically 
collected at night and during weekend hours when the 
station is unmanned. The antenna is fixed in position at 
180-deg azimuth, and observations are made at several . 
fixed elevation positions. During this period, observations 
were made for a total of 613-114 hours, at elevation angles 
of 80.6 through 81.9 deg, at a frequency of 2295 MHz, 
right-circular polarization (RCP). 
C. Radio Star Calibration 
As part of the Antenna Cain Standardization Program, 
observations are made at DSS 13 to determine received 
flux density of a number of radio sources. These 
observations, at 2278.5 MHz, RCP, were made of radio 
sources Cygnus A, Virgo A, and 3C123, using the 26-m 
antenna, the station receiver, and the NAR. The NAR has 
control of the antenna offsets and provides a semi-
automated data collection cycle, as well as recording the 
data. 
120 
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D. Solar Energy In:ltrumentaiion 
In support of RTOP 69-Tra.cking Station Operations 
T~chnology, the Solar Ene,gy Instrumentation Data 
Acquisition System (SEIDAS), which was relocated from 
DSS 14 to DSS 13, has had additional sensors added. 
SEIDAS currently has two pyrheliometers and three 
pyranometers, as well as sensors which measure air 
temperature, dew point, pressure, and wind speed. The 
data are recorded onto magnetic tape for later processing 
by the 1108 computer at JPL. 
III. In Support of Section 335 
A. Microwave Power Transmission 
In preparation for testing of the final array of 
"rectennas," additional cable pairs were extended from 
the collimation tf)wer to the operations building (C-51). 
(These pairs formerly terminated at building C-63.) 
Additionally, at the collimation tower, a three-phase, 100-
ampere ground fault interrupter (CFI) was installed to 
increase personnel protection. 
In preparation for the modifications necessary to the 
structure of the collimation tower, several prospective 
contractors visited the facility. At the end of the reporting 
period, the contract was awarded to Plas-Tal Corporation 
of Sante Fe Springs, California; they visited the site to 
make final measurements preparatory to fabricating the 
necessary steel. 
B. X·Band Radar 
With continued maintenance and operations support 
from us, the X-band radar was used to successfully obtain 
returns from the rings around the planet Saturn, as well as 
the minor planet Eros, when it came close to Earth in 
January 1975. The ring observations were made at a 
power output of 150 leW per klystron (two klystrons 
installed), but for the Eros observations the power output 
was successfully raised to 200 kW per klystron. 
A variable load was fabricated to test the traveling-wave 
tube (TWT) power supplies; one of the Logimetrics 
power supplies failed during test. The other Logimetrics 
power supply is installed and powering the Varian TWT. 
The helix drivers have also been installed, and the system 
is functioning well although some temporary equipment 
still remains. 
C. DSS 14 Block IV Receiver/Exciter 
In support of the implementation of the Block IV 
receiver/exciter at DSS 14 for use during the Viking 
mission, we aided in the installation and testing of the 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
1 
. 
I 
I , 
j 
1 
1 
i 
J 
I 
J 
li ·1,j ····~i 
.1 } 
receiver and exciter control panels, interface testing, and 
various troubleshooting. Also, using a test facility setup at 
DSS 13, we modified, repaired as necessary, and tested 
various modules for the system using newly generated test 
procedures with which to measure performance. Although 
some monitoring and other interface functions are still 
undergoing test, the Block IV receiver/exciter at DSS 14 
is functioning well. 
D. Goldstone Surveillance Radar 
.With the Ho,:her intensities of non-ionlzmg radiation 
now being emitted by the Goldstone antennas, a way to 
avoid accidental irradiation of aircraft which may fly into 
the dangerous part of the antenna beam is desirable. As 
part of the planning for the possible installation of a short-
range surveillance radar, we made measurements of the 
possible interference between such a radar and the normal 
DSN operations of spacecraft reception. 
Using an FPS-18 type radar as a baseline, measurements 
were made at DSS 14 using a simulated radar operating at 
2835 MHz. Appropriate pulsed signals having a peak level 
of -10 dBm were coupled into the maser, and their effect 
upon the demodulation of telemetry was examined. With 
the station demodulating telemetry with a signal-to-noise 
ratio (SNR) of 3.6 dB, no difference in the computer's 
estimation of SNR could be detected between the radar 
on/radar off configuration. However, this telemetry test 
was only of short duration and a longel' test at higher 
powers is planned. Examination of the RF performance of 
the receiver and monitoring system was also performed 
during the lO-hour test period. 
E. DSN Klystron Testing (100 kW) 
In support of the implementation of the 100-kW 
tl'ansmitters into DSS 43/63, extensive testing of the 
X-3060 klystrons to be employed has been conducted at 
DSS 13. These klystrons have been modified by Varian 
Associates, the manufacturer, and incorporate a new 
cathode design. 
Although some difficulty has been experienced with 
klystron dimensional variations that affect both body 
current and installation into the socket tank, complete 
parameter testing and a 12-hour "stability" run at 100-kW 
output power have been completed on klystron serial 
numbers A6-17-R2, HS-30-R2, K5-24-R1, and L5-34-Rl. 
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IV. In Support of Section 391 
Differential VLBI 
In support of the Differential VLBI Experiment (OTDA 
310-10-60-56), DSS 13, in conjunction with DSS 63, 
provided 8-1/4 hours of station support. During an actual 
5-1/4 hours of observation, 28 radio sources were 
observed with a new source being selected every 12 
minutes. Observations were made at 2290 MHz, using the 
26-m antenna adjusted to receive RCP. The data were 
recorded on a special recorder installed for this experi-
ment. 
V. In Support of Section 422 
A. Clock Synchronization Transmissions 
As scheduled by the DSN, transmissions were made as 
tabulated in Table 2 for a total duration of 12-1/2 hours. 
These transmissions are made at 7149.9 MHz, using the 
9-m antenna equipped with a l00-kW transmitter. 
B. Viking Mission Configuration Tests, DSS 14 
In support of the configuration testing at DSS 14, which 
is necessary in preparation for the Viking missions, we 
have provided on-site support to assure correct operation 
of the Block IV receiver/exciter, or to aid in troubleshoot-
ing in the event the system does not perform as expected. 
Except for some monitoring difficulties, we have sup-
ported the telemetry and command configuration testing 
to a successful conclusion insofar as the installed 
equipment will allow. A total of 88 hours of support was 
provided to this testing effort. 
VI. In Support of Section 825 
Planetary Radio Astronomy 
In support of the Planetary Radio Astronomy Experi-
ment (OSS 196-41-73-01), we observe the planet Jupiter 
and various radio calibration sources. Received flux 
density, at 2295 MHz, LCP/RCP, is measured using the 
26-!f1 antenna, the station receiver, and the NAR. 
Observations were made as tabulated in Table 3 and are 
made semi-automatically with the 26-m antenna offsets 
under the control of the NAR. 
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Table 1. Pulsars observed at DSS 13 (December 16, 1974 
through February 15, 1975) 
0031-07 0823+26 1706-16 2021+51 
0329+54 0833-45 1749-28 2045-16 
0355+54 1133+ 16 1818-04 2111+46 
0525+21 1237+25 1911-04 2218+47 
0628-28 1604-00 1929+10 
0736-40 1642-03 1933+ 16 
Table 2. Clock synchronization transmissions (Decemb;;~ 16, 
1974 through February 15, 1975) 
Station 
DSS42 
DSS43 
DSS 61 
DSS 62 
DSS 63 
Number of transmissions 
S 
S 
S 
1 
2 
Table 3. Radio calibration sources observed at DSS 13 
(December 16, 1974 through February 15, 1975) 
SCl7 
3C48 
SC12S 
3Cl38 
3C147 
3C348 
3CS53 
PKS 0237-23 
lC5146 
-~----.--- - .- .... ..,-
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Diagnostic and Control Panel for the 
Coherent Reference Generator 
C. F. Foster 
R. F. Systems Development Section 
This report describes the diagnostic and control system developed for the 
CoheTiJ'lt Reference Generator (eRG). All elements of this assembly are designed 
to have configuration control, failure analysiS, and fault location performed 
either manually or by a remote computer. The mechanical control portion 
provides the selection of a frequency standard as well as either computer or 
manual mode of operation. To facilitate -rapid system repair, all eRG input and 
output, signal levels, and power supply levels are monitored for performance 
within their specified limits, with the failed elements triggering the eRG alarm, 
and displaying the location of failure on the front panel. 
I. Introduction 
The Diagnostic and Control Panel for the Coherent 
Reference Generator (CRG) is designed in accordance 
wit}! the requirements set forth in DSIF Standard Design 
Requirements 00001. This panel features fully automated 
performance monitoring, including indicators that allow 
the operator to determine the operational status of each 
mod~.de, as well as the presence of all input signal levels. 
Frequency standard selection is made by a single front 
panel switch, as is manual! computer selection, and fault 
indicator test. The elimination of complex displays, 
multiple switches, and controls assures the necessary 
performance requirements to minimize operator expense. 
To provide for future growth, this panel incorporates 
computer interface and control logic so that system 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
configuration, failure analysis, and fault location can be 
performed by a remote computer. The computer capabil-
ity is designed such that all the necessary logic is on plug-
in cards. This allows sites presently without computer 
control to eliminate the cost of the computer interface/ 
control logic until such time that a computer does become 
available; then, to achieve full computer capability, all 
that will be required is to purchase the necessary cards 
and plug them into prewired s~kets. 
II. Implementation 
A simplified block diagram of the Diagnostic and 
Control Panel (Fig. 1) shows the major logic functions. All 
inputs and outputs are internally monitored at the module 
level, and signal presence confirmation signals are 
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presented to the Diagnostic Panel as active transistor-
transistor logic (TTL) "low" levels. AlJ module status as 
well as power supply and switch conditions are fed in 
parallel to the CRG's good/bad alarm. If anything is out of 
tolerance, even if a module is not plugged in, the operator 
is alerted by an audio alarm and the remote computer sees 
a fail signal. 
For description, this panel easily breaks down into two 
major functions: manual control and computer control. In 
the manual control mode, the frequency standard selection 
is accomplished with a mechanical fail safe switch 50 that 
if ac power is momentarily interrupted, the operator will 
not have to re-select the frequency standard. This switch 
also establishes the code for the station I-MHz clock 
driv~r to assure that the proper secondary standard is 
selected in the event the primary fails. The individual 
module status lights shown in the lower-left corner of Fig. 
2 indicate the location of a failed module using a grid 
system whereby each separate panel in the cabinet is 
numbered starting from the top as AI, A2, etc., and 
modules within a panel are numbered left to right as AI, 
A2, and A3 (i.e., the third module from the left in the sh:th 
panel would be located by a light at po~ition A6A3 in the 
front panel module grid). This method of module 
identification greatly reduces the cost of expansion and 
change, as control panel engraving will not have to be 
changed when modules are added. The input signal 
display, upper-left corner of Fig. 2, indicates if either the 
I-MHz or the 5-MHz signal is not present, and if the 0.1-
MHz or lO-MHz is not present. The station clock standard 
indicates the presence of the I-MHz primary and 
secondary standards. This indicator provides a monitor on 
the backup frequency standard, which is automatically 
placed into service in event of a primary standard failure. 
Other front panel indicators display power supply and 
backup battery status. The condition of each coaxial 
switch in the frequency standard selector is displayed, as 
they are designed to be replaced by the operator in the 
event of failure. A test switch is designed into the front 
panel for the operator to check proper operation of the 
indicator lights. Four pushbutton switches select the 
····~-··--r· 
I 
I 
primary frequency standard, with adjacent lights verifying 
that the correct sequence of switch operations has taken 
place. A front panel switch with a mechanical lock selects 
either manual or computer mode of operations. 
In the computer mode all front panel indicators 
operate. The computer interface is deSigned to be fulJy 
compatible with DSN Standard Interface Specification 
ES508534, and incorporates the hybrid handshaker circuit 
(Ref. 1). A single status output alerts the computer in the 
event of a Coherent Reference Generator failure, thus 
alJowing the computer to perform functions other than 
continua1Jy monitoring all the individual modules. When 
the computer is alerted that there is an anomaly in the 
CRG, the DSN standard interface protocol is put into 
effect to interrogate the module status word generator, 
thereby locating and displaying the fault for operator 
action. Computer configuration control is initiated through 
the standard interface circuit only if the computer/manual 
switch is in computer mode. 
The control circuit is deSigned using shift registers as 
digital filters to eliminate the possibility of noise on the 
interface lines from changing the frequency standard 
selection. The control sequence requires the computer to 
place the code corresponding to the frequency standard to 
be selected on data transfer lines (2) through (5) along with 
a separate control bit on data line (1) of the interface. 
After the handshaker has cycled through the proper 
protocol, an XEQ command generated by the handshaker 
is applied to the decoder, and the command is transferred 
to the frequency standard selector. The decoder has a 
volatile memory that is protected against power line 
outage by a backup battery system, thereby providing fail 
safe operation in both computer and manual modes. 
III. Conclusion 
The Diagnostic and Control Panel has been developed 
and fully tested in the laboratory. It has been installed and 
is operating at DSS 14, meeting all design goals. Present 
plans call for adding this capability to the remaining 
Coherent Reference Generators instalJed in the 64-m net. 
Reference 
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1. Foster, C. F., Complete Logical Operation and Test Procedure of Handshaker 
Circuit, Spec. TP510942A, in preparation (JPL internal document). 
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Fig. 1. Diagnostic and Control Panel simplified block diagram 
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Automation of Data Gathering and Analysis 
for the Fourth-Harmonic Analyzer 
Y. L. Grigsby 
R. F. Systems Development Section 
The Fourth-Harmonic Analyzer is used to measure the magnitude of the fourth 
harmonic of the S-band transmitter in waveguide Jor any mode or combination 
oJ modes to develop operational techniques in measuring harmonics. The 
gathering and analyzing of data have been automated to reduce the number of 
man-hours needed to perJorm this task by hand. 
I. Introduction 
An analyzer called the Fourth-Harmonic Analyzer has 
been developed (Fig. 1) to measure the magnitude of the 
fourth harmonic of the S-band transmitter in waveguide 
for any mode or combination of modes and to develop 
operational techniques to establish measurement accuracy 
in . measuring harmonics. (Refer to Ref. 1 for technical 
information on the analyzer.) Previously it took two 
people two hours to gather the data. An additional two 
days were needed to analyze the data. With the use or' a 
PDP-1l/20 compu{er along with its real-time program-
ming and operating system, RT-H, and a general 
microwave digital power meter, the time required for 
gathering and analyzing data is drastically reduced. 
126 
II. Summary 
A PDP-U/20 with RT-ll program was used to analyze 
data of the Fourth-Harmonic Analyzer. A program was 
written to (l) read the voltage standing wave ratio 
(VSWR) values from a file stored on Digital Equipment: 
Corporation (DEC) tape, (2) read the power-level data 
typed in at the teletype (TTY), (3) save the power-level 
data on paper tape, (4) analyze the data, (5) compute the 
total power, and (6) provide the option of listing only the 
total power or the total power, all data, and calculated 
values. The preliminary results were within H.B dB of the 
measured harmon{c input. The time required to gather 
. and analyze data was reduced frorr. two days to three 
hours. 
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The automation of data gathering and analyzing is the 
6rst step in establishing measurement techniques and 
instrument precision. With automation many tests can be 
run to achieve maximum accuracy in a laboratory 
environment prior to inserting the analyzer into the high-
power microwave system and making the actual power 
measurements. The time required for gathering and 
analyzing data is drastically reduced. 
III. Previous Analyzing Techniques 
The power level at each port was read by a power 
meter and recorded on a work sheet. In the laboratory 
only the test procedure requires placing objects, such as 
metal, in the waveguide to obtain various combinatioris of 
modes. The data gathering process took two people two 
hours. One: person alone took an additional two days to 
analyze the information and calculate the total power. 
The calculation involved 960 pieces of data. 
The analyzer has a total of 240 ports. The ports are 
divided into nine groups labeled A through 1. Each group 
contains 30 ports with the exception that there are no 
ports for Cl6 through C30 and G16 through G30. For 
programming purposes the ports become a 9 X 30 matrix. 
Using the measured VSWR of each port, the measured 
power levels were corrected for all ports. The corrected 
values were then summed and multiplied by the insertion 
loss to obtain the total power. For each port, a total of 
four data values were used (two given data values and two 
computed values), giving a grand total of 960 values. 
IV. Automation Techniques 
To automate the procedure of gathering and analyzing 
data, the following equipment was used: 
(1) PDP-1l/20 computer with RT-ll operatxng system. 
(2) Teletype or cathode-ray tube (CRT) terminal. 
(3) Fourth-Harmonic Analyzer. 
(4) General microwave digital power meter with test 
probe. 
Figure 2 shows how the equipment is set up. 
A program was written to analyze the data and 
compute the total power. The program also has the option 
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of listing only the total power or the total power, all data, 
and calculated vakes. The flowcharts (Figs. 3-8) describe 
in more detail how the program works. The measurements 
are typed in at the TTY or CRT from the recorded data. 
Each data !falue typed in is saved by the high-speed 
papt;r-tape punch. The VSWR values are stored and read 
from a file maintained on DEC tape. This is possible 
b£cause one advantage of RT-ll Basic is the ability to 
read and write clata files while running a basic program. 
All measurements are analyzed in the computer and the 
process of afi\.alyzing data which took two days was 
reduced to three hours. 
If a listing of the analysis (all data and calculated values) 
is required at a later date, the data I!Jn paper tape are fed 
through the high-speed paper-tape reader. A second 
program was written fOk the sole purpose of reading the 
data (measured power levels) off of paper tape, reading 
the VSWR values off of a file on DECtape, analyzing all 
data, and reproducing a complete listing of the analysis. 
The paper tape saved time because it eliminated the need 
of typing in the data at the TTY again. 
V. PDP·11/20 and RT·ll 
One outstanding feature of RT-ll is its ability to link an 
assembly language routine with a basic program. This 
feature makes .it possible to insert the test probe into a 
port of the analyzer, read the power level, and transmit 
the data to the assembly language routine in the 
computer. The basic program then cans on the assembly 
language routine for the data. The linhge of an assembly 
language routine to a basic program works on the same 
principle as fortran and its subroutine. This linkage will 
completely eliminate the need of typing .in data at the 
TTY in the future. 
VI. Future Plans 
In the near future the gathering and analyzing of the 
data for the Fourth-Harmonic Analyzer will be fully 
automated. Data will no longer have to be recorded on a 
data sheet and typed in at the TTY. There will be a direct 
connection between the digital power meter and the 
computer. As the power levels are displayed and read by 
the meter, they will automatically be stored in the 
computer by way of the "data line" (see Fig. 2). The 
entire task will require only one person instead of the two 
people required to perform the present automation 
techniques. 
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Reference 
1. Smith, R. H., "Fourth Harmonic Analyzer," in Th~ Deep Space Network 
Progress Report 42-20, pp. 121-123, Jet Propulsion Laboratory, Pasadena, 
Calif., Apr. 15, 1974. 
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Fig. !. Fourth ·Harmonic Analyzer 
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Fig. 2. Laboratory equ ipment setup fOI automation of 
harmonic analysis 
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Goldstone Solar Energy Instrumentation 
Project: Description, Instrumentation, and 
Preliminary Results 
M. S. Reid, R. A. Gardner, and O. B. Parham 
Communications Elements Research Section 
A solar energy instrumentation pro;ect has been initiated at Goldstone in 
order to support the investigation of Goldstone as a possible site for a 
demonstration pro;ect by acquiring fundamental information about solar 
radiation characteristics at that location and by helping to build an adequate 
technological base for the engineering of solar-based energy systems suitable for 
Goldstone. The initial instrumentation and results for the first three months of 
operation are discussed and presented in tabular and graphical form. 
I. Introduction 
The Goldstone Space Communications Complex has 
several unique characteristics which make it appropriate 
for consideration as a solar energy demonstration project 
that could attain a high degree of energy self-sufficiency 
and possibly make a significant contribution to the 
achievement of a national goal of energy independence. 
This work supports the investigation of Goldstone as a 
possible site for a demonstration project by acquiring 
fundamental information about solar radiation characteris-
tics and by helping to build an adequate technological 
base for the engineering of solar-based energy systems 
suitable for Goldstone. 
The work unit is divided into two parts, which are of 
nearly equal importance and magnitude and have nearly 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
concurrent schedules. Both parts require the acquisition of 
data over extended periods. Part A acquires solar radiation 
and meteorological data to improve the accuracy of 
probabilistic models essential to engineering design. Part B 
acquires performance data on measurement equipment 
placed at Goldstone for feedback to the technological base 
to improve the basic physical models used for syst~m 
analr-sis and evaluation. 
Solar collectors potentially suitable for a solar-electric-
hydrogen fuel generation subsystem at Goldstone will be 
analyzed to determine wha.t site-peculiar information is 
needed to specify, design, and evaluate them. The 
information falls into three classes: (1) insolation, both 
specular and. diffuse; (2) meteorological, such as wind 
speed and direction, temperature, relative humidity, etc.; 
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and (3) environmental, such as dust and sand deposition 
and erosion. The information does not include characteris-
tics that can be determined by measurement at places 
other than Goldstone, such as absorptivity and emissivity, 
or other properties of materials. 
Raw data from measurements are not directly usable for 
the engineering of solar collectors or for the analysis of 
complete solar-hydrogen fuel subsystems; the probabilistic 
models must be fitted to the raw data. A probabilistic 
insolation model will be devised for the total insolation 
and for the specular component as a function of collector 
concentration, and a probabilistic meteorological model 
will be devised for wind speed and direction, temperature, 
relative humidity, etc. In all cases, the models will include 
probability density functions for the year and for each 
month. The insolation and meteorological models will be 
fitted to the data to improve their accuracy and to 
establish Ihe degree of correlation among the random 
variables in the models. This correlation, however, will not 
be included ill the early models. 
As a result of examining potentially suitable solar 
collectors and probabilistic models, a set of measurements 
will be defined. Commercial instruments have been, and 
will continue to be, specified and procured to make as 
many of the measurements as possible. Where commercial 
instruments are not available, such as devices for 
measuring the specular component of insolation as a 
function of collector concentration, the necessary instru-
ments will be designed and built. 
Some of the measurements are already being made 
under other Office of Tracking and Data Acquisition 
(OTDA)-funded activities (Microwave Weather Project, 
Operational Meteorological Data System, Conscan Pro-
ject). Whenever possible, common measurements will be 
made by instruments already incorporated into the other 
data-gathering equipments. 
A complete program of measurements at other NASA 
tracking stations is not required at this time. However, an 
operational meteorological data system is being imple-
mented at DSSs 14, 43, and 63, which will incorporate a 
single insolation instrument, a hemispherical pyranometer. 
The data from each of the systems will be delivered to this 
project for reduction and analysis. The reduced data from 
DSSs 43 and 63 will serve as the basis for preliminary 
insolation and meteorological models for those stations 
when needed. By correlating the data from the three 
stations, it will be possible to extend the Goldstone models 
to obtain preliminary models for the other complexes as 
needed. The extension technique will be useful in devising 
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preliminary models for other NASA tracking stations and 
complexes. 
Part B of the project is concerned with developing the 
technological base needed to analyze and evaluate an 
entire solar-hydrogen fuel subsystem for Goldstone, 
including its component parts. Particular attention will be 
paid to identifying the key parameters that would be 
needed in each case to specify devices and subsystems. 
When sample collectors or other components are 
procured from industry (not by this project) or are 
supplied to JPL for evaluation, instrumentation will be 
developed or procured to measure actual performance. 
The performance data will be used to compare actual 
versus theoretical performance, and the information will 
be fed back to improve the technological bl!.se. 
When a complete solar-hydrogen sub,~ystem is installed 
at Goldstone (there may be more Lhan one), instrumenta-
tion for the long-term evaluation of Us performance will 
be developed or procured, installe,d. and transferred to the 
operations organization for maintenTtllCe and operation. 
Data acquisition will be monitored to a5!lUre the validity of 
the data. The actual performanc::e datil.. will be compared 
with the theoretical performaw;c) computed using data 
collected at the same time by the infitmments provided 
under Part A. 
The use of actual field test data will permit the 
economic feasibility of proposed modifications to the 
solar-hydrogen subsystem to be determined. The data will 
also permit an assessment of the economic factors relating 
to the possible install('.tion of solar-hydrogen subsystems at 
other NASA tracking stations or complexes. The as!;C5s-
ment will be facilitated through the use of preliminary 
insolation and meteorological models developed for the 
Spanish and Australian tracking complexes based on data 
from Part A. 
II. Initial Instrumentation 
A pyrheliometer was installed on the roof of the main 
control building at DSS 14 on June 19, 1974. A 
pyrheliometer is a commercial instrument which measures 
the total incident radiation, both specular and diffuse, over 
a hemisphere. Its orientation is horizontal to measure the 
total fadiation from the sky. 
This instrument is an Eppley-type pyranometer, which 
has a r.adial wire-wou.,d differential thermopile as a 
detector. The hot junction receivers are blackened and the 
cold junction receivers are whitened. When exposed to 
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solar radiation, the blllck and white surfaces develop a 
marked temperatur(} difference, and the resulting voltage 
ill pmportional to the intensity of solar radiation. The 
instmIl:U! has a built-in temperature compensation 
circuit lor a standard matching condition through the 
range -20 to + 40°C. The thermopile unit is formed of 48 
artificial junctions by copper-plated Constantan wire and 
mounted under a precision-ground optical quartz glass 
hemisphere. The wavelength response is maximized from 
0.32 to 2.5 microns. Instrument linearity is ±1% over 0 to 
2 langleyslmin (0 to 1.3956 kW 1m2) and the temperature 
dependence is ±1.5% consistency over -20 to + 40°C. 
Response time (1/ e) is 3 to 4 seconds. 
The clear day data from this instrument will be useful 
for determining or verifying a theoretical clear day 
insolation model for Goldstone. Data for cloudy days will 
be useful for determining or verifying a probabilistic 
model of Goldstone insolation. This report presentli the 
data from this instrument for the period June 19 through 
September 30, 1974. 
Other instruments that were operating at Goldstone 
(DSS 14) during this period were meteorological instru-
ments. These included temperature, barometric pressure, 
dew point, wind speed and direction, and rainfall. The 
data that are precented in this report are temperature, 
barometric pressure, and absolute humidity in terms of 
grams of equivalent water per cubic meter of air. 
An automatic data acquisition assembly has been 
procured and is presently being commissioned. It consists 
of a central recording station which has the capability of 
interfacing with up to 10 remote stations. The remote 
stations will interface with transducers in a given 
instrument, or set of associated instruments, and condition 
the signals for transmission to the central station. The 
various signals will be time-multiplexed for transmission 
under the control of the central station. The central 
station will control the multiplexing of the remote stations 
so that the signals from all of them are interlaced. The 
station will condition the signals and record them on a 
magnetic tape that is computer-readable. The recording 
will be time-tagged. 
III. The Results 
The pyranometer output is a voltage which is calibrated 
in terms of langleys per minute (kW 1m2) of solar flux. The 
data system recorded one data point per minute. When 
these data are plotted on a daily basis, the result is a curve 
of langleys per minute (kW 1m2) versus time. Figures 1 
through 5 show samples of these daily graphs which cover 
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the range of weather conditions experienced at Goldstone 
since the start of this project. Figure 1 is a clear day. 
Figure 2 shows some noon haze in an otherwise clear day. 
Figure 3 is the graph of a day with clouds in the 
afternoon. Figure 4 shows a day with fast moving clouds, 
and Fig. 5 i~ the graph of a heavily clouded day. It must 
be noted that the peaks in Figs. 4 and 5 are higher than 
would be expected from a clear day. This is due to 
reflection off large white clouds not in the direct sun-line. 
Computer integration of the area under these curves 
yields the total energy received for the day. The units are 
kW 1m2, sometimes quoted as langleys, where 1 langley = 
1.1630 X 10-2 kWh/m2. 
Table 1 is a listing of the pyranometer data by day 
number and date for the period June 19 through 
September 30, 1974. The table lists peak energy for the 
day in kW 1m2 and total received energy for the day in 
kWh/m2. These two columns list measured data only, and 
only those days have been included when data were 
recorded continuously throughout the sunrise-lo-sunset 
period. The next column lists total energy for the day in 
kWlm2 as determined by a theoretical clear day model. 
This model is the JPL theoretical clear day model for 
Goldstone based on the ASHRAE formula (Ref. 1). The 
next column ill the table lists the dimensionless ratio of 
~ measured total daily radiation to total daily radiation by 
the clear day model. 
One of the first objectives of ti.1is project is to determine 
a clear day model of solar insolation at Goldstone from 
which a probabilistic model of cloudy day insolation can 
be built. On those days with light or moderate clouds the 
graph of langleys per minute (kW 1m2) versus time was 
curve-fitted to remove the effects of the clouds and thus 
simulate a clear day. This was possible on a number of 
days when the langleys per minute (kW 1m2) curve could 
be filled in with reasonable certainty. The curve with 
cloud effects removed was integrated to yield a corrected 
clear day totill energy. The last column in the table lists 
these data. 
Figure 6 is a plot of the daily measured peak energy as 
a function of time for the period June 19 through 
September 30, 1974. Figure 7 is a plot of daily total 
energy together with a curve of the JPL clear day model 
for Goldstone. Figure 8 shows daily total energy for all 
cl~ar days, both real and corrected, for the period June 19 
to September 30 above. The standard deviation of these 
data from the clear day model is 0.316 kWh/m2 or about 
4%. Some data points, however, are above the model and 
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this is under investigation. Figure 9 is a graph of the ratio 
of measured data to clear day model. The data are total 
daily energies and the horizontal line indicates measured 
data equal to the clear day model. 
Figures 10 through 13 show certain meteorological 
parameters measured at DSS 14 for the same period as the 
solar figures. Ambient temperature and daily maximums, 
minimums, and means are plotted in Figs. 10 and 11; Fig. 
12 is barometric pressure. Figure 13 shows absolute 
humidity in terms of grams of equivalent water per cubic 
meter of air calculated from measured dew point and 
ambient temperature. 
IV. Conclusion 
Preliminary data have been obtained and reduced. The 
results demonstrate the clear requirement for more data 
and more consistent data acquisition. Other measuring 
instruments will be added when they are built or procured 
and more efficient data analysis techniques will be 
investigated and implemented. 
Reference 
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Table 1. Solar insolation data, specular and diffuse, for Goldstone for the period June 19 through September 30, 1974 
Day number Date Peak, kW/m2 
Measured total 
energy, kWh/m2 
171 Jun20 0.973 8.300 
172 Jun21 1.004 8.508 
173 Jun22 1.000 8.454 
174 Jun23 0.999 8.464 
175 Jun24 0.991 8.182 
176 Jun 25 0.969 8.232 
177 Jun26 1.008 8.551 
178 Jun27 1.027 8.824 
179 Jun28 1.026 8.738 
180 Jun29 0.995 8.471 
181 Jun30 0.988 8.373 
196 Jul15 1.157 6.849 
197 Jul16 0.985 8.172 
199 Jul18 1.017 8.260 
200 Jul19 1.098 4.140 
201 Ju120 1.060 7.669 
202 Jul21 0.968 7.994 
203 Jul22 1.046 7.137 
204 Jul23 1.173 6.501 
212 Aug 1 0.932 6.823 
213 Aug 2 1.034 4.966 
225 Aug 13 0.991 7.895 
226 Aug 14 0.972 7·f.'H 
227 Aug 15 1.007 8.l .• a 
228 Aug 16 1.018 8.200 
229 Aug 17 1.020 8.183 
230 Aug 18 1.069 7.848 
231 Aug 19 0.997 7.942 
232 Aug 20 1.008 7.707 
233 Aug 21 1.005 7.981 
234 Aug 22 1.000 7.914 
235 Aug 23 1.015 7.991 
236 Aug 24 0.992 7.808 
239 Aug 27 1.014 7.976 
240 Aug 28 0.975 7.363 
241 Aug 29 0.946 7.357 
242 Aug 30 1.028 7.623 
247 Sept 4 0.923 6.510 
248 Sept 5 0.927 6.921 
249 Sept 6 0.873 6.618 
250 Sept 7 0.873 6.513 
251 Sept 8 0.849 6.441 
252 Sept 9 0.858 6.510 
253 Sept 10 0.859 6.553 
254 Sept 11 0.855 6.444 
256 Sept 13 0.851 6.433 
257 Sept 14 0.861 6.502 
258 Sept 15 0.858 6.509 
259 Sept 16 0.858 6.447 
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Clear day 
model, kWh/m2 
9.176 
9.173 
9.171 
9.169 
9.166 
9.162 
9.157 
9.151 
9.145 
9.138 
9.131 
8.932 
8.913 
8.873 
8.853 
8.831 
8.809 
8.790 
8.770 
8.587 
8.561 
8.197 
8.162 
8.127 
8.091 
8.055 
8.018 
7.981 
7.924 
7.904 
7.870 
7.836 
7.802 
7.694 
7.657 
7.619 
7.581 
7.377 
7.336 
7.294 
7.21H 
7.209 
7.165 
7.122 
7.077 
6.988 
6.942 
6.896 
6.850 
',,\\ 
Ratio data/model 
0.905 
0.927 
0.922 
0.923 
0.893 
0.898 
0.934 
0.964 
0.955 
0.927 
0.917 
0.711 
0.917 
0.931 
0.468 
0.868 
0.907 
0.812 
0.741 
0.795 
0.580 
0.963 
0.963 
1.002 
1.013 
1.016 
0.979 
0.995 
0.973 
1.010 
1.006 
1.020 
1.001 
1.037 
0.962 
0.966 
1.006 
0.882 
0.943 
0.907 
0.898 
0.893 
0.909 
0.920 
0.911 
0.921 
0.937 
0.944 
0.941 
Clear and 
corrected total 
energy, kW\l/m 2 
8.392 
8.605 
8.536 
8.554 
8.278 
8.302 
8.638 
8.906 
8.822 
8.540 
8.373 
8.172 
8.495 
8.163 
7.994 
8.013 
7.929 
8.181 
8.262 
8.219 
8.059 
8.083 
7.981 
7.914 
7.991 
7.808 
7.993 
7.520 
7.502 
7.141 
6.639 
6.545 
6.494 
6.517 
6.565 
6.444 
6.448 
6.520 
6.541 
6.468 
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Day number 
260 
261 
264 
265 
271 
272 
273 
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Date Peak, kW/m2 
Sept 17 0.855 
Sept 18 0.853 
Sept 21 0.822 
Sept 22 0.822 
Sept 28 0.860 
Sept 29 0.849 
Sept 30 0.863 
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Table 1 (contd) 
Clear and 
Measured total Clear day Ratio data/model corrected total 
energy, kWh/m2 model, kWh/m2 energy, kWh/m2 
6.421 6.803 0.944 6.436 
5.752 6.756 0.851 
6.094 6.613 0.922 6.117 
6.066 6.565 0.924 6.066 
6.173 6.276 0.984 6.204 
6.029 6.227 0.968 
5.873 6.178 0.951 6.360 
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Software for Multicomputer 
Communications 
J. W. Layland 
Communications Systems Research Section 
This article contains a brief discussion of the alternatives which exist for 
software support of intercomputer communications in a multiple minicomputer 
network, and a detailed description of a software package which implements a 
relatively flexible option on the Xerox 91019201930 and Sigma computers. The 
material should be applicable to the intercomputer communication needs of the 
tracking stations as tile number of subsystem control minicomputers within 
these stations increases in the near future. 
I. Introduction 
The tracking stations of the Deep Space Network 
currently use a few computers for handling telemetry and 
command data streams, for control of the large antenna, 
and for monitoring various performance measures of the 
station. It is expected that computerized control and 
monitoring of station functions will greatly increase in the 
near future in order to generally improve maintainability, 
and to increase the fraction of time that the station is 
ava.ilable for spacecraft tracking. Given current trends, this 
increased computerization will likely be accomplished 
through a number of small computers, each of which is 
interfaced to some specific subset of the tracking station 
equipment. Each of these subsystem computers would be 
interfaced in some fashion with the other computers jn 
order to enhance the coordinated operation of the station, 
and to enable the pooling of certain resources, stich as 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
computer unit-record peripherals. Multiple minicomputer 
networks have been used successfully in industry in ,a 
variety of process control and monitoring applications. A 
similar multiple minicomputer network is under develop-
ment as the DSN Network Control System (NCS), 
wherein each of the minicomputers performs a dedicated 
monitor/control function for the network operation as a 
whole. In the NCS, the separation between functional 
entities effect~ a well-defined physical interface between 
software development teams for each of the functions. 
This separation has been viewed as a means to increasing 
software reliability and easing some of the problems 
inherent in developing large multi-function systems, The 
communication paths which exist between the minicom-
puters must support the interface between the various 
functions of the system, hence the organitl\tion of these 
paths, and the associated features, represents a significant 
item in the overall system design. 
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A previous article (R,.f 1) described one approach to 
the capabilities and features of an intercompuler commu-
nication structure usable in these applications, and a 
second article (Ref. 2) is a detailed descriptiOI) of Our 
"twin-coax" intercomputer communications hardware and 
interfaces. Within this framework, a large amount of 
flexibility still exists for communication modes to be 
supported by the software, and the overall system 
organization. Section II of this article contains a brief 
discussion of the alternatives which exist in software 
support of intercomputer communications; succeeding 
sections contain a detailed description of the software 
which implements OlJe of the more complex and flexible 
options on our Xerox 910/930 and Sigma computers. 
II. Features and Capabilities 
The communications paths which are established 
between computers in a multicomputer structure have 
one primary reason for their existence: to provide 
distributed access to resources and/or data which are 
maintained as a private or localized resource for reasons of 
economy, reliability, or policy. In a tracking station, 
examples of such resources could include the current-exact 
antenna position, the most recent estimate of the 
telemetry downlink signal-to-noise ratio, the floating-point 
arithmetic capability needed to evaluate predict polyno-
mials, data-storage devices, and computer input/output 
devices. One of the more important considerations in 
defining capabilities is that the overall system must be 
robust and tolerant of both data errors in messages and 
failures inside anyone of the subsystems. A straightfor-
ward system organization, and one which can be the most 
resistant to propagation of errors is a simple hierarchy: 
Each subsystem minicomputer "owns" a small segment of 
the overall system, and performs all control, monitoring, 
and data handling functions associated with that segment 
of the system. Groups of the subsystem minicomputers are 
in turn owned by a supervision-type minicomputer, and so 
on. Capabilities which are needed by a subsystem are 
mostly contained within the subsystem minicomputer, and 
those capabilities not contained are provided by a higher 
level of the hierarchy. Physical communication paths exist 
only along vertical lines of the hierarchy. The simplicity of 
such an organization limits the propagation of failures 
through the system, makes it relatively easy to intelli-
gently allocate resources, and restricts the growth of 
complexity in the software developed to support the 
intercomputer communications paths. 
This simplicity also restricts flexibility for changes and 
for recovery from certain types of computer failures. The 
greatest flexibility would be obtained by providing a 
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universal communication bus which allowed any computer 
to communicate with any other computer and/or any 
item of system hardware. Such flexibility enables "instant" 
failure recovery but also enables extensive error propaga~ 
tion through the system. It also appears that it would be 
quite difficult to build. OUI' overall approach (nef. 1) 
utilizes a functional equivalent of the universal bus 
between computers, but retains "ownership" of subsystem 
hardware by the subsystem control computer. Logical 
communication paths would be established on this bus for 
current operatiolls, and revised as needed for mission 
changes. Intercomputer communications software could 
be organized into a simple hierarchy using this bus, or the 
software could be made transparent to the bus organiza-
tion, rehlining its flexibility and complexity for the 
"applications-level" software. In the software package to 
be described later, the logical communication paths are 
not Hbuilt in" the software, but are established dynami-
cally during program execution. 
During initialization and system start-up, these commu-
nication paths would carry programs and operating data 
bases from a pooled storage facility to each of the 
subsystem control computers, and, in response to a failure 
in any part, additional diagnostic programs could be 
transferred from the same fadiity to the one affected unit 
or units. Activation and deactivation of various program 
parts in each subsystem would also occur in response to 
messages transmitted on these communication paths. 
During normal operation, data descr.ibing the current 
status of parts of the system would be transferred from the 
subsystems which measured or computed those data to 
other subsystems which need them. Assuming a hierarchi-
cally organized system, such communication would only 
occur along the lines of authority within the system. 
During software and system development, yet a third 
mode of operation occurs, where a subsystem control 
computer has some, but not aU, of the resources needed 
for software development. The software loaded into the 
subsystem computer from the central repository is in this 
case the assembler/compiler for that machine's language. 
When this program is activated, the computer communi-
cations paths provide it access to three or more distinct 
and independent devices which exist as peripherals to one 
or more of the other computers, or which are emulated 
through software or data sl:or2lge devices on other 
computers, This is closely analogous to a "remote batch" 
operation, except that here the computing element is local 
to the subsystem engineer's interest, and the unit-record 
peripherals are remote. 
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An intercomputer communications driver package has 
been developed which appears in principle to be capable 
of performing in any of these operational modes. 
Complete error control logic is included for data errors 
and errors in addressing of messages. Some features are 
provided, such as data type identification, and multiple 
logical paths between any computers, for which as yet 
only a hypothesized need exists-in the belief that such 
features were easier to include in the initial package, and 
then remove if not needed, than they would be to add at a 
later date. 
III. Link-Network Software Package 
The communications software package consists of a 
collection of interrelated subroutines which provid(~ the 
direct interface between a subsystem's main, or "applica-
tions-ieyel" program, and the intercomputer communica-
tions hardware which physically connects the computers. 
In addition, this package provides error detection and 
control logic, message formatting, buffer management, and 
a variety of lesser services for the calling program. The 
computer link-network is organized conceptually as in Fig. 
I, although the physical organization may differ. Each 
minicomputer has a unique identifying number which is 
used to address messages to it from any other minicom-
puter through the switch "X." Up to seven distinct bi-
directional logical channels may exist between any pair of 
computers, as determined during program execution. 
Table 1 lists the subroutine entry calling sequences for 
the two currently existing implementations of the Unk-
network communications package. The principal entry 
pOints are those for establishing read-requests, or reque,~ts 
to receive data; for writing data along a path to a specified 
destination computer on any of the logical channels; and 
for checking the completion of prior requests. Entry 
points in the lower half of Table 1 provide for general 
management of the communications paths. A description 
of these subroutine calling sequences and their effect 
appeul~ in Section V, together with a description of the 
tables which must appear in the calling program. The 
descriptions which follow in Sections IV to VI are in 
sufficient detail to serve as a manual for the user of the 
link-network package, and may be skipped by the casual 
reader. 
IV. Message Protocol 
The adopted message format is shown in Fig. 2. It is a 
close derivative of the formats of the IBM Multileaving 
protocol, with the addition of the two address bytes. The 
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Multileaving terminology is used to identify the other 
overhead bytes, where applicable. 
Both address bytes are of the form l X'CO' + n, where 
n is the computer identity number, in the range from 1 to 
63. They serve to uniquely identify a communication path 
frolll computer "SRC" to computer "OST." The reverse 
path is denoted by a reversal of the address codes, and is 
always activated simultaneous with the forward path. The 
Block Control Byte (BCB) is of the form X'CO' + nI, 
where nI is a 4-bit block sequence counter. Blocks are 
numbered sequentially on any SHC/OST path-pair, and 
arc transmitted alternately in a half-duplex fashion. Along 
any path-pair, the lower computer identity number 
designates the "master," which receives only even-
numbered blocks, and sends only odd-numbered blocks. An 
alternate BCB form of X')?O' is used to initialize the 
communication path, and a BCB of X')?F' is used to 
terminate. Either end of a path-pair may initiate 
communication, but both must send and receive the 
initialize BCB before data communication can begin, 
The Record Control Byte (RCB) and Functional Control 
Sequence (FCS) bytes serve to divide each path-pair into 
seven logically independent duplex channels. The HCB 
also identifies the type of message block. Each bit of the 
FCS signifies, when set to 1, that data may be transmitted 
on the corresponding logical channel. It is reset to 0 when 
the requested data have been received, and set to 1 when 
data are again requested. For example, an FCS value of 
X'40' signifies a data request on channell, and an FCS of 
X'31' signifies data requests on channels 2, 3, and 7. The 
FCS value of X'SO' is used in terminating. The formal of 
the HCB is shown in Fig. 3. The least-Significant three bits 
of the byte identify the logical channel to which this 
message belongs. A type code of B'lO' indicates that the 
message block contains data, and that the String Control 
Byte (SCB) contains the total byte count for the block, 
including overhead bytes. For data blocks, BI :::: 1 
indicates binary (non-text) mode data, Bz = 1 indicates 
string-compressed data, and B3 = 1 indicates machine-
dependent data format. BI = B3 = 0 indicates American 
Standard Code for Information Interchange (ASCII) text. 
String-compressed data are not supported by existing 
software, but could be implemented within user programs. 
A type code of B'O!' or B'OO' indicates that the message 
block is a signal or channel operation which requires user-
program action. The total message package is the six 
overhead bytes. Bits BI, Bz, and B3 and the SCB specify 
the signal value. No specific response to the Signal:; is 
1 In the following, X'yy' means hexadecimal constant yy. and B'yy' 
means binary constant yy. 
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implemented within the communications software, but 
conventions should be established for specific signals to 
implement device/file positioning operations. A feasible 
set appears as Table 2. A type code of B'11' indicates a 
null or idle message block, which may appear during 
initiation. termination, or to maintain synchronism when 
no data are available to be transmitted on channels with 
active requests. 
Data transferred through the link are maintained error-
free and in-sequence as far as possible. Any message 
blocks that are received in error, are truncated, are out of 
sequence, or have been misrouted are discarded by the 
receiving error control logic. Message blocks which have 
been transmitted in error, or for which no reply block is 
received within a pre-determined time period, are 
retransmitted. 
v. User/Software Interface 
This section describes the interface between a user or 
applications-level program for the link-network communi-
cations package, and that package. The description is 
based upon the 910/930 implementation of the link 
software. Variations in details for the Sigma 5 implemen-
tation will be described at the end of this section. 
The user program contains several tables which define 
the structure and status of the multicomputer network. 
The first of these is the Link Table (LNKT AB). which is 
illustrated in Fig. 4. It contains one word for each 
computer. which is defined to the link-network package. 
The most significant byte of each word contains a text 
character, which is the software name for the associated 
computer. The less significant bytes contain to;, pointer to 
the Link Control Block (LCB) for the associated computer. 
or they may contain zero if no LCB exists. The software 
name characters have been assigned sequentially starting 
with 'A' to facilitate table operations. The current 
assignments appear in l<'ig. 4. The LNKT AB must be set 
up by the user programs. The user program must also 
provide an address word labeled "MYN AME" which 
contains that computer's link name in the form X'CO' + 
n in the secon0 most significant byte. 
The Link Control Block contains the data used by the 
link-network package to control the transfer of data along 
the associated path-pair and maintain synchronism 
between the attached user programs. The format of the 
LCB is shown in Fig. 5. The 29 words for each LCB are 
provided within the user program. The first word, the 
LCB chain word, is pointed to by the appropriate 
LNKTAB entry, and by the chain of the next lower LCB, 
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and points in turn to the next higher LCB, or contains -1. 
The LCB chain word is set up by the user program; the 
remainder of the LCB is set up by a call to IOCLEAR. All 
LCBs connected to LINKTAB plus lower-level routines 
are initialized by calling IOCLEAR with the A-register = 
O. Only the specified LCB is initialized if the A-register 
contains a pOinter word from LNKT AB when IOCLEAR 
is called. 
The second word of the LCB defines the current state of 
operation along the path-pair, and will be described in 
some detail in Section VI. State includes the block 
sequence counter, read/write mode flags, initialization 
flags. the error-retry counter, etc. CURBLK is a pointer to 
the current or most recent past transmitted block, and is 
-1 if said block is undefined. TIMER is the clock-count 
cell used to recognize lost data and is negative when 
ticking. The fifth through ninth words contain flags which 
define the state of each of the seven logical channels; they 
are in the same format as the FCS byte of the transmitted 
data block The RDFLG and HSRDFLG, in fact, contain 
the next FCS to be sent. and the most recent FCS 
received in their most significant byte. The write-stack 
(WHTST $) cOlltains a queue of data blocks which have 
been enabled I:or transmission by read-requests from the 
incornl:ng FCS. The channel-write-buffer pointers 
(CHN'NB) contain addresses of the current or most recent 
data blocks associated with each logical channel. If 
transmission is not enabled (the; write is blocked or is 
complete), the data block addt811!> will only appear in the 
CHNWB. The remainder of the LCB represents a 
shortened dummy data block which is used for initializa-
tion, termination, and idling messages on the associated 
path. 
Data to be transmitted by the link-network package are 
contained in buffers with content-specifying header. 
Identical buffers are used to receive data. The general 
format of these buffers is shown in Table 3. The QCHAIN 
word is used to link the buffer into FIFO queues, as 
needed in handling. OWNER contains the software name, 
computer path plus channel. to which the data buffer 
belongs. BUFSZE is the available data space within the 
buffer block. in words. Oversize incoming data blocks will 
be truncated to this value. WCW contains the number of 
words from the data portion of the buffer block which 
should be transmitted, and is meaningful only when data in 
the buffer block are being prepared for transmission. 
AWCW and STATW are meaningful only after data 
have been transferred in or out of the buffer block. 
A WCW contains the number of words actually transfer-
red, and should be equal to WCW for transmission, and 
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less than or equal to BUFSZE for recelvmg. STATW 
contains the link hardware cumulative status at the end of 
110 transfers. The remainder of the buffer block contains 
the data words, including overhead bytes, actually 
transferred on the links. A subroutine IOBUFSET is 
provided to carve up an arbitrarily sized storage area into 
preformatted buffer blocks with space for 132 data bytes. 
The beginning and ending addresses of the buffer storage 
area are specified to IOBUFSET in the A- and B-registers, 
respectively. Three of these buffers are immediately 
transferred to a low-level subroutine for incoming data. 
The remainder are queued in a buffer pool. Buffer blocks 
are placed iato this pool by calls to BUFPUT, and 
removed from it by calls to BUFGET with the A-register 
containing the buffer block address. Return from BUFPUT 
is to the calling-address + 1. Return from BUFGET is 
call + 2 if successfui, and call + I if no buffer is available. It 
is a user-program responsibility to avoid losing buffers and 
emptying the buffer pool. 
Data transfer between user programs and the link-
network package is handled by five subroutines, with 
auxiliary services handled by three others. Arguments are 
transferred to these subroutines in the A- and B-registers, 
with the A-register identifying the intended computer/ 
channel pair by its software lin~ name, and the B-register 
pointing to a buffer block, if needed. The software link 
names are composed of the channel number in the least-
Significant byte, and the text character identifying the 
destination computer in the next least-significant byte. 
Return from the subroutines is to the call-location + 2 if 
the requested operation is accepted, and to call + I if the 
request was invalid or rejected. With minor exception to 
be, noted, buffer blocks are returned to the user program 
via pointers in the A-register. End-action for any 
previously completed transfers is performed on entry to 
these routines. 
lOST ART requests the start of operation of the 
identified logical channel on the specified path. If it is the 
first channel on the specified path to be started, a path 
initialization is also performed. IOSTOP terminates 
operation on the identified logical channel. If this is the 
last active channel on the specified path, that path is 
terminated. IOSW AIT is a convenience routine which 
rejects all calls until the opposite end of the path-pair has 
been initialized. 
IOGET establishes a read-request for the identified 
logical channel, which is subsequently communicated via 
the FCS to the opposite end of the path-pair. IOPUT 
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attaches the buffer block in the B-register to the identified 
logical channel and prepares to transmit the data 
contained in that block alOlig the appropriatE:; path. The 
identified channel is immediately set Busy. The transmis-
sion is blocked until a corresponding read-request has been 
received from the opposite end of the path-pair. 
IOSIGNL transfers the signal bytes in the B-register into 
an available buffer from the pool, and then proceeds 
similarly to IOPUT. Any transfer request on an already 
busy channel is rejected. 
IOCHEKR is called to test the status and availability of 
the incoming half of the identified logical channel. A 
returned value of A = -8 occurs if the channel has not 
been started. The value A = 0 occur£. if there is no 
completed incoming data transfer. If a data block has been 
received for the identified channel, it is returned via an 
A-register pointer. If a signal has been received, the 
A-register returns the identified channel's software-link 
name with the addition of the bit-flag X'OS' in the most-
significant byte. The signal value is returned in the 
B-register. 
IOCHEKW is called to test the status and availability of 
the outgoing half of the identified logical channel. A 
returned value of A = -S occurs if the channel is not 
busy, and no read-L!quest has been received from the 
opposite end of the path-pair. The value A = 0 occurs if 
the channel is not busy, but an active read-request has 
been received. The value A = -I occurs if the channel is 
busy and the transmission is not complete. If the channel 
is busy and the transmission is complete, the channel is set 
to not busy, and the current buffer-block pointer (or signal 
value) is returned in the A-register together with a 
completion flag of X'OS' in the most-significant byte. 
A summary of subroutine calls for the 910/930 appears 
in Table I, together with a rudimentary description of its 
action. The primary reason for the unpleasant complexity 
which has appeared here is the need to maintain 
synchronism over the independent logical channels 
between user programs at the opposite ends of the path-
pair. 
The principal difference between the link-network 
software package described above for the 910/930 and the 
corresponding package for the Sigma 5 is that the latter is 
embedded within a semi-permanent operating system, 
whereas the former is a part of the transient user 
program. In the Sigma 5, each defined path-pair is 
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considered as a re-usable resource which may be 
transiently owned by a user program. 
The link software is accessed via the system-call 
instructions CAL3.12 N from either a background 
program or a terminal-user program. The LNKT AB and 
the defined LCBs are a part of the resident monitor. as are 
a minimal set of buffer blocks through which the actual 
110 is done. Data are exchanged between the monitor 
buffers and corresponding user-space buffers via the 10 
calls. Table 1 also lists the link package calls for the Sigma 
5. Two new routines have been added to manage the 
"ownership" of the link paths. and several routines which 
were accessible in the 9lO/930 have been subverted to 
these routines. or to monitor initialization. ATTACH 
establishes ownership of a specified path, if it is not 
already owned by another active job. and RELEASE frees 
the specified path from ownership by the current job. All 
owned paths are released at the end of any job step. 
Arguments are transferred via Register 8, corresponding to 
the 9lO A-register. and Register 9. corresponding to the 
910 B-register. Requests for operation on a path which has 
been terminated cause the job to be aborted. All calls. 
arguments, and actions are basically the same as in the 
910/930 version. The principal change to be noted is that 
Register 9 must contain a buffer-block address within the 
users' area when 10CHEKR is called. to provide a place 
for the received data to be transferred from the monitor's 
buffer block. 
VI. Software Internal Structure 
The link-network software package has been designed 
to provide an elastic interface between the user-level 
programs which communicate through it. and the time-
and-eve nt-driven realities of the physical link communica-
tion signals. Three distinct levels of operation exist within 
this software. Each level consists of a collection of 
compl~te non-interrupted processes. The interface be-
tween the asynchronous processes at adjacent levels is 
effected via a limited set of queues and flags. Each single 
process was implemented using a "Structured Program-
ming" approach (Ref. 3) to increase the understandability 
during design. and during possible later modifications. The 
interface between asynchronous processes was specified 
using finite state machine representations for the cause 
and effect relationships which had to be defined (Ref. 4). 
Structured programming was avoided for multiple asyn-
chronous processes because the structuring introduces 
more irrelevant complexity than it removes. Requests for 
services by a lower level are best regarded as primitive 
within the upper level. The actual performance of those 
services proceeds in parallel with operations on the upper 
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level. and only the events of request and completion are 
relevant to the progress of the upper level. 
A change-of-state of the bi-Ievel interfaces actually 
occurs when the lower-level process has acted upon a 
service request from the higher level. The top-most 
software level was described in terms of its calling or user 
interface in Section V. These calls serve to transfer the 
care of a data buffer between the calling user process and 
the queues which interface to the single intermediate-
level process. One such process exists for each path-pair, 
and its total state is contained within the Link Control 
Block. The format of the state word is shown in Fig. 6. 
The contents of this word are altered when a block has 
been sent or received over the path-pair. The block 
number contains the block-sequence number associated 
with the current transmit block. The LCB is in "write 
mode" if a block is actively being transmitted; it is in 
"read mode" if a block is to he transmitted to it; or it may 
be in "no-mode" if there is no data to send, an idle 
message has just been sent, and an idle message has just 
been received from the opposite end. The bad-block 
number and associated flag are used to facilitate recovery. 
if possible, if a totally out-of-sequence block is received. 
The transmission-retry counter allows seven repeated 
attempts to transmit over a given path before it is 
declared inoperative. The path may also be declared 
inoperative through a terminate operation. or on receipt 
of a terminate message. The full-initialize bit must be set 
before data transfer can occur, and can only be set after 
initialize messages have been both received and sent on 
the path. It is reset when the path is declared inoperative. 
The intermediate-level process functions as an end-
action or "CLEANUP" operation for any messages which 
have been transferred over the communication paths. It 
interacts with the user-level interface routines via the data 
placed in the LCB. It requests services from the next 
lower-level process via calls to interface subroutines 
L9READmd L9WRITE. and obtains completely transfer-
red blocks from the queues by calls to L9GET. The 
A-register (Register 8. for Sigma 5) for these calls contains 
a pointer to a data buffer block of the format described in 
Section V. If the link hardware is not active after the 
buffer in the read/write calls has been properly queued. it 
is activated by the software. Transfer of the data is then 
under control of signals from the link hardware. Whenever 
link hardware activity terminates with completion of data 
transmission for a given block. the hardware is reactivated 
for any block then contained in the queues of the lowest-
level software process. It should be noted that the 
hardware can override the direction of an activation kick 
from the software whenever the opposite end of the path 
is simultaneously activating. 
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VII. Status and Plans 
The software descr~bed herein is currently operable on 
three computers: the Sigma 5, Xerox 910 and 930. This 
small network is centered by the Sigma, which has an 
expandable four-way multiplexer allowing it to selectively 
communicate with up to four other computers. Only two 
machines are currently defined to the Sigma operating 
system, and only the 910 and 930 are currently connected. 
The 910 computer is interfaced via the GCF TTY lines to 
Goldstone, and it and the Sigma will be used with the 
software described here to monitor and control an 
automated pulsar track at the Venus Tracking Station. 
These two computers were previously used with a simpler 
intercomputer communications structure in the monitor-
ing of Spacecraft Ranging Operations with Mariner 1971 
(Ref. 5). 
Several additions to this link-network structure are 
planned for the near future. In the software area three 
things will be done: the designed support for ASCII as a 
common-denominator text-data type will be implemented 
within the Sigma system and made available as part of the 
910/930 package. The CLEANUP process within the 
Sigma 5 will be integrated with the job scheduler of the 
Sigma operating system so that Sigma jobs can be initiated 
from the opposite end of 'the link. Store-and-Forward logic 
will be added to the Sigma CLEANUP process to allow 
communication between the other machines without 
requiring an active job within the Sigma. It is also 
expected that the link-network software package will be 
translated to execute on other computer types, principally 
the DEC PDP-ll, and the MODCOMP-II. Hardware 
interfaces to the twin-coax intercomputer communication 
links and the L9READ/WRITE level of software already 
exists for the PDP-ll (Ref. 2). Hardware twin-coax link 
interfaces for the MODCOMP-II will be implemented 
using the JPL-DSN 14-line interface (Ref. 6). 
The entire software package occupies 1300 words on 
the 910/930, and slightly more on the Sigma 5 because of 
the complexity or the monitor interface. The required 
tables and buffer blocks are not included in this figure. 
Slightly over 1000 of the instructions are associated with 
the link-network structure and are independent of the 
phYSical intercomputer communications hardware. The 
remaining instructions represent the lowest-level hard-
ware-driven process, and as such is tied to the use of the 
twin-coax links. The link-network software package is 
unpleasantly large, much larger than expected when 
initially defined in function, and as a result, a desideratum 
under consideration is the shrinking of this software 
package by limiting communication to one logical channel 
and one computer path for some application in the 910. 
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Sigma Name CAL3,12 
IOGET 6 
IOPUT 10 
IOSIGNL 11 
l-
t ""' ~i 
IOCHEKR 8 
~' 
;" 
li IOCHEKW 12 
IOSTART 4 
1OSTOP 5 
IOBUFSET N/A 
IOCLEAR N/A 
BUFGET N/A 
BUFPUT N/A 
ATTACHb 0 
RELEASEh 1 
n91O/930 only. 
bSigma 5 only. 
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Table 1. Summary of subroutine calls 
Arguments 
Skip'" 
A-register (R8) B-register (R9) return? 
PATH/CHANNEL Y 
PATH/CHANNEL BUFFER POINTER Y 
PATH/CHANNEL SIGNAL Y 
PATH/CHANNEL BUFFER POINTERb Y 
PATH/CHANNEL y 
PATH/CHANNEL Y 
PATH/CHANNEL Y 
START END OF SPACE N 
0 N 
LCB-POINTEH Y 
BUFFEH POINTER N 
PATH/CHN = 1 
PATH/CHN = 1 
Response 
Establishes read-request 
Queues buffer for writing 
Queues signal for writing 
A = -8, not available 
A = 0, available 
A > 0, buffer complete: B = signal value 
A ;:: -8, not available 
A = -1, busy 
A = 0, available 
A > 0, A = huffer pointer 
Open specified channel 
Close specified channel 
Initialize buffer space 
Full initialization of all LCBs and system 
Clear specified LCB 
A = system buffer pointer 
Returns buffer to pool 
Claims job ownership of path 
Releases jeib ownership of path 
---, 
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Table 2. 
Op~l'lItion T 
OPEN 01 
CLOSE· 01 
END FILE· 01 
HEWINDo 01 
undefined" 01 
POSITION 01 
SKIP 01 
unassigned 00 
Feasible signal conventions 
B, Bz B;\ Channel 
0 0 0 # 
0 0 1 # 
0 0 1 # 
0 0 1 # 
0 0 1 # 
0 1 0 # 
1 F R # 
X X X # 
0 Starred operations may merge 
F Indicates File operation if 1, record if 0 
R Indicates Reverse direction if 1, forward if 0 
Label 
Table 3. Buffer block format 
Contents 
Block Chaining Link 
Channel/Path 10 
SCB 
1.0. Byte 
0000 0001 
0000 0010 
0000 0100 
xxxx xOoo 
J.D. Byte 
Number 
Any 
QCHAIN 
OWNER 
BUFSZE 
WCW 
AWCW 
STATW 
DWDl 
Size of buffer, words (44) 
Number of words to ,;;end 
Number of words sent/received 
Hardware status at termination 
• 
• 
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Data 
to 
send/receive 
: 
~ 
i 
I 
'j 
1 
1 
1 
1 
1 
J 
1 
1 
I 
I 
r 
t. 
• 
• 
• 
DST SRC 
MI NICOMPUTER 1 
• 
Fig. 1. Link network structure 
BCB FCS RCB SCB 
• 
• 
MESSAGE 
BODY 
t 
BODY MAY BE NULL 
DST "DESTINATION ADDRESS 
SRC = SOURCE ADDRESS 
BCB = BLOCK CONTROL BYTE (BLOCK SEQUENCE NUMBER) 
FCS "FUNCTION CONTROL SEQUENCE (READ FLAGS) 
RCB = RECORD CONTROL BYTE (ME!,SAGE CONTENT IDENTIFIER) 
SCB = STRING CONTROL BYTE (MESSAGE BYTE COUNT, OR "SIGNAL") 
Fig. 2. Message format 
TYPE CHAN # 
Fig. 3. RCB format 
154 
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LABEL 
LNKTAB 
LNKTBT 
LABEL 
LCBA 
F I 0 
UNU 
L T 
L 
INIT. 
VALUE ASSOCIATION 
+4 NUMBER OF DEFINED LINKS 
'A' ADDRESS OF LeBA SIG'MA 5 
'B' 0 no 
'C' ADDRESS OF LCBC 910 
'D' 0 UNASSIGNED 
-4 NEGATIVE INDEX 
Fig. 4. Link Table structure for four machines 
CONTENTS WORD NUMBER 
CHAIN POINTER 
STATE 2 
CURRENT BLOCK 3 
TIMER 4 
CHAN NEL-ON-FLAGS 5 
READ FLAGS 6 
HIS READ FLAGS 7 
BUSY WRITE FLAGS a 
SLOCKED WRITE FLAGS 9 
WRITING STACK HEAD 10 
WRITING STACK TAP. 11 
$ -2 12 
rHANNEL } 13 
BLOCKS 
1-7 19 
$ +1 20 
BLOCK CHAIN 2t 
'At' 22 
SHORT 
BUFFER 
BLOCK 29 
Fig. 5. LCB format 
• • 
B 1 ERRORE: 
• 
I M D RETRY R W BLOCk; 
D A 0 COUNTER A BLOCK E R NUMBER 
L S o 0 W D NO. AI o 0 
E T N I D T 
E FLG E 
R 
Fig. 6. LCB state word format 
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Confidence Bounds on Failure Probability Estimates 
O. Adeyemi 
Communications Systems Research Section 
One common way of estimating the failure probability p of a system is to 
simulate the system until a fixed number, say r, failures are observed and then 
set 17 = r IN, where N is the number of trials required, In this paper this technique 
is analyzed, and, in particular, therelatiol1ship between r and the reliability of 
the estimator p is studied. 
I. Introduction 
It is often necessary to analyze the behavior of a com-
plex system by simulation rather than by direct analysis. 
That is, we make a probabilistic model for the system 
inputs and drive the system with pseudo-random inputs 
generated according to the model. We then estimate 
various performance parameters from the result of the 
simulation. 
Now suppose the results of the system's behavior on a 
particular set of inputs can be classified as either "suc-
cess" or "failure." Success could be, for example, "program 
execution time is less than one second," "antenna con-
verged to target in 10 seconds," or "decoder correctly rec-
ognized command," etc. In such a case we might use 
binomial sampling, i.e., perfol1n a fixed number n simu-
lations of the system, and estimate the probability p of 
failure by 17 = kin, where k is the number of observed 
failures in n trials. But without some a priori knowledge 
of p, the ll'umber of trials n required to obtain good esti-
mate of p will not be known. Thus a better way is to 
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perform trials until a desired number ()f failures, say r, 
have been observed, and then set p = rlN, where Nis 
the number of trials required. lt is this technique for esti-
mating p that we shall analyze in this paper. 
The sequence of successes and failures may be thought 
of as Bernoulli sequence in which a '0' represents a 
success and a '1' represents a failure. The number of 
successes, say X, before the r failures occur is a random 
variable distributed according to the negative binomial, 
i.e., 
x = 0,1,2, .,. (
r + X-I) P(X == x) = x pr(1 .- 17)%; 
(1) 
A number of methods is provided for constructing 
1 - 'Y interval estimates for p. A two-sidedl - y confi-
dence interval with limits 17 and 17 for 17 is defined as an 
interval (11,P) such that 
pep < 17 < p) = 1 - Y (2) 
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The length of the interval is L = p ~ p. If p = 0, P is 
called the upper 1 - 'Y confidence limit. The interval 
(p,p) is said to be the shortest (1 - 'Y) interval if its length 
Ln is minimum among all the intervals satisfying Eq. (2). 
Finally a two-sid(~d 1 - 'Y confidence interval (p,p) is 
called symmetric if 
pep < p) = pep > p) = '112 
If the number of successes before the r failures is X = n 
and Z is the total number of trials required to obtain the 
r failures, then OUl' first method gives as 1 - 'I confidence 
limits p and p defined by 
and (3) 
Ip(r,n) == 1 - '1/2 
where I-,,(A, B) is the Incomplete Beta Function with 
parameters A and B; 0::; x :s; I. Our computationally 
easier second method gives 
where 
a 
p= 2Z ' 
b p=-2Z 
P(X~r < a) = '112 = 1 - P(X~r < b), 
(4) 
X~r being a chi-square variate with 2r degrees of f,ree-
dom. Limits in Eq. (4) are good for all p small enough 
that -~n(l- p) ~p. In Section III we show thfit the 
shortest 1 - '1 interval is L. = (b - a)/2Z where (J"b are 
such that h:lr(a) = hu(b), a::/=b, h~r(t) is the xEr·density 
function. A table of a and b is provided for r ;,:: 1 2 ... 
" , 
120 and 'Y = 0.01(0.01)0.05. This table is belil;ved to be 
new. 
It is important to know how good p ;i; as an estimate of 
p. Suppose it is desired that p = r12, not be more than 
10% greater than p, i.e., p < 1.1xv, where Z as in Eq. (4) 
is the number of trials required to obtain r failures. In 
Section IV it is sho\vu in general that if pip < {X,a > 1 is 
desired such that pep < p) =' 1 - 'I. then the number of 
failures required is bounded by 
q=l-p (Sa) 
where <Pi.-y is the lower 1- '1 point of the unit normal 
distribution. The minimum value of r that is good for all 
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11 is thus 
r = (a _ 1)2 cpr-/' (5b) 
The exact values of r for given a,p and. 'Y is 
L:..J (Z -1) ~ r-l prqz-r='Y (6) 
but it is not of much use because p is unknown, hence the 
importance of the estimate in Eq. (5b), 
We shall illustrate many of our techniques with the 
example p = 0.005, This value of p is the classical maxi-
mum acceptable for the bit error probability in a deep-
space televisioll picture. For exn.mple to achieve a p which 
is only 10% greater than p and such that pep <p) = 1 - '1, 
'1 = 5%, by Eg. (5b) we need r ~ 327 whereas by Eq. (6) 
r ~ 313 would do. This shows that r estimates in Eq. (5b) 
are very good. For comparison a graph of r values given 
by Eq. (6) for '1 = 0,1, a = 1.1 (Le., 10% error) and 
0.001 ::; P :s; 0.05 is plotted. 
II. Methods of Construction of 
Confidence Limits 
Method A 
A usual method for constructing confidence intervals 
based on Eq. (1) directly is to use the maximum likeli-
hood estimate of 11, p = Tlr -I-' x (Refs. 1 and 2). If the 
experiment results in X = n successes before l' failures are 
obtained, then the 1 - '1 symmetric confidence limits p 
and p for p are, respectively, the solutions to the equations 
F",(n,r,p) = L: . pr(l- p)" = '112 71 (r+X-l) 
""0 x 
and 
<Xl (r+X-l) .L'~ X pr(l- p)"::::: 1- F",(n -1,1',p) = '1/2 
(7) 
It is known (see Ref. 3 for example) that the negative 
binomial distribution is related to the lncomplete Beta 
Function by 
F.t(n,r,p) = Ip(r,n + 1); O<r< 00 
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where 
1 1P I (m v) = -- 11111 - 1 (1-- u)V-l. du p, B(m,v) Q 
B(m,v) = 11 ,,111-1 (1 - U)I'-l du (8) 
Thus p and pare suoh that 
IIlr,n + 1) = '1/2 
and 
lp(r,n) = 1 - y/2 (9) 
We can read off the values p and p from the table of 
Incomplete Beta Functions in (Ref. 4) if rand n are fairly 
small, say. For larger values of rand n it is convenient to 
use the tables of the F-distribution and the relation 
(10) 
where 
and F~:~ is an F-variate with 1)1,1)2 degrees of freedom. 
Applying Eq. (10) to Eq. (9) we see that 
r 
p = r + (n + 1) F;~II+1) ('1/2) 
and 
F~;' (y/2) 
p = + - F"r ( I") n r~" y .. 
where 
P(F!:; > F~~ (y/2)) = '(12) 
For example, for p = 0.005,r = 10, the expected value 
of.n is 1990. F~~"+1) (0.025) = 2.09, F~~ (0.025) = 1.71 and 
the expected 95% symmetric confidence limits for pare 
p = 0;0024 
p = 0.0085. 
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Method B 
Apart from its computational simplicity, the following 
constl'Uction is better suited for the range of p of interest 
here, 
Let X" i = 1, "', r be the number of trIals after the 
(i - 1)81 failUl'e to the OCCUl'rcncc of the JLII failure. Then 
XI has the geometric distributions with parameter p, Le., 
TI) = 1,2, .. , 
The geometrie distribution may be apPl'oximnted by 
exponential distribution 
such that ).. = ~n (1 - p). With this approximation, the 
sequence Xl>X~, "', Xj, "', Xr becomes a sequence of ex-
ponentially distributed random variables with a common 
parameter ).., It is known that 
is then distributed according to the Gamma distribution 
such that 
W=2,\,Z 
has the X~t distribution with 2r degrees of freedom with 
density function given by 
~ 
h ( ) -, J, r-1 ..;cJ2. 2r X - 2 r f' (r) x e , X2 0, 
Thus a 1 - y confidence interval for A is given by 
A = a12Z, ).. = bl2Z 
such that 
P(a < 2AZ < b) = 1- y. 
(11) 
(12) 
a and b may be obtained from the xffr table in Ref. 4. For 
small p we may take p =,\ = -~n(l- p). The effect of 
this approximation on t1le confidence intervals for p is 
very negligible indeed. 
Suppose \~'. sample till r:;:;:; 10 failures occur and 
Z = 2000, then we may conclude that with probability 
0.95 
p < 0.00785 
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or that with probability 0.99 
p < 0.00939 
.1 
1 
Because tables of x2.distribution exist for high degrees 
of f:-eedom this method is useful when 1) is small so that r 
is large. 
By Eg. (12) it is clear that if, corresponding to a given 
r, it is required to have Z(I ::::: X + r trials to achieve level 
1 - .. ;, we may stop sampling before the r failures arc 
observed and conclud(~ that Eq. (12) holds jf the 1llimber 
of trials Z is already greater than Zoo 
III. Shortest Confidence Intervals 
If for a fixed ",/, confidence intervals of lengths Ll and 
L2 are consti"ucted for p such that Ll < L 2 , we would 
nOlmally prefer Ll to £2' In this section a method of con. 
structing shortest confidence intervals will be given (see 
Ref. 5). 
From Eg. (12), the length of the interval for ,\ is 
1 
L = 2Z (b - a). (18) 
We want to minimize L subject to 
(14) 
where h2T(t) is given by Eg. (ll). Partially differentiating 
Egs. (18) and (14) we have 
and 
which gives 
oL/ca is minimum when 
(15) 
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That is, the a and b which gives minimum confidence 
length Ds are the pair satisfying Eg. (15) for a::ft b. 
Table 1 givc,>s the valut's of a and 11 satisfying Eq. (15) 
for y:-;;: 0.01(.01).05 and r~· 1, "'l 120. We think this 
table is new. 
Let us find the expected length of the interval in the 
case r::;:: 10, 11 :-;;: 0.005. In this case expected Z;::; l~OOO 
and a,b, from the table, giving 95% confidence on p, are 
a :=; 8.5841, 17 :::: 82.607898 
Thus 
17 = a/2Z ;:::: 0.002146, p == bl2Z == 0.0081518 
and the length L8 :::; 0.0060058. 
The symmetric case given by Eg. (12) makes 
a:=: 9.59088, b:=: 84.1696 
from X~h table. Thus 
1) = 0.0023977, p = 0.0085424 
and the length L = 0.0061447. In this case the shortest 
interval results in a modest 2% gain over the symmetric 
95% confidence interval. 
The table we have constructed is useful not only in the 
case of Bernoulli paral11eter p but generally in construct· 
ing shortest confidence intervals for A whenever the 
statistic to be employed has the x;,-distribution. In all 
these cases the a and b giving the minimum interval and 
satisfying Eq. (12) can be read off from the table, 
When, however, the Bernoulli p is so large that 1) ::::::: A = 
- tn (1 - p) we need to be able to get the shortest inter-
vals directly for p. In such a case we may use the fact 
that by Eq. (12): 
P(1 - e-a/2?i < p < 1 - e-b/ 2Z) :::::; 1 - y (16) 
The length of the confidence interval L = e-«/2Z - e-b/ 2Z 
and just as in the case for A, we warlt to miI~imjze L 
subject to Eq. (14). It turns out that L is minimized if 
e-lJ/~Z e-412Z 
h~r(b) = h2r(a) (17) 
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If the numbcl' of trials to givc r failures, Z, is large 
enough, which is the case either when r is larger 01' l' is 
small, then Eq. (17) reduct,s to Eq. (15) for A. 
IV. Minimum r Required for Prescribed 
Estimate Accuracy 
In a number of applications it is enough to show that 
the true value of l' is almost sUl'ely less than the critical 
value for the system (i.e., with probability 1 - "I)' Since 
our estimate of l' is based only on the value of r, the 
numbcr of system failul't,s observed and Z the number of 
system opemtions required to observe r, then it becomes 
important to be able to estimate the minimum number of 
failures that would give an estimate p = r/z which is only 
slightly greater (5%, say) than 1) with very high proba-
bility. Put equivalently, the problem is to find the mini-
mum value of r that would give an estimate p within 
100/3% of p with probability 1 - "I, {3 > 0, and small. 
In our terminology, this reduces to finding the least r 
such that 
a=l+{3 (18) 
In other words we want the probability that the true 
value of the parameter b~ less than peel to be small (= -y). 
Since Eq. (18) can be written as 
then, we can use the distribution of Z in Eq. (1) to calcu-
late r for a given {3 and -y and each 0 < p < 1. Thus 
Eq. (18) becomes 
(19) 
where Lr/p(d is the largest integer smaller than r/pa. 
We iterate the left-hand side of Eq. (19) ].Intil a value 
of r satisfying the equation is obtained. We note that any 
larger value of r would give a sum less than -y. 
This method is not convenient, however. Even jf the 
computation of l' in Eq. (19) were easy, the volume of 
table of r values to be required to cover all p such that 
o < p < 1, f3 and -y of interest, would be so large as to 
discourage such \ '~()lt. Moreover, the value· of p to use is 
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not known heforehand. Hence we need to have a method 
of evaluating r that is independent of the particular value 
of 1'. It turns out that a good bound 011 the minimum 
value of r can be obtained by considering the comple. 
mentary requirement to Eq. (18) that 
(20) 
That is to say that the probability that the true value of 
the parameter is ever greater than P(l be very small (= ')'). 
We may now use the fact that the maximum likelihood 
estimate of p, p = r/Z is, for large r, approximately nor-
mally distl'ibuted with mean 1) and variance 
where 
f(x,p) = P(X, = x) 
= p(l - p),"~l; 
(21) 
x = 1,2,3, ... 
Xj, i:::: 1,2, "', r being the number of trials after the 
(j - l)"t failure to the occurl'cnce of the ith failure. Writ-
ing L :::: ~n f(x,p) we have 
(22) 
and 
• p~q 
Up = -r-
Thus (r/Z) a is, for large r, approximately normally dis-
tributed with mean ap and variance a?p2q/r and hence 
( a Zr - ap) r::-
OJ ~~ 
has the unit normal distribution. 
Now Eq. (20) is equivalent to 
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Hence fv r~Rt '.arm!' 
p(l - a) ~ - r. = -.pH. Y =0.1 f3 = 0.1 190 199 200 a:2pJq (24) f3 = 1.05 710 124 728 
y = 0.05 f3 = 0.1 313 326 827 
where .pt." is the lower (1 - a) percentile of the unit 
normal distribution. From Eq. (24) we see that A gmph of fl) for y ~ 0.1, f3::: 0.1 and 0.001 S; p < 
0.05 is plotted below. 
a=l+f3 (25) 
v. Conclusion 
That is the value of r good for all p is A sequential sampling technique has been applied to 
the problem of estimating the faillll'e probability of those 
systems whose operation history can be modeled by the 
Bernoulli sequence with small failure probability p. 
Methods of obtaining 1 - 'Y confidence bounds on pare 
presented, and several tables for constructing the limits 
of these bounds are indicated. The desirability of obtain· 
ing short 1 - 'Y confidence intervals prompts us to ,investi-
gate the conditions for the shortest such intervals in this 
case. A new table for use in constructing these intervals 
for usual values of ,. and a wide range of r is provided. 
The question of the minimum number of system failures 
required to achieve a prescribed accuracy of the p esti-
mate is answered. 
(26) 
If we denote by 'J) the r obtained by the direct method 
in Eq. (19) and by roRt (estimate) and rnaymp (asymptotic), 
respectively, those of Eqs. (25) and (26), to achieve an 
estimate errol' of less than 10% (f3 = 0.1) with 90% 
confidence (,. = 0.1) on p = 0.005 we need to wait for at 
least rD = 190 successes. The corresponding re~\ = 199, 
rnormp = 200. Values of r for p = 0.005 and some values 
of f3 and 'Y m'e: 
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Table 1. Values of a and b for the shortest confidence intervals 
Table of II and b such that "zr(ll) :;-: hzr(b) where 
X,-1 
Ii.r(x) :::: __ (_) e~1J/2, x> 0 
• 2 r1' r -
and 
II is the flrst entry and 1J is the second for each 'Y and n :::: 2r. For example, if 'Y ::- 0.05 and n :::: 2r ::= 20, then 
ll:::: 8.5841, b ::::- 32.607393 
When r:::: 1, h2 (x) reduc(~s to the exponential distribution with paramctcr A ::: Ih. 
'Y 
n:::: 2r 0.05 0.04 0.03 0.02 om 
4 0.0848 0.068 0.0514 0.0345 0.0175 
9.5282394 10.062034 10.734574 11.684643 13.281327 
6 0.607 0.539 0,464 0.376 0.264 
12.802453 13.388847 14.128164 15.164491 16.900628 
8 1.425 1.3083 l,l738 1.01 0.7856 
15.896601 16.525274 17.325344 18,436192 20.295983 
10 2.4139 2.2528 2.0643 1.8296 1.4978 
18.860515 19.531733 20.383955 21.565627 23.533077 
12 3.5161 3.3141 3.0767 2.7771 2.3444 
21.729099 22.4390(:; 23.339668 24.583977 26.653195 
14 4.7004 4.462 4.178 3.818 3.291 
24.524892 25.270476 26.216824 27.520418 29.684001 
16 5.9477 5.6743 5.348 4.9315 4.316 
27.263128 29.04377 29.030965 30.390159 32.641633 
18 7.2452 6.9395 6.573 6.103 5.4041 
29.954814 30.766807 31.793831 33.20639 35.540208 
20 8.5841 8.2477 7.8434 7.323 6.5444 
32.607393 33.449596 34.513723 35.975951 38.389569 
22 9.9575 9.592 9.1515 8.5834 7.7289 
35.227546 36.1)98361 37.198528 38.707429 41.196762 
24 11.3613 10.9675 10.493 9.8786 8.9515 
37.81774 38.717077 39.850243 41.405594 43.967203 
26 12.7908 12.3704 11.8627 11,204 10.2073 
40.383458 41.308935 42.475229 44.074835 46.705532 
28 14.243 13.797 13.2574 12.5564 11.492 
42.927308 43.878022 45.076108 46.717402 49.416424 
30 15.7155 15.2446 14.6744 13.9324 12.8033 
45.451379 46.426908 47.655306 49.337469 52.10051 
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n::: 2r 
32 
34 
36 
38 
40 
42 
44 
46 
48 
50 
52 
54 
56 
58 
60 
62 
64 
66 
68 
70 
72 
74 
0,05 
17.2061 
47.957866 
18.7132 
50.448126 
20.2352, 
52.923807 
21.7708 
55.386172 
23.3189 
57.836276 
24.8786 
60.274932 
26.449 
62.703059 
28.029 
65.122002 
29.619 
67.530537 
31.217 
69.7316G7 
32.824 
72.323363 
34.438 
74.708599 
36.06 
77.085409 
37.688 
79.456858 
39.323 
81.821041 
40.964 
84.179387 
42.611 
86.5317 
44.264 
88.877814 
45.922 
91.219172 
47.585 
93.555623 
19.253 
95.887035 
50.925 
98.214848 
0,04 
16.7113 
48.957043 
18.1951 
51.470521 
19.6945 
53.968712 
21.2082 
56.452832 
22.735 
58.924084 
24.2739 
61.383428 
25.824 
63.831749 
27.384 
66.270743 
28.955 
68.69785 
30.535 
71.116189 
32.122 
73.528802 
33.718 
75.931784 
35.322 
78.326562 
36.932 
80.716237 
38.55 
83.097149 
40.174 
85.472433 
41.804 
87.841859 
43.44 
90,205233 
45.082 
92.56239 
46.729 
94.914796 
48.381 
97.262298 
50.038 
99.604764 
...... -----~ .. -- --.-, ~~--..... · __ ··'"---r· ..... --. ........ ':-, 
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Table 1 (contd) 
'Y 
0.03 
16.1115 
50.214788 
17.5665 
52.756972 
19.0381 
55.282712 
20.5246 
57.79397 
22.025 
60.29148 
23.538 
62.776738 
25.063 
65.250007 
26.599 
67.712431 
28.145 
70.165218 
29.701 
72.607796 
31.265 
75.043303 
32.83\:1 
77.467702 
34.42 
79.885977 
36.01 
82,294267 
37.605 
84.699231 
39.208 
87.095386 
40.818 
89.484241 
42.433 
91.868955 
44.055 
94.245964 
45.682 
96.6184.34 
47.314 
98.986182 
48.954 
101.34417 
0.02 
15.3298 
51.936489 
16.7464. 
54.516847 
18.1806 
57.079891 
19.6308 
59.627288 
21.0959 
62.159881 
22.5745 
64.679327 
24.0657 
67.186391 
25.568 
69.683141 
27.082 
72.167619 
28.606 
74.642475 
30.14 
77.107124 
31.683 
79.562951 
33.235 
82.009512 
34.795 
84.448257 
36.362 
86.880625 
37.936 
89.30627 
39.518 
91.723148 
41.108 
94.131061 
42.701 
96.53847 
44.301 
98.938184 
45.907 
101.33176 
47.519 
103.71903 
0.01 
14.1379 
54.762048 
15.4935 
57.403297 
16.8685 
60.02534 
18.261 
62.630384 
19.6696 
65.219739 
21.0934 
67.793854 
22.5314 
70.353626 
23.981 
72.903478 
25.447 
75.432389 
26.917 
77.965244 
28.405 
80.472543 
29.9 
82.976087 
31.401 
85.477027 
32.914 
87.963049 
34.435 
90.44157 
35.965 
92.910289 
3"1'.505 
95.36705 
39.047 
97.826457 
40.598 
100.27512 
42.158 
102.7129 
43.721 
105.115047 
45.291 
107.58031 
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76 
78 
80 
82 
84 
86 
88 
90 
92 
94 
96 
98 
100 
102 
104 
106 
108 
110 
112 
114 
116 
118 
0,05 
52.602 
100.53739 
54.284 
102.85459 
55.969 
105.16942 
57.659 
107.47873 
59.352 
109.78549 
61.049 
112.08811 
62.749 
114.38802 
64.453 
116.68366 
66.161 
118.975 
67.871 
121.26493 
69.585 
123.55046 
71.301 
125.83446 
73.021 
128.11398 
74.743 
130.39189 
76.468 
132.66669 
78,196 
134.93835 
79.926 
137.20827 
81.659 
139.475 
83.395 
141.7385 
85.132 
144.00159 
86.872 
146.26141 
88.615 
148.51792 
Table 1 (contd) 
0,04 0.03 
51.7 50,595 
101.94208 103.70367 
53.366 52,242 
104.27571 106.05641 
55.036 53.894 
106.60554 108.40391 
56.711 55.55 
108,92993 110.74766 
58.391 57.211 
111.24882 113.08599 
60.072 58.876 
113.56826 115.42039 
61.758 
115.88202 
53,448 
118.1916 
65.142 
120.49693 
66.939 
122.80096 
68.538 
125.10063 
70.241 
127.39739 
71.948 
129.68971 
73.658 
131.97902 
75.369 
134.26824 
77.084 
136.5529 
78.801 
138.8359 
60.521 
141.11573 
82.244 
143.39237 
83.969 
145.66725 
85.697 
147.93888 
87.427 
150.20867 
60.546 
117.74921 
62.217 
120.07862 
63.893 
122.40231 
65.573 
124.72176 
67.255 
127.04 
68.942 
129.35236 
70.632 
131.66186 
72.326 
133.96693 
74.022 
136.27055 
75.721 
138.57116 
77.421 
140.87169 
79.125 
143.16762 
80,832 
145.46042 
82.542 
147.75005 
84.254 
150.03796 
85.968 
152.3241 
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0,02 
49,139 
106.09652 
50.759 
108.47747 
52.386 
111.85002 
54.017 
113.21905 
55.564 
115.58116 
57,294 
117.94115 
58.939 
120.29566 
60.589 
122.64463 
62.241 
124.99279 
63.901 
127.33049 
65.561 
129.67038 
67.222 
132,01074 
68.892 
134.33895 
70.562 
136.66907 
72,237 
138.99323 
73.915 
141.3145 
75.595 
143.63436 
77.275 
145.95581 
78.964 
148.26503 
80.653 
150.57575 
82.343 
152,88638 
84.039 
155.18931 
-_ ..-.-.. ~. --I' .. 
0,01 
46.871 
109,99698 
48.451 
112,41801 
50,041 
114.8256 
51.631 
117.23707 
53.231 
119.6349 
54.831 
122.03622 
56.441 
124.42379 
58,051 
126.81451 
59.671 
129.1914 
61.291 
131.57118 
62.911 
133.95.363 
64.541 
136.3221 
66.171 
138.69305 
67.811 
141.05 
69.451 
143.40928 
71.091 
145.77072 
~ 72.74 
148.11972 
74.389 
150.47074 
76.039 
152.82208 
77.698 
165.16094 
79.351 
157.5106 
81.017 
159.8424 
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Table 1 (contd) 
I 
I 
~ 
I 
"Y 1 I 
11 = 2r 0.05 0.04 0.03 
0.02 0.01 j I 
120 90.359 89.159 87.688 85.
736 82,677 I 
\50.77393 152,47661 154,60261 157.49208 
162,18483 I 
122 92,107 90.895 89,408 87,436
 84,347 
J j 
r 153.0252 154,7398 156.88222 
159,79162 164.51316 i 
124 93.856 92.632 91.128 89.136
 86,017 
! 
155.2759 157.00251 159.16289 162.09239 166
.84305 ! 
126 95.606 94.371 92.854 90.842
 87.687 
157.52606 159,26329 161.43588 164,3854 
169.17441 
1 128 97.359 96.111 94.58 92.549 
89.367 
159.77281 161,52353 163,70986 166.67809 
171.49172 
1 130 9fU 14 97,855 96.308 94.258
 91.047 I 
t 
I 162.01754 163.77895 165.981
91 168.96893 173.81046 
1 
I 
/ 
I 132 100.87 99.6 98.038 95,968 92,727 
I 
I 164.26162 166.03379 168.252 171.25937 176
.13056 
i 
I 134 102.629 101.347 99,772 
9'7.683 94.407 " I 
I 166.50226 168,28661 
170.51726 173,54349 178.45194 ,I , 
[ 136 104.398 103,096 101,506 99.399
 96.096 1 
I 
I 168.74223 170.5374 172.78339 175.82717 180.76
083 
j 
I 
I 
138 108,151 104.846 103.243 101.116 
97.776 
170.98011 172.78754 175.04608 178.11035 
183,08464 
140 107.915 106,599 104,982 102.836 
99.466 
173.21589 175.0342 177.30674 180.39011 18
5.3944 
I 142 109.681 108.353 106.722 104.556 
101.166 
175.44957 177,28018 179.56678 182.67077 
187,6902 
I 
i 144 111,448 110,109 108.462 106.282 
102,856 
i 177.6825 179,52406 181.82757 1
84.94363 190.00224 
I 
1 146 113.216 111.867 110.208 
108.008 104.556 
I 
f 179.91465 181.76583 184.08063 
187,21736 192.30029 
j 148 114.::l86 113.626 111.954 109.735 106,256 
I 
182,14466 184.00686 186.33443 189,49048 19
4,59942 
150 116.759 115.386 113.702 111.465 
107,956 I 
184.37116 186,24713 188.58612 191.76011 19
6.89957 I 152 118.532 117.15 115.451 113.195 109.656 
I 186.59821 
188.4825 190.83709 194.03052 199.2007 
154 120.307 118.914 117.201 114.925
 111.356 j !I 188.82308 190.71846 193.08733 196.3017 201.50277 r " :.t 156 122,082 120.679 118.952 116.66 113.066 
'I \i 191.04847 192.95363 195.3368 198.56646 
203,79091 
!I 
! 1
58 123.861 122.447 120.707 118.4 
114.776 I " 193.26896 195.18524 197.58134 200.82484 206.07999 f I 160 125.641 124.216 122,462 120.135 116.486 1 J 195.48861 197.41604 199.82648 203.09105 208.36997 l 162 127.421 125.986 124,222 121.875 118.201 j ,-, ~ i I 197.70874 199.64601 202.0653 205.3584 210.65344 !i ;, i- f! I ;fi ~ ! 11 164 JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
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Table 1 (contd) 
'Y 
n = 2r 0.05 0.04 0.03 0.02 O,ol i 
164 129.203 127.756 125.977 123.615 119.911 j 
199.92665 201.87648 204.31161 207.6113 212.94511 1 
I 166 130.987 129.531 127.738 125.36 121.626 I i 202.14234 204,10068 206.5502 209.86536 215.23025 1 
"' ~ i 168 132.771 131.305 129.499 127.105 123.346 1 l I 204.35847 206.32672 208.78933 212.12006 217.50888 II 170 134.556 133,08 133.264 128.85 1251)$6 206.5737 208.55188 211.02351 214.37539 219.7883 
11 I ~ 172 136.345 134.858 133.029 130.6 126.786 1 208.78402 21O.7734t) 213.25822 216.6243 222.06848 l i 
174 138.133 1,'36.637 134.794 132.35 128.506 1 
210.99609 212.99416 215.49343 218.87382 224.34939 1 
176 139.923 138.416 136.56 134.1 130.231 
213.2059 215.21529 217.72777 221.12393 226.62378 j 
178 141.713 140.196 138.33 135.85 131.956 
1 215.41611 217.43.'551 219.95715 223.37459 228.89887 
180 143.506 141.979 140.1 137.605 133.681 1 
217.62273 219.65214 222.187 225.61883 231.17464 i 
182 145,299 143.762 141.87 139.358 135.411 l 
.! 219.82972 221.86918 224.41731 227.8664 233.44388 i I 184 147.092 145.545 143.643 141.114 137.141 222.03708 224.08661 226.644 230.11032 235.713'10 
1 186 148.888 147.331 145.416 142.874 138.871 
224.24084 226.30044 228.87113 232.34923 237.98432 
188 150.684 149.12 147.192 144.63 140.601 
226.44495 228.51067 231.09464 234.59417 240.25547 
190 152.483 150.906 148.968 146.39 142.341 
228.64547 230.72525 233.31858 236.83407 242.51295 
192 154.282 152.695 150.744 148.15 144.071 
230.84633 232.93622 235.54293 239.07445 244.7853 
'1 194 156.081 154.487 152.524 149.913 145.811 
'I " 233.04751 235.14358 237,7623 241.7623 247.04399 Ii 
! 
196 157.883 156.276 154.304 151.676 147.551 
r 235.24508 237.35526 239.98206 243.54935 249.30326 
I ;t i: 198 159.685 158.069 156.084 153.442 149.291 !; 'I 237.44298 239.562 242.20222 245.78187 251.5631 II ,: 
" :1 200 161.487 159.862 157.864 155.208 151.031 J ~ ~ 239.64118 241.76907 244.42275 248.01584 253.82349 ~i 
),1 " I 202 163.29 161.659 159.648 156.978 152.771 I~ 241.83837 243.97121 24i3.6383 250.24477 256.08441 i~ 204 165.094 163.452 161.432 158.744 154.511 I, :1 244.03455 246.17893 248.85421 252.47959 258.34584 :r \ 
~ !L 206 166.901 165.249 163.219 160.514 156.261 
;L 
'll 246.22713 248.38172 251.06649 254.70936 260.5937 
r .r; "1 I' t I' ,1 
"!: 
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Table 1 (contd) 
'Y 
11 ::: 2r 0.05 0.04 0.03 0.02 0.01 
208 168.708 167.049 165.003 162.284 15S.0ll 
248.42 250.58088 253.28311 256.93955 262.84209 
210 170.515 168.846 166.79 164.054 159.751 
250.61313 252.78428 25,'5.49607 259.17012 265.10501 
212 172.325 170.646 168.58 165.831 161.501 
252.80266 254.98405 257.70539 261.39159 267.35438 
214 1H132 172.446 170.367 167.601 163.251 
254.99633 257.18411 259.91902 263.62293 269.60423 
216 175.945 174.246 172.157 169.381 165.001 
257,18252 25\:1.38446 262.12899 265.84112 271.85454 
218 177.755 176.049 173.947 171.155 166.751 
259.37283 261.58ll7 264.33928 268.06778 274.10531 
220 170.568 177.852 175.741 172.932 168.511 
261.55953 263.77817 266.54459 270.29076 276.3426 
222 181.381 179.655 177.535 174.712 170.!Wl 
263.74648 265.97543 268.75021 272.51005 278.59426 
224 183.194 181.462 179.329 176.492 172.021 
265.93367 268.167'76 270.95613 274.72969 280.83245 
226 185.008 183.269 181.123 178.272 173.771 
268.11981 270.36036 273.16234 276.94968 283.08493 
228 186.825 185.073 182.92 180.052 175.531 
270.30234 272.557ll 275.3649 279.17000 285.32397 
230 188.642 186.883 184.717 181.832 177.291 
272.4851 274.74633 277.56774 281.39064 287.56343 
232 190.459 188.69 186.514 183.612 179.051 
274.66809 276.93968 279.77086 283.61159 289.8033 
234 192.276 190.5 888.311 185.402 J80.811 
276.85129 279.1294 28l.97425 285.8195 292.04355 
236 194.093 192.31 190.111 187.182 182.571 
279.0347 281.31936 284.17398 288.04107 294.28419 
238 195.912 194.12 191.911 188.972 184.341 
281.21451 283.50956 286.37397 290,24962 296.51147 
240 197.733 195.933 193.711 190.759 186.101 
283.39452 285.69612 288.57422 292.46246 298.75286 
We are grateful to 1. Eisenberger for assistance ill computing this table. 
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Fig. 1. Minimum number of system failures r giving 90% (i.e .• 
'Y = 0.1) confidence that estimate error is within 10% (f3 = 0.1). 
r asymp = 200 
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An NCS Standard Interface for the 
XDS 900 Series Computers 
W. Lushbaugh 
Communications Systems Research Section 
The Network Control System standard inteljace has been adopted as a standard 
computet interface for all future minicomputer-based subsystem development for 
the Deep Space Network. This article describes a standard interface adapter for 
existing XDS 900 series computers that will enable the design of equipment com-
patiblewith the presently available machines and easily transferable to new mini-
computers as they become available. 
I. Introduction 
The Network Co.ntro.I System (NCS) standard interface 
has been adopted as a standard co.mputer-interface for 
all future minico.mputer-based subsystem development 
for the DSN. In o.rder to design and test equipment foll' 
currently existing 900-series machines and be able to. 
transfer that equipment conveniently to new minicom-
puters as they beco.me available, a standard interface 
adapter (SIA) is needed which can be attached to the 
900 series machines. The follo.wing article provides a 
design o.verview o.f such an SIA. 
II. Review of 900 Series I/O Structure 
The 900 series XDS computers are 24-bit machines 
with input/output (I/O) performed in the register mode, 
i.e., transfers to and from an external piece of equipment 
168 
.. ~. 
are o.n a 24-bit basis. An energize output machine (EOM) 
instruction and parallel input (PIN) and parallel output 
(POT) instructio.ns perform I/O on a word-by-word 
central pro.cessing unit (CPU) controlled basis. Executing 
an EOM-POT (o.r PIN) sequence delivers (o.r receives) 
data from the device addressed by the EOM. An EOM-
POT (o.r PIN) sequence canno.t be interrupted by an 
external interrupt. 
Two interrupts are typically used in an I/O sequence. 
One is a data interrupt to signify that the input/output 
buffer is full/empty, while the o.ther interrupt is used 
to signal special co.nditions such as end of message or 
errors. 
Reference 1 gives a detailed description of the XDS 
9OO-series computer interfacing for those who find the 
above descriptio.n to.o brief. 
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III. Review of the Standard Interface Format 
The NCS standard interface output consists of fourteen 
signals and a power sense line. The fourteen signals con-
sist of eight data signals, two function code signals and 
four control or handshaking signals. Three of the four 
combinations of function codes are available for tagging 
data transmission while the fourth, the 1-1 condition, is 
reserved for commands out of the computer or status ill 
from the device connected to that computer. Two of the 
control signals are used as stimulus sigl~als; one from 
computer (STC) and one from the device (STD). Both 
of these signals are unidirectional and go true for the 
complete: duration of a message. The remaining two 
signals are bidirectional control signals called response 
(RSP) and ready (RDY), which control the handshaking 
of data across the interface. Response and ready each 
make 'me complete cycle (false to true to false) for each 
byte trt\nsferred across the interface. 
IV. Programming Characteristics of the 
Interface 
To the programmer, the standard interface appears to 
be a device, with two associated EOMs. One EOM is 
used to channel the input or output of the data to the 
interface while the other is used to communicate status 
information to and from the program. 
A typical data-out sequence is as follows. A status 
EOM-POT sequence is executed by the program to alert 
the interface that the data output mode is starting. The 
hardware will generate a data interrupt at this point to 
notify the software that the output buffer is empty. The 
software responds to this interrupt by executing an 
EOM(DATA)-POT sequence which fills the output 
buffer and clears the interrupt. This sequence of data 
interrupts and data POTs will be continued until the 
desired number of words has been transferred from the 
computer. There will be one last data interrupt telling the 
program that the buffer is empty, at which time a status 
EOM-POT sequence is executed, which terminates the 
data output mode and automaUcally clears the data inter-
rupt. This normal data-out mode only uses one of the 
two interrupts, i.e., the data interrupt. If at any time 
during this mode, the device connected to the other end 
of the SIA intermpts the data out mode by either a status 
insert or by turning the data transmission around by 
initiating the data input mode, the program would be 
notified by a service interrupt. 
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The data-in mode .is started by the device. The hard-
ware in the SIA holds the data-in buffer ready when not 
in use so that three bytes will be transf(~rred to the com-
puter before the first data interrupt Occurs. This data 
interrupt is the same physical interrupt as used in the 
data out mode, but no confusion can result if the inter-
face is programmed properly. For example, the status 
of the device can be read at any time to clarify which 
type of data interrupt is occurring. 
V. Status Register 
The status register is the means by which software and 
hardware communicate. The software delivers commands 
to the SIA via the output status register and reads back 
various status information from the input status register. 
Despite this split input/output function, the status 
register is a single 24-bit register. 
A list of input and output bit assignments is given in 
Table 1. Following is a detailed description of each 
signal. 
C2a-C1n Command Byte/Status Byte. These 8 bits are 
used to communicate to the device connected to the SIA. 
When a command is to be sent from the computer to the 
device (see bit 15) the contents of these 8-bit locations 
are stored in the SIA and transmitted to the device at the 
proper time in the hmndshaking sequence. 
• 
When the device delivers an 8-bit status byte to the 
computer, these 8 bits are stored in the SIA and delivered 
to the computer following an EOM (STATUS)-PIN se-
quence. These bits are only changed when a new status 
byte is delivered and so are meaningless unless C7 is set 
(see CJ 
CI5 Command Flip Flop. Setting this bit via an EOM 
POT STATUS sequence, causes the hardware to intf'!-
rupt (at the proper time) whatever I/O process is hap-
pening and send a command to the device. If this bit is 
not set, the contents of CZ3 through C1Q do not get copied 
into the SIA. 
C H -CI3• These two bits are the two function codes to 
be used in the data output mode or the received function 
codes in the data input mode. These two bits must be set 
to the desired value at the beginning of each data trans-
mission AND MUST NOT BE CHANGED until the 
next message. 
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When the hardware in the SIA detects the data input 
mode, it switches these two inputs from the output func-
tion code flip-flops to the input function code flip-flops, 
so that these two bits have different meanings depending 
upon what the hardware is doing. 
CI2 Data Request. Setting this bit causes the hardware 
to attempt the data output mode to the device. This re-
quest will he honored as long as the device does not 
override it. Resetting this flip-flop terminates the data 
output mode. 
ClI, C II• - B» BII • BI , Bo are interpreted in the hard-
ware as a binary number (Bo = LSB) giving the number 
of bytes per word to be transferred in the data output 
mode, or the number of bytes received before a data 
interrupt is generated, in the data input mode. It is pos-
sible to change these bits during a message, but this 
should only be done during a data interrupt. 
Co Reset SIA. Setting a 1 in this position triggers a 1oo-ns 
puls~ that resets the SIA. 
Cn Reset Device. Setting a 1 in this position sets a flip-
flop which sends a RESET COMMAND to the DEVICE. 
To release the device reset, a zero must be set in this 
position. 
C r Status Byte Here. A one read in at this position 
means that a status byte was received from this device. 
This bit causes a status interrupt and may be reset by 
putting a one in this position or by RESET. When this 
bit is set, data output mode is temporarily cut off. 
c'l ~STD. This bit is set to 1 when STD (stimulus from 
the device) makes a 1 to 0 transition. This bit causes 
a status interrupt and can be reset by putting a 1 in this 
position or by RESET. 
C5 STD. This is a raw copy of the signal stimulus from 
device (STD). 
C4 Device Power. This bit = 1 when device power is 
off. This will cause a status interrupt to be generated as 
long as this signal is set, but this can be masked out of 
the interrupt by a 1 in this position. Setting a 1 in this 
position does not affect the value read in during a status 
PIN. 
Ca Device Override. This bit is set to, I, causing a sta tus 
interrupt when a data byte is received while the data 
request (see C12) is set. 
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C2-Ch R1-R11, Respectively. These two bits give the 
number of received bytes in UNARY. Both are reset to 
"0" on an EOM-PIN of data (or start or reset). A data 
interrupt is developed whtm RI = Rll = 1 and a third 
byte has arrived. 
Co Data Interrupt. This bit is a copy of the data inter-
rupt. 
VI. Design Philosophy 
Since it was felt that most noise pulses encountered in 
practice are high-energy short-duration voltage spikes, 
and furthermore that most system noise is synchronous 
with a system clock, it was decided to investigate the 
possibility of building an asynchronous (clockless) SIA. 
There was a further line of thought leading to this investi-
gation, i.e., that there is no inherent demand at either end 
of the interface to have a clock. Certainly the 9OO-series 
computer end of the link could use computer timing 
signals where necessary and the interface would supply 
other necessary timing signals, e.g., data here, data taken, 
etc. There also is no need to supply a clock at the device 
end, for if the device does have a clock, it will not neces-
sarily be the 5-MHz reference required in the DSN 
specification. 
VII. Design r~esults 
The design objectives were completely met in that, a 
completely clockless interface was built and demon-
strated. The heart of the system is the low-pass filtered 
line receiver shown in Fig.!. The line receiver is National 
Semiconductor's DM8820A, a dual line receiver in a 14-
pin package. Figure 1 shows one of the control signals 
terminated in the standard 220/330 n terminator and 
feeding an RC network conSisting of the 1 k n resistor and 
the 220 pF capacitor. This RC network forms part of the 
low-pass filter, as the device itself with the feedback as 
shown also has an inherent filtering capability of about 
10 MHz. The 4.3 kn resistOJ: to ground from pin 3 of the 
DM8820A causes the device to compare the signal on 
pin 1 to approximately 1.7 V when the output is high, 
while the 1 kn :>ud the diode to the Olltput drops the 
comparison voltagl:l to about 1.1 V wh(;o the output is 
low. The combined effects of these ex:l~rnal components 
is to add hystereSis, and increase the Mise rejection to 
greater than half the voltage swing in both thf~ high and 
low signal states. 
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Laboratory tests of the combined filter and line re-
ceiver gave the following results: (a) A square wave input 
varying hetween 0.3 and 3.0 V of 3 MHz or higher did 
not get through the Hne receiver; (b) A single positive-
going pulse of less than 200 n5 never got: through the line 
receiver, and some circuits rejected pulses as wide as 
250 ns; (c) A single negative going pulse (i.e., signal 
normally 3 V pulsing to 0.3 V) of less than 200 ns would 
never trigger the output of the line receiver, and some 
circuits rejected pulses of 250 ns. The variation in pulse 
widths rejected can be attributed to variations in external 
components as well as variations in the line receivers 
themselves. 
Figure 2 shows nsp (on the uppel' trace) Ilnd RDY 
(on the lower trace) of an actual handshaking sequence 
between the SIA for a gOO-series computer as it was con-
nected to an external test box which had the full comple-
ment of handshaking logic. The signals are as they appear 
inside of a short (negligible delay) cable. The horizontal 
calibration is 500 nslcm, while the vertical scale is 
1 V Icm, with ground at the bottom reticle and center 
reticle for the lower and upper traces, respectively. 11le. 
upper trace showing RSP from the test box (a device), 
starts the sequence asserted, as the SIA on the 910 com-
puter does not have any data ready. When the 24 bits of 
data .are loaded into the SIA, RDY is asserted by the SIA, 
as seen on the lower trace of Fig. 2. Approximately 300 ns 
later, the device recognizes the assQrtion of RDY and 
generates a 100-ns data strobe pulse (not shown) after 
which RSP goes high. Approximately 250 ns later the SIA 
recognizes the raising of RSP, and it completes the cycle 
by raising RDY. A new cycle is then initiated by the de-
vice about 350 ns later, when it observes the raising of 
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RDY when it again lowers RSP. The total length of the 
handshaking sequence is about 1.3 p.s. Three handshaking 
cycles are shown in Fig. 2, the Sequence ending there, 
since the buffer in the SIA is now empty. All three pulses 
on both traces appear synchronously in Fig. 2, since the 
relative timing of each is derived from fixed delays rather 
than a system clock. This synchronous feature consider-
ably aided in the speedy debugging of the initial design 
and will certainly be helpful in repairing a malfunction-
ing SIA or device in the future. 
VIII. Conclusions 
An SIA for XDS 900·series computers has been built 
without using a system clock. Rather than validating the 
signal by interrogating it with two clock pulses, the 
signal is assumed valid only when it is present long 
enough (200 to 250 115) to pass through a low-pass filter. 
The resulting SIA has a peak data transmission rate of 
approximately 770 kilobytesls (minus software I/O time). 
The unit has been successfully tested using a completely 
functional clockless test unit. The unit has also been 
successfully tested over 100 m (300 ft) of cable and con~ 
neded to the precision signal power measurement unit 
(PSPM). The PSPM is a device with an SIA adaptor, de-
veloped by the Digital Projects Group, which uses the 
double clocking method of filtering the rl~ceived signals. 
A device is now under development which will convert 
the twin-coax intercomputer communications link (Ref. 2) 
to a device with an SIA adaptor. This will enable any 
computer with an SIA adaptor to communicate via coaxial 
cable to another computer up to 600 m away. 
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Table 1. XDS gOO· Series 14 line interface status register 
OOO-Series 
Bit Number 
23 
22 
21 
20 
19 
18 
17 
16 
15 
Least sig. bit 
Most sig.bit 
Command byte on pot 
Status byte on pin 
CMD F.F. Sct one EDM Pot status. Reset by shIrt and whcn CMD sent 
14 1"117 Function codes to he used in datu out HlOde, or 
13 F1 f Received function codes 
12 DAT RQST. Indicates data output 1l1Ode (not needed for C~fD Ollt) 
Dl 
D2 
D3 
D4 
D5 
D6 
D7 
D8 
Line of 14 line 
interface 
11 Bn 7 B" BlI are interpreted in the hardware as a binary number (Bo = LSB) giving the number of bytes per word to 
lOBI f he transferred in output mode, or the number of bytes received before n datn interrupt is generated, in input mode 
9 Reset. Setting a one in this position triggers a one-shot pulse to reset the 900 series end of the comm. link 
8 Reset devie'e. Setting a 1 in this position sets a flip-flop which sends a reset CMD to the device. To release the reset a 
o has to be plotted in this position 
7° Status byte here. Cuts off data out transfer until cleared 
6° .lSTD. Set to 1 when SrD makes a 1 to 0 transition 
5 STD. Raw copy of STD line 
Device power = 1 when device power is' off, masked out of stah!s interrupt by entering l\ 1 in this position 
Devic'e override. Set to one when a data byte is received when the hardware is in data out mode 
2 
1 
RI l Number of data bytes received in unary. Both Ilre reset to 0 on EOM·PIN data or start. A data in interrupt is 
RII f developed when RI = RII = 1 and a third byte has arrived 
o Data interrupt 
·Status bits 3, 4, 6, and 7 arc either masked or reset by potting a 1 in the corresponding position of the status register. Anyone 
of these bits set generates a status interrupt. 
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Operational X-Band Maser System 
H. R. Buchanan, R. W. Hartop, J. G. I,.eflang, J. R. 
Loreman, and D. L. Trowbridge 
R. F. Systems Development Section 
Laboratory tests on the first operational X-band maser system for Viking have 
been completed in the laboratory. Over 50-MHz bandwidth has been achieved 
with 45-dB gain and a noise temperature of 8 kelvins. Implementation at the 64-
meter .stations is scheduled for the first half of calendar year 1975. 
I. Introduction 
The ground support requirements for the Viking project 
include low noise reception in the 8400- to 8435-MHz 
frequency band. The design parameters of the traveling-
wave maser amplifier structure were discussed in detail 
and preliminary test maser reSult!) were presented in an 
earlier report (Ref. 1). The design of the overall maser 
system has now been completed. The fabrication and test 
phase is nearing completion with implementation at the 
64-meter stations s<.heduled during the first half of 
calendar y,ear 1975. This report describes the hardware 
and test results. 
II. Design Considerations 
At the outset of the operational X-band maser program, 
the desired amplifier performance was established: 
(a) Frequency range: 8400 to 8435 MHz 
(b) Instantaneous I-dB bandwidth: 35 MHz minimum 
(c) Gain: 45 dB 
JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
(d) Noise temperature: 8 kelvins 
Other decisions made in the early phase of the program 
were to use a superconducting magnet for improved gain 
and phase stability and to base the operational design of 
the traveUng-wave maser structure and the magnets on 
R&D developments reported earlier (Refs. 2 and 3). The 
3ame closed-cycle cryogenic system as that used with the 
operational Block III S-band maser system was selected. In 
planning the design philosophy of the instrumentation, it 
was decided to utilize Block IV receiver modules in the 
maser monitor equipment wherever practical. This eased 
the design requirements, simplified station spares and 
maintenance, and resulted in fabrication economy. The 
X-band maser instnlmentation was planned to be inte-
grated with the Block III S-band maser equipment so as to 
utilize existing calibration equipment where feasible. 
The use of existing packaging designs was stressed to 
minimize design and documentation costs. Provisions were 
made for the future addition of a second X-band maser 
where this could be done without adding signiflcant cost. 
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III. X·Band Maser System Equipment 
A block diagram of the X-band maser equipment is 
shown in Figs. 1 and 2. Figure 1 details the portion of the 
equipment installed within the X-Band Receive Only 
(XRO) feed cone assembly. Figure 2 details the equipment 
mounted in module 3 of the tricone, in the alidade 
compressor room, and in the station control room. 
The major units housed in the XRO cone assembly are 
the Traveling-Wave Maser/Closed-Cycle Refrigerator 
(TWM/CCR) assembly and the X-band monitor receiver. 
The TWM/CCR assembly shown in Fig. 3 includes the 
helium refrigerator, which houses the traveling-wave 
maser structure with its field spreading coils and the 
superconducting magnet. The input and output 
waveguides with cooled low-pass filters for preventing 
pump leakage are also housed in the refrigerator along 
with the magnet charging heater and a Mistor1 bridge 
circuit for measuring the magnetic field. The interior of 
the refrigerator is shown in Fig. 4. The TWM/CCR 
assembly also includes the maser calibration and pump 
bOl>es. The maser calibration box permits test signals to be 
routed into either the maser input or the maser output. 
The pump box includes two klystrons which are simulta-
ne0l1sly combined and injected into the traveling-wave 
ma~er structure. The pump box also indudes a modulator 
(Ref. 1) which frequency modulates the two klystrons at a 
100-kHz rate. 
The X-band monitor receiver elements are shown in 
Fig. 1. All of the elemenL~ shown are identical to Block IV 
receiver components. J\ sample of the maser output is 
coupled into an X-band mixer with the local oscillator 
(LO) signal supplied through a times 17 frequency 
multiplier. The intermediate frequency (IF) output is 325 
MHz. 
As indicated in Fig. 2, the maser output signal is 
transmitted to the receiver select assembly in module 3 of 
I Mistor is a trade mark name for a solid-state, thin-film magnetic flux-
sensitive resistor. 
176 
-r 
the tricone where the ~ignal is distributed into four 
available output channels for the Block IV receiver. 
The output of the X-band monitor receiver is transmit-
ted to .the IF selector box. Provisions are also made in this 
box to receive 325-MHz signals from the Block IV 
receiver. The operator selects cne of these signals, which 
is then transmitted to the 325-MHz IF amplifier and mixer 
assembly, where it is mixed with a crystal-controlled 270-
MHz local oscillator. A dual output is generated: one 
output at 325 MHz and one at 50 MHz. The 325-MHz 
output is transmitted to the control cabinet and into a 
commercial spectrum analyzer on which the passband of 
the maser is displayed. The 50-MHz signal is routed into 
S-band control cabinet No.2, in which it can be selected 
for the existing Y -factor equipment for calibration 
purposes. The monitor receiver cabinet in the tricone also 
includes a times 10 frequency multiplier fed by a 47.6-
MHz crystal-controlled oscillator mounted in tho control 
room in the X-band maser control cabinet (cabinet 3). The 
times 10 frequency multiplier, the 325-MHz IF amplifier 
and mixer, and the times 6 frequency multiplier are all 
standard Block IV receiver modules. In addition, cabinet 3 
houses the various power supplies, controls, and quartz 
thermometer readout for operation of the X-band maser. 
Figure 5 shows the equipment mounted in cabinet 3. 
The compressor for operating the helium refrigerator of 
the X-band maser is housed in the alidade compressor 
room. 
IV. Results 
The first X-band maser system has now been assembled 
and has been tested in the laboratory. A typical response 
curve of the maser is shown in Fig. 6. It is noted that a 45-
dB gain is achieved with an instantaneous bandwidth of 
more than 50 MHz. The noise temperature of the maser 
has been measured at 8 kelvins. A detailed report on the 
traveling-wave maser structure development is planned in 
the near future. The laboratory tests of the first 
operational system indicate that the design goals have 
been met with some margin to spare. It is anticipated that 
all three systems will be completed and installed in the 64-
meter stations during the first half of calendar year 1975. 
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Implementation of DSS 43 and DSS 63 
High-Power Transmitters 
J. R. Paluka 
R. F. Systems Development Section 
Progress of installation and test of the DSS 43 and DSS 63 high-power 
transmitters is traced throt/.g/l procurement, installation, and test of the 
equipment at DSS 13 to overleas sllipment and installation status at DSS 63 as 
of January 25, 1975. The schedule for tllis activity is 10 have the DSS 63 
subsystem installed, tested, and transferred to operations for the Viking project 
by mid-July 1975, and the DSS 43 subsystem operational by mid-October 1975. 
I. Introduction 
In 1970 a high-power transmitter was installed, tested, 
and transferred to operations at DSS 14. Plans were then 
initiated to provide high-power transmitters at each 64-m 
station. In January 1974 the implementation schedule was 
accelerated by two years. This required a very intensiv\~ 
effort to complete the design and the procurement, and to 
provide training and test at Goldstone. Present plans are 
to install high-power transmitters at DSS 43 and DSS 63 
during 1974 and 1975. The schedule for this activity is to 
have the DSS 63 subsystem installed, tested, and 
transferred to operations for the Viking project by mid-
July 1975, and the DSS 43 subsystem transferred ttl 
operations by mid-October 1975. 
Procurement of ma,jor components for these transmit-
ters was started in late 1972. Delivery of most equipment 
.JPL DEEP SPACE NETWORK PROGRESS REPORT 42·26 
was made in 1973 and 1974. Some of these componenl~ 
were .shi~ped directly '4:0 the overseas stations from 
vendors; and others, as noted below, were shipped to DSS 
13 for testing before overseas shipment. 
The high-power transmitter is comprised of four main 
equipment groups: the control group, the power amplifier 
group, the coolant group, and the high-voltage (HV) 
power supply group. Figure 1 is a simplified subsystem 
block diagram of the control group, the power amplifier 
group,and the parts of HV power supply group that were 
tested at DSS 13. The tests for each subsystem were 
conducted at the assembly level, at the group level, and at 
the subsystem level. Major components of the DSS 13 
hansmitter were substituted t.O provide an almost 
complete transmitter subsystem. The main reason for not 
test,ing the motor-generator of the power supply group 
and the coolant gtoupat DSS 13 was economy. Factory 
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testing was performed on these units before being shipped 
directly overseas. 
II. Testing at DSS 13 
Testing of the DSS 63 transmitter was started at DSS 13 
in mid-February 1974. Initially the control group was 
tested using a test fixture to simulate other parts of the 
transmitter. Figure 2 is the local control console, the main 
part of the control group. By late March 1974 the group-
level testing of the controls was completed andinterfac.,) 
testing with the DSS 13 heat exchanger was started. In 
early April the transformer/rectifier, choke, and crowbar 
were added to the construction of the subsystem using this 
test configuration and the DSS 13 motor-generator and 
coolant group. Both the DSS 63 and the DSS 43 power 
groups were successfully load-tested into a dc load to a full 
megawatt for approximately twenty-four hours. This test 
assured sufficient wattage from the power supply group 
for either a 100-kW or a 400-kW klystron. In early June 
1974 the power amplifier group containing a l00-kW 
klystron (Varian X-3060) was added to complete the test 
configuration shown. in Fig. 1. During June and the first 
half of July, subsystem-level tests were performed on the 
transmitter subsystem. On July 15 dismantling and 
shipping of the subsystem to DSS 63, near Madrid, Spain, 
was started. During the testing four personnel from DSS 
63 were at JPL and DSS 13 a few weeks for training. 
Assembly of the DSS 43 high-power transmitter was 
started in the manner described above in early August 
1974. Again, the same portions of the DSS 13 high-power 
transmitter were used to substitute for those portions of 
the subsystem which were shipped directly to DSS 43 
from vendors. Four personnel from DSS 43 arrived at DSS 
13 in July and remained until December and January to 
contribute to the testing and to receive intensive on-the-
job training. In early December the subsystem was 
dismantled and shipped to DSS 43. 
III. Installation and Testing at DSS 63 
. 
Construction of facilities for the high-power transmitter 
subsystem was started in August 1974. The new facilities 
at DSS 63 consist mainly of a building to contain the 
transformer / rectifier, the filter choke, and the control 
junction box, and a complex of .concrete pads for the 
motor-generator set (1750 HP (1305 kW) and 1300 kVA), 
the motor control center, the auxiliary heat. exchanger, the 
distilled water replenishing unit, underground water tanks, 
and miscellaneous circuit breaker housings. Figure 3 is a 
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view of this pad area as it appeared in late January 1975. 
Of the units described above, the motor-generator set, tlle 
motor control center, the auxilial'y heat exchanger. one 
circuit breaker box for the synchronous motor, and the 
2000-gallon tank for the water replenishment system are 
in place. Figure 4 is a view of the transformer/rectifier 
building construction as it appeared in late January. A 
portion of the pad area described above is visible in the 
background. The center of this entire area is approxi-
mately 70 meters north of the DSS 63 antenna. 
In addition to the installation of units pictured in Figs. 3 
and 4. the majority of the transmitter equipment located 
in the antenna pedestal and the operations building has 
been installed, and interconnecting control cables have 
been connected. These units include the local control 
console (Fig. 2), the remote control console, the crowbar 
cabinet, the motor-generator controller, the field and 
focus magnet power supply racks, the high-voltage 
junction box and high-vo.tage splice box and all powelr and 
control cabling from the pedestal and operations building 
to the tricone where the power amplifier group will 
ultimately be located. Prior to the arrival of JPL and 
Goldstone contractor personnel at DSS 63 in November 
and December 1974, DSS 63 station personnel had 
installed and partially tested the heat exchanger,;f the 
coolant group, which is located on the antenna alidade. 
Interface tests were successfully conducted for the first 
time between the control group and the alidade heat 
exchanger in late December 1974. In mid-January 1975 
the power amplifier cabinet WflS raised to the antenna 
tricone (Figs. 5 and 6), and the cabinet was temporarily 
installed in the tricone for a period of ten days. During 
this period water flow tests were successfuliy conducted 
between the power amplifier cabinet and the alidade heat 
exchanger for the first time. The purpose of these Aow 
tests was to verify that the heat exchanger can provide 
sufficient coolant water to the klystron and water load at 
all elevation angles of the antenna. These tests ensured 
that a sufficient A/Ow of cooling water is available to Jihe 
power amplifier cabinet for either a l00-kW or a 4002kW 
klystron. 
The other purpose of temporarily installIng the power 
amplifier cabinet was to assure that t.he mechanic:u 
interface of the cabinet waveguide output port would 
properly align with the DSS 63 microwave subsystem 
when the cabinet was bolted in its pre-assigned location. 
This test was also successfully completed and the cabinet 
was removed from the tricone and reinstalled in the 
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antenna pedestal to allow continuation of assembly level 
and group testing when installation of the power supply 
group is completed. Scheduled beneficia! occupancy dates 
(BOD) were November 1, 1974 for the pad area (Fig. 3) 
a .. u January 15, 1975 for the transformer/rectifier 
building. Scheduled completion date (transfer to opera-
tions) for the DSS 63 high-power transmitter presently is 
July 15. 1975. 
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IV. Installation at DSS 43 
Most of the transmitter subsystem has been shipped to 
DSS 43. To date the main heal exchanger has been 
installed on the antenna alidade, and selection of a 
facilities contractor has begun. October 15, 1975 is the 
scheduled date for transfer of the DSS 43 high-power 
transmitter to operations. 
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X-Band Tracking Operations During 
the Viking Orbital Phase 
A. L. Berman 
Network Operations S~ctjon 
X-band tracking of the Viking spacecraft in orbit around Mars will be compli-
cated due to the combination of high periapsis doppler rates and low downlink 
carrier margin. This report presents methods to implement X-band tracking of the 
Viking spacecraft by ramping eUller the ground transmitter frequency or the 
ground receiver frequency. The opp,ratiollal impact of t1le two methods is assessed. 
I. Introduction 
Tracking at the 64-m deep space stations with the 
Block IV X-band receiver in a 10-Hz tracking loop filter 
setting will be quite difficult at Viking Orbiter periapsis 
because of high doppler rates. As an alternative, use of the 
30-Hz tracking loop filter during Block IV X-band track-
ing is not promising because there is only marginal carrier 
power above threshold (,-.8.7 dB) in this mode. Addi-
tionally, it had been thought (Ref. 1) that in order to 
maintain a reasonably small phase error while tracking 
with the Block IV X-band receiver in a lO-Hz tracking 
loop filter setting, as many as 20 digital controlled oscil-
lator (DCO) ramps (freq~lency rates) per periapsis pass 
might be Tequired. It is therefore the intent of this report 
to analyze in greater detail the operational capabilities 
and constraints while tracking a Viking Orbiter with the 
Block IV X-band receiver(s) in a lO-Hz tracking loop 
filter setting. 
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II. Orbits Utilized in the Analysis 
Referencc 2 analyzed in great detail four separate 
orbits. These consisted of permutations of periapsis alti-
tudes of 1200 and 500 km and of lines of apsides either 
Honnal to or parallel to the Mars-Earth v(.wtor. These can 
be abbreviated as 500 km/N, 500 km/P. 1200 km/N and 
1200 km/P. The highest periapsis doppk.r rates are en· 
countered with the 500 km orbits, so it \\',\\S considered 
adequate to limit this analysis to the 500 km/P- and 
500 km/N-type orbits. The periapsis doppler rates 
(X-banel, two-way) for these two orbit types can be seen 
in Fig~. 1 and 2, respectively. 
III. Consideration of Static and Dynamic 
Phase Error 
In the initial consideration of the adequacy of a given 
receiver to track a given signal, one is concerned with 
both the static phase error (SPE) due to frequclIcy dis-
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placement and aynamic phase error (6.0) due to frequency 
rate. As it rurns out,. the pacing criterion for the worst 
Viking orbital case (the 500-km/P-type orbit), in terms 
of necessary ramping of the X-band receiver, is the 
dynamic phase errol', and henc6 this study will be mostly 
focused on this particular parameter. Also, any receiver 
ramping schemes which will alleviate the dynamic phase 
error problem, coupled with judicious choices of starting 
receiver frequencies, will almost automatically keep the 
total frequency displacement small, and hence negate 
most static phase error buildup. Quite simply, if one is 
ramping the receiver to keep the received frequency rate 
within certain bounds as in Fig. 3, the cumulative fre-
quency displacement 
(where H" is the :receiver ramp rate and d/dt (D2) is the re-
ceived doppler rate) is relatively small when compared to 
that frequency displacement which would result from no 
ramping of the 1'0 . .3iver. 
IV. Analysis of Receiver DCO Ramps to 
Maintain Dynamic Phase Error 
Below 13 deg 
Rather arbitrarily selecting a (conservative) objective 
of maintaining the phase error (6.(J) at 13 deg or less, one 
has the following pertinent information from the DSN/ 
Flight Project Interface Design Handbook (Ref. 3) and 
from Ref. 1: 
Block IV X-band receiver carrier margin at 10 Hz 
tracking loop filter ~ 13.51 dB 
Downlink frequency rate required to produce 6.0 = 
13 deg at a carrier margin of 13.5 dB::::: + 15 Hz/s, 
The pel'iapsis 2-way X-band doppler frequency rates 
versus time for the 500-km/P-type and 500-km/N-type 
orbits are shown in Figs. 1 and 2, respectively. Over-
laying the doppler frequency rates in Figs. 1 and 2 are 
the reqnired receiver ramps to keep the dynamic phase 
error approximately equal to or less than 13 deg, and 
hence from the information above, to keep the (relative) 
frequency rate at the receiver (= downlink frequency 
rate minus receiver ramp rate) approximately equal to or 
less than +15 Hz/s. As can be seen in Fig. 1, the 500-km 
P-type orbit is the more extreme case, requiring 11 re-
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ceiver DCO ramps during the periapsis period. The 
500-km/N-type orbit (see Fig. 2) is only slightly less diffi-
cult, requiring 8 receiver DCO ramps during the peri apsis 
period. 
V. Error Analysis 
In the previous section the number of receiver DCO 
ramps required to produce a 6.0 of 13 deg or less was 
analyzed; however, this (implicitly) assumed that the pre-
dictions used to generate the required ramp parameters 
would be perfectly matched to the actual data. At this 
point it would be reasonable to briefly examine the effect 
of using (slightly) inaccurate predictions. 
Let one assume that a reasonable goal would be the 
generation of a ramp scheme designed to keep 6.0 at 
13 deg or less, but that one would tolerate occasional MIs 
of up to 17 deg because of inaccuracies in the predictions. 
Given this ground rule, one needs to determine what 
magnitude of prediction error would cause a combined 
6.(J of 17 deg, and, if one could expect prediction errors 
for the Viking orbital phase to be bounded by this (to-be-
determined) prediction error. For a 6.0 = 17 deg, one has 
from Ref. 3, the following received doppler frequency 
rate: ::::: +20 Hz/s. Differencing this value with the ramp 
scheme goal of ±15 Hz/s for the (relative) received fre-
quency rate, one wishes to determine what size prediction 
error would thus cause a two-war X-band doppler fre-
quency rate error of ::::: ±5 Hz/s. 
For both the 500-km N-type and 500-km P-type orbits, 
the maximum rate of change of frequency rate is 
{:t (frequency rate)}mnx '< (10Hz/s)/min 
such (chat a frequency rate error would translate into an 
eC!:,.!i.valent (prediction) time error of 
5 Hz/s 
6.t = (10 Hz/s)/min ::::: 30 s 
If recent past experience with respect to prediction 
accuracy at planetary encounters, etc., proves to be a 
reliable guide, one can indeed expect that, in general, 
trajectory errors during the Viking Orbital Phase will be 
less than 30 s (6.t), and hence expected errors in the pre-
diction data from which ramp rates will be generated 
should add less than 4 deg of MJ. 
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VI. Operational Considerations 
Let 011(' consider the simplest case of just one .. eceiver 
-a Block IV X-band receiver in the two-way mode with 
a 1O-Hz tracking loop filter setting. If one considers a 
500-km P-type orbit, and using the criterion previously 
established in Section IV, 11 separate ramps will have to 
be programmed into the receiver DCO pel' periapsis pass. 
At the DSS the operation will be complicated because 
the DCO holds only 4 ramps at any given time, and, as 
the initial ramps are executed, subsequent ramps will 
have to be manually entered into the DCO in near real 
time. Additionally complicating the receiver operator's 
job is the fact that the ramps arc exhausted in as little as 
three minutes, thus allowing little time for the operator 
to enter and verify new ramps. 
Generation of the ramp instructions in the Network 
Operations Control Area (NOCA) should also prove to be 
difficult, and in particular, time-consuming. Receiver fre-
quel~cy predictions are not generated in the prediction 
system, and the only method by which they can be gener-
ated (now) is manuat with the aid of Hewlett-Packard 
Programmable Electronic Calculators. Also, the Block IV 
DCO receiver frequency level is quite unfamiliar to most 
of the Network Operations Control Team (NOCT). 
Finally, assuming the ramp instructions are generated by 
the NOCT, they will have to be transmitted manually 
(via teletype) to the DSS, with a greatly increased risk 
of transmission errors, etc. 
The above considers only the difficulties in ramping 
one receiver. If the Block IV S-band receiver is also in a 
10-Hz tracking loop filter configuration, it too will require 
ramping, under some circumstances. Consider a 500-km 
P-type orbit. The maximum frequency rate at X-band 
(two-way) is :::::; 160 Hz/s. Thus at S-band it would be 
::::: (3/11) {160 Hz/s} ::::: 44 Hz/s. From Ref. 2, the Block 
IV S-band receiver carrier mm'gin equals 21.:3 dB, so that 
(from Ref. 3), a phase error equal to 13 deg results from a 
receiver frequency rate of :::::; +30 Hz/s. Thus, to avoid 
excessive phase error, the Block IV S-band receiver will 
also require some ramping. 
Finally, if three-way X-band doppler is ever desired 
from another 64-m DSS during a periapsis pass, the ex-
tremely laborious and time-consuming tasks described 
above will be doubled. 
To summarize the above, receiver ramping during 
Viking Orbiter periapsis passes can be accomplished; 
however, it will: 
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(1) Place additional burdens on the DSS receiver 
operator 
(2) Consume large amounts of manpower from the 
NOCT, because of the semimanual mode of re-
ceiver level ramp generation 
(3) Entail considerably more risk of error because of 
the manual mode (teletype) of transmission 
VII. Use of Uplink Ramping 
The idea of utilizing the DCO capability to ramp the 
uplink and thus reduce the total downlink frequency rate 
is obvious and certainly mcrits being investigated. For 
instance, considering the 500-km P-type orbit, tl1e total 
periapsis 2-way doppler rllte excursion is ::::: 170 Hz/s 
(-10 to + 160). If one chooses and appropriately locates 
five uplink ramps at the following equivalent X-band fre-
quency rates of +10, +40, +70, +40, and +10 Hz/s, 
then one will have modified the uplink such that the 
spacecraft will see a maximum frequency rate (at equiva-
lent X-band level) of +15 Hz/s. More importantly one 
would reduce the total 2-way X-band downlink frequency 
rate excUl'sion to::::: 110 Hz/s (-20 to +90). 
Instead of 11 DCO ramps in the receiver, one would 
now require only 7. However, 5 ramps are now required 
in the exciter, making a total of 12 ramps altogether. 
Considering the added complications of ramping the ex-
citer and the receiver, it does not seem that ramping the 
uplink in tho ahove described fashion will buy anything 
substantial. 
A more interesting (although perhaps seemingly bi-
zarre!) approach might be to consider over-ramping the 
uplink by a factor of 2. This poses no particular difficulty 
for the S-band spacecraft receiver, and, iR any case, pro-
duces the same frequency rate at th~ spacecraft as if the 
uplink was not ramped at. all. But more importantly, it 
should theoretically drive the downlink doppler frequency 
rate to some small limit such that the X-band receiver 
would not have to be ramped at all. As a matter offact, 
this is exactly what happens. Quite simply, let one define 
at some time: 
F 2x = two-way X-band downlink frequency 
TSF = track synthesizer frequency (transmitted up-
link frequency at DCO level, ~ 44 MHz) 
Tup = uplink range rate 
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r dn = downlink range rate 
c = speed of light 
Then one has 
= !!. {48 880 TSF [1 _ (rill' + r<lll)]} 
lit 221 c 
Now if onc assumes a ramped TSF, say TSF R, and a 
corresponding F 2X, say (F2x)n, one would have 
= !!. {48 880 TSF [1 _ (r1l11 + rlln)]} at 221 ' R c 
= 48 880 {[1 _ (r,,1' + r<ln)] !!:. (TSF ) 
221 c dt n 
To drive the downlink doppler frequency rate to zero, 
one l',equires 
or 
.!I (TSF ) t:!: TSF {!!.- [(rill' + rdn)]} dt R - n dt _, c 
and since TSF R ~ TSF 
192 
Finally, from the previous de6nition of F2" rate, one has 
d 221 cl 
dt (TSF R) ~ - 48(880) dt [F 2"'] 
221 ~ - 48(880) {F2x rate} 
Following the above logic, uplink ramps corresponding 
to those in Fig. 1 (approximately twice the uplink fre-
quency rate and, of course, moved backward (earlier) 
from the times in Fig. 1 by one round-trip light time 
(RTLT)) were input into the 500-km P-type orbit pre-
dictions. The results in the downlink doppler frequency 
rate are just as expected-the X-band downlink frequency 
rate is constrained to ±15 Hz/s. These results can be 
seen'in Fig. 4. For this case no ramping of the receiver 
would be required. At-6rst glanct;', it would not seem that 
anything of particular val~p. has been achieved, since one 
now has 11 exciter ramps instead of 11 receiver ramps. 
However, on closer inspection, a number of operational 
bene6ts would appear to accrue, i.e., 
(1) The uplink frequency level is far more familiar to 
the NOCT. 
(2) The necessary uplink ramp parameters can be 
obtained from prediction output quantities (XA 
and DD2) with far less effort than producing 
receiver level predictions and receiver level ramp 
parameters. 
(3) Uplink ramping requires no individual receiver fre-
quencies, whereas receiver pi'edictions require fairly 
current individual receiver parameters (the 21-MHz 
free-running oscillator) measured at the DSS. 
(4) Uplink ramps would routinely be transmitted within 
normal predictions (via high-speed data (HSD)) and 
would thus be virtually guaranteed free of trans-
mission errors, in contrast to sending large amounts 
of receiver ramp data manually (via teletype). 
(5) When one considers the possibility of Block IV 
S-band tracking with a 10-Hz tracking loop filter, or, 
far more important, the addition of X-band 3-way 
hacking at a separate 64 m nss, no additional re-
ceiver ramping is required, in marked contrast to 
the receiver ramping case, where the number of 
total required ramps increases by 100% or more-
one ramped uplink covers all receivers I 
In consideration of the above, the possibility of using 
overcompensated uplink ramping might merit further 
investigation, 
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TOA Data Management Planning: Readability of Flow Charts 
E. C. Posner 
TDA Planning Office 
This article proposes a "global" readability standard for flow clwrts in DSN 
software implementations. The standard limits the kinds of closures and returns 
that can occur from decision nodes. It is prove(l that the standard is equivalent to 
permitting only those flow charts tllat are constructible from hierarchical expan-
sion of tIle three structures BLOCK, IFTHENELSE, and LOOPREPEAT. The 
LOOPREPEAT structure is the simultaneous generalization of DOWHILE and 
DO UNTIL. Considerations of code as opposed to fiow chart readability, however, 
may rule out the use of LOOPREPEAT in favor of allowing only its special cases 
DOWHlLE and DO UNTIL. 
I. Introduction 
We propose a standard for flow charts to be used in 
DSN implementations. We first define a flow chart as 
a finite directed graph with five kinds of nodes: 
(1) START nodes with no links entering the node and 
one link leaving. 
(2) END nodes with one link entering and none 
leaving. 
(3) FUNCTION nodes with one link entering and one 
leaving. 
(4) DECISION nodes with one link entering and two 
leaving. 
(5) COLLECTOR nodes with two links entering and 
one leaving. 
196 
We further require that there be exactly one START 
Ilode and one END node. We also demand that the flow 
chart be connected in the sense that, given any node, 
there is a directed path from START to END going 
through the node. The condition on DECISION nodes 
that they have only two outputs is a mathematical con-
venience for proof purposes, and the use of multiple out-
put decisions (cases) would be allowed in any DSN 
standard. A similar comment applies to COLLECTOR 
nodes. 
More precisely, a (finite) directed graph is a collection 
of points called nodes, a»d directed edges; called links. 
Nodes a'~'e connected to nodes by links, where the direc-
tion is indicated by an arrowhead at the forward end of 
the link, the other end being called the rear. Each . link 
must start and end at a (possibly the same) node. It starts 
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at its rear end and ends at its forward end. A path from 
one node nl to another n 2 is a sequence of nodes n1 = 1»1) 
'111'2, - -, mil = n2 and links .11, .12, - -, "P-1, such that 
link ", starts at Ill} and ends at Ill}+!, 1 ~ i ~ p - 1. 
A flow chart then is a directed graph, where the graph 
nodes are the function boxes, decision boxes, and collec-
tor nodes. We will, however, draw all nodes as dots, since 
the definition of "flow chart graph" makes it clear whether 
a given graph node corresponds to a function, decision, 
Or collection. 
Given flow charts G1 and G2. together with a function 
node F of C t , we define the hierarchical expansion of Gt 
by 'replacing F by G2, H (G1, F; G2) as a neW flow chart 
G:1• Specifically, let link .11 end at F and "2 start at F. 
Remove node F from the set of nodes of G1 and add the 
Sflt of nodes of G2 other than START and END. Let il 
end at the first node of G2 reached from its START, and 
let "2 start at the last node before the END of G 2 • Then 
the START and END of G2 have been removed, but all 
other nodes remain and are the same kind of node. The 
fact that Gs is a flow chart can be readily verified. 
Let G be a flow chart and F a function node of G. 
We can get a new flow chart G' with one less node and 
one less link as follows: Remove F from the set of nodes 
of G. Let "1 end at FI and "2 start there. Remove these 
two links from the set of links and add a new link "f 
which starts at the node from which "1 started, and ends 
where J.2 ended (see Fig. 1). This operation permits us to 
remove a "no-op" function at 11 FUNCTION node. 
Let A be a finite set of flow charts, called structures. 
Define Ao = A, and AI, the one-step completion of A, as 
the class of all flow charts which can be obtained from 
the stmctures in A by removing a function node, or by 
replacing a function node of a stmcture G by a structure 
H in A, where H may be different from G. Define An 
for n > 1, the n-step completion of A, to be the onl~-step 
completion of A II - t • Define A"" the completion of A, to be 
the flow charts obtainable from the structures in A by 
hierarchical expansion. Note that if G and H are in A"" 
and F is a function node of G, then replacing F in G by 
H leads to a flow chart still in Aoo; that is, A", is co:nplete 
under hierarchical expansion. 
Finally, let us define a looping decis!r)U .:.nda non-
looping decision. A nonlooping deClsion node in a How 
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chnrt is One for which all paths to END starting nt the 
decision ultimately coincide at some collector node before 
any path from the decision again reaches that decision 
node. Otherwise the decision node is called a looping 
decision. A link starting at a decision node with the 
property that all paths to END starting with the link 
avoid the given decision node is a non-looping link; if 
there is a way to reach the decision node starting with the 
link, it is called a looping link. 
Let us now define a set R of structures which consists 
of the three structures BLOCK, IFTHENELSE, and 
LOOPREPEAT, as in Fig. 2. Note that LOOIlHEPEAT 
becomes DOWHILE if node G is removed and DOUNTIL 
if F is removed. Hence, by Mills' Theorem (Ref. 1), every 
algorithm can be flow charted by a flow chart in Roo, 
since it can be flow charted by a flow chart in the 
completion of BLOCK, IFTHENELSE, and DOWHILE 
(or alternatively of BLOCK IFTHENELSE, and 
DOUNTIL). 
II. Readability of Flow Charts 
A nonlooping decision node is said to have the Unique 
Merger Property if the node at which all paths out of the 
decision first merge has the pl'operty that any two paths 
starting with different links out of the decision node also 
merge for the first time at that node. The decision node 
in IFTHENELSE satisfies Unique Merger. 
A looping decision node is said to have the Forced 
Loop Closure Property provided the following holds. An 
external input to a loop is a collector node reachable from 
the decision that has an output path to the decision node. 
It also has an input path from START not containing the 
same output link of the given decision node that was on 
the input path to the collector node. Note that each loop-
ing decision node has at least one external input to a loop 
it creates. We require that the folhwing hold for at least 
(it turns out exactly) one of the output links of the looping 
decision; such links are called looping links: every patll 
starting at a looping link must return to the looping deci-
sion. We require that there be only one external input 
node. We also demand that every path starting with the 
looping link go through the external input, and go through 
it on only one of its two input links, before returning to 
the looping deCision. It follows from connectivity that 
only one of the two outputs of a looping decision can be 
looping--otherwise tllere is no way to reach END starting 
from the decision. Note that the decision node of LOOP-
HEPEAT has the Forced Loop Closure Property. 
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We say that a flow chart has the Readability Property 
provided eve.·y nonlooping decision satisfies Unique 
Merger, and every looping decision satisfies Forced Loop 
Closure. Observe that if G t and G~ satisfy the Bcad-
ability Property, or, more briefly, are Readable, then if F 
is any function node in G I , the flow chart Ii (Gil F; G2 ) 
is also Beadable. Thus every flow chart in R", is Readable. 
The next section proves the main result of this article, 
that every Bcadable flow chart is in R"" Hence, the 
Readable How charts can be obtained by using the three 
structures in R together with hierarchical expansion, and 
every How chart so obtained is Beadable. By Mills' 
Theorem previously referenced, then, we also conclude 
that every algorithm can be flow charted by a Readable 
flow chart. 
III. The Main Theorem on Readability 
The theorem below is proved by contradiction, but the 
proof is actually a recursive procedure for hierarchically 
expanding a Readable flow c\lart using the three struc-
tures in R: BLOCK, IFTHENELSE, and LOOPREPEAT. 
THEOREM. Reo is exactly the class of Readable flow charts. 
PROOF. That every flow chart in Roo is Readable has already 
been noted in the previous section. The hard part is to 
prove that every Readable flow chart can be obtained 
from hierarchical expansion of the three structures in R. 
If not, let G be an aUeged cbunterexample with the 
smallest number of nodes among the counterexamples, 
that is, among the Readable flow charts not in R",. Note 
that G has no function nodes, for they could be removed 
to yield another counterexample. We will show that G 
has no looping decisions. Let p be such a looping decision, 
with external input C as in Fig. 3. 
Let '11"1 denote the set of paths from C to p, and '11"2 the 
set from p to C. Can there be a path A from a node r 
on a path in '11"2 to a node D on a path in 'll"1? No, because 
all paths from p starting with the looping link of p go 
through C, by the definition of Forced Loop Closure for 
the loop started by p. 
Can there be a path }J. from a node s on a path in '11"1 
to a node E on a path in'll"2? The answer is again No, but 
for a slightly more complicated reason. 'T'hi .. time, look 
at the loop started by s, which must satisfy Forced Loop 
Closure. The node C is still an external input node, but 
so is E because of the path C~s~p~E. This situation is 
of course ruled out, so p. does not exist either. 
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Then Fig. S can be thtmght of as Fig. 4, where there 
are no paths between the nodes in A and in B (which 
each might be empty sets), and where there are no 
entries or exits from A and B other than the ones shown. 
That is, the originnl G is a hi<.>rarchical expansion (includ-
ing possibly node removnl) of a graph G1 which has a 
function node in place of the structure of Fig. 4. Figure 4 
itself is a hierarchical expansion of IFTHENELSE, the 
two graphs corresponding to A and B being the graphs 
replacing the FUNCTION nodes of LOOPREPEAT. 
These two graphs are also Readable, however, and have 
fewer nodes; hence they are in Rt1J (or are null). The 
graph Gt as we have observed can be obtained from a 
Graph G2 by hierarchically expanding at a function node 
by IFTHENELSE. But G2 has fewer nodes than Gl , 
hence fewer nodes than G, and so is in ROO' So G itself 
would be in Rw This proves that G has no looping 
decision nodes. 
So G has only nonlooping decisions. Let p be such a 
node, with merger node M. An external input is a node 
C on a path from l' to M that can be reached from 
START without going through p, or, if it cannot be 
reached from START without going through p, then such 
paths must go through M before reaching C. If we knew 
that there were no external inputs, we would be done as 
in the LOOPREPEAT case, fol' Unique Merger plus the 
lack of external inputs would cause the nonlooping 
decision to look like Fig. 5, The same hierarchical ex:-
pansion idea would work. 
First note that if C were an external input, there is 
no path from M to C not going through p. For it must 
be possible to reach END from M, and it must therefore 
be possible to reach END from M without going through 
C. Let r be a node at which a path to END first leaves 
the path from M to C. This,. is, of course, a decision 
node, but it is looping because of the path r~C~M~r. 
Since G has no looping decision nodes, there is no path 
from M to C not going through p. 
Thus, jf C exists at all, the situation of Fig. 6 must 
prevail: there is a path from START to C not going 
through p. 
There is of course a path to p from START also. There 
are two possibilities: i) there is a path from START to p 
not going through C; ii) evelY path from START to p 
goes through C. 
In case i), there :is a .last node s where the paths from 
START to C and to p agree, as in Fig. 7. However, S 
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violates Unique Merger, since paths starting with both 
links out of s meet for the first time at C and also at M. 
So we are in case ii), in which ever), path from START 
to p goes through C, as in Fig. 8. In this case, there is a 
path from M to p, for there is no way of leaving the path 
from C to hi without going through M, by Unique 
Merger. Then p is a looping decision, already ruled out. 
This proves the theorem. 
IV. Reversing a Flow Chart 
This section proves an amusing corollary to the theorem 
of Section III. Some people read flow charts backward 
in trying to understand them, so define the reversal of 
a flow chaIt as the flow chart with the same nodes 
but arrowheads reversed. Then FUNCTION nodes 
remain FUNCTION nodes, DECISION nodes become 
COLLECTOR nodes, COLLECTOR nodes become 
DECISION nodes, and START and END are inter-
changed. However, we still have a flow chart, as is easy 
to see. If G is a flow chart, let Gft denote its reverse. 
Note the commutativity of reversing and hierarchical 
expansion: 
Likewise, note the commutativity of reversing and com-
pletion: 
We then have the follOWing Corollary to the theorem of 
Section III. 
~--I 
, 
1 
COHOLl.AI\Y. The reverse of a readable flow chart is a 
readable flow chart. 
P~OOF. By the theorem, if G is readable, G is in Roo, where 
H consists of BLOCK, IFTHENELSE, and LOOPRE-
PEAT. Hence Gil is in (Rl1)oo. But the reverse of BLOCK 
i:; BLOCK, of IFTHENELSE is IFTHENELSE, and of 
LOOPHEPEAT is LOOPREPEAT. So Hll = R, and Gft 
is in RO). By the theorem again, Gn is readable, as required. 
V. Readability of Code 
We have seen that if one adopts the flow chart read-
ability requirement, the only permitted structures 
automatictllly become BLOCK, IFTHENELSE, and 
LOOPHEPEAT. Therefore, those are all we would ever 
propose to even consider permitting as a DSN standard 
set of structures. It may however be preferable to not 
allow the full force of LOOPHEPEAT but only permit 
DOWHILE and DOUNTIL, for reasons of code read-
ability. The reason would be that the code for LOOP-
HEPEA T is less readable. 
The reason is that the EXIT from the loop of Fig. 9 
occurs in the middle of the code, looking like Fig 10. 
On the other hand, DOWHILE and DOUNTIL have 
their EXITS at the end of their code, as is proper for 
top-down readability (Fig. 11). But the exact form of the 
code and the tradeoffs involved seem rather language 
dependent, and the problem of whether to universally 
ban LOOPREPEAT for DSN software implementations 
is still under investigation. 
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Automatic Cable Tester 
W. D. Schreiner 
Quality Assurance DSN and Mechanical Hardware Section 
Because of problems encountered and the time required to test multiconductor 
cables, the Automatic Cable Tester was designed and built by ]PL Quality 
Assurance. This instrument has significantly reduced test time and increased the 
reliability of the hardware. . . 
I. Introduction 
Due to the increased number of cables and the time 
required to test them. it was necessary for Quality 
Assurar.ce to find improved methods of performing the 
tests. A review was conducted of all commercially 
available equipment that would meet our requirements. 
The constraints were: 
(1) The need for test flexibility at low volume. 
(2) Compatibility with existing equipment. 
(3) The need to be more cost effective. 
No equipment was available that would meet our 
requirements. Therefore. it was necessary for JPL Quality 
Assurance to tJesign and build the Automatic Cable Tester 
(ACT). The use of this instrument has increased the 
accuracy and reliability of test results. while reducing the 
man-hours required to perform necessary tests. 
2.02 
II. Descr;ption of Equipment 
. 
The IPL Automatic Cab~e Test Set (Fig. 1) consists of 
one commercial piece of liest equipment plus three JPL-
designed panels. These units are: 
(1) 0-1000-volt commercial power supply and 100-
circuit relay scanning unit. The scanning unit 
accepts only pin-to-pin circuits. 
(2) Multicircuit patch panel. The patch panel provides 
the capability to test cables that are not wired in the 
normal pin-to-pin configuration. thus eliminating the 
need for additional testing in a manual mode. 
(3) Connector adapter panel. The connector adapter 
panel provides a full selection of connector adapters 
without the operator having to stop and locate 
specific adapters for the particular cable under test. 
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(4) Branch circuit switching panel. The branch circuit 
sWitching panel is designed to pre-program the test 
set to accept multi-pin circuits on a cable under test. 
Without the branch circuit panel, the unit would 
reject the cable as being shorted. 
The test set automatically tests each circuit for proper 
terminal-to-terminal resistance (continuity) and simulta-
neously checks each circuit against all other circuits for 
shorts and high-resistance leakage. Cables can also be 
('hecked separately for shorts or continuity. 'In the "shorts 
only" condition, only one end of the cable needs to be 
connected to the tester. The operator can select high 
voltage for dielectric br;:akdown tests, or use very low 
voltage for testing circuitry that cannot withstand high 
voltage. All test parameters, such as test time, type of test, 
reject levels, etc., can be selected on the control unit. 
III. Implementation Results of Automatic 
Test Equipment 
The previously used method of testing multiconductor 
cables was limited to a continuity test with an ohmmeter 
or a battery/buzzer (this method is incapable of determin-
ing poor terminations such as cold solder and uncrimped 
pins) and a Hi-Pot and/or megohm test by hand between 
each pin and all adjacent pins (individually). The manual 
method is subject to human error (i.e., failure to test a pin) 
and at best was incomplete. A true dielectric strength (Hi-
Pot) and insulation resir.t.ance test (Meg) should be 
performed between each phI (circuit) and all other pins, 
shields, and connector shells tied together in common. 
Operation of the tester (Fig. 2) is simple and can be 
performed with minimum operator training. Once the 
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cable under test is connected and test parameters ha\'f,l 
been set, it is necessary only for the operator to push the 
start button. The test is completely automatic with the 
tester stopping and identifying aU faults. 
A signi6cant benefit of the new equipment is the savings 
in test time. For example, in testing a lOO-wire, 
2-connector cable, excluding setup time, thE': old method 
took two persons 30 minutes each, while the new method 
only required one person approximately 1 minute to 
perform the same task. 
An additional advantage of the test equipment is safety 
of operation. Previous methods of testing using high 
voitages were hazardous in their actual use, plus the side 
effect of "charging" the unit under test, where electrical 
shock and possible injury could resuit. The Automatic Test 
Unit self-shorts all circuits after test, thus eliminating such 
hazards. 
The signi6cant increase in reliability was a contributing 
factor in the DSN Engineering decision to discontinue 
procurement of spare cabling for the Deep Space 
Network. 
IV. Future Plans 
All multiconductor cables are electrically inspected 
using the new JPL Automatic Cable Tester. Cables not 
meeting the required electrical parameters are separated 
and identi6ed to prevent their being put into service. A 
program has already been initiated to identify the exact 
cause of failures, and steps are being taken to prevent 
further occurrences. 
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Fig. 2. Operator using Automatic Cable Tester 
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