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Abstract
We study the linear perturbations of multi-field inflationary mod-
els governed by a Lagrangian which is a general function of the scalar
fields and of a global kinetic term combining their spacetime gradients
with an arbitrary field space metric. Our analysis includes k -inflation,
Dirac-Born-Infeld inflation and its multi-field extensions which have
been recently studied. For this general class of models, we calculate
the action to second order in the linear perturbations. We decompose
the perturbations into an adiabatic mode, parallel to the background
trajectory, and entropy modes. We show that all the entropy modes
propagate with the speed of light whereas the adiabatic mode prop-
agates with an effective speed of sound. We also identify the specific
combination of entropy modes which sources the curvature perturba-
tion on large scales. We then study in some detail the case of two
scalar fields: we write explicitly the equations of motion for the adia-
batic and entropy modes in a compact form and discuss their quantum
fluctuations and primordial power spectra.
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1 Introduction
Inflation has now become a standard paradigm for describing the physics of
the very early universe, but the nature of the field(s) responsible for inflation
remains an open question. The hope is that future cosmological observations,
in particular those of the CMB, will be able to rule out large classes of models
and give some hints on the underlying physics.
In the last few years, intensive effort has been devoted to trying to con-
nect string theory and inflation (for recent reviews, see e.g. [1]-[5]). For
simplicity, most studies of string inflation have considered a single effective
scalar field. However, in the low-energy limit of string theory, many scalar
fields are present and several of them could thus play a dynamical role during
inflation. This would affect the generation of primordial perturbations. For
instance, whereas in single-field inflation, the curvature perturbation is con-
served on large scales1, the curvature perturbation in multi-field inflation can
generically be modified on large scales, because it is sourced by entropy (or
isocurvature) perturbations. This feature was first pointed out in [8] in the
context of Jordan-Brans-Dicke type gravity where the gravitational sector
contains a scalar field. This effect has also been illustrated recently [9, 10] in
the context of specific inflationary models based on string theory construc-
tions, and shows that the restriction to an effectively single-field scenario,
despite its appealing simplicity, might be misleading as the final curvature
perturbation, which will be eventually observed, can sometimes originate
mainly from the entropy modes.
In multi-field inflation, there is also the possibility, depending on the re-
heating scenario, to produce, after inflation, both adiabatic and isocurvature
perturbations, which can be correlated, as first pointed out in [11]. The CMB
measurements have shown that the primordial perturbations are mainly adi-
abatic but a small amount of isocurvature modes is still allowed by the data
(see e.g. [12]-[15] for the most recent analyses).
In this context, a lot of works have been devoted to multi-field inflation.
Although many of these studies usually assume standard kinetic terms for
all the scalar fields involved, several consider multi-field inflation with non-
standard kinetic terms described by a non-trivial metric GIJ(φ
K) in field
space, so that the kinetic part of the Lagrangian is of the form
Lkin = −1
2
GIJ∂µφ
I∂µφJ .
More sophisticated types of non-canonical kinetic terms can also be envis-
aged. This is in particular the case for an interesting scenario based on string
1see however [6] and [7] for exceptions.
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theory, in which the inflaton is a scalar field characterizing the position of
a probe brane moving in a warped background geometry. This scenario has
been named DBI (Dirac-Born-Infeld) inflation [16, 17], as the inflaton field
is governed by a Dirac-Born-Infeld action. The latter can be seen as a par-
ticular case of the more general framework of k -inflation [18, 19], where the
action is an arbitrary function of the inflaton and of the square of its space-
time gradient. Two recent works [20, 21] have studied the perturbations in
effectively multi-field DBI inflation, where the extra fields correspond to the
angular degrees of freedom of the moving brane [22]-[25].
The purpose of the present work is to analyse a very large class of multi-
field models, which can be described by an action of the form
S =
∫
d4x
√−g
[
R
16πG
+ P (X, φI)
]
(1)
where P is an arbitrary function of N scalar fields and of the kinetic term
X = −1
2
GIJ∇µφI∇µφJ . (2)
where GIJ ≡ GIJ(φK) is an arbitrary metric on the N -dimensional field
space. This can be seen as a generalization of the Lagrangian of k -inflation
[18] to the case of several scalar fields. This also includes DBI inflation and
its multi-field extensions studied in [20, 21].
In this work, we expand the above action up to second order in the
linear perturbations. The second order action can be used to derive the
classical equations of motion for the perturbations. It is also the starting
point to calculate the spectra of the primordial perturbations generated from
the vacuum quantum fluctuations of the scalar fields during inflation.
In order to analyse the equations of motion, we decompose the linear
perturbations into the (instantaneous) adiabatic perturbation, i.e. the per-
turbation parallel to the background trajectory in field space, and the (in-
stantaneous) entropy perturbations, which are orthogonal (with respect to
the field space metric) to the trajectory. We find, quite generically, that the
equation of motion for the adiabatic perturbation is a wave equation which
depends on an effective sound speed cs while all the entropy perturbations
obey a wave equation involving the speed of light. This shows that the prop-
erty that adiabatic and isocurvature perturbations propagate with different
speeds, pointed out in [20] for the particular case of two-field DBI inflation, is
valid for the large class of multi-field models studied here, whatever the spe-
cific dependence of the action on the kinetic term, and whatever the number
of scalar fields involved. For more than two scalar fields, the entropy sec-
tor contains several degrees of freedom but they all satisfy a light-like wave
equation.
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We also analyse the evolution of the curvature perturbation on large
scales, and show that it is sourced by a specific combination of entropy pertur-
bations, which can be decomposed into a term corresponding to the bending
of the background trajectory in field space, as in multi-field inflation with
canonical kinetic terms, and an additional term, which is present only for
non-trivial functions P . We finally specialize our analysis to the case of two
fields and compare our results with previous works.
The plan of this paper is the following. In the next section, the back-
ground equations of motion are given. Section 3 is devoted to the derivation
of the second-order action for the linear perturbations. In the subsequent sec-
tion, we analyse the (comoving) curvature perturbation and its large-scale
evolution. In Section 5, we restrict our analysis to two scalar fields and
study in detail the equations of motion for the adiabatic and isocurvature
components. Using the second-order action, we then discuss, in Section 6,
the quantization of the perturbations in the simple case where the adiabatic
and isocurvature modes are decoupled. We conclude in the final section and
present in an appendix the application of our formalism to the DBI case.
2 Background
As discussed in the introduction, our starting point is the action
S =
∫
d4x
√−g
(
1
2
R + P (X, φI)
)
(3)
with
X = −1
2
GIJ∇µφI∇µφJ . (4)
where we have set 8πG = 1 for simplicity. Throughout this paper, we will
use the implicit summation rule on the field indices I, J, . . ..
The energy-momentum tensor, derived from (3), is of the form
T µν = P gµν + P,X GIJ ∇µφI∇νφJ , (5)
where P,X is the partial derivative of P with respect to X . The equations of
motion for the scalar fields, which can be seen as generalized Klein-Gordon
equations, are obtained from the variation of the action with respect to φI .
One finds
∇µ(P,XGIJ∇µφJ)− 1
2
P,X(∇µφK)(∇µφL)∂IGKL + P,I = 0 . (6)
where P,I denotes the partial derivative of P with respect to φ
I .
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In a spatially flat FLRW (Friedmann-Lemaˆıtre-Robertson-Walker) space-
time, with metric
ds2 = −dt2 + a2(t)d~x2, (7)
the scalar fields are homogeneous and the energy-momentum tensor reduces
to that of a perfect fluid with energy density
ρ = 2XP,X − P , (8)
and pressure P .
The evolution of the scale factor a(t) is governed by the Friedmann equa-
tions, which can be written in the form
H2 =
1
3
(2XP,X − P ) , (9)
and
H˙ = −XP,X . (10)
The equations of motion (6) for the scalar fields reduce to
φ¨I + ΓIJKφ˙
J φ˙K +
(
3H +
P˙,X
P,X
)
φ˙I − 1
P,X
GIJP,J = 0 , (11)
where the ΓIJK denote the Christoffel symbols associated with the field space
metric GIJ . By noting that the first two terms in the above equation simply
correspond to the components of the acceleration in curved coordinates (here
in field space), which we can write as
Dtφ˙I ≡ φ¨I + ΓIJKφ˙J φ˙K , (12)
equation (11) can be rewritten as
Dtφ˙I +
(
3H +
P˙,X
P,X
)
φ˙I − 1
P,X
GIJP,J = 0 , (13)
or, in an even more compact form, as
a−3Dt(a3P,X φ˙I) = P,I , (14)
where we have used the field metric GIJ to lower the field index I, so that
φ˙I ≡ GIJ φ˙J ; Dt acts as an ordinary time derivative on field space scalars (i.e.
quantities without field space indices) and DtGIJ = 0.
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The above expressions are compact but second derivatives of the scalar
fields are hidden in the term ˙P,X . It is sometimes more useful to express the
equations of motion in the form
Dtφ˙I +
(
3Hc2s +
c2s
P,X
P,XKφ˙
K +
1− c2s
2XP,X
P,Kφ˙
K
)
φ˙I − 1
P,X
GIJP,J = 0 , (15)
where we have introduced, as in [19],
c2s ≡
P,X
ρ,X
=
P,X
P,X + 2XP,XX
, (16)
which can be interpreted as the square of an effective sound speed, as we will
see later. We will also use the dimensionless parameter
s =
c˙s
Hcs
. (17)
3 Dynamics of the linear perturbations
We now study the linear perturbations about the background solution dis-
cussed in the previous section. A priori, one must consider the perturba-
tions of the scalar fields as well as the metric perturbations. The scalar
metric perturbations are coupled to the scalar field perturbations via the
scalar field equations of motion and Einstein’s equations. One could write
down directly the linearized version of these equations. However, since we
will be interested by the quantum fluctuations of the perturbations during
the inflationary phase, it is useful to compute the action at second order in
the perturbations. From this action, one can easily derive the equations of
motion for the linear perturbations. One can also determine the normaliza-
tion of the vacuum quantum fluctuations, and therefore the amplitude of the
primordial cosmological perturbations.
In order to quantize the system, it is useful to write the second-order ac-
tion as an expression depending only on the true physical degrees of freedom.
This can be done by using the constraints to simplify the second-order action
but this is a tedious procedure [26]. A quicker method uses the constraints,
within the Hamiltonian formalism, as Hamilton-Jacobi equations in order to
identify automatically the physical degrees of freedom [27] (see also [28]). An
even simpler procedure, introduced in [29], consists in writing the action in
the ADM form [30] and in solving explicitly the constraints for the lapse and
the shift.
In the case of a single scalar field, two gauge choices are natural: the first
is the gauge where the scalar field is spatially uniform on constant time slices;
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the second is the spatially flat gauge, where the spatial part of the metric is
unperturbed. The physical perturbation is described only by the metric in the
first case, and only by the scalar field perturbation in the second case. When
dealing with several scalar fields, the first possibility is no longer possible
and the only natural choice is to go in the spatially flat gauge, where the
scalar field perturbations correspond to the physical degrees of freedom. The
calculation which follows can be seen as a generalization (and a unification)
of the second-order actions computed in [31, 32] with the same procedure.
3.1 ADM formalism and constraints
In the ADM formalism [33], the metric is written in the form
ds2 = −N2dt2 + hij(dxi +N idt)(dxj +N jdt) (18)
where N is the lapse function and N i the shift vector. The action (3) then
reads
S =
1
2
∫
dtd3x
√
hN (R(3) + 2P ) +
1
2
∫
dtd3x
√
h
N
(EijE
ij −E2) , (19)
where h = det(hij) and R
(3) is the Ricci curvature calculated with hij . The
symmetric tensor Eij , defined by
Eij =
1
2
h˙ij −N(i|j) (20)
(the symbol | denotes the spatial covariant derivative associated with the
spatial metric hij), is proportional to the extrinsic curvature of the spatial
slices. The function P in (19) depends on the kinetic term X , which can be
written as
X =
1
2N2
GIJv
IvJ − GIJ
2
hij∂iφ
I∂jφ
J (21)
with
vI = φ˙I −N j∂jφI . (22)
The variation of the action with respect to N yields the energy constraint,
2P − 1
N2
(EijE
ij − E2 + 2P,XGIJvIvJ) = 0 , (23)
while the variation of the action with respect to the shift Ni gives the mo-
mentum constraint,
(
1
N
(Eji − Eδji )
)
|j
=
P,X
N
GIJv
I∂iφ
J . (24)
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In order to study the linear perturbations about the FLRW background,
we now restrict ourselves to the flat gauge, which corresponds to the choice
hij = a
2(t)δij. (25)
The scalar fields on the corresponding flat hypersurfaces can be decomposed
into
φI = φI0 +Q
I , (26)
where the φI0 are the spatially homogeneous background values of the fields
and the QI represent the linear perturbations. In the following, we will usu-
ally drop the subscript ‘0’ on φI0 and simply identify φ
I with the homogeneous
background fields.
We also can also write the (scalarly) perturbed lapse and shift as
N = 1 + α, Ni = β,i , (27)
where the linear perturbations α and β are determined in terms of the scalar
field perturbations QI by solving the linearized constraints. At first-order,
the momentum constraint implies
α =
P,X
2H
φ˙IQ
I , (28)
while the energy constraint yields
∂2β =
a2
2H
[
−P,X
c2s
φ˙IDtQI − 2XP,XIQI + P,IQI + P,X
H
(
XP,X
c2s
− 3H2
)
φ˙IQ
I
]
,
(29)
where we have extended the notation Dt, introduced in (12), to QI , so that
DtQI ≡ Q˙I + ΓIJK φ˙JQK . (30)
3.2 Second-order action
We now expand, up to quadratic order, the action in terms of the linear
perturbations. This action can be written solely in terms of the physical
degrees of freedomQI by substituting2 the expressions (28) and (29) for α and
β. In fact, it turns out that β disappears of the second order action, after an
integration by parts. The calculation is straightforward, although somewhat
lengthy. It is also convenient to regroup the terms involving derivatives of
2In the ADM formalism, it is sufficient to use the perturbed lapse and shift up to first
order as their second-order parts cancel out in the action.
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the field space metric GIJ into covariant expressions. For example, we use
the identity
∫
dt d3x a3
[
P,XGIJQ˙
IQ˙J +
(
P,IJ +
P,X
2
GKL,IJ ˙φKφ˙L
)
QIQJ + 2P,XGIJ,Kφ˙IQ
KQ˙J
]
=
∫
dtd3xa3
[
P,XDtQIGIJDtQJ +
(
DIDJP + P,XRIKLJ φ˙Kφ˙L
)
QIQJ
]
, (31)
where we have discarded total derivatives. DI denotes the covariant deriva-
tive associated to GIJ (we thus have DIDJP ≡ P,IJ − ΓKIJP,K) and RIJKL is
the Riemann tensor for GIJ .
The second-order action can be finally written in the rather simple form
S(2) =
1
2
∫
dt d3x a3
[(
P,XGIJ + P,XX φ˙Iφ˙J
)
DtQIDtQJ − P,X
a2
GIJ∂iQ
I∂iQJ
−MIJQIQJ + 2P,XJ φ˙IQJDtQI
]
, (32)
with the effective (squared) mass matrix
MIJ = −DIDJP − P,XRIKLJ φ˙Kφ˙L + XP,X
H
(P,XJ φ˙I + P,XI φ˙J)
+
XP 3,X
2H2
(1− 1
c2s
)φ˙I φ˙J − 1
a3
Dt
[
a3
2H
P 2,X
(
1 +
1
c2s
)
φ˙I φ˙J
]
.(33)
The last term can be expanded, which yields
MIJ = −DIDJP − P,XRIKLJ φ˙Kφ˙L + XP,X
H
(
P,XJ φ˙I + P,XI φ˙J
)
+φ˙I φ˙J
[
−XP
3
,X
c2sH
2
+
sP 2,X
c2s
− 3P
2
,X
2
(
1 +
1
c2s
)
− P,X
H
(
1 +
1
c2s
)(
P,XXX˙ + P,XKφ˙
K
)]
−P
2
,X
2H
(
1 +
1
c2s
)(
φ˙IDtφ˙J + φ˙JDtφ˙I
)
. (34)
The second-order action (32) is one of the main results of the present work
and generalizes more restrictive cases considered in the literature [34, 28, 32].
Let us now discuss some of its features. First, one can notice that the non-
flat nature of the field space metric GIJ manifests itself in the replacement of
the ordinary time derivatives by covariant time derivatives Dt and of P,IJ by
DIDJP , as well as the presence of the Riemann tensor RIJKL in the matrix
MIJ [35, 36].
A second interesting consequence of (32) is how the non-trivial depen-
dence of the initial action on the kinetic term X affects the dynamics of
the perturbations. One sees that the term involving the spatial gradients
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is simply rescaled by a factor P,X with respect to the standard case (where
P = X − V so that P,X = 1), which multiplies the metric GIJ . The term
quadratic in the time derivatives is changed in a subtler way, since instead
of P,XGIJ , one finds
P,XG˜IJ ≡ P,X
(
GIJ +
P,XX
P,X
φ˙Iφ˙J
)
. (35)
This shows that the background velocity, of components φ˙I , represents a
special direction in field space as far as the dynamics of the perturbations
is concerned. This direction corresponds to the (instantaneous) adiabatic
direction, which has been introduced in [37] for multi-field inflation with
standard kinetic terms. Introducing the ‘adiabatic’ unit vector eI1, defined as
eI1 =
φ˙I√
2X
, (36)
and using (16), one finds
G˜IJ ≡ 1
c2s
e1I e
1
J +
(
GIJ − e1I e1J
)
, (37)
where the term between parentheses represents, in field space, the projection
orthogonal to the adiabatic direction. This decomposition clearly shows that
the adiabatic part of the perturbations, i.e. along the field velocity, obeys
a wave equation where the propagation speed is determined by the sound
speed cs, while the entropy perturbations, i.e. orthogonal to the scalar field
velocity, propagate with the speed of light. This property, which was pointed
out in [20, 21] for the specific case of two-field DBI inflation, turns out to be
generic for any system governed by an action of the form (3).
The decomposition into adiabatic and isocurvature modes can be made
more explicit by introducing an orthonormal basis in field space, {eIn} (n =
1, . . . , N), where the first vector is the unit adiabatic vector introduced in
(36). The N − 1 remaining vectors thus span the entropy subspace, which
is orthogonal to the adiabatic direction. The decomposition of the perturba-
tions on this new basis reads
QI = QneIn, (38)
with an implicit summation on the index n. In order to replace the time
derivatives of the QI in terms of the time derivatives of the new components
Qn, one needs to take into account the time derivative of the basis vectors.
It is in particular useful to define the quantities
Zmn = emIDteIn, (39)
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which satisfy the antisymmetry property Zmn = −Znm as a consequence of
Dt(eImenI) = 0. The second order action then reads
S2 =
1
2
∫
dt d3x a3
[
P,X
c2s
(Q˙1 + Z1mQ
m)2 + P,X
∑
n>1
(Q˙n + ZnmQ
m)2
− P,X
a2
∂iQ
n∂iQn −QnMnmQm + 2
√
2X(Q˙1 + Z1mQ
m)P,XnQ
n
]
(40)
where Mnm ≡ eInMIJeJm are the components of the interaction matrix in our
new basis. Similarly, P,Xn ≡ eInP,XI and P,n ≡ eInP,I .
So far, only the first vector of the basis, e1, has been specified. In the
following, we will also specify the second element of the basis, eI2, as the
unit vector pointing along the projection on the entropy subspace of the
field acceleration Dtφ˙I . The (N − 2) remaining vectors of the basis are left
arbitrary in the present work. Note that [36] adopted a specific choice for all
the vectors of the basis by considering the successive time derivatives of the
background scalar fields.
4 Curvature perturbations
In the previous section, we have obtained the second order action in terms
of the physical degrees of freedom QI . This completely determines the full
dynamics of the linear perturbations. It is then useful to relate the quantities
QI to other perturbed quantities which can be of interest, in particular the
gauge-invariant quantities describing the metric perturbations.
Instead of the metric written in the ADM form, we will work in this section
with the (scalarly) perturbed FLRW metric written in the usual form (see
[38, 26] for detailed reviews on the theory of linear cosmological perturbations
and e.g. [39] for a pedagogical introduction),
ds2 = −(1 + 2A)dt2 + 2a∂iBdxidt+ a2 [(1− 2ψ)δij + 2∂ijE] dxidxj . (41)
These metric perturbations can be combined to give the familiar gauge-
invariant Bardeen potentials, defined by
Φ ≡ A− d
dt
[
a2(E˙ − B/a)
]
, (42)
Ψ ≡ ψ + a2H(E˙ −B/a) . (43)
For the matter, the linear perturbations of the energy density, pressure
and momentum follow from the linearized energy-momentum, according to
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the expressions
δρ ≡ −δT 00 , δP =
1
3
δT ii , ∂iδq = δT
0
i , (44)
while, in our case, the anisotropic stress vanishes. The linear combination
δρm = δρ− 3Hδq (45)
is gauge-invariant and defines the so-called comoving energy density pertur-
bation (i.e. coincides with the energy density perturbation in the comoving
gauge, characterized by δq = 0).
Other useful gauge-invariant quantities are obtained by combining the
metric and matter perturbations. One can define the curvature perturbation
on uniform-density hypersurfaces
− ζ ≡ ψ + H
ρ˙
δρ , (46)
and the so-called comoving curvature perturbation
R ≡ ψ − H
ρ+ P
δq . (47)
In the following, we will work in Fourier space for all these linear perturba-
tions.
The gauge-invariant quantities defined above can be related to the physi-
cal degrees of freedom QI , which we have chosen to describe our system. The
relations follow from the linearized Einstein’s equations δGµν = δTµν , more
precisely from the constraints. In particular, the energy constraint reads
3H(ψ˙ +HA) +
k2
a2
[ψ +H(a2E˙ − aB)] = −1
2
δρ, (48)
while the momentum constraint yields
ψ˙ +HA = −1
2
δq . (49)
The combination of these two constraints gives a gauge-invariant relativistic
generalisation of the Poisson equation,
k2
a2
Ψ = −1
2
δρm . (50)
Note that the QI ’s correspond to the gauge-invariant combinations QI =
δφI + (φ˙I/H)ψ where the δφI ’s are the field perturbations in any gauge. In
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order to write the various quantities introduced above in terms of the QI , it
is useful to notice that the ADM metric is equivalent to a metric of the form
(41) with the identification A = α, aB = β, ψ = 0 and E = 0. Using (28),
one finds that the perturbed energy density and pressure, in the flat gauge,
take the form
δρflat =
P,X
Hc2s
φ˙I Dt(HQI) + (2XP,XI − P,I)QI , (51)
and
δPflat =
P,X
H
φ˙I Dt(HQI) + P,IQI . (52)
Moreover, substituting (28) in (49) yields the expression of δq, in the flat
gauge, in terms of the QI . One thus gets
R = H
2X
φ˙IQ
I (53)
and
δρm =
P,X
c2s
φ˙IDtQI + 2XP,XIQI − P,IQI − P,X
H
(
XP,X
c2s
− 3H2
)
φ˙IQ
I . (54)
Taking the time derivative of the expression (53) for R and combining the
result with (54) and (50), one obtains an important result for the time evo-
lution of R:
R˙ = H
H˙
c2sk
2
a2
Ψ+
H
2XP,X
[
(1 + c2s)P
⊥
,I − 2Xc2sP⊥,XI
]
QI (55)
where, for any covector AI in field space, A
⊥
I ≡ AI − (eK1 AK)e1I represents
its projection on the isocurvature subspace, i.e. orthogonal to the adiabatic
direction.
All the above results can be rewritten in the basis {eIn}, which distin-
guishes the adiabatic and isocurvature perturbations. One can express the
comoving curvature perturbation as
R = H√
2X
Q1 , (56)
which illustrates that R characterizes the purely adiabatic part of the per-
turbations. The comoving energy density perturbation now reads
δρm =
P,X
√
2X
c2s
[
Q˙1 +
(
H˙
H
− X˙
2X
)
Q1
]
+2X
(∑
n>1
P,XnQ
n
)
−
(
1 +
1
c2s
)
P,2Q
2.
(57)
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Finally, the time evolution of R can be rewritten as
R˙ = H
H˙
c2sk
2
a2
Ψ+
H
2XP,X
[
(1 + c2s)P,2Q
2 − 2Xc2s
∑
n>1
P,XnQ
n
]
. (58)
When one can ignore the first term on the right hand side, on sufficiently
large scales, one recovers the familiar result that the curvature perturbation
is sourced by entropy perturbations only. However, in our case, this entropy
source term contains two contributions.
The first one, proportional to P,2, is a generalization of the term obtained
in [37]. Indeed, for P = X − V (φI) and a flat field space metric, the above
relation with two fields reduces to
R˙ = H
H˙
k2
a2
Ψ−H
X
V,2Q
2 =
H
H˙
k2
a2
Ψ+
2H
σ˙
θ˙δs , (P = X − V, GIJ = δIJ) (59)
where we have introduced, in the second equality, σ˙ ≡ √2X, δs = Q2 and
θ˙ = −V,2/σ˙, corresponding to the notation of [37].
This result has been extended in [36] to the multi-field situation, still
for P = X − V but with a general metric on field space. In this case, the
curvature perturbation on large scales is still sourced by a term related to the
perturbation in the direction eI2, i.e. along the entropic projection of the field
acceleration Dtφ˙I . Therefore, on large scales, the curvature perturbation is
not conserved if the trajectory in field space is not geodesic. By a geodesic
trajectory, we mean here that Dtφ˙I is proportional to φ˙I . Equivalently, in
view of the background equations for the scalar fields (13), the curvature
perturbation is not conserved on large scales if the gradient of P along eI2
does not vanish.
In the more general situation considered here, one sees that the mixed
derivatives P,XI along the entropy directions give an additional contribution
to the non-conservation of the curvature perturbation. Therefore, if these
mixed derivatives are nonzero, the curvature perturbation is not conserved
on large scales, even if the motion in field space is geodesic.
When dealing with scalar fields, it is easier to work with the comoving
curvature perturbation R, rather than with the curvature perturbation on
uniform density hypersurfaces ζ . One can nonetheless write down the evo-
lution equation for ζ in the form (see [40] and [41, 42] for the exact and
covariant form of this relation)
ζ˙ = −H δPnad
ρ+ P
− Σ , (60)
where δPnad is the non-adiabatic pressure perturbation, defined as
δPnad = δP − P˙
ρ˙
δρ , (61)
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and Σ is the scalar shear along comoving worldlines, which is given explicitly
by
Σ
H
≡ − k
2
3H
{
E˙ − (B/a) + δq
a2(ρ+ P )
}
= − k
2
3a2H2
ζ − k
2Ψ
3a2H2
[
1 +
2ρ
9(ρ+ P )
k2
a2H2
]
.
(62)
In our case, the non-adiabatic pressure perturbation can be expressed as
δPnad =
δρm
6HXP,X
[
(1 + c2s)P,I − 2Xc2sP,XI
]
φ˙I+
[
(1 + c2s)P
⊥
,I − 2Xc2sP⊥,XI
]
QI .
(63)
On sufficiently large scales, one can neglect the first term, proportional to
the comoving energy density, and only the second term on the right hand
side contributes to the non-adiabatic pressure perturbation.
5 Two-field case
We now specialize our formalism to the case where only two scalar fields are
present. In this context, the entropy subspace is one-dimensional and the
basis {eI1, eI2} is completely specified. In order to make a direct comparison
with the previous literature, we will use a more traditional notation, and
replace the subscripts 1 and 2 by respectively σ and s, so that
Q1 ≡ Qσ, Q2 ≡ Qs. (64)
5.1 Background equations
The background equations of motion for the scalar fields can be decomposed
into adiabatic and entropic equations. Defining
σ˙ ≡
√
2X , (65)
the adiabatic equation of motion can be written as
σ¨ +
(
3H +
P˙,X
P,X
)
σ˙ − 1
P,X
P,σ = 0 , P,σ ≡ eIσP,I . (66)
Moreover, by using the decomposition
P˙,X = P,XXX˙ + P,XI φ˙
I = P,XX σ˙ σ¨ + P,Xσ σ˙, (67)
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the adiabatic equation of motion can also be rewritten as
σ¨ = c2s
(
P,σ
P,X
− σ˙
2P,Xσ
P,X
− 3Hσ˙
)
. (68)
The entropy part of the equations of motion gives the rate of change of the
adiabatic basis vector eIσ in terms of the entropy basis vector e
I
s :
DteIσ =
P,s
P,Xσ˙
eIs . (69)
This is the generalization of the equation giving the time derivative of the
angle θ between the initial field basis and the adiabatic/entropy basis. This
also implies that the non vanishing components of the matrix Zmn are given
here by
Zsσ = −Zσs = P,s
P,Xσ˙
. (70)
To manipulate the equations of motion for the perturbations, the follow-
ing identities will also be useful:
P˙,σ =
P 2,s
σ˙P,X
+ P,σσσ˙ + P,Xσσ˙σ¨, (71)
P˙,s = −P,sP,σ
σ˙P,X
+ P,σsσ˙ + P,Xsσ˙σ¨. (72)
5.2 Equations of motion for the perturbations
Specializing our action (40) to the present two-field case, one can express the
action in terms of the quantities Qσ and Qs and easily derive their equations
of motion. The adiabatic equation of motion can be written in the compact
form
Q¨σ +
[
3H +
c2s
P,X
(
P,X
c2s
).]
Q˙σ +
(
c2sk
2
a2
+ µ2σ
)
Qσ
= (ΞQs)
. −
(
(Hc2s)
.
Hc2s
− P,σ
σ˙P,X
)
ΞQs , (73)
with
Ξ ≡ 1
σ˙P,X
[
(1 + c2s)P,s − c2sP,Xsσ˙2
]
(74)
and
µ2σ ≡ −
(σ˙/H)..
σ˙/H
−
(
3H +
c2s
P,X
(
P,X
c2s
).
+
(σ˙/H).
σ˙/H
)
(σ˙/H).
σ˙/H
. (75)
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The equation of motion for the entropy part is given by
Q¨s +
(
3H +
P˙,X
P,X
)
Q˙s +
(
k2
a2
+ µ2s
)
Qs = −Ξ
c2s
[
Q˙σ −H
(
P,X σ˙
2
2H2
+
σ¨
Hσ˙
)
Qσ
]
= − σ˙
Hc2s
Ξ R˙ . (76)
with
µ2s ≡ −
P,ss
P,X
+
1
2
σ˙2R˜− 1
2c2sX
P 2,s
P 2,X
+ 2
P,XsP,s
P 2,X
, (77)
where R˜ denotes the Riemann scalar curvature of the field space.
Using the relation (58), this equation of motion can also be rewritten as
Q¨s +
(
3H +
P˙,X
P,X
)
Q˙s +
(
k2
a2
+ µ2s +
Ξ2
c2s
)
Qs = − σ˙
H˙
Ξ
k2
a2
Ψ , (78)
which can be useful on large scales, when the right hand side can be neglected.
In this limit, the above equation shows that the entropy perturbation Qs
evolves independently of the adiabatic mode.
It is clear from the previous equations that Ξ quantifies the coupling be-
tween the entropy and adiabatic modes. One also notices that the equations
of motion are characterized by a friction term that differs from the usual
Hubble friction term. The additional friction term for the entropy pertur-
bation is the same as the one which appears in the background equation of
motion, but different from the friction term for the adiabatic perturbation.
Finally, as already emphasized for N fields, we observe that the adiabatic
mode propagates with the speed of sound cs, while the isocurvature mode is
characterized by a propagation with the usual speed of light.
For a Lagrangian of the form
P = X − V (φI), (79)
the mixing parameter reduces to Ξ = −2V,s/σ˙ = −2Zσs. This shows that, in
this particular case, the coupling between the adiabatic and entropy modes is
directly related to the ‘rotation’ of the adiabatic/entropy basis in field space,
i.e. to the bending of the background trajectory in field space. It is worth
noting that this direct link no longer holds in the general case because of the
term proportional to P,Xs in Ξ. When the field metric is flat, GIJ = δIJ , one
can introduce, as in [37], the rotation angle bewteen the initial basis and the
adiabatic/entropy basis. One thus finds that Ξ = 2θ˙. For a Lagrangian of
the form (79) but with the field metric
GIJ dφ
I dφJ = dφ2 + e2b(φ)dχ2, (80)
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one finds [43] that Ξ = 2θ˙ + b′σ˙ sin θ, where we see now that the additional
term simply comes from the non-trivial covariant derivative in (39). It is also
easy to check that our equations (73-78) reduce to the results of [37, 43] in
these particular cases. Note that, in the first case, non-linear extensions of
these equations have been obtained in [44], based on a covariant formalism
similar to that of [41, 42].
When one can neglect spatial gradients, the expression (58) reduces to
Q˙σ +
(
H˙
H
− σ¨
σ˙
)
Qσ − ΞQs ≈ 0 , (81)
which implies that there exists a first integral for Qσ and that the second-
order equation of motion (73) is not necessary in this limit. Indeed one can
check that the large-scale limit of (73) is a consequence of (81).
To conclude this section, let us give the approximate form of the evolution
equations for the perturbations when the spatial gradients can be neglected:
R˙ ≈ H
σ˙
ΞQs , (82)
Q¨s +
(
3H +
P˙,X
P,X
)
Q˙s +
(
µ2s +
Ξ2
c2s
)
Qs ≈ 0 . (83)
6 Quantum fluctuations
We now consider the quantization of the system discussed in the previous
section. In order to do so, we follow the usual procedure for single field infla-
tion. The first step consists in introducing a new variable which is canonically
normalized, with conformal time, and whose effective mass is time dependent
because of the expansion of the Universe. In the present case, we have two
degrees of freedom. By introducing the new fields
vσ =
a
√
P,X
cs
Qσ , vs = a
√
P,X Qs , (84)
respectively for the adiabatic and entropy degrees of freedom, one can rewrite
the second-order action in the form
S(2) =
1
2
∫
dτd3k
[
v′ 2σ + v
′ 2
s − 2ξv′σvs − k2c2sv2σ − k2v2s
+Ωσσv
2
σ + Ωssv
2
s + 2Ωsσvσvs
]
(85)
with
ξ =
a
cs
Ξ =
a
σ˙P,Xcs
[(1 + c2s)P,s − c2sσ˙2P,Xs] , (86)
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and
Ωσσ =
z′′
z
, Ωsσ =
z′
z
ξ , Ωss =
α′′
α
− a2µ2s , (87)
where we have introduced the two background-dependent functions
z =
aσ˙
√
P,X
csH
, α = a
√
P,X , (88)
and used the conformal time τ defined by τ =
∫
dt/a(t).
For single field inflation with a standard kinetic term, z reduces to the
usual function aσ˙/H . In the general case considered here, the function z is
still the ratio between vσ and the comoving curvature perturbation defined
in the previous section, i.e.
vσ = zR. (89)
The equations of motion derived from the action (85) can be written in
the compact form
v′′σ − ξv′s +
(
c2sk
2 − z
′′
z
)
vσ − (zξ)
′
z
vs = 0 . (90)
v′′s + ξv
′
σ +
(
k2 − α
′′
α
+ a2µ2s
)
vs − z
′
z
ξvσ = 0 . (91)
As mentioned already, the above system shows clearly that the adiabatic
degree of freedom vσ is sensitive to the sound horizon, while the entropy
degree of freedom vs is sensitive to the usual Hubble radius. In the general
case where ξ is non-vanishing, the above system is coupled and we leave
for a future investigation the analysis of the perturbations generated by this
coupled system. In the following, we will just consider the simple case where
ξ can be neglected while the perturbations cross the Hubble radius and sound
horizon. This is similar to the situation considered in [21] for two-field DBI
inflation.
When ξ = 0, the system is completely decoupled and one can analyse
separately the adiabatic and entropy degrees of freedom. For completeness,
let us repeat the standard analysis (see [26], or [39]). Each variable v, either
vσ or vs, becomes a quantum field which is decomposed as
vˆ(τ, ~x) =
1
(2π)3/2
∫
d3k
{
aˆ~kvk(τ)e
i~k.~x + aˆ†~kv
∗
k(τ)e
−i~k.~x
}
, (92)
where the aˆ† and aˆ are creation and annihilation operators (there are two
sets of creation and annihilitation operators, one for the adiabatic degree of
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freedom, the other for the entropy one), which satisfy the usual commutation
rules [
aˆ~k, aˆ
†
~k′
]
= δ(~k − ~k′) ,
[
aˆ~k, aˆ~k′
]
=
[
aˆ†~k, aˆ
†
~k′
]
= 0 . (93)
The action with ξ = 0 implies that the conjugate momenta for vσ and vs are
respectively v′σ and v
′
s. Therefore, in either case, the canonical quantization
for vˆ and its conjugate momentum leads to the condition
vkv
′
k
∗ − v∗kv′k = i . (94)
which must be satisifed by the complex function vk(τ).
For the adiabatic degree of freedom, the function vσ k(τ) satisfies the
equation of motion (90) with ξ = 0, i.e.
v′′σ +
(
c2sk
2 − z
′′
z
)
vσ = 0. (95)
In the slow-roll limit, and when cs varies sufficiently slowly while the scale
of interest crosses out the sound horizon, one can take the approximation
z′′/z ≃ 2/τ 2, so that the general solution is known analytically within this
approximation. Finally, we require that the solution on small scales behaves
like the Minkowski vacuum. This leads to the solution
vσ k ≃ 1√
2kcs
e−ikcsτ
(
1− i
kcsτ
)
, (96)
where the normalization is imposed by the condition (94). This implies that
the power spectrum of the adiabatic fluctuations is given by
PQσ =
k3
2π2
|vσ k|2 c
2
s
a2P,X
≃ H
2
4π2csPX
, (97)
where the quantities on the right hand side are evaluated at the sound horizon
crossing. This can be translated into the power spectrum of the curvature
perturbation R,
PR = k
3
2π2
|vσ k|2
z2
≃ H
4
8π2csXPX
=
H2
8π2ǫcs
, (98)
where ǫ ≡ −H˙/H2. In the decoupled case, the adiabatic sector is equivalent
to the single field k -inflation scenario and the above expression coincides with
the result given in [19]. A more refined treatment, taking into account the
next-to-leading-order corrections, can be found in the appendix of [45].
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Let us now consider the entropy degree of freedom. When ξ = 0, the
complex function vs k(τ) satisfies the equation of motion
v′′s +
(
k2 − α
′′
α
+ a2µ2s
)
vs = 0 (99)
In the slow-roll limit, ǫ ≡ −H˙/H2 is a small coefficient and its time derivative
is at least second order in slow-roll. Since
ǫ˙ = 2Hǫ
(
ǫ+
(XP,X)
.
2HXP,X
)
, (100)
one must consider P˙,X/(HP,X) as first order in slow-roll. One can then write,
around the time of Hubble-crossing (k = aH),
v′′s + k
2vs − 1
τ 2
(
ν2s −
1
4
)
vs = 0 (101)
with
ν2s ≃
9
4
− 3H˙
H2
+
3P˙,X
2HP,X
+
P,ss
P,XH2
− σ˙
2
2H2
R˜ − (2 + 1
c2s
)
P 2,s
σ˙2H2P 2,X
, (102)
where we have neglected the square and the time derivative of P˙,X/(HP,X).
The solution of (101) with the appropriate asymptotic behaviour is
vs =
√
π
2
ei(νs+1/2)π/2
√−τ H(1)νs (−kτ), (103)
where H(1)ν is the Hankel function of the first kind of order ν. Note that we
did not assume that the last three terms were small. If they are big, the
effective mass is important and the entropy fluctuations are suppressed. The
last term in particular shows that the effect of the bending of the background
trajectory on the entropy mode is enhanced in the small sound speed limit.
If the last three terms are small, i.e. in the limit νs → 3/2, one finds
vs k ≈ 1√
2k
e−ikτ
(
1− i
kτ
)
. (104)
In this case, the entropy power spectrum, at Hubble crossing, is given by
PQs =
k3
2π2
|vs k|2
a2P,X
≃ H
2
4π2P,X
, (105)
where the quantities are evaluated at Hubble crossing. One sees that the
ratio between the entropy and adiabatic power spectra, evaluated at their
respective ‘horizon’ crossings, is therefore the speed of sound cs.
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7 Conclusion
In this work, we have studied the linear perturbations for a very large class of
multi-field inflationary models, which includes most of the multi-field models
studied so far. Our formalism should also be useful for studying the per-
turbations in multi-field inflationary models that will be constructed in the
future. In order to obtain the equations of motion for the perturbations, as
well as their quantum initial conditions, we have calculated directly the ac-
tion at second order in the linear perturbations. To facilitate the analysis of
the equations of motion, we have decomposed the linear perturbations into
one adiabatic mode, along the background inflationary trajectory, and N −1
entropy modes. We have shown that a generic feature of these models is
that the adiabatic and entropy modes obey coupled wave equations, which
propagate with the speed of light for all entropy modes but with the speed
of sound cs for the adiabatic mode.
We have also used this decomposition into adiabatic and entropy modes,
to show that the (comoving) curvature perturbation, proportional to the adi-
abatic perturbation, is sourced by a very specific combination of the entropy
perturbations. In this combination, one finds a term which is non-zero when
the background trajectory in field space is bent, or, more precisely, when it
is non-geodesic (with respect to the field space metric GIJ) but we have also
found another term, proportional to P,Xs, which is not present for models
with canonical kinetic terms.
Interestingly, despite (or maybe thanks to) the fact that we have consid-
ered a much larger class of models than previous works, we have been able, in
the two-field case, to write down the equations of motion in a very compact
and simple form.
Finally, it would be interesting to extend this work in several directions.
The analysis of the quantum fluctuations when the adiabatic and entropy
modes are coupled would be particularly interesting. It is more complicated
than in the standard case, because the quantum-classical transition occurs
in principle at different times for adiabatic and entropy modes with the same
wave number k: at the usual Hubble crossing (k = aH) for the isocurvature
modes, but at the crossing of the sound horizon (kcs = aH) for the adiabatic
mode.
In the present work, we have considered only linear perturbations. It
would be interesting to go beyond the linear order and to study the non-
Gaussianities that could be generated in this class of models. One can expect
that the non-Gaussianities in this class of models would combine the types
of non-Gaussianities exhibited in single-field DBI inflation and in multi-field
inflation.
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Appendix: multi-field DBI inflation
An important example of inflation with non canonical kinetic term is the
so-called DBI inflation model, where the inflaton field corresponds to the po-
sition of a probe D3-brane moving in a warped background and its dynamics
is described by a DBI action. Very recently, a few papers have considered
a multifield extension of DBI inflation. Taking into account the angular po-
sition of the brane in addition to its radial position, they started from an
effective Lagrangian of the form
P (X, φI) = −1
f
(√
1− 2fX − 1
)
− V, X = −1
2
GIJ∇µφI∇µφJ (106)
where f and V are functions of the scalar fields. The above Lagrangian be-
longs to the class of models studied in the present work, and the results given
in the main text can thus be applied to this particular case and compared
with the results of [20, 21].
The speed of sound derived from (106) is given by
cs =
√
1− 2fX ≡ 1
γ
, (107)
where γ is the analogue of the relativistic Lorentz factor. By taking the
derivative of (106) with respect to the kinetic term X , one sees that the DBI
action is a very special case, which satisfies the identity
P,X =
1
cs
= γ. (108)
Since both P,X and cs appear very often in our equations for the perturba-
tions, this special relation will bring simplifications. For example, the back-
ground coefficients multiplying Q˙σ and Q˙s become, respectively, (3H+3γ˙/γ)
and (3H+ γ˙/γ), in agreement with the equations given in [20]. Similarly, the
coefficients of Q˙2σ and Q˙
2
s in the action, which are respectively a
3P,X/(2c
2
s)
and a3P,X/2 reduce to a
3/(2c3s) and a
3/(2cs) in the DBI case, as obtained in
[21].
We have also checked that, when specialized to the Lagrangian (106)
and the field metric (80), our equations for the perturbations agree with the
equations given in [20]. Note, however, that the background coefficients in
the equations of [20] are expressed in terms of the angle θ between the initial
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basis and the adiabatic/entropy basis3 in a form which makes them look
singular when θ = 0. In our case, we obtain directly the equations of motion
with well-behaved coefficients.
As far as the primordial power spectra are concerned, it is easy to verify
that our expressions (97) and (105) reduce to the results of [21], when using
(107).
Let us finally note that the non standard contribution to the mixing
coefficient, proportional to P,Xs is non zero in general in this model since
P,Xs =
Xf,s
(1− 2fX)3/2 . (109)
This term vanishes only when f,s vanishes. In the usual case where f is a
function of the scalar field corresponding to the radial direction, f,s vanishes
only if the background trajectory is strictly radial.
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