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Simultaneous Localization and Mapping (SLAM) is a procedure used to deter-
mine the location of a mobile vehicle in an unknown environment, while constructing
a map of the unknown environment at the same time. Mobile platforms, which make
use of SLAM algorithms, have industrial applications in autonomous maintenance,
such as the inspection of flaws and defects in oil pipelines and storage tanks. A
typical SLAM consists of four main components, namely, experimental setup (data
gathering), vehicle pose estimation, feature extraction, and filtering. Feature extrac-
tion is the process of realizing significant features from the unknown environment
such as corners, edges, walls, and interior features. In this work, an original feature
extraction algorithm specific to distance measurements obtained through SONAR
sensor data is presented. This algorithm has been constructed by combining the
SONAR Salient Feature Extraction Algorithm and the Triangulation Hough Based
Fusion with point-in-polygon detection. The reconstructed maps obtained through
simulations and experimental data with the fusion algorithm are compared to the
maps obtained with existing feature extraction algorithms. Based on the results
obtained, it is suggested that the proposed algorithm can be employed as an op-
tion for data obtained from SONAR sensors in environment, where other forms of
sensing are not viable. The algorithm fusion for feature extraction requires the ve-
hicle pose estimation as an input, which is obtained from a vehicle pose estimation
model. For the vehicle pose estimation, the author uses sensor integration to es-
timate the pose of the mobile vehicle. Different combinations of these sensors are
studied (e.g., encoder, gyroscope, or encoder and gyroscope). The different sensor
fusion techniques for the pose estimation are experimentally studied and compared.
The vehicle pose estimation model, which produces the least amount of error, is used
to generate inputs for the feature extraction algorithm fusion. In the experimental
studies, two different environmental configurations are used, one without interior
features and another one with two interior features. Numerical and experimental
findings are discussed. Finally, the SLAM algorithm is implemented along with the
algorithms for feature extraction and vehicle pose estimation. Three different cases
are experimentally studied, with the floor of the environment intentionally altered
to induce slipping. Results obtained for implementations with and without SLAM
are compared and discussed. The present work represents a step towards the real-
ization of autonomous inspection platforms for performing concurrent localization
and mapping in harsh environments.
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1.1 Overview of Simultaneous Localization and Mapping
1.1.1 Definition of SLAM and Problem Formulation
Simultaneous localization and mapping (SLAM) is a technique used to deter-
mine the location of a mobile vehicle in an unknown environment, while constructing
a map of the unknown environment at the same time (Aulinas, Petillot, Salvi, and
Lladó, 2008). A primary goal of SLAM is to have a truly autonomous mobile vehicle.
The manner in which a SLAM algorithm is used, a mobile vehicle mounted with
sensors is used to identify landmarks (or features) in the environment such as points,
lines and corners as well as determine its position simultaneously. Broadly speaking,
there are two kinds of SLAM approaches: i) deterministic SLAM and ii) probabilistic
SLAM. In deterministic SLAM, errors are bounded because measurements from the
sensors are assumed to be exact and there are no approximations. However, in prob-
abilistic SLAM there is an associated level of uncertainty with each landmark. The
probability density function in probabilistic SLAM is typically assumed to be Gaus-
sian with a known covariance. Examples of probabilistic SLAM are Smoothing and
Mapping(SAM), Extended Kalman Filter (EKF), and so on. Overall, probabilistic
SLAM is more practical for real cases than deterministic SLAM (Joly and Rives,
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Figure 1.1: Main building blocks needed to implement SLAM.
2008). SLAM can be implemented in a variety of environments, such as indoor en-
vironments (e.g., offices, laboratories), outdoor settings (e.g., parks, sidewalks, and
roads), underwater applications (e.g., water tanks, pipelines, and ocean), and indus-
trial applications (e.g., inspections in unsafe or unknown environments). Motivation
for the current study originates from the need for autonomous inspection of oil tanks
and pipelines. A review paper by Durrant-Whyte and Bailey (2006) contains de-
tails about SLAM, such as its origins and open research areas (i.e., computational
efficiency, data association, and loop closure).
To implement SLAM, four main parts are needed, as shown in Figure 1.1.
First, an experimental setup is required with two different types of sensor: a mo-
tion sensor (e.g., rotary encoder, gyroscope,and internal Inertial Measurement Unit
(IMU)) and an environment sensor (e.g., laser, ultrasonic, camera, and RGBD cam-
era such as Kinect). Second, data gathered from the motion sensor are used to
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Figure 1.2: Vehicle pose in global coordinate system x and y.
estimate the vehicle pose, (xv, yv, θv), where θv is the heading angle and (xv, yv) is
the mobile vehicle position in Cartesian coordinates, as shown in Figure 1.2. Third,
information from the environmental sensor is used to determine the location of land-
marks (or features) in the environment as well as the location of the mobile vehicle.
Data association is a process used to determine if a feature has already been de-
tected or if it is a new feature that needs to be accounted for. Data association
works in the following way: if a mobile vehicle detects a feature at time k and visits
the same feature at time k+10, the purpose of data association is to make sure
that the mobile vehicle recognizes that these two features originated from the same
object. Finally, different kinds of filters can be implemented. In practice, measure-
ments from the vehicle contain noise (or uncertainty). Therefore, the pose of the
vehicle and the landmarks are estimated by using different algorithms. The three
most common filtering techniques are Kalman filter (KF), particle filter (PF), and
graph-based filter. In this dissertation work, the Extended Kalman filter (EKF),
which is a nonlinear version of the KF, is to be implemented in SLAM.
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1.1.2 Application of Kalman Filter to SLAM
The Kalman filter (KF) is a linear optimal estimator, and it is used in the
SLAM algorithm to estimate landmarks and vehicle pose. It is recursive, which
means new measurements can be processed as soon as they arrive. The KF for-
mulation is based on the assumption that the noise is Gaussian, and it tries to
minimize the mean square error of the estimate parameters (Terejanu, 2008; Welch
and Bishop, 2006). The process (motion) model used in KF is described in equation
(1.1) and the observation model used in KF is described in equation (1.2). The
variables used in equations (1.1) and (1.2) are described in Table 1.1.
X̌ (k + 1) = AX (k) +Bu (k + 1) + ε (k + 1) (1.1)
Ž (k + 1) = CX̂ (k + 1) + δ (k + 1) (1.2)
The KF algorithm is presented in Algorithm 1. The KF algorithm is divided
into two steps: prediction and correction. In this algorithm, steps 2 and 3 represent
the prediction step, whereas steps 4, 5, and 6 represent the correction step. During
the first iteration in the KF algorithm, X (k) and P (k) are estimated. In the predic-
tion step, the state and covariance are estimated forward from k to k + 1 based on
the process model. Next, the correction step starts by computing the Kalman gain
W (k + 1) followed by obtaining an observation (measurement) vector Z (k + 1) and
using W (k + 1) and Ẑ (k + 1) to calculate a posteriori state estimate, X (k + 1), and
a posteriori covariance estimate, P (k + 1).
If the process model or the measurement model is non-linear, the Extended
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Table 1.1: Nomenclature for KF and EKF algorithms
Variable Dimension Description
X (k + 1) n× 1 Posteriori estimate of the state vector at step k + 1
X̌ (k + 1) n× 1 Actual state vector at step k + 1
X̂ (k + 1) n× 1 Mean of the posterior (next) state at step k + 1
P̂ (k + 1) n× n Projected (estimate) error covariance at step k + 1
P (k + 1) n× n Error covariance updated at step k + 1
W (k + 1) n× l Kalman gain matrix at step k + 1
A n× n Linear process matrix
B n×m Linear control matrix
u (k + 1) m× 1 Control vector at step k + 1
ε (k + 1) n× 1 Process noise vector at step k + 1
Z (k + 1) l × 1 Measurement vector at step k + 1
Ž (k + 1) l × 1 True measurement vector at step k + 1
Ẑ (k + 1) l × 1 Observation model at step k + 1
C l × n Linear observation matrix
δ (k + 1) l × 1 Measurement noise vector at step k + 1
Q (k + 1) n× n Process noise covariance matrix at step k + 1
R m×m Measurement noise covariance matrix
f(·) n× 1 Process nonlinear vector function
h(·) m× 1 Observation nonlinear vector function
Jvv (k + 1) n× n Jacobian matrix of f(·) with respect to X at step k + 1
Jvu (k + 1) n× n Jacobian matrix of f(·) with respect to u at step k + 1
H (k + 1) l × n Jacobian matrix of h(·) with respect to X at step k + 1
k 1 x 1 Time step
Algorithm 1 Kalman Filter Algorithm developed by Kalman (1960).
1: Kalman filter (X (k) ,P (k + 1) ,u (k + 1) , Z (k + 1)):
2: X̂ (k + 1) = AX (k) +Bu (k + 1)
3: P̂ (k + 1) = AP (k)AT +Q (k + 1)
4: W (k + 1) = P̂ (k + 1)CT (CP̂ (k + 1)CT +R)−1
5: X (k + 1) = X̂ (k + 1) +W (k + 1)
(
Z (k + 1)− CX̂ (k + 1)
)
6: P (k + 1) = (I −W (k + 1)C) P̂ (k + 1)
7: return X (k + 1) ,P (k + 1)
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Kalman filter (EKF) is used. EKF uses Taylor series expansion to linearize the non-
linear system. The process (motion) model used in EKF is described in equation
(1.3) and the observation model used in EKF is described in equation (1.4). The
variables of equations (1.3) and (1.4) are described in Table 1.1.
X̌ (k + 1) = f (u (k + 1) ,X (k)) + ε (k + 1) (1.3)
Ž (k + 1) = h
(
X̂ (k + 1)
)
+ δ (k + 1) (1.4)
The EKF algorithm is provided in Algorithm 2. The steps in this algorithm are
similar to the steps explained previously for the KF algorithm. The only difference
arises from replacing A, B and Ct matrix by f(·) and h(·) functions and their
Jacobians, Jvv, Jvu and H. For more information on the KF and EKF algorithms,
the reader is referred to Thrun, Burgard, and Fox (2005). There are other types of
filtering used to solve the SLAM problem, for example, the particle filter and the
graph-based filter. Related information can also be found in the book by Thrun
et al. (2005).
Algorithm 2 Extended Kalman Filter Algorithm
1: Extended Kalman filter (X (k) ,P (k) ,u (k + 1) , Z (k + 1)):
2: X̂ (k + 1) = f (u (k + 1) ,X (k))
3: P̂ (k + 1) = Jvv (k + 1)P (k) JTvv (k + 1) + Jvu (k + 1)Q (k + 1) JTvu (k + 1)
4: W (k + 1) = P̂ (k + 1)HT (k + 1) (H (k + 1) P̂ (k + 1)HT (k + 1) +R)−1
5: X (k + 1) = X̂ (k + 1) +W (k + 1)
(
Z (k + 1)− h
(
X̂ (k + 1)
))
6: P (k + 1) = (I −W (k + 1)H (k + 1)) P̂ (k + 1)
7: return X (k + 1) ,P (k + 1)
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1.1.3 Literature Review on SLAM
P.Cheesman, J.Crowley, and H.D. Whyte were the first to investigate the
SLAM problem in a probabilistic framework; see Durrant-Whyte and Bailey (2006).
The three most common filtering algorithms used in SLAM are the Kalman Fil-
ter (KF), a particle filter (PF), and an Expectation Maximization based method
(EM). KF was used for linear systems and assumes a Gaussian distribution for the
noise. Many researchers have expanded upon the KF method by developing the
Extended Kalman Filter (EKF) to handle nonlinear systems, but EKF has its limi-
tations. The computational demands of EKF increase as the number of features in
the environment increase, but it is seen to be tractable for moderately sized environ-
ments (Paz and Neira, 2006). Rearchers have developed a better solution in order
to handle large maps that use Information Filters (IF) and Extended Information
Filters (EIF) (Thrun and Liu, 2005). IF and EIF take advantage of the informa-
tion matrix, defined as the inverse of the covariance matrix, and the fact that it
is bounded. Therefore, estimation can be performed in constant time. Also, the
canonical SLAM distribution is sparse (Walter, Eustice, and Leonard, 2007). An-
other problem is that the elements in the information matrix have relatively small
values in a feature-based SLAM. To solve this problem, researchers break down
these weak links, and Sparse Extended Information Filters (SEIF) are used. The
problem with breaking these weak links is that some of the correlations between the
landmark and robot pose is lost. Another significant research contribution has been
the Exactly Sparse Extended Information Filter (ESEIF) for feature-based SLAM
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and Exactly Sparse Delayed-State Filter (EDSF) for view-based SLAM. View-based
SLAM uses historical robot poses instead of the features. The exact method removes
the approximation assumption and instead uses an augmented strategy where every
robot is linked to its previous or next pose. This allows the Information matrix
to become sparse without any assumptions (Eustice, Singh, and Leonard, 2006;
Walter et al., 2007). In addition to single robot SLAM, multi-robot systems use
SLAM algorithms, mostly with PF. Additionally, some researchers use SEIF. PF
are mostly used for multi-robot systems due to the efficiency used in building small
maps, its non-Gaussian approximation, and because it handles nonlinearities well
(Lee and Lee, 2009; Thrun and Liu, 2005; Carlone, Ng, Du, Bona, and Indri, 2010).
In using multi-robot SLAM, different challenges appear, such as coordination, data
communication, and map merging.
1.2 Review of Feature Extraction using SONAR
Feature extraction, as explained previously, is an integral part of SLAM. In
an environment, there can be two types of features, namely artificial features and
geometric features. The artificial features are essentially well-placed beacons at
known locations in the environment that will help the mobile vehicle localize itself
with respect to these beacons. On the other hand, the geometric features are features
that naturally exist in the environment and can be described in terms of geometric
parameterization. In addition, geometric features can help a mobile vehicle reach an
autonomous state, since it doesn’t modify the environment. It uses features already
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intrinsic to the environment (e.g., planes, corner, edges, cylinder, and so on) for
localization and map building.
The gathered data from SONAR are distance, from SONAR to the landmark,
and angle of the SONAR reading. The data from a SONAR scan can be ana-
lyzed by using a grid-based probabilistic model or a feature extraction model. In a
grid-based probabilistic model, the environment is divided into a two-dimensional
array denoted by cells. Each cell has a certainty value, which is updated every
time a SONAR sensor gets a reading. Examples of grid-based probabilistic mod-
els include occupancy grids (Elfes, 1987), inference grids (Elfes, 1992), and vector
field histograms (Borenstein and Koren, 1991). Feature extraction models trans-
form SONAR data into information about the environment (e.g., planes, corners,
edges, cylinders, etc.). Examples of feature-based models includes Triangulation-
Based Fusion (TBF), Hough Transform (HT), Region of Constant Depth (RCD),
Triangulation Hough Fusion (THF), and salient feature extraction. In the upcom-
ing subsection, different feature extraction algorithms that are commonly used with
SONAR data will be discussed.
1.2.1 Region of Constant Depth
Attaching a SONAR sensor to a servo motor allows for a full scan at a particu-
lar location in the environment. In a full scan, some of the consecutive readings have
the same range value. This group of consecutive readings are known as Region of
Constant Depth (RCD) (Leonard and Durrant-Whyte, 1991). As the mobile vehicle
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Table 1.2: Variable used in Figure 1.3
Variable Unit Description
θv(k) rad Orientation of the mobile vehicle at time k
r(k) cm Sonar sensor range reading at time k
moves from location k to location k + 1, the unknown RCD are tracked. For exam-
ple, RCDs which correspond to a plane will all be tangent to the plane as shown in
Figure 1.3. In addition, RCDs which correspond to a corner will all intersect at a
point, as shown in Figure 1.3. There are also RCDs for multiple reflections which
can be distinguished from planes and corners, because they follow unpredictable
trajectories.
1.2.2 Triangulation-Based Fusion
The TBF algorithm was first introduced by Wijk, Jensfelt, and Christensen
(1998), and it is used to find the point features in unknown environments. Each
SONAR data reading is represented by an arc, and the intersection of two SONAR
arcs forms a candidate point feature (target) as shown in Figure 1.4.
To find the intersection point, (xT , yT ), the solution for the set of equations
(1.5) is computed.
(xT − xs1)2 + (yT − ys1)2 = r21
(xT − xs2)2 + (yT − ys2)2 = r22
(1.5)




Figure 1.3: RCDs that correspond to corners and planes, as the mobile vehicle moves






Figure 1.4: The arc intersections of SONAR data represents the point feature (tar-
get).
Table 1.3: Variables used in equation (1.5)
Variable Unit Description
(xs, ys) (cm, cm) SONAR sensor position
o SONAR sensor position
(xT , yT ) (cm, cm) Target or intersection point
r cm SONAR sensor range reading from the SONAR
sensor to the target









xT = xs1 ±
√
r21 − (yT − ys1)
2
with,
a = xs1 − xs2







(r22 − r21 − c2)
The imaginary solutions are ignored, as well as those outside arc 1 and arc
2. The mean SONAR arc is 24o. After finding the intersection, a point feature is
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selected for nt ≥ threshold value. The threshold value will be varied and studied
in the next chapter.
The TBF algorithm by Wijk et al. (1998), which is also used in the next
chapter, is described in algorithm 3. The algorithm steps are explained as follows:
step (1) loop over the recent scan of the SONAR sensor; step (2) set the counter
for the intersection to zero; step (3) loop over all SONAR data gathered except the
current point; step (4) compare the recent SONAR scan with all previous SONAR
scans, and try to find an intersection point, (xT ,yT ), that satisfies equation 1.5, and
also falls inside the SONAR arc range; step (5) for a successful step (4), update the
target x-position recursively; step (6) for a successful step (4), update the target
y-position recursively; step (7) increase the counter for intersection by 1; step (8) if
the counter of the intersection is greater than a threshold value, the target position,
(xest,yest), will be saved as a point feature in step (9).
For further information about the TBF algorithm, the reader is referred to the
aforementioned references.
1.2.3 Hough Transform
The Hough Transform is used to detect features such as edges, circles, ellipses,
and other non-standard shapes. It was first introduced by Hough (1962) for recog-
nizing different patterns. Here, this transform will be used to detect line features.
An edge (line) can be described in many ways. In the Hough Transform, lines are
expressed in polar coordinates, referred to as the “normal notion” for a line. This
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Algorithm 3 TBF Algorithm developed by Wijk et al. (1998)
1: for i = 1→ m do
2: nt = 0
3: for j = (n− 1)→ 1 do







7: nt + +
8: if nt ≥ threshold value then
9: save (xest, yest) as a point feature
representation is advantageous because it can properly account for vertical lines,
which are not well-defined functions in Cartesian coordinates. A graphic with a
depiction of a line and definitions is shown in Figure 1.5.
Thus using a normal description for a line, a vertical line can be detected.




Figure 1.5: Line described by a normal line from the origin.
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ρ = x cos θ + y sin θ (1.6)
Here, ρ is the length of a vector that is normal to the line and passes through
the origin, and θ is the orientation of ρ with respect to the x-axis. The algorithm
used to perform the Hough Transform for straight lines is described in algorithm 4.
For further information on the Hough Transform, the reader is referred to Hough
(1962) and Tardós, Neira, Newman, and Leonard (2002).
Algorithm 4 Hough Transform algorithm for straight line
1: Load data ((x,y) values)
2: For each (x,y) value, vary θ from 0o to 360o and calculate ρ
3: Find maximum and minimum ρ, and maximum and minimum θ
4: Make bins for the ranges of ρ and θ
5: Place the value of ρ calculated from step 2 into the correct bin
6: Calculate the total number of objects (votes) in each bin
7: Get ρ and θ values of the top-voted bins and plot the straight lines
1.2.4 Triangulation & Hough Transform-Based Fusion
Baolong, Bo, Yongqing, Xuan, and Lei (2007) presents a novel sensor fusion
scheme know as the THF algorithm. The THF algorithm is done in two steps. First,
the TBF algorithm is done on raw SONAR data. Second, Cluster Inhibiting Hough
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Transform (CIHT) is done on TBF data. For the SONAR setup, Baolong et al.
(2007) used 24 fixed SONAR sensors configured in a ring, equiangularly spaced. The
THF is robust to pedestrian movement near the mobile vehicle and is an effective
technique for line and point detection. The THF algorithm was tested on simulation
data but not on experimental data.
In the next chapter, the standard Hough Transform will be used instead of
Cluster Inhibiting Hough Transform for the THF algorithm. The difference between
the Hough Transform and the THF algorithm is that in Hough Transform, the
raw SONAR data is used as input to the algorithm, whereas in the THF case, the
processed TBF data is used as input for the Hough Transform. For more information
about THF, the reader is referred to references Baolong et al. (2007).
1.2.5 Sonar Salient Feature
Sonar Salient Feature (Convex Saliency Circling) algorithm was introduced by
Lee and Song (2010). It takes SONAR data and represents the point features as
circle clouds. Figure 1.6 shows all possible hypothetical circles of two SONAR mea-
surements at two different locations. The algorithm 5 helps select the appropriate
hypothetical circle for the point features, such as corners and edges.
The footprint association model (FPA) is used to determine if two SONAR
data points originate from the same target. The Convex Saliency Circling algorithm
steps can be explained as follow: step (1), select the first SONAR reading from
the total SONAR data set; step (2) check if the range reading, ri, is within the
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Table 1.4: Variables used in Figure 1.6 and Algorithm 5
Variable Unit Description
o1 (cm, cm) SONAR location 1
o2 (cm, cm) SONAR location 2
r1 cm SONAR range reading from location 1
r2 cm SONAR range reading from location 2
rk cm SONAR range reading from location k
A (cm, cm) Center of the accepted hypothetical circle
φ1 rad Bearing from positive X-axis to the center A at
location 1
φ2 rad Bearing from positive X-axis to the center A at
location 2
γ1,min rad Minimum orientation of the SONAR at location 1
γ2,min rad Minimum orientation of the SONAR at location 2
d cm Distance between SONAR location 1 and SONAR
location 2
β rad The angular uncertainty of SONAR sensor
c (cm, cm, cm) Hypothetical circle
m Total number of SONAR reading from one location
n Total number of locations which the mobile vehicle
visited or from which it took scans
δ Number used to determine the number of segments
D cm Distance from the SONAR to the center of the
hypothetical circle
σ Threshold value
ra cm Radius of the accepted hypothetical circle
rc cm Radius of the hypothetical circle
(xc, yc) (cm, cm) Center of the hypothetical circle
pmin cm Minimum threshold
pmax cm Maximum threshold
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Algorithm 5 Convex Saliency Circling Algorithm developed by Lee and Song
(2010)
1: for i = 1→ m× n do
2: if rmin < ri < rmax then
3: for j = i+ 1→ m× n do
4: if rmin < rj < rmax then
5: for φi = γi,min → γi,min + β, φi = φi + δ do
6: FPA model { In: (oi, ri, γi,min), (oj, rj, γj,min), φi; Out:
(xc, yc, rc)}
7: if pmin < rc < pmax then
8: for k = j + 1→ m× n do
9: if |D − rc − rk| < σ then




Figure 1.6: Possible hypothetical circles of two SONAR readings from two different
locations.
acceptable range (rmin, rmax); step (3) select the second SONAR reading from the
total SONAR data set; step (4) check if the SONAR range reading rj is within




example, for β = 30o and δ = 15o, corresponding to 2 segments); step (6) the input
to the FPA model is information from SONAR taken at locations 1 and 2, and the
output is hypothetical circles with center (xc, yc) or A and radius rc or ra; step (7)
check if the radius of the hypothetical circle is within the threshold value; step (8)
select the third SONAR data; step (9) if |D − rc − rk| < σ, do the next step; step
(10) if all of the above conditions are satisfied, save the value of the hypothetical
circle (point feature) in storage C.
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1.2.6 Literature Review on Feature Extraction
A literature review of commonly used feature extraction algorithms using
data from SONAR sensors is presented here. Wijk et al. (1998) developed the
Triangulation-Based Fusion (TBF) that is used to extract point features from raw
SONAR data. Wijk et al. (1998) demonstrated their algorithm on a mobile vehicle
with 16 SONAR sensors. Wijk and Christensen (2000a) concluded that the TBF
algorithm is robust in indoor environments, which include many natural landmarks.
However, the TBF algorithm does not work well in corridors, because corridors are
quite empty of natural landmarks, which causes the mobile vehicle to get lost because
of mismatched (ghost) landmarks. This algorithm is implemented and compared to
other feature extraction algorithms in Section 2.
Choi, Ahn, and Chung (2005) continued on the work of Wijk et al. (1998)
and improved the TBF algorithm by adding the following: i) stable intersections, ii)
efficient sliding window update, and iii) removal of false features on the wall. Also,
they added a simple and novel line feature detection scheme. In order to detect line
features, the reading from 3 adjacent SONAR sensors are gathered. If the three
adjacent SONAR readings have similar range readings and the middle one has a
minimum value among them, a line feature is detected. They also compared the
obtained SONAR data with laser data. Laser data requires fewer processing steps
in comparison to SONAR data. For the SONAR setup, they used a ring of 16 fixed
SONAR sensors on the mobile vehicle.
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Weiqin (2009) also extended on the work of Wijk et al. (1998) to include line
feature extraction in addition to points features. To detect line features, Weiqin
(2009) generated tangent lines for two arcs. Then, he choose one tangent line that
passes through both tangent points as a line feature. He tested this algorithms on
a mobile vehicle with 12 fixed SONAR sensors.
Leonard and Durrant-Whyte (1991) used SONAR sensors to achieve mobile
vehicle localization. They used two different configuration of SONAR sensors. In
the first configuration, the SONAR sensors were attached to a servo-motor and the
servo-motor performs a full revolution to scan the environment at a particular loca-
tion. The number of scans was equal to 612 measurements equiangularly spaced. In
the second configuration, six SONAR sensors where mounted in a fixed configura-
tion on top of the mobile platform. The servo-mounted SONAR gave more detailed
information about the environment and data interpretation was easier compared to
the fixed SONAR sensors. The disadvantage of the servo-mounted SONAR array is
that it takes a longer time, to collect data in comparison to the ring of fixed SONAR
sensors. Fixed SONAR sensor, have the advantage of allowing for “on-the-fly” posi-
tion estimation. Another major observation of Leonard and Durrant-Whyte (1991)
was that geometries such as planes, cylinders and corners were the strongest candi-
date for beacons. One of the limitations of the work was that an a priori map of the
environment was needed to perform the localization of the mobile vehicle. Another
limitation was that from a single SONAR scan, RCD produced from corners cannot
be distinguished from RCD produced from planes.
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Tardós et al. (2002) compared difference between a SONAR sensors and a
laser sensor. For the experimental setup setup, Tardós et al. (2002) used 24 fixed
SONAR sensors in a ring configuration, equiangularly spaced for feature extraction.
They used a Hough Transform as the feature extraction algorithm to determine
corners and planes. If the vote is similar for a corner and a plane feature, they used
a winner-takes-all strategy to distinguish between them. Tardós et al. (2002) chose
the Hough Transform over the TBF because it is computationally faster. Tardós
et al. (2002) performed the experiment while people were moving around the mobile
vehicle. One limitation of their work is that similar SONAR return can be achieve
when the SONAR sensors attached to the mobile vehicle moves perpendicular to a
wall or in a straight line toward a corner or edge. Another general limitation to the
Hough Transform is that the detected line goes on forever (i.e., it does not have a
starting or ending point). This limitation was not mentioned by Tardós et al. (2002).
Yap and Shelton Yap and Shelton (2009) used the Randomized Hough Transform
(RHT) to detect line features. The RHT algorithm is based on the assumption that
the detected lines are orthogonal to each other. If a detected line is not perpendicular
to another, then, it is removed. Yap and Shelton tested the RHT algorithm in a
large environment setting.
Lee and Song (2010) developed a new feature extraction for SONAR, known
as SONAR salient feature. The sonar salient feature is effective at detecting point
features such as corners and edges. For the SONAR setup, Lee and Song (2010)
used 12 fixed SONAR sensors in a ring configuration. One limitation to this work




Figure 1.7: Kleeman and Kuc (1994) sensor arrangement: T1: first transmitter, R1:
first receiver.
landmarks) that were placed at certain locations, since it was difficult to detect
natural landmarks.
Kleeman and Kuc (1994) tried a different approach for the sonar arrangement.
Kleeman and Kuc (1994) used two transmitters and two receivers rather than a fixed
SONAR ring or the servo-mounted SONAR configuration. The setup is shown in
Figure 1.7. Using this setup, Kleeman and Kuc (1994) achieved 0.1o accuracy and
1 mm range accuracy. Also, targets separated by 10 mm can be distinguish from
each other. A major contribution was the minimal number of sensors needed to
distinguish between corners, planes, and edges. The SONAR returns from a plane
and right angle corner are similar and can be hard to differentiate. An earlier work,
Barshan and Kuc (1990) used the information (amplitude and range) from a SONAR
return to differentiate corners from planes. Another work, Kuc and Barshan (1989)
used SONAR for navigation purpose and the strategy he used is to find edges to
avoid obstacles. The edges were the most difficult to detect. Therefore, for feature
extraction, edges are the least favored feature to extract from the environment.
Continuing on the work of Kleeman and Kuc (1994), Fazli and Kleeman (2007)
presented a novel delayed-classification algorithm that was used for feature classifi-
cation while the mobile vehicle is moving. For the SONAR setup, Fazli and Kleeman
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(2007) used 24 simultaneously-fired transmitters and 48 receivers. The algorithm
was capable of determining geometric features within 10 cm of mobile vehicle travel.
The top speed achieved by the mobile vehicle was 30 cm/s. However, at 30 cm/s,
most of the point features and some of the line features were not recognized, but for
the sake of navigation, the few features that were recognized were enough for the
mobile vehicle to travel. Fazli and Kleeman (2007) suggested using slower speeds
if more features need to be detected. In another different use of SONAR sensors,
Steckel and Peremans Steckel and Peremans (2013) used biomimetic SONAR sen-
sors to perform SLAM. However, in this effort, features in the environment were
not extracted, since the focus was on the localization of a mobile vehicle navigating
through a complex environment. The algorithm was tested in a corridor environ-
ment. As expected, this environment was hard to navigate because of the lack of
features.
1.3 Vehicle Model
Commonly kinematic models are used to represent the vehicle motion in SLAM
algorithms (Wijk et al., 1998; Kuc and Barshan, 1989; Baolong et al., 2007). Re-
cently, few researchers have started to account for vehicle dynamics (Jaai, Chopra,
Balachandran, and Karki, 2012) in SLAM. There are several reasons why vehicle
dynamics are avoided in SLAM; notably, it is more complicated and requires more
time to compute. Implementing vehicle dynamics models in SLAM can have several
advantages. For example, a vehicle dynamics model can allow for more accurate
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Table 1.5: Advantages and disadvantages of Ackermann steering
Ackermann Steering
Advantages Disadvantages
Lateral stability at high speed Low maneuverability
Controllability Explicit mechanical steering
Low power consumption
motion estimation. Additionally, vehicle dynamics models in SLAM are more suit-
able for unstructured outdoor environments. For example,Jaai et al. (2012) studied
the use of a vehicle dynamics model in a slippery environment, such as oil. Dynamic
models consider forces action on the vehicle, such surface-wheel interactions, and
account for acceleration of the vehicle.
The dynamic model of each vehicle is dependent upon the vehicle geometry
and steering mechanism. The most commonly used steering configurations in mo-
bile wheeled vehicles are Ackermann steering, differential steering, and skid steering.
Each of these steering methods has advantages and disadvantages and are summa-
rized in Tables 1.5, 1.6, and 1.7. For more information about the benefits of a
vehicle dynamics model and different types of mobile vehicle steering, the reader is
referred to Yu, Chuy, Collins Jr., and Hollis (2009). For this dissertation work, the
author will focus on skid steering wheeled mobile vehicle. A skid steering wheeled
mobile vehicle has non-steerable wheels, and lateral slip must happen for the vehicle
to turn. This kind of vehicle steers by having the left and right wheels, rotate at
different speeds.
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Table 1.6: Advantages and disadvantages of differential steering
Differential Steering
Advantages Disadvantages
High maneuverability Low traction
Simple mechanical steering
Table 1.7: Advantages and disadvantages of skid steering
Skid Steering
Advantages Disadvantages
High maneuverability Motion tends to be energy inefficient
Faster response Difficult to control
Simple and robust mechanical structure Tires wear faster
Strong traction
Suitable for most and difficult terrains
1.3.1 Literature Review on Vehicle Model
Anousaki and Kyriakopoulos (2007) were the first to apply skid steering kine-
matics to a SLAM problem. Mandow, Martinez, Morales, Blanco, Garcia-Cerezo,
and Gonzalez (2007) kinematic model for skid-steering mobile vehicle was used. The
parameters in the kinematic model that were used were experimentally determined.
In the experiments information from the encoder and INS (Inertial Navigation Sys-
tem) to estimate the mobile vehicle position, and two laser sensors were used to
measure features in the environment. Furthermore, Anousaki and Kyriakopoulos
(2007) performed experimental work in an outdoor environment where the mobile
vehicle had to move 15 meters. Anousaki and Kyriakopoulos (2007) used a covari-
ance intersection filter, because it doesn’t hold correlation between features, and
therefore the matrix does not grow as large as in the case of the Extended Kalman
Filter. Yi, Zhang, Song, and Jayasuriya (2007) used a similar experimental arrange-
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ment and vehicle kinematics model for a four-wheeled skid steering mobile robot.
To measure the slippage of the wheel, Yi et al. (2007) used only an encoder and
a low-cost inertial measurement unit(IMU), while the validating the results using
computer vision. To get the velocity from the IMU, which gives acceleration mea-
surements, a Nonlinear Kalman Filter was applied. Yi et al. (2007) determined that
wheel slip was reduced when the left and right wheel rotated at similar rates.
Reina, Ojeda, Milella, and Borenstein (2006) developed a novel method to
measure longitudinal slippage and sinkage for mobile wheel vehicle. To measure
the longitudinal slippage, Reina et al. (2006) used wheel encoder, IMU and electric
current sensor and achieved 61% correct detection of longitudinal slip. Whereas for
sinkage, Reina et al. (2006) attached a camera to the wheel with a field of view
containing the wheel terrain interface. Another work by Reina, Ishigami, Nagatani,
and Yoshida (2008), Reina et al. (2008) came up with a novel approach to measure
the lateral slippage using a rearward facing video camera. The camera measures
the pose of the trace that was produced by the wheel. Following, Hough Transform
enhanced by fuzzy reasoning was done for post processing. Recent work by Reina,
Ishigami, Nagatani, and Yoshida (2010) integrated longitudinal and lateral wheel-
terrain slip model to improve the mobile vehicle pose estimate.
Caracciolo, De Luca, and Iannitti (1999) presented a vehicle dynamics model
for a four-wheeled differential drive mobile vehicle, which is also known as the skid
steering mobile vehicle. Also, Caracciolo et al. (1999) presented a trajectory track-
ing control for the mobile vehicle in an outdoor terrain. The control algorithm was
tested using simulations. Several assumptions were made for the vehicle dynamics
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model which are: rigid vehicle moving on a horizontal plane, vehicle speed is below
6 mph, longitudinal wheel slippage is neglected, and tire lateral force is a function
of its vertical load. Also, the vehicle model ignored the effects of suspension and
tire deformation. Continuing on Caracciolo et al. (1999), Koz lowski and Pazder-
ski (2004) presented a vehicle model for a four-wheeled skid steering mobile robot
which consists of three parts, including kinematics, dynamics, and drive subsys-
tems. The assumptions considered by Koz lowski and Pazderski (2004) were similar
to Caracciolo et al. (1999). The control algorithm was tested using simulations.
The tracking results presented by Koz lowski and Pazderski (2004) were more robust
when compared to Caracciolo et al. (1999). For skid-steering mobile wheeled vehi-
cles, the assumption of no longitudinal wheel slippage valid at slow speeds and is
not a realistic assumption for most cases.
Lucet, Grand, Sallé, and Bidaud (2009) presented a dynamics model of a six-
wheeled skid steering mobile vehicle. Also, a sliding mode controller was used, where
the interaction force between the soil and wheel can be ignored. Lucet et al. (2009)
performed work on simulations. Lucet et al. (2009) used similar assumptions as
Caracciolo et al. (1999); Koz lowski and Pazderski (2004), but considered longitudinal
slip, because he was testing the mobile vehicle at higher speeds. Yu et al. (2009)
presented a dynamics model of a skid steering wheeled vehicle and validated the
simulations using experiments. Shuang, Cheung, Cheng, Lei, and Xiaozhong (2007)
presented a dynamics model of a four-wheeled skid steering mobile vehicle. For the
tire model, Shuang et al. (2007) used the semi-empirical tire model which is more
accurate than the linear model, but less accurate than the magic formula model.
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Shuang et al. (2007) avoided the magic tire formula because it requires the longest
computation time of the tire models discussed. Several assumptions were made when
deriving the vehicle dynamics model. 1) vehicle moves in a horizontal plane, 2) effect
of suspension and tire deformation is ignored, 3) low vehicle speed, 4) vehicle has
no vertical motion, 5) vehicle has no pitch or roll motion. This work will compare
a dynamics mobile vehicle model to a kinematics mobile vehicle model, for a skid
steering mobile vehicle while applying EKF-SLAM.
1.4 Problem of Interest
SOund NAvigation and Ranging (SONAR) is used in many mobile vehicles for
measuring distances, since it is inexpensive when compared to lasers and ranging
cameras. Inspection of oil pipelines and storage tanks is one application where
SONAR sensors are desirable. Since oil is flammable, the use of laser sensors is
avoided, for reasons of safety. Furthermore, since oil is opaque, cameras are not used
for ranging purposes. Since oil storage tanks and pipelines are made off steel, digital
compasses are avoided. The inspection mobile vehicle will be used inside the oil
storage tank, therefore Global Positioning System (GPS) is avoided, since the GPS
signal can’t reach inside the oil storage tank. SONAR has a great ranging accuracy
(approximately 1% error of the distance measured), but its angular uncertainty
(approximately 22.5o − 30o) is large (Wijk et al., 1998). Other SONAR related
limitations include the following: i) cross talk between two or more sensors, ii)
multiple reflections, and iii) weak echoes (Weiqin, 2009).
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Mobile vehicles may be used in oil storage tanks to locate and identify defects
on the floor of the tank. In order for the inspection to be completely autonomous, the
mobile vehicle must first locate its own position within the tank. Once the location
of the mobile vehicle is known, it may use one of the non-destructive inspection
schemes to determine the presence of a fault and report the fault location. The long
term goal of the current work is to reach a state of fully autonomous non-destructive
inspection.
In oil storage tanks, the presence of oil makes it difficult for mobile vehicles to
avoid slipping. Kinematic models tend to fail in environments where slip is large,
as was shown in the study of Jaai et al. (2012). In these types of environments, the
dynamics of the mobile vehicle must be considered. During the inspection of the
base of the oil storage tank, the mobile vehicle needs to move from one location to
another while estimating its own location by using motion sensors, such as Inertial
Measurement Unit (IMU) and encoder. Next, the use of SONAR sensors will be
used to estimate the mobile vehicle location and estimate and find new landmarks
(or features) around the environment. Finally, a filter such as EKF will be used to
perform Simultaneously Localization And Mapping (SLAM). Oil tank and pipeline
inspection are applications where considering vehicle dynamics is crucial because
of slippage, incline of the environment, and other factors such as acceleration and
deceleration. In addition to the development of a feature extraction algorithm using
SONAR sensors, vehicle dynamics with application to SLAM will be investigated.
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1.5 Objectives
The overall goal of this work is to understand feature extraction using SONAR
sensors, to implement it using an Extended Kalman filter for SLAM, and also to
understand how vehicle motions influence SLAM. Specific objectives include the
following:
1. Develop a feature extraction algorithm that can identify points and lines in
an unknown environment from SONAR data
2. Study application of feature extraction algorithm on experimental data and
compare with existing algorithms used in the literature for SLAM application
3. Consider vehicle motions in the SLAM formulation, with special emphasis on
vehicles which experience wheel slippage; for example, skid steering
4. Examine the proposed fusion algorithm with EKF-SLAM on different slippage
environment and compared it to a no-SLAM case.
1.6 Organization of Dissertation
The rest of the dissertation is organized as follows. In Chapter 2, a compari-
son of commonly used feature extraction algorithms is compared and validated with
simulation as well as experimental data. In Chapter 3, the proposed algorithm fu-
sion is explained in detail. The proposed fusion algorithm is studied on simulation
data for two different environments. Next, the proposed fusion algorithm is applied
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to experimental data for two different environments with and without interior fea-
tures. In Chapter 4, four different approaches for calculating the vehicle model are
explored. All four different approaches are studied in two different environments
with and without interior features. In Chapter 5, the proposed fusion algorithm
from Chapter 3 and the varying signal drift approach from Chapter 4 are used to
implement the SLAM algorithm. The SLAM algorithm is studied on three different
environments, where the floor of the environment is altered, for example, with dry
powder and with a hydrophobic coating (called NeverWet), to induce slipping. The
SLAM and no-SLAM cases are then compared for different environments. Finally,
Chapter 6 contains a summary of the contributions made in each of the different
chapters as well as suggested directions for future work.
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Chapter 2
Commonly Used Feature Extraction Algorithms
In this chapter, the TBF, Hough Transform , THF, and SONAR salient algo-
rithm are validated in simulated square environments. These algorithms are tested
on experimental SONAR data, where the mobile vehicle travels in a known rectan-
gular environment. The commonly used algorithms in the literature (TBF, Hough
Transform, THF, and SONAR salient) are compared for two different vehicle trajec-
tories. Unlike TBF, Hough Transform, THF, and SONAR salient k-means algorithm
is not a feature extraction algorithm. It is a clustering algorithm, it aims to separate
data into groups and then taking the mean of it making sure the each data belong
to the cluster with the nearest mean (Hartigan and Wong, 1979).
2.1 Validation of Algorithms
Before implementing the algorithms on experimental data, they are validated
with simulated data that represents a square box. The simulated square box is
shown in Figure 2.1. The TBF algorithm will be tested on the square box, followed
by the Hough Transform, THF, and SONAR Salient feature extraction algorithm.
First, the TBF algorithm for two different threshold values of the parameter
nt, 0 and 6, is shown in Figure 2.2. It can be seen that the TBF algorithm works well
with the simulated square box, since it captures all of the edges quiet well. Next,
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Figure 2.1: A simulated square box used to test different algorithms. The triangles
mark the position of the mobile vehicle at different locations.
the Hough Transform was tested on the square box, and the results are shown in
Figure 2.3a. After, the THF was tested on the processed TBF data for a threshold
parameter nt value of 6, and the THF results are shown in Figure 2.3b. Finally,
the SONAR salient feature extraction algorithm was tested on the square box, and
the results are shown in Figure 2.4. The main purpose of the simulation was not
to compare between the algorithms, but to test if the algorithms give reasonable
output. The algorithms performed as expected, and these algorithms can be used
for feature detection for SLAM.
2.2 Experiment Setup
The algorithms discussed in the previous section are implemented on SONAR
data obtained in an experimental arrangement. This arrangement is similar to the
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(a) nt > 0














(b) nt > 6
Figure 2.2: TBF results for different threshold values. The actual box is superim-
posed over the processed TBF data for comparison purposes only.






























Figure 2.3: The Hough Transform and THF algorithm results for the simulated
square box. The number of divisions is 200, and the number of lines is 100 for both
algorithms.
configurations used previously in the group (Jaai et al., 2012) for SLAM studies. In
this arrangement, four walls were placed to form a closed environment, as shown
in Figure 2.5, a mobile vehicle was constructed with the following components: i)
two SONAR sensors, ii) servo motor, iii) Arduino micro-controller, and iv) Xbee
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Figure 2.4: The SONAR salient feature extraction algorithm results for the simu-
lated square box. The acceptable radius range was between 3 cm and 30 cm.
wireless communication. The two SONAR sensors are attached to a servo motor,
as shown in Figure 2.6. To get a full scan, the servo motor rotates 180o, with 1o
degree increments. Since the SONAR sensors are on opposite sides, a 180o degree
rotation of the servo motor will allow for a full scan of 360o of the environment.
The experiments are performed with the following procedure. First, the mobile
vehicle is placed inside the experimental environment. The mobile vehicle is moved
to 10 different locations, and a full SONAR scan is performed at each location. The
10 locations are shown in Figure 2.7 for Case 1. The mobile vehicle moves to 15 new
locations near the top right corner for Case 2. Case 2 was introduced to examine
the performance of the algorithms when the mobile vehicle is near a corner.
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Figure 2.5: Experimental arrangement with the following dimensions: width = 170.8





Figure 2.6: Mobile platform used in the experiments.
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(a) Straight trajectory Case 1
















(b) Curved trajectory Case 2
Figure 2.7: Schematic diagram of the experimental setup. The mobile vehicle is
represented by triangular symbol, and its true positions have been measured for 10
different locations for Case 1 and 15 different locations for Case 2.
2.3 Experimental Results
This section is divided into two subsections, where results are shown separately
for Case 1 and the other for Case 2. For each case, results from TBF, the Hough
Transform with k-means clustering, THF with k-means clustering, and SONAR
salient feature extraction algorithm are shown.
2.3.1 Case 1
The raw SONAR data obtained from the ten different locations are shown in
Figure 2.8. Each SONAR point is represented by an arc. The arc angle is 30o, as
shown in Figure 2.9. Next, the SONAR data is filtered, accepting only data between
31 cm and 200 cm. SONAR data outside this range is considered unreliable. Since
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Figure 2.8: Raw SONAR data (3600 points) for the 10 different locations considered
in the experiments for Case 1. The actual box is superimposed over the SONAR
data for comparison only.
the SONAR device (Maxibotix HR-LV MAXSONAR EZ4) used cannot detect data
below 30 cm, any value below this is rounded up to 30 cm. Through experiments
conducted with (Maxibotix HR-LV MAXSONAR EZ4) SONAR it was noticed that
SONAR data above 200 cm were not stable. The filtered data is shown in Figure
2.10. Just by applying the limit filter, an improvement can be seen in the SONAR
data, as shown in Figure 2.10. The filtered SONAR data was sent to the TBF
algorithm. The TBF results are shown in Figure 2.11. The TBF algorithm has
been generated for different threshold values as shown in Figure 2.11.
To detect the line features, the standard Hough Transform (see Figure 2.12)
was used. Next, the filtered data was sent to the Hough Transform algorithm and
the results obtained are shown in Figure 2.13a. By using the Hough Transform,
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Figure 2.9: SONAR data is represented by arcs for Case 1, and the arc angle is 30o.
















Figure 2.10: Filtered SONAR data for Case 1; accepted data is between 31 cm and
200 cm.
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(a) nt > 0
















(b) nt > 6
















(c) nt > 100
















(d) nt > 200
Figure 2.11: TBF results for different threshold values for Case 1.
four separate lines were detected. It is noted that a clustering algorithm can be
implemented later as a form of averaging, which may lead to a better agreement
of the results to the actual box. One limitation of the Hough Transform is that
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Figure 2.12: ρ and θ bins, the colors correspond to the number of votes.
the lines extend forever. In other words, one cannot tell where the line has started
and where it ends. Therefore, in the next algorithm (THF), the data obtained from
TBF analysis are used to enhance the Hough Transform results by determining the
starting and ending points of the line.


































Figure 2.13: The Hough Transform and THF algorithm results for Case 1. The
number of divisions is 200, and the number of lines is 100 for both algorithms.
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The THF results are shown in Figure 2.13b. As mentioned, the THF imple-
mentation is composed of two steps, namely the TBF and Hough Transform. As
an example, the input to the Hough Transform is TBF results obtained for nt > 6,
which is shown in Figure 2.11.
It is difficult to compare the results between Figure 2.13a and Figure 2.13b,
before applying a clustering algorithm. However, it is expected that after imple-
mentation of the clustering algorithm, both results will be close to the actual box.
Therefore, a k-means clustering algorithm was applied to the results shown in Fig-
ure 2.13a and Figure 2.13b. Before applying the k-means clustering algorithm, the
results went through gating conditions. The gating conditions help the k-means
clustering algorithm to cluster data correctly. The gating conditions are described
in Figure 2.14. The gating conditions insure that ρ of the detected line is positive
and θ of the detected line is between (1o + 45o) and (360o + 45o), the reason for this
range is because values lower than 45o belong to similar line group of values above
315o if ρ value is close enough for both group.
In the subplots (a) and (c) of Figure 2.15, the top 100 voted lines from the
Hough Transform and the THF algorithm are shown. This data went through
the gating conditions shown in Figure 2.14 first, and then through the k-means
clustering algorithm. In k-means clustering, the number of clusters is provided by
the user. As future work, k-means clustering with Expectation Maximization (EM)
is suggested, as this would supersede the necessity of a user-supplied number of
clusters; the results are shown in subplots (b) and (d) of Figure 2.15. Also, the final
results of the k-means clustering in Cartesian coordinate is shown in Figure 2.16.
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Figure 2.14: Gating condition used before the k-means clustering to ensure correct
clustering.
In addition to clustering, the SONAR salient feature extraction algorithm was ran
on the limited constraint data and the results are shown in Figure 2.17.
Table 2.1: Case 1: Comparison of the Hough Transform and THF
Line Absolute difference Absolute difference
Hough Transform THF
ρ(cm), θ(degree) ρ(cm), θ(degree)
Left 4.77, 0.48 7.30, 1.45
Bottom 10.56, 3.17 8.88, 0.97
Right 8.15, 2.79 8.71, 2.86
Top 18.68, 3.75 11.20, 1.06
After running the k-means clustering algorithm, a comparison between Hough
Transform and THF for Case 1 can be made, which is summarized in Table 2.1.
Overall, both algorithms performed well for Case 1. A slight improvement in the
THF algorithm can be noticed from Table 2.1. Also, in the worst case, the absolute
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(a) Hough Transform top 100 voted lines
















(b) Hough Transform after gating conditions
and k-means clustering














(c) THF top 100 voted lines















(d) THF after gating conditions and k-
means clustering
Figure 2.15: Gating condition and k-means clustering results for Case 1.
difference between the determined and true value did not exceed 19 cm in radial
displacement and 4o in angle.
2.3.2 Case 2
The results obtained for Case 2 are presented in a similar way as that for Case
1. The raw SONAR data are plotted in Figure 2.18. The SONAR data are passed
through a filter, and only data between 31 cm and 200 cm is accepted. The filtered
results are shown in Figure 2.19. As can be seen from Figure 2.19, the lower wall
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Figure 2.16: K-means clustering results for Hough Transform and THF data for
Case 1. The actual box was superimposed over the figure for comparison purposes.
was ignored by the filter since it was over 200 cm away. In Case 2, the goal is to
test the TBF algorithm near a corner to check performance.
The TBF algorithm is studied for different threshold values and the results
are shown in Figure 2.20. Similar to Case 1, as the nt value increases, most outliers
are removed. For the nt > 100 and nt > 200 cases, better outlier removal is seen
and more of the environment is captured. As a conclusion, for the TBF algorithm,
visiting more locations in the environment yields more features of the environment.
The Hough Transform is carried out for Case 2. The results are shown in Figure
2.21a.
As an example, the THF results obtained for nt > 6 are used as input data
to the Hough Transform analysis, and the results are shown in Figure 2.21b. It is
harder to compare Figure 2.21a and Figure 2.21b, therefore the k-means clustering
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Figure 2.17: SONAR salient feature extraction results for Case 1. The acceptable
radius range is between 3 cm and 30 cm.















Figure 2.18: Case 2: Raw SONAR data (5400 points) for the 15 different locations
considered in the experiments. The actual box is superimposed over the SONAR
data for comparison purposes only.
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Figure 2.19: Filtered SONAR data for Case 2; accepted data is between 31 cm and
200 cm.
algorithm was used. Similar to Case 1, the 100 most voted lines for the Hough
Transform and THF were sent to the gating conditions and k-means clustering
algorithm, which is shown in Figure 2.22. Also, the final results of the k-means
clustering in Cartesian coordinate is shown in Figure 2.23. In addition to clustering,
the SONAR salient feature extraction algorithm was ran on the limited constraint
data and the results are shown in Figure 2.24.
Table 2.2: Case 2: Comparison of the Hough Transform and THF
Line Absolute difference Absolute difference
Hough Transform THF
ρ(cm), θ(degree) ρ(cm), θ(degree)
Top 11.64, 1.30 7.46, 0.39
Left 10.27, 0.82 11.56, 1.06
Right 30.23, 6.52 31.44, 5.60
For Case 2, the TBF analysis worked much better when the mobile vehicle was
close to a corner and more data was collected in comparison to Case 1. In order to
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(a) nt > 0
















(b) nt > 6
















(c) nt > 100
















(d) nt > 200
Figure 2.20: Point feature extraction by using the TBF algorithm for different
threshold values. It was notice that for point (corner) features, SONAR data tend
to make a 45o angle, this could due to the reflections from the two side walls.
improve the TBF algorithm results, mobile vehicle locations should be increased; for
example, TBF results capture more parts of the environment in Case 2 than Case 1,
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Figure 2.21: The Hough Transform and THF algorithm results for Case 2. The
number of divisions is 200, and the number of lines is 100 for both algorithms.
because the mobile vehicle had 5 extra locations to visit. While programming TBF
algorithm and Hough Transform algorithm, it was notice that, the TBF algorithm is
a slower algorithm compared to the Hough Transform algorithm. The more positions
the mobile vehicle visits, the more time that the algorithm would require. Also,
the computation time for the TBF analysis grows very quickly for each additional
location, for example, for 6 locations it takes around 39 seconds, but for 30 locations
it takes around 721 seconds. Note, each location has 360 data. The test was
performed on an i7 CPU with 3.2 GHz processor and 16.0 GB usable RAM, also 5
cores were used when TBF was performed through the use of “parfor” command in
MATLAB.
After running the k-means clustering algorithm for Case 2, the comparison
between the Hough Transform and THF for Case 2 can be made and it is summarized
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(a) Hough Transform of top 100 voted lines
















(b) Hough Transform after gating condition
and k-mean clustering














(c) THF top 100 voted lines
















(d) THF after gating conditions and k-
means clustering
Figure 2.22: Gating condition and k-means clustering results for Hough Transform
and THF results for Case 2.
in Table 2.2. Overall, the THF algorithm performed better in general. The worst
case for both algorithms (Hough Transform and THF algorithm) was founded to be
for the right wall, where the ρ value for the Hough Transform was 30.23 cm, while the
value from the THF algorithm was 31.44 cm. Both algorithms performed reasonably
well. Again, more data were collect for Case 2, which lead to better results for both
TBF and THF algorithms. Also, it was noticed that the left wall results were much
better compared to the right wall. This can be explained, because the SONAR
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Figure 2.23: K-means clustering results on Hough Transform and THF data. The
actual enclosure contour has been superimposed over the figure for comparison pur-
poses only.
sensors were closer to the right wall, making reflection more problematic. Also,
the THF is more suitable for offline SLAM, since it is slower. Whereas the Hough
Transform is more suitable for online SLAM. Finally, THF gives more information,
since it can produce both point and line feature extraction, whereas the Hough
Transform can only distinguish line features.
2.4 Summary
In this chapter, a validation of commonly used feature extraction algorithms
(TBF, Hough Transform, THF and SONAR salient) have been examined on a sim-
ulated square environment. Following that, an experimental setup was build to test
and compare the performance of the commonly used feature extraction in a empty
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Figure 2.24: SONAR salient feature extraction results for Case 2. The acceptable
radius range is between 3 cm and 30 cm.
rectangular environment for two trajectory cases. From this study, the following
conclusions can be drawn:
1. The TBF algorithm is seen to work better with more data as shown in Case
2 when compared to Case 1. The TBF algorithm as well as the SONAR
salient can capture more parts of the environment if the mobile vehicle stop
and perform more full SONAR scans.
2. The computational time of TBF and SONAR salient algorithm increase a lot
for each additional location. Each location has 360 data. For example, for
6 locations it takes around 39 seconds, but for 30 locations it takes around
721 seconds. The studies were performed by using an i7 CPU with 3.2 GHz
processor and 16.0 GB usable RAM, also 5 cores were in used when TBF
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studies were carried out through the use of “parfor” command in MATLAB.
3. The Hough transforms and the THF analyses are found to work very well in
both cases. A noticeable improvement in THF results over the corresponding
Hough Transform results of Case 1 was observed.
4. The TBF, Hough Transform, SONAR salient, and THF algorithms have been
compared on the same SONAR data which can be a good benchmarked of the
algorithms result. The benchmark of the algorithms on SONAR data was first
done here in this dissertation work (Ismail and Balachandran, 2013).
5. Finally, it is expected that SLAM problems based on SONAR will benefit
from the TBF algorithm, combined Hough Transform and THF algorithm
and SONAR salient feature extraction algorithms.
This study was intended not only to examine if the algorithm worked in simulation
and experimental environments, but also to test if different combination of these
algorithm can be performed subsequently or simultaneously to realize higher level




In this chapter, the proposed algorithm fusion is explained. The proposed
fusion algorithm is studied on two different simulated environments to test its per-
formance and accuracy. Following, the proposed algorithm is used on experimental
data obtained from the mobile vehicle presented in Chapter 2 on two different rect-
angular environments with and without interior features.
3.1 Proposed Algorithm Fusion
An original fusion algorithm for feature extraction is proposed in this section.
In this proposed algorithm, a combination of available algorithms are used for fea-
ture extraction wherein the strength of each algorithm are exploited. This fused
algorithm can be used to capture points, lines, and cylindrical features, whereas
the TBF and SONAR salient algorithms are limited to point features, and Hough
Transform is used best for capturing line features. In this new combined algorithm,
the different features in the environment are determined and the redundant or re-
peated, features are removed. This algorithm is different from the one presented in
the work of Yap and Shelton (2009), since orthogonal intersections of lines are not
assumed, and line intersections with arbitrary angles are allowed. In addition, the
present algorithm can be used to detect corner, cylindrical aspects, and lines. The
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TBF algorithm is used to determine point features from the environment, and the
Hough transform algorithm is used to determine line features. Furthermore, if the
Hough transform is applied to TBF data, better line detection can be achieved; this
is known as Triangulation Hough based fusion (THF). Also, for the new line de-
tected, TBF data are used to draw line segments. Here, in the combined algorithm,
TBF results are used again to improve the overall performance and accuracy of the
feature extraction and remove redundant features. Noting that the SONAR salient
algorithm is better for detecting points and cylindrical shaped object, here, it has
been used to determine point and cylindrical features. It is mentioned that the in-
side of oil storage tanks consists of cylindrical features, which can be detected with
SONAR salient algorithm. Through the use of point-in-polygon detection (PIP),
the proposed algorithm can separate the data into interior and exterior (boundary)
groups. PIP is used to classify points as being inside or outside of a given polygon.
For further details on PIP, the reader is refereed to Hormann and Agathos (2001).
For example, the Hough transform and TBF algorithm can be used to reconstruct
the environment’s boundaries, while the SONAR salient algorithm is used to recon-
struct the interior features. The separation of groups ensures that each part of the
algorithm can be used on “preferred” features. The new fusion algorithm has been
studied through simulations and experiments, and the results are reported in this
chapter.
In the new fusion algorithm, the TBF, Hough Transform, and THF algorithms
are used in parallel with the SONAR salient algorithm. The proposed fusion algo-
rithm scheme is shown in Figure 3.1. Since some of the steps can be carried out in
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parallel, there can be a dramatic decrease in computational time. The different steps
are as follows: (1) input raw SONAR data to the fusion algorithm; (2) apply limit
constraints to the SONAR data and accept only SONAR range data between 50 cm
and 200 cm. The SONAR sensor (model HRLV-MAXSONAR-EZ) cannot be used
to detect objects (targets) that are closer than 30 cm. Therefore, values lower than
30 cm are reported as 30 cm. Also, for this sensor, it is recommended to avoid data
below 50 cm because of multiple reflections that occur when the SONAR sensor is
close to an object. In addition, for distance above 200 cm, since the SONAR beam
divergence is large and dispersed, the sensor cannot be used to detect objects above
this range; (3) process the limit constraint results with the TBF algorithm as well
as the SONAR salient feature algorithm; (4) process the TBF results with Hough
transform and refer to the outcome as THF results; (5) process the THF results with
a k-mean clustering algorithm; (6) find the cluster lines intersection; (7) integrate
the intersection points and TBF results to find line segments and determine the
boundaries of the environment; (8) combine the environment boundary information
with SONAR salient points by using PIP to determine the interior points; (9) re-
move the interior points close to the environment boundary if the minimum distance
between the point and the line segments is less than the threshold value; (10) clus-
ter the interior results by using a k-mean clustering algorithm; and (11) complete
the process with the clustered interior results and the line segment results. In the
proposed fusion algorithm, the user has control over several parameters, which are
included in Table 3.1.
57
Figure 3.1: Proposed algorithm fusion developed by Ismail and Balachandran (2014,
2015a). The TBF algorithm is used for point features detection such as corners. The
SONAR salient algorithm is also used for point features such as interior features.
Hough Transform is used for line features such as edges.
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Table 3.1: User specified parameters for the proposed fusion algorithm
Symbol Unit Description
rmin cm Minimum distance accepted from SONAR sensor range
reading used in the limit constraint algorithm
rmax cm Maximum distance accepted from SONAR sensor range
reading used in the limit constraint algorithm
nt Threshold value used in TBF algorithm
NOD Number of divisions used in the Hough Transform algo-
rithm
NOL Number of lines used in the Hough Transform algorithm
NOCE Number of clusters for the exterior features used in the
k-mean clustering algorithm
pmin cm Minimum acceptable radius of the hypothetical circle used
in the SONAR salient algorithm
pmax cm Maximum acceptable radius of the hypothetical circle used
in the SONAR salient algorithm
PIL % Point-in-line refers to how many TBF points fall in each
hypothetical line segment; if enough TBF points are avail-
able, accept the hypothetical line segment used in the line
segment algorithm
NOCI Number of clusters for the interior features used in the k-
means clustering algorithm
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3.2 Algorithm Simulation and Results
In this section, as a precursor to the experiments to follow, an L-Shaped closed
environment and another closed environment are used to study the new fusion al-
gorithm by using simulation data that were generated by using MATLAB software.
Appropriate uncertainties are included with the raw SONAR data. The range and
angular uncertainties for the chosen “HRLV-MAXSONAR-EZ” SONAR are 0.1 cm
and 22.5o, respectively. These values are obtained from the sensor data sheet. The
variance of the range of SONAR sensor is equal to (0.1 cm)2, and the variance of the
bearing of SONAR sensor is equal to (22.5o)2. Noise was introduced to the range
and bearing readings of the SONAR sensor simulations, in order to make the simu-
lations more realistic. For example, if the SONAR range reading is 50 cm and range
uncertainty is 0.1 cm, the new range value will be 50 cm +randn() ∗ 0.1 cm, where
randn() is a MATLAB function that produces values from a normally distributed
distribution with a mean 0 and a variance of 1. The SONAR bearing readings are
similarly treated. In this chapter, uncertainties were not introduced to the SONAR
sensor location, since, the goal is to test the performance of the proposed feature
extraction algorithm for a perfect localization of the mobile vehicle.
3.2.1 Environment I: L-Shaped Environment
The L-Shaped environment shown in Figure 3.2, consists of 6 corners, 6 line
segments, and one circular interior feature. A full 360o SONAR scan with 1o in-
crements was performed at each of the 20 different locations inside this environ-
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ment. The mobile vehicle comes to a complete stop before a full SONAR scan is
performed. This is done, since the motor which rotates the SONAR array moves
relatively slowly. In the envisaged future application of the oil tank floor inspections,
for similar reasons, it is expected that the mobile vehicle will also stop for SONAR
and other sensor measurements. In general, as more locations are visited by the
mobile vehicle, better results are obtained with the proposed algorithm fusion, at
the expense of increased computational time. Also, the visited locations need to be
appropriately separated (i.e, SONAR readings should bot be grouped in one small
area and so on). In the previous chapter, the mobile vehicle visited 15 locations in
a similar environment, with the visited locations being close to one corner only. In
this prior work, the corner could be detected, but no other features in the environ-
ment could be identified. Based on the prior experiments, it was ascertained that a
separation distance in the range of 30 cm to 100 cm worked out well for the visited
locations of the considered mobile vehicle platform. A separation distance below 30
cm increased the overall number of visits of the mobile vehicle and unnecessarily
increased the computational time. On the other hand, a separation distance above
100 cm could result in the loss of important environment features, as the acceptable
SONAR range data is between 50 cm and 200 cm. Through experiments and sim-
ulations for considered sensors and mobile platform, it was found that separation
distances between 30 cm and 100 cm provided good results. Each mobile vehicle
location in Figure 3.2 is represented by a different color and the scan from a certain
location has the same color as shown in Figures 3.3a and 3.3b.
The raw SONAR data are shown in Figure 3.3a. First, the raw SONAR data
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Figure 3.2: L-Shaped Environment. The triangles represent different mobile sensor
platform positions. The circular landmark inside the environment has a radius of
25 cm.
are processed with the limit constraint algorithm. Data below 50 cm and above
200 cm have been removed, and the results of this processing are shown in Figure
3.3b. Next, the limit constraint data are processed with the TBF algorithm and
studies are conducted for different threshold values. The threshold values have been
arbitrarily selected to be 0, 6, and 50. By selecting a low threshold value for the
TBF algorithm, it was ensured that no important features were removed. In the
previous chapter, it was shown that by increasing the threshold to a value above
100, a considerable number of the important features were removed, whereas for a
threshold below a value of 100, no important features were lost. this observation is
consistent with the conclusion drawn by Wijk and Christensen (2000b); they used
a low threshold value to avoid the removal of important features. In this chapter,
the selected threshold values for TBF algorithm were less than or equal to 10 for
the simulation and the experiments; with a 360o SONAR scan at each location, no
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important features were found to be removed. The obtained results are shown in
Figure 3.4.
Next, the processed TBF data are sent for application of the Hough Transform.
The resulting THF data are shown in Figure 3.5a. Subsequently, the THF data
are clustered by using k-mean clustering as shown in Figure 3.5b. Also, the limit
constraint data are sent to the SONAR salient algorithm. The SONAR salient
algorithm results are shown in Figure 3.6. Next, the SONAR salient data are used in
the PIP algorithm to sort the data into interior and exterior points. This can readily
be implemented in MATLAB by using the function “inpolygon”. Interior points near
the boundary are removed if the distance between the point and the line segments
is less than the chosen threshold value. Exterior points and interior points near a
boundary are removed. Following that, the remaining interior points are clustered
by using a k-mean clustering algorithm. The inner group cluster determines the
interior features in the environment. Next, a line is drawn between intersection
points if sufficient TBF data (85%) are present between the intersection points.
Finally the line segments and the cluster of the inner group are put together. The
results obtained with the new fusion algorithm are shown in Figure 3.7.
The simulation results are compared to the actual data for features such as
corners, interior features and lines in Tables 3.2, 3.3, and 3.4. First, the corners’
data obtained from the simulations are compared with the actual data. All corners
are detected with the fusion algorithm and the maximum percentage errors in X and
Y coordinate values are found to be below 5% in X and 8% in Y as shown in Table
3.2. Also, the fusion algorithm is able to detect the interior feature. The percentage
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Table 3.2: Corner coordinates for L-Shaped environment and absolute percentage
errors between estimates and actual values.
Corner # Actual Data Simulation Results % Error
X(cm), Y (cm) X(cm), Y (cm) X(%), Y (%)
1 71.45, 817.64 74.62, 789.87 4.43, 3.40
2 452.74, 817.64 441.18, 754.27 2.55, 7.75
3 452.74, 362.47 449.98, 361.40 0.61, 0.30
4 910.85, 362.47 910.14, 357.59 0.08, 1.35
5 910.85, 114.46 910.16, 116.81 0.08, 2.05
6 71.45, 114.46 70.01, 112.23 2.02, 1.95
Table 3.3: Interior feature data for L-Shaped environment and absolute percentage
errors between estimates and actual values.
Interior Actual Data Simulation Results % Error
Feature X(cm), Y (cm), X(cm), Y (cm), X(%), Y (%),
# Radius(cm) Radius(cm) Radius%
1 164.71, 671.75, 169.10, 668.76, 2.66, 0.44,
25 15.63 37.48
Table 3.4: Line data for L-Shaped environment and absolute percentage errors be-
tween estimates and actual values.
Line # Actual Data Simulation Results % Error
ρ(cm), θ(degree) ρ(cm), θ(degree) ρ(%), θ(%)
1 817.64, 90.00 793.17, 84.52 2.99, 6.09
2 452.74, 360.00 458.93, 361.39 1.37, 0.38
3 362.47, 90.00 366.64, 89.40 1.15, 0.67
4 910.85, 360.00 909.86, 360.00 0.11, 0.00
5 114.46, 90.00 112.53, 90.25 1.69, 0.27

























(b) Results after application of limit con-
straints
Figure 3.3: The actual L-shaped environment is overlaid on top of the SONAR data
for comparison purposes. After the application of limit constraints, data below 50
cm and above 200 cm have been removed.
error between simulation and actual data for the center of the interior feature in X
and Y is found to be below 3%. The radius error is about 38% as shown in Table
3.3. This relatively high error in the interior feature radius is suspected to be due
to the averaged data. The choice of a higher acceptable range might help alleviate
this error. Finally, the errors made in line data from the simulations are found to
be less than 3% and 7% in ρ and θ, respectively, as presented in Table 3.4.
3.2.2 Environment II: Second Closed Environment
The second environment consists of 8 corners, 8 line segments, and one circular
interior feature. In this environment, the mobile vehicle was taken to the 25 different
locations shown in Figure 3.8 and a full SONAR scan was performed at each location
with 1o angle increment. Each mobile vehicle location in Figure 3.8 is represented by
a different color and the scan from a certain location has the same color as shown in
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(b) K-mean clustering results
Figure 3.5: THF results for nt > 0 for the L-Shaped environment. The number of
bins and lines used are 200 and 140, respectively. The intersections of the clustered
lines have been calculated and marked.
Figures 3.9a and 3.9b. Feature extraction studies similar to those carried out for the
first environment were performed. The associated raw SONAR data for this case are
shown in Figure 3.9a. Next, the raw SONAR data are processed by using the limit
constraint algorithm and the obtained results are shown in Figure 3.9b. For the
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Figure 3.6: SONAR salient feature extraction result for the L-Shaped environment
for pmin = 3 cm and pmax = 30 cm, before the classification.
















Figure 3.7: Fusion algorithm results for chosen L-shaped environment.
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Figure 3.8: Second closed environment. The triangles represent different mobile
vehicle positions. The circular landmark inside the environment has a radius of 20
cm.
limit constraint data, data below 50 cm and above 200 cm have been removed. The
data obtained after application of the limit constraint algorithm are used as inputs
to the TBF algorithm, with the selected threshold values being 0, 6, and 50 and
the results obtained are shown in Figure 3.10. Next, the TBF results are processed
by using the Hough Transform, where the number of bins and lines used are 200
and 140, and the obtained outcome is known as THF results and shown in Figure
3.11a for nt > 0. As a next step, the THF results are clustered by using k-mean
clustering and the intersections between the clustered lines are marked as shown
in Figure 3.11b. In addition, the limit constraint results are input to the SONAR
salient algorithm and the resulting outcome is shown in Figure 3.12. Finally, the
results obtained with the fusion algorithm are shown in Figure 3.13.
Next, the comparisons made between the estimated features and the actual
data value for the second environment considered are shown in Tables 3.5, 3.6, and
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Table 3.5: Corner coordinates for the second environment and absolute percentage
errors between estimates and actual values.
Corner # Actual Data Simulation Results % Error
X(cm), Y (cm) X(cm), Y (cm) X(%), Y (%)
1 200.37, 102.79 205.59, 103.05 2.61, 0.26
2 200.37, 496.68 203.09, 491.67 1.36, 1.01
3 458.23, 496.68 452.43, 498.76 1.27, 0.42
4 458.23, 800.13 467.82, 798.05 2.09, 0.26
5 751.75, 800.13 740.91, 796.59 1.44, 0.44
6 751.75, 493.77 763.44, 505.35 1.56, 2.35
7 973.94, 493.77 977.56, 510.73 0.37, 3.43
8 973.94, 102.79 969.76, 100.97 0.43, 1.77
Table 3.6: Interior feature data for the second environment and absolute percentage
errors between estimates and actual values.
Interior Actual Data Simulation Results % Error
Feature X(cm), Y (cm), X(cm), Y (cm), X(%), Y (%),
# Radius(cm) Radius(cm) Radius%
1 809.35, 269.10, 809.05, 265.88, 0.04, 1.20,
20 14.09 29.55
Table 3.7: Line data for the second environment and absolute percentage errors
between estimates and actual values.
Line # Actual Data Simulation Results % Error
ρ(cm), θ(degree) ρ(cm), θ(degree) ρ(%), θ(%)
1 200.37, 360.00 206.59, 360.34 3.10, 0.10
2 751.75, 360.00 802.14, 364.62 6.70, 1.28
3 496.68, 90.00 487.10, 91.40 1.93, 1.56
4 102.79, 90.00 103.00, 89.89 0.20, 0.12
5 458.23, 360.00 427.94, 357.19 6.61, 0.78
6 800.13, 90.00 798.97, 89.81 0.14, 0.22

























(b) Limit constraint data
Figure 3.9: The actual closed environment is overlaid on top of the SONAR data for
comparison purposes. For the limit constraint data, data below 50 cm and above
200 cm have been removed.
3.7. First, the simulation results for the corners are compared to the actual corner
locations and the maximum percentage errors in the X location is found to be below
3% and in the Y location is found to be below 4% as shown in Table 3.5. When the
interior feature results from the simulations are compared with the actual values for
the interior feature, it is found that the maximum percentage error for the interior
feature’s center is below 1% for the X value and below 2% for the Y value. The error
in the radius estimation is found to be below 30% as shown in Table 3.6. Finally,
the simulation results for the lines are compared to the actual line values. The
maximum percentage errors for the lines is found to be below 7% in ρ and below
2% in θ as presented in Table 3.7.
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(b) Kmeans clustering results
Figure 3.11: THF results for nt > 0 for the second environment. The number of
bins and lines used are 200 and 140, respectively. The intersections of the clustered
lines have been calculated and marked.
3.3 Experimental Arrangement
In this section, data are gathered in two different environments using the
mobile vehicle described in the previous section. The two different environments
are shown in Figure 3.14a and 3.14b. There are no interior features in the first
closed environment. In the first environment, the mobile vehicle is moved to 24
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Figure 3.12: SONAR Salient feature extraction result for the second environment
for pmin = 3 cm and pmax = 30 cm, before classification.
















Figure 3.13: Fusion algorithm results for second environment.
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different locations, and a full scan is performed at each location. The different
vehicle locations are shown in Figure 3.15a, where each true position of the vehicle
has been marked by a triangle. In the second environment, the mobile vehicle is
moved to 25 different locations and a full scan is performed at each location. Two
interior features are included in the second environment. In Figure 3.15b, each true
position of the mobile vehicle has been marked by a triangle and the interior features
are also outlined.
(a) No interior feature (b) 2 interior features
Figure 3.14: Experimental arrangement with no interior feature following Ismail and
Balachandran (2013) and with 2 interior features following Ismail and Balachandran
(2014, 2015a).
3.4 Experimental Results
In this section, the feature extraction results for the two considered environ-
ments are presented. SONAR data are processed in both cases by using the new
fusion algorithm presented in this chapter. First, the environment with no interior
feature is considered.
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(a) No interior feature












(b) 2 interior features
Figure 3.15: Different locations of mobile platform in the environment without and
with 2 interior features. Triangles are used to mark the locations of the mobile
vehicle, and the interior features are outlined with a square shape and a circle
shape.
3.4.1 Environment I: Rectangular Environment with no Internal Fea-
tures
The raw SONAR data is shown in Figure 3.16. As in the simulations, first,
the raw SONAR data is processed by using the limit constraint algorithm, and data
below 50 cm and above 200 cm are removed. The outcome is shown in Figure
3.17. In the next step, the limit constraint results are processed by using the TBF
algorithm, for which the value of 10 has been selected as the threshold. For studies
on the effects of this threshold value, the reader is referred to chapter 2 Ismail
and Balachandran (2013). The TBF result is shown in Figure 3.18. Subsequently,
the processed TBF data is input to the Hough Transform, and the resulting THF
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Table 3.8: Corner coordinates for the environment with no interior features and
absolute errors between estimates and actual values.
Corner # Actual Data Exp. Results |Actual-Exp.|
X(cm), Y (cm) X(cm), Y (cm) X(cm), Y (cm)
1 182.00, 0.00 172.59, 3.01 9.41, 3.01
2 0.00, 0.00 1.00, 4.27 1.00, 4.27
3 0.00, 335.10 3.07, 332.14 3.07, 2.96
4 182.00, 335.10 177.90, 329.22 4.10, 5.88
data is shown in Figure 3.19a. Next, the THF data are clustered by using k-mean
clustering and the line intersections are marked as shown in Figure 3.19b. The limit
constraint results are also processed by using the SONAR salient algorithm. The
obtained results of this processing are shown in Figure 3.20.
Next, the SONAR salient results are separated into interior and exterior groups
by using PIP analysis. In this case, as there are no interior points, the k-means
clustering is not performed. After that, by using the TBF data, lines are drawn
between the intersection points. This is carried out if there are sufficient TBF data
(70%) between the considered intersection points. Finally, the line segments and
the clusters of the inner groups are put together and the resulting outcome of the
fusion algorithm is shown in Figure 3.21. Through the studies, it was found that to
improve the results of the fusion algorithm, the mobile vehicle positions needed to
include a number of locations, which are not close to each other, as also previously
noted in this chapter. In addition, the raw SONAR data were noisy. With the
aids of limit constraints and the TBF algorithm, the data quality was enhanced for
processing with the Hough transform. Overall, the most significant features of the
environment were extracted by using the fusion algorithm.
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Figure 3.16: Raw SONAR data for experimental environment without interior fea-
tures. The actual environment with no interior features is placed over the SONAR
data for comparison purpose only.












Figure 3.17: Results after application of limit constraints, data below 50 cm and
above 200 cm have been removed.
76












Figure 3.18: TBF results nt > 10 for environment with no interior features.
Table 3.9: Line data for environment with no interior features and absolute errors
between estimates and actual values.
Line # Actual Data Exp. Results |Actual-Exp.|
ρ(cm), θ(degree) ρ(cm), θ(degree) ρ(cm), θ(degree)
1 335.10, 90.00 332.62, 88.76 2.48, 1.24
2 182.00, 360.00 172.78, 359.12 9.22, 0.88
3 0.00, 90.00 3.97, 89.85 3.97, 0.15
4 0.00, 360.00 0.99, 359.60 0.99, 0.40
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(b) Kmeans clustering results
Figure 3.19: THF result for nt > 10 for the environment with no interior features.
The number of bins and lines used were 200 and 50, respectively. The intersections
of the clustered lines have been calculated and marked as circles.
A comparison of the features extracted from the experimental data with the
actual data is made in Tables 3.8 and 3.9. It is found that with the new fusion
algorithm, one can detect all corners and the maximum absolute errors in X and Y
values are below 10 cm and 6 cm, respectively. For the line comparisons, it is found
that the maximum absolute errors in ρ and θ are below 10 cm and 2o, respectively.
3.4.2 Environment II: Rectangular Environment with Internal Fea-
tures
In another experimental study, the author examined the performance of the
fusion algorithm to extract features for the environment with two interior features,
shown in Figure 3.14b. Feature extraction studies similar to those carried out for
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Figure 3.20: SONAR salient feature extraction result for the environment with
no interior feature, accepted radius range between 3 cm and 30 cm, before the
classification.












Figure 3.21: Fusion algorithm results for the environment with no interior features.
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the empty environment were performed. First, the raw SONAR data for this case
are shown in Figure 3.22. This raw SONAR data is next processed using the limit
constraint algorithm and the results are shown in Figure 3.23. In the following
steps, the data obtained after application of limit constraints are processed by using
the TBF algorithm and studies were performed for different threshold values. The
selected threshold value is 10. The TBF results are shown in Figure 3.24. Next,
the TBF data are processed by using the Hough Transform, and the number of
bins and lines used are 200 and 40, respectively as shown in Figure 3.25a. The
resulting data are known as THF results. Subsequently, these results are clustered
using the k-mean clustering and the determined line intersections are marked as
shown in Figure 3.25b. Also, the data obtained after application of limit constraints
are sent to the SONAR salient algorithm, with the accepted radius range being
between 3 cm and 15 cm and the obtained results are shown in Figure 3.26. The
SONAR salient results are processed by using PIP analysis to separate interior
features from exterior features. After that, using the TBF data, lines are drawn
between the intersection points. This is carried out if sufficient TBF data (70%) is
there between the intersection points. Finally, the line segments and the clusters
of the inner groups are combined. The outcome of the new fusion algorithm is
presented in Figure 3.27. It is seen that the new fusion algorithm is able to capture
the most significant environment features, which are the corners, lines, and two
interior features.
A comparative discussion between the features extracted by using the fusion
algorithm and the actual values is provided in Table 3.10, 3.11, and 3.12. For the
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Figure 3.22: Raw SONAR data, the actual environment with two interior features is
overlaid on top of SONAR data for comparison purposes, Ismail and Balachandran
(2015a).












Figure 3.23: Results obtained after application of limit constraints, data below 50
cm and above 200 cm have been removed.
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Figure 3.24: TBF results nt > 10 for environment with two interior features.
Table 3.10: Corner coordinates for the environment with 2 interior features and
absolute errors between estimates and actual values.
Corner # Actual Data Exp. Results |Actual-Exp.|
X(cm), Y (cm) X(cm), Y (cm) X(cm), Y (cm)
1 171.00, 351.50 168.85, 343.30 2.15, 8.20
2 171.00, 0.00 169.18, 7.57 1.82, 7.57
3 0.00, 0.00 −0.65, 7.90 0.65, 7.90
4 0.00, 351.50 2.96, 349.41 2.96, 2.09
Table 3.11: Line data for environment with 2 interior features and absolute errors
between estimates and actual values.
Line # Actual Data Exp. Results |Actual-Exp.|
ρ(cm), θ(degree) ρ(cm), θ(degree) ρ(cm), θ(degree)
1 0.00, 90.00 8.00, 89.77 8.00, 0.23
2 0.00, 360.00 −0.29, 359.40 0.29, 0.60
3 351.50, 90.00 349.37, 87.87 2.13, 2.13
4 171.00, 360.00 169.55, 360.11 1.45, 0.11
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(b) K-mean clustering results
Figure 3.25: THF results for nt > 10 for environment with two interior features.
The number of bins and lines used are 200 and 40, respectively. The intersections
of the clustered lines are determined and marked.
experimental environment with interior features, with the new algorithm, the author
is able to detect all corners and the maximum absolute differences in X and Y values
are found to be below 3 cm and 8 cm, respectively as shown in Table 3.10. For the
line comparisons, the maximum absolute differences in ρ and θ are found to be
below 8 cm and 3o, respectively as shown in Table 3.11. The maximum percentage
error in determining an interior feature is below 5% for the X value, below 2% for
the Y value, and below 35.00% for the radius value as presented in Table 3.12. As
expected, in the SONAR salient algorithm processing, although the location of the
square cross-sectioned feature was picked up, the square cross-sectioned feature was
picked up as a feature with circular cross-section. In addition, there was a 34.17%
83
Figure 3.26: SONAR salient feature extraction result for environment with two
interior features, accepted radius range between 3 cm and 15 cm, before the classi-
fication.












Figure 3.27: Results of fusion algorithm for experimental environment with two
interior features.
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Table 3.12: Interior features data for environment with 2 interior features and ab-
solute percentage errors between estimates and actual values.
Interior Actual Data Exp. Results % Error
Feature X(cm), Y (cm), X(cm), Y (cm), X(%), Y (%),
# Radius(cm) Radius(cm) Radius%
1 77.95, 230.80, 74.72, 230.90, 4.15, 0.04,
N/A 6.67 N/A
2 77.50, 109.00, 79.75, 107.88, 2.90, 1.03,
5.30 7.11 34.17
error in the determined radius value.
3.5 Summary
Through numerical studies and experiments, algorithms for extracting features
from SONAR data have been examined. To take advantage of some of the attractive
features of existing algorithms, a fusion algorithm has been developed and shown
to capture all of the significant features in the environments studied. The obtained
features were found to be unique with no repeated characteristics or redundancy.
Through the numerical studies, it was learned that the SONAR Salient algorithm
can be effective in locating interior features but considerable errors do occur in the
radius values of the determined features. The experimental results also support the
effectiveness of the proposed fusion algorithm for extracting features in closed envi-
ronments without and with interior features. The choice of a high enough number
of locations and locations not close to each other were found to be important for
enhancing feature extraction quality. In the next chapters, the fusion algorithm will
be used in an an Extended Kalman Filter (EKF)-SLAM scheme. This integration
is expected to help the EKF-SLAM in terms of speed, as only the pertinent features
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Mobile vehicle pose estimation can be performed with various sensors, for
example, encoder, gyroscope, accelerometer, magnometer, digital compass, and GPS
sensor. A harsh environment such as the interior of an oil tank or oil pipeline limits
the type of sensors one can use as previously noted. Keeping this in mind, a sensor
combination of encoder and gyroscope is investigated next.
4.1 Motion Sensing
The encoder is one of the most used sensors for vehicle pose estimation (Boren-
stein and Feng, 1996b; Chenavier and Crowley, 1992; Dinçay, 2010; Wang, 1988;
Kleeman, 1995; Goel, Roumeliotis, and Sukhatme, 1999; Tsumura, Fujiwara, Shi-
rakawa, and Hashimoto, 1981; Borenstein and Koren, 1991; Cox, 1991). These
sensors suffer from two kinds of errors, namely, systematic and non-systematic er-
rors. The systematic errors are caused by unequal wheel diameters, measurement
errors in wheel baseline and wheel radius, wheel misalignment, encoder resolution,
and encoder sampling rate. The non-systematic errors are caused by wheel slippage,
uneven floor, and unexpected obstacles in the mobile vehicle path (Dinçay, 2010).
Most of the systematic error can be removed through calibration. Different cali-
bration techniques include uni-directional square path, bi-directional square path
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(Borenstein and Feng, 1996b), and ‘figure-eight’ path (Tsumura et al., 1981; Boren-
stein and Koren, 1991; Cox, 1991). For a mobile vehicle with a zero turn radius,
lateral and longitudinal slippage are introduced, which cause encoder based vehicle
pose estimation to fail.
Researchers have started to integrate different sensors with encoders to im-
prove vehicle pose estimation during special cases such as wheel slippage. After en-
coders, a popular sensor used in mobile vehicles is the gyroscope. This sensor, which
can be used to measure the angular rotation of the mobile vehicle, is not affected
by wheel slippages. However, gyroscope data suffer from a bias; researchers have
came up with different error models to account for this bias (Barshan and Durrant-
Whyte, 1995; Kim, Chung, Youm, and Oht, 1999; Chung, Ojeda, and Borenstein,
2001; Borenstein and Feng, 1996a; Ji, Wang, Xu, Shi, and Xia, 2006). Kim et al.
considered a real time gyroscope error model since a gyroscope can be affected by
temperature changes (Kim et al., 1999). In addition to considering the error models,
Chung et al., calibrated the gyroscope with a known angular rate device to account
for nonlinearity (Chung et al., 2001). Borenstein and Feng integrated data from
an encoder as well as a gyroscope and only use gyroscope data if a large change
in angle between gyroscope and encoder is observed. This technique is called gy-
rodometry (Borenstein and Feng, 1996a). In another direction, Ji et al. carried out
signal processing with gyroscope data, by using tools such as improved median filter
and wavelet analysis to determine the gyroscope drift (Ji et al., 2006). Zunaidi et
al. used fuzzy logic to integrate data from gyroscope, encoder, and accelerometer
sensors (Zunaidi, Kato, Nomura, and Matsui, 2006).
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4.1.1 Encoder
To estimate the mobile vehicle position, encoders are attached to mobile vehicle
wheels to measure their respective rotations. Since, the radius of the wheel is known,
one can determine the distance each wheel travels. The travel distances of the front
left and back left wheels are averaged to obtain the averaged travel distance for the
left wheels. Also, the travel distances of the front and back right wheels are averaged
to obtain the averaged travel distance for the right wheels. The travel distance is
averaged on each side, since the control input is the same for each side. To calculate
the change in travel distance and orientation of the mobile vehicle, equations (4.1)
are used. To update the mobile vehicle position incrementally, equations (4.2) are
used. The variables used in equations (4.1), and (4.2) are explained in Table 4.1.
Equations (4.1), and (4.2) are used in most differential wheel drive mobile vehicles
to estimate the mobile vehicle position using only encoders. For more details about
the derivation of equations (4.1) and (4.2), the reader is referred to earlier work of
Wang (1988). Some source of uncertainty which prevents equations (4.2) to model
the mobile vehicle motions accurately are the following: i) measurement resolution of
the encoder; ii) different wheel diameters; iii) different contact points of the wheel;
iv) slippage; v) uneven floors, and so on. (Borenstein and Feng, 1996b; Chenavier
and Crowley, 1992; Dinçay, 2010; Wang, 1988; Kleeman, 1995; Goel et al., 1999;
Tsumura et al., 1981; Borenstein and Koren, 1991; Cox, 1991).
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Figure 4.1: Mobile vehicle kinematics. An example of the drive system.
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A gyroscope is used to measure the angular change in the mobile vehicle po-
sition. However, as mentioned earlier, this sensor suffers from the drift factor issue.
Researchers have come up with different error models to estimate this drift. Barshan
and Durrant-Whyte used an error model described by equation (4.3). They kept
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Table 4.1: Nomenclature of encoder and gyroscope equations
Variable Unit Description
∆D (k + 1) cm Change in distance of the center of the mobile vehicle at
step k + 1
∆Dr (k + 1) cm Change in distance of the right wheel at step k + 1
∆Dl (k + 1) cm Change in distance of the left wheel at step k + 1
∆θv (k + 1) rad Change in orientation of the mobile vehicle at step k + 1
b cm Distance between left and right wheels
xv (k) cm Mobile vehicle x position at step k
yv (k) cm Mobile vehicle y position at step k
θv (k) rad Mobile vehicle orientation at step k
xv (k + 1) cm Mobile vehicle x position at step k + 1
yv (k + 1) cm Mobile vehicle y position at step k + 1
θv (k + 1) rad Mobile vehicle orientation at step k + 1
R cm Mobile vehicle wheel radius
C1 rad/s Gyroscope error model parameter
C2 rad/s Gyroscope error model parameter
T s Gyroscope error model parameter
m Number of stops performed by the mobile vehicle
D rad/s Drift constant
dt s Time step
ω (k + 1) rad/s Gyroscope reading around z-axis at step k + 1
Ω (k + 1) rad/s Gyroscope reading around z-axis at step k + 1 after ac-
counting for drift value
εvd rad/s Varying drift value
εsd rad/s Constant drift value
t s Time
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the mobile vehicle stationary for 12 hours to collect gyroscope data, and applied
the curve fit given by equation (4.3) to the gyroscope data (Barshan and Durrant-
Whyte, 1995).
εcd (t) = C1
1− exp− tT
+ C2 (4.3)
In a different approach, the temperature value is considered. Since, the drift
value of the gyroscope changes with temperature (Kim et al., 1999). Hence, the drift
value calculation is reset whenever the mobile vehicle comes to a complete stop, as
shown in equation (4.4). In another gyroscope model, known as gyrodometry ,
the gyroscope data are used only when the difference between gyroscope data and
encoder data is substantial (Borenstein and Feng, 1996a).
εvd (m) = D(m) (4.4)
The vehicle pose estimation is generated by using four different approaches.
The first approach is used only with encoder data to estimate vehicle pose and
orientation as given by equations (4.1), and (4.2). In the second, third, and fourth
approaches both encoders and gyroscope sensors are used. The gyroscope is used
for orientation calculation in the second approach, with equation (4.3) being used
to take the effect of the drift into account. The encoder is used for the mobile
vehicle speed calculation. This approach is known as the constant drift approach.
The overall system for the constant drift approach is given by equations (4.5), and
(4.7). In the third approach, the gyroscope is used for orientation calculation, with
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equation (4.4) being used to correct for the drift. The drift value is not constant
and is calculated every time the mobile vehicle comes to a complete halt. In this
approach, the encoder is used to measure the speed of the mobile vehicle only and
not used to determine the orientation. This approach is known as the varying drift
approach. The overall system for the varying drift approach is given by equations
(4.6), and (4.7). The fourth and last approach is known as gyrodometry. The
determination of orientation is shared between encoder and gyroscope depending
on the set threshold value. If the difference between the orientations determined by
the encoder and gyroscope is large, the gyroscope data are used for the orientation
measurement. The encoder is used for speed calculations of the mobile vehicle. In
summary, the encoder is always used to calculate the speed of the mobile vehicle but
the orientation value is determined differently in the four approaches. The author
intends to study all four different approaches for vehicle pose estimation and select
the one with lowest error before applying the feature extraction algorithm. The
results obtained with the different approaches will be presented and comparative
discussions on vehicle pose estimation will be made.
Ω (k + 1) = ω (k + 1)− εcd (t) (4.5)
Ω (k + 1) = ω (k + 1)− εvd (m) (4.6)
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∆D (k + 1) sin (θv (k) + Ω (k + 1) dt)
Ω (k + 1) dt
 (4.7)
4.2 Experimental Arrangement
The mobile vehicle setup consists of the following components and features:
i) two SONAR sensors, ii) servo motor, iii) four DC motors, iv) four encoders,
v) Arduino uno and Arduino mega units, vi) two 9V batteries, and one 12V bat-
tery, vii) Inertial Measurement Unit (IMU) sensor (Adafruit 9-DOF IMU Breakout
- L3GD20H + LSM303) for tri-axial accelerometer, gyroscope, and magnetometer
measurement, viii) three battery switches, ix) Xbee wireless communication, and
x) SD card for storing encoder, IMU sensor, and SONAR data. The mobile vehicle
configuration is shown in Figure 4.2 and the sensor specifications are given in Ta-
ble 4.2.. The environment boundaries (walls) used in the current experiments are
similar to the ones used in the group for SLAM studies and these boundaries have
been constructed by using plexiglass material (Ismail and Balachandran, 2014; Jaai
et al., 2012). Two experimental configurations have been used, one with 2 interior
features and another without interior features, as shown in Figure 4.3. Essentially,
the environment with no interior features is easier to study, since it has fewer land-
marks. On the other hand, the environment with 2 interior feature is little bit more
realistic, since the interior of an oil storage tank contains features that can be used
as landmarks and can aid in mobile vehicle navigation.
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Table 4.2: Sensor specifications used in the experimental setup
Name Description
SONAR Name = ‘HRLV-MaxSONAR-EZ4’; Resolution = 1 mm;
Reading rate = 10 Hz; Operational Hz = 42 kHz
IMU Name = ‘Adafruit 9-DOF IMU Breakout - L3GD20H +
LSM303’; Resolution = ±2000o/s; Reading rate = 100 Hz
individual use; Reading rate = 50 Hz integrated with other
sensors ; The z-axis gyroscope was only used from the IMU
Encoder Name = ‘Quadrature magnetic encoder’; Resolution =
8400 cpr; Our Resolution = 2100 cpr because of Arduino
Mega limitations, where cpr stands for counts per revolu-
tion; Reading rate = 50 Hz
In the first set of experiments, the mobile vehicle is placed inside the closed
rectangular environment with 2 interior features. The mobile vehicle is taken to a
new location in about 15 to 30 cm increments and over this travel, data is collected
from the 4 encoders and the IMU sensor. After each travel increment, the mo-
bile vehicle is brought to a complete stop and SONAR data are collected from two
SONAR sensors attached to the servo motor. The servo motor is rotated 180o in 1o
increments to perform a full 360o scan since the two SONAR sensors are attached
opposite of each other on the servo motor. Since the vehicle is stationary for the
SONAR scan, no extraneous errors are added due to vehicle motion. After com-
pleting the SONAR scan, the mobile vehicle is kept stationary for 4 seconds. Then,
the process is repeated 26 times to collect more information about the environment.
For the environmental setup with 2 interior features, the estimated 26 mobile vehi-
cle locations are shown in Figure 4.4. In the second set of experiments, the mobile







ARDUINO, XBEE, & SD CARD 
BATTERY
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Figure 4.2: Mobile vehicle setup used in experiments.
and the same approach is followed. The estimated 26 mobile vehicle locations for
the environment with no interior features are shown in Figure 4.5.
(a) arrangement with 2 interior features (b) arrangement with no interior features
Figure 4.3: Experimental arrangements with and without interior features. The
dimension of the environment is as follows: width = 182.0 cm, length 335.1 cm, and

















Figure 4.4: Mobile vehicle pose estimation locations for the environment with 2
interior features. The triangles mark the mobile vehicle locations where the SONAR
















Figure 4.5: Mobile vehicle pose estimation for the environment with no interior
features. The triangles mark the mobile vehicle locations where the SONAR scans
take place (Ismail and Balachandran, 2015b).
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4.3 Results
The results are presented for two different environment arrangement: i) two
interior features and ii) no interior features. First, the result for the environment
with two interior features are presented.
4.3.1 Case with Interior Features
Before conducting the vehicle pose estimate, the drift value for the gyroscope
sensor was calculated. To realize this, the mobile vehicle was kept stationary and
gyroscope data were collected for approximately 2 and a half hours. The result is
shown in Figure 4.6. The gyroscope data were examined by using equation (4.3).
The fitted error model parameters determined are C1 = −0.006167rad/s, C2 =
−0.000463rad/s, and T = 0.1576s. It was noticed that the error model output
approaches C1 + C2 after less than 1 second. Therefore, the drift value of the
gyroscope is considered constant with a value of C1 +C2 = −0.00663rad/s. Another
approach for calculating the drift is based on calculating the average value whenever
the mobile vehicle come to a complete stop. This approach is more suitable because
ambient temperature and other external factors effect the gyroscope performance.
The results obtained from the constant drift approach are presented along with those
obtained from the varying drift approach in Figure 4.7.
The mobile vehicle is driven in the environment with 2 interior features and is
stopped 26 times to perform full SONAR scans at each location. The four different
approaches, namely, the constant drift, varying drift, gyrodometry, and encoder only
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Table 4.3: Comparisons of vehicle pose estimation results from four different ap-
proaches for the environment with 2 interior features. The absolute differences
between the estimated final position and the actual final position are shown.
Approaches Absolute Diff. Absolute Diff.
x (cm) y (cm)
Varying Drift 0.43 4.99
Constant Drift 17.12 10.34
Gyrodometry 15.62 8.61
Encoder Only 81.54 207.20

















Figure 4.6: Gyroscope data collected from a stationary mobile vehicle.
approaches are tested and compared for vehicle pose estimation . The results are
shown in Figure 4.8. The absolute differences between the estimate final position
and the actual final position are calculated and presented in Table 4.3. It is seen
that the results obtained with the varying drift approach have the least amount
of absolute difference between the final estimate and absolute position. Therefore,
the vehicle pose estimation from the the varying drift approach is used as input for
feature extraction.
The environment with two interior features is shown in Figure 4.3a and the
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Figure 4.7: Gyroscope drift values. The blue line is the value determined from the
constant drift approach. The red circles are results obtained from the varying drift
















Figure 4.8: Mobile vehicle pose estimation with the four different approaches for
the environment with 2 interior features. The red dashed lines are results from the
encoder only approach, the green dashed lines are results from the varying drift
approach, the cyan dashed lines are results from the constant drift approach, and
finally, the magenta colored lines are results from the gyrodometry approach with
threshold value of 0.0033rad/s. The blue triangle pointing upwards marks the true
starting point, and the blue triangle pointing to the right marks the true ending
point.
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mobile vehicle pose information for the varying drift approach is shown in Figure
4.4. After considering the best vehicle pose estimation, the raw SONAR scan results
are shown in Figure 4.9. Next, the raw SONAR data is processed with the limit
constraints wherein data below 50 cm and above 200 cm are removed. The results
are shown in Figure 4.10. Subsequently, the limit constraint results are processed
with the TBF algorithm for which the selected threshold value was chosen as 10.
The TBF results are shown in Figure 4.11. Also, in parallel, the limit constraint
processed data are input to the SONAR salient algorithm, with the acceptable
radius range values being 3 cm and 20 cm. The SONAR salient algorithm processed
results are shown in Figure 4.12. Next, the TBF results are processed with the
Hough Transform algorithm and the results are known as THF results. These results
are shown in Figure 4.13. After that, the THF results are clustered using k-mean
clustering and the line intersections are marked with circles. The k-mean clustering
results are shown in Figure 4.14. Finally, the k-mean clustering results, results, and
SONAR salient results are integrated together to produce the final plot, which is
the outcome of the fusion algorithm. The final results are shown in Figure 4.15.
4.3.2 Case with no Interior Features
A similar procedure is followed for the case with no interior features. The
mobile vehicle is driven inside the environment with no interior features and full
SONAR scans are taken at 26 different locations. The environment is shown in
Figure 4.3b and the mobile vehicle pose information is shown in Figure 4.5. Before
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Figure 4.11: Environment with 2 interior features: TBF results.
Figure 4.12: Environment with 2 interior features: SONAR salient algorithm pro-

















Figure 4.13: Environment with 2 interior features: THF results, where the number

































Figure 4.15: Environment with 2 interior features: fusion algorithm results with the
varying drift approach.
conducting the vehicle pose estimation, the drift values are calculated. For the
constant drift analysis, no additional calculations are needed, since similar results
are used to the previous case with 2 interior features. For the varying drift analysis,
the mean value of the gyroscope data is calculated whenever the mobile vehicle
comes to a complete stop during the experiment. Related results are shown in
Figure 4.16. Next, the vehicle pose estimation results obtained by using the four
different approaches, namely, the constant drift, varying drift, gyrodometry, and
encoder only approaches, are shown in Figure 4.17. The results obtained for the
vehicle pose are compared, as shown in Table 4.4. Based on these results, the
information obtained with the varying drift and constant drift approaches sent for
processing with the fusion algorithm. The final results obtained with the varying
drift approach are shown in Figure 4.18, and the final results obtained with the
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Figure 4.16: Gyroscope drift values. The blue line is the value determined from the
constant drift approach. The red circles are results obtained from the varying drift
approach for the studies with no interior features.
Table 4.4: Comparisons of vehicle pose estimation results from four different ap-
proaches for the environment with no interior features. The absolute differences
between the estimated final position and the actual final position are shown.
Approaches Absolute Diff. Absolute Diff.
x (cm) y (cm)
Varying Drift 16.42 4.57
Constant Drift 0.58 1.75
Gyrodometry 52.33 3.12
Encoder Only 68.73 163.08
constant drift approach are shown in Figure 4.19.
From Figure 4.18, and 4.19 it can be seen that the varying drift method pro-
duced the better results. However, the constant drift approach yielded a better
estimate of the final position. One cannot draw conclusions just on the basis of a
comparison of final positions alone. Both the final positions as well as the proposed

















Figure 4.17: Mobile vehicle pose estimation with the four different approach for
the environment with no interior features. The red dashed lines represent results
obtained from the encoder only approach, the green dashed lines represent results
obtained from the varying drift approach, the cyan dashed lines represent results
obtained from the constant drift approach, and finally, the magenta colored rep-
resent results obtained from the gyrodometry approach with threshold value of
0.0033rad/s. The blue triangle pointing upwards mark the true starting point,
















Figure 4.18: Environment with no interior features: fusion algorithm results with

















Figure 4.19: Environment with no interior features: fusion algorithm results with
the constant drift approach.
4.4 Summary
In this work, the author has studied four different approaches, namely, con-
stant drift, varying drift, gyrodometry and encoder only approaches for vehicle pose
estimation. It was observed that for the environment with 2 interior features, the
varying drift approach for vehicle pose estimate provided the most accurate final
position. The vehicle pose estimate data obtained with the varying drift approach
was processed with the fusion algorithm and the environment captured was noted to
have all unique features (4 walls and 2 interior features). For the environment with
no interior features, the constant drift approach yielded a better final pose estimate
than the varying drift approach. Therefore, both position estimates were processed
with the fusion algorithm and it was seen that better results are obtained with the
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varying drift approach. Overall, the varying drift approach is noted to provide bet-
ter position estimation than the other approaches because the ambient temperature
and other external factors effect the gyroscope reading. The gyrodometry results
can be further improved by selecting a better threshold value. In the next chapter,




In this chapter, SLAM implementation is examined with experimental data.
First, the vehicle model, covariance of the control input, output of the feature ex-
traction algorithm, observation model, data association, Extended Kalman Filter
(EKF), and augmentation matrices are discussed. Next, an experimental setup us-
ing a mobile vehicle, which consists of a SONAR sensor, gyroscope, and encoder
sensor is studied in an environment using EKF-SLAM. The experiments are con-
ducted in conditions with and without slippage.
There are two types of sensors, a sensor whose error accumulates as the mobile
vehicle moves and/or as time progresses, and a sensor whose error does not accu-
mulate. Encoders, gyroscopes, and accelerometers are examples of the first type of
sensor. Lasers, SONAR sensors, compasses, and Global Positioning Systems (GPS)
are examples of the second type of sensor, known as absolute sensors. An absolute
sensor does not accumulate error over time. Through the use of EKF-SLAM, the ac-
cumulated errors from the encoder and gyroscope can be reduced, or even bounded,
by integrating the absolute error from an absolute sensor with this method. Re-
searchers have used encoders and gyroscopes with different absolute sensors, such
as cameras, lasers, compasses, GPSs, and SONAR sensors. Previously in Chapter
1, the reasons why several absolute sensors are avoided are explained in detail.
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5.1 EKF-SLAM Operation
In the EKF-SLAM operation, the data is augmented into a vector known as
the system state vector, X, and the system covariance matrix, P. The system state
vector, which is an augmented vector, contains the mobile vehicle position as well as
the feature locations. The system covariance matrix, an augmented matrix, contains
the covariance between mobile vehicle position and the feature location. The system
state vector as well as the system covariance matrix at step k are define in equations




∣∣∣ xf (k, 1) . . .xf (k, j) . . .xf (k,m)]T (5.1)
where,
xv (k) = [xv (k) yv (k) θv (k)]
xf (k, j) = [xf (k, j) yf (k, j)]
P (k) =
Pvv (k) Pvf (k)
Pfv (k) Pff (k)
 (5.2)
For the discussion in this chapter, bold letter denote vectors, a subscript of v
denotes “with respect to the vehicle”, a subscript of u denotes “with respect to the
controller”, a subscript of f denotes “with respect to the feature”, double struck font
denotes augmented vectors or matrices. Also, hats denote predicted values, while
upside down hats refer to actual values.
111
Table 5.1: Variable description for the vehicle model section
Symbol Unit Description
k Step number or time for the experiments of default, dry
powder, and hydrophobic coating cases
X (k) Augmented vector that contains mobile vehicle position as
well as feature locations at step k
xv (k) Mobile vehicle position at step k
xv (k) cm Mobile vehicle x-position at step k
yv (k) cm Mobile vehicle y-position at step k
θv (k) rad Mobile vehicle orientation at step k
xf (k, 1) First feature location at step k
xf (k, j) j
th feature location at step k
xf (k,m) Last feature location at step k
xf (k, j) cm j
th feature x-location at step k
yf (k, j) cm j
th feature y-location at step k
P (k) Augmented matrix that contains the covariance of mobile
vehicle position and feature locations at step k
Pvv (k) Covarinace matrix of mobile vehicle position with respect
to mobile vehicle position at step k
Pvf (k) Covarinace matrix of mobile vehicle position with respect
to feature locations at step k
Pfv (k) Covarinace matrix of feature locations with respect to mo-
bile vehicle position at step k
Pff (k) Covarinace matrix of feature locations with respect to fea-
ture locations at step k
u (k + 1) Control input vector at step k + 1
VR (k + 1) cm/s Average velocity of top and bottom right wheels at step
k + 1
VL (k + 1) cm/s Average velocity of top and bottom left wheels at step k+1
V (k + 1) cm/s Average velocity of the mobile vehicle at step k + 1
Ω (k + 1) rad/s Angular velocity with respect to the z-axis after accounting
for the varying drift factor at step k + 1; for more details
on the varying drift factor, a reader is referred to Chapter
4
x̂v (k + 1) Prediction of mobile vehicle position at step k + 1
dt s Time step
P̂vv (k + 1) Prediction of covarinace matrix of mobile vehicle position
with respect to mobile vehicle position at step k + 1
Jvv (k + 1) Jacobian of mobile vehicle position with respect to mobile
vehicle position at step k + 1
Jvu (k + 1) Jacobian of mobile vehicle position with respect to mobile
vehicle control inputs at step k + 1
Q (k + 1) Covariance of the control inputs
112
5.1.1 Vehicle Model
The vehicle model, which uses data from the encoder and gyroscope, was
defined previously in Chapter 4 and is shown below in equation (5.3), in order to
make the derivation of the Jacobian easier to follow. The mobile vehicle position at
step k is given by xv (k) = [xv (k) yv (k) θv (k)]
T , and the control of the mobile
vehicle at step k+1 is given by u (k + 1) = [VR (k + 1) VL (k + 1) Ω (k + 1)]
T . The
control input, u (k + 1), is used to predict the vehicle position, x̂v (k + 1), at step
k + 1.
x̂v (k + 1) = f (xv (k) ,u (k + 1))
=

xv (k) + V (k + 1) dt cos (θv (k) + Ω (k + 1) dt)
yv (k) + V (k + 1) dt sin (θv (k) + Ω (k + 1) dt)
θv (k) + Ω (k + 1) dt

(5.3)
For further details about the variables used in equation (5.3), the reader is
referred to Table 5.1. After predicting the mobile vehicle state at step k + 1, the
predicted covariance matrix of the mobile vehicle position with respect to the mobile
vehicle position, P̂vv (k + 1), is calculated at step k + 1. To calculate P̂vv (k + 1),
two Jacobian matrices are calculated from the vehicle model equation which are the
vehicle Jacobian matrix, Jvv (k + 1), and the control Jacobian matrix, Jvu (k + 1).
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The vehicle Jacobian is defined in equation (5.4).
Jvv (k + 1) =

























1 0 −V (k + 1) dts




The control Jacobian is defined in equation (5.5).
Jvu (k + 1) =
∂f (xv (k) ,u (k + 1))




∂VR (k + 1)
∂f1
∂VL (k + 1)
∂f1
∂Ω (k + 1)
∂f2
∂VR (k + 1)
∂f2
∂VL (k + 1)
∂f2
∂Ω (k + 1)
∂f3
∂VR (k + 1)
∂f3
∂VL (k + 1)
∂f3




















V (k + 1) =
VL (k + 1) + VR (k + 1)
2
c = cos (θv (k) + Ω (k + 1) dt)
s = sin (θv (k) + Ω (k + 1) dt)
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The covariance of the control inputs of the mobile vehicle is defined in equation
(5.6). The calculation of the values used for the covariance of the control input is
explained in the next section.
Q (k + 1) =

σ2V R (k + 1) 0 0
0 σ2V L (k + 1) 0
0 0 σ2Ω (k + 1)
 (5.6)
The predicted covariance matrix of the mobile vehicle position with respect to
mobile vehicle position at step k+ 1, P̂vv (k + 1), can be calculated through the use
of equations (5.4) - (5.6), as can be seen from equation (5.7).
P̂vv (k + 1) = Jvv (k + 1)Pvv (k) Jvv (k + 1)
T + Jvu (k + 1)Q (k + 1) Jvu (k + 1)
T
(5.7)
For more information on the variables used in equations (5.4) - (5.7), one is
referred to Table 5.1.
5.1.2 Covariance of the Control Input
In this section, the covariance of control input will be determined experimen-
tally. Several tests are conducted to get the covariance values. The straight line test
is used to get the variance of the left and right encoder, whereas the zero turn radius
test is used to get the variance of the gyroscope. For each test, the mobile vehicle
was put through the specific test 55 times and the true values are measured by hand
with a measuring tape for the straight line test and with a digital protractor for the
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zero-turn radius test.
5.1.2.1 Variance of the encoder
The straight line test is used to find the variance of the top left encoder. The
mobile vehicle is given a command to go in a straight line (y-axis) with a constant
speed (half of the top speed) for 9 seconds. After that, the true value is measured
using a measuring tape. The straight line test is repeated 55 times and the true
values are tabulated in Table A.1. Even though the mobile vehicle drifted slightly
along the x-axis while doing the straight line test, only y-values were considered
when calculating the variance of the top left encoder, as the distance traveled in
the x-direction was negligible when compared with the distance in the y-direction.
This assumption is used to reduce the complexity of determining the variance of the
top left encoder. Later, a factor is added to account for additional uncertainty, for
example, the drift along the x-axis or slippage from powder or dust.
The derivation of the variance of the encoder is presented next. First, the
offsets between the true values and the estimated measurements are calculated, as
shown in equation (5.8).
∆yv (i) = y̌v (i)− ŷv (i) (5.8)
Next, the mean and the variance are determined for the offset values. Following
this, two factors are calculated which are defined in equations (5.9) and (5.10), which
are the correction factor and the variance factor for the encoder.
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Table 5.2: Variable description for the encoder variance
Symbol Unit Description
i Experimental number of the straight line tests or zero-turn
radius tests
ŷv (i) cm The estimated y-position of the mobile vehicle estimated
using encoder counts for the ith experiment
ŷv The vector of estimated y-positions of the mobile vehicle
estimated using encoder counts
y̌v (i) cm The true y-position of the mobile vehicle measured using
measuring tape for the ith experiment
∆yv (i) cm The offset between the true y-position and the estimated
y-position of the mobile vehicle for the ith experiment
∆yv The offset vector between the true y-position and the esti-
mated y-position of the mobile vehicle
kenc cm
2/cm Variance factor which is used in variance calculation for
the encoder
Cenc cm/cm Correction factor which is used in correcting the offset of
the encoder reading
∆Dlo (k + 1) cm Travel distance for the change in encoder reading before
applying the correction factor to it, for the left wheels at
step k + 1 (i.e., “old” value)
∆Dln (k + 1) cm Travel distance for the change in encoder reading after ap-
plying the correction factor to it, for the left wheels at step
k + 1 (i.e., “new” value)
∆Dro (k + 1) cm Travel distance for the change in encoder reading before
applying the correction factor to it, for the right wheels at
step k + 1 (i.e., “old” value)
∆Drn (k + 1) cm Travel distance for the change in encoder reading after ap-
plying the correction factor to it, for the right wheels at
step k + 1 (i.e., “new” value)
σ2V L (k + 1) cm
2 Variance of the left encoder at step k + 1
σ2V R (k + 1) cm










In these equations, (yv) refers to the vector whose components are the 55
experimental offsets. After that, the correction factor is used to determine the new
change in distance for each of the left and right wheels, as defined in equation (5.11).
∆Dln (k + 1) = (1− Cenc)∆Dlo (k + 1)
∆Drn (k + 1) = (1− Cenc)∆Dro (k + 1)
(5.11)
Finally, the variances for the left and right encoder readings are calculated
from the variance factor, as defined in equation (5.12). The variables in equations
(5.8) - (5.11) are defined in Table 5.2.
σ2V L (k + 1) = kenc∆Dln (k + 1)
σ2V R (k + 1) = kenc∆Drn (k + 1)
(5.12)
5.1.2.2 Variance of the gyroscope
The zero-turn radius test is used to find the variance of the gyroscope along
the z-axis. The mobile vehicle is given a command to turn the left wheels forward
and the right wheels backward with a constant speed (half of the top speed) for
6 seconds. This causes the mobile vehicle to turn in a particular way, known as
the zero-turn radius. After that, the true value was measured by using a digital
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protractor. The zero-turn radius test is repeated 55 times and the true values are
tabulated in Table A.2.
By using a similar approach as the straight line test, the variance of the gy-
roscope in the z-direction is calculated next. As explained in Chapter 4, a drift is
present in gyroscope data. To account for the drift value, the mobile vehicle was held
stationary for 4 seconds, approximately, before doing the zero-turn radius, where
the gyroscope data for the stationary position are averaged and subsequently sub-
tracted from the gyroscope data when the mobile vehicle starts to move. For more
detail about calculating the varying drift value, the reader is referred to Chapter
4. After accounting for the drift value, the gyroscope data are multiplied by time
and summed to estimate the total angle of the mobile vehicle after performing the




(ω (p)− εvd) dt (5.13)
Next, the offsets between the true angle values and the estimate angle mea-
surements are calculated and shown in equation (5.14).
∆θv (i) = θ̌v (i)− θ̂v (i) (5.14)
Subsequently, the mean and the variance are determined for the offset values.
Following this, the correction factor and the variance factor for the gyroscope are
calculated, as defined in equations (5.15) and (5.16).
119
Table 5.3: Variable description for the gyroscope variance
Symbol Unit Description
p Step number or time for the zero-turn radius test
pt Total number of step numbers
ω (p) rad/s Angular velocity from the inertial measurement units
(IMU) sensor around the z-axis at step p
εvd rad/s Varying drift value
θ̂v (i) rad The estimated orientation of the mobile vehicle estimated
using IMU sensor for the ith experiment
θ̂v The estimated orientation vector of the mobile vehicle es-
timated using IMU sensor
θ̌v (i) rad The true orientation of the mobile vehicle measured using
digital protractor for the ith experiment
∆θv (i) rad The offset between the true and the estimated orientation
of the mobile vehicle for the ith experiment
∆θv The offset vector between the true and the estimated ori-
entations of the mobile vehicle
kgyro rad
2/rad Variance factor which is used in variance calculation of the
gyroscope
Cgyro rad/rad Correction factor which is used in correcting the offset in
the gyroscope reading
Ωo (k + 1) rad/s Angular velocity around the z-axis from the IMU sensor
after accounting for the varying drift value at step k + 1
Ωn rad/s Angular velocity around the z-axis from the IMU sensor
after applying the correction factor at step k + 1
σ2Ω (k + 1) rad














After that, the correction factor is used to determine the new change in angular
velocity after applying the correction factor, as defined in equation (5.17).
Ωn (k + 1) = (1− Cgyro)Ωo (k + 1) (5.17)
Finally, the variance factor is used to determine the variance for the gyroscope
data around the z-axis, after the correction as defined in equation (5.18). The
variables in equations (5.13) - (5.17) are listed in Table 5.3.
σ2Ω (k + 1) =
kgyroΩn (k + 1)
dt
(5.18)
In the covariance of the control input section, three variances are calculated,
namely, the variance of the left encoder, right encoder, and gyroscope. The variances
of the left and right encoders are dependent on the travel distance. For example,
the further the vehicle travels, the left and right encoders’ variances increase as a
function of vehicle travel distance. The same thing is true for the variance of the
gyroscope; the more the mobile vehicle turns, the variance of the gyroscope will
increase as the vehicle turns. This is also true for any sensor that is not absolute,
as discussed previously.
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Table 5.4: Variable description for the output of the proposed feature extraction
Symbol Unit Description
Z (k + 1) Features from the proposed feature extraction at step k+1
z (k + 1, 1) First point features from the proposed feature extraction
at step k + 1
z (k + 1, q) qth point features from the proposed feature extraction at
step k + 1
z (k + 1, n) Last point features from the proposed feature extraction
at step k + 1
q Current point feature
n Total number of point features
zρ (k + 1, q) cm The distance between the mobile vehicle and the q
th point
feature at step k + 1 from the proposed feature extraction
zθ (k + 1, q) rad The angle between the mobile vehicle and the q
th point
feature at step k + 1 from the proposed feature extraction
5.1.3 Proposed Feature Extraction
The proposed feature extraction output are points and line features. The
point features from the proposed feature extraction are defined in equation (5.19)
and described in Table 5.4. The point feature is defined as the distance and angle
from the mobile vehicle position, instead of Cartesian coordinates since the data
from the SONAR sensor are defined in term of distance and angle.
Z (k + 1) =
[
z (k + 1, 1) . . . z (k + 1, q) . . . z (k + 1, n)
]
=
zρ (k + 1, 1) . . . zρ (k + 1, q) . . . zρ (k + 1, n)
zθ (k + 1, 1) . . . zθ (k + 1, q) . . . zθ (k + 1, n)
 (5.19)
5.1.4 Observation Model
The observation model for the SONAR sensor is derived next. The observation
model is derived for a point feature, such as a corner or an interior feature. First,
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the distance from the mobile vehicle to the point feature is determined by using the
Euclidean distance equation, which is given in equation (5.20).
dobs (k + 1, j) = h1 (xf (k + 1, j) , x̂v (k + 1))
=
√
(xf (k + 1, j)− x̂v (k + 1))2 + (yf (k + 1, j)− ŷv (k + 1))2
(5.20)
Next, the angle between the mobile vehicle and the point feature is determined
by the angle between two points and the x-axis subtracted by the mobile vehicle
orientation which is given by equation (5.21).
θobs (k + 1, j) = h2 (xf (k + 1, j) , x̂v (k + 1))
= tan−1
(
yf (k + 1, j)− ŷv (k + 1)
xf (k + 1, j)− x̂v (k + 1)
)
− θ̂v (k + 1)
(5.21)
The observed distance and angle are stored in a vector, ẑ (k + 1, j), which is
defined in equation (5.22).
ẑ (k + 1, j) = h (xf (k + 1, j) , x̂v (k + 1)) =
dobs (k + 1, j)
θobs (k + 1, j)
 (5.22)
After defining the distance and the angle between the mobile vehicle and the
point features, the Jacobian is determined for the equations (5.20) and (5.21) with
respect to the mobile vehicle position and point feature location, as shown in equa-
tion (5.23).
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Table 5.5: Variable description for the observation model and data association sec-
tions
Symbol Unit Description
x̂v (k + 1) cm Prediction of mobile vehicle x-position at step k + 1
ŷv (k + 1) cm Prediction of mobile vehicle y-position at step k + 1
θ̂v (k + 1) cm Prediction of mobile vehicle orientation at step k + 1
dobs (k + 1, j) cm Distance between the mobile vehicle and previously ob-
served jth point feature at step k + 1
θobs (k + 1, j) rad Angle between the mobile vehicle and previously observed
jth point feature with respect to the x-axis minus the ve-
hicle orientation
ẑ (k + 1, j) Previously observed jth point feature at step k + 1
H (k + 1, j) Jacobian of the observation model at step k+ 1 for the jth
point features
v (k + 1, j, q) Observation invocation at step k+1, the difference between
jth point feature previously observed and qth point feature
from the proposed feature extraction at step k + 1
S (k + 1, j) Covariance of the observation invocation at step k + 1 for
the jth point feature
dmah (k + 1, j, q) Mahalanobis distance used in the nearest neighbour algo-
rithm of the data association at step k+1 for the previously
observed jth point feature and qth point feature from the
proposed feature extraction
R Covariance matrix of the measurement of the SONAR sen-
sor
σ2sρ cm
2 Variance of the range reading from the SONAR sensor
σ2sθ rad
2 Variance of the angle from the SONAR sensor
W (k + 1, j) Kalman gain at step k + 1 for the jth point feature
X̂ (k + 1) Prediction of the augmented vector of mobile vehicle posi-
tion and feature locations at step k + 1
X (k + 1) Correction for the augmented vector of mobile vehicle po-
sition and feature locations after applying Kalman gain to
it, at step k + 1
P̂ (k + 1) Prediction for the augmented matrix of covariance of mo-
bile vehicle position and feature locations at step k + 1
P (k + 1) Correction for the augmented matrix of covariance of mo-
bile vehicle position and feature locations after applying
the Kalman gain to it, at step k + 1
124
H (k + 1, j) =

∂h1
∂x̂v (k + 1)
∂h1
∂ŷv (k + 1)
∂h1
∂θ̂v (k + 1)
0 0 . . .
∂h2
∂x̂v (k + 1)
∂h2
∂ŷv (k + 1)
∂h2
∂θ̂v (k + 1)
0 0 . . .
0 0
∂h1
∂xf (k + 1, j)
∂h1
∂yf (k + 1, j)
0 0 . . . 0 0
0 0
∂h2
∂xf (k + 1, j)
∂h2
∂yf (k + 1, j)
0 0 . . . 0 0

H (k + 1, j) =

−xf (k + 1, j)− x̂v (k + 1)
dobs (k + 1, j)
−yf (k + 1, j)− ŷv (k + 1)
dobs (k + 1, j)
0
yf (k + 1, j)− ŷv (k + 1)
d2obs (k + 1, j)
−xf (k + 1, j)− x̂v (k + 1)
d2obs (k + 1, j)
−1
0 0 . . . 0 0
xf (k + 1, j)− x̂v (k + 1)
dobs (k + 1, j)
0 0 . . . 0 0 −yf (k + 1, j)− ŷv (k + 1)
d2obs (k + 1, 1)
yf (k + 1, j)− ŷv (k + 1)
dobs (k + 1, j)
0 0 . . . 0 0
xf (k + 1, j)− x̂v (k + 1)
d2obs (k + 1, j)
0 0 . . . 0 0
 (5.23)
The Jacobian of the observation model will be used next in the data association
section. The variables used in equations (5.20) - (5.23) are listed in Table 5.5.
5.1.5 Data Association
Data association is a technique that is used to assign observed features to
a previously observed feature or to classify them as new features. Some common
problems with data association are as follows: i) assignment of an observed feature
to an incorrect observed feature, which can cause the SLAM algorithm to fail; ii)
observation of a new feature once and never observing it again; iii) and not observing
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a particular feature at every time step. These challenges make data association more
difficult, because incorrect assignment of features can cause the SLAM algorithm to
fail. There are different types of data association algorithms, such as the following:
i) known data association, where the features are known before SLAM is applied; ii)
and unknown data association, where the features are unknown and are determined
during the SLAM implementation. In this section, the unknown data association
method known as “nearest neighbour”, is explained next.
The unknown data association algorithm known as “nearest neighbour”, con-
sists of four different steps. These steps are as follows: i) loop over all unique
features that have been obtained through the proposed feature extraction (for more
details on the proposed feature extraction, the reader is referred to Chapter 3); ii)
associate each feature to the closest associate, if it has been seen more than N times,
where N is the threshold value; iii) and if it is less than N times, check if the feature
is within the first validation gate, maximum distance for association, and increment
the vote by 1 if it is within the first validation gate. Validation gate is an area used
to check the measurement from the proposed feature extraction with the prediction
from the observation model and remove unlikely measurement to keep track of the
good measurement; iv) if the feature fails the first validation gate, assign the feature
as a new feature, if it is below the second validation gate, the minimum distance for
creation of new feature. The second validation gate is usually the size of the test
environment or the expected range of the sensor, and it is much bigger than the first
validation gate.
In the “nearest neighbour” algorithm, the Mahalanobis distance is used, which
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is the distance between a point and a distribution. The Mahalanobis distance has
the following characteristic: i) it considers that the variances in each direction to be
different; ii) it considers covariance between variables; and iii) it is used to compare
with the first and second validation gates. The Mahalanobis distance is defined in
equations (5.24).
v (k + 1, j, q) = z (k + 1, q)− ẑ (k + 1, j)
S (k + 1, j) = H (k + 1, j)Pk+1HT (k + 1, j) +R
d2mah (k + 1, j, q) = v






For more information about the Mahalanobis distance, the reader is referred
to Mahalanobis (1936); De Maesschalck, Jouan-Rimbaud, and Massart (2000). Ad-
ditionally, information about the variables used in equations (5.24) may be found
in Table 5.5.
5.1.6 EKF-SLAM
In this section, all of the pieces of the EKF-SLAM algorithm will be fused
together, in order to present a full picture of how each part is integrated into EKF-
SLAM. First, the vehicle model is needed to estimate the mobile vehicle position at
step k+1. Through the use of the variance of the encoder and gyroscope, the control
input covariance for the mobile vehicle can be determined at step k + 1. After the
mobile vehicle has at least 6 full SONAR scans, the proposed feature extraction is
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used to determine unique features of the environment. Analysis of feature extraction
through SONAR data is different than that used for laser data, because analysis of
laser data can be performed after only 1 full scan. The reason behind this is that
lasers have lower angular uncertainty, which is approximately 1o, whereas SONAR
sensors have angular uncertainty in the range between 22.5o − 30o. After finding
these unique features from the proposed feature extraction, data association is used
to assign the feature to pre-existing features, a new features, or even delete the
feature. The observation model is used within the data association. Next, the EKF
will be applied (for more detail about EKF, the reader is referred to Chapter 1).
The Kalman gain is given by equation (5.25).
W (k + 1, j) = P̂ (k + 1)HT (k + 1, j)S−1 (k + 1, j) (5.25)
The Kalman gain is used with the predicted state vector, as well as with the
predicted covariance matrix, to update the system state vector and covariance as
given in equations (5.26) and (5.27). For the explanation of the variables used in
equations (5.25) - (5.27), the reader is referred to Table 5.5.
X (k + 1) = X̂ (k + 1) +W (k + 1, j) v (k + 1, j, q) (5.26)
P (k + 1) = P̂ (k + 1)−W (k + 1, j)S (k + 1, j)W (k + 1, j)T (5.27)
Finally, the data are augmented into X (k + 1), the augmented vector which
contains the mobile vehicle position and the feature locations at step k + 1, and
P (k + 1), the augmented covariance matrix which contain the covariance of the
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Figure 5.1: Flowchart of EKF-SLAM.
mobile vehicle position and the feature locations. The flowchart of EKF-SLAM is
given in Figure 5.1.
5.1.7 Augmentation
In the previous section, the augmentation was mentioned but not described in
detail. In this section, the augmentation process is explored further. After the EKF-
SLAM update step, the new features that are accepted from the data association,
z (k + 1, q), are augmented into X (k + 1) and P (k + 1) at step k + 1. The new
feature positions are given by equation (5.28), which will be augmented to the end
of X.
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Table 5.6: Variable description for the augment section
Symbol Unit Description
xfn (k + 1, q) The q
th new feature accepted from the data association at
step k + 1 which will be augmented into X
xfn (k + 1, q) cm The q
th new feature x-location at step k + 1
yfn (k + 1, q) cm The q
th new feature y-location at step k + 1
Jfv (k + 1, q) Jacobian of the q
th new feature accepted from the data
association with respect to mobile vehicle position at step
k + 1
Jff (k + 1, q) Jacobian of the q
th new feature accepted from the data
association with respect to the qth new feature location at
step k + 1
xfn (k + 1, q) = g (xv (k + 1) , z (k + 1, q))
=
xv (k + 1) + zρ (k + 1, q) cos (θv (k + 1) + zθ (k + 1, q))
yv (k + 1) + zρ (k + 1, q) sin (θv (k + 1) + zθ (k + 1, q))

(5.28)
To calculate the covariance of the new feature location with respect to the
mobile vehicle position the Jacobian is calculated. The Jacobian of the new feature
location with respect to the vehicle position is given in equation (5.29).
Jfv (k + 1, q) =
∂g (xv (k + 1) , z (k + 1, q))




∂xv (k + 1)
∂g1
∂yv (k + 1)
∂g1
∂θv (k + 1)
∂g2
∂xv (k + 1)
∂g2
∂yv (k + 1)
∂g2
∂θv (k + 1)

=
1 0 −zρ (k + 1, q) sin (θv (k + 1) + zθ (k + 1, q))
0 1 zρ (k + 1, q) cos (θv (k + 1) + zθ (k + 1, q))

(5.29)
Also, the Jacobian of the new feature location with respect to the new feature
location is given by equation (5.30).
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Jff (k + 1, q) =
∂g (xv (k + 1) , z (k + 1, q))




∂xfn (k + 1, q)
∂g1
∂yfn (k + 1, q)
∂g2
∂xfn (k + 1, q)
∂g2
∂yfn (k + 1, q)

Jff (k + 1, q) =
cos (θv (k + 1) + zθ (k + 1, q))
sin (θv (k + 1) + zθ (k + 1, q))
−zρ (k + 1, q) sin (θv (k + 1) + zθ (k + 1, q))
zρ (k + 1, q) cos (θv (k + 1) + zθ (k + 1, q))

(5.30)
Next, using the Jacobian calculated earlier in this section, the covariance for
the new feature location with respect to mobile vehicle position is calculated in
equation (5.31).
Pfv (k + 1) = Jfv (k + 1, q)Pvv (k + 1) (5.31)
The covariance of the mobile vehicle position with respect to the new feature
location is given by equation (5.32), which is the transpose of equation (5.31).
Pvf (k + 1) = P
T
fv (k + 1) (5.32)
Finally, the covariance of the new feature location with respect to the new
feature location is given by equation (5.33).
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Pff (k + 1) = Jfv (k + 1, q)Pvv (k + 1) J
T
fv (k + 1, q)
+ Jff (k + 1, q)RJ
T
ff (k + 1, q) (5.33)
Equations (5.31) - (5.33) will be augmented to the covariance matrix, P (k + 1)
at step k + 1. For the descriptions of the variables used in the equations from this
section, reader are referred to Table 5.6.
5.2 Experimental Setup
The mobile vehicle setup is similar to the one used in Chapter 4, which con-
sists of the following: i) two SONAR sensors, ii) servo motor, iii) four DC motors,
iv) four encoders, v) Arduino uno and Arduino mega units, vi) two 12V batter-
ies, vii) Inertial Measurement Unit (IMU) sensor (Adafruit 9-DOF IMU Breakout
- L3GD20H + LSM303) for tri-axial accelerometer, gyroscope, and magnetometer
measurement, viii) two battery switches, ix) Xbee wireless communication, x) SD
card for storing encoder, IMU sensor, and SONAR data, and xi) case with 2 pivoted
windows. The mobile vehicle went through 3 minor modifications which consisted
of the following: i) replacement of the two 9V batteries with one 12V battery (al-
lowing for longer test times, above 2 hours), ii) reduction of the number of switches
from 3 switches to 2 switches, and finally iii) addition of a cover with two pivoted
windows to the mobile vehicle (the cover was added to keep the electronics safe from
powder and liquids which were used to induce slipping). The new mobile vehicle
configuration is shown in Figure 5.2.
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The environmental setup consist of four walls, which are constructed from
plexiglass material as shown in Figure 5.3. Three different environmental setups
were tested in this chapter. First, an environment with no alteration to the floor.
Second, an environment where a portion of the floor was altered by adding dry
powder to it. Finally, an environment where a portion of the floor was altered by
adding a special liquid know as NeverWet. The dry powder and NeverWet liquid
caused the mobile vehicle to slip. The three different environmental setups are
shown in Figure 5.3.
For the three different environmental setups, the mobile vehicle is placed inside
the closed rectangular environment. The mobile vehicle is taken to a new location
in approximately 15 to 30 cm increments, and during this travel, data is collected
from the 4 encoders and the IMU sensor. After each travel increment, the mobile
vehicle is brought to a complete stop and SONAR data are collected from two
SONAR sensors attached to the servo motor. The servo motor is rotated 180o in 1o
increments to perform a full 360o scan, since the two SONAR sensors are attached to
scan in opposite directions. After completing the SONAR scan, the mobile vehicle
is kept stationary for 4 seconds. The reason for the 4 seconds pause after completing
the SONAR scan is to reset the drift value of the gyroscope; for more details about
the drift value of the gyroscope, readers are referred to Chapter 4. Then, the process
is repeated a certain number of times to collect more data from the environment.
After performing the test three times with the different environmental setups,
the data are analyzed by using MATLAB for offline analysis of the EKF-SLAM.
133
Figure 5.2: Mobile vehicle setup used in the experiments.
5.3 Experimental Results
In this section, the results obtained for three different environmental setups
will be presented. First, the environment with no alteration to the floor is examined;
this is known as the default case. Next, the environment with an addition of dry
powder (talcum powder) to a portion of the floor is examined; this is known as the
dry powder case. Finally, the environment with addition of hydrophobic coating
(NeverWet liquid) to a portion of the floor is examined; this is known as the hy-
drophobic coating case. The dry powder and hydrophobic coating were added to
induce slipping.
5.3.1 Default Case
The default case is the case where the floor of the environment is not altered,
as shown in Figure 5.3a. Basically, the same raw data from Chapter 4 for the




Figure 5.3: Experimental arrangements with and without alteration to floor. a)
Default case: no alteration to floor; b) Dry powder case: addition of powder to a
portion of the floor; c) Hydrophobic coating case: addition of NeverWet liquid to a
portion of the floor. The dimension of the environment is as follows: width = 182.0
cm, length 335.1 cm, and height = 63.5 cm.
the vehicle pose estimation and feature extraction, but without the use of the SLAM
algorithm. In this chapter, the use of the SLAM algorithm will be examined and
will be compared to the case where SLAM was not used. During SLAM analysis,
3 different cases are introduced where the value of standard deviation of SONAR
sensor range, σsρ, is changed, for example, 5, 10, and 15 cm. The standard deviation
of SONAR sensor angle, σsθ, was held constant at 4
o. All the 3 cases for SLAM for
the default environment are compared to the case without SLAM.
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To understand the process as to how the EKF-SLAM algorithm worked, Figure
B.1, B.2, and B.3 are used to detail the steps when the EKF-SLAM updates were
carried out. First, the mobile vehicle is moved and is used to take full SONAR
scan in 6 new positions. Next, the proposed feature extraction procedure is used
with the SONAR data in order to extract point or line features. After, the mobile
vehicle is moved to a new position, where a full SONAR scan is to be performed.
After that, the proposed feature extraction is carried out with all SONAR data
except the first one, and point and line features are extracted. Next, EKF-SLAM
is applied. After that, the mobile vehicle is moved to a new position where a full
SONAR scan is carried out. After that, the proposed feature extraction is run
on all SONAR data except the first 2 full SONAR scans data. Then, the EKF-
SLAM is applied on the data. Finally, the process is repeated N times, to capture
the most unique features from the environment and update mobile vehicle positions
and feature locations through the use of EKF-SLAM. Also, in Figure 5.4, the results
obtained during the first, middle, and final steps of EKF-SLAM implementation are
shown. For example, in Figure 5.4, for the data associated with labels 11 through
16, the mobile vehicle is brought to a stop at each of the locations numbered 11
to 16 and a total of 6 full scans are taken. The raw SONAR data are sent to
the proposed feature extraction algorithm and the results obtained are shown in
Figure 5.4 with the qualifier “processed”. For the results corresponding to locations
between 1 through 26 the plots are given in Appendix B as Figures B.1, B.2, and
B.3.
After updating the mobile vehicle positions through EKF-SLAM, the raw
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SONAR data for the 3 different SLAM cases as well as the case without SLAM
are shown in Figure 5.5. The mobile vehicle paths for the 3 SLAM cases have been
adjusted and the raw SONAR data can be seen to be more confined to the environ-
ment. The processed feature extraction data for the 3 different SLAM cases as well
as the case without SLAM are shown in Figure 5.6. To compare the SLAM and
no-SLAM cases, the absolute difference between calculated corners and true corners
as well as absolute difference between calculated lines and true lines are determined
and summarized in Tables C.1 and C.2. In addition, a graphical representation of
the table data is provided in Figure 5.7. The SLAM case for σsρ = 15 cm showed a
minor improvement over the other 2 SLAM cases, as well as over the no-SLAM case,
when compared to the point features from Figure 5.7. It was noticed from Figure
5.7 that the SLAM cases when σsρ = 15 cm and σsρ = 10 cm performed better
than the other SLAM case, when σsρ = 5 cm as well as over the no-SLAM case. In
conclusion, for the default case, the case with SLAM performed slightly better than
the no-SLAM case. This could be traced back to the proposed feature extraction
algorithm, which is robust enough to reject false features due to the large data gath-
ered from the SONAR sensor and the large threshold value used in the different part
of the proposed feature extraction. For further details about the proposed feature
extraction, readers are referred to Chapter 3.
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5.3.2 Dry Powder Case
The dry powder case is the case where the floor of the environment is altered
by adding powder (talcum powder) to a portion of the floor, as shown in Figure
5.3b. The results are compared for the SLAM and no-SLAM cases. Similar to the
default case, σsρ values are changed, with values considering being 5, 10, and 15
cm. However, the σsθ value is held constant, 4
o, for the SLAM analysis. Results
from all three SLAM cases for the dry powder environment were compared to those
obtained for the no-SLAM case.
As in the default case, the EKF-SLAM update steps for σsρ = 5 cm are shown
in Figure 5.8. In Figure 5.8, the author shows the first, middle, and last steps of the
EKF-SLAM implementation. The raw SONAR data for the 3 different SLAM cases
as well as that obtained for the no-SLAM case is shown in Figure 5.9; the mobile
vehicle paths for the 3 SLAM cases were adjusted and the raw SONAR data can
be seen to be more confined to the environment for one of the SLAM cases, when
σsρ = 15 cm. The results for the other 2 SLAM cases started to deviate from the
true position and the raw SONAR data can be seen to be outside the environment
at the end of the experiment as shown in Figure 5.9. The no-SLAM case performed
better than 2 of the SLAM cases, when σsρ = 5 cm and σsρ = 10 cm, but the final
SLAM case, σsρ = 15 cm, performed the best. The processed feature extraction
data for the 3 different SLAM cases as well as that for the no-SLAM case are shown
in Figure 5.10.
To compare SLAM and no-SLAM cases, the absolute difference between calcu-
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lated corners and true corners as well as the absolute difference between calculated
lines and true lines are determined and summarized in Tables C.3 and C.4. In ad-
dition, a graphical representation of the table data is provided in Figure 5.11. All
3 SLAM cases had better results than the no-SLAM case. The SLAM case when
σsρ = 15 cm performed the best against the other two SLAM cases as well as against
the no-SLAM case. Also, it is noticed from Figure 5.11 that the absolute difference
for the SLAM cases when σsρ = 15 cm had θline below 3.1
o, whereas the no-SLAM
case had θline below 6
o. Overall, even though the SLAM case performed much better
the no-SLAM case, the no-SLAM case gave an acceptable result through the use of
the proposed feature extraction.
5.3.3 Hydrophobic Coating Case
The hydrophobic coating case is the case where the floor of the environment is
altered by adding NeverWet liquid to a portion of the floor, as shown in Figure 5.3c.
The results are compared for SLAM and no-SLAM cases. During SLAM analysis,
the 3 different cases are introduced where the value of σsρ is changed, for example,
5, 10, and 15 cm, but the σsθ value is held constant, 4
o. Results obtained for all
the 3 SLAM cases with the hydrophobic coating environment are compared to the
results obtained for the no-SLAM case.
As in the default and dry powder cases, the EKF-SLAM update steps for
σsρ = 5 cm are shown in Figure 5.12. In Figure 5.12, the author shows the first,
middle, and last steps of the EKF-SLAM implementation. The raw SONAR data
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for the 3 different SLAM cases as well as the no-SLAM case are shown in Figure 5.13;
the mobile vehicle paths for the 3 SLAM cases are adjusted and the raw SONAR
data can be seen to be more confined to the environment for two of the SLAM
cases when σsρ = 15 cm and when σsρ = 10 cm. The result for the other SLAM
case started to deviate from the true position and the raw SONAR data can be
seen to be outside the environment at the end of the experiment. The no-SLAM
case performed better than one of the SLAM cases; that is when σsρ = 5 cm, but
the final SLAM case σsρ = 15 cm was noted to performed the best. The proposed
feature extraction data for the 3 different SLAM cases as well as the no-SLAM case
are shown in Figure 5.14.
To compare SLAM and no-SLAM cases, the absolute difference between calcu-
lated corners and true corners as well as the absolute difference between calculated
lines and true lines are determined and summarized in Tables C.5 and C.6. In ad-
dition, a graphical representation of the table data is provided in Figure 5.15. All
3 SLAM cases had better results than the no-SLAM case. The SLAM case when
σsρ = 15 cm performed the best against the other two SLAM cases as well as against
the no-SLAM case. Also, it is noticed from Figure 5.15 that the SLAM cases when
σsρ = 15 cm had major improvements; for example, the highest absolute difference
for line feature θline for SLAM case was below 3
o, whereas for the no-SLAM case
the highest absolute difference was below 6o. Also, the absolute difference for the
SLAM case for ρline was below 15 cm whereas for the no-SLAM case was below 35
cm. Overall, the dry powder and hydrophobic coating cases induced slippage which
challenged the no-SLAM implementation, but the SLAM case was able to perform
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and maintain a good map representation as well as good vehicle path correction.
5.4 Summary
The mobile vehicle travelled in three different environmental configurations
i) default, ii) dry powder, and iii) Hydrophobic coating. For each environmental
configuration, the SLAM algorithm for 3 different cases is studied and the respective
performance is compared to that from a no-SLAM case. The SLAM case with
σsρ = 15 cm and σsθ = 4
o was noted to perform the best compared to the other two
SLAM cases as well as the no-SLAM case for all 3 different environments studied in
this chapter. The improvement of the SLAM case when σsρ = 15 and σsθ = 4
o was
noticed in the corner as well as in the determined line which are the results of the
proposed feature extraction. Basically, this study determined a good starting point
for values to select for σsρ = 4
o and σsθ to get a good environmental estimate using
the proposed feature extraction algorithm. The value of σsρ and σsθ are different than
the values from σsρ and σsθ from sensor data sheets. The algorithm goes through
steps to improve the uncertainty in SONAR data. This improvement can be noticed
through the selection of a smaller value of σsθ = 4
o rather than the normal σsθ from
the SONAR sensor data sheet, which is σsθ = 22.5
o − 30o. Another point to note;
the proposed feature extraction algorithm makes use of the TBF algorithm with a
high enough threshold value, nt = 50, so that most of the outliers can be removed,
for instance, if a poor feature extraction was determined from the feature extraction
algorithm. Through the use of a TBF step, less emphasis or total rejection can be
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noticed from the TBF algorithm results.
Through this study, the use of EKF-SLAM with the proposed feature extrac-
tion has been performed successfully. The mobile vehicle path was adjusted and
the SONAR data was found to be more confined to the environment, as shown in
Figure 5.5, 5.9, and 5.13. The proposed feature extraction approach reduced the
angular uncertainty in SONAR as seen by selection of a lower angular uncertainty
in the σsθ value with the SLAM algorithm.
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Figure 5.4: Default case: Raw and processed results for the default environment case
with σsρ = 5 cm and σsθ = 4
o for 3 different stops 1− 6, 11− 16, and 21− 26. The
covariance of the current mobile vehicle position and the covariance of the feature
locations are represented by gray ellipses; the mobile vehicle positions where the
SONAR scans occurred are represented by black triangles; the mobile vehicle path
is represented by dark blue lines; raw SONAR data are represented by red points.




Figure 5.5: Default case: Raw SONAR data for no-SLAM and SLAM cases. The
mobile vehicle positions where the SONAR scans occurred are represented by black
triangles; the mobile vehicle path is represented by dark blue lines; raw SONAR data
are represented by red points. The rectangular environment contour is superimposed
for comparison purposes only. a) No-SLAM, b) SLAM, with σsρ = 5 cm and σsθ =
4o, c) SLAM, with σsρ = 10 cm and σsθ = 4






Figure 5.6: Default case: Processed feature extraction results for no-SLAM and
SLAM cases. The estimated environment is represented by dark blue lines, and the
rectangular environment contour is superimposed for comparison purposes only. a)
No-SLAM, b) SLAM, with σsρ = 5 cm and σsθ = 4
o, c) SLAM, with σsρ = 10 cm
and σsθ = 4
o, d) SLAM, with σsρ = 15 cm and σsθ = 4
o.
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Figure 5.7: Default case: The absolute difference between calculated corners and
true corners, as well as the absolute difference between calculated lines and true
lines, are determined for SLAM and no-SLAM cases. a) The absolute difference
between corner features in the x-direction with and without SLAM compared to the
true values, b) The absolute difference between corner features in the y-direction
with and without SLAM compared to the true values, c) The absolute difference
between line features, ρline, with and without SLAM compared to the true values,
and d) The absolute difference between line features, θline, with and without SLAM
compared to the true values.
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Figure 5.8: Dry powder case: Raw and processed results for the dry powder envi-
ronment case for σsρ = 5 cm and σsθ = 4
o for 3 different stop ranges, specifically
1 − 6, 12 − 17, and 24 − 29. The covariance of the current mobile vehicle position
and the covariance of the feature locations are represented by gray ellipses; SONAR
data are represented by red dots; the mobile vehicle positions where the full SONAR
scans occurred are represented by black triangles; the path of the mobile vehicle is
represented by dark blue lines. The slippage area (dry powder), represented by a
light blue rectangle, and the rectangular environment, represented by black lines,




Figure 5.9: Dry powder case: Raw SONAR data for no-SLAM and SLAM cases for
the dry powder environment. The mobile vehicle positions where the SONAR scans
occurred are represented by black triangles; the mobile vehicle path is represented
by dark blue lines; raw SONAR data are represented by red points. The slippage
area (dry powder), represented by a light blue rectangle, and the rectangular envi-
ronment, represented by black lines, are superimposed over the data for comparison
purposes only. a) No-SLAM, b) SLAM, with σsρ = 5 cm and σsθ = 4
o, c) SLAM,
with σsρ = 10 cm and σsθ = 4





Figure 5.10: Dry powder case: Processed feature extraction results for no-SLAM
and SLAM cases. The estimated environment is represented by dark blue lines.
The slippage area (dry powder), represented by a light blue rectangle, and the
rectangular environment, represented by black lines, are superimposed over the data
for comparison purposes only. a) No-SLAM, b) SLAM, with σsρ = 5 cm and σsθ =
4o, c) SLAM, with σsρ = 10 cm and σsθ = 4
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Figure 5.11: Dry powder case: The absolute difference between calculated corners
and true corners, as well as the absolute difference between calculated lines and true
lines, are determined for SLAM and no-SLAM cases. a) The absolute difference
between corner features in the x-direction with and without SLAM compared to the
true values, b) The absolute difference between corner features in the y-direction
with and without SLAM compared to the true values, c) The absolute difference
between line features, ρline, with and without SLAM compared to the true values,
and d) The absolute difference between line features, θline, with and without SLAM
compared to the true values.
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Figure 5.12: Hydrophobic coating case: Raw SONAR data for no-SLAM and SLAM
cases for the hydrophobic coating environment. The covariance of the current mobile
vehicle position and the covariance of the feature locations are represented by gray
ellipses; the mobile vehicle positions where the SONAR scans occurred are repre-
sented by black triangles; the mobile vehicle path is represented by dark blue lines;
raw SONAR data are represented by red points. The slippage area (hydrophobic
coating), represented by a light blue rectangle, and the rectangular environment,
represented by black lines, are superimposed over the data for comparison purposes
only. a) No-SLAM, b) SLAM, with σsρ = 5 cm and σsθ = 4
o, c) SLAM, with
σsρ = 10 cm and σsθ = 4





Figure 5.13: Hydrophobic coating case: Raw SONAR data for no-SLAM and SLAM
cases for the hydrophobic coating environment. The mobile vehicle positions where
the SONAR scans occurred are represented by black triangles; the mobile vehicle
path is represented by dark blue lines; raw SONAR data are represented by red
points. The slippage area (hydrophobic coating), represented by a light blue rectan-
gle, and the rectangular environment, represented by black lines, are superimposed
over the data for comparison purposes only. a) No-SLAM, b) SLAM, with σsρ = 5
cm and σsθ = 4
o, c) SLAM, with σsρ = 10 cm and σsθ = 4
o, d) SLAM, with σsρ = 15





Figure 5.14: Hydrophobic coating case: Processed feature extraction results for no-
SLAM and SLAM cases. The estimated environment is represented by dark blue
lines. The slippage area (hydrophobic coating), represented by a light blue rectangle,
and the rectangular environment, represented by black lines, are superimposed over
the data for comparison purposes only. a) No-SLAM, b) SLAM, with σsρ = 5 cm
and σsθ = 4
o, c) SLAM, with σsρ = 10 cm and σsθ = 4
o, d) SLAM, with σsρ = 15
cm and σsθ = 4
o.
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Figure 5.15: Hydrophobic coating case: The absolute difference between calculated
corners and true corners, as well as the absolute difference between calculated lines
and true lines, are determined for SLAM and no-SLAM cases. a) The absolute
difference between corner features in the x-direction with and without SLAM com-
pared to the true values, b) The absolute difference between corner features in the
y-direction with and without SLAM compared to the true values, c) The absolute
difference between line features, ρline, with and without SLAM compared to the true
values, and d) The absolute difference between line features, θline, with and without
SLAM compared to the true values.
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Chapter 6
Summary and Recommendations for Future Work
6.1 Summary
Simultaneous Localization and Mapping (SLAM) can be used to map an un-
known environment, and at the same time, find the position of the mobile vehicle.
This procedure consists of motion sensing and environment sensing; for the motion
sensing, a vehicle model is used to predict the mobile vehicle positions and for the
environment sensing, feature extraction and data association are used to find fea-
tures of the environment. Finally, an EKF filter is used to couple the motion sensing
to the environment sensing. This is looped over data to keep the motion sensing
error bounded through the use of environment sensing. SLAM has been applied to
different environments, for example, outdoor, indoor, underwater, aerial, and outer
space environments. Different environments limit the type of sensors that one can
use. The environment of interest for this dissertation is the environment inside an
oil storage tank or a pipeline. The oil storage tank and pipeline environments are
harsh environments, which limit the type of sensors that can be used, for example,
laser sensors need to be avoided for safety precautions, global positioning systems
(GPSs) need to be avoided since a GPS signal cannot penetrate oil storage tank
walls or pipeline walls, and digital compasses are not preferable because of the fer-
rous material used to build oil tanks and pipelines, digital cameras cannot be used
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since oil is opaque. These limitations necessitate the use of SONAR sensors inside
the harsh environment of interest to this work.
The SONAR sensor has been used to extract the map of the environment.
The main problems with SONAR sensors are the high angular uncertainty, which
ranges between 22.5o and 30o, cross talk between SONAR sensors, and multiple
reflections which occur whenever the mobile vehicle is close to an obstacle or when-
ever the SONAR signal hits an obstacle at a high angle. These problems make the
mapping of the environment with a SONAR sensor challenging. Researchers have
investigated different algorithms to deal with the SONAR sensor challenges, such as
Triangulation Based Fusion (TBF), Hough Transform (HT), Triangulation Hough
based Fusion (THF), and SONAR salient (SS). As an initial step, the author in-
vestigated the commonly used feature extraction techniques in the literature for a
SONAR sensor through simulations and experiments. The simulation environment
was an empty square while the experimental environment was an empty rectangular.
The reason behind investigating these commonly used algorithms was to understand
the strengths and the weaknesses of the algorithms and to compare them in terms
of accuracy and computational speed.
It was noted that TBF and SS, which are point feature extraction algorithms,
capture more parts of the environment as the mobile vehicle visits more locations
and performs full SONAR scans. The computational speeds of TBF and SS become
slower with each additional SONAR scan; for example, 6 full SONAR scans take
approximately 39 seconds, whereas 30 full SONAR scans take approximately 721
seconds to compute. As can be seen, adding 1 more full SONAR scan can increase
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the computational time of TBF and SS algorithms significantly. On the other hand,
the HT and THF algorithms, which are line feature extraction algorithms, were
found to perform adequately with a quick computational time. Also, a noticeable
improvement in THF results over HT results was noticed. The reason behind the
improvement is as follows. The THF algorithm uses processed data from the TBF
algorithm rather than raw SONAR data as in the case of the HT algorithm. All the
commonly used algorithms (TBF, THF, HT, and SS) are feasible feature extraction
algorithms, but each has its own advantages and disadvantages like computational
time and map density. Also, the features that are found from these algorithms are
repeated. The TBF, HT, SS, and THF algorithms have been compared on the same
SONAR data, which can be a good benchmarker for the algorithms results. It can
be difficult to compare the benefits of algorithms when they are used on different
data sets. To aid in this comparison, this dissertation performed a benchmark on
several algorithms, which had not been directly compared previously. As explained
earlier, SLAM consists of different parts and selecting a good feature extraction can
improve SLAM performance.
A new feature extraction algorithm was developed for use with SONAR sensor
data. This new feature extraction algorithm fuses other extraction algorithms, but
it performs better than its composite parts. Post-processing of SONAR data is very
important, because of the noisy nature of SONAR data (as compared to laser data).
The proposed fusion feature extraction algorithm was tested through numerical
studies and physical experiments. This fusion feature extraction algorithm takes
advantage of the attractive features of its component algorithms (TBF, HT, THF,
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and SS), while performing better than any of these individual algorithms separately.
The proposed fusion algorithm doesn’t have repeated features, and it is able to
capture unique features. In addition, it takes advantage of TBF to work on corner
features, as well as SS to work on interior features, and both of them run in parallel
to save time. Through the study, it was found that the SS algorithm can be effective
in locating interior features but considerable errors occur in the radius value of the
determined features. The proposed feature extraction was able to extract features
from the tested environment that contained interior features. In addition, it was
noticed that a high enough number of locations (which are properly spaced from
each other) was found to be important for enhancing feature extraction.
After selecting a good feature extraction algorithm for the SLAM algorithm,
vehicle modeling and motion sensing were explored. For the motion sensing, the
encoder and gyroscope were used together to improve the motion sensing results.
The reason for considering a gyroscope is that a gyroscope is not affected by the
lateral wheel slippage, which is common in a skid-steering mobile vehicle. In addi-
tion, one of the future applications is to use a mobile vehicle to inspect the base of
an oil storage tank, where slippage is likely to happen. Different combinations of
gyroscopes and encoders have been considered in this dissertation work, for exam-
ple, encoder only, constant drift value from the gyroscope, and gyrodometry, which
are commonly used in the literature for motion model estimation. A new vehicle
pose estimation model is introduced in this dissertation work which will be known
as the varying drift approach. The selection of a good motion model is important,
because as explained earlier, improving any part of SLAM has the possibility of im-
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proving the overall performance of SLAM. Experiments were done to test different
motion models and the varying drift approach was found to give the best results.
In the varying drift approach, one basically resets the gyroscope drift value every
time the mobile vehicle comes to a complete stop. The drift in the gyroscope read-
ing is caused by temperature changes as well as other unknown factors. Resetting
the drift value whenever the mobile vehicle stops results in a better vehicle model.
Also, for future needs, while inspecting the base of an oil storage tank, the mobile
vehicle has to come to a complete stop. Utilizing this stop, the gyroscope drift value
can be calculated quite often, which would improve the overall results as explained
previously.
By implementing the feature extraction fusion algorithm and using the vary-
ing drift approach, both of which were proposed in this dissertation, EKF-SLAM
can be implemented to further improve the results. This implementation of SLAM
produces a better representation of the environment and also further localizes the
mobile vehicle. To test the EKF-SLAM scheme, slippage was induced into the envi-
ronment, for example, by adding dry powder or hydrophobic liquid to the environ-
ment. This novel implementation of EKF-SLAM in a slippage-induced environment,
which used an encoder, a gyroscope, and a SONAR sensor, was included in this dis-
sertation work. The mobile vehicle was run in this environment, where motion and
environment sensing was used to gather data. The gathered data were processed
with and without SLAM. For the cases with dry powder or hydrophobic coating on
the floor, the results show that with SLAM, the performance was better for feature
extraction than without it. Whenever the mobile vehicle entered the slippage area,
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the no-SLAM case is unable to predict or correct the vehicle motion, which led to
features being outside the environment, whereas while performing SLAM, the mobile
vehicle path was corrected which led to features being more confined to the actual
environment. Through the use of the dissertation’s feature extraction, the angular
uncertainty in the SONAR sensor was reduced, which led the EKF-SLAM scheme
to rely more on the environment sensing than the motion sensing. The reason why
the proposed feature algorithm had lower angular uncertainty can be explained as
follows. The TBF algorithm had a high threshold value which caused most of the
outliers to be removed or less emphasis was placed on them.
Overall, the EKF-SLAM scheme was successfully implemented with the SONAR
data with a slippage environment and with interior features environment. Although
the SONAR data had a high angular uncertainty, through the use of the novel
feature extraction introduced here, the angular uncertainty in the features were re-
duced. In addition, the proposed feature extraction was able to produce unique and
unrepeated features. Also, varying drift approach, which was introduced in this dis-
sertation work, helped improve the vehicle model, which also improved the mobile
vehicle path. Finally, dry powder and hydrophobic liquid were added to the environ-
ment to induce slippage and for these cases, it was found that a combination of the
proposed feature extraction, modified vehicle model, and the EKF-SLAM scheme
were able to correct the vehicle path and keep the SONAR data better correlated
with the environment.
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6.2 Recommendations for Future Work
As a future study, the EKF-SLAM scheme can be tested with different mod-
ifications that might improve the overall performance even more. The different
modifications are listed below:
1. The commonly available SONAR sensor provides range readings in terms of
flight time. The user can convert the flight time with the speed of the medium
to calculate the distance. Some researchers (Kleeman, 1995) have developed
their own SONAR sensors. These SONAR sensors can be used to not only
measure the range but also the amplitude of the return of the SONAR signal.
This allows another layer of filtering to be performed, in order to remove
unwanted or weak SONAR amplitudes. As a suggestion for future work, an
implementation of the work developed in this dissertation with this improved
SONAR sensor could allow for even more improvements.
2. The proposed feature extraction scheme determined the interior and exterior
features of a closed environment. The locations of the interior features were
determined successfully but with significant error with respect to the radius
of the interior features. Increasing the value of acceptable radius for the SS
algorithm can help improve the result.
3. The k-mean clustering scheme can be replaced by Expectation Maximization
(EM) clustering. K-mean clustering requires information about the number of
features in the environment. Replacing k-mean clustering with EM clustering
161
can ensure a more autonomous mobile vehicle.
4. A micro-electromechanical system (MEMS) gyroscope and a magnetic encoder
were tested in this dissertation. As a recommendation for future work, different
types of gyroscopes and encoders should be tested and compared to other
sensors, such as a fiber optic gyroscope (FOG), capacitive encoder, and so on.
5. The use of a tracked wheel with similar environmental setups could be tested
and compared to a four wheeled vehicle.
6. The bottom of an oil storage tank is inclined at an angle less than 10o. As
a future task, the mobile vehicle will be tested on an inclined surface and
ordered to perform EKF-SLAM.
7. The use of a different vehicle model that uses more sensor inputs could improve
the SLAM implementation to the level needed for a real-world application in
an oil storage tank.
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Appendix A
Covariance of Control Input
A.1 True values for straight line tests
In this section, the true values for the straight line are presented in Table A.1.
The true values are used with the estimate value to calculate the variance of the
wheel encoder. All the true measurements were measured using a tape measurement,
and were measured for the front left wheel. Also, (190− 16.5) cm should be added
to the Y-Values in Table A.1 to transform the Y-Values to the global coordinate
system.
A.2 True values for zero-turn radius tests
In this section, the true values for the zero-turn radius are presented in Table
A.2. The true values are used with the estimate value to calculate the variance
of the gyroscope sensor. All the true measurements were measured using a digital
protractor. Also, 360o−True Angle should be used to get the actual true angle
position from the zero-turn radius test.
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Table A.1: True values from the straight line tests
Test X-Value Y-Value Test X-Value Y-Value
No (cm) (cm) No (cm) (cm)
1 7.7 14.7 29 5.6 18.6
2 6.9 15.9 30 1.9 18.6
3 8.5 16.7 31 1.9 18.8
4 7.3 17.2 32 2.2 18.8
5 7.4 17.5 33 2.0 19.0
6 6.8 18.0 34 1.9 18.9
7 6.7 18.0 35 1.6 18.9
8 4.5 14.0 36 3.8 19.8
9 5.5 15.8 37 4.9 19.9
10 5.3 16.2 38 5.0 20.0
11 3.9 16.5 39 4.3 20.0
12 5.1 17.0 40 3.8 20.2
13 3.1 17.2 41 4.6 20.2
14 7.0 12.5 42 3.5 20.0
15 4.8 17.5 43 4.7 20.1
16 4.0 17.4 44 3.3 20.2
17 1.7 18.1 45 4.1 20.1
18 7.7 16.8 46 4.4 20.2
19 7.5 16.9 47 3.2 20.1
20 8.4 17.5 48 1.9 19.1
21 7.9 17.2 49 1.4 19.0
22 6.8 18.0 50 1.7 19.0
23 5.7 18.2 51 4.8 20.5
24 7.7 18.1 52 1.8 19.0
25 1.5 18.3 53 1.9 19.1
26 5.0 18.5 54 2.3 19.1
27 5.0 18.8 55 1.8 19.1
28 5.0 18.2
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Table A.2: True values from the zero-turn radius tests
Test True Angle Test True Angle
No (Degree) No (Degree)
1 36.40 29 25.45
2 32.75 30 24.40
3 33.60 31 25.20
4 29.25 32 24.40
5 27.75 33 22.20
6 38.85 34 23.30
7 33.70 35 23.20
8 37.10 36 23.00
9 34.50 37 28.10
10 30.60 38 26.45
11 32.00 39 26.35
12 28.60 40 23.50
13 28.35 41 24.35
14 28.10 42 26.00
15 26.85 43 24.70
16 25.85 44 21.00
17 25.80 45 23.10
18 25.20 46 28.50
19 24.20 47 26.55
20 25.90 48 26.35
21 23.85 49 27.70
22 33.20 50 23.90
23 30.75 51 24.50
24 31.70 52 23.30
25 30.05 53 23.50
26 27.35 54 26.10




Default Case: Raw and Proposed Plots
In Appendix B, the raw SONAR data and the processed feature extraction
results of the default case environment, with σsρ = 5 cm and σsθ = 4
o, are provided.
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Figure B.1: Raw SONAR data and processed feature extraction results for the de-
fault case environment for σsρ = 5 cm and σsθ = 4
o for mobile vehicle stops between
1 and 11. For instance, raw 1 through 6 show all the SONAR scans that happened
between stops 1 through 6, totalling 6 full SONAR scans. The raw SONAR scan
are sent to the feature extraction algorithm and the results are shown in processed
1 through 6.
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Figure B.2: Raw SONAR data and processed feature extraction results for the
default case environment for σsρ = 5 cm and σsθ = 4
o for mobile vehicle stops
between 7 and 19.
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Figure B.3: Raw SONAR data and processed feature extraction results for the
default case environment for σsρ = 5 cm and σsθ = 4
o for mobile vehicle stops




In Appendix C, the estimated positions of the corners and walls from the
sensor data, the actual positions of the corners and walls, and the absolute difference




Table C.1: Default case: corner data for environment with no alteration to floor
plan and absolute errors between estimates and actual values.
Corner # Actual Data Exp. Results |Actual-Exp.|
X(cm), Y (cm) X(cm), Y (cm) X(cm), Y (cm)
NO SLAM Case:
1 0.00, 0.00 −4.88,−0.55 4.88, 0.55
2 0.00, 335.10 6.94, 323.83 6.94, 11.27
3 182.00, 0.00 164.32,−2.05 17.68, 2.05
4 182.00, 335.10 183.36, 322.30 1.36, 12.80
SLAM Case σsρ = 5 cm and σsθ = 4
o:
1 0.00, 0.00 −2.45,−8.55 2.45, 8.55
2 0.00, 335.10 6.55, 323.80 6.55, 11.30
3 182.00, 0.00 168.27,−4.11 13.73, 4.11
4 182.00, 335.10 181.16, 319.57 0.84, 15.53
SLAM Case σsρ = 10 cm and σsθ = 4
o:
1 0.00, 0.00 −2.41,−0.75 2.41, 0.75
2 0.00, 335.10 7.53, 328.40 7.53, 6.70
3 182.00, 0.00 167.37,−2.84 14.63, 2.84
4 182.00, 335.10 182.07, 321.50 0.07, 13.60
SLAM Case σsρ = 15 cm and σsθ = 4
o:
1 0.00, 0.00 −4.33,−1.62 4.33, 1.62
2 0.00, 335.10 8.61, 329.56 8.61, 5.54
3 182.00, 0.00 165.70,−2.65 16.30, 2.65
4 182.00, 335.10 183.37, 323.40 1.37, 11.70
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Table C.2: Default case: line data for environment with no alteration to floor plan
and absolute errors between estimates and actual values.
Line # Actual Data Exp. Results |Actual-Exp.|
ρ(cm), θ(degree) ρ(cm), θ(degree) ρ(cm), θ(degree)
NO SLAM Case:
1 0.00, 90.00 −0.59, 89.49 0.59, 0.51
2 0.00, 360.00 −4.86, 357.91 4.86, 2.09
3 182.00, 360.00 164.16, 356.64 17.84, 3.36
4 335.10, 90.00 323.88, 89.50 11.22, 0.49
SLAM Case σsρ = 5 cm and σsθ = 4
o:
1 0.00, 90.00 −8.48, 91.49 8.48, 1.49
2 0.00, 360.00 −2.22, 358.45 2.22, 1.55
3 182.00, 360.00 168.30, 357.72 13.70, 2.28
4 335.10, 90.00 323.86, 88.61 11.24, 1.39
SLAM Case σsρ = 15 cm and σsθ = 4
o:
1 0.00, 90.00 −0.78, 89.29 0.78, 0.71
2 0.00, 360.00 −2.39, 358.27 2.39, 1.73
3 182.00, 360.00 167.32, 357.40 14.68, 2.60
4 335.10, 90.00 328.44, 87.74 6.66, 2.26
SLAM Case σsρ = 15 cm and σsθ = 4
o:
1 0.00, 90.00 −1.65, 89.65 1.65, 0.35
2 0.00, 360.00 −4.26, 357.76 4.26, 2.24
3 182.00, 360.00 165.60, 356.90 16.40, 3.10
4 335.10, 90.00 329.66, 87.98 5.44, 2.02
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C.2 Dry Powder Case
Table C.3: Dry powder case: corner coordinates for the environment with dry pow-
der and absolute errors between estimates and actual values.
Corner # Actual Data Exp. Results |Actual-Exp.|
X(cm), Y (cm) X(cm), Y (cm) X(cm), Y (cm)
NO SLAM Case:
1 0.00, 0.00 −7.10, 14.40 7.10, 14.40
2 0.00, 335.10 4.81, 339.36 4.81, 4.26
3 182.00, 0.00 151.22, 5.22 30.78, 5.22
4 182.00, 335.10 181.78, 324.76 0.22, 10.34
SLAM Case σsρ = 5 cm and σsθ = 4
o:
1 0.00, 0.00 −4.75, 2.40 4.75, 2.40
2 0.00, 335.10 4.31, 331.89 4.31, 3.21
3 182.00, 0.00 160.52,−0.26 21.48, 0.26
4 182.00, 335.10 180.03, 323.56 1.97, 11.54
SLAM Case σsρ = 10 cm and σsθ = 4
o:
1 0.00, 0.00 0.86, 10.45 0.86, 10.45
2 0.00, 335.10 5.17, 335.89 5.17, 0.79
3 182.00, 0.00 157.64, 2.17 24.36, 2.17
4 182.00, 335.10 181.45, 323.99 0.55, 11.11
SLAM Case σsρ = 15 cm and σsθ = 4
o:
1 0.00, 0.00 −2.44, 8.32 2.44, 8.32
2 0.00, 335.10 5.32, 332.26 5.32, 2.84
3 182.00, 0.00 166.46, 0.57 15.54, 0.57
4 182.00, 335.10 179.70, 323.10 2.30, 12.00
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Table C.4: Dry powder case: line data for environment with dry powder and absolute
errors between estimates and actual values.
Line # Actual Data Exp. Results |Actual-Exp.|
ρ(cm), θ(degree) ρ(cm), θ(degree) ρ(cm), θ(degree)
NO SLAM Case:
1 0.00, 90.00 13.96, 86.68 13.96, 3.32
2 0.00, 360.00 −7.62, 357.90 7.62, 2.10
3 182.00, 360.00 150.03, 354.54 31.97, 5.46
4 335.10, 90.00 338.61, 85.28 3.51, 4.72
SLAM Case σsρ = 5 cm and σsθ = 4
o:
1 0.00, 90.00 2.32, 89.08 2.32, 0.92
2 0.00, 360.00 −4.81, 358.42 4.81, 1.58
3 182.00, 360.00 160.24, 356.55 21.76, 3.45
4 335.10, 90.00 331.72, 87.29 3.38, 2.71
SLAM Case σsρ = 10 cm and σsθ = 4
o:
1 0.00, 90.00 10.48, 86.98 10.48, 3.02
2 0.00, 360.00 0.72, 359.24 0.72, 0.76
3 182.00, 360.00 157.05, 355.77 24.95, 4.23
4 335.10, 90.00 335.47, 86.14 0.37, 3.86
SLAM Case σsρ = 15 cm and σsθ = 4
o:
1 0.00, 90.00 8.20, 87.37 8.20, 2.63
2 0.00, 360.00 −2.64, 358.63 2.64, 1.37
3 182.00, 360.00 166.29, 357.65 15.71, 2.35
4 335.10, 90.00 332.08, 86.99 3.02, 3.01
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C.3 Hydrophobic Coating Case
Table C.5: Hydrophobic coating case: corner coordinates for the environment with
NeverWet liquid and absolute errors between estimates and actual values.
Corner # Actual Data Exp. Results |Actual-Exp.|
X(cm), Y (cm) X(cm), Y (cm) X(cm), Y (cm)
NO SLAM Case:
1 0.00, 0.00 −7.17, 10.91 7.17, 10.91
2 0.00, 335.10 1.17, 335.80 1.17, 0.70
3 182.00, 0.00 159.25, 5.85 22.75, 5.85
4 182.00, 335.10 177.22, 325.67 4.78, 9.43
SLAM Case σsρ = 5 cm and σsθ = 4
o:
1 0.00, 0.00 −3.92, 5.88 3.92, 5.88
2 0.00, 335.10 4.10, 327.62 4.10, 7.48
3 182.00, 0.00 163.94, 4.55 18.06, 4.55
4 182.00, 335.10 177.59, 325.04 4.41, 10.06
SLAM Case σsρ = 10 cm and σsθ = 4
o:
1 0.00, 0.00 −8.03, 5.58 8.03, 5.58
2 0.00, 335.10 3.86, 323.55 3.86, 11.55
3 182.00, 0.00 163.65, 3.62 18.35, 3.62
4 182.00, 335.10 178.47, 323.07 3.53, 12.03
SLAM Case σsρ = 15 cm and σsθ = 4
o:
1 0.00, 0.00 −5.26, 2.86 5.26, 2.86
2 0.00, 335.10 2.60, 322.95 2.60, 12.15
3 182.00, 0.00 164.15, 3.35 17.85, 3.35
4 182.00, 335.10 176.88, 323.41 5.12, 11.69
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Table C.6: Hydrophobic coating case: line data for environment with NeverWet
liquid and absolute errors between estimates and actual values.
Line # Actual Data Exp. Results |Actual-Exp.|
ρ(cm), θ(degree) ρ(cm), θ(degree) ρ(cm), θ(degree)
NO SLAM Case:
1 0.00, 90.00 10.69, 88.26 10.69, 1.74
2 0.00, 360.00 −7.45, 358.53 7.45, 1.47
3 182.00, 360.00 158.67, 356.78 23.33, 3.22
4 335.10, 90.00 335.31, 86.71 0.21, 3.29
SLAM Case σsρ = 5 cm and σsθ = 4
o:
1 0.00, 90.00 5.85, 89.55 5.85, 0.45
2 0.00, 360.00 −4.06, 358.57 4.06, 1.43
3 182.00, 360.00 163.60, 357.56 18.40, 2.44
4 335.10, 90.00 327.65, 89.15 7.45, 0.85
SLAM Case σsρ = 10 cm and σsθ = 4
o:
1 0.00, 90.00 5.48, 89.35 5.48, 0.65
2 0.00, 360.00 −8.23, 357.86 8.23, 2.14
3 182.00, 360.00 163.31, 357.34 18.69, 2.66
4 335.10, 90.00 323.56, 89.84 11.54, 0.16
SLAM Case σsρ = 15 cm and σsθ = 4
o:
1 0.00, 90.00 2.88, 90.17 2.88, 0.17
2 0.00, 360.00 −5.33, 358.59 5.33, 1.41
3 182.00, 360.00 163.89, 357.72 18.11, 2.28
4 335.10, 90.00 322.94, 90.15 12.16, 0.15
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