The art of analysis involves the subtle combination of approximation, inequalities, and geometric intuition as well as being able to work at different scales. With this subtlety in mind, we present this paper in a manner designed for wide accessibility for both advanced undergraduate students and graduate students. The main results include a singular integral for measuring the level sets of a C 1,1 function mapping from R n to R, that is, one whose derivative is Lipschitz continuous. We extend this to measure embedded submanifolds in R 2 that are merely C 1 using the distance function and provide an example showing that the measure does not hold for general rectifiable boundaries.
Introduction
Often times it happens that creative exploration leads to uncharted territory in mathematics. That is indeed the case in the development of the singular integral boundary measure for hypersurfaces in R n , presented below. To highlight this process, we shall first explore the simple analysis problem that led to our discovery of this integral and then present our singular integral that measures the (n−1)-dimensional Hausdorff measure H n−1 of level sets of C 1,1 functions, that is, those whose derivative is Lipschitz continuous.
Continuing the process of exploration and generalization, we present the same singular integral as a C 1 -boundary measure using the distance function in R 2 . The arguments here are markedly different from the C 1,1 case and follow a "by-construction," barehanded approach due to the fact that in this case, we may have -neighborhoods of the boundary in which the normals intersect no matter how small is (i.e. we no longer have positive reach; see Definition 3.2), so we cannot use the Area Formula (see Theorem 3.2).
A Simple Analysis Problem
Consider the following simple analysis problem: Problem 2.1. For f (x) : R → R, suppose that f (x) is differentiable, f (0) = 0, and ∃λ > 0 such that ∀x ∈ R f (x) ≤ λ|f (x)|.
(
Prove that f (x) = 0 everywhere.
Solution 1: ODE's.
Take the families of curves in R 2 g C = Ce 2λx and h C = Ce −2λx as all the solutions to the differential equations g = 2λg and h = −2λh, respectively. Cleary f (x) cannot simply be one of these curves since none of them are ever 0. Note that the 2 is included here so that any solution f (x) that satisfies (1) that intersects one of these curves must cross it. Indeed, without loss of generality, suppose for g C there exists an x 0 such that for all x > x 0 , f (x) = C 0 e 2λx . Then we find that 2λC 0 e 2λx C 0 e 2λx ≤ λ ⇒ 2 ≤ 1, a contradiction. A similar argument holds for h C . Now, for g C , f (x) can only cross from above to below as x increases. If not, then f (x) > C2λe 2λx = 2λf ⇒ f f > 2λ, also a contradiction. Similarly, f (x) can only cross h C from below to above as x increases. Now, suppose f (x * ) > 0 for some x * (for f (x * ) < 0, then −f (x) satisfies (1) and is positive at x * ). Pick the corresponding C + * = f (x * )/e 2λx * for g C + * and C − * = f (x * )/e −2λx * for h C − * . These curves serve as "fences" (g C + * for x < x * and h C − * for x > x * ) that f cannot cross so that f = 0. Thus we have a contradiction which implies that f (x) ≡ 0 everywhere (see Figures 1, 2, and 3 ). ]. Cleary then we can pick the endpoints of this interval to extend our interval where f (x) is 0. Continuing this process thus this implies that f (x) is 0 everywhere. Let x ∈ I. By the Mean Value Theorem,
for some y 1 ∈ I. By (1), we have
. Continuing this process, we obtain
for some y n ∈ I, n ∈ N.
From the Extreme Value Theorem, f (x) continuous ⇒ f (x) < M for all x ∈ I. Using this with (2), we get
Sending n → ∞ gives f (x) ≡ 0.
Solution 3:
A Barehanded ODE Approach. We shall construct "fences" similar to the first solution above. If
Integrating both sides of this over the interval [x 0 ,x 1 ] gives
But this is equivalent to
Now, let f (x * ) > 0. Define
We see that l = −∞ ⇒ f (l) = 0 and u = ∞ ⇒ f (u) = 0. Using (3), assume l = −∞. Without loss of generality, let x 1 = x * and pick a sequence {x 0 } ↓ l. In the limit we find that ∞ ≤ C, where C is finite; hence a contradiction.
Or, we may assume u = ∞. Let x 0 = x * and pick a sequence {x 1 } ↑ u to obtain a similar contradiction of C ≤ 0, where C is positive.
In either case, we find that there is no x * such that f (x * ) > 0. Recalling that if f (x * ) < 0, then −f (x) satisfies (1) and is positive at x * , we find that f (x) = 0 everywhere.
One interpretation of what we have shown so far is if 1. f is differentiable, 2. f (x 0 ) = 0, and 3. for some δ > 0, we have that f (x) = 0 when x = x 0 and x ∈ [x 0 − δ, x 0 + δ],
Hence we see quite clearly that the ratio
f (x) detects roots. We shall rely on this property in our singular integral boundary measure introduced below.
Geometric Measure Theory Background
In this section, we recall some important definitions and results for later use. In the next section, we present the first main result regarding the H n−1 -measure of the 0-level sets of C 1,1 functions and compute the singular integral (5) for the simple example of a paraboloid whose 0-level set is the unit circle. Definition 3.1. Hausdorff Measure. With this outer (radon) measure, we can measure k-dimensional subsets of R n (k ≤ n). While it is true that L n = H n for n ∈ N (see Section 2.2 of [1] ), Hausdorff measure H k is also defined for k ∈ [0,∞) so that even sets as wild as fractals are measurable in a meaningful way (see Figure 3) . Note that H 0 is the counting measure.
To compute the k-dimensional Hausdorff measure of A ⊂ R n :
Compute the k-dimensional measure of that cover:
where α(k) is the k-volume of the unit k-ball.
, where the infimum is taken over all covers whose elements have maximal diameter d.
Finally, we define
The Hausdorff measure is derived from a cover of arbitrary sets.
Recall that a function f : R n → R m is Lipschitz continuous if ∃α > 0 such that |f (x) − f (y)| ≤ α|x − y| for all x,y ∈ R n , and we set L ≡ inf β {α β } to be the Lipschitz constant of f . Also, recall that Lipschitz functions are differentiable almost everywhere by Rademacher's Theorem [1] .
Thus, while a C 1 function is one which is continuously differentiable, a C 1,1 function is one whose derivative is Lipschitz continuous. By a "C 1,1 set E," we shall mean that for all x ∈ ∂E, there is a neighborhood of x, U x ⊂ R n , such that after a suitable change of coordinates, there is a C 1,1 function f : R n−1 → R such that ∂E ∩ U x is the graph of f . Definition 3.2. The reach of E, reach(E), is defined reach(E) ≡ sup{r | every ball of radius r touching E touches at a single point}.
Remark 3.1. If a set E has positive reach, then there exist -neighborhoods U of E for all < reach(E) such that for every y ∈ U not in E, there exists a unique closest point x ∈ E, which is to say the normals n(x) to E don't intersect in any U , where < reach(E).
Remark 3.2.
If ∂E is C 1,1 , then E has positive reach (see Remark 4.20 in [2] ). The next theorem is a generalization of the change of variables formula from calculus, the first part of which says if f behaves nicely enough, that is, f is Lipschitz, then we can calculate the H n -measure of f (A) under suitable conditions. 
Here Jf is the Jacobian of f , the n-volume expansion/contraction factor associated with the linear approximation Df at each point in the domain of f , and since f is Lipschitz, it is differentiable H n -a.e. so that Jf exists H n -a.e. The multiplicity function H 0 (A ∩ f −1 {y}) takes into account the case in which f is not 1-1 (see Figure  5) . Figure 5 : Mapping f such that the magenta areas correspond to multiplicity 2 regions in the image f (A). Note that both cases show the domain of the set and not the graph space.
Since Lipschitz maps cannot increase the Hausdorff dimension of A, we can disregard the case where f is a space-filling curve. Clearly though, the H n -measure of f (A) would be infinite, as a plane has infinite length, for instance. On the other hand, if Df is singular, then Jf is identically 0, so for example, in the case of a 2-d set being compressed into a 1-d set, we have information being lost, and the H n -measure of f (A) is 0, as expected.
Applications of the Area Formula include the case of mapping a curve from R into R 3 and finding its new length; computing the surface area of a graph or of a parametric hypersurface; or finding the volume of a set mapped into a submanifold. As a simple example, we present the case of finding the length of a portion of the graph of the sine function in R. 
Dg = 1 cos(x)
Since g is 1-1 and Jg = 1 + cos 2 (x), we have
We next present a special case of the second part of the Area Formula stated above. Theorem 3.3. [6] (Area Formula II) Let f : R n → R m be one-to-one and Lipschitz continuous, n ≤ m, and dx
Definition 3.3. Let f : R n → R m be a differentiable function with m ≤ n. A regular value of f is a value c ∈ R m such that the differential Df is surjective at every preimage of c. This implies that Df is full rank on the set f −1 {c}.
We are interested in here in the case m = 1, which if c is a regular value implies ||Df || = 0 on f −1 {c}. In fact, if we let f ∈ C 1 and f −1 {c} ⊂ B(0,R) (closed), we claim that there exists a neighborhood E of f −1 {c} on which ||Df || > 0 for all y ∈ E. Indeed, since Df ∈ C 0 we have 0
, by the BolzanoWeierstrass Theorem, there exists a subsequence {y i k } and a point y * such that
But ||Df || is continuous, so this implies that ||D y * f || < 2 , which is a contradiction. Thus there exists a δ > 0 such that
The result follows by taking ∪ x∈f −1 {c} B(x,δ) to be the neighborhood where ||Df || = 0. We note that f −1 {c} is also a closed set since f ∈ C(R n ) implies that the inverse image of a closed set is closed.
Measuring Level Sets of C

1,1
Functions
The following theorem establishes a singular integral for measuring the H n−1 "length" of level sets of C 1,1 functions under suitable conditions. Theorem 4.1. Let f : R n → R 1 , and let B(0,R) represent the closed ball of radius R centered at the origin. If 0 ∈ f (R n ) is a regular value of f ∈ C 1,1 and
Proof. First, note that || · || is the operator norm, which in this case corresponds precisely to the Euclidean norm; and |·| is the Euclidean norm. Let A ≡ {x | f (x) = 0}, the 0-level set of f , be such that A = ∅. Observe that Theorem 3.4 implies that A is an (n − 1)-dimensional submanifold, which implies that H n−1 (A) > 0. (In fact, A is an embedded submanifold without boundary.) Since A is closed, we have that A is compact (as a subset of R n ). Further, by Theorem 3.1, A is (locally) the graph of a C 1,1 function and thus has positive reach, which intuitively says that the normals to A do not intersect in an neighborhood of A for all < reach(A). Now, recall the Tube Formula [7] for the H n -dimensional volume of the -"tube" T surrounding A:
Thus T ⊂ B(0,R+ ) ⇒ H n (T ) < ∞, which together with (6) implies that H n−1 (A) < ∞ as well. Let > 0 and L be the non-negative Lipschitz constant of Df (see (4) below) such that L ||D z f || for all z ∈ A (which we can do since ||Df || > 0 on A). Further, let ||Df || > 0 in the -neighborhood E of A, and suppose the normals to A do not intersect in E (due to the positive reach of A). Next observe that we only need to concern ourselves with integrating (5) over E (where ||Df || = 0!) since the 1 k in the limit sends everything outside of that neighborhood to 0. This follows from the fact that the integrand is continuous on the compact set B(0,2R) \ E.
The idea that follows is that we want to integrate over E so as to integrate first along the normals to A and then integrate along A, yet due to the expansion (contraction) that occurs in dimensions n ≥ 2 as we push our 0-level set A outward (inward) to form the neighborhood E, which is captured in the Tube Formula (6), we cannot simply apply Fubini's Theorem to (5) . Instead, we use the second version (4) of the Area Formula to account for this expansion in the following way.
Let C (which we will think of as an n-dimensional manifold) be the "cylinder" formed from "lifting" A up by in the R direction of the product space R n × R. We wish to apply Fubini's Theorem over C (which we cannot do over E due to the curvature of A.) So, we construct a diffeomorphism H(w) : C → E (quasi) explicitly using the normal map n(z) of A, where z ∈ A.
Using H(w) with the Area Formula, we then need to account for JH, the Jacobian of H, that acts as the "expansion factor" of the transformation H(w); i.e. the amount of extra n-volume we get by expanding outward along the normals to A. But this we do by showing that as → 0, JH → 1.
In our case, the Area Formula is given by
where w = (z,t) ∈ C ⊂ R n × R, and t ∈ [− , ]. Now, setting
, where ι(z) : R n−1 → R n is the inclusion map, we let ι(z) = z below, and we get that
We can now use Fubini's on this, integrating, within C , first in the t direction and then in the z direction (see Figure 6 ).
Now, with z ∈ A, y = z + t n(z) ∈ E, and t ∈ [− , ] as above, we seek a bound on ||Df (z + t n(z))|| = ||D y || as well as f (y) in our neighborhood E. Here, we exploit the Lipschitz condition of Df , letting 0 ≤ L ≡ the Lipschitz constant of Df. We recall that f ∈ C 1,1 implies that its derivative is Lipschitz, so we have, for all x,v ∈ R n ,
From this, we find that
It follows that
and thus
We note that there is a more geometric way to obtain the bound on ||D y f || in (7) by looking at the ratio h t , where h is the increase (decrease) in "rise" that f can obtain over the distance t (so here we assume t > 0) compared to the "rise" that D z f obtains over t, where t is the length along the normal from z. This approach yields the same bounds as above (see Figure 7) . To see this, we let ||D y f * || and ||D y f * || represent the minimum and maximum values ||Df || takes on E, respectively, and we look at the case where 0 < ||Df * || ≤ ||D y f || ≤ ||D z f ||; the right hand side of (7) holds in a similar way if ||D z f || ≤ ||D y f || ≤ ||Df * || < ∞.
Notice that in Figure 7 , we see that h < ||D z f ||t − ||Df * ||t. The right side provides us with the greatest difference possible by assuming that ||Df || takes the value ||Df * || at each point along the normal to z between and including z and y. This leads to the following inequality. Since A has positive reach, we can show that
whereκ ≡ 1 reach(A) .
Now, putting this all together, we have
Since, by the Dominated Convergence Theorem with g = 2
we split the limit in (10) to give the following:
We have thus far shown that (1 + κ)
An analogous argument with the left inequalities of (8) and (9) above yields the reverse inequality to (12), and we have 
A Simple Example
Let f : R 2 → R be f = x 2 + y 2 − 1, a paraboloid with 0-level set E ≡ {(x,y) | x 2 + y 2 = 1}, i.e. the unit circle. We know that twice the length of this set is 4π, so we will show that the integral above indeed yields this result (see Figure 8 ). For functions mapping from R n → R, ||Df || is simply the vector norm of the gradient since the operator norm measures the greatest expansion of any unit vector that occurs under Df , which occurs exactly in the direction of the gradient. Thus, ∇f = (2x,2y), and |∇f | = 2 x 2 + y 2 . If we consider B(0,1) to be closed, then we shall set B(0,2R) = B(0,2).
Using numerical integration techniques, we find the value of (13) rapidly converging to 4π ≈ 12.566 as predicted. For example, with k = 1000, we have 
We note that the regularized hypergeometric function
where 2 F 1 (a,b; c; z) is the hypergeometric function, which in turn is defined by the power series
Here |z| < 1 and (q) n is the rising Pochhammer symbol defined by
Further, note above that lim k→∞
Boundary Measure for n = 2
We next present the second main result, that of computing the H 1 -measure of an embedded C 1 submanifold in R 2 using the singular integral in (5) above. Theorem 6.1. Let f (x) = inf{|x − y| | y ∈ A} : R 2 → R be the distance function to A ⊂ R 2 . Further, suppose A is a C 1 closed embedded 1-dimensional submanifold of R 2 such that A ⊂ B(0,R) (closed) and H 1 (A) < ∞. Then we have
Proof. As A is a closed submanifold, i.e. it is compact without boundary, we assume A = ∅, which implies that H 1 (A) > 0. We also note that |Df | ≡ 1 H 2 -a.e.; Df is undefined on A itself; and that A being C 1 means that A is locally the graph of a C 1 function g : R → R.
(a) Since
A is an embedded submanifold, then globally speaking, no matter how close one portion of A comes to another portion, there is always at least a distance η * > 0 between them. We will chose η below in such a way that η ≤ η * /4 so that we may cover A with rectangles extending outward η on both sides without overlapping (see Figure 9) .
A η * Figure 9 : Global distance of A to itself.
(b) Since A is a compact submanifold of R 2 , it is a compact set in R 2 , hence we can cover A with a finite number of closed disks B(x i ,δ) with x i ∈ A for i = 1,2, . . . ,M (δ), where δ is the fineness of our cover and M (δ) is the number of disks. Since A is C 1 , for each x i , we define
, the portion of the linear approximation to A at the point x i contained in each ball B(x i ,δ), which is naturally a diameter of B(x i ,δ) and thus has length 2δ (see Figure 10) .
B(x i ,δ)
T (c) Using the fact that f is continuous on the compact set B(0,2R) and that |Df | ≡ 1 H 2 -a.e., we see that the integrand in (14) is bounded outside of a neighborhood E of A contained in B(0,2R) (see Figure 11 ). Thus we have 
(a) Let E
η i be a rectangle that is centered on T i with height 2η and width 2δ for i = 1,2, . . . ,M (δ) and with η chosen as above. We will integrate in (14) over each E η i and sum the results so that we can use the normals N to each T i to approximate the normals n to A ∩ E η i . However, we need to bound how much "overlap" there is between the E η i 's so that the integral over the collection {E
We do this in the following way, noting that since A ⊂ ∪ 0,2R) , we can apply (15) above (see Figure 12 ). 
But this implies that |g(w) − g(z)| < αδ ≡ .
We pick δ small enough so that letting η ≡ √ αδ, we still have η ≤ η * /4 from above. Then
as α,δ → 0. Lastly, we have
as α,δ → 0.
By the geometric definition of the derivative [8] , we observe that A ∩ E η i is contained in a cone K i centered on x i and T i of max height 2 (at a distance δ from x i along T i ) and angular width 2θ (see Figure 13 ).
Note that the image is not drawn to scale since δ η .
(a)
We now specify the manner in which we cover A with disks, and thus with E η i 's. We wish for the "overlaps" of the E η i 's to contain at least an η/2-neighborhood of A, and we want
By choosing δ small enough, we can arrange each E η i so that it intersects with its neighbors only in the 2η-squares on each end of each rectangle E η i (see Figure 14) . More precisely,
Thus sending δ to 0 will send the total area of the pairwise "overlap" of the E η i 's to 0 faster than the area of the collection {E 
where Ω ≡ {E
since I is some fraction 0 ≤ λ ≡ λ(δ) < 1 of the same integral taken over the whole (finite) collection {E
. Based on the argument just given, λ → 0 as δ → 0.
(a) We now wish to find bounds on f by showing that the normals to A ∩ E η i
converge to the normals to T i as δ → 0. The key lemma here is as follows: Lemma 6.1. Let > * > 0 and let K i be the cone of angular width 2θ centered on x ∈ T i containing A ∩ E η i . There exists a cone C * i such that we may translate it (without tipping) along A ∩ E η i so that A is contained inside C * i for all points of A within δ * < δ of its center point (see Figure 15) . Proof. Let δ > 0 be as above and w,z ∈ A ∩ E i . Then from the uniform continuity of Dg, we find that |w − z| < δ implies ∠(D w g,D z g) ≤ 2θ, that is the angle between D w g and D z g is bounded by 2θ, which defines the angular width of K i . Thus the normals n to A∩E i can only deviate from the normals N to T i by at most θ = tan −1 ( δ ). Now, let a ∈ A ∩ E i and let N (x) be the normal to T i containing a. Pick a point z = (x,t) ∈ N (x), where t ≤ and draw the line segments through z on each side of N (x) forming an angle θ with N (x). Without loss of generality, pick one of these segments and label its intersection with A asâ ∈ A∩E i . We find, from the above argument, that n(â), the normal toâ, cannot deviate from its corresponding N (x) by more than θ, and thus ∠ (D a g,Dâg) ≤ 2θ. But this implies thatâ must be inside the cone C * i centered on a whose center line l is parallel to T i . Letting z = (x,t) be any point along N (x) with t ≤ , we find that the correspondingâ ∈ C * i , which proves the assertion. We observe that from (17), as δ → 0, θ also goes to 0.
(b) As shown in Figure 15 , using our lemma we wish to bound f (z) for z = (x,t) ∈ E η i such that x ∈ T i and t ∈ [−η,η] is the distance to x in the direction of the normal N (x) to T i . But if we translate C * i to each z ∈ A ∩ E η i (keeping its center line l parallel to T i ), we find (with 0 ≤ θ < π/2)
Here, z * = (x,t * ), where t * represents the distance from z = (x,t) to a ∈ A along the normal N (x) instead of the distance to x ∈ T i . The actual distance t to T i is either t * + β or t * − β, where 0 ≤ β ≤ , depending on what side of T i a is and since A is contained in
Figure 15: Translating C * i along A so that line l is always parallel to T i and t * is the distance from z to a. Now, we wish to integrate 1/|f (z)| over [−η,η] , with η being measured from T i , but to use our bound in (18), we make the substitution z * = (x,t)±(0,β x ), with t * = t ± β x , so that dz * = dz and dt * = dt. Note that the points (x,t) and (x,t * ) represent the same point in R 2 , but when integrating, we will have different bounds in the integral since our datum is different if our point a ∈ A is not also in T i , that is if a = x. Therefore, in the case when a is above T i , we let our bounds beη
, where β x depends on x ∈ T i . In the case when a is below T i , we haveη + x = η + β x and η − x = −(η − β x ) (see Figure 16) . In either case, we are integrating over the same interval. Since all terms in (18) are positive, this will be greater than integrating over t ∈ [−(η − ),η − ] and less than integrating over t ∈ [−(η + ),η + ], and we have
where k = 1,2,3, . . . . Similarly, η may be normals to A that intersect more than one T i with the result that a "double-counted" length of at most 2η will be included in the sum above for each T i . For a given δ, this error term is bounded by 2M (δ)η. Yet we know that η goes to 0 faster than δ goes to 0 (thus while M (δ) < ∞). Therefore, this error term vanishes as δ gets small enough, and we have that {S n } → H 1 (A).
Letting n → ∞ above amounts to letting δ → 0, which forces θ, λ → 0 by our construction above. This gives
Thus we have shown that
7. Using an analogous reasoning with the bound in (19), we obtain the desired result.
Remark 6.1. The next reasonable step is to consider whether Theorem 6.1 holds for rectifiable boundaries. While it holds for polygonal boundaries, a relatively simple example shows that simply being rectifiable is not enough (see the Appendix). What about for the boundaries of closed sets of finite perimeter? This question is more delicate and seems best to start with closed connected sets of finite perimeter, whose boundaries are also connected, such that the topological boundary equals the measure theoretic boundary. Let E be such a set. By Theorem 2.7 in [1] , we see that if B(x,r), r > 0, is a ball centered on x ∈ ∂E, then ∂E ∩ B(x,r) must be quasi-graph like. That is, ∂E comes into the ball once, passes through x, and leaves the ball once. A sensible next step is to prove Theorem 6.1 holds for such a set E whose boundary is locally Lipschitz, i.e. locally ∂E is the graph of a Lipschitz function. We leave this for future work.
Appendix
Example 7.1. Here we construct an example that shows that Theorem 6.1 does not hold in general for sets with rectifiable boundaries. Let S be the open unit square in R 2 and let B(r) be the disc of radius r > 0. First, we construct a sequence {r m } with the property such that
Start with {s k } = We continue in this way, skipping first one point of {s k }, then two, then three, and so on, so that {r m } = . Observe that picking any subsequence {r m j } ⊂ {r m } also has the above property. Now, we enumerate the rational points in S as {q j } ∞ j=1 , pick the first rational point q 1 , and draw the closed disc B(q 1 Continuing in this way, we construct a set B such that S ⊆ clos(B) and ∂ * B ≡ ∪ ∞ i=1 C i , where ∂ * B is the reduced boundary of B.
Lastly, we pick a point x on any circle C i , pick r m j smaller than the radius of C i , and draw B(x,r m j ). We know by construction that B(x,r m j ) ∩ C k = ∅ as long as i ≥ j, except when k = i. Therefore B ∩ B(x,r m j ) ∩ B(q p , r mp ) is either B ∩ B(x,r m j ) or it is the empty set so long as p ≥ j and p = i. We see that the density ratios computed to get the approximate normal are perturbed only by discs of radius r m j+n , where n ≥ 1. Using our subsequence {r m j } and the property of our ratio above, we have that Letting m j → ∞, we see that x is on the reduced boundary of the set of circles ∪ ∞ i=1 C i since there exists an approximate normal there. By construction, B is a set of finite perimeter and is thus rectifiable by Theorem 5.15 in [1] . Thus every point in S is a limit point of ∪ ∞ i=1 C i , which implies the distance function from any point in S to ∪ ∞ i=1 C i is 0 and Theorem 6.1 does not hold.
