We present an Associative-Commutative unification algorithm and its implementation in the C language . The main point is that both the specification and the program are based on solving systems of equations . Benchmarks are proposed for evaluating the performance of the implementation of this algorithm . They demonstrate improvements not only in time and space but also in size of the complete set of unifiers generated .
f (x, x, x) _' f (u, v, w, y) f (u, u, u) =?f (x, v, w, y) S = f (v, v, v) = f (u, x, w, y) f (w, w, W)= ? f (u, v, x, y) f(,,, y, y) = ? f (u, v, w, x) is solved as a whole in less than 0 .01 seconds by our implementation, whereas the sequential method, solving one equation after another, begins by solving the first equation which has more than a million minimal solutions and requires 424 seconds to be solved . In this case our approach demonstrates its efficiency and makes such difficult unification problem tractable .
For the system s, __ f(x, u) = f (y, v, r) f(x,y) = f (u,v) the situation is different . The system is quickly solved either using a sequential or system solving implementation . But the complete sets of AC-unifiers that are generated are quite different . For the sequential algorithm 45 solutions are generated, but solving the system as a whole returns a complete set of AC-unifiers consisting of only one element . The gain is now on the cardinality of the complete set of AC-unifiers generated and this is also of central importance for all the applications using AC-unification . Our implementation, written in C, has been designed in a modular way in order to be easily reused in large software systems such as theorem provers or programming language interpreters . It is available at no cost from the authors as a part of a more general constraint solving environment called UNIF and currently encompasses also ACmatching and unification in finite algebras .
The paper is structured as follows . After this introduction, section 2 presents briefly the main operations needed for performing AC-unification . AC-mutation is presented in section 3 and section 4 is devoted to the solving of systems of Diophantine homogeneous and linear equations . The generation of complete set of AC-unifiers from the minimal solutions of Diophantine equations is recalled in section 5 . The main internal features of our implementation are presented in section 6 . The benchmarks are presented in section 7 and given in appendix . The interpretation of the results is given in section 8 . We finally conclude in section 9 .
. AC-unification
Before presenting the AC-unification algorithm working on systems Kirchner (1989) , we first present our notations : they are consistent with Jouannaud & Kirchner (1991) where the reader can find a general survey on unification . Given a set X of variables and a set F of function symbols, the algebra T(F, X) is the set of terms built over F and X . A substitution is a mapping from variables to terms, which is extended to a total mapping on all terms in T(F, X) . It is denoted by (x1 '-• t1), . . . , ( x"~--+ t") . A multiequation is a nonempty multiset of terms, a system of multiequations is a multiset of multiequations and a disjunction system is a multiset of systems of multiequations . A multiequation e = { t l , . . . , t, J is also denoted by t 1 = 7 . . = 7t,,, . We denote =E the smallest congruence on the set of terms generated by a set of equational axioms E .
For an equational theory E, a substitution a is an E-solution of :
a multiequation e if o'(tl) =E v(t2) for all t l and t2 in e, a system of multiequations S if o is a solution of each multiequation in S, a disjunction system U if a is solution of, at least, one system in U.
In this paper, we are interested in associative-commutative theories consisting of the following axioms :
(x+y)+z=x+(y+z) x+y=y+x
We consider that the set of symbols is such that F = Fd U FAC where Fd is a set of free function symbols and FAC the set of AC-function symbols . In order to solve a system of multiequations, we introduce three main processes : decomposition which, when possible, simplifies multiequations without considering axioms, merging, which groups together the constraints on the same variable, and mutation, which transforms certain systems into disjunctions of systems using AC-axioms . This is an instance of a general schema presented in Kirchner (1985) , generalized and intensively used in Jouannaud & Kirchner (1991) . We now summarize the approach and develop the specific point of AC-mutation .
.1 . DECOMPOSITION
This transformation decomposes two terms having the same free head symbol into a system of multiequations using the following rule : where the xi E X and tj , ti, tz E T(F, X) . A system consisting of multiequations of type 1 and 2 is called a fully decomposed system . Since AC-theories are strict (or simple) Kirchner (1985) , (Burckert et al. 1989) , solving such systems is straightforward . The problem is to transform a system of type 3 into an equivalent disjunction of fully decomposed systems (if it exists) . This transformation is called AC-mutation and will be discussed below .
It is important to be able to treat theories with several AC and free symbols . Based on previous works on combination of unification algorithms Kirchner (1985) , Yelick (1985) , Herold (1987) , Schmidt-Schauii (1990) , Boudet (1990a) , one can build a mutation operation for a combination of AC-theories from the mutation operations of the elementary subtheories .
This is specially easy in the case of regular collapse free theories which is precisely what AC-theories are . In this case, let A + ,, . . ., A+ . be n AC (elementary) theories and FAC = {+ ill < i < n} . The problem is to build an AC-unification algorithm for the theory A = A + , U • U A+" when unification algorithms are given for each AC-theory A+, (i E [1 . .n]) . This is achieved by extracting from a system S built over T(FdUFAC, X) all maximal (for the subset relation) pure subsystems : S+, (1 < i < n) such that S+i is a submultiset of S built over +i and variables.
Since this is fully described in Kirchner (1989) Given an AC-mutation algorithm for each AC-theory A+, (i E [1 .
.n]) (this will be the subject of the next section), the algorithm FULL-DEC described in Figure 1 proposes a control to transform any system in the AC-theory A = A+, U . . . U A+" with free symbols, into a fully decomposed disjunction system . A rule-based description of the actions of this algorithm is given in Boudet (1990b) and Jouannaud & Kirchner (1991) . A more general class of controls, suitable in particular for AC-unification is given by Boudet (1990b) .
We will carry out the following example in the rest "of this paper . In the section on AC-mutation, we will show how to solve S+ and S* .
.5 . DETECTION OF CYCLES
The last step of our algorithm consists in checking if a fully decomposed system contains a system x1='? t1 i • • •, x"='t" such that : xi E Var(t ;_ 1 ) for i such that (2 < i < n) and, x1 E t,, . In this case, the system does not have a finite AC-unifier . x='f(y, z) y= ? g(x) z=?h (t, u) contains the cycle x= ? f (y, z), y='g(x) .
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As we have seen in the previous section, it is sufficient to know how to compute the mutation operation for a pure AC-system, that is a system built over variables and only one AC-operator . We summarize in this section how this mutation is performed in our implementation .
We consider systems, called AC-systems, of the form :
in T({+}, X) where + is an AC-function symbol . First, an AC-system is flattened, simplified and transformed into a system of homogeneous linear Diophantine equations (in short Diophantine system) which we know how to solve . Then, the minimal solutions of the initial AC-system are computed as certain combinations of the Diophantine system minimal solutions, as explained in Section 5 .
.1 . FLATTENING
The flattened form of a term t in T({+}, X) is x1 *x2 * . *x" where the xi(i E [1, n]) are the variables occurring in t . Formally the flattened form of the term t is defined as FF(t1 + t2) = FF(t1) * FF(t2) and FF(x) = x if x is a variable . Note that (X, *) is a commutative monoid whose identity is denoted A . For example, x * x * z * w is the flattened form of x + ((x + z) + w) .
can be reduced to solving systems of homogeneous linear Diophantine equation whose coefficients are (a ; )iE[1 . .m] and (-bk)jE[l . .p] and then combining their minimal solutions . In other words, solving linear Diophantine systems of equations is only one part of the problem . The second important one is to properly combine its solutions . Here, we just show the transformation on the following example . 
Solving systems of homogeneous and linear Diophantine equations
We solve the Diophantine system as in real or rational vector spaces using the Gaussian elimination method . Recently, direct solving of systems of two Diophantine equations Romeuf (1989) or of an arbitrary number of Diophantine equations Contejean & Devie (1991) , Domenjoud (1991) , Pottier (1991) , have been proposed . They are in general quite more efficient than the method described below that we give here since it is easy to understand and is the first one we implemented . It has been given first and independently in Adi (1988) and Kapur (1989) .
Let AX = 0 be the Dio hantine system to be solved where A = ai . )j E[l . nl is an P ( 7 iE[l . .ml m x n integer matrix and X = (xi)iE[1 . .n] are the distinct variables of the system . The first step consists in triangulating the matrix A which depends on the values of m and n . In other words, after applying the following algorithm on the matrix : are null, the system is reduced to n -1 equations by eliminating the m -n + 1 last equations . Henceforth, we suppose that m < n and start to solve the last equation (m), which has less variables . In order to solve this equation, the variables with negative coefficients are transferred to the other side of the equation to obtain a Diophantine equation . If there is no minimal solution to this equation, the process is stopped with no solutions to the system . Let 81, . . . , sk E N n-m+1 be the minimal solutions of the Diophantine equation . A solution has the general form :
where yj E N .
Hence the ith element of the vector (x,n , . . . x n ) can be written :
Elsewhere, we have for each equation 1 (1 = 1, . . . , m -1) : The process is performed until all equations are exhausted . Then the solutions can be easily deduced from variables 111 . . . . Yk by the relation (x m , . . . , xn) = F'=1 yj sj and x 1 , . . . , x,,,_ 1 from x,n , . . . , x n by the triangulated matrix . Using this process, the set of solutions obtained is not minimal . Thus, at the end of the process, all non minimal solutions are eliminated to get the minimal solution set .
We solve the system given in the previous example . Three nonminimal solutions are eliminated to get the minimal solutions set .
xl X2 X3 x4  0  3  1  2  1  1  1  1  3  0 2  1 This process terminates, since the number of equations decreases at each step and since the set of minimal solutions of a homogeneous linear Diophantine equation is finite .
. Combining solutions of Diophantine systems
Combining solutions is the other expensive part of the AC-mutation . This allows to compute the AC-solutions from the minimal solutions of the Diophantine system . Let s1, 82, . . . , sk be the minimal solutions of the Diophantine system such that si = (s, , . . . , si) where n corresponds to terms t1, t2, . . . , t o of the AC-system . New variables z1 i z2, . . .,zk are associated to $1, S2, . . .,Sk . But sl is not a strictly positive solution . Hence, xl = A, where A satisfies A + t = t + A = t, which is not allowed in AC-unification (this is a main difference with ACIunification) . This brings to the combination of such solutions with others in such a way that none of the components of a solution is empty. .n] is decomposed, merged and ACmutated again until we have a disjunction of fully decomposed system (which may be empty) . Finally, the set of substitutions associated to all fully decomposed systems is a complete set of AC-unifiers (very often, it is the minimal set) . Combining solutions of Diophantine systems is described in details for example in Adi (1991) .
Implementation
First of all, let us outline the data structures of term, equation and system enabling us to express efficiently the transformation rules and AC-mutation given in sections 2 and 3.
A term is represented by a tree with some additional information about its type . Nodes of trees are accessed using pointers in order to have efficient operation for : flattening terms, merging and splitting terms, extraction and insertion of subterms, searching for variables and constants in terms .
A multiequation is represented as 3-tuple e =< Ve, Me, De > consisting of three lists ; a list Ve of its variable, a list Me of its terms with AC head symbols and a list De of its non variable terms with free head symbols . This structure exploits the fact that AC-mutation, decomposition and merging operations are independently performed . Notice that under some constraints, we can perform decomposition and mutation in parallel on the lists of this structure . Finally, a system is simply represented as a list of multiequations . All these structures can be easily modified to incorporate additional features if needed by the user application .
Of course, data structures alone do not ensure efficient implementation . Many other ideas are used, for example the technique for computing the correct combinations of the diophantine solutions, which is one of the most expensive parts of the algorithm . Instead of working on the matrix of diophantine solutions, we work on a matrix of bits having the same dimensions . The result of a logical "and" between lines considered in this matrix is a word of n bits where n is the numbers of columns of the matrix . Since we search for a strictly positive diophantine solution, we have to test if this word, considered as a binary number, is equal to 2 n -1 . In this case we construct the corresponding system of multiequations . The inspiration to use this bit representation comes from Alexandre Boudet who proposed an implementation of AC-unification Boudet (1991) based on solving diophantine systems using the approach of Contejean & Devie (1991) , ) .
Since AC-theories are strict, the detection of cycles is done on fully decomposed systems as follows : we first test if there is no variable occurring both in the left and right hand side of the system (which is often the case), otherwise we use the standard method based on topological sort as described, for example, in Kirchner (1989) .
Several reasons lead us to choose the language C . The main ones are its portability, its flexibility and its efficiency. Moreover, since reusability is also one of our requirements, C is clearly the simplest and most universal choice even if currently C++ may be now a good choice too . For example, our implementation is used from the CAML environment in the software system ORME developed by P ._Lescanne in order to perform AC-completion of term rewriting systems Lescanne (1990) .
The choice of C has of course some drawbacks that have to be managed : since we are using dynamic structures, an appropriate garbage collector has to be implemented . However, we implement a collector mechanism allowing us to reuse the structures without recreating them when possible . The memory allocated to structures for building a first unifier is reused for a second one after keeping them in appropriate lists of available terms, equations and systems . This allows to avoid rebuilding the appropriate structure and in reusing the appropriate structure one has only to fill in the appropriate fields . Of course if one of these lists is void, we have to allocate the necessary memory and to keep it in appropriate lists for the next unifier .
Some implementations of AC-unification make the assumption that the application calling it is responsible for building the terms and substitutions from informations provided by the AC-unification program . On the contrary, in our current implementation the unifiers are indeed constructed, thus enabling the user to use directly (and maybe destructively), without further processing, the results (i .e . the unifiers) in its application .
Benchmarks
To test our implementation, in addition to Stickel's classical algorithm we have chosen to implement the recent algorithm of Lincoln & Christian (1990) which obviates the need to solve homogeneous linear Diophantine equations for linear equations .
The tables presented in the appendix gives the performance of our implementation of C . Kirchner's algorithm Kirchner (1989) , Kirchner (1985) (column CK), M . Stickel's algorithm Stickel (1975) , Stickel (1981) (column MS) and Christian and Lincoln's algorithm Lincoln & Christian (1990) (column CL). The first and second column give the unification problems as they appear in (Burckert et al. 1988 ) (f and g are AC-function symbols, p, q, r, . . ., z are variables and a, b, c, d, e are constants, terms are written in flattened form) . The # columns give the cardinality of the complete set of AC-unifiers that is obtained . For problem limited to one AC-equation there is the same number of solutions for the three approaches and same running time for CK and MS. Times are given in seconds on a Sun Sparc2 workstation with 28 Mbytes of RAM .
Interpretation
Considering the result of the benchmarks and of our experiments, how does the systemsolving approach compare with previously proposed equation-based approaches?
The most obvious improvement concerns the efficiency of non-trivial AC-systems solving . First on running time : for example, CK requires 0 .9 seconds for computing a complete set of solution for acuni-S9 while MS and CL systems require respectively 10 .1 and 10 .8 seconds . The second main efficiency improvement (and may be the most important one) is due to the fact that the system solving approach delivers complete set of AC-unifiers that is smaller than the standard approach . The system acuni-S20 :
f (x, y)= ?f (u, v, 9) f (x, u, z)=' f (y, v, r) is typical of this situation where the sequential approach provides 6839 solutions with at least 6732 unnecessary non minimal solutions . The second major improvement concerns feasibility . For problems like acuni-SS5, only 0.02 seconds is needed for CK but for solving only the first equation, 424 seconds are needed for MS, and the other equations are still to be solved after replacement . Now, if we consider the acuni-SS6 and acuni-SS7 examples which take at most 0 .03 seconds, a sequential method will start to solve the first equation which is proved by Domenjoud (1989) to have 34 .359 .607 .481 minimal unifiers, and thus the resulting system is clearly untractable using today's computers . Another advantage is that the (minimal) solutions of a system are computed directly . In a sequential approach, intermediate terms have to be built and are only used to compute the solutions of a derived equation . Then they are thrown away, implying the need for more memory management and garbage collection .
Currently the most unsatisfactory part of the system solving approach concern systems where no or few variables are shared between the equations . If we take acuni-S16 :
f(x, y)= ? f(u, v) f (x, z, t)= 7 f (r, s, p), a closer look to the different tasks of CK shows that it takes 3 seconds to test unnecessary combinations because of the sparse matrix solution of the Diophantine system .
Finally let us note that the order in which equations are solved is quite important in MS and CL: acuni-S11 and acuni-S12 are the same system but don't yield the same complete set of solutions and running time .
Conclusion
We have implemented the AC-unification algorithms proposed by Jim Christian and Patrick Lincoln, by Claude Kirchner and by Mark Stickel . We have also proposed benchmarks for testing unification of systems of AC-equations .
Our conclusion is that the system-solving approach is in all cases clearly more efficient in time, space and in the size of the complete set of unifiers generated . But this can still be improved since for systems sharing few or no variables, the matrix of minimal solutions of the associated Diophantine system is sparse . In this case a lot of combinations of minimal Diophantine solutions are unnecessary . We are currently improving the combination algorithm in such a way that it detects, a priori and as much as possible, these unnecessary combinations.
. Benchmark tables
The #DS : num comment in the tables below means that one of the diophantine equation system needed for solving the AC-system has num minimal solutions . When num > 20, computing all the 2"°" different combinations is quite expansive and can be done only on request . The time indication in this case corresponds to the elapsed time until the process has encountered this problem and has been stopped . Let us first begin with benchmarks on AC-equations : 
