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This theoretical paper offers an explicit expression for the binding energy of excitons in a two-
dimensional semiconductor with a flat valence band. The formula has been derived quasiclassically
assuming that the exciton is tightly bound; i.e., its ground-state radius is determined by the intrinsic
polarizability of the semiconductor rather than by the dielectric properties of the environment. The
model is relevant to a few two-dimensional semiconductors discovered recently, including distorted
1T-TiSe2, with a supposedly unstable electronic ground state. The valence band flatness reduces
the exciton binding energy, which also may have an effect on the phase transition to an excitonic
insulator.
I. INTRODUCTION
Two-dimensional (2D) semiconductors demonstrate
optical and electronic properties qualitatively different
from their three-dimensional (3D) parent crystals due
to the crystallographic symmetry changes, ultimately
strong electron confinement within a 2D plane, and ab-
sence of internal volume resulting in a great exposure to
the environment.1–3 The latter offers an interesting op-
portunity to tune Coulomb interactions inside 2D semi-
conductors just by changing the surrounding media.4–7
The simplest way to see this effect is to measure the op-
tical absorption governed by excitons — the electron-hole
(e-h) pairs bound together by Coulomb forces.8 The ex-
citon binding energy determines the strongest peak in
the absorption spectra. Since the dielectric screening in
2D semiconductors can be greatly reduced, the exciton
binding energy may reach hundreds of meV.9–14 Despite
having such high binding energy, the corresponding qua-
siclassical radius of the ground-state orbital7,15 remains
about 1 nm — still substantially larger than the lattice
constant of the order of 1 A˚. Thus, such excitons can be
regarded as Wannier-Mott excitons, sometimes referred
to as tightly bound 2D Wannier-Mott excitons11 to em-
phasize the strong binding of the e-h pairs involved.
Relying on the effective-mass approximation and
hydrogen-like model, the exciton spectrum can be writ-
ten as a conventional 2D Rydberg series given by En =
−Eb/(2n+ 1)2, n = 0, 1, 2..., where the binding (ground
state) energy Eb = |En=0| reads
Eb =
2h¯2
µa2B
. (1)
Here, aB = ǫenvh¯
2/(µe2) is the effective Bohr radius, ǫenv
is the relative dielectric permittivity of the environment,
e is the elementary charge, µ is the reduced e-h mass,
and h¯ is the Planck constant. Equation (1) shows that
the binding energy rapidly increases when screening is re-
duced (ǫenv → 1), and the excitons become tightly bound
(small aB). One can imagine a set of parameters when
the binding energy exceeds the fundamental band gap
that leads to the ground-state reconstruction,16,17 and
the semiconductor becomes a so-called excitonic insula-
FIG. 1. The valence band dispersion contains a term pro-
portional to (k/k0)
p, p >> 2, where k0 is the typical radius
of the flat region in the momentum space. The conduction
band dispersion remains parabolic and allows for an effective-
mass description. The exciton is characterized by the binding
energy Eb and the effective Bohr radius aB. (a) A weakly
bound exciton corresponds to the case aBk0 ≫ 1 when the
effective-mass approximation applies. (b) Once aBk0 ∼ 1 the
effective-mass approximation fails for the valence band and
the nonparabolic term must be taken into account.
tor predicted a half a century ago.18,19 Much later, the
experimental evidence of this phenomenon was found in
several bulk semiconductors.20–24 The advent of 2D semi-
conductors and heterostructures reignited the interest of
experimentalists25 and theoreticians26,27 in 2D excitonic
insulators. Inspired by the recent advances in the field
we address the relevant question: What limits the bind-
ing energy of a tightly bound 2D Wannier-Mott exciton
from above?
The first limitation is obvious: Once the exciton radius
aB becomes comparable to the lattice constant the very
Wannier-Mott picture becomes inapplicable, setting the
minimal aB to be about a few A˚. Assuming a typical µ
2to be of the order of 0.1m0 (m0 is the free electron mass)
we obtain the maximum Eb well above 1 eV. Such high
binding energy has never been detected in 2D semicon-
ductors despite using different substrates to reduce the
screening.7,14 The second limitation is less obvious but
also well known: The interaction forming an e-h pair in
the 2D limit is not Coulomb-like, −1/r, but rather log-
arithmic, ln(r/rs), where rs > r is the screening length
determined by the intrinsic polarizability of a semicon-
ducting layer.28 Hence, the exciton binding energy in a
polarizable semiconductor diverges slower than 1/a2B ini-
tially suggested by Eq. (1). The upper limit for the
binding energy of a tightly bound 2D Wannier-Mott ex-
citon is therefore a few hundreds of meV for typical rs
value of about 5 nm.29
There is, however, the third limitation that we are now
focusing on. The effective-mass approximation is appli-
cable only in the very vicinity of the band extrema. Once
the exciton radius aB becomes so small, that the states
with momenta beyond this vicinity start contributing to
the exciton ground state, the effective-mass approxima-
tion obviously fails. To be specific, we define a charac-
teristic wave vector, k0, that separates the states with
k < k0, where the effective-mass approximation is still
applicable, from the states with k > k0, where the band
dispersion becomes nonparabolic. Figure 1 demonstrates
a simplified version of such a band structure. The valence
band is shown to be relatively flat, so that the reduced
effective mass is mostly determined by the conduction
band as long as k < k0. At k > k0 the valence band dis-
persion drops much faster than −k2, which drastically
changes the exciton binding energy once a−1B becomes
comparable with k0.
In what follows, we derive the exciton binding energy
quantizing e-h motion quasiclassically. We explicitly in-
clude all three parameters discussed above: aB, rs, and
k0. The result given by Eq. (18) is relevant, in particular,
for distorted 2D 1T-TiSe2, where k0
√
aBrs/2 ∼ 1.
II. EXCITONIC BOUND STATES
To derive an explicit expression for the exciton spec-
trum we employ the Bohr-Sommerfeld quantization rule
known to be applicable to dynamical systems in which
trajectories are closed, no matter which dispersion the
involved particles obey.30–33 An e-h pair is assumed to be
created by absorbing a single photon thanks to the direct
interband optically-allowed transition. An electron and a
hole are moving in opposite directions with the same ab-
solute value of their momenta, ke = kh = k, so that the
exciton does not move as a whole. The electron energy
then reads Ee =
h¯2k2
2me
, where me is the effective electron
mass, and the hole energy is given by Eh =
h¯2k2
2mh
+β
∣∣∣ kk0
∣∣∣p,
where mh is the effective hole mass, and β, k0, p≫ 2 are
the valence band parameters describing its flatness. The
total energy of the e-h relative motion reads
E =
h¯2k2
2µ
+ β
∣∣∣∣ kk0
∣∣∣∣
p
− V (r), (2)
where µ = memh/(me + mh) is the reduced mass, and
V (r) > 0 is the e-h interaction with r being the e-h dis-
tance. We could also assume that me ≪ mh and, hence,
µ ∼ me because electrons are usually much lighter than
holes, as depicted in Fig. 1, but this assumption is not
necessary. The exciton bound state energy is negative
so that E = −|E|. The wave vector consists of the ra-
dial (kr) and tangential (kϕ) components, k
2 = k2r + k
2
ϕ.
The latter is quantized in terms of the magnetic quan-
tum number m = 0,±1,±2... as kϕ = m/r. The ra-
dial component is quantized using the Bohr-Sommerfeld
quantization formula that in our case reads
rn∫
rm
drkr = π(n+ γM ), (3)
where rm, rn are the quasiclassical turning points, n =
0, 1, 2..., is the radial quantum number, and 0 ≤ γM < 1
is the Maslov index.34 We assume that the band structure
is topologically trivial and set γM = 1/2. Furthermore,
we simplify the problem considering solely s excitons with
zero angular momentum (m = 0) relevant for one-photon
processes. This simplification makes the region near r =
0 quasiclassically accessible so that rm = 0 for any n.
Since p≫ 2 the first term dominates in Eq. (2) at k < k0,
whereas the second term skyrockets at k > k0. Hence,
the wave vector as a function of r can be approximately
written as
kr ≃ k0 θ [V (r)− Ek0 − |E|] +
√
2µ
h¯2
(V (r) − |E|)
×{ θ [V (r) − |E|]− θ [V (r) − Ek0 − |E|] } , (4)
where Ek0 = h¯
2k20/(2µ), and θ[x] is the Heaviside step
function: θ[x] = 0 at x < 0, θ[x] = 1 at x > 0. This
approximation shrinks the set of band parameters to the
reduced mass µ and the size of the valence band flatness
region k0. The major merit of the quasiclassical model
is that it remains analytically tractable for any explic-
itly given e-h potential V (r); however, we first focus on
the Coulomb interaction to qualitatively understand the
influence of the band flatness on the exciton spectrum.
A. Coulomb interaction
Here, we set
V (r) =
e2
ǫenvr
(5)
so that rn = e
2/(ǫeff |E|) and rm = 0 for s states. The in-
tegral in Eq. (3) can be taken easily, and the quantization
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FIG. 2. The exciton binding energy Eb is plotted in units
of Ek0 =
h¯2k2
0
2µ
as a function of aBk0. The latter is tuneable
through the dielectric permittivity ǫenv. The red (solid) curve
is given by the exact solution of Eq. (6), the blue (dashed)
curve is the approximate low-energy (or strong-screening) so-
lution given by Eq. (8), and the green (dotted) curve is the
hydrogenic solution given by Eq. (1). The inset shows the
relative level spacing computed directly from Eq. (6). The
valence band flatness reduces the absolute value of the exci-
ton binding energy and changes the relative level spacing in
the spectrum.
condition reads
π
2
− arctan
(√
ε
2
− 1
2
√
ε
)
= πaBk0
√
ε
(
n+
1
2
)
, (6)
where ε = |E|/Ek0 is the dimensionless energy we are af-
ter. This equation is used to calculate the exciton binding
energy and excited spectral lines depicted in Fig. 2 by
red color.
In the low-energy limit ε≪ 1 (equivalent to the rather
strong screening aBk0 ≫ 1), the arctan term allows for a
Taylor expansion as
arctan
(√
ε
2
− 1
2
√
ε
)
= −π
2
+ 2
√
ε− o3/2(ε). (7)
Combining Eqs. (6) and (7) we reproduce the Rydberg
series shifted by 4/(πaBk0) as
En = − 2h¯
2
µa2B
1
[2n+ 1 + 4/(πaBk0)]
2
, aBk0 ≫ 1.
The binding energy can be then written as
Eb =
π2h¯2k20
8µ
1
(1 + πaBk0/4)
2
, aBk0 ≫ 1. (8)
In contrast to Eq. (1), the finite k0 formally regularizes
the divergence at aB → 0. In the limit aB → k−10 , Eq.
(6) allows for an exact solution given simply by Eb =
Ek0 . The limit aBk0 ≪ 1 does not make much sense
as it implies that the exciton size becomes comparable
or even smaller than the lattice constant, making the
Wannier-Mott picture invalid. It is, however, instructive
to consider this limit from the formal point of view (see
Appendix A).
The valence band flatness influences the excited states
as well. Similar to the nonlocal screening and Berry
curvature35 in 2D WSe2 and WS2, the band flatness
shifts the excited states towards the ground-state energy
level, reducing the level spacing between the binding en-
ergy and excited spectral lines. Figure 2 (inset) demon-
strates how the energy spectrum changes once aBk0 is
shifted from 10 to 1.
B. Non-Coulomb interaction
It is known for decades that the e-h interaction in thin
semiconducting layers does not obey Coulomb’s law.36,37
Some recent derivations6,38–40 of the 2D e-h potential
mostly rely on a finite extension of the semiconductor
layer (or layers) in the vertical direction and let this thick-
ness vanish in a 2D limit. The problem is that the result-
ing screening radius turns out to be proportional to either
the layer thickness38 or the layer separation6 and there-
fore formally vanishes in the 2D limit. Since our semicon-
ductor is assumed to be perfectly two-dimensional, this
approach does not make much sense here. We therefore
find it more practical to consider the 2D limit from the
very beginning. Here, we take into account the intrinsic
polarizability28,39 of a 2D semiconductor that induces a
charge density given by nint = χδ(z)∇2φ(r, z = 0), where
φ(r, z) is the electrostatic potential, χ is the in-plane po-
larizability, and δ(z) stands for the delta-function provid-
ing an in-plane confinement. In addition to that, we take
into account the out-of-plane polarizability (denoted as
ζ) due to the dielectric substrate.39 The charge density
induced by the out-of-plane polarization then reads
nenv = −ζδ(z) ∂
∂z
φ(r, z). (9)
The relation between ζ and ǫenv is given by
ǫenv = 1 + 2πζ ≡ ǫabove + ǫbelow
2
, (10)
where ǫabove = 1 and ǫbelow = 1 + 4πζ are the relative
dielectric permittivities above and below the 2D semicon-
ductor layer, respectively. These settings imply that our
2D semiconductor is placed on a dielectric substrate with-
out cover. The two parameters ǫenv and ζ do describe the
same physical effect and their roles are interchangeable.
The external charge is pointlike, and the correspond-
ing charge density is given by next = eδ(z)δ(r). The
total charge density is ntot = next + nint + nenv, and the
potential φ(r, z) must satisfy the Poisson equation
∇2φ(r, z) = −4πntot. (11)
This equation has been solved by Cudazzo et al.,28 in
the limit ζ = 0 (no substrate). Here, we solve it at
4ζ 6= 0. We employ the Fourier transformation φ(r, z) =∫
d2qφ˜(q, z)eiq·r and rewrite Eq. (11) as(
∂2
∂z2
− q2
)
φ˜(q, z) = (12)
−4π
[
eδ(z)− χδ(z)q2φ˜(q, z = 0)− ζδ(z) ∂
∂z
φ˜(q, z)
]
.
The solution of Eq. (12) is given by
φ˜(q, z) = uqe
−q|z|, (13)
where uq = 2πe/(qǫq) with ǫq = ǫenv(1 + rsq), rs =
2πχ/ǫenv.
The resulting in-plane real-space interaction energy
reads
V (r) =
πe2
2ǫenvrs
[
H0
(
r
rs
)
− Y0
(
r
rs
)]
, (14)
where H0 is the Struve function, and Y0 is the Bessel
function of the second kind. At r ≫ rs, Eqs. (14) and
(5) just coincide, but in the opposite limit r ≪ rs the
interaction reads
V (r) ≃ e
2
ǫenvrs
[
ln
(
2rs
r
)
− C
]
, r ≪ rs, (15)
where C = 0.5772 is the Euler’s constant.
The quasiclassical ground-state radius of a tightly
bound exciton is smaller than rs, which justifies the ap-
plicability of Eq. (15) for the binding energy calculations.
We rewrite the quantization condition (3) for the ground
state n = 0 as
k0r
′
0 +
√
2
aBrs
r0∫
r′
0
dr
√
ln
(r0
r
)
=
π
2
, (16)
where r0 = 2rse
− ǫenvrs
e2
Eb−C and r′0 = r0e
− ǫenvrs
e2
Ek0 . The
integral can be taken as
r0∫
r′
0
dr
√
ln
(r0
r
)
=
√
π
2
r0 erf
(√
ln
r0
r′0
)
− r′0
√
ln
r0
r′0
,
(17)
where erf is the error function. Solving Eq. (16) with
respect to Eb we obtain the main result of this work:
Eb =
e2
ǫenvrs
(
ln
{
rsk0e
−
aBrsk
2
0
2
+
√
2rs
aB
[√
π
2
erf
(
k0
√
aBrs
2
)
− k0
√
aBrs
2
e−
aBrsk
2
0
2
]}
−C − ln π
4
)
. (18)
In contrast to the hydrogenic model, Eq. (18) suggests
a weak logarithmic dependence of the binding energy on
ǫenv. This dependence is shown in Fig. 3(a) by the red
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FIG. 3. (a) The exciton binding energy Eb as a function of
the dielectric permittivity of the media surrounding the host
2D semiconductor. We take µ = 0.1m0 (here, m0 is the free
electron mass), k0 = 0.08 A˚
−1, and rs = 5 nm in vacuum
with ǫenv = 1 (see the main text for discussion). The red
(solid) line represents the main result given by Eq. (18), the
blue (dashed) line shows what happens at k0
√
aBrs/2 ≫ 1
in accordance with Eq. (19), and the green (dotted) line is
given by Eq. (20), corresponding to k0
√
aBrs/2 ≪ 1. For
realistic parameters used here k0
√
aBrs/2 ∼ 1, so that both
approximations (19) and (20) substantially overestimate the
binding energy. (b) The characteristic lengths as functions
of the relative permittivity ǫenv: r0 is the ground-state exci-
ton radius defined in the main text, aB = ǫenvh¯
2/(µe2) is the
effective Bohr radius, k−1
0
is the band flatness parameter in-
verted, and rs = 2πχ/ǫenv is the screening radius. The model
is applicable as long as r0 is substantially smaller than rs, so
that the interaction is given by Eq. (15) rather than by the
Coulomb potential.
(solid) line. Moreover, the exciton radius r0 does not de-
pend on ǫenv at all. Hence, a tightly bound 2D exciton is
not much influenced by the environment once its radius
r0 is substantially smaller than the intrinsic screening
radius rs. In contrast to bulk semiconductors, the exci-
ton binding energy value does not tell us much about its
radius, as has already been noted by Cudazzo et al.41
The binding energy value is governed by the dimen-
sionless parameter k0
√
aBrs/2, which combines three
length scales characterizing the band flatness (k−10 ), the
Coulomb interaction strength (aB), and its screening due
5to intrinsic polarizability (rs). The typical values for
these lengths are shown together with the quasiclassical
exciton radius r0 in Fig. 3(b) as functions of the relative
dielectric permittivity ǫenv. Note that k0
√
aBrs/2 does
not depend on ǫenv because aB ∝ ǫenv, rs ∝ 1/ǫenv, and
k0 = const. At k0
√
aBrs/2 ≫ 1, we can estimate the
binding energy as
Eb =
e2
ǫenvrs
(
ln
√
8rs
πaB
− C
)
, k0
√
aBrs/2≫ 1.
(19)
This is a known relation formally obtained for tightly
bound 2D excitons a long time ago.42 The binding en-
ergy (19) still diverges at aB → 0, but, in contrast to
the hydrogenic binding energy (1), the divergence that
results in the lower values shown in Fig. 3(a) is logarith-
mic. Once k0 is finite, the binding energy given by Eq.
(18) does not diverge at aB → 0. Hence, the valence band
flatness indeed limits the binding energy from above, and
its limiting value can be written as
Eb =
e2
ǫenvrs
(
ln
4k0rs
π
− C
)
, k0
√
aBrs/2≪ 1. (20)
Equations (19) and (20) could also be derived starting
from finite p (see Appendix A for details).
Figure 3(a) shows the binding energy behavior de-
scribed by Eqs. (18), (19), and (20). In the next subsec-
tion, we find that the most relevant regime corresponds
to k0
√
aBrs/2 ∼ 1, so that one should utilize the most
complicated equation of those three to obtain a realistic
estimation of Eb.
C. Particular examples
The most studied 2D semiconductors are probably 2D
transition metal dichalcogenides (2DTMDCs) character-
ized by the ab initio calculated29 rs ∼ 4 – 5 nm and
µ ∼ 0.1 – 0.2m0 (in vacuum). Eb and aB depend on the
dielectric permittivity of the environment (see Refs. 6
and 7 for calculations and measurements, respectively).
In the most common 2DTMDCs (like MoS2, WS2, and
WSe2) the valence band flatness is negligible. However,
by playing with different transition metals and lattice
deformations one can bring the band structure to a less
boring shape. In particular, monolayer 1T–TiSe2 in a dis-
torted phase demonstrates a nearly flat valence band43–45
with well-defined k0 = 0.0785 A˚
−1 (see the Supplemental
Information in Ref. 45). The conduction band remains
rather parabolic at the scale of k0 resembling the band
structure shown in Fig. 1. An additional effect of the
valence band inversion can be absorbed into the reduced
effective mass in the first term of Eq. (2). Combining
these parameters together we find that k0
√
aBrs/2 ∼ 1;
hence the band flatness is important, and Eq. (18) ap-
plies. Another promising 2D semiconductor with a flat
valence band is the distorted 2D 1T–WTe2 recently fab-
ricated by using molecular beam epitaxy on a bilayer
graphene substrate.46 Among the 2DTMDC family mem-
bers, WTe2 is the only one for which the distorted 1T–
phase (also known as the 1T′–phase) is most energetically
favored.47 The valence band turns out to be perfectly flat
with k0 of the order of 0.1 A˚
−1. However, the conduction
band minimum is shifted away from the center of the first
Brillouin zone, resulting in a slightly indirect band gap.
Anyway, both materials (monolayer 1T′–TiSe2 and 1T
′–
WTe2) possess the band gap size of less than 100 meV
comparable with the exciton binding energy estimated
from our model. Figure 3 suggests that the binding en-
ergy may reach the size of the band gap at ǫenv <∼ 2,
corresponding to a substrate with ǫbelow <∼ 3. There is
already evidence for an excitonic insulator phase in bulk
1T–TiSe2 (see Ref. 21), and any observation of such a
phase transition in the 2D limit could be very helpful for
understanding the underlying mechanism.
The present model is also related to the tuneable ex-
citons in biased bilayer graphene. It has been theoreti-
cally shown a long time ago48 that the optical response
of this system is dominated by bound e-h states. The
electron and hole dispersions in biased bilayer graphene
are far from being parabolic and the excitons are tightly
bound: The characteristic k0 is about 0.02 A˚
−1, and the
excitonic ground-state radius r0 is about 10 nm, which
results in k0r0 ∼ 1. The exciton spectrum must be there-
fore strongly influenced by the non-parabolicity of the
carrier dispersion. The ab initio study48 accounts for
this non-parabolicity automatically and indeed predicts
strong deviations from a 2D hydrogenic model (see also
recent measurements49). Note that the present model is
not directly applicable to biased bilayer graphene because
of the deep local minima in the carrier dispersions.33
Another candidate could be thin samples of Ga2Se2 (or
Ga2S2) with a perfectly flat valence band characterized
by k0 ∼ 0.1 A˚−1 for the thickness comprising eight (or six
for Ga2S2) tetralayers.
50,51 The flatness and subsequent
valence band inversion occurring with a further decrease
of sample thickness seems to be responsible for the strong
reduction of the excitonic absorption observed recently52
in few-layer Ga2Se2. Other members of this family in-
clude Ga2Te2 and In2Se2.
50,53
III. CONCLUSION
To conclude, this study shows what to expect once
2D tightly bound excitons become so small that the
effective-mass approximation is not applicable anymore,
but the exciton size remains much larger than the lattice
constant, maintaining the Wannier-Mott character. To
quantify the effect, we have introduced the characteristic
wave vector k0 separating two regions in the first Bril-
louin zone: At k ≪ k0 the electron and hole bands can
be well described in terms of the corresponding effective
masses, whereas at k >∼ k0 the quadratic approximations
do not match the actual dispersions. The exciton behav-
ior is then determined by the ratio between k−10 and other
6characteristic lengths, such as intrinsic 2D polarizability
and effective Bohr radius. Assuming that the hole en-
ergy rapidly increases at k > k0 we find that the exciton
binding energy is reduced as compared to the limiting
case of k−10 = 0. Formally speaking, the finite value of
k−10 regularizes the formal divergence at the vanishing
effective Bohr radius. In other words, the sudden change
of dispersion at k > k0 prevents the exciton energy from
skyrocketing into the eV range even though the hosting
2D semiconductor is suspended in vacuum providing no
external screening. The model proposed can be used for
exciton binding energy estimations in several narrow-gap
2D semiconductors with nearly flat valence bands where
a phase transition to the excitonic insulator is expected.
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Appendix A: Heavy carriers
Here, we assume that p (the flatness degree) is not nec-
essarily much larger than 1, but the carriers are so heavy
that the first term in Eq. (2) can be neglected. If that
term is retained, then such a regime corresponds to the
extreme limit aBk0 ≪ 1 and is never realized in conven-
tional 2D semiconductors. It is, however, instructive to
consider this regime for the sake of completeness. After
all, the conduction band could also be flat, making this
model feasible.
The quantization condition in the case of Coulomb in-
teractions reads
k0
rn∫
0
dr
(
−|E|
β
+
e2
ǫenvβr
) 1
p
= π
(
n+
1
2
)
, (A1)
where rn = e
2/(ǫenv|E|). Integrating Eq. (A1) we obtain
the following spectrum
En = − 1[
(n+ 1/2) p sin
(
pi
p
)] p
p−1
β
1
p−1
(
e2k0
ǫenv
) p
p−1
.
(A2)
In the conventional case (p = 2) the spectrum obeys the
standard Rydberg 1/(2n+ 1)2-series. The spectrum ap-
proaches the unconventional 1/(2n + 1)-series with the
binding energy Eb = 2e
2k0/(πǫenv) as the flatness in-
creases (p → ∞). The exciton ground-state radius is
then determined solely by k0 as r0 = π/(2k0).
In the case of V (r) given by Eq. (15), the quantization
condition reads
k0
(
e2
ǫenvβrs
) 1
p
rn∫
0
dr
(
ln
rn
r
) 1
p
= π
(
n+
1
2
)
, (A3)
where rn = 2rse
− ǫenvrs
e2
|E|−C with rn ≪ rs. The corre-
sponding spectrum is given by
En = − e
2
ǫenvrs
(A4)
×
{
ln
[
4k0rsΓ(1 +
1
p )
π(2n+ 1)
(
e2
ǫenvβrs
) 1
p
]
− C
}
,
where Γ is the Euler’s gamma function.
Using Eq. (A4) it is possible to double-check our pre-
vious expressions for the binding energy. In the limit
p→∞ we have
En = − e
2
ǫenvrs
{
ln
[
4k0rs
π(2n+ 1)
]
− C
}
, (A5)
so that the binding energy is given by Eq. (20). In the
limit p = 2 the spectrum reads
En = − e
2
ǫenvrs
{
ln
[
2k0rs√
π(2n+ 1)
√
e2
ǫenvβrs
]
− C
}
.
(A6)
Assuming β = h¯2k20/(2µ), we arrive at Eq. (19) for the
binding energy.
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