Abstract. In this paper, we give an algorithm to compute the hat version of the Heegaard Floer homology of a 3-manifold. This method also allows us to compute the filtrations coming from a knot in a 3-manifold.
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Nice Heegaard diagrams
In this section, we demonstrate an algorithm which, starting with an admissible pointed Heegaard diagram, isotopes and handleslides the β curves to get an admissible Heegaard diagram which has only bigon and square regions other than the one containing the basepoint.
For a Heegaard diagram, a connected component of the complement of α and β curves is called a region. A disk region is a 2n-gon if its boundary contains n α edges. A periodic domain is a linear combination of regions whose boundary is a linear combination of some full α circles and β circles. A Heegaard diagram is admissible if any periodic domain has both positive and negative coefficients.
We call bigon and square regions good and all other regions bad.
Killing non-disk regions.
Let H be an admissible Heegaard diagram. Note that the complement of the α curves is a punctured sphere. So any region is either a disk or a (punctured) annulus. A non-disk region D has more than one boundary components, and each of them must have both α edges and β edges since H is admissible. Then we could make a finger move on the β curve to reduce the number of boundary components of D without generating other non-disk regions. See Figure 1 for this finger move operation. Repeating this process as many times as necessary, we will kill all non-disk regions.
D Figure 1 . Killing non-disk regions Here, the thicker lines are α curves, the thinner lines are β curves, and the dotted lines are fingers. After our finger move, the region D becomes a disk region.
2.2.
Making all but one regions bigons or squares. In this subsection, we just consider Heegaard diagrams with only disk regions. Note that our algorithm will not generate nondisk regions.
Let D 0 be the disk region containing the basepoint w. For any region D, pick an interior point w 1 , define the distance of D, denoted by d(D), to be the smallest number of intersection points of an arc (disjoint from α curves) connecting w 0 and w 1 , with the β curves. For a 2n-gon disk region D, define the badness of D to be b(D) = max{n − 2, 0}. For a pointed Heegaard Diagram H with only disk regions, define the distance d(H) of H to be the largest distance of bad regions. Define the distance d complexity of H to be tuple We continue to push up our finger as far as possible, until we reach one of the following:
(1) a bigon region. 
is a square and is good, we get
Note that we will not increase the distance of any distance d bad region since we do not pass any region of distance 
Case 4. Coming back to D m . This is the worst case and we need to pay more attention. We divide this case into two subcases. This subcase is indicated in Figure 7 . In this case, we see the full copy of some β curve, say β i , along our long finger. Suppose b * ⊂ β j . Note that i = j. Now instead of doing finger move, we handleslide β j over β i . This is indicated in Figure 8 .
Note that after the handle slides, we are not increasing the distance of any bad region. If we return through a k with 3 < k ≤ n.Then, instead of the finger move through a 2 , we do a finger move through a 3 (starting from b * ). If we reach one of the first three cases, we are decreasing the distance d complexity by similar arguments as before.
Suppose instead that we are coming back, say via a i . We claim that 3 < i < k. Certainly we can not come back via a 3 or a k . If i > k or i < 3, we could close the cores the two fingers to get two simple closed curves c 1 and c 2 . Then c 1 and c 2 intersect transversely at exactly one point and they are in the complement of the beta curves. The complement of the beta curves is a punctured sphere. Attach disks to get a sphere. Then as homology classes, we
. This is a contradiction. So we must have 3 < i < k. (The argument of this claim is suggested by Dylan Thurston.)
Now we do another finger move through a 4 . And contiue the same arguments. We either end up with a finger which does not come back, or we get some finger that starts at a j and coming back via a j+1 . For a finger not coming back, we reduce to previous cases and the lemma follows.
For a finger starting at a j and coming back at a j+1 , we see a full β circle. We do a handleslide as in Subcase 4.
And we end the proof of our lemma.
Repeat this process to make c d = (0). And further repeating this process will eventually kill all bad regions other than D 0 .
2.3. Admissibility. In this subsection, we show that our algorithm will not change the admissibility. There are two operations involved in our algorithm: isotopies and handleslides.
The isotopy is the operation in Figure 9 . Figure 9 . Isotopy of the β curve Let H and H ′ be the Heegaard diagrams before and after the isotopy. Suppose H is admissible. For a periodic domain in Figure 9 . So
is a periodic domain for H. Since H is admissible, φ has both positive and negative coefficients, and so does φ ′ . Hence H ′ is admissible.
Our handleslide is the one in Figure 10 . Let us make notations of the regions as indicated in Figure 10 . Suppose H is admissible.
For a periodic domain in H
after − H ′ Figure 10 . Handleslide of the β curve is a periodic domain for H. Since H is admissible, we get that φ, and hence φ ′ , has both positive and negative coefficients. So H ′ is admissible.
2.4. Summary. Thus, starting with an admissible pointed Heegaard diagram, our algorithm gives an admissible Heegaard diagram with only one bad region, a 2n-gon containing the basepoint w.
We have similar conclusions for links in 3-manifolds. In fact, an admissible Heegaard diagram for a link with k components in 3-manifold has 2k basepoints, w 1 , · · · , w k and z 1 , · · · , z k . For any i = j, w i and w j are separated by some α curve. Our algorithm could be modified to get an admissible Heegaard diagram such that every region containing no w points is a good region. Note that every region is connected to exactly one region containing some w point in the complement of the α curves, so we can define the distance and hence the complexity in the same way, and thus our algorithm works as before.
We call such a Heegaard diagram nice.
Holomorphic disks
Given a Heegaard diagram, we may suppose that the genus g > 2 by stabilization if necessary. Then by Section 2, we can get a nice Heegaard diagram with basepoint w ∈ D 0 .
Let φ ∈ π 2 (x, y). As g > 2, this is equivalent to an expression D(φ) = i a i D i . Actually with a different formulation of π 2 (x, y), this equivalence holds even for g = 2. Let M as(φ) = 1. We assume that φ does not pass through w, i.e. a 0 = 0. If we have (k − 1) extra α circles and k basepoints w 1 , w 2 , · · · w k with w i ∈ D 0,i , we shall assume a 0,i = 0. We want to count the number of (unparametrized) holomorphic representatives of φ.
We can choose a complex structure on Sym g (Σ g ), close to the one coming from Σ g , such that, whenever any a i < 0, φ has no holomorphic representative. So now, in addition, assume a i ≥ 0∀i. Now let x = (x 1 , x 2 , . . . , x g ) and y = (y 1 , y 2 , . . . , y g ), with x i , y i ∈ α i . Since φ is nontrivial, it has to hit at least one α circle, say α 1 and hence (as ∂(∂φ |α ) = y −x), µ x 1 , µ y 1 ≥ (When we say φ hits some α circle, we mean ∂φ is non-zero on some part of that α circle).
We now note that e(φ) can only take half-integral values, and thus only the following cases might occur.
• φ hits α 1 and α 2 , D(φ) consists of squares,
consists of squares and exactly one bigon, µ x 1 = µ y 1 =
4
The first case corresponds to a map from F to Σ, where F is a connected double branched cover over D 2 with 0 Euler characteristic and 1 double point (for holomorphic maps, the number of double points is given by µ x + µ y − e(φ)), i.e. F is a square.
The map induces a complex structure on F (with 4 marked points on the boundary), and hence there is a unique holomorphic branched cover F → D 2 satisfying boundary conditions, and upto reparametrization (assuming the count doesn't change as we slightly perturb our complex structure).
The other cases corrospond to maps from a single cover of D 2 (i.e. from D 2 ) to Σ. Hence the second case can not occur, because number of double points has to be 0 and in this case we have number of double points = 1(2).
In the last case, the map from D 2 to Σ induces a complex structure on D 2 and 2 marked points on the boundary, and hence there is a unique holomorphic map to the standard D 2 , after reparametrization (again after assuming the perturbation condition holds).
To complete the previous theorem, we need to show that when we perturb our complex structures a little, the count does not change. This property holds, if the map from F to Σ is an embedding. So now we try to analyse D(φ) as a whole, and not just the individual regions. In the first case, D(φ) is an immersed square tiled by squares, which is an embedding near the 4 corners, and in the last case D(φ) is an immersed bigon tiled by squares and 1 bigon, which is also an embedding near its 2 corners. Proof. We shall be concentrating on the case of the square in more details, but the other case is similar. Case 1. In this case we have an immersion f : F → Σ, where F is a square (with boundary). Look at the preimage of all the α and β circles in F (and by abuse of notation, we shall also be calling them α and β arcs). Using the embedding condition near the 4 corners, we see that at each corner only one α arc and only one β arc can come in. The different α arcs cannot intersect and the different β arcs cannot intersect, and all intersections between α and β arcs are transverse.
Note that since the preimage of each square region is a square, so F (with all the α and β arcs) is also tiled by squares. Thus in F there cannot be any closed loop, for then F \{inside of loop} has e negative and hence cannot be tiled by squares. Also no α arc can enter and leave F through the same β arc on the boundary, for again the outside will have negative e. Thus the α arcs slice up F into vertical rectangles, and in each rectangle, no β arc can enter and leave through the same α arc. This shows that the α arcs and β arcs make the standard co-ordinate chart on F . We call the intersection points between α and β arcs as vertices (and we shall be calling the 4 original vertices of the square F as corners). Note that to show f is an embedding, it is enough to show that no 2 different vertices map to the same point. Assume p, q ∈ F be distinct vertices with f (p) = f (q). There could be 2 subcases.
• Both p and q are inF .
• At least one of p and q is in ∂F . We shall be reducing the first subcase to the second. So assume both are in the interior of F . Choose a direction on the α arc passing through f (p) = f (q) in Σ, and keep looking at successive points of intersection with β arcs, and locate their inverse images in F . For each point, we shall get at least a pair of inverse images, one on the α arc through p, and one on the α arc through q, until one of the points falls on ∂F , and thus the reduction the second subcase.
In this subcase, without loss of generality, we assume that p lies on a β arc in ∂F . Then choose a direction on the β arc in Σ through f (p) = f (q) and proceed as above, until one of the preimages hits an α arc on ∂F . If that preimage is on the β arc through q, then reverse the direction and proceed again, and this time we can ensure that the preimage which hits α arc on ∂F first is the one that was on the β arc through p. Thus we get 2 distinct vertices in F mapping to the same point in Σ, one of them being a corner. This is a contradiction to the embedding assumption near the corners. Case 2. In this case we have f : F → Σ an immersion with F being a bigon. Again look at the preimage of α and β circles. All intesections will be transverse (call them vertices), and at each of the 2 corners there can be only one α arc and only one β arc. Again there cannot be any closed loops. We get an induced tiling on F with squares and 1 bigon.
But this time the α arcs can (in fact they have to) enter and leave F through the same β arc, but they do have to do it in a completely nested fashion (i.e. there is only one innermost bigon). Thus F decomposes into two pieces, one bigon, and one square (possibly degenerate). From the earlier case, β arcs must cut up the square piece in a standard way, and from the previous argument, the β arcs must enter and leave the bigon in a nested fashion. Figure 12 . Preimage of α and β arcs for a bigon Again to show f is an embedding, enough to show that it is an embedding restriced to vertices. Take 2 distinct vertices p, q mapping to the same point, and follow them along α arcs in some direction, until one of them hits a β arc on ∂F . Then follow them along β arcs, and ∃ some direction such that one of them will actually hit a corner, giving the required contradiction.
So in either case, f is an embedding.
Examples
In this section, we give two examples to demonstrate our algorithm. One is on knot Floer homology and the other is on the Heegaard Floer homology of 3-manifolds.
4.1. The Trefoil. We start with the Heegaard diagram in Figure 13 , where the two circles are the α curves and are identified to get a genus one Heegaard diagram. After isotopy using the algorithm in Section 2, we end up with the Heegaard diagram as in Figure 14 .
So we have nine generators, as labeled in Figure 14 . It is routine to find all boundary holomorphic disks and determine the Alexander and Maslov gradings of each generator. After applying our algorithm, we get a nice Heegaard diagram as in Figure 16 . The dotted marked points in the diagram are those on the boundary of the region containing the base point w. We leave the actual computation using this diagram to the patient reader. 
