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ABSTRACT
In 1956, Lev Davidovich Landau put forth his theory on systems of in-
teracting fermions, or fermi liquids. A year later, Viktor Pavlovich Silin
described spin waves that such a system of fermions would support. The
treatment of the contribution of the molecular field to the spin wave disper-
sion was a novel aspect of these spin waves. Silin predicted that there would
exist a hierarchy of spin waves in a fermi liquid, one for each component of
the spherical harmonic expansion of the fermi surface.
In 1968, Anthony J. Leggett and Michael J. Rice derived from fermi liquid
theory how the behavior of the spin diffusion coefficient of a fermi liquid could
be directly experimentally observable via the spin echo effect [24]. Their
prediction, that the diffusion coefficient of a fermi liquid would not decay
exponentially with temperature, but rather would have a maximum at some
non-zero temperature, was a direct consequence of the fermi liquid molecular
field and spin wave phenomena, and this was corroborated by experiment in
1971 by Corruccini, et al. [13].
A parallel advancement in the theory of fermi liquid spin waves came with
the extension of the theory to describe weak ferromagnetic metals. In 1959,
Alexei Abrikosov and I. E. Dzyaloshiski put forth a theoretical description of
a ferromagnetic fermi liquid [1]. In 2001, Kevin Bedell and Krastan Blagoev
showed that a non-trivial contribution to the dispersion of the ferromagnetic
current spin wave arises from the necessary consideration of higher harmonic
moments in the distortion of the fermi surface from its ground state [8].
In the chapters to follow, the author presents new results for transverse
spin waves in a fermi liquid, which arise from a novel ground state of a fermi
liquid–one in which an l = 1 harmonic distortion exists in the ground state
polarization. It is shown that such an instability can lead to spin waves
with dispersions that are characterized by a linear dependence on the wave
number at long wavelengths, or can lead to spin waves that are characterized
by a square root dependence on the wave number at long wavelength.
The author also presents new results for spin waves in a fermi liquid
that has a spin density wave in its ground state. A spin density wave is
characterized by a spiral magnetization in the ground state, and is observed
to occur in materials such as MnSi.
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Chapter 1
Motivation
This thesis was originally motivated by experiments in the 1970’s on MnSi,
MnP, and other itinerant helical magnets. The spiral and fan magnetism
found to be exhibited in itinerant magnets has been traditionally explained
theoretically in terms of spin orbit coupling and crystal field interaction [39].
However, this research was initially taken up with the intent of alternatively
explaining this phenomenon within the framework of fermi liquid theory.
The intent was to recast the transverse magnetization components in terms
of the spherical harmonic distortions of the fermi surface, which are central
concepts in fermi liquid theory. It was thought that the inclusion of higher
harmonic orders in the ground state would represent some sort of symmetry
breaking, and that this could account for the small anisotropy gap that is
observed in the spin wave dispersions of e.g. MnSi. Unfortunately, this
connection has not been made, and given the outcome of our research to
date, it is in serious doubt that there is such a connection at all. However,
as often happens in science, our results from this investigation turned out
1
to be novel and significant in another field of physics, via a different (and
valid) physical interpretation of the higher spherical harmonic distortion of
the fermi surface in the ground state.
Our current physical interpretation of our results–that we are in fact in-
troducing a spin current by including the l = 1 distortion in the ground
state–led us to consider cold atomic gases as a possible experimental setup
where our findings might be observable. Cold atomic gases provide a clean
testing ground for spintronic applications and collective phenomena, among
other things. Free of lattice effects and band structures, etc..., and offering
complete control of spin states of individual atoms, cold atomic gases have
been increasingly attracting researchers who formerly were confined to more
conventional condensed matter systems, namely electrons. It should be pos-
sible to construct an experimental setup in which there exists a spin current
that is constant in time, i.e. a part of the ground state. In this setup, our
new spin waves would be observable.
Another type of system in which our results would be observable is one
in which there is a persistent current in the ground state. Such systems
have close ties to spintronics and the spin Hall effect, and are found widely
in solid state physics, including semiconductors and superconductors. Thus,
these materials provide excellent possibilities for experimentally observing
our new spin waves.
2
Chapter 2
Introduction
This introductory chapter is intended only as a brief overview of the the-
ory and concepts of Landau’s theory of fermi liquids. There are many
books, articles, monographs, and theses that deal extensively with fermi
liquid theory from the most basic concepts to the most complex derivations
[33, 31, 18, 6, 10, 19, 15]. These works are entirely sufficient for the curious
reader to become well-acquainted with the theory. Therefore, the present
introduction will be concerned with introducing the concepts that are suffi-
cient to allow the reader to grasp the thesis of the present work. For a much
deeper understanding of Landau’s theory, the author refers the reader to the
above cited materials.
The first section of this chapter will introduce the concept of a quasi
particle, the second, the distribution function, and the third will deal with
Landau parameters. Next, the stability of the fermi surface will be discussed,
as this is an important consideration in the present work. Sections 4, 5, and 6
will introduce the formalism for calculations that occur in this thesis. Finally,
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in section 8, there are provided useful integrals that are required for many of
the calculations in this thesis.
2.1 Quasi particles (and Quasi holes)
In the context of fermi liquid theory, a quasi particle (quasi hole) is a spin-
1/2 particle state in an interacting fermi system that corresponds to a spin-
1/2, single-particle (-hole) state in the low-temperature non-interacting fermi
system that lies outside (inside) of the fermi sphere. It is different, however,
from the corresponding state in the non-interacting system in that it is a
state that is ”dressed” via interactions with the other quasi particles and
quasi holes. The interactions lead to a different energy spectrum for the quasi
particle, just as interactions in a solid lead to a different energy spectrum for
the electrons (i.e. different from E = p2/2m). Also, the lifetime of a quasi
particle state is dependent on its proximity to the fermi surface.
In what follows, the quasi particle states will be restricted to lie on the
fermi surface, thus they can be assumed to be well-defined states with an
infinite lifetime, and therefore can be treated as collisionless. For a finite-
temperature treatment, collisions can be added, but the present work will
only be concerned with the zero-temperature limit, in which collisions can
be completely neglected.
The creation of a quasi particle and quasi hole on the fermi surface cor-
responds to an excited state of the interacting system. Since this creation
occurs on the fermi surface, the usual method of studying deviations of the
fermi surface from the ground state (fermi sphere) is to expand the devia-
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tions in terms of spherical harmonics. This ensures that all quasi particles
and quasi holes lie directly on the fermi surface, and thus are well-defined,
long-lived excitations. This expansion also allows for a systematic solution
to the transport equation, which, as derived in detail in the Landau kinetic
equation section below, describes the collective modes that result from these
deviations from the ground state.
2.2 Distribution Function
The distribution of quasi particles and quasi holes for an isotropic, trans-
lationally invariant fermi liquid at zero temperature is a perfect sphere in
momentum space. This is evident from the equation for the distribution of
fermions, which is derived from statistical considerations,
nεp =
1
1 + e(εp−µ)/kBT
(2.1)
At low temperature, fluctuations occur on the fermi surface, and the
system is perturbed from its ground state. For very low temperature, i.e.
T << EF/kB, the quasi particle states reorganize themselves on the fermi
surface, and can be considered to not leave the fermi surface at all. In
this case, the distribution function can be expanded in terms of spherical
harmonics. The dynamics of the system is determined by the states only on
the fermi surface, and a treatment of the low-lying states is unnecessary.
If a spin degree of freedom is included in the Hamiltonian, for instance
if a magnetic field is present, or if the system is ferromagnetic, then the
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distribution function is described by a two-by-two matrix in spin space.
[np] =

 np + σp,z σp,x − iσp,y
σp,x + iσp,y np − σp,z

 (2.2)
A quasi particle can be either spin up or spin down, which can locally
determine the quantization axis. However, x and y components arise from the
possibility that the spin quantization axis can vary with position throughout
the system, which is determined by the local field at that position. Thus,
a spin density wave with a spiral structure or a fan structure in the ground
state would be such a system in which the quantization axis for the quasi
particles would vary as one travelled along a certain crystalline axis.
If there is a net magnetization present, then there is necessarily a popula-
tion difference in the two fermi surfaces, spin up and spin down. The relative
volume of the two fermi surfaces is determined by the equilibration of the two
chemical potentials. A population imbalance can be caused by two different
mechanisms. One mechanism is an external magnetic field, which changes
the energy of the spin degree of freedom by an amount
E↑ − E↓ = −h¯σ ·H. (2.3)
where E↑(↓) is the energy of a quasi particle with spin up (down), σ is the
spin state of the quasi particle, and H is the external magnetic field. The
chemical potential of each spin species changes by an identical amount, and
in order to reach equilibrium, some spin down quasi particles must flip to
spin up quasi particles.
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The second mechanism by which a spin population imbalance can occur
is a ferromagnetic instability in the system. In this case, the system possesses
an interaction between the quasi particles that makes the ferromagnetic phase
lower in energy than the non-ferromagnetic phase. In fermi liquid theory, this
occurs with a violation of a Pomeranchuk stability condition (see section:
Stability of the fermi surface), namely the l = 0 condition, where F a0 < −1.
This instability portends a ferromagnetic phase. However, if this were the
whole story, then this fermi liquid would saturate to full polarization, and one
spin species would be completely depopulated. In order to achieve a small
magnetization, it must be assumed that there exists a higher order term
of the magnetization (higher than second order, which can be determined
to leading order in FLT) in the free energy that saves the system from full
polarization. This is seen in Ginzburg-Landau phase-transition theory, and
it is in this theory where it can be understood that such a phase, with small
polarization can be realized.
In Ginzburg-Landau theory, a free energy expansion near a critical point,
in terms of the order parameter, is assumed to exist in the form of a power se-
ries. Thus, near a magnetic phase transition, the free energy can be expanded
in terms of the magnetization,
F (m) = am+ bm2 + cm3 + dm4 + em5 + ... (2.4)
However, due to symmetry considerations, in a ferromagnetic system, the
free energy cannot be an odd function of the magnetization, since the systems
we consider here must have full rotational symmetry in spin space. Thus,
7
-3
-2
-1
 0
 1
 2
 3
 4
 5
 0  0.05  0.1  0.15  0.2
F
m
Ginzburg-Landau free energy
Figure 2.1: The Ginzburg-Landau free energy, in arbitrary units, is plotted
as a function of the magnetization fraction m ≡ (n↑ − n↓). Notice the stable
minimum of the free energy occurs at a non-zero magnetization fraction.
This describes a ferromagnetic system.
the free energy expansion must be restricted to containing only even powers
of the magnetization, and the expansion must take the form,
F (m) = bm2 + dm4 + ... (2.5)
The coefficient b can be determined in terms of fermi liquid parameters,
while the coefficient d cannot. However, the signs of each coefficient must be
that b < 0 and d > 0, in order for a small magnetization to be achieved in
a system. This is obvious if the free energy is plotted as a function of the
magnetization fraction, m ≡ (n↑ − n↓), as in Fig. (2.1). In the figure, the
stable ground state would possess a magnetization fraction of 0.1.
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It is essential that the magnetization fraction remain small, or equiva-
lently, that the population imbalance between the two species remains small
compared to the total number of quasi particles. This makes it possible
to treat the Landau parameters and fermi velocities of the two species as
being identical. If there were a large difference in the two fermi momenta,
then the dependence of the interaction (Landau parameters) on momentum
would have to be taken into account, since the interaction of quasi particles
with different momenta would now play a role, and the spherical harmonic
expansion of the Landau parameters would no longer be a useful tool.
In Fig. (2.2) the situation is graphically displayed. The two fermi sur-
faces are so close, the quasi particles that lie on each are considered to possess
negligibly different momenta, and furthermore, the region where the magne-
tization is non-zero is in such a small region, it can be considered to first
order to be a delta function in terms of the momentum. This greatly fa-
cilitates the analysis of the transport equation for spin, which leads to the
dispersion law for the transverse spin components.
2.3 Landau Parameters
The interaction parameter of quasi particles and quasi holes is called the
f-function, or Landau parameter, and is represented by the notation fpσp′σ′ ,
where the pσp′σ′ denote the specific momentum, p, and spin state, σ, of
a quasi particle-quasi particle, quasi particle-quasi hole, or quasi hole-quasi
hole pair. fpσp′σ′ is a phenomenological parameter that contains all of the
information concerning how quasi particles and quasi holes interact. For
9
(a)
 0
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 0 pF
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Figure 2.2: (a) A two-dimensional representation of the two fermi surfaces –
spin up and spin down–are shown in the case when a small magnetization is
present in the system. The larger one is the spin up fermi surface, and the
smaller one is the spin down fermi surface. (b) The magnetization density
σp as a function of the momentum p is shown. For small magnetization this
function can be assumed to be a delta function at the fermi momentum, pF .
The example of a magnetization fraction equal to 0.1 is shown.
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example, in a charged fermi liquid, where Z is the charge state of the quasi
particle or quasi hole, the Landau interaction parameter could be as simple
as a bare Coulomb potential,
f~pσp′σ′ =
kZZ ′
h¯|~p− ~p′|2 (2.6)
which depends only on the relative size of the momenta. This would cor-
respond to a repulsive interaction, if the charges of the fermions were the
same, which would mean that fpσp′σ′ would be positive. A simple Coulomb
potential is, however, rarely sufficient to study real systems of fermions. Thus
fpσp′σ′ is usually much more complicated, and is dependent on the spins of
the interacting quasi particles.
Because of the way that Landau parameters are defined, there are in-
finitely many of them. This is because fpσp′σ′ is always expanded in terms
of Legendre polynomials, as a function of only the angle between ~p and ~p′,
and this sum runs from zero to infinity. It is only a function of the angle
between the two vector momenta that label the states, because, as Landau
pointed out, the qp’s and qh’s all lie on the fermi surface, and it is only
these states that are allowed to interact–the low-lying states, deep within
the Fermi sea, are forbidden from interacting, because they are restricted by
the Pauli exclusion principle from changing their momentum to some other
state, since al other states around them are occupied. Therefore, interactions
are restricted to occurring on the fermi surface, where states exist into which
qp’s can scatter. Thus the interaction parameter fpσp′σ′ is only a function of
the fermi momentum (the radius of the fermi sphere in momentum space),
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the angle between the two interacting momentum states in momentum space,
and the spins of each state.
While there are formally infinitely many Landau parameters, only the first
few spherical harmonic moments in the expansion of the Landau parameters
are assumed to be relevant. This assumption is made for at least three
reasons. First of all, only the first two moments of the expansion are able to
be determined directly by experiment, and it is comforting to think that that
an experiment would be able to supply the parameters that are necessary for
a theoretical model. Second, keeping more terms than these leads to higher
order coupled equations in calculating, for example, the dispersion laws for
density and spin fluctuations. This is not only messy, but provides dispersion
laws that would most likely never be observable experimentally. Finally, and
perhaps most importantly, by definition an expansion of a quantity in terms
of a parameter is always made with the hope that not all of the terms are
relevant. This implies that there should be some cutoff after which the terms
can be neglected, since they are of higher and higher order in terms of the
parameter, and hopefully contain less and less of the essential physics of the
system. And, usually in physics, with some famous exceptions, of course, if
using only the first term of the expansion is not sufficient, then using the
second usually is, and employing the third is when one begins to question
whether the expansion is worth it. Thus it is with Landau parameters. The
first and second terms, corresponding to the l = 0 and l = 1 spherical
harmonic moments, are usually sufficient. However, the experimental data
for 3He suggests that the cutoff of the expansion after the l = 1 term may be
a bit arbitrary and may be missing some of the physics, since at a pressure
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of 0 atmospheres, the values found for the Landau parameters are F s0 = 9.15,
F s1 = 5.27, F
a
0 = −0.70, and F a1 = −0.55 [20].
2.4 Stability of the fermi surface
In order for the fermi surface to be stable against fluctuations in the distri-
bution function, the variation of the energy with respect to a variation in the
distribution must be positive. In other words, it must cost energy to change
the distribution function from the ground state. The variation in the energy
is given by
δE =
∑
p
εpδnp +
∑
pp′
fpp′δnpδnp′ (2.7)
where δnp is the variation in the distribution function. If δE is less than
zero, then the fermi surface will find some other ground state that minimizes
the energy.
If we expand the Landau parameters and distribution function in terms
of Legendre polynomials and spherical harmonics, respectively, then the con-
dition of stability of the fermi surface leads to the Pomeranchuk stability
conditions, which are
Fl > −(2l + 1) (2.8)
Each of these conditions must be met in order to ensure a stable fermi surface.
In the chapters to follow, however, one or more of these conditions will be
violated. This is a common tool used to create a spontaneous molecular field
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in a fermi liquid [1]. While such a violation does create an instability in the
fermi surface, the instability is arrested and stabilized by the introduction
of a positive quartic term in Ginzburg-Landau phase transition theory. The
coefficient of this term can not be determined completely in terms of Landau
parameters, but it is necessary for a theory of ferromagnetism in fermi liquid
theory (see Landau Parameters section).
It should be noted here, that there are some systems that possess an
instability in the fermi surface, and the system changes to a completely new
ground state, with no arresting quartic term to keep the order parameter
small. For example, in a conventional superconductor an effective attractive
interaction between the quasi particles leads to pairing of the fermions and
to a collapse of the fermi surface. The pairs of quasi particles act like bosons,
and the lowest energy configuration in momentum space is no longer a sphere,
but a point at zero temperature, since there is no limit for the number of
bosons that can occupy the same quantum mechanical state.
2.5 Precession of spin magnetic moment
2.6 Collective modes
The collective modes of a fermi liquid can be derived and understood in two
different ways. The first method is through consideration of the transport
equation. The second is through response theory, in examining the poles of
the response function, which supply modes of the system for which there is
required no initial perturbation–in other words, the system supports these
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collective modes without an external perturbation. Both of these treatments
lead to the same results.
In a system that is initially slightly out of equilibrium, collective modes
arise as an attempt to restore equilibrium. Thus, in a fermi liquid, if there
exists a spatial gradient in the density or spin projection of quasi particles,
then collective modes will form at certain frequencies and wave vectors that
are resonant to the system. When one derives the collective mode structure
of a system, it is these resonant frequencies and wave vectors that are derived.
Considering a volume of phase space, which is a six dimensional space, one
dimension for each component of momentum (3) and each spatial component
(3). If we consider the number of quasi particles flowing into and out of this
volume, the time rate of change of the number of quasi particles inside this
volume must be equal to the difference of the number that flow out and the
number that flow in. (We are neglecting collisions throughout this thesis.
Taking collisions into account, this would be another mechanism which would
also change the number of quasi particles in the volume of phase space.)
This is just the particle conservation law. From this simple consideration,
we immediately arrive at the transport equation
∂
∂t
n =
∑
i
( ∂n
∂qi
∂ε
∂pi
− ∂n
∂pi
∂ε
∂qi
)
(2.9)
It is shown in explicit detail how this equation is linearized in terms of the
variation of the distribution function, and thus leads to the derivation of the
collective modes (spin waves) of a fermi liquid.
As mentioned above, the collective modes can also be derived from con-
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sideration of the response function. As an example, the magnetic response
function, i.e. magnetic susceptibility, is considered, from which the spin wave
spectrum is derived.
In response to a perturbing magnetic field that varies slowly in space and
time, a fermi liquid with a spin degree of freedom will respond by polarizing
in the direction of the perturbing field, by an amount determined by the
dynamic susceptibility, χ(q, ω).
2.7 Particle-hole continuum
What is referred to as the particle-hole continuum of excitations, or the
Stoner continuum, is the energy, as a function of the wave vector q, that
is required to make a single quasi particle-quasi hole pair excitation. An
exemplary situation is shown in Fig. 2.3.
The spectrum of the single particle-hole excitations is significant in fermi
liquid theory, because they have the effect of dampening the collective ex-
citations that happen to have the same energy as such an excitation. This
means that any collective excitation, whether density fluctuation or spin fluc-
tuation, will be dampened to some degree (the degree to which they will be
dampened varies, but this won’t be considered in this thesis).
The particle-hole dispersion is easily understood in the context of fermi
surfaces in momentum space, and in energy space. It is simply the union
of all possible single particle-hole excitations. Thus, for the spin-symmetric
particle-hole dispersion, it is the energy required to move a quasi particle
that lies within the fermi sphere to an allowed region that lies outside of the
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Figure 2.3: A single spin-symmetric particle-hole excitation.
fermi sphere (without changing the spin, i.e. spin-symmetric).
The allowed region is determined by the momentum that is being trans-
ferred to the system by some external perturbation. When an external probe
is introduced to the system, it introduces a perturbing external potential
that is a function of the spatial coordinate, r, and time, t. If this external
potential is Fourier transformed with respect to space and time, then the
perturbation becomes a function of the wave-number, q, and the frequency,
ω. As a result of this perturbation, the single particle-hole excitations are
only allowed to occur from the region in energy space that the fermi surface
occupied before the perturbation, to the region in space that the fermi sur-
face occupies after the perturbation. This is much more economically shown
graphically, as in Fig. 2.4. In this figure, the shaded region is the region of
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qFigure 2.4: When a quasi particle distribution is perturbed by a spatially
varying external field with wave vector q, the single quasi particle excitations
are restricted to the region into which the fermi sphere is translated by the
wave vector. In the figure, the shaded region corresponds to the allowed
particle-hole excitations.
allowed particle-hole excitations
where ωL is the Larmor frequency. It must be remembered that in a fermionic
system there usually exist two fermi surfaces, one for each spin projection
(unless the system is fully polarized). Thus there exists the possibility for
a spin-antisymmetric excitation to occur, in which the spin of the quasi
particle is changed during the excitation. The spin-antisymmetric particle-
hole dispersion is understood in a very similar way as the spin-symmetric
dispersion. The only difference is that the quasi particle’s spin must be
changed in creating the excitation, and thus more care must be taken to
obey the Pauli exclusion principle.
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Figure 2.5: A single spin-antisymmetric particle-hole excitation in a ferro-
magnetic fermi liquid. The inner surface (inner solid line) is the spin-down
fermi surface, while the outer solid line is the spin-up fermi surface. In this
schematic, a spin-down quasi particle that used to lie inside of the spin-down
fermi sphere, is excited and becomes a spin-up quasi particle, that must lie
outside of the spin-up fermi sphere, because of the Pauli exclusion principle.
The dispersion of the single particle-hole excitations for a spin-flip process
is given by the relation, h¯ωph = ε
↑
p+q − ε↓p, or
ωph = ωL − 2mF
a
0
h¯N(0)
+ q · vp (2.10)
Such an excitation is shown in Fig. 2.5 for q = 0.
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2.8 Spin Current
A spin current is the transport of a spin projection in spin space along a
certain direction with respect to the crystalline axis. For example, the z−
projection of a spin can travel along the x, y, or z cartesian axis, or any
combination thereof, and the same goes for the x and y projections of a spin.
If there exists a spatial gradient of some spin projection, then this gradient
can produce a spin current.
We must note here that there are systems where there exists a predis-
position for such a gradient to exist in the ground state, namely materials
that possess a spin density wave in their ground state–for instance ZrZn2
and MnSi. These two materials are itinerant magnets that possess a non-
homogeneous spin structure in their ground state in a certain temperature
and pressure range.
Nevertheless, a spin current can still be set up in any fermi liquid that
possesses rotational and translational degrees of freedom. Experimentally a
spin current can be produced by introducing a perturbation in the local mag-
netic field. This perturbation is then transmitted away from this point as the
system attempts to restore local (and global) equilibrium. This transmission
of a local magnetic perturbation throughout the system is what is called a
spin current.
The net spin conservation law in fermi liquid theory is
∂σ(r, t)
∂t
+
∂
∂ri
jσ,i(r, t) = γσ(r, t)×H(r, t) (2.11)
where the spin current is
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jσ,i(~r, t) = 2
∫
d3p
(2πh¯)3
(∂εp
∂pi
σp +
∂hp
∂pi
np
)
(2.12)
2.9 Useful Integrals
I.
∫ ∞
0
dp p2 (−∂n
0
p
∂εp
)
II.
∫ 2π
0
∫ π
0
dθp dφp sin θp Y
m∗
l (θp, φp)Y
m′
l′ (θp, φp)Y
m′′
l′′ (θp, φp)
For integral I the solution is obtained by noting that −(∂n0p/∂εp) =
δ(εpσ − µ), and εpσ − µ ≈ vF · (p− pF ). This second step is used, because it
is necessary to get the delta function in terms of the integral variable, which
in this case is p. Thus the solution is
∫ ∞
0
dp p2 (−∂n
0
p
∂εp
) =
∫ ∞
0
dp p2 (δ(εpσ − µ))
=
∫ ∞
0
dp p2 (δ(vF · (p− pF )))
=
1
vF
∫ ∞
0
dp p2 (δ(p− pF )) = 1
vF
p2F = pFm
∗
For integral II, the example will be
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∫ 2π
0
∫ π
0
dθp dφp sin θp Y
0
2 (θp, φp)Y
0
1 (θp, φp)Y
0
1 (θp, φp)
=
∫ 2π
0
∫ π
0
dθp dφp sin θp (
√
5√
16π
(3 cos2 θp − 1))(
√
3√
4π
cos θp)(
√
3√
4π
cos θp)
=
3
√
5
8
√
π
∫ π
0
dθp sin θp
[
3 cos4 θp − cos2 θp
]
= −3
√
5
8
√
π
[3
5
cos5 θp
∣∣∣π
0
− 1
3
cos3 θp
∣∣∣π
0
]
=
3
√
5
8
√
π
[6
5
− 2
3
]
=
1√
5π
(2.13)
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Chapter 3
Spin waves
3.1 Kinetic equation
The starting point for calculating spin wave dispersions in fermi liquid theory
is the Landau kinetic equation (LKE). Below is a derivation of the LKE, and
an explanation of the nuances and differences between it and other kinetic
equations.
Generally speaking, a kinetic equation is derived from phase space argu-
ments, where the conservation of a certain quantity leads to an expression
relating a change in time of the quantity to a change in space of the same
quantity.
In the case of the particle distribution function, if each particle is rep-
resented by a point in phase space, which is specified by three momentum
components and three spatial components, then the time derivative of the
number of particles in a volume of phase space, dV = dpxdpydpzdxdydz, is
equal to the number of particles flowing into the volume minus the number of
23
particles flowing out of the volume, and also plus/minus the number of par-
ticles that undergo a collision that abruptly brings them into/takes them out
of the volume (by changing their momentum components). Mathematically,
this relation is represented by a kinetic equation in the following form,
∂np
∂t
+
∂np
∂~x
· ~p
m
+
∂np
∂~p
· ~f = ∂np
∂t
|coll. (3.1)
where np is the distribution function. This is the Boltzmann equation, and it
is a first order differential equation. In this thesis we ignore collisions, which
is a valid aproximation as the temperature T → 0.
For spin waves in fermi liquid theory, it is sufficient to treat the devia-
tion of the quasi particle distribution from the ground state (fermi sphere)
as linear. Thus, the distribution function is represented by a ground state
distribution, σ0p , and a deviation, δσp,
σp ≡ σ0p + δσp (3.2)
where σp is the spin distribution function, and it is equal to np↑ − np↓, i.e.
the difference of the distribution functions of the two spin species. Thus,
the spin distribution function parametrizes the polarization properties of a
fermi liquid, and it has its own kinetic equation, from which spin waves are
derived (density waves are derived from the kinetic equation for np). Since
σ0p is the ground state distribution function, it does not vary with time.
Throughout this thesis we assume that the polarization is small, so that the
Landau parameters in the polarized state can be assumed to be equal to the
LP’s in the unpolarized state [24]. If the polarization is not small, then the
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dependence of the Landau parameters (interaction parameters) fpp′σσ′ on the
difference in magnitude of the momentum, |p− p′|, of two interacting quasi
particles has to be taken into account, in addition to the angle between the
two momentum vectors, and this would greatly enhance the complexity of
the theory. The polarization of the system is given by
σ =
∑
p
σp =
∑
p
(np↑ − np↓) = n↑ − n↓ (3.3)
The form for the spin kinetic equation is
∂
∂t
~σp + ~vp · ~∇r
(
~σp −
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′~σ
′
p
)
= −2
h¯
~σp ×~hp (3.4)
It is from this equation that the spin wave dispersions are derived.
3.2 Paramagnetic spin waves
Many of the properties of polarized fermi liquids were first investigated by
V. P. Silin [38]. Silin derived the behavior of spin density fluctuations in a
paramagnetic system. In a homogeneous Fermi liquid (q = 0) in the presence
of an external magnetic field, there exist a hierarchy of spin waves, one for
each harmonic distortion of the fermi surface (distribution function), which
are called Silin modes, and are given by
ω±l = ±
(
ω0 − 2
h¯N(0)
σ0(F
a
0 −
F al
2l + 1
)
)
(3.5)
If the system is in equilibrium with a homogeneous external magnetic field,
H , then
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σ0 =
γh¯
2
N(0)
1 + F a0
H (3.6)
and the collective modes are
ω±l = ±ω0
1 + F al /(2l + 1)
1 + F a0
(3.7)
where l is the polar order of the spherical harmonic component to which
each spin wave corresponds (as in Y ml ). The spherical harmonics arise in the
decomposition of the kinetic equation in terms of the harmonics of the fermi
surface distortion.
In the case of a non-homogeneous perturbation, the spatial gradient of
the spin distribution function spawns non-homogeneous spin waves, which
are characterized by a certain wavelength λ, and thus a wave vector q = 2π
λ
,
and a corresponding frequency ω, with which the spin wave propagates for
any given q. The dependence of ω on the wave vector q is the dispersion
of the spin wave. The ω and q arise upon Fourier transforming the kinetic
equation. The dispersion relations are derived in the Appendix, and for the
case of Silin (paramagnetic) spin waves, the first two spin waves are
ω+0 (q) = ωL +
1
3
(1 + F a0 )(1 +
F a1
3
)v2F q
2
2
h¯N(0)
(F a0 − F
a
1
3
)σ0
ω+1 (q) = ωL −
2
h¯N(0)
(F a0 −
F a1
3
)σ0 −
1
3
(1 + F a0 )(1 +
F a1
3
)v2F q
2
2
h¯N(0)
(F a0 − F
a
1
3
)σ0
(3.8)
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where ωL is the Larmor frequency equal to
γh¯
2
H , where H is the external
magnetic field.
3.3 Ferromagnetic spin waves
Transverse spin waves are also realized in the absence of a magnetic field in
a ferromagnetic fermi liquid, where the ferromagnetism can arise either from
a ferromagnetic instability, F a0 < −1, or from a quasi-equilibrium situation,
which can be created in a dilute atomic gas either by spin injection or by
laser-induced spin transitions.
The only differences between the Silin paramagnetic spin wave dispersions
and the ferromagnetic spin wave dispersions are that the Larmor frequency
is not present in the latter, since the external field is absent, and the magne-
tization is no longer given by its equilibrium value in an external field, but
rather is determined by the GL free energy in the case of a ferromagnetic in-
stability, or by the rate of spin-flipping processes in the case of laser-induced
spin transitions or spin injection.
The quadratic dispersion of the ferromagnetic modes in fermi liquid the-
ory was confirmed by Abrikosov and Dzyaloshinskii [1]. Such a quadratic
dispersion was expected, as it was in the paramagnetic case, based on the
previous theoretical derivations of spin waves in Heisenberg ferromagnets.
The derivation put forth by Abrikosov and Dzyaloshinskii has been slightly
modernized, e.g. [6], by expanding the fermi surface in terms of spherical
harmonics (see Appendix). The first two resultant spin waves are
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ω+0 (q) =
1
3
(1 + F a0 )(1 +
F a1
3
)v2F q
2
2
h¯N(0)
(F a0 − F
a
1
3
)σ0
ω+1 (q) = −
2
h¯N(0)
(F a0 −
F a1
3
)σ0 −
1
3
(1 + F a0 )(1 +
F a1
3
)v2F q
2
2
h¯N(0)
(F a0 − F
a
1
3
)σ0
(3.9)
These modes are plotted in Fig. 3.1. The first mode is the spin precession
mode, and corresponds to the precession of the quasi particle spin about the
internal (”molecular”) magnetic field. It is a gapless Goldstone mode with a
quadratic dispersion. Such a mode usually arises from a continuous degen-
eracy that is inherent in the ground state energy, and in this case it is no
different. The continuous degeneracy that exists in a homogeneous ferromag-
netic system is the direction of the magnetization. Since all magnetization
directions are equivalent, the result is a continuous degeneracy with respect
to the magnetization.
The second mode is called the spin current mode, since the harmonic
moment of the fermi surface distortion to which it corresponds (l = 1) spawns
a spin current, as will be derived in the next section. A spin current is the
transport of the spin variable through the system. In this case, the spin
current oscillates in space and time. (In the next chapter, a spin current will
be allowed to occur in the ground state that is constant in time, and new
spin waves will result.)
The detection of these spin waves in metals is hindered by two factors.
One, the parameters in the theory are phenomenological, and attempts to
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Figure 3.1: Theoretical ferromagnetic spin modes, ω+(q), in an atomic gas
of 6Li atoms.
microscopically derive them, e.g. [4], have only seen limited success. There-
fore, numerical values for them must be obtained from experiment, where
it is only possible to obtain values, with limited accuracy, for the first two
Landau parameters [36]. Furthermore, the number of Landau parameters,
of which there are an infinite number, that are nonzero in a certain sys-
tem is not known. Two, the clean derivation of a hierarchy of modes, each
corresponding to a harmonic moment of the distortion of the fermi surface,
does not translate perfectly, as can be expected, to the case of a real piece
of metal, given all of the imperfections and various interactions that can be
present in the latter.
However, the direct observation of the molecular field (due to quasi par-
ticle interaction) is possible, thanks to the Leggett-Rice effect, which was
derived by Anthony Leggett and Michael Rice in 1968 [24]. It is also via this
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effect that an experimental measurement of the Landau parameter F a1 can
be made. The mechanism that is exploited by the Leggett-Rice effect is the
spin echo effect.
The prospect of detecting these spin waves in a 6Li atomic gas is very
feasible (this is discussed in more detail in the next chapter). Temperatures
well below the fermi temperature are achievable in an atomic gas setup [35],
and the experimental method of light scattering is capable of detecting spin
waves in an atomic gas. It is also in such an experiment that we propose our
new spin waves might be observable.
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Chapter 4
New ground states in fermi
liquid theory
In this chapter we present our results for new spin waves in a fermi liq-
uid. The new results can be separated into two categories, corresponding to
two different assumptions about the ground state from which we start. The
first type of ground state comes from allowing the Fermi liquid to acquire
a persistent spin current (PSC) in its ground state. Though this may seem
unphysical, we will give evidence for the experimental realizability of such a
situation. The second type of ground state is a non-homogeneous magnetic
phase, e.g. a spiral or fan magnetic structure. Such ground states as these
are known to exist in itinerant magnets such as MnSi, and have recently been
proposed to be realizable in cold atom gases, as well [27]. We discuss these
ground states and their corresponding spin waves in the following chapter,
and the surprising characteristics of the spin wave dispersion. We then dis-
cuss the further surprising results that are found when these ground states
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and modes are considered in the context of a Fermionic atomic gas near a
Feshbach resonance, such as 6Li near its resonance at 834 Gauss.
4.1 Additional harmonics in the ground state
4.1.1 Spontaneous spin current in the ground state
In a Fermi liquid, the ground state is characterized by the distribution func-
tion, which in turn is determined by the quasi particle Hamiltonian. In a
normal Fermi liquid (non-superfluid), the interaction of the quasi-particles
must be repulsive for the Fermi surface to be stable against fluctuations.
Furthermore, for stability of the system to be defined within Fermi liquid
theory, the spin-symmetric and spin-antisymmetric dimensionless Landau
parameters must satisfy the Pomeranchuk stability conditions, which are
F s,al > −(2l + 1) (4.1)
However, in a ferromagnetic Fermi liquid, the l = 0 stability condition can
be violated, and the stability of the Fermi surface is still achieved, because it
is assumed that there is a fourth order term (quartic in the order parameter,
which in our case is the magnetization σ ≡ ∑p σp) in the free energy that
is greater than zero. Without this term, the fermi surface would evolve into
a fully polarized state. With this positive quartic term, however, the order
parameter, which, again, in our case is the magnetization, can be kept small,
and a two-species ferromagnetic polarized Fermi liquid can be achieved in
equilibrium.
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In our new ferromagnetic Fermi liquid ground state, it is the l = 1 in-
stability that spontaneously generates a σ1 order parameter. Furthermore,
it turns out that if we allow both the l = 0 and l = 1 instability to occur
simultaneously, then then resultant spin waves are very different from the
situation where only an l = 1 instability occurs. A system in which both
of these instabilities occurs would be a homogenous ferromagnet and would
have a spontaneous spin current in the ground state. Surprisingly, such a
ground state has been proposed to be realizable in a gas of 6Li atoms [40].
However, the manner in which this ground state is achieved is not via viola-
tion of the Pomeranchuk stability conditions in the context of Fermi liquid
theory. THus, we must be careful in applying too liberally the results we
obtain for such a spontaneously-generated ground state. We can discuss the-
oretically the case where F a0 < −1 and F a1 < −3, but to date these conditions
have not been observed in an actual system. The theoretical discussion is
not moot, however, since the generation of such a ground state, regardless of
the values of the anti-symmetric Landau parameters, or the manner in which
it is generated, would lead to the new spin waves.
The application of our results for spin waves in a system where ferromag-
netism and a spin current have been spontaneously generated should be done
delicately, however, for a different reason, which is that our modes assume
only an exchange interaction, whereas the spin orbit interaction is usually
associated with such a ground state. Therefore we must assume, in order
to apply the results from this section, that the spin-orbit coupling between
fermions is a perturbative effect, whereas the exchange modes that we de-
rive would be a first order effet. Such an assumption is grounds for serious
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objection to our results. However, it is still possible that these modes could
be realized in a real system, and threfore we present them, knowing full well
the limitations of only including exchange coupling.
4.1.2 Induced spin current in ground state
The generation of a spin current in the ground state of a fermi liquid with-
out violating the l = 1 Pomeranchuk stability condition is entirely possible
experimentally, and the spin waves results obtained via Fermi liquid theory
asuming only an exchange interaction need not be as delicately applied, as
in the case of a spontaneously generated spin current. In order to induce a
spin current in a cold atom gas, there are various approached that, at least
in theory, could be employed. The first is the induce the two spin species
to move in opposite directions relative to each other by merely moving their
respective potential minima towards and through each other. Another would
be to begin with a fully polarized gas (as is usually done in experiment to
begin with), and the optically pump a spin transition in one hemisphere of
the gas into the other spin state, and let the two hemishperes diffuse through
each other. Yet another method would be to use an external field that cou-
ples to the orbit of the fermions, in order to generate a spin current using
the spin-orbit interaction. Then, turn off the external field, creating a quasi-
equilibrium situation, but one that can still be treated with Fermi liquid
theory. This quasi-equilibrium situation has been studied before [9], and the
low collision frequency in a cold atom gas means that a quasi-equilibrium
situation should be realizable. Thus, an l = 1 instability would be able to be
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simulated in any of the above ways, without violating the l = 1 Pomeranchuk
stability condition.
4.1.3 Induced spin current in ground state
Regardless of the method by which an l = 1 distortion is generated in a Fermi
liquid, we can look at the resulting shape of the spin distribution function
in momentum space. The distortion can be expanded in terms of spherical
harmonics, since the Fermi-Dirac distribution function is given by
np~σ =
1
e−εp~σ/kBT + 1
(4.2)
and is thus approximately a sphere in momentum space at low temperatures,
T << TF , where TF is the Fermi temperature. The spin distribution function
is given by ~σp ≡ np,↑−np,↓, and is thus approximately a spherical shell for an
itinerant magnet at low temperatures, with a thickness that is determined
by the difference in the population of the spin species. Anyway, the spin
distribution function is expanded in terms of spherical harmonics, as well,
i.e.
σp = σ0Y
0
0 (θp, φp) + σ1Y
0
1 (θp, φp) + σ2Y
0
2 (θp, φp) + ...
=
1√
4π
σ0 +
√
3
4π
cos θpσ1 +
√
5
16π
(cos2 θp − 1)σ2 + ... (4.3)
As many orders can be included in this expansion as are desired, however,
since the expansion is usually truncated after the l = 0 term, we truncate
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the expansion after the l = 1 term and explore the consequences. (We also
explored including the l = 2 term, but interstingly this term did not give any
new results as compared to the l = 0 term. We discuss this briefly at the
end of his chapter, and derive the resulting spin waves in the appendix.)
The spin distribution function (SDF) for a homogeneous ferromagnet is a
spherical shell, as shown representationally (as an annulus in two dimensions)
in the 4.1. In a system that has a spin current, i.e. has an l = 1 spherical
harmonic component in its ground state, the SDF is a shell of thickness that
varies as the function cos θp, where θp is the polar angle. In Fig. 4.2, a two-
dimensional representation of this SDF is shown. One can readily see that,
with more polarization in the z > 0 hemisphere of the SDF than in the z < 0
hemisphere, there is a resulting spin current in the +z-direction. The spin
current, jσ, is calculated by integrating over the SDF in momentum space
jσ =
∫
d3p~σp · ~p (4.4)
The details of this calculation are in the appendix. This spin current is frozen
into the ground state, as a result of the l = 1 spherical harmonic deformation
of the SDF.
If the ground state SDF has only an l = 1 deformation, without an l = 0
deformation, then the system has no net polarization, but still has a spin
current. This situation gives rise to the following net spin current
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Figure 4.1: A spin distribution function (SDF) that contains only σ0, and
thus describes a system in a homogeneous magnetic state.
j↑,z =
2πp4F
m∗(2πh¯)3
σ1(1 +
F a1
3
)
√
3
4π
j↓,z = − 2πp
4
F
m∗(2πh¯)3
σ1(1 +
F a1
3
)
√
3
4π
(4.5)
Thus the spin currents of each spin species are equal in magnitude and op-
posite in direction in a persistent spin current (PSC) ground state, i.e. a
ground state SDF that possesses a σ1. As stated earlier, this situation is
physically equivalent to a cloud of spin-↑ fermions passing through a cloud
of spin-↓ fermions that is traveling in the opposite direction.
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Figure 4.2: A spin distribution function (SDF) that contains σ0 and σ1, and
thus describes a system in a homogeneous magnetic state which also has a
persistent spin current (PSC) in its ground state.
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4.1.4 l=2 spherical harmonic distortion in the ground
state
As previously mentioned, further distortions of the fermi surface can be in-
cluded in the ground state. However, the practical applications of such dis-
tortions in a fermi liquid is limited, because the fermi surface of a real system
of fermions is unlikely to involve such harmonics to any meaningful degree.
Also, the interaction parameters, F al , are often assumed to be unnecessary
for l > 1, as are the perturbative distortions of the FS (due to collisional
damping [33]. Thus, a study of l = 2 moments and higher is usually con-
sidered moot, since most of the physics of a fermi liquid is assumed to be
captured in the l = 0 and l = 1 moments of the FS and LP’s. Nevertheless,
we include here a brief description of the l = 2 distortion of the FS in the
GS. Interestingly we found that an l = 2 FS distortion turns out not to affect
the spin wave dispersions at all.
The l = 2 spherical harmonic is given by
Y 02 =
√
5
16π
(cos2 θp − 1) (4.6)
Such a function of θp has two zero crossings in the region of 0 ≤ θp ≤ π.
A ground state SDF with l = 0 and l = 2 distortion is depicted in the
Fig. 4.3. This ground state has no spin current, only a net polarization.
The l = 2 distortion does not affect either the polarization properties or
the spin current properties of the system. While these properties make an
l = 2 distortion in the ground state attractive for investigation and probably
easily realizable in a physical system, according to our calculations there is
39
Figure 4.3: The SDF of a system with σ0 and σ1 in its ground state. The
white surface is the spin-↓ distribution function, and the shaded surface is
the spin-↑ distribution function.
no new physics introduced into the spin wave structure, at least when only
considering exchange interactions (the results of these calculations are shown
in the next chapter). Thus it is reasonable to ignore an l = 2 distortion in
the ground state SDF, and by extrapolation, the l = 3, 4, 5... distortions, as
well (though we have not verified this last assumption explicitly).
4.2 Non-homogeneous polarizations
Spin density waves (SDW), or a frozen-in non-homogeneous spin structure,
occur in the ground states of some metals, such as MnSi, MnP, Fe2O3, etc...
These are itinerant magnets have have a complex magnetic phase diagram.
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At certain temperatures and pressures these materials exhibit a spin struc-
ture such as helical magnetism and fan magnetism. Phase diagrams and
exemplary magnetic structures are shown in the Fig. 4.4 and Fig. 4.5. The
itinerant nature of these magnetic phases can lead to SDW’s that are incom-
mensurate with the underlying lattice, i.e., the wavelength of the SDW is
not just a multiple of a lattice constant. Incommensurability does not al-
ways imply itinerant origins of the magnetism, but further experiments have
verified the itinerant nature of the above materials. Therefore, it should be
valid to apply Fermi liquid theory to these materials. Now, again, it must
be noted that spin-orbit coupling and/or crystal-field coupling usually play a
role in the ground state properties of these systems, thus in the present work
we assume the ground state to be naturally occurring, and then derive the
spin waves that would result from a Hamiltonian that only includes exchange
coupling. This approach is possibly validated by noting the well-documented
spin wave structure of MnSi, which closely resembles the spin wave structure
of a ferromagnet with only exchange interactions, as seen in the figure. The
small gap in the spin structure at q = 0 is a result of the small anisotropy
of the ground state spin structure, and can be understood as a result ofthe
breaking of full rotational symmetry that exists in a homogeneous ferromag-
net.
in Fermi liquid theory one minimizes the free energy to derive the ground
state of the distribution function. In the case of an SDW material, some
sort of coupling other than an isotropic exchange must be included inthe
free energy, since isotropic exchange coupling only leads to a homogeneous
magnetic ground state, at best. The inclusion of spin-orbit, crystal field,
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Figure 4.4: Phase diagram of MnSi. Data taken from Shirane (1983) [37].
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Figure 4.5: Phase diagram of MnP. Data taken from Becerra (1980) [7].
42
dipole, etc... coupling is possible, and has been explored in general terms [].
However, in my estimation, complicating the theory with these interactions
only serves to drive interest away from the results derived. Thus, while
I wholly acknowledge that such an endeavor may be closer to the physics
of SDW systems, and could yield interesting results, I don not include such
interactions in my fermi liquid analysis of these systems for the above reason,
and forthe reason that this thesis is mainly concerned with the inclusion of
higher spherical harmonics in the SDF, rather than SDWmaterials. So, in the
following chapter I present results for the spin wave structure of such systems
including only exchange coupling, and I leave the inclusion of anisotropic
interactions for future consideration.
For an SDW material, the ground state spin distribution function, ~σp(~r),
varies in space, or more specifically, the vector components of the projec-
tion of the spin vary spatially. For example, in a spiral, or helical structure,
the x- and y-projections of the polarization vary with z as σp,x(z) = σ⊥eikz
and σp,y(z) = σ⊥e−ikz, while the z-projection of the polarization is a con-
stant σp,z(z) = σ
0. For a fan structure, σp,x(z) = σxη cos kz − π, σp,y(z) =
σy sin kz/2, σp,z(z) = 0. These two cases, of a spiral and fan, are shown
pictorially in Fig. 4.6. The spin waves of a spiral structure are studied in
the following chapter, and the results are compared with experiment in MnSi
and other materials.
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Spiral Screw
Figure 4.6: Representations of ”spiral” and ”screw” SDW magnetic struc-
tures.
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Chapter 5
New spin waves
To reiterate, the idea for this research was conceived with the aim of finding
a Fermi liquid description for a spiral ferromagnetic phase and describing the
corresponding spin waves. It was believed that a ground state possessing an
σ± could be recast in the language of the σ1,±1 spherical harmonic moments.
While this connection has not been found to date, the general idea of allowing
the ground state spin distribution function (SDF) to have an l = 1 spherical
harmonic distortion has been fruitful – leading to novel ground states and
spin wave results.
It turns out that allowing the ground state to possess either an σ10 or
σ1,±1 harmonic moment leads to identical novel results for the ground state
and spin wave excitations. This is not surprising, because the full rotational
symmetry is broken in the same manner by any l = 1 harmonic, the only
difference is the axis with respect to which the symmetry is broken – and
the axes for a rotationally invariant system are arbitrarily assigned from the
beginning. Once the symmetry is broken, the direction of the momentum
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transfer, ~q, couples to the direction of the broken symmetry, and the trans-
verse spin wave dispersion turns out to be the same whether there is an
(l = 1, m = 0) or (l = 1, m = ±1) moment in the ground state.
5.1 Equilibrium and Quasi-equilibrium
To begin with, we discuss in general terms spin waves in equilibrium (EQ)
Fermi liquid systems and spin waves in in quasi-equilibrium (QEQ) Fermi
liquid systems. There are two main difference between EQ and QEQ spin
waves. The first is that in EQ systems, there is either an external magnetic
field, with which the system is in equilibrium, or the system is naturally in
a ferromagnetic state. In a QEQ system, there is never an external field,
and the system is also not a ferromagnet in its ground state, but instead has
been artificially prepared in a magnetic state by external means, and then
these external means have been shut off, so the system is in an excited state,
but is said to be in quasi-equilibrium if the relaxation rate to equilibrium
is much longer than the time scale of other dynamic phenomena, such as
the propagation of spin waves. Of course, this condition may not always
be satisfied. For instance, in the case of a Goldstone mode, where ω → 0
as q → 0, the time scale for the propagation of a long-wavelength spin wave
(small q) will be τ ∼ 1
ω
, thus this time scale will be greater than the relaxation
time scale of the system. Thus, QEQ modes must be carefully considered,
especially in the case of a long-wavelength Goldstone mode. Still, as long as
we are careful about time scales, a QEQ system can be assumed to support
spin waves in a certain range of wavelengths, and perhaps all wavelengths,
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in the case of a gapped (non-Goldstone) mode.
The second major difference between an EQ and a QEQ system is the
nature of the magnetization fraction. In an EQ system, if the system is para-
magnetic, the magnetization is either determined by the external magnetic
field, σ = χH , where χ = N(0)
1+F a0
, and in a ferromagnetic system, the magne-
tization is determined by the stability of the Ginzburg-Landau free energy,
∂F
∂σ
= 0, and ∂
2F
∂σ2
> 0, where F = −|a|σ2+ |b|σ4, where a = 1
4
h¯2γ2N(0)
1+F a0
, and b is
an unknown parameter (it is a fitting parameter, and is of little importance in
the context of this thesis–see [43] for more information on Ginzburg-Landau
theory and determination of critical parameters). In a QEQ system, the
magnetization fraction is simply set by external means, and is not linked to
any parameters of fermi liquid theory or Ginzburg-Landau theory. The only
restriction on the magnetization fraction in a QEQ system is that it must
be small, σ = (n↑ − n↓)/(n↑ + n↓) < 0.1, in order for one to ignore the de-
pendence of the fermi liquid interaction parameters on the magnitude of the
quasi-particle momentum. A polarization fraction of σ = 0.1 would mean
that (p↑ − p↓)/(p↑ + p↓) ∼ σ3 ∼ 0.001, in which case the dependence of F~p~p′
on |~p− ~p′| can most likely safely be ignored.
In this chapter, results for spin waves in EQ and QEQ systems are pre-
sented. As will be shown, some dispersions of the respective modes are
qualitatively affected by the type of system in which they arise, whether EQ
or QEQ. Thus, delineation and distinctions of these two types of grounds
states will heretofore be mentioned only as necessary in the particular cir-
cumstances where it is of importance.
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5.2 Including l=2 in the perturbation
Before discussing our new modes, we discuss the effects of including the l = 2
distortion of the fermi surface in the perturbation (last chapter we discussed
including l = 2 in the ground state, and there is a section to follow that
deals with the corresponding spin waves in this situation), and we give a
specific example, one in which the first three harmonics of the perturbation,
ν0, ν1, and ν2, and the first three of the landau parameters, F
a
0 , F
a
1 , and
F a2 are included in the calculations of the spin waves, while only the l = 0,
homogeneous magnetization, distortion, σ0, is included in the ground state.
We look at the exact cubic solutions to the landau kinetic equation, and we
also examine the result obtained by Bedell and Blagoev [8] for qvF << F
a
1 .
The reasoning for including the l = 2 in the perturbation as stated in this
article was to avoid divergence of the spin wave dispersion as F a0 → −1.
The three coupled equations that result in the inclusion of ν0, ν1, ν2, F
a
0 ,
F a1 , and F
a
2 and σ0 are
(l = 0, m = 0) ων0 − 1√
3
(1 +
F a1
3
)qvFν1 = 0
(l = 1, m = 0) ων1 − 1√
3
(1 + F a0 )qvFν0 −
2√
15
(1 +
F a2
5
)qvFν2
+
2
h¯N(0)
(F a0 −
F a1
3
)σ0ν1 = 0
(l = 2, m = 0) ων2 − 2√
15
(1 +
F a1
3
)qvFν1 +
2
h¯N(0)
(F a0 −
F a2
5
)σ0ν2 = 0
(5.1)
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This set of equations can be equivalently expressed as


ω − 1√
3
(1 +
F a1
3
)qvF 0
− 1√
3
(1 + F a0 )qvF ω +
2
h¯N(0)
(F a0 − F
a
1
3
)σ0 − 2√15(1 +
F a2
5
)qvF
0 − 2√
15
(1 +
F a1
3
)qvF ω +
2
h¯N(0)
(F a0 − F
a
2
5
)σ0




ν0
ν1
ν2

 = 0
(5.2)
Thus, the solution to these coupled equations is obtained by setting the
determinant of the coefficient matrix to zero.
Det


ω − 1√
3
(1 +
F a1
3
)qvF 0
− 1√
3
(1 + F a0 )qvF ω +
2
h¯N(0)
(F a0 − F
a
1
3
)σ0 − 2√15(1 +
F a2
5
)qvF
0 − 2√
15
(1 +
F a1
3
)qvF ω +
2
h¯N(0)
(F a0 − F
a
2
5
)σ0

 = 0
(5.3)
The solution to a cubic equation is generally not analytically helpful, that
is to say, its analytic solution is extremely long with a bunch of third roots,
etc... Furthermore, there is no general approximation scheme to obtain any
sort of analytic approximation to the exact solution. Therefore, in Fig. 5.2 we
plot numerically the general solution to the cubic equation for a QEQ system.
Plotted in Fig. 5.1 are the approximate solutions from [8] for qvF << F
a
1 ,
which are
ω+0 (q) ≈
c2s
ω+1
q2
ω+1 (q) ≈ ω+1 −
[ c2s
ω+1
+
4N(0)v2F
30σ0
(
3
F a1
+ 1)
]
q2 (5.4)
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Figure 5.1: Approximate solutions from [8] for qvF << F
a
1 . The values of
the LPs are F a1 = 1 and F
a
1 = −0.5...0.5.
and in this limit, the approximation works quite well. However, as can be
seen in the Fig. 5.2, when F a1 → 0, this approximation fails, and also if
F a0 < 0, the approximation doesn’t capture the physics of the modes, which
is to say, an imaginary root is not possible in the approximation.
To test the importance of including ν2 and F
a
2 , we compare the exact
cubic solution to the exact solution when only ν0, ν1, F
a
0 , F
a
1 , and σ0 are
included. The analytic form of the latter dispersion is obtained from solving
the two coupled equations
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Figure 5.2: General solution to the cubic equation for the SC mode of a
QEQ system, including l = 2 in the perturbation. The values of the LPs are
F a1 = 1 and F
a
1 = −0.5...0.5.
(l = 0, m = 0) ων0 − 1√
3
(1 +
F a1
3
)qvFν1 = 0
(l = 1, m = 0) ων1 − 1√
3
(1 + F a0 )qvFν0 +
2
h¯N(0)
(F a0 −
F a1
3
)σ0ν1 = 0
(5.5)
The solution is
ω = −1
2
2
h¯N(0)
(F a0 −
F a1
3
)σ0 ± 1
2
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ0)
2
−41
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
]1/2
(5.6)
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Figure 5.3: ω+0 (q) when only ν0, ν1, F
a
0 , F
a
1 , and σ0 are included. F
a
0 = 1,
and F a1 = −0.5...0.5.
In Fig. 5.3 and Fig. 5.4 we plot the exact solutions for a QEQ system to the
l = 0, 1 coupled equations, and in Fig. 5.5 and Fig. 5.6 we plot the exact
solutions to the l = 0, 1, 2 coupled equations. The curves are very similar,
thus the inclusion of the l = 2 moment in the perturbative response only
leads to a new mode, the l = 2 mode, as expected (not shown in figures).
This mode is likely damped out in a real system, and is thus not important.
Now let’s look at the behavior of the approximate solutions: a) 1
3
(1 +
F a1
3
)(1 + F a0 )qvF <<
2
h¯N(0)
(F a0 − F
a
1
3
)σ0; b) qvF << F
a
1 (Blagoev result). It
is clear from Fig. 5.6 that these approximate solutions capture the physics
of the spin wave dispersions in the respective limits and for certain values of
F a0 and F
a
1 . However, their performance outside of these limits is not good,
as expected.
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Figure 5.4: ω+1 (q) when only ν0, ν1, F
a
0 , F
a
1 , and σ0 are included. F
a
0 = 1,
and F a1 = −0.5...0.5.
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Figure 5.5: ω+0 (q) when ν0, ν1, ν2, F
a
0 , F
a
1 , F
a
2 , and σ0 are included. F
a
0 = 1,
and F a1 = −0.5...0.5.
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Figure 5.6: ω+1 (q) when ν0, ν1, ν2, F
a
0 , F
a
1 , F
a
2 , and σ0 are included. F
a
0 = 1,
and F a1 = −0.5...0.5.
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Figure 5.7: q2 approximation for ω+0 (q) when ν0, ν1, F
a
0 , F
a
1 , and σ0 are
included. F a0 = 1, and F
a
1 = −0.5...0.5.
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Figure 5.8: q2 approximation for ω+1 (q) when ν0, ν1, F
a
0 , F
a
1 , and σ0 are
included. F a0 = 1, and F
a
1 = −0.5...0.5.
As can also be seen in Fig. 5.7, the l = 2 response is not necessary for
capturing the physics of the spin precessional mode (l = 0) and the spin
current mode (l = 1). Thus, for the remainder of this chapter only the l = 0
and l = 1 responses to the perturbation are utilized in deriving the spin wave
dispersions.
5.3 Spin waves in a PSC system
As discussed in the previous chapter, fermi liquid theory has a convenient
way of introducing a persistent spin current (PSC) into the ground state,
which is to include the l = 1 spherical harmonic, σ1Y
0
1 (θp, φp) in the ground
state SDF. The spin waves that result from perturbing such a PSC system
can be studied via the spin kinetic equation.
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The result of an l = 1 harmonic contained in the ground state (calcu-
lations are shown in detail in the Appendix) is a dramatic change in the
dispersion of the corresponding transverse spin waves. When σ0 and σ1 are
present in the ground state, the coupled equations are

 ω −
1√
3
(1 +
F a1
3
)qvF
− 1√
3
(1 + F a0 )qvF − 2h¯N(0) (F a0 −
F a1
3
)σ1 ω +
2
h¯N(0)
(F a0 − F
a
1
3
)σ0



ν0
ν1

 = 0
(5.7)
Examining these coupled equations, and comparing them to Eq. 5.2, it is
clear that the effect on the spin wave of including σ1 in the ground state is
to provide an additional coupling between the l = 0 and l = 1 projections of
the kinetic equation (off-diagonal element in the matrix). This results in a
linear term in q in the characteristic equation, along with the usual q2 term.
ω2 − 2
h¯N(0)
(F a0 −
F a1
3
)σ0ω +
1√
3
(1 +
F a1
3
)
2
h¯N(0)
(F a0 −
F a1
3
)σ0qvF
−1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F = 0 (5.8)
Interestingly, the term 1√
3
(1+
F a1
3
) 2
h¯N(0)
(F a0 − F
a
1
3
)σ0qvF has characteristics of
a spin-orbit coupling, since the polarization parameter σ1 is multiplied by
the momentum transfer, q. Thus, even though only an exchange interaction
has been assumed in the Hamiltonian, the inclusion of σ1 in the ground
state SDF has led to an effective σq term. This differs from the usual spin-
orbit interaction, which is proportional to σp, where p is the quasi particle
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momentum. A possible physical interpretation of the σ1q term would be that
the spin current, σ1, couples to the spatial fluctuations of the perturbation,
q.
Solving the quadratic characteristic equation leads to the two solutions
ω+0 (q) = −
1
2
2
h¯N(0)
(F a0 −
F a1
3
)σ0 +
1
2
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ0)
2 −
4
3
(1 + F a0 )(1 +
F a1
3
)q2v2F + 4
2
h¯N(0)
(F a0 −
F a1
3
)σ1(1 +
F a1
3
)qvF
]
ω+1 (q) = −
1
2
2
h¯N(0)
(F a0 −
F a1
3
)σ0 +
1
2
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ0)
2 −
4
3
(1 + F a0 )(1 +
F a1
3
)q2v2F +
2
h¯N(0)
(F a0 −
F a1
3
)σ1(1 +
F a1
3
)qvF
]
(5.9)
To leading order in q, these solutions become
ω+0 (q) =
−1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F + 4
2
h¯N(0)
(F a0 − F
a
1
3
)σ1(1 +
F a1
3
)qvF
2
h¯N(0)
(F a0 − F
a
1
3
)σ0
ω+1 (q) = −
2
h¯N(0)
(F a0 −
F a1
3
)σ0 +
−1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F + 4
2
h¯N(0)
(F a0 − F
a
1
3
)σ1(1 +
F a1
3
)qvF
2
h¯N(0)
(F a0 − F
a
1
3
)σ0
(5.10)
Thus the dispersion of both the spin precessional mode and the spin current
mode are linear to first order in q. This is a new result for a transverse spin
wave in fermi liquid theory.
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The particle hole continuum of single-particle excitations (Stoner contin-
uum) is given by the following expression
ω+ph =
2
h¯N(0)
F a0 σ0 +
[ 2
h¯N(0)
F a1
3
σ1 + vF q
]
cos θp (5.11)
An interesting feature of this single-particle excitation spectrum is that
at q = 0 the continuum has an extended range of excitation energies, as
opposed to a single value, which is the usual (see Fig. C.24). This new
feature is a result of the translation of the two fermi spheres relative to each
other, which is of course due to σ1.
The linear dispersion of the spin waves themselves suggests that a sym-
metry has been broken in the system by the inclusion of σ1, because the q
2
behavior of the Silin modes as q → 0 is not present. The stiffening to a
linear dispersion means that the mode requires more energy to be activated
at low q, and thus the spin current has broken the rotational symmetry of a
homogeneous ferromagnet. This is not a surprise, since the direction of the
spin current, σ1, is the z-direction, thus polar symmetry has been broken.
5.4 Non-polarized PSC spin waves
In a system that has a persistent spin current but no net polarization, the
ground state is characterized by the presence of a σ1 order parameter and
the absence of a σ0 order parameter (i.e. n↑ − n↓ = 0). In such a system,
spin waves would still be excitable, just as they can be excited in a slab of
paramagnetic aluminum with no external magnetic field present, and thus
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Figure 5.9: The l = 0 and l = 1 spin wave dispersions that result from a
fermi liquid that is magnetic and has a spin current in its ground state. The
dispersions are proportional to q1 to leading order in q.
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Figure 5.10: Showing the leading order q behavior of the spin current mode
of a fermi liquid that is magnetic and has a spin current in its ground state.
The dispersion is proportional to q1 as q → 0.
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no net polarization [17].
If only a σ1 exists in a system, then the coupled equations derived from
the LKE are

 ω −
1√
3
(1 +
F a1
3
)qvF
− 1√
3
(1 + F a0 )qvF − 2h¯N(0) (F a0 −
F a1
3
)σ1 ω



ν0
ν1

 = 0
(5.12)
These coupled equations lead to the characteristic equation
ω2− 1
3
(1+F a0 )(1+
F a1
3
)q2v2F−
2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1+
F a1
3
)qvF = 0 (5.13)
and the solutions to this equation are
ω+0 (q) =
[ 2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1 +
F a1
3
)qvF
−1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
]1/2
ω+1 (q) = −
[ 2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1 +
F a1
3
)qvF
−1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
]1/2
(5.14)
If we expand the radical, assuming q << kF , and thus (...)qvF <<
2
h¯N(0)
(F a0 −
F a1
3
)σ1, then the small-q behavior of the modes is characterized by a q
1/2
dispersion.
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ω+0 (q) =
( 2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1 +
F a1
3
)
)
q1/2v
1/2
F
− 1√
3
(1 +
F a1
3
)
(F a0 − F
a
1
3
)σ1
qvF
ω+1 (q) = −
( 2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1 +
F a1
3
)
)
q1/2v
1/2
F
+
1√
3
(1 +
F a1
3
)
(F a0 − F
a
1
3
)σ1
qvF
(5.15)
This square root behavior is novel for a transverse spin wave. Both modes
are gapless, as well, which is the result of no net magnetization in the system.
The Stoner continuum for a σ1 system occupies the bounds
−F
a
1
3
σ1 cos θpqvF ≤ ωph ≤ +F
a
1
3
σ1 cos θpqvF (5.16)
An interesting feature of this continuum is that if F a1 < 0, there exists a
value of q for which the continuum vanishes. This leads to the disappearance
of the single-particle continuum of excitations at a finite q value. This would
mean that the collective modes spectrum, or spin waves, would monopolize
the dynamic form factor, and thus saturate and frequency sum rule:
∫ ∞
0
ωS(q, ω) dω =
Nq2
2m
(5.17)
where N is the number of particles in the system, m is their bare mass, and
S(q, ω) is the dynamic form factor [33]. This would make the spin precession
mode very easy to detect experimentally, as the cross-section of incident light
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Figure 5.11: The two spin waves that arise from a spin current being in the
ground state of a fermi liquid that does not have homogeneous magnetization.
The dispersion is proportional to q1/2.
(or neutrons) would only be determined by the presence or absence of this
mode, at the q value
q = −F
a
1
3
2σ1
h¯N(0)
1
vF
(5.18)
In the figure, the spin wave modes are shown with the Stoner continuum.
As a result of the square root nature of the modes for small q, and the range
of the Stoner continuum at q = 0, there exists a cutoff value of q below
which the spin wave modes will not propagate, or equivalently, there is a
maximum wavelength value, λmax =
2π
qmin
, above which spin waves would not
exist in such a system. This cutoff would greatly affect the thermodynamics
of the system, since long-wavelength excitations in fermi systems contribute
significantly to the specific heat [33].
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5.5 Paramagnetic
If an external magnetic field is present, then the new spin waves that are
shown above acquire an additional term in the expression for the disper-
sion, which is the Larmor frequency. This is the precession that a magnetic
moment would have in an external field in the absence of quasi particle inter-
action, and is equal to ωL = γH , where γ is the gyromagnetic ratio, and H
is the external magnetic field. In an interacting fermi liquid, the frequency is
modified by the quasi particle interaction, fapp′, and the dispersions of the new
spin waves, in the range of small q, that result from a transverse perturbation
are: for the l = 0, 1 distortion terms present for small q
ω+0 (q) = ω0 +
1√
3
σ1
σ0
(1 +
F a1
3
)qvF − 1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
ω+1 (q) = ω0 +
2
h¯
(F a0 −
F a1
3
)σ0 − 1√
3
σ1
σ0
(1 +
F a1
3
)qvF
+
1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
(5.19)
and for only the l = 1 distortion term present for small q,
ω = ω0 +±((1 + F
a
1
3
)qvF
2
h¯
(F a0 −
F a1
3
)σ1)
1/2 ± (
1
3
(1 + F a0 )(1 +
F a1
3
))1/2qvF
( 2
h¯
(F a0 − F
a
1
3
))1/2σ
1/2
1
(5.20)
The external field only changes the dispersions by a constant amount equal
to the Larmor frequency. The paramagnetic spin waves are still characterized
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by a q1 and q1/2 dispersions to leading order in q. The Stoner continuum also
acquires an additional gap due to the presence of the external field, equal to
ω0. Thus, the damping considerations mentioned in the previous section still
apply to the current mode in a paramagnetic system.
5.6 Spin waves in dilute atomic gases
Spin waves in dilute atomic gases have been theoretically understood and
observed in atomic gases since the early 1980’s. Johnson, et al. [22] ob-
served resonances in the NMR spectrum of poarized hydrogen gas, H↓ (at a
density of 1016 cm−3 and temperature of 0.8K), that had been predicted
theoretically by Levy and Ruckenstein [25]. The mechanism for these spin
waves is different from those that are presented in this thesis, but the direct
experimental observation of spin waves in H↓ makes it extremely plausible
that spin waves could be observed in a partially polarized gas of 6Li, which
would be those derived in this thesis.
Spin waves in dilute bosonic atomic gases has already been observed, as
well. In 2002, McGuirk, et al. observed longitudinal and transverse spin
waves in a gas of 87Rb atoms (at a density of 1013 cm−3 and temperature
of 800nK) [29]. In this and similar experiments in dilute atomic gases, the
spin states of the atoms are manipulated by using a two photon coupling
transition scheme, which was stumbled upon in 2001 by Lewandowski, et al.
[26]. Thus, the polarization fraction of the gas can be controlled without an
external magnetic field. As mentioned before, the method of spin injection
can also be used to control the polarization fraction [21].
64
5.7 Spin waves near a Feshbach resonance in
an atomic gas
As mentioned above, dilute atomic gases are conducive for observing con-
densed matter phenomena, including spin waves. However, they also offer
an additional degree of freedom, as compared to conventional solid state
systems–the interaction between the atoms can be tuned at will, utilizing
something known as a Feshbach resonance.
The inherent inhomogeneity of a three-dimensional confined atomic gas
is not expected to affect the fermi liquid results significantly [30]. In very
anisotropic traps approaching lower dimensions, however, the confining po-
tential restricts the motion of the atoms in certain directions, thus fermi
liquid excitations have been shown to change significantly [12]. In this paper
we are not interested in quasi-one dimensional or quasi-bidimensional effects,
thus all of the following calculations are done for the three-dimensional, ho-
mogeneous case.
The term Feshbach resonance describes the situation where the kinetic
energy of a single particle becomes equal, or nearly equal, to the energy of
a bound state between two particles. When this occurs, on one side of the
resonance, particles may form bound states, with the scattering length of the
two particles becoming negative. On the other side of the resonace, usually
denoted the BCS side, the scattering length is positive, and there is also a
quasi bound state, but with a much larger coherence length. If the atoms
in the gas are fermions, for example 6Li, and the temperature is above the
critical temperature but still below the fermi temperature on the BCS side
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of the resonance, the atoms will comprise a fermi liquid. The strength of the
interaction between the atoms can be tuned simply by changing the magnetic
field.
For example, in a dilute gas of 6Li, it is possible to tune the fermi liquid
parameter F a0 near the Feshbach resonance of 834 Gauss. This was reported
by Dahal, et al., in 2008 [14]. If this finding is substantiated by experiment,
this would lead to many possibilities in the field of spin waves. On the flip
side, the new spin waves that are reported above could provide a way to
substantiate this tunability.
While the BCS and BEC states in atomic gases garner wide interest across
many fields [3, 16, 41, 34], investigations into the normal state of atomic gases,
i.e. above the superfluid phase transition, can also provide interesting results
and important insights into the properties of these gases and other related
systems. For instance, theoretical studies directed towards the density exci-
tations of atomic gases in the hydrodynamic, collisionless, and intermediate
regimes [11, 32, 28] paved the way for experimental investigations into the
excitation spectra [23, 5] and the discovery of surprising features. Applica-
tion of fermi liquid theory to density fluctuations of atomic gases has also
led to interesting predictions and results [44, 2].
In [14], the induced interaction model [4] was used to theoretically calcu-
late the fermi liquid parameters for an atomic gas as a Feshbach resonance
(FBR) is approached. Dr. Sergio Gaudio wrote a Matlab program that used
the IIM to numerically calculate the parameters, and I adapted the program
to specifically calculate the parameters for a 6Li gas in a QEQ state near
its 834 Gauss FBR at a temperature TBCS < T << TF , where TBCS is the
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Figure 5.12: Calculated Landau parameters, F a0 and F
a
1 , for a gas of
6Li atoms
in the appropriate high-field seeking spin states near the 834-Gauss Feshbach
resonance. The horizontal axis is the inverse of the bare scattering length as
times the fermi wave vector kF . The quantities plotted are dimensionless.
critical temperature at which the BCS super-conducting state is realized. A
chief characteristic of the FBR is the divergence of the bare s-wave scatter-
ing length as the external magnetic field is tuned towards the resonance. At
low enough temperatures, only the s-wave scattering process is allowed, thus
the characteristic scattering length is effectively determined by the s-wave
scattering length alone. The parameters used for this calculation, specific to
the 6Li FBR, are detailed in the appendix. The results of this calculation are
shown in Fig. 5.12. For comparison, the FL parameters for 3He for varying
pressure are shown in Fig. ??. The behavior of the LPs near the 6Li FBR
lead to very interesting effects in the transverse spin waves.
67
First let’s inspect the QEQ modes in a system that only has σ0 present
in its ground state SDF, which is to say it is a homogeneous magnet, with
no external field, and no spin current in its ground state. The form for the
spin precessional (SP) mode and spin current (SC) mode is
ω+0 (q) = −
1
2
2
h¯N(0)
(F a0 −
F a1
3
)σ0 +
1
2
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ0)
2
−41
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
]1/2
ω+1 (q) = −
1
2
2
h¯N(0)
(F a0 −
F a1
3
)σ0 − 1
2
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ0)
2
−41
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
]1/2
(5.21)
The main effect that occurs as F a0 increases near the FBR is the q = 0 gap
of the SC mode increases linearly with F a0 . This would have repercussions
for the dynamic form factor for the collective modes, which is given by
S(q, ω) =
∑
n
|(ρ+q )n0|2δ(ω − ωn0) (5.22)
which would show up in scattering experiments, since the dynamic form
factor is the amplitude of the scattering cross section. The spin stiffness of
these modes is also affected as F a0 → ∞–the dispersion would become more
quadratic and less linear, as show in Fig. 5.13.
Now, looking at the form of the QEQ modes for a σ1 system,
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Figure 5.13: SC and SP modes near a Feshbach resonance for a polarized
Fermi liquid, for F a0 = 0...10. Dashed lines correspond to F
a
0 = 0.
ω+0 (q) =
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1 +
F a1
3
)qvF
−1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
]1/2
ω+1 (q) = −
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1 +
F a1
3
)qvF
−1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F
]1/2
(5.23)
the SP and SC modes are both gapless at q = 0, so q = 0 behavior is not
affected by a change in F a0 near an FBR for these modes. However, the mode
dispersions become more dramatically square root in behavior as F a0 → ∞,
or as the spin-dependent interaction between the atoms increases, as shown
69
0.000 0.002 0.004 0.006 0.008 0.010
0.000
0.001
0.002
0.003
q
kF
Ω
Ω
F
Figure 5.14: SP mode near a Feshbach resonance for an unpolarized PSC
Fermi liquid, for F a0 = 0...10. Dashed line corresponds to F
a
0 = 0.
in Fig. 5.14 and Fig. 5.15. This would lower the lower-bound cutoff for
propagation of the modes, i.e. the qmin value below which the modes would
merge into the Stoner continuum would become smaller.
Lastly, in the case of a σ0 + σ1 ground state SDF, the form of the modes
is
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Figure 5.15: SC mode near a Feshbach resonance for an unpolarized PSC
Fermi liquid, for F a0 = 0...10. Dashed line corresponds to F
a
0 = 0.
ω+0 (q) = −
1
2
2
h¯N(0)
(F a0 −
F a1
3
)σ0 +
1
2
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ0)
2
−4( 2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1 +
F a1
3
)qvF − 1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F )
]1/2
ω+0 (q) = −
1
2
2
h¯N(0)
(F a0 −
F a1
3
)σ0 +
1
2
[
(
2
h¯N(0)
(F a0 −
F a1
3
)σ0)
2
−4( 2
h¯N(0)
(F a0 −
F a1
3
)σ1
1√
3
(1 +
F a1
3
)qvF − 1
3
(1 + F a0 )(1 +
F a1
3
)q2v2F )
]1/2
(5.24)
thus the gap of the SC mode would increase as the FBR were approached, and
the dispersion of the SP mode and SC mode would become more quadratic.
This behavior is shown in Fig. 5.16 and Fig. 5.17.
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Figure 5.16: SP mode near a Feshbach resonance for a polarized PSC Fermi
liquid, for F a0 = 0...10. Dashed line corresponds to F
a
0 = 0.
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Figure 5.17: SC mode near a Feshbach resonance for a polarized PSC Fermi
liquid, for F a0 = 0...10. Dashed line corresponds to F
a
0 = 0.
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5.8 Spin waves in SDW materials
If a spin density wave (SDW) is present, e.g. a spiral or fan magnetic struc-
ture, in the ground state of an itinerant magnetic system, the transverse spin
waves are affected by the magnetic anisotropy. Such a system is MnSi, and
its spin wave, as detected by neutron scattering experiments, are character-
ized by a gapped quadratic dispersion [42]. The gap, in what is traditionally
believed to be the spin precessional mode, arises from magnetic anisotropy.
(The spin current mode is not believed to have been detected.)
In Fermi liquid theory, the spin waves of an itinerant SDW material are
derived by assuming a spiral or fan magnetic structure, as the case may be,
in the ground state of the system, and then employing the kinetic equation
and fourier transform methods, just as in the case of Silin modes. With the
details of the calculation presented in the appendix, we give below the results
for the spin wave dispersions. (Below, a spiral structure is assumed in the
ground state. A fan structure is not considered in this thesis – it is left for
future consideration.)
The coupled equations for the spin waves of a spiral SDW are
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+ → 0, 0 → ωx+ − By+ = 0
→ 1, 0 → ωy+ − Ax+ +Dmzy+ −Dm+yz = 0
- → 0, 0 → ωx− − By− = 0
→ 1, 0 → ωy− − Ax− −Dmzy− +Dm−yz = 0
z → 0, 0 → ωxz −Byz = 0
→ 1, 0 → ωyz − Axz − 1
2
Dm+y− +
1
2
Dm−y+ = 0
(5.25)
Upon simplification, the resultant characteristic equation of this matrix is
ω6 − Γω4 + ΓABω2 −A3B3 = 0 (5.26)
where Γ ≡ 3AB −D2mzmz +D2m+m−. The solutions to this equation are
ω = ±(AB)1/2
ω = ±
[1
2
(Γ− AB ± [Γ2 − 2ABΓ− 3A2B2]1/2)
]1/2
(5.27)
The definitions of A, B, C, D, and Γ are in the appendix. The six solutions
are plotted in Fig. 5.18. Two are longitudinal paramagnon modes, and four
are transverse spin wave modes.
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Figure 5.18: Spin wave modes of a spiral SDW fermi liquid. The linear
modes are the paramagnon modes, and the quadratic modes are the SP and
SC transverse spin wave modes.
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Chapter 6
Summary and Conclusions
This thesis has presented our results for two new sets of transverse spin
waves within fermi liquid theory, and discussed the ground states that would
support them, as well. The dispersions of these transverse spin waves are
proportional to q1 and q1/2 to leading order in q, which are new results for
transverse spin waves in fermi liquid theory. Possible experimental conditions
have been discussed for the observation of the new spin waves, including a
dilute atomic gas of 6Li atoms near a Feshbach resonance, and solid state
systems in which a persistent spin current exists in the ground state.
The spin waves reported in this thesis have a clear physical interpretation,
and are grounded solidly within the framework of fermi liquid theory. The
importance of the findings will be dictated by whether the conditions will
turn out to be experimentally achievable, and whether the modes will be
observable in such an experiment. The field of cold atom gases is expanding
rapidly, and the possibilities in the field are thus expanding, as well. Thus,
we expect that it will be soon that an experiment will be able to be performed
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to easily observe the modes we have reported in this thesis.
Future theoretical work to be considered should be establishing, or dis-
proving the possibility for, a connection between the spherical harmonic mo-
ments of the magnetization, σ1,0 and σ±1,0, and the perpendicular compo-
nents of the magnetization of a spin density wave ground state, σ±. The
author and advisor have attempted to derive such a connection, but without
success. However, it seems that there is a possibility that a connection could
be made.
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Appendix A
A.1 Substitutions
The following substitutions are defined for ease of notation, and are used
throughout the appendices.
A ≡ 1√
3
(1 + F a0 )vF q x
± ≡ ν±0
B ≡ 1√
3
(1 +
F a1
3
)vF q y
± ≡ ν±1
B′ ≡ 2√
15
(1 +
F a1
3
)vF q z
± ≡ ν±2
C ≡ 2√
15
(1 +
F a2
5
)vF q
D ≡ 2
h¯N(0)
(F a0 −
F a1
3
)
E ≡ 2
h¯N(0)
(F a0 −
F a2
5
)
F ≡ 2
h¯N(0)
(
F a1
3
− F
a
2
5
)
(A.1)
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A.2 Parameter Values
Unless otherwise stated, the following values for the Landau parameters, the
density of states at the fermi level, the magnetization parameters σ0, σ1, and
σ2, near a Feshbach resonance in a
6Li atomic gas are used throughout the
thesis:
n = 1× 1019m−3
σ0 = 5× 1017m−3
σ1 = 5× 1017m−3
σ2 = 5× 1017m−3
F a0 = 10
F a1 = −0.5
F a2 = 0.1
N(0) = 7× 1048J−1m−3
EF = h¯ωF
ωF = 5× 106rad/s
kF = 1× 107m−1
γ = −1.495× 1011
H = 5× 10−5Tesla
(A.2)
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Appendix B
Ginzburg-Landau free energy of a fermi liquid system possessing both l = 0
and l = 1 magnetic instabilities, thus F a0 < −1, and F a1 < −3.
We start by briefly copying down Baym and Pethick’s derivation of ther-
modynamic stability of a fermi liquid (from page 15 of [6]). We do this,
because it requires the same formalism as what we are doing with the defor-
mation of the fermi surface of a spin species. The calculation we have done
is formally exactly the same.
(E − µn)− (E − µn)0 = 1
V
∑
~p,σ
(ε0p − µ)δn~p,σ +
1
2V 2
∑
~p,σ,~p′,σ′
f~p,σ,~p′,σ′δn~p,σδn~p′,σ′
(B.1)
δn~p,σ = n~p,σ − n0~p (B.2)
= (δpf)δ(pf − p)− 1
2
(δpf )
2 ∂
∂p
δ(pf − p) (B.3)
where
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δpf (θ, σ) ≡ pf(θ, σ)− p0f (B.4)
is the change in the fermi momentum from it’s equilibrium value; in other
words, it’s the deformation of the fermi surface. Then evaluating Eq. (B.1)
gives
δE − µδn =
∑
l
N(0)
8(2l + 1)
[(σl↑ + σl↓)
2(1 +
F sl
2l + 1
) + (σl↑ − σl↓)2(1 + F
a
l
2l + 1
)].
(B.5)
This is the derivation from Baym and Pethick [6]. Below I just show explicitly
the intermediate steps. For the first term on the right hand side of Eq. (B.1),
the integral to perform is
1
V
∑
σ
∫ ∞
0
∫ π
0
∫ 2π
0
p2sin(θ) dp dθ dφ (vf (p− pf ))
[(δpf)δ(pf − p)− 1
2
(δpf)
2 ∂
∂p
δ(pf − p)]. (B.6)
The single power of the delta function integrates to give zero, so the integral
becomes
− 1
2V
∑
σ
vf [
∫ ∞
0
p3 dp
∂
∂p
δ(pf − p)− pf
∫ ∞
0
p2 dp
∂
∂p
δ(pf − p)]
∫ π
0
∫ 2π
0
sin(θ) dθ dφ(δpf)
2. (B.7)
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Taking it one step further, evaluating the two magnitude integrals, which
are easy (page 61 Shankar QM shows how to integrate over the derivative of
a delta function), and substituting in the spherical harmonic expansion for
δpf , gives
1
2V
∑
σ
vf [3p
2
f − 2p2f ]
∫ π
0
∫ 2π
0
sin(θ) dθ dφ(
∑
l,m
σlmY
m
l (θ, φ))
2. (B.8)
Now writing out explicitly the l = 0 and l = 1 spherical harmonic moments
of the fermi surface distortion, the integral looks like
1
2V
∑
σ
p3f
m⋆
∫ π
0
∫ 2π
0
sin(θ) dθ dφ
(
(
1
4π
)1/2σ00 + (
3
4π
)1/2cos(θ)σ10
−( 3
8π
)1/2eiθsin(θ)σ11 + (
3
8π
)1/2e−iθsin(θ)σ1−1
)2
(B.9)
Evaluating this integral gives
1
2V
∑
σ
p3f
m⋆
[σ200 + σ
2
10 − 2σ11σ1−1] (B.10)
Now to evaluate the second term of Eq. (B.1). Written out explicitly,
this term looks like
1
2V 2
∑
σσ′
∫ ∞
0
∫ π
0
∫ 2π
0
∫ ∞
0
∫ π
0
∫ 2π
0
p2sin(θ) dp dθ dφ p′2sin(θ′) dp′ dθ′ dφ′
f~pσ~p′σ′(δpf)δ(pf − p)(δpf)δ(pf − p′). (B.11)
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The magnitude integrals over p and p′ are the same as the magnitude integral
in the first term, thus each giving
p3f
m⋆
. So, after performing these integrals,
what is left is explicitly
1
2V 2
∑
σσ′
(
p3f
m⋆
)2
∫ π
0
∫ 2π
0
∫ π
0
∫ 2π
0
sin(θ′) dθ′ dφ′
∑
l
flPl(cosγ~p~p′)
(
∑
l,m
σlmY
m
l (θ, φ))(
∑
l,m
σlmY
m
l (θ
′, φ′)) (B.12)
This integral gives
4π
2V 2
∑
σσ′
(
p3f
m⋆
)2[f0σ
2
00 +
f1
3
σ210 −
2f1
3
σ11σ1−1] (B.13)
Thus, combining the two terms, the final expression for the energy vari-
ation becomes
δE − µδn = 1
2V
∑
σ
p3f
m⋆
[σ200 + σ
2
10 − 2σ11σ1−1] +
4π
2V 2
∑
σσ′
(
p3f
m⋆
)2[f0σ
2
00 +
f1
3
σ210 −
2f1
3
σ11σ1−1]. (B.14)
This expression can be rewritten in a simpler-looking form:
F = N(0)[(1 + F a0 )σ
2
00 + (1 +
F a1
3
)σ210 − 2(1 +
F a1
3
)σ11σ1−1] (B.15)
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Appendix C
In this appendix, the calculations for the new spin waves are shown in detail.
For completeness, we start out with the spin kinetic equation, which is the
starting point for our spin wave calculations.
∂
∂t
~σp + ~vp · ~∇r
(
~σp −
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′~σ
′
p
)
= −2
h¯
~σp ×~hp (C.1)
Now separate out ~σp into ground state and first order deviation
~σp ≡ ~σ0p + δ~σp (C.2)
Then the kinetic equation becomes
∂
∂t
δ~σp+~vp · ~∇r
(
δ~σp−
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′δ~σ
′
p
)
= −2
h¯
(~σ0p× δ~hp+ δ~σp×~h0p) (C.3)
Then separating out the iˆ, jˆ, and kˆ equations, we get for the iˆ equation
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∂∂t
δσpx + ~vp · ~∇r
(
δσpx −
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′δσp′x
)
= −2
h¯
(−σ0pzδhpy + δσpyh0pz)
(C.4)
and for the jˆ equation
∂
∂t
δσpy+~vp ·~∇r
(
δσpy−
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′δσp′y
)
= −2
h¯
(σ0pzδhpx−δσpxh0pz) (C.5)
and for the kˆ equation (though the kˆ equation is ignored in this derivation,
because it does not constitute a transverse mode)
∂
∂t
δσpz+~vp ·~∇r
(
δσpz−
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′δσp′z
)
= −2
h¯
(σ0pxδhpy−δσpyh0px) (C.6)
Achieving a solution to these coupled equations is facilitated by multiply-
ing the jˆ equation by i (the square root of −1), and then adding this to the
iˆ equation to obtain one equation, and also subtracting this from the iˆ equa-
tion to obtain a second equation. Upon doing this, the two new equations
are
∂
∂t
(δσpx + iδσpy) + ~vp · ~∇r
(
(δσpx + iδσpy)−
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′(δσp′x + iδσpy)
)
=
−2i
h¯
[
σ0pz
∫
d3p′
2πh¯
fapp′(δσp′x + iδσp′y)− (δσpx + iδσpy)
∫
d3p′
2πh¯
fapp′σ
0
p′z
]
(C.7)
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and
∂
∂t
(δσpx − iδσpy) + ~vp · ~∇r
(
(δσpx − iδσpy)−
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′(δσp′x − iδσpy)
)
=
−2i
h¯
[
σ0pz
∫
d3p′
2πh¯
fapp′(δσp′x − iδσp′y)− (δσpx − iδσpy)
∫
d3p′
2πh¯
fapp′σ
0
p′z
]
(C.8)
Then, the substitutions,
δσ+p ≡ δσpx + iδσpy (C.9)
δσ−p ≡ δσpx − iδσpy (C.10)
lead to the following equations,
∂
∂t
δσ+p + ~vp · ~∇r
(
δσ+p −
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′δσ
+
p′
)
=
−2i
h¯
[
σ0pz
∫
d3p′
2πh¯
fapp′δσ
+
p′ − δσ+p
∫
d3p′
2πh¯
fapp′σ
0
p′z
]
(C.11)
and
∂
∂t
δσ−p + ~vp · ~∇r
(
δσ−p −
∂n0p
∂εp
∫
d3p′
2πh¯
fapp′δσ
−
p′
)
=
2i
h¯
[
σ0pz
∫
d3p′
2πh¯
fapp′δσ
−
p′ − δσ−p
∫
d3p′
2πh¯
fapp′σ
0
p′z
]
(C.12)
The above equations are two uncoupled kinetic equations. The first de-
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scribes the propagation of a spin wave that results from a spin being flipped
from down to up, and the second describes the propagation of a spin wave
the results from a spin being flipped from up to down. We will only derive
the dispersion for the former case, and then give the result for both, since
the dispersion for the flip down process is derived in exactly the same way.
Now, performing the substitutions
δσ+p ≡ −
∂n0p
∂εp
ν+p δσ
−
p ≡ −
∂n0p
∂εp
ν−p σ
0
pz ≡ −
∂n0p
∂εp
σpz (C.13)
and dividing the equation by −∂n0p
∂εp
, the ”+” equation becomes
∂
∂t
ν+p + ~vp · ~∇r
(
ν+p +
∫
d3p′
2πh¯
fapp′(−
∂n0p
∂εp
ν+p′ )
)
=
−2i
h¯
[
σpz
∫
d3p′
2πh¯
fapp′(−
∂n0p
∂εp
ν+p′)− ν+p
∫
d3p′
2πh¯
fapp′(−
∂n0p
∂εp
σp′z)
]
(C.14)
Fourier transforming ν+p , such that
ν+p (~r, t) =
∑
~q,ω
ν+p (~q, ω)e
i(~q·~r−ωt) (C.15)
and looking at only one Fourier component, dividing out ei(~q·~r−ωt), perform-
ing the temporal and spatial derivatives, multiplying the equation by i, and
bringing everything over to the left side of the equation, the equation be-
comes,
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ων+p − ~vp · ~qν+p − ~vp · ~q
∫
d3p′
2πh¯
fapp′(−
∂n0p
∂εp
ν+p′ ) +
2
h¯
[
− σpz
∫
d3p′
2πh¯
fapp′(−
∂n0p
∂εp
ν+p′) + ν
+
p
∫
d3p′
2πh¯
fapp′(−
∂n0p
∂εp
σp′z)
]
= 0 (C.16)
Now expanding ν+p , σpz and f
a
pp′
as
σpz =
∑
l,m
σl,mY
m
l (θp, φp) (C.17)
ν+p =
∑
l,m
ν+l,mY
m
l (θp, φp) (C.18)
fa
pp′
=
∑
l,m
fal P
m
l (cos θpp′) (C.19)
the kinetic equation becomes
ω
∑
l,m
ν+l,mY
m
l (θp, φp)− ~vp · ~q
∑
l,m
ν+l,mY
m
l (θp, φp)−
~vp · ~q
∫
d3p′
2πh¯
∑
l,m
fal P
m
l (cos θpp′)(−
∂n0p
∂εp
∑
l,m
ν+l,mY
m
l (θ
′
p, φ
′
p)) +
2
h¯
[
−
∑
l,m
σl,mY
m
l (θp, φp)
∫
d3p′
2πh¯
∑
l,m
fal P
m
l (cos θpp′)(−
∂n0p
∂εp
∑
l,m
ν+l,mY
m
l (θ
′
p, φ
′
p)) +
∑
l,m
ν+l,mY
m
l (θp, φp)
∫
d3p′
2πh¯
∑
l,m
fal P
m
l (cos θpp′)(−
∂n0p
∂εp
∑
l,m
σl,mY
m
l (θ
′
p, φ
′
p))
]
= 0 (C.20)
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This equation is ready to be projected out into spherical harmonic com-
ponents. In the next section we will perform the projections, thus obtaining
the coupled harmonic equations for the spin waves. These calculations will
be shown in complete detail.
C.2.1 Spherical Harmonic Projection
The projections of the most general coupled equations that are presented in
this thesis for spin waves in a fermi liquid are shown here. All other coupled
equations for spin waves are a subset of these.
In what follows, the νml are the spherical harmonics projections of the
fermi surface distortion from the ground state, labeled by the polar order
l and the azimuthal order m. Only m = 0 harmonics need be considered,
because the momentum transfer, ~q, is assumed to be in the z-direction, and
this results in the excitation of only the polar, or m = 0, moments of the
spherical harmonics in the fermi surface distortion. The Y ml (θp, φp) are the
usual normalized spherical harmonics. The first few spherical harmonics are
Y 00 (θ, φ) =
1√
4π
(C.21)
Y 01 (θ, φ) =
√
3
4π
cos θ (C.22)
Y 02 (θ, φ) =
√
5
16π
(cos2 θ − 1) (C.23)
The kinetic equation is
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ω(ν+0 Y
0
0 (p) + ν
+
1 Y
0
1 (p) + ν
+
2 Y
0
2 (p))− ~vp · ~q(ν+0 Y 00 (p) + ν+1 Y 01 (p) + ν+2 Y 02 (p))−
~vp · ~q
∫
d3p′
2πh¯
∑
l,m
fal P
m
l (cos θpp′)(−
∂n0p
∂εp
(ν+0 Y
0
0 (p
′) + ν+1 Y
0
1 (p
′) + ν+2 Y
0
2 (p
′))) +
2
h¯
[
− (σ+0 Y 00 (p) + σ+1 Y 01 (p))
∫
d3p′
2πh¯
∑
l,m
fal P
m
l (cos θpp′)(−
∂n0p
∂εp
(ν+0 Y
0
0 (p
′) +
ν+1 Y
0
1 (p
′) + ν+2 Y
0
2 (p
′))) + (ν+0 Y
0
0 (p) + ν
+
1 Y
0
1 (p) + ν
+
2 Y
0
2 (p))∫
d3p′
2πh¯
∑
l,m
fal P
m
l (cos θpp′)(−
∂n0p
∂εp
(ν+0 Y
0
0 (p
′) + ν+1 Y
0
1 (p
′) + ν+2 Y
0
2 (p
′)))
]
= 0 (C.24)
The projections onto this equation are now done one term at a time, for
clarity. The first term, which is ω(ν+0 Y
0
0 (p) + ν
+
1 Y
0
1 (p) + ν
+
2 Y
0
2 (p)), has the
following projections.
(l = 0, m = 0)
∫
dΩp Y
0∗
0 (p)ω(ν
+
0 Y
0
0 (p) + ν
+
1 Y
0
1 (p) + ν
+
2 Y
0
2 (p))
=
∫ 2π
0
∫ π
0
dφpdθp sin (θp)(
1√
4π
)ων0
1√
4π
=
1
4π
4πων0 = ων0 (C.25)
(l = 1, m = 0)
∫
dΩp Y
1∗
0 (p)ω((ν
+
0 Y
0
0 (p) + ν
+
1 Y
0
1 (p) + ν
+
2 Y
0
2 (p)))
= ων1 (C.26)
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(l = 2, m = 0)
∫
dΩp Y
2∗
0 (p)ω((ν
+
0 Y
0
0 (p) + ν
+
1 Y
0
1 (p) + ν
+
2 Y
0
2 (p)))
= ων2 (C.27)
The second term, which is −~vp · ~q(ν+0 Y 00 (p) + ν+1 Y 01 (p) + ν+2 Y 02 (p)), has the
following projections.
(l = 0, m = 0)
∫
dΩp Y
0∗
0 (p)
(
− ~vp · ~q(ν+0 Y 00 (p) + ν+1 Y 01 (p) + ν+2 Y 02 (p))
)
= − 1√
3
vF qν1 (C.28)
(l = 1, m = 0)
∫
dΩp Y
1∗
0 (p)
(
− ~vp · ~q(ν+0 Y 00 (p) + ν+1 Y 01 (p) + ν+2 Y 02 (p))
)
= − 1√
3
vF qν0 − 2√
15
vF qν2 (C.29)
(l = 2, m = 0)
∫
dΩp Y
2∗
0 (p)
(
− ~vp · ~q(ν+0 Y 00 (p) + ν+1 Y 01 (p) + ν+2 Y 02 (p))
)
= − 2√
15
vF qν1 (C.30)
The third term, which is −~vp · ~q
∫
d3p′
2πh¯
∑
l,m f
a
l P
m
l (cos θpp′)(−∂n
0
p
∂εp
(ν+0 Y
0
0 (p
′) +
ν+1 Y
0
1 (p
′) + ν+2 Y
0
2 (p
′))), has the following projections.
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(l = 0, m = 0)
∫
dΩpY
0∗
0 (p)
(
...
)
= − 1√
3
vF q
1
3
F a1 ν1
(l = 1, m = 0)
∫
dΩpY
1∗
0 (p)
(
...
)
= − 1√
3
vF qF
a
0 ν0 −
2√
15
vF q
1
5
F a2 ν2
(l = 2, m = 0)
∫
dΩpY
2∗
0 (p)
(
...
)
= − 2√
15
vF q
1
3
F a1 ν1
(C.31)
The fourth term, which is 2
h¯
[
−(σ+0 Y 00 (p)+σ+1 Y 01 (p))
∫
d3p′
2πh¯
∑
l,m f
a
l P
m
l (cos θpp′)
(−∂n0p
∂εp
(ν+0 Y
0
0 (p
′) + ν+1 Y
0
1 (p
′) + ν+2 Y
0
2 (p
′))), has the following projections.
(l = 0, m = 0)
∫
dΩpY
0∗
0 (p)
(
...
)
= −2
h¯
1√
4π
[
σ0F
a
0 ν0 +
1
3
σ1F
a
1 ν1
]
(l = 1, m = 0)
∫
dΩpY
1∗
0 (p)
(
...
)
= −2
h¯
1√
4π
[1
3
σ0F
a
1 ν1 + σ1F
a
0 ν0
]
(l = 2, m = 0)
∫
dΩpY
2∗
0 (p)
(
...
)
= −2
h¯
1√
5π
[1
3
σ1F
a
1 ν1
]
(C.32)
The fifth and final term, which is (ν+0 Y
0
0 (p) + ν
+
1 Y
0
1 (p) + ν
+
2 Y
0
2 (p))∫
d3p′
2πh¯
∑
l,m f
a
l P
m
l (cos θpp′)(−∂n
0
p
∂εp
(ν+0 Y
0
0 (p
′)+ ν+1 Y
0
1 (p
′)+ ν+2 Y
0
2 (p
′)))
]
, has the
following projections.
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(l = 0, m = 0)
∫
dΩpY
0∗
0 (p)
(
...
)
=
2
h¯
1√
4π
[
σ0F
a
0 ν0 +
1
3
σ1F
a
1 ν1
]
(l = 1, m = 0)
∫
dΩpY
1∗
0 (p)
(
...
)
=
2
h¯
1√
4π
[1
3
σ1F
a
1 ν0 + σ0F
a
0 ν1 +
4√
5
1
3
σ1F
a
1 ν2
]
(l = 2, m = 0)
∫
dΩpY
2∗
0 (p)
(
...
)
=
2
h¯
[ 1√
5π
1
3
σ1F
a
1 ν1 +
1√
4π
σ0F
a
0 ν2
]
(C.33)
Now, putting all of the terms together, the projections give the following
coupled equations in ν0, ν1, and ν2.
(l = 0, m = 0) ων0 − 1√
3
vF qν1 − 1√
3
vF q
1
3
F a1 ν1 = 0
(l = 1, m = 0) ων1 − 1√
3
vF qν0 − 2√
15
vF qν2 − 1√
3
vF qF
a
0 ν0
−2
h¯
1√
4π
[1
3
σ0F
a
1 ν1 + σ1F
a
0 ν0
]
+
2
h¯
1√
4π
[1
3
σ1F
a
1 ν0 + σ0F
a
0 ν1 +
2√
5
1
3
σ1F
a
1 ν2
]
= 0
(l = 2, m = 0) ων2 − 2√
15
vF qν1 − 2√
15
vF qF
a
1 ν1 +
1√
4π
σ0F
a
0 ν2 = 0
(C.34)
Simplifying the equations by combining like terms,
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(l = 0, m = 0) ων0 − 1√
3
(1 +
F a1
3
)vF qν1 = 0
(l = 1, m = 0) ων1 − 1√
3
(1 + F a0 )vF qν0 −
2√
15
vF qν2
+
2
h¯
1√
4π
(F a0 −
F a1
3
)(σ0ν1 − σ1ν0) + 2
h¯
1√
4π
1√
15
1
3
F a1 σ1ν2 = 0
(l = 2, m = 0) ων2 − 2√
15
vF qν1 − 2√
15
vF qF
a
1 ν1 +
1√
4π
σ0F
a
0 ν2 = 0
(C.35)
With the substitutions from Appendix A, the coupled equations become
(l = 0, m = 0) ωx− By = 0
(l = 1, m = 0) ωy − Ax− Cz +D(σ0y − σ1x) + 2√
5
Fσ1z = 0
(l = 2, m = 0) ωz −B′y + Eσ0z = 0
(C.36)
The solution of these equations is performed later. First, we look at the
solutions to equations that have some of the above terms, but not all of them,
beginning with the most simple set of equations, which were the equations
that were first discovered by Abrikosov and Dzyaloshinski.
C.2.2 ν0, ν1, σ0, f
a
0
, f a
1
6= 0
The coupled equations are
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(l = 0, m = 0) ωx− By = 0
(l = 1, m = 0) ωy −Ax+Dσ0y = 0
(C.37)
This is a two-equation, two-unknown situation, and the characteristic
equation is easily obtained by setting the determinant of the matrix equal to
zero.
Det

 ω −B
−A ω +Dσ0

 = 0 (C.38)
This gives the characteristic equation
ω2 +Dσ0ω −AB = 0 (C.39)
and the solution to this quadratic equation is
ω = −1
2
Dσ0 ± 1
2
[
(Dσ0)
2 − 4(−AB)
]1/2
(C.40)
For q = 0, there is a gapless solution and a gapped solution, corresponding
to the spin precessional mode (l = 0) and the spin current mode (l = 1).
For small q, i.e. q << kF , the two solutions are characterized by a quadratic
dispersion,
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ω0 =
AB
Dσ0
ω1 = −Dσ0 − AB
Dσ0
(C.41)
C.2.3 ν0, ν1, ν2, σ0, f
a
0
, f a
1
, f a
2
6= 0
This section contains a review of the calculation and results of Bedell and
Blagoev presented in [8], in which the authors obtained a result for a new
term in the expression for a ferromagnetic spin wave in fermi liquid theory.
The result can also be seen in [9]. The new term arises, as will be shown
below, from the necessary inclusion of the l = 2 harmonic of the fermi surface
distortion.
The coupled equations are
(l = 0, m = 0) ωx−By = 0
(l = 1, m = 0) ωy − Ax− Cz +Dσ0y = 0
(l = 2, m = 0) ωz − B′y + Eσ0z = 0
(C.42)
and the characteristic equation is
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ω3 + (D + E)σ0ω
2 + (DEσ20 − AB − B′C)ω − ABEσ0 = 0 (C.43)
This is a cubic equation in ω, and it’s direct solution is messy and not
helpful analytically. This direct solution is plotted in the main body of the
thesis, but it will not be given analytically here. Instead, we will focus on the
new term that is introduced by the inclusion of the l = 2 harmonics of the
distortion of the fermi surface and the Landau parameters. For comparison,
the characteristic equation from the previous subsection, where only l = 0, 1
distortions and Landau parameters are allowed, is
ω2 −AB +Dσ0ω = 0 (C.44)
while the new characteristic equation, after dividing by ω + E, is
ω2 − AB − B′C ω
ω + E
+Dσ0ω = 0 (C.45)
From this it is clear that the new term that is introduced with the inclusion
of the l = 2 harmonics is
−B′C ω
ω + E
(C.46)
If we can look at the limits of ω that make this term easy to approximate
as independent of ω, then we will be left with a characteristic equation that
is quadratic. Thus, let’s inspect the following limits: 1) ω << Eσ0; 2)
ω ≈ −Dσ0; 3) 2) ω ≈ −Eσ0. These three limits describe the
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C.2.4 ν0, ν1, σ0, σ1, f
a
0
, f a
1
6= 0
The coupled equations are
ων0 − 1√
3
Bν1 = 0 (C.47)
ων1 − 1√
3
Aν0 + C(σ1ν0 − σ0ν1) = 0 (C.48)
The characteristic equation is
ω2 −Dσ0ω + 1√
3
BDσ1 − 1
3
AB = 0 (C.49)
and the solution is
ω =
1
2
Dσ0 ± 1
2
[
D2σ20 − 4(
1√
3
BDσ1 − 1
3
AB)
]1/2
(C.50)
Using a Taylor expansion, f(ξ) =
∑
n
1
n!
∂n
∂ξ
f(ξ)|ξ=0ξn, and keeping only
the two leading terms of this expansion, the two solutions for the dispersion
for small q are
ω =
1√
3
σ1
σ0
B − 1
3
AB (C.51)
and
ω = −Dσ0 − 1√
3
σ1
σ0
B +
1
3
AB (C.52)
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C.2.5 ν0, ν1, σ1, f
a
0
, f a
1
6= 0
In this section we show the new spin waves that result from only allowing
the system to incur an l = 1 instability in the ground state. In other words,
there is no net magnetization in the ground state, there is only a spin current
in the ground state. The calculation is similar to the more general situation,
where a net magnetization occurs, as well, so only the differences in the
calculations will be shown. The reader should refer to the above subsection
of this appendix for a full derivation of the coupled equations.
The set of coupled equations to solve are given by
In terms of the simplified parameters, the equations are
(l = 0, m = 0) ωx− By = 0 (C.53)
(l = 1, m = 0) ωy −Ax− Cσ1x = 0 (C.54)
Solving the first equation gives x = B
ω
y. Substituting this into the second
equation, and solving,
ωy − AB
ω
y −Dσ1B
ω
y = 0
ω − AB
ω
− BD
ω
σ1 = 0
ω2 = (AB +BCσ1) (C.55)
Now, we must enforce the condition that B < 0, which is the necessary
condition for the l = 1 instability that we are allowing to occur in the ground
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state. Since B < 0, the above equation can be expanded for small q, and
the spin wave that results has a dispersion that is real (not imaginary). If B
were not less than zero, the spin wave would be purely imaginary for small
q, because the term in the parentheses would be less than zero, and taking
the square root of it would produce an imaginary mode. However, the signs
work out correctly, and the mode is real.
Enforcing the condition B < 0, and expanding the square root gives an
approximate solution for the spin modes for small q.
ω = ±(|B|Dσ1)1/2 ± A|B|
1/2
D1/2σ
1/2
1
(C.56)
The leading order of this equation can be seen to be proportional to q1/2,
which is a novel result in itinerant spin wave theory.
C.2.6 ν0, ν1, ν2, σ0, σ1, f
a
0
, f a
1
, f a
2
6= 0
The coupled equations are
(l = 0, m = 0) ωx− By = 0
(l = 1, m = 0) ωy − Ax− Cz +D(σ0y − σ1x) + 2√
5
Fσ1z = 0
(l = 2, m = 0) ωz −B′y + Eσ0z = 0
(C.57)
The characteristic equation is
100
ω2 − AB + Cσ0ω −BCσ1 +B′DEF
a
1
3
σ1
( ω
ω +DF a0 σ0
)
= 0 (C.58)
This is a cubic equation, as can be seen by multiplying the equation by the
denominator in the last term. However, it is easier to look at the limits of
the equation in terms of this denominator, which will result in a quadratic
equation, with the hope that solving the cubic equation exactly is unneces-
sary. Notice that DF a0 σ0 is the Larmor frequency (TRUE??). First we look
at the limit
ω >> DF a0 σ0 (C.59)
In this limit,
ω
ω +DF a0 σ0
≈ ω
ω
= 1 (C.60)
Solving Eq. (C.58) for ω, the dispersions for the spin precession mode, ω0,
and the spin current mode, ω1, in this limit are
ω0 =
1
Cσ0
2(AB +BCσ1 − B′DEF
a
1
3
σ1) (C.61)
ω1 = −Cσ0 − 1
Cσ0
2(AB +BCσ1 − B′DEF
a
1
3
σ1) (C.62)
Next, examining the limit ω ≈ DF a0 σ0, which is probably the most rea-
sonable limit to assume to be closest to a real system, where
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ωω +DF a0 σ0
≈ ω
2ω
=
1
2
(C.63)
the dispersions are
ω0 =
1
Cσ0
(AB +BCσ1 −B′DEF
a
1
3
σ1) (C.64)
ω1 = −Cσ0 − 1
Cσ0
(AB +BCσ1 −B′DEF
a
1
3
σ1) (C.65)
Finally, in the limit ω << DF a0 σ0, and therefore,
ω
ω +DF a0 σ0
≈ ω
DF a0 σ0
(C.66)
the dispersions are
ω0 =
AB +BCσ1
Cσ0 +B′E
Fa
1
3
σ1
F a0 σ0
(C.67)
ω1 = −(Cσ0 +B′E
F a1
3
σ1
F a0 σ0
)− AB +BCσ1
Cσ0 +B′E
Fa
1
3
σ1
F a0 σ0
(C.68)
C.2.7 ν0, ν1, ν2, σ0, σ1, f
a
0
, f a
1
, f a
2
6= 0
The coupled equations are
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(l = 0, m = 0) ωx−By = 0
(l = 1, m = 0) ωy − Ax− Cz +D(σ0y − σ1x) = 0
(l = 2, m = 0) ωz − B′y + Eσ0z = 0
(C.69)
C.2.8 ν0, ν1, ν2, σ1, f
a
0
, f a
1
, f a
2
6= 0
The coupled equations are
(l = 0, m = 0) ωx− By = 0
(l = 1, m = 0) ωy − Ax− Cz −Dσ1x+ 2√
5
Fσ1z = 0
(l = 2, m = 0) ωz −B′y = 0
(C.70)
C.2.9 ν0, ν1, ν2, σ0, σ2, f
a
0
, f a
1
, f a
2
6= 0
The coupled equations are
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(l = 0, m = 0) ωx−By = 0
(l = 1, m = 0) ωy − Ax− Cz +Dσ0y − Fσ2y = 0
(l = 2, m = 0) ωz −B′y + E(σ0z − σ2x) = 0
(C.71)
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Appendix D
In this appendix, we show the full calculation of the new modes that arise
from including a spiral spin density wave (SDW) in the ground state of a
fermi liquid, with only an exchange interaction.
The LKE is given by
∂
∂t
(δσxiˆ+ δσy jˆ + δσzkˆ)
+vi
∂
∂ri
[
δσx iˆ+ δσy jˆ + δσzkˆ −
∂n0p
∂εp
(δhxiˆ+ δhy jˆ + δhzkˆ)
]
+
2
h¯
[
(σxδhy + δσxhy − σy)δhxkˆ
+(σzδhx + δσzhx − σxδhz − δσxhz)jˆ
+(σyδhz + δσyhz − σzδhy − δσzhy )ˆi
]
(D.1)
First, these equations are separated into the component equations (which
are the iˆ, jˆ, and kˆ equations). Then the iˆ and jˆ equations are combined in
two ways: iˆ± ijˆ. Then the following substitutions are made:
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σ± ≡ σx ± iσy
δσ± ≡ δσx ± iδσy (D.2)
Next the substitution δσ±p ≡ −∂n∂ε ν±p is made.
+ → ∂
∂t
δσ+p + vi
∂
∂ri
(δσ+p −
∂np
∂εp
δh+p ) +
2i
h¯
(σ+p δh
z
p − δσzph+p + δσ+p hzp − σzpδh+p ) = 0
- → ∂
∂t
δσ−p + vi
∂
∂ri
(δσ−p −
∂np
∂εp
δh−p )−
2i
h¯
(σ−p δh
z
p − δσzph−p + δσ−p hzp − σzpδh−p ) = 0
z → ∂
∂t
δσzp + vi
∂
∂ri
(δσzp −
∂np
∂εp
δhzp)−
i
h¯
(σ+p δh
−
p − σ−p δh+p + δσ+p h−p − δσ−p h+p ) = 0
(D.3)
Lastly, Fourier transforming, the equations for +, −, and z become
+ → ων+p − ~vp · ~q(ν+p + δh+p ) +
2
h¯
(σ+p δh
z
p − δσzph+p + δσ+p hzp − σzpδh+p ) = 0
- → ων−p − ~vp · ~q(ν−p + δh−p )−
2
h¯
(σ−p δh
z
p − δσzph−p + δσ−p hzp − σzpδh−p ) = 0
z → ωνzp − ~vp · ~q(νzp + δhzp)−
1
h¯
(σ+p δh
−
p − σ−p δh+p + δσ+p h−p − δσ−p h+p ) = 0
(D.4)
Projecting these equations onto spherical harmonic moments, the equations
become
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+ → 0, 0 → ωx+ − By+ = 0
→ 1, 0 → ωy+ − Ax+ +Dmzy+ −Dm+yz = 0
- → 0, 0 → ωx− − By− = 0
→ 1, 0 → ωy− − Ax− −Dmzy− +Dm−yz = 0
z → 0, 0 → ωxz −Byz = 0
→ 1, 0 → ωyz − Axz − 1
2
Dm+y− +
1
2
Dm−y+ = 0
(D.5)
The q = 0 characteristic equation for these coupled equations can be
obtained from the matrix that corresponds to this equation. The matrix is


ω +Dmz 0 −Dm+
0 ω −Dmz Dm−
1
2
Dm− −1
2
Dm+ ω

 (D.6)
Setting the determinant of this matrix to zero gives the characteristic equa-
tion for q = 0.
(ω +Dmz)
[
(ω −Dmz)ω + 1
2
D2m+m−
]
−Dm+
[
− 1
2
Dm−(ω −Dmz)
]
= 0
(D.7)
A straightforward solution of this cubic equation gives the eigenvalues, which
are
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ω = 0
ω = ±D(mzmz −m+m−)1/2
(D.8)
These equations can be seen to be very similar to the Silin result for q = 0,
which is
ω = 0
ω = ±Dmz
(D.9)
The results for the spiral modes are consistent with the Silin result in the
limit of m± → 0.
The q 6= 0 matrix is given by


ω − AB
ω
+Dmz 0 −Dm+
0 ω − AB
ω
−Dmz Dm−
1
2
Dm− −1
2
Dm+ ω − AB
ω

 (D.10)
Upon simplification, the resultant characteristic equation of this matrix is
ω6 − Γω4 + ΓABω2 −A3B3 = 0 (D.11)
where Γ ≡ 3AB −D2mzmz +D2m+m−. The solutions to this equation are
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ω = ±(AB)1/2
ω = ±
[1
2
(Γ− AB ± [Γ2 − 2ABΓ− 3A2B2]1/2)
]1/2
(D.12)
The first solution is the longitudinal spin mode, and its dispersion is propor-
tional to q.
Taking a closer look at the second solution, and plugging back in for Γ,
the second solution becomes
ω = ±
[1
2
(2AB +D2[mzmz −m+m−]± [−4A2B2 +
(−2AB −D2[mzmz −m+m−])2]1/2)
]1/2
(D.13)
For small q, the radicals can be expanded, and the leading order q be-
havior can be extracted. Upon performing the expansions, and after some
algebra, the leading order solutions for the spiral mode are found to be pro-
portional to q1/2, and are given by
ω = ±0
ω = ±D(mzmz −m+m−)± AB
D(mzmz −m+m−)
(D.14)
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I included the ± in the first solution to show explicitly that it is a double
root, just for completeness. The second solution is the Silin result with the
extra term, m+m−. Thus, the second solution would reduce to the Silin
result in the limit of m± → 0. The first solution, ω = 0, is discussed in
the body of the thesis, where it is plotted as a function of q, without the
restriction of keeping it small enough to expand the radical, which was only
done for the sake of making the solution obtainable analytically. Obviously,
by inspection, it is not really equal to zero – this is just in the small q limit.
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Appendix E
In this appendix, we show the calculation of the thermodynamics properties
that arise from the new spin modes.
E.3 Specific Heat
The specific heat contribution from a specific mechanism is determined by
the amount of energy that is required to change the system’s temperature
via that mechanism by a unit of temperature, or in other words, the partial
derivative of the energy of the mechanism with respect to temperature. In
the case of a collective mode, the energy of a collective mode is calculated
by an integral of that mode over ~q,
ε =
2
(2π)3
∫
q2 sin θ dq dθ dφ
h¯ω(q)
e
h¯ω(q)
kBT − 1
(E.1)
The angular part of this integral is 4π, thus the integral becomes
ε =
1
π2
∫ ∞
0
q2 dq
h¯ω(q)
e
h¯ω(q)
kBT − 1
(E.2)
The specific heat is then calculated by the general formula CV = (
∂ε
∂T
)V .
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E.3.1 Specific Heat for ω0(q) ∼ q1/2 spin mode
Now we turn to the specific heat calculations for the new collective modes
that we are presenting in this thesis. For these calculations, we will be looking
at the low-temperature region, and thus only the lowest order of q of a spin
mode will be included in the specific heat calculation. This is valid, because
the bosonic nature of the mode dictates that only the lowest energy states of
the mode will be occupied at very low temperatures. So, for example, in the
case of the q1/2 mode, only the q1/2 term will matter, since the q3/2 will not
factor into the dispersion for very small q. First, for the (l = 0) q1/2 mode,
the integral to calculate the energy density ε is
ε =
1
π2
∫ ∞
0
q2 dq
h¯Jq1/2
e
h¯Jq1/2
kBT − 1
(E.3)
where Jq1/2 ≡ (BDσ1)1/2. Recasting the integral in terms of a dimensionless
variable, x ≡ h¯Jq1/2/kBT , the integral in terms of x is
ε =
(kBT )
7
π2h¯6B6
∫ ∞
0
dx
x6
ex − 1 (E.4)
where the integral over x can be done numerically,
∫ ∞
0
dx
x6
ex − 1 ≈ 726.011 (E.5)
Thus the contribution to the specific heat of this mode is
CV ∼ T 6 (E.6)
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E.3.2 Specific Heat for ω0(q) ∼ q1 spin mode
The specific heat contribution from the linear mode, which arises from in-
cluding both σ0 and σ1 moments in the ground state, is given by
ε =
1
π2
∫ ∞
0
q2 dq
h¯Jq
e
h¯Jq
kBT − 1
(E.7)
after some similar algebra, the contribution to the specific heat of this mode
is seen to be
CV ∼ T 3 (E.8)
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