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Abstract. We define an observability property for a calculus with pattern matching which
is inspired by the notion of solvability for the λ-calculus. We prove that observability can
be characterized by means of typability and inhabitation in an intersection type system P
based on non-idempotent types. We show first that the system P characterizes the set
of terms having canonical form, i.e. that a term is typable if and only if it reduces to a
canonical form. But the set of observable terms is properly contained in the set of canonical
form. Thus, typability alone is not sufficient to characterize observability, in contrast to the
solvability case for λ-calculus. We then prove that typability, together with inhabitation,
provides a full characterization of observability, in the sense that a term is observable if
and only if it is typable and the types of all its arguments are inhabited. We complete the
picture by providing an algorithm for the inhabitation problem of P.
1. Introduction
In these last years there has been a growing interest in pattern λ-calculi [22, 17, 11, 18, 16, 21]
which are used to model the pattern-matching primitives of functional programming languages
(e.g. OCAML, ML, Haskell) and proof assistants (e.g. Coq, Isabelle). These calculi are
extensions of λ-calculus: abstractions are written as λp.t, where p is a pattern specifying the
expected structure of the argument. In this paper we restrict our attention to pair patterns,
which are expressive enough to illustrate the challenging notion of solvability/observability
in the framework of pattern λ-calculi.
We define a pattern calculus with explicit pattern-matching called Λp-calculus. The use
of explicit pattern-matching becomes very appropriate to implement different evaluation
strategies, thus giving rise to different languages with pattern-matching [11, 12, 1]. In all of
them, an application (λp.t)u reduces to t[p/u], where the constructor [p/u] is an explicit
matching, defined by means of suitable reduction rules, which are used to decide if the
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argument u matches the pattern p. If the matching is possible, the evaluation proceeds
by computing a substitution which is applied to the body t. Otherwise, two cases may
arise: either a successful matching is not possible at all, and then the term t[p/u] reduces
to a failure, denoted by the constant fail, or pattern matching could potentially become
possible after the application of some pertinent substitution to the argument u, in which
case the reduction is simply blocked. For example, reducing (λ〈z1, z2〉.z1)(λy.y) leads to a
failure, while reducing (λ〈z1, z2〉.z1)y leads to a blocking.
We aim to study observability of the Λp-calculus, which corresponds to solvability of
λ-calculus. Let us first recall this last notion: a closed λ-term t is solvable if there is n ≥ 0
and there are terms u1, ..., un such that tu1...un reduces to the identity. Closed solvable
terms represent meaningful programs: if t is closed and solvable, then t can produce any
desired result when applied to a suitable sequence of arguments. The relation between
solvability and meaningfulness is also evident in the semantics: it is sound to equate all
unsolvable terms, as in Scott’s original model D∞ [23]. This notion can be easily extended to
open terms, through the notion of head-context, which does the job of both closing the term
and then applying it to an appropriate sequence of arguments. Thus a term t is solvable if
there is a head-context H such that, when H is filled by t, then H[t] is closed and reduces to
the identity.
In order to extend the notion of solvability to the pair pattern Λp-calculus, it is clear
that pairs have to be taken into account. A relevant question is whether a pair should be
considered as meaningful. At least two choices are possible: a lazy semantics considering any
pair to be meaningful, or a strict one requiring both of its components to be meaningful. In
the operational semantics we supply for Λp the constant fail is different from 〈fail, fail〉:
if a term reduces to fail we do not have any information about its result, but if it reduces
to 〈fail, fail〉 we know at least that it represents a pair. In fact, being a pair is already
an observable property, which in particular is sufficient to unblock an explicit matching,
independently from the observability of its components. As a consequence, a term t is defined
to be observable iff there exists a head-context H such that H[t] is closed and reduces to a
pair. Thus for example, the term 〈t, t〉 is always observable, also in case t is not observable.
Observability turns out to be conservative with respect to the notion of solvability for the
λ-calculus (see Theorem 5.7).
In this paper we characterize observability for the Λp-calculus through two different and
complementary notions related to a type assignment system with non-idempotent intersection
types that we call P. The first one is typability, that gives the possibility to construct a
typing derivation for a given term, and the second one is inhabitation, which gives the
possibility to construct a term from a given typing. More precisely, we first supply a notion
of canonical form such that reducing a term to some canonical form is a necessary but not
a sufficient condition for being observable. In fact, canonical forms may contain blocking
explicit matchings, so that we need to guess whether or not there exists a substitution being
able to simultaneously unblock all these blocked forms. Our type system P characterizes
canonical forms: a term t has a canonical form if and only if it is typable in system P
(Theorem 3.13). Types are of the shape A1 → A2 → ...→ An → σ, for n ≥ 0, where Ai are
multisets of types and σ is a type. The use of multisets to represent the non-idempotent
intersection is standard, namely [σ1, ..., σm] is just a notation for σ1 ∩ ... ∩ σm. By using
type system P we can supply the following characterization of observability: a closed term
t is observable if and only if t is typable in system P, let say with a type of the shape
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A1 → A2 → ...→ An → σ (where σ is a product type), and for all 1 ≤ i ≤ n there is a term
ti such that every type in Ai is inhabited by ti. In fact, if ui inhabits all the types in Ai,
then tu1...un, resulting from plugging t into the head context u1...un, reduces to a pair.
The extension of this notion to open terms is obtained by suitably adapting the notion of
head context.
Clearly, the property of being observable is undecidable, exactly as the solvability
property for λ-calculus. More precisely, the property of having canonical form is undecidable,
since the λ-terms that are typable in system P, characterizing terms having canonical
form, are exactly the solvable ones. But our characterization of observability through the
inhabitation property of P does not add a further level of undecidability: in fact we prove
that inhabitation for system P is decidable, by designing a sound and complete inhabitation
algorithm for it. The inhabitation algorithm presented here is a non trivial extension of the
one given in [8, 9] for the λ-calculus, the difficulty of the extension being due to the explicit
pattern matching and to the use of structural information of patterns in the typing rules,
which is the one provided by the form/structure of the patterns.
Relation with λ-calculus. Let us recall the existing characterizations of solvability for
the λ-calculus:
(1): H[t] reduces to the identity for an appropriate head-context H;
(2): t has a head-normal form;
(3): t can be typed in a suitable intersection type system.
Statement (1) is the definition of solvability, Statement (2) (resp. (3)) is known as the
syntactical (resp. logical) characterization of solvability. The syntactical characterization, i.e.
(2) ⇔ (1) has been proved in an untyped setting using the standardization theorem (see
[4]). The logical characterization, i.e. (3) ⇔ (1), uses the syntactical one: it is performed
by building an intersection type assignment system characterizing terms having head-normal
form (see for example [14]). Then the implications (3) ⇒ (2) corresponds to the soundness
of the type system (proved by means of a subject reduction property), while (2) ⇒ (3)
states its completeness (proved by subject expansion).
Traditional systems in the literature characterizing solvability for λ-calculus are [5,
19], where intersection is idempotent. Exactly the same results hold for non-idempotent
intersection types, for example for the type system [13, 8], which is a restriction of P to
λ-terms.
How does the particular case of the lambda calculus fit in the “observability = typability
+ inhabitation” frame? We address this issue in the following digression. Let ι be a type
which is peculiar to some set of “observable” terms, in the sense that any closed term of
type ι reduces to an observable (in the present work, the observables are all the pairs, in the
case of the lambda calculus, the unique observable is the identity) . Then a type τ of the
form A1 → . . . → An → ι may be viewed as a certificate, establishing that, by applying a
closed term t : τ to a sequence of closed arguments ui : Ai, one gets a term that reduces to
an observable. This is summarized by the slogan “observability = typability + inhabitation”.
In the case of the call-by-name lambda calculus, however, typability alone already guarantees
observability. The mismatch is only apparent, though: any closed, head-normal term of
the lambda calculus may be assigned a type of the form A1 → . . .→ An → ι where all the
Ai’s are empty except the one corresponding to the head variable, which is of the shape
[[ ]→ . . .→ [ ]︸ ︷︷ ︸
m
→ ι] (n,m ≥ 0). The problems of finding inhabitants of the empty type and of
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[ ]→ . . .→ [ ]︸ ︷︷ ︸
m
→ ι are both trivial. Hence, “observability = typability + inhabitation” does
hold for the lambda-calculus, too, but the “inhabitation” part is trivial in that particular
case. This is due, of course, to the fact that the head-normalizable terms of the lambda
calculus coincide with both the solvable terms and the typable ones.
But in other settings, a term may be both typable and non observable, the types of
(some of) its arguments being non-inhabited. Theorem 5.1 provides such an example for Λp.
Related work. This work is an expanded and revised version of [10]. The main novelties
are:
• The reduction relation on Λp is smaller. In particular, a reduction rule allowing to
unfold nested explicit substitutions of the form t[p/u[q/v]] has been removed.
• Accordingly, the current version of the type system P is much simpler, since ensuring
subject reduction for the removed rule was particularly troublesome. In particular,
the use of idempotent/persistent information on the structure of patterns was needed.
• The rationale behind the removed rule was that our inhabitation algorithm only
produces normal forms without nested substitutions. We leave the inhabitation
algorithm unchanged, and we circumvent the problem by showing that, whenever
a (normal) term inhabits a given type, then there exists a (normal) term without
nested substitutions inhabiting the same type (Lemma 4.1).
Non-idempotent intersection types are also used in [7] to derive strong normalization of a
call-by-name calculus with constructors, pattern matching and fixpoints. A similar result
can be found in [3], where the completeness proof of the (strong) call-by-need strategy in [2]
is extended to the case of constructors.
Organization of the paper. Section 2 introduces the pattern calculus and its main
properties. Section 3 presents the type system and proves a characterization of terms having
canonical forms by means of typability. Section 4 presents a sound and complete algorithm
for the inhabitation problem associated with our typing system. Section 5 shows a complete
characterization of observability using the inhabitation result and the typability notion.
Finally, Section 6 concludes by discussing some future work.
2. The Pair Pattern Calculus
We now introduce the Λp-calculus, a generalization of the λ-calculus where abstraction is
extended to patterns and terms to pairs. Pattern matching is specified by means of an
explicit operation. Reduction is performed only if the argument matches the abstracted
pattern. Terms and contexts of the Λp-calculus are defined by means of the following
grammars:
(Patterns) p, q ::= x | 〈p, q〉
(Terms) t, u, v ::= x | λp.t | 〈t, u〉 | tu | t[p/u] | fail
(Contexts) C ::=  | λp.C | 〈C, t〉 | 〈t, C〉 | Ct | tC | C[p/t] | t[p/C]
(Head Contexts) H ::=  | λp.H | Ht | H[p/t]
where x, y, z range over a countable set of variables, and every pattern p is linear, i.e. every
variable appears at most once in p. We denote by Id the identity function λx.x and by Dup
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the auto applicative function λx.xx. As usual we use the abbreviation λp1 . . . pn.t1 . . . tm
for λp1(. . . (λpn.((t1t2) . . . tm)) . . .), n ≥ 0, m ≥ 1. Remark that every λ-term is a Λp-term.
The operator [p/t] is called an explicit matching. The constant fail denotes the failure
of the matching operation. Free and bound variables of terms are defined as expected, in
particular fv(λp.t) := fv(t) \ fv(p) and fv(t[p/u]) := (fv(t) \ fv(p)) ∪ fv(u). A term t is
closed if fv(t) = ∅. We write p#q iff fv(p) ∩ fv(q) = ∅. As usual, terms are considered
modulo α-conversion. Given a context C and a term t, C[t] denotes the term obtained by
replacing the unique occurrence of  in C by t, thus possibly capturing some free variables
of t.
The reduction relation of the Λp-calculus, denoted by →, is the contextual closure of
the following rewriting rules:
(r1) (λp.t)u 7→ t[p/u] (r5) t[〈p1, p2〉/λy.u] 7→ fail
(r2) t[x/u] 7→ t{x/u} (r6) t[〈p1, p2〉/fail] 7→ fail
(r3) t[〈p1, p2〉/〈u1, u2〉] 7→ t[p1/u1][p2/u2] (r7) fail t 7→ fail
(r4) t[p/v]u 7→ (tu)[p/v] (r8) fail[p/t] 7→ fail
(r9) λp.fail 7→ fail
(r10) 〈t, u〉v 7→ fail
where t{x/u} denotes the substitution of all the free occurrences of x in t by u. By α-
conversion, and without loss of generality, no reduction rule captures free variables. Thus
for example, in rule r4, the bound and free variables of the term t[p/v]u are supposed to be
disjoint, so that the variables of p, which are bound in t, cannot be free in u. The reflexive
and transitive closure of → is written →∗.
The rule (r1) triggers the pattern operation while rule (r2) performs substitution, rules
(r3) and (r5) implement (successful or unsuccessful) pattern matching. Rule (r10) prevents
bad applications and rules (r6)− (r9) deal with propagation of failure. Rules (r4) pushes
head explicit matchings out, and may seem unnecessary. Indeed the calculus would be also
confluent without it, but it is particularly useful for the design of the inhabitation algorithm
(see Section 4).
Lemma 2.1. The reduction relation → is confluent.
Proof. The proof is given in the next subsection.
Normal forms N are terms without occurrences of redexes; they are formally defined
by the following grammar:
N ::= fail | O O ::=M | λp.O | 〈N ,N〉 | O[〈p, q〉/M] M ::= x | MO | M[〈p, q〉/M]
Lemma 2.2. A term t is an N -normal form if and only if t is a →-normal form, i.e. if no
rewriting rule is applicable to a subterm of t.
We define a term to be normalizing if it reduces to a normal form.
Let us notice that in a language like Λp, where there is an explicit notion of failure,
normalizing terms are not interesting from a computation point of view, since fail is a
normal form, but cannot be considered as the result of a computation. If we want to
formalize the notion of programs yielding a result, terms reducing to fail cannot be taken
into consideration. Remark however that 〈fail, fail〉 is not operationally equivalent to
fail, according to the idea that a pair can be always observed, and so it can be considered
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as a result of a computation. This suggests a notion of reduction which is lazy w.r.t. pairs,
i.e. that never reduces inside pairs.
Therefore, a syntactical class of terms which is particularly interesting from an opera-
tional point of view is that of canonical forms. Canonical forms J (resp. pure canonical
forms J ′) can be formalized by the following grammar:
J ::= λp.J | 〈t, t〉 | K | J [〈p, q〉/K] J ′ ::= λp.J ′ | 〈t, t〉 | K′ | J ′[〈p, q〉/K′]
K ::= x | Kt | K[〈p, q〉/K] K′ ::= x | K′t
where the notion of pure canonical form, i.e. of canonical form without nested matchings, is
a technical notion that will be useful in the sequel. A term t is in canonical form (or it is
canonical), written cf, if it is generated by J , and it has a canonical form if it reduces
to a term in cf. Note that K-canonical forms cannot be closed. Also, remark that the cf of
a term is not unique, e.g. both 〈Id, Id Id〉 and 〈Id, Id〉 are cfs of (λxy.〈x, y〉) Id (Id Id).
It is worth noticing that N ∩ J 6= ∅ but neither N ⊂ J nor J ⊂ N . We will prove that
observable terms are strictly contained in the canonical ones.
Example 2.3.
• The term 〈fail, fail〉 is both in normal and canonical form.
• The term fail is in normal form, but not in canonical form.
• The term 〈DupDup, DupDup〉 is in canonical form, but not in normal form.
• The term λ〈x, y〉.Id[〈z1, z2〉/yId[〈y1, y2〉/z]] is in canonical form, but not in pure
canonical form.
• The term λ〈x, y〉.Id[〈z1, z2〉/yId] is in pure canonical form.
• The term λ〈x, y〉.Id[〈z1, z2〉/fail] is not in canonical form.
• The term 〈Dup, Dup〉 is in pure canonical form.
We end this section by stating a lemma about (r2)-reduction that will be useful in next
Section.
Lemma 2.4. Every infinite →-reduction sequence contains an infinite number of (r2)-
reduction steps.
Proof. It is sufficient to show that the reduction system without the rule (r2), that we call
A0, is terminating. Indeed, let L denote a (possibly empty) list of explicit matchings. Then
t→A0 t′ implies ν(t) > ν(t′), where ν(t) is the 3-uple whose first component is the number
of applications of the form (u1L)u2 in t (rules r1, r7, r10), the second one is the sum of the
sizes of patterns in t (rules r3, r5, r6, r8, r9), and the third one is the sum of the sizes of
subterms occurring to the right of explicit matching operators. These tuples are ordered
lexicographically.
2.1. The Confluence Proof. In order to show confluence of our reduction system → we
first simplify the system by erasing just one rule s0 in such a way that confluence of → holds
if confluence of → deprived from →s0 holds. This last statement is proved by applying the
decreasing diagram technique [24]. We just change the name/order of the rules to make
easier the application of the decreasing technique.
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(s0) t[x/u] 7→ t{x/u}
(s1) fail[p/v] 7→ fail
(s2) failt 7→ fail
(s3) t[p/v]u 7→ (tu)[p/v]
(s4) λp.fail 7→ fail
(s5) t[〈p1, p2〉/fail] 7→ fail
(s6) t[〈p1, p2〉/λr.u] 7→ fail
(s7) t[〈p1, p2〉/〈u1, u2〉] 7→ t[p1/u1][p2/u2]
(s8) (λp.t)u 7→ t[p/u]
We define A0 :=→\s0. We write t =→s0 t′ iff t→s0 t′ or t = t′.
Lemma 2.5. For all t0, t1, t2, if t0 →s0 t1 and t0 →A0 t2, then there exists t3 s.t.
t1 →∗A0 t3 and t2
=→s0 t3.
Proof. By induction on t0 →s0 t1, we only show the most significant cases:
t[x/u] →s0 t{x/u} t[x/u] →s0 t{x/u}
A0 ↓ A0 ↓ A0 ↓ A0 ↓∗
t′[x/u] →s0 t′{x/u} t[x/u′] →s0 t{x/u′}
fail[x/u] →s0 fail{x/u} t[x/u]v →s0 t{x/u}v
s1 ↓ = s3 ↓ =
fail = fail (tv)[x/u] →s0 t{x/u}v
The following lemma can be found for example in [4].
Lemma 2.6. Let →R1 and →R2 be two reduction relations. Suppose for any t0, t1, t2 such
that t0 →R2 t1 and t0 →R1 t2, there exists t3 verifying t1 →∗R1 t3 and t2
=→R2 t3. Then
→R2 and →R1 commute, i.e. ∀t0, t1, t2 if t0 →∗R2 t1 and t0 →∗R1 t2, ∃t3 s.t. t1 →∗R1 t3
and t2 →∗R2 t3.
By Lemma 2.6 and 2.5 we obtain.
Corollary 2.7. The reduction relations →A0 and →s0 commute.
Lemma 2.8. The reduction relation →A0 is confluent.
Proof. We use the decreasing diagram technique [24]. For that, we first order the reduction
rules of the system A0 by letting si < sj iff i < j. We write t→i u if t→si u. Given a set
I of natural numbers we write t→∗OI u if every →j-reduction step in the sequence t→∗OI u
verifies j < I, i.e. if for every →j-reduction step in the sequence ∃i ∈ I such that j < i. The
system →A0 is said to be decreasing iff for any t0, t1, t2 such that t0 →l t1 and t0 →m t2,
there exists t3 such that t1 →∗O{l}
=→m→∗O{l,m} t3 and t2 →∗O{m}
=→l→∗O{l,m} t3.
We now show that the system →A0 is decreasing.
• We consider the cases t0 →s1 t1 and t0 →si t2 (i = 1 . . . 8). We only show the
interesting ones.
fail[p/u]v →s1 failv
s3 ↓ s2 ↓
(failv)[p/u] →s2.s1 fail
fail[〈p1, p2〉/〈u1, u2〉] →s1 fail
s7 ↓ =
fail[p1/u1][p2/u2] →s1→s1 fail
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All of them verify the decreasingness property.
• The cases t0 →s2 t1 and t0 →si t2 (i = 2 . . . 8) are straightforward.
• We consider the cases t0 →s3 t1 and t0 →si t2 (i = 3 . . . 8). We only show the
interesting ones.
(λp.fail)[q/v]u →s3 ((λp.fail)u)[q/v]
s4 ↓ s4.s2.s1 ↓
fail[q/v]u →s1.s2 fail
t[〈p1, p2〉/fail]u →s3 (tu)[〈p1, p2〉/fail]
s5↓ s5 ↓
failu →s2 fail
t[〈p1, p2〉/λr.u]v →s3 (tv)[〈p1, p2〉/λr.u]
s6 ↓ s6 ↓
failv →s2 fail
t[〈p1, p2〉/〈u1, u2〉]u →s3 (tu)[〈p1, p2〉/〈u1, u2〉]
s7 ↓ s7 ↓
t[p1/u1][p2/u2]u →s3→s3 (tu)[p1/u1][p2/u2]
All of them verify the decreasingness property.
• The interesting case t0 →s4 t1 and t0 →si t2 (i = 4 . . . 8) is the following.
(λp.fail)u →s4 failu
s8 ↓ s2 ↓
fail[p/u] →s1 fail
All of them verify the decreasingness property.
• All the remaining cases are straightforward.
Lemma 2.9 (Hindley-Rosen). Let →R1 and →R2 be two confluent reduction relations
which commute. Then →R1∪R2 is confluent.
Lemma 2.1. The reduction relation → is confluent.
Proof. Since →s0 is trivially confluent, →A0 is confluent by Lemma 2.8 and →A0 and →s0
commute by Corollary 2.7, then →A0 ∪ →s0=→ turns out to be confluent by Lemma 2.9,
which concludes the proof.
3. The Type System P
In this section we present a type system for the Λp-calculus, and we show that it characterizes
terms having canonical form, i.e. a term is typable if and only if it has canonical form. The
set T of types is generated by the following grammar:
α ::= o | ×1(τ) | ×2(τ) (product types)
σ, τ, pi, ρ ::= α | A→ σ (strict types)
A, B, C ::= [σi]i∈I (multiset types)
β ::= o | ×1(β) | ×2(β) (structural types)
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where I is a (possibly empty) finite set of indices, and a multiset is an unordered list of
(not necessarily different) elements. The arrow type constructor → is right associative. We
consider a unique type constant o, which can be assigned to any pair.
We write unionsq to denote multiset union (i.e. taking multiplicities into account), and ∈ to
denote multiset membership. The product operation X on multisets is defined as follows:
[ ] X [ ] := [o]
[σi]i∈I X [ρj ]j∈J := [×1(σi)]i∈I unionsq [×2(ρj)]j∈J if I 6= ∅ or J 6= ∅
The first line of the product operation corresponds to the (structural) type of a pair
whose components are untyped (see Figure 1 for details).
Remark that (unionsqi∈IAi)X(unionsqi∈IA′i) v unionsqi∈I(AiXA′i), the multiset inclusion being strict for
example in the following case: ([ ] unionsq [ ])X([ ] unionsq [ ]) = [o] @ [o, o] = ([ ]X[ ]) unionsq ([ ]X[ ]).
Typing environments, written Γ,∆, are functions from variables to multiset types,
assigning the empty multiset to almost all the variables. The domain of Γ, written
dom(Γ), is the set of variables whose image is different from [ ]. We may write Γ#∆ iff
dom(Γ) ∩ dom(∆) = ∅.
Notation 3.1. Given typing environments {Γi}i∈I , we write +i∈IΓi for the environment
which maps x to unionsqi∈IΓi(x). If I = ∅, the resulting environment is the one having an empty
domain. Note that Γ + ∆ and Γ +i∈I ∆i are just particular cases of the previous general
definition. When Γ#∆ we may write Γ; ∆ instead of Γ + ∆. The notation Γ \∆ is used for
the environment whose domain is dom(Γ) \ dom(∆), defined as expected; x1 :A1; . . . ; xn :An is
the environment assigning Ai to xi, for 1 ≤ i ≤ n, and [ ] to any other variable; Γ|p denotes
the environment such that Γ|p(x) = Γ(x), if x ∈ fv(p), [ ] otherwise. We also assume that
Γ; x : [ ] is identical to Γ.
The type assignment system P (cf. Figure 1) is a set of typing rules assigning strict
types of T to terms of Λp. It uses an auxiliary system assigning multiset types to patterns.
We write Π . Γ ` t : σ (resp. Π . Γ  p : A) to denote a typing derivation ending in the
sequent Γ ` t : σ (resp. Γ  p : A), in which case t (resp. p) is called the subject of Π.
By abuse of notation, Γ ` t : σ (resp. Γ  p : A) also denotes the existence of some typing
derivation ending in this sequent, in which case t (resp. p) is said to be typable. The
measure of a typing derivation Π, written meas(Π), is the number of typing rules in Π.
Rules (var) and (→ e) are those used for λ-calculus in [8, 13]. Linearity of patterns
is guaranteed by the clause p#q in rule (pairpat). Rule (varpat) with A = [ ] is essen-
tial to type erasing functions such as for example λx.Id. The rule (emptypair) allows
to type a pair like 〈DupDup, DupDup〉 without assigning types to their components, thus
(λ〈x, y〉.Id)〈DupDup, DupDup〉 will be typable too, whereas DupDup will not. This choice
reflects the fact that every pair is canonical, so any kind of pair needs to be typed. Rules
(pair1) and (pair2) type pairs having just one typed component, whereas standard typed
calculi with pairs (e.g. [11]) requires both components to be typed. Moreover, this standard
policy can be easily recovered from ours by typing a pair whose components are both typed
using (pair1) and (pair2) successively.
Rule (→ i) is obvious and corresponds to the usual rule for typing abstraction in
λ-calculus. Rule (sub) is the more subtle one: in order to type t[p/u], on one hand we need
to type t, and on the other one, we need to check that p and u can be assigned the same
types. Notice also that in the process of assigning a type to a term t, some subterms of
t may be left untyped when using rules (→ e) or (sub). Typically, this happens when t
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x : A  x : A (varpat)
Γ  p : A1 ∆  q : A2 p#q
Γ + ∆  〈p, q〉 : A1XA2
(pairpat)
x : [pi] ` x : pi (var)
Γ ` t : pi Γ|p  p : [σi]i∈I
Γ \ Γ|p ` λp.t : [σi]i∈I → pi
(→ i)
Γ ` t : [σi]i∈I → pi (∆i ` u : σi)i∈I
Γ +i∈I ∆i ` tu : pi
(→ e)
` 〈t, u〉 : o (emptypair)
Γ ` t : σ
Γ ` 〈t, u〉 : ×1(σ)
(pair1)
Γ ` u : τ
Γ ` 〈t, u〉 : ×2(τ)
(pair2)
Γ ` t : σ Γ|p  p : [σi]i∈I (∆i ` u : σi)i∈I
(Γ \ Γ|p) +i∈I ∆i ` t[p/u] : σ
(sub)
Figure 1: The type assignment system P.
contains occurrences of non typable terms, like in λx.x(DupDup). A first elementary property
of the type system is that head occurrences are always typed:
Lemma 3.2. If H[t] is typable, then t is typable.
Proof. Let Π . Γ ` H[t] : σ, then it is easy to prove, by induction on H, that the occurrence
of t filling the hole of H is always typed.
In order to preserve the relevance of the system, proved below, we need to collect all
the environments used in the premises typing p and u respectively. In fact, to be relevant
means that only the used premises are registered in the typing environments. This property,
formally stated in the following lemma, will be an important technical tool used to develop
the inhabitation algorithm.
Lemma 3.3 (Relevance).
• If Γ  p : A, then dom(Γ) ⊆ fv(p).
• If Γ ` t : σ, then dom(Γ) ⊆ fv(t).
Proof. By induction on the typing derivations.
3.1. On the Typing of Patterns. The system P features two kinds of typings: those of
the form Γ ` t : σ, for terms, and those of the form Γ  p : A, for patterns. These are,
of course, fundamentally dissymetric notions: ` is undecidable and non deterministic (a
given term may have several types in a given environement), whereas  is decidable and
deterministic. As a matter of fact, in the typing rules of P, the unique type A such that
Γ  p : A could have been denoted by Γ(p), as we do for variables, Γ(p) being defined as in
Lemma 3.4 below. However, we decided to keep the typing judgements Γ  p : A since they
allow for a clearer formulation of the typing rules of P.
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A characterization of the typings of patterns is provided in Lemma 3.4. Some preliminary
definitions are given below.
Given two patterns p and q, we say that p occurs in q if
• either p = q
• or q = 〈q1, q2〉 and either p occurs in q1 or p occurs occurs in q2.
Remark that, by linearity of patterns, at most one of the conditions in the second item
above may hold.
As a matter of notation, if A = [σi]i∈I is a multiset type, let us denote by ×1(A) (resp.
×2(A)) the multiset type [×1(σi)]i∈I (resp. [×2(σi)]i∈I).
If p occurs in q and A is a multiset type, the multiset type A
q
p is defined as follows:
• App = A
• A〈q1,q2〉p =
{ ×1(Aq1p ) if p occurs in q1
×2(Aq2p ) if p occurs in q2
Given an environement Γ, a pattern p and two variables x, y, we say that the pattern
〈x, y〉 is structural in p w.r.t. Γ, written 〈x, y〉 ∈ s(p,Γ), if 〈x, y〉 occurs in p and x, y 6∈ dom(Γ).
Typings of patterns can be characterized as follows:
Lemma 3.4. For all environement Γ and pattern p, Γ  p : A if and only if dom(Γ) ⊆ fv(p)
and A = (+x∈dom(Γ)Γ(x)
p
x) + (+〈x,y〉∈s(p,Γ)[o]
p
〈x,y〉)
Proof. (⇒): If Γ  p : A, then dom(Γ) ⊆ fv(p) by Lemma 3.3. We prove that A =
(+x∈dom(Γ)Γ(x)
p
x) + (+〈x,y〉∈s(p,Γ)[o]
p
〈x,y〉) by induction on p. If p = x then either x 6∈ dom(Γ)
and A = [ ], or Γ(x) = B 6= [ ] and A = Bxx = B. If p = 〈p1, p2〉, then the last rule of its type
derivation is
Γ1  p1 : A1 Γ2  p2 : A2 p1#p2
Γ1 + Γ2  〈p1, p2〉 : A1XA2
and by the induction hypothesis dom(Γi) ⊆ fv(pi) and Ai = (+x∈dom(Γi)Γi(x)pix ) +
(+〈x,y〉∈s(pi,Γi)[o]
pi
〈x,y〉), for i = 1, 2. Observe that:
• the domains of Γ1 and Γ2 are disjoint, by linearity of p.
• for all x ∈ dom(Γi), (Γ1 + Γ2)(x)〈p1,p2〉x = ×i(Γi(x)pix ), for i = 1, 2.
• if 〈x, y〉 ∈ s(pi,Γi) then 〈x, y〉 ∈ s(〈p1, p2〉,Γ1 + Γ2) and [o]〈p1,p2〉〈x,y〉 = ×i([o]
pi
〈x,y〉), for
i = 1, 2.
• if A1 = A2 = [ ], then p1 = x and p2 = y for some x, y, Γ1 and Γ2 are empty,
〈x, y〉 ∈ s(〈p1, p2〉,Γ1 + Γ2), and [o]〈p1,p2〉〈x,y〉 ) = [o].
By the observations above, we conclude that
A1XA2 = (+x∈dom(Γ1+Γ2)(Γ1 + Γ2)(x)
〈p1,p2〉
x ) + (+〈x,y〉∈s(〈p1,p2〉,Γ1+Γ2)[o]
〈p1,p2〉
〈x,y〉 )
.
(⇐): the proof is by induction on p, again. In the case p = 〈p1, p2〉 the environement Γ
is partitioned in Γ1 = Γ|p1 , Γ2 = Γ|p2 .
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Example 3.5.
• Let p = 〈〈x, y〉, 〈z, w〉〉 and Γ = x : [α, β], y : [γ]. Then,
– [α, β]
p
x = [×1(×1(α)),×1(×1(β))]
– [γ]
p
y = [×2(×1(γ))]
– s(p,Γ) = {〈z, w〉} and [o]p〈z,w〉 = [×2(o)]
Hence: Γ  p : [×1(×1(α)),×1(×1(β)),×2(×1(γ)),×2(o)].
• Let p = 〈〈x, y〉, 〈z, w〉〉 and Γ = x : [α], w : [β]. Then,
– [α]
p
x = [×1(×1(α))]
– [γ]
p
w = [×2(×2(β))]
– s(p,Γ) = ∅
Hence: Γ  p : [×1(×1(α)),×2(×2(β))].
The following corollary follows immediately.
Corollary 3.6.
(1) Let p = 〈p1, p2〉. Then for every context Γ such that dom(Γ) ⊆ fv(p), there exists
A 6= [ ] such that Γ  p : A.
(2) If Γ  p : A and o ∈ A then dom(Γ) = ∅, A = [o] and p = 〈x, y〉 for some variables x, y.
(3) For every pattern p, if  p : A then all the elements of A are structural types.
The next three lemmas will be useful for the design of the inhabitation algorithm.
Lemma 3.7. Let β be a structural type. Then there exist a pattern p such that  p : [β].
Proof. By induction on β. If β = o, then let p = 〈x, y〉, where x and y are fresh variables.
Then we can build the following derivation
∅  x : [ ] ∅  y : [ ]
∅  〈x, y〉 : [o]
If β = ×1(β′), then by the i.h. there is p′ such that Π . ∅  p′ : [β′]. Let p = 〈p′, z〉, where z
is a fresh variable. Then we construct the following derivation
∅  p′ : [β′] ∅  z : [ ]
∅  〈p′, z〉 : [×1(β′)]
The case β = ×2(β′) is similar.
Lemma 3.8. Let I be a non-empty set, and (Ai)i∈I , (Bi)i∈I be multisets of types. Then
unionsqi∈I(AiXBi) = (unionsqi∈IAiX unionsqi∈I Bi) unionsq [o, . . . , o︸ ︷︷ ︸
n
], where n = |{i ∈ I | Ai unionsq Bi = [ ]}|.
Proof. We begin by showing that, if for all i ∈ I AiunionsqBi 6= [ ], then unionsqi∈I(AiXBi) = (unionsqi∈IAiXunionsqi∈I
Bi). When ∀i ∈ I Ai unionsq Bi 6= [ ], all the elements of unionsqi∈I(AiXBi), as well as all the elements
of (unionsqi∈IAiX unionsqi∈I Bi) are of the form ×1(σ) (resp. ×2(σ)), σ occurring in unionsqi∈I(Ai) (resp.
in unionsqi∈I(Bi)). W.l.o.g. let us consider just the elements of the form ×1(σ), σ occurring in
unionsqi∈I(Ai): these will occur both in unionsqi∈I(AiXBi) and in (unionsqi∈IAiXunionsqi∈I Bi) exactly as many times
as σ occurs in unionsqi∈I(Ai). We conclude that the multisets unionsqi∈I(AiXBi) and (unionsqi∈IAiX unionsqi∈I Bi)
are equal.
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Now, given two families (Ai)i∈I , (Bi)i∈I whatsoever, let J = {i ∈ I | Ai unionsq Bi = [ ]}. We
have of course that (unionsqi∈IAiX unionsqi∈I Bi) = (unionsqi∈I\JAiX unionsqi∈I\J Bi), hence:
unionsqi∈I(AiXBi) = (unionsqi∈I\J(AiXBi)) unionsq (unionsqi∈J(AiXBi)) = (unionsqi∈IAiX unionsqi∈I Bi) unionsq [o, . . . , o︸ ︷︷ ︸
|J |
]
Then the next lemma follows easily.
Lemma 3.9. Let I 6= ∅. If (Γi  p : Ai)i∈I , then ∃A, A′ such that
(1) A unionsq A′ = unionsqi∈IAi,
(2) +i∈IΓi  p : A,
(3) Every type in A′ is structural.
Proof. If p = x, then +i∈IΓi = x : unionsqi∈IAi. Let A = unionsqi∈IAi and A′ = [ ], so that statement 2
x : unionsqi∈IAi  x : A holds, and statement 3 holds trivially.
Let consider the pattern 〈p, q〉. The i-th derivation for 〈p, q〉 is of the shape:
Γ1i  p : Ai Γ2i : q : Bi
Γ1i + Γ
2
i  〈p, q〉 : AiXBi
By induction, unionsqi∈IAi = A unionsq A′ and unionsqi∈IBi = B unionsq B′, such that +i∈IΓ1i  p : A, +i∈IΓ2i  q : B,
all the types in A′, B′ are structural.
By rule (pairpat) we obtain +i∈I(Γ1i + Γ
2
i )  〈p, q〉 : AXB = ×1(A) unionsq ×2(B).
By applying Lemma 3.8, we obtain unionsqi∈I(AiXBi) = (unionsqi∈IAiX unionsqi∈I Bi) unionsq [o, . . . , o] =
(Aunionsq A′)X(Bunionsq B′)unionsq [o, . . . , o] = ×1(A)unionsq×2(B)unionsq×1(A′)unionsq×2(B′)unionsq [o, . . . , o] = (AXB)unionsq C, where
every type in C = ×1(A′) unionsq ×2(B′) unionsq [o, ..., o] is structural.
3.2. Main Properties of system P. We are going to define the notion of typed occur-
rence of a typing derivation, which plays an essential role in the rest of this paper: indeed,
thanks to the use of non-idempotent intersection types, a combinatorial argument based
on a measure on typing derivations (cf. Lemma 3.12-1), allows to prove the termination of
reduction of redexes occurring in typed occurrences of their respective typing derivations.
Let us then define an occurrence of a subterm u in a term t as a context C such that
C[u] = t. Then, given a typing derivation Π . Γ ` t : σ, an occurrence of a subterm of t is a
typed occurrence of Π if and only if it is the subject of a subderivation of Π. More precisely:
Definition 3.10. Given a type derivation Π, the set of typed occurrences of Π, written
toc(Π), is defined by induction on the last rule of Π.
• If Π ends with (var), then toc(Π) := {}.
• If Π ends with (pair1) with subject 〈u, v〉 and premise Π′, then
toc(Π) := {} ∪ {〈C, v〉 | C ∈ toc(Π′)}.
• If Π ends with (pair2) with subject 〈u, v〉 and premise Π′ then
toc(Π) := {} ∪ {〈u, C〉 | C ∈ toc(Π′)}.
• If Π ends with (→ i) with subject λp.u and premise Π′ then
toc(Π) := {} ∪ {λp.C | C ∈ toc(Π′)} .
• If Π ends with (→ e) with subject tu and premises Π1 and Πk (k ∈ K) with subjects
t and u respectively, then toc(Π) := {} ∪ {tC | C ∈ toc(Πk), k ∈ K} ∪ {Cu | C ∈
toc(Π1)}.
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• If Π ends with (sub) with subject t[p/u] and premises Π1 and Πk (k ∈ K) with
subjects t and u respectively, then toc(Π) := {}∪{C[p/u] | C ∈ toc(Π1)}∪{t[p/C] |
C ∈ toc(Πk), k ∈ K}.
Example 3.11. Given the following derivations Π and Π′, the occurrences  and y belong
to both toc(Π) and toc(Π′) while x belongs to toc(Π) but not to toc(Π′).
Π .
x : [[τ ]→ τ ] ` x : [τ ]→ τ y : [τ ] ` y : τ
x : [[τ ]→ τ ], y : [τ ] ` xy : τ Π
′ .
x : [[ ]→ τ ] ` x : [ ]→ τ
x : [[ ]→ τ ] ` xy : τ
The type assignment system P enjoys the fundamental properties of subject reduction
and subject expansion. Note that the measure of the typing derivation is not increasing by
reduction. Moreover, the measure strictly decreases for r2-reduction steps that are typed.
This property makes easier the proof of the ”only if” part of the characterization theorem
(Theorem 3.13).
Lemma 3.12.
(1) (Weighted Subject Reduction) If Π . Γ ` t : τ and t → v, then Π′ . Γ ` v : τ
and meas(Π′) ≤ meas(Π). Moreover, if the reduced redex is (r2) and it occurs in a
typed occurrence of Π, then meas(Π′) < meas(Π).
(2) (Subject Expansion) If Γ ` v : σ and t→ v, then Γ ` t : σ.
Proof. For Point 1 see Subsection 3.3 and for Point 2 Subsection 3.4.
Given Π . Γ ` t : τ , t is said to be in Π-normal form, also written Π-nf, if for every
typed occurrence C ∈ toc(Π) such that t = C[u], the subterm u is not a redex.
We are now ready to provide the logical characterization of terms having canonical form.
Theorem 3.13 (Characterization). A term t is typable iff t has a canonical form.
Proof.
(if) We reason by induction on the grammar defining the canonical forms.
We first consider K-canonical forms, for which we prove a stronger property,
namely that for every t ∈ K, for every σ there is a context Γ such that Γ ` t : σ.
We reason by induction on the grammar defining K.
If t = x, the proof is straightforward. If t = vu, then by the i.h. there is a
typing derivation Γ ` v : [ ]→ σ, and the result follows by application of rule (→ e).
Let t = u[〈p, q〉/v]. By the i.h. for every σ, there is Γ such that Γ ` u : σ. By
Corollary 3.6-1, Γ|〈p,q〉  〈p, q〉 : [τi]i∈I for some I 6= ∅ and some types (τi)i∈I . Then
by the i.h. again for each τi there is ∆i such that ∆i ` v : τi, and so, by applying
rule (sub), we get Γ \ Γ|〈p,q〉 +i∈I ∆i ` u[〈p, q〉/v] : σ.
Now, let t be a J -canonical form. If t = 〈u, v〉 then by rule (emptypair)
` 〈u, v〉 : o. If t = λp.u, then u can be typed by the i.h. so that let Γ ` u : σ. If
p = x, for some x, then by applying rule (→ I), Γ \ Γ|x ` λx.u : Γ(x)→ σ, otherwise,
by Corollary 3.6-1, Γ|p  p : A, and then Γ \ Γ|p ` λx.u : A → σ, always by rule
(→ I). Let t = t′[〈p, q〉/v], where t′ (resp. v) is a J (resp. K) canonical form.
By the i.h. there are Γ, σ such that Γ ` t′ : σ. Moreover, Corollary 3.6-1 gives
Γ|〈p,q〉  〈p, q〉 : [σi]i∈I for some [σi]i∈I with I 6= ∅. Since v is a K-canonical form,
then ∆i ` v : σi for all i ∈ I, as shown above. Thus Γ +i∈I ∆i ` t′[〈p, q〉/v] : σ by
applying rule (sub).
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(only if) Let t be a typable term, i.e. Π . Γ ` t : σ. Consider a reduction strategy ST that
always chooses a typed redex occurrence. By Lemma 3.12-1 and Lemma 2.4 the
strategy ST always terminates. Let t′ be a normal-form of t for the strategy ST ,
i.e. t reduces to t′ using ST , and t′ has no typed redex occurrence. We know that
Π′ . Γ ` t′ : σ by Lemma 3.12-1. We now proceed by induction on Π′, by taking into
account the notion of typed occurrence of Π′.
If Π′ ends with (var), then its subject is x, which is canonical. If Π′ ends with
(→ i) with subject λp.u and premise Π′′ with subject u, then u has no typed redex
occurences, so it is canonical by the i.h. We conclude that λp.u is canonical too, by
definition of canonical form. If Π ends with (→ e) with subject tu and premises Π1
and (Πk)k∈K having subjects t and u respectively, then t, which is also typable, has
no typed redex occurrences, so that it is canonical by the i.h. Moreover  ∈ toc(Π),
so tu cannot be a redex. This implies that t cannot be an abstraction, so it is a K
canonical form, and consequently tu is a K canonical form too. Suppose Π ends
with (sub) with subject t[p/u] and premises Π1 and (Πk)k∈K with subjects t and u
respectively. The term t, which is typable, has no typed redex occurences, so it is
canonical by the i.h. Moreover, p cannot be a variable, otherwise the term would have
a typed r2-occurrence, so, by Corollary 3.6-1, Γ|p  p : A, with A 6= [ ], where Γ is the
typing environment of t. Then K 6= ∅, and u is typed. Since u cannot be neither
an abstraction nor a pair, it is necessarily a K canonical form, and consequently
t[p/u] is canonical. Finally, if Π′ ends with (emptypair), (pair1) or (pair2), then
its subject is a pair, which is a canonical form. This concludes the proof.
3.3. Proof of Subject Reduction. As usual, subject reduction is based on a substitution
property, proved in the following lemma. Notice that, thanks to the use of multisets,
substitution has a quantitative flavor, in the sense that it is always possible to build a
derivation for a term t{x/u} starting from the type derivations of t and u, in such a way
that the measure of the resulting derivation is strictly smaller than the sum of the original
ones.
Lemma 3.14 (Substitution Lemma). If Π . Γ; x : [ρi]i∈I ` t : τ , and (Θi .∆i ` u : ρi)i∈I
then Π{x/∪i∈IΘi} . Γ +i∈I ∆i ` t{x/u} : τ where meas(Π′) < meas(Π) +
∑
i∈I meas(Θi).
Proof. By induction on Π. Let Π be:
x : [ρ] ` x : ρ (var)
Then, if y = x, (Θ .∆ ` u : ρ) is the desired derivation, otherwise Π is the desired derivation,
and the condition on the measure is trivially satisfied.
Let Π be:
Γ; x : [ρi]i∈I ` t : pi Γ|p  p : [σi]i∈I
Γ; x : [ρi]i∈I \ Γ|p ` λp.t : [σi]i∈I → pi
(→ i)
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Then the proof follows by induction.
Let Π be:
Π′ . Γ; x : [ρj ]j∈J ` t : [σh]h∈H → pi (Σh . Γ′h; x : [ρr]r∈Rh ` v : σh)h∈H
Γ; x : [ρi]i∈I +h∈H Γ′h ` tv : pi
(→ e)
where J ∪h∈H Rh = I. Then by induction there are Π′{x/∪j∈JΘj} . Γ +j∈J ∆j ` t{x/u} :
[σh]h∈H → pi and (Σh{x/∪r∈RhΘr} . Γ
′
h +r∈Rh ∆r ` v{x/u} : σh)h∈H , and the proof follows by
rule (→ e). It is easy to check that the condition on the measure is satisfied.
Let Π be:
Γ; x : [ρh]h∈H ` t : σ Γ|p  p : [σj ]j∈J (∆j ; x : [ρk]k∈Kj ` v : σj)j∈J
(Γ \ Γ|p); x[ρi]i∈I +j∈J ∆j ` t[p/v] : σ
(sub)
where H ∪j∈J Kj = I. The proof is similar to the previous case.
The substitution property, together with Lemma 2.4 allow to give a weighted version of
the subject reduction property.
Lemma 3.12-1. (Subject Reduction) If Π . Γ ` t : τ and t → v, then Π′ . Γ ` v : τ
and meas(Π′) ≤ meas(Π). Moreover, if the reduced redex is (r2) and it occurs in a typed
occurrence of Π, then meas(Π′) < meas(Π).
Proof. Let Π . Γ ` t : σ so there is context C such that t = C[u] and v = C[u′], and u→ u′.
The proof is by induction on C.
Let C = . The case of rule (r2) follows from Lemma 3.14. The cases (r5)− (r10) lead
to a contradiction with the fact that t is typed. We analyze all the remaining cases.
• u = (λp.t)v→r1 t[p/v] = u′. By construction Π has the following shape:
Π .
Γ ` t : τ Γ|p  p : [σi]i∈I
Σ \ Σ|p ` λp.t : [σi]i∈I → τ
(Σi .∆i ` v : σi)i∈I
(Γ \ Γ|p) +i∈I ∆i ` (λp.t)v : τ
We can then build the following derivation Π′:
Π′ .
Γ ` t : τ Γ|p  p : [σi]i∈I (∆i ` v : σi)i∈I
(Γ \ Γ|p) +i∈I ∆i ` t[p/v] : τ
It is immediate to check that meas(Π) > meas(Π′).
• u = t[〈p1, p2〉/〈v1, v2〉]→r3 t[p1/v1][p2/v2] = u′. By construction Π has the following
shape, where A1XA2 = [σi]i∈I :
Π1 . Γ ` t : τ
Π12 . Γ|p1  p1 : A1 Π22 . Γ|p2  p2 : A2
Γ|〈p1,p2〉  〈p1, p2〉 : [σi]i∈I
(Σi .∆i ` 〈v1, v2〉 : σi)i∈I
Γ \ Γ|〈p1,p2〉 +i∈I ∆i ` t[〈p1, p2〉/〈v1, v2〉] : τ
Then, I can be written as I = I0 ∪ I1 ∪ I2, where
– i ∈ I0 implies σi = o
– i ∈ I1 implies σi = ×1(ρi)
– i ∈ I2 implies σi = ×2(ρi)
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Moreover, the derivations Σi can be split into three groups:
(
Σ0k .∆k ` 〈v1, v2〉 : o
)
k∈I0
(
∆k ` v1 : ρk
Σ1k .∆k ` 〈v1, v2〉 : ×1(ρk)
)
k∈I1
(
∆k ` v2 : ρk
Σ2k .∆k ` 〈v1, v2〉 : ×2(ρk)
)
k∈I2
By definition of the typing rules ∆k = ∅ for k ∈ I0. We then dont use Σ0k in Π′,
which is equal to:
Π1 Π
1
2 (Σ
1
k)k∈I1
Γ \ Γ|p1 +k∈I1 ∆k ` t[p1/v1] : τ
Π22 (Σ
2
k)k∈I2
(Γ \ Γ|p1 +k∈I1 ∆i) \ Γ|p2 +k∈I2 ∆k ` t[p1/v1][p2/v2] : τ
In fact, by α-conversion var(p) ∩ dom(∆i) = ∅ so Γ \ Γ|〈p1,p2〉 +i∈I ∆i = Γ \
Γ|〈p1,p2〉+k∈I1∪I2 ∆k = Γ\Γ|p1 \Γ|p2 +k∈I1∪I2 ∆k = (Γ\Γ|p1 +k∈I1 ∆k)\Γ|p2 +k∈I2 ∆k.
Moreover, meas(Π′) = 2 + meas(Π1) + meas(Π12) +k∈I1 meas(Σ1k) + meas(Π
2
2) +k∈I2
meas(Σ2k) = meas(Π).
• u = t[p/v]w→r4 (tw)[p/v] = u′. This case is straightforward. Note that in this case
the measure of the derivation does not decrease.
In the inductive cases where C 6= , if the given subterm u occurs in a non-typed
position of Π, then a derivation of C[u] can be obtained from Π just by replacing the subterm
u by u′, otherwise the proof easily follows by induction.
3.4. Proof of Subject Expansion. As for the subject reduction property, we first need a
property about (inverse) substitution to then prove subject expansion.
Lemma 3.15. If Π . Γ ` t{x/v} : σ, then ∃Γt, I, (∆i)i∈I , (σi)i∈I such that Γ = Γt +i∈I ∆i,
(∆i ` v : σi)i∈I , and Γt; x : [σi]i∈I ` t : σ.
Proof. By induction on the derivation Π . Γ ` t{x/v} : σ.
• Let Π be the proof
y : [σ] ` y : σ (var)
Then y = t{x/v} implies either t = x and v = y or t = y 6= x.
In the first case Γt = ∅, |I| = 1 and the desired derivations are Γ ` v : σ and
x : [σ] ` x : σ (var).
In the second case Γt = y : [σ], I = ∅ and the desired derivation is Π itself.
• Let Π be the proof
Γ′ ` u : pi Γ′|p  p : [pih]h∈H
Γ′ \ Γ′|p ` λp.u : [pih]h∈H → pi
(→ i)
So λp.u = t{x/v} implies either t = x and v = λp.u or t = λp.u0 and t{x/v} =
(λp.u0){x/v} = λp.u0{x/v}, where fv(p) ∩ fv(v) = ∅ and x /∈ fv(p) holds by α-
conversion.
In the first case Γt = ∅, |I| = 1 and the desired derivations are and Γ ` v : σ and
x : [σ] ` x : σ (var).
In the second case, the i.h. gives Γ′ = Γ′u0 +i∈I ∆i, (∆i ` v : σi)i∈I , and Γ′u0 ; x :
[σi]i∈I ` u0 : σ. Observe that Γ′|p = Γ′u0 ; x : [σi]i∈I |p since we can assume x /∈ fv(p)
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and fv(p) ∩ dom(∆i) by α-conversion. We then apply rule (→ i) to premises Γ′u0 ; x :
[σi]i∈I ` u0 : σ and Γ′|p  p : [pii]i∈I , thus obtaining Γ′u0 ; x : [σi]i∈I \ Γ′|p; x : [σi]i∈I `
λp.u0 : [pih]h∈H → pi. We conclude by letting Γt = Γ′u0 ; x : [σi]i∈I \ Γ′|p.• Let Π be the proof
Γ′ ` u1 : [pik]k∈K → pi (Γk ` u2 : pik)k∈K
Γ′ +k∈K Γk ` u1u2 : pi
(→ e)
Then t is either a variable, or an application t1t2. If t is a variable we can proceed
as in the previous cases. In the second case t{x/v} = t1{x/v}t2{x/v} = u1u2, and
the proof follows by the i.h.
• Let Π be the proof
Γ′ ` t′ : σ Γ′|p  p : [pih]h∈H (Θh ` u : pih)h∈H
(Γ′ \ Γ′|p) +h∈H Θh ` t′[p/u] : σ
(sub)
Then t′[p/u] = t{x/v} implies t = x and v = t′[p/u] or t = t1[p/t2] and t{x/v} =
t1{x/v}[p/t2{x/v}]. The first case can be treated as before.
The second case can be treated similarly to the second case.
Lemma 3.12-2. (Subject Expansion) If Π . Γ0 ` t : σ and t′ → t, then Π′ . Γ0 ` t′ : σ.
Proof. t′ → t means there is a redex u′ such that u′ → u and t′ = C[u′], t = C[u]. By
induction on C. Let C = . We then proceed by induction on the derivation Π . Γ ` t : σ,
considering all possible shape of u′.
• Let u′ = (λp.v)w→r1 v[p/w] = u. Then Π has the following shape:
Γ ` v : σ Γ|p  p : [σi]i∈I (∆i ` w : σi)i∈I
(Γ \ Γ|p) +i∈I ∆i ` v[p/w] : σ
(sub)
We can build the following derivation Π′:
Γ ` v : σ Γ|p  p : [σi]i∈I
Γ \ Γ|p ` λp.v : [σi]i∈I → σ
(∆i ` w : σi)i∈I
(Γ \ Γ|p) +i∈I ∆i ` (λp.v)w : σ
(→ e)
• Let u′ = t[x/v] →r2 t{x/v} = u, where Π . Γ ` u : σ. Assume there are n (n ≥ 0)
subderivations with subject v in Π corresponding to (typed) occurrences of the
subterms v of u. Then Γ = Γ′ +1≤i≤n ∆i where Σi . ∆i ` v : σi. Thus, by
Lemma 3.15, there is Π′ .Γ′+ x : [σi]1≤i≤n ` t : σ, and the proof follows by applying
rule (sub) to premises Π′, x : [σi]1≤i≤n ` x : [σi]1≤i≤n and (Σi)1≤i≤n. Notice that in
the particular case where n = 0, i.e. there is no typed occurrence of x in Π′ then v
does not need to be typed in order to derive a typing derivation for u′.
• Let u′ = t[〈p1, p2〉/〈u1, u2〉] →r3 t[p1/u1][p2/u2] = u. Then Π has the following
shape:
Π0 . Γ ` t[p1/u1] : σ Γ|p2  p2 : [σi]i∈I (Σ2i .∆i ` u2 : σi)i∈I
(Γ \ Γ|p2) +i∈I ∆i ` t[p1/u1][p2/u2] : σ
(sub)
where Π0 is as follows:
Π1 . Γ
′ ` t : σ Γ′|p1  p1 : [τh]h∈H (Σ1h .∆′h ` u1 : τh)h∈H
(Γ′ \ Γ′|p1) +h∈H ∆′h ` t[p1/u1] : σ
(sub)
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So the following hold:
(a) By definition fv(p1) ∩ fv(p2) = ∅, so that by rule (pairpat) we can build
a derivation Θ . Γ′|p1 + Γ|p2  〈p1, p2〉. Moreover, by α-conversion we can
assume dom(Γ) ∩ fv(p1) = ∅, thus Γ′|p1 + Γ|p2 = Γ′|〈p1,p2〉, and we conclude
Θ . Γ′|〈p1,p2〉  〈p1, p2〉.
(b) There are derivations (Ψ1h .∆
′
h ` 〈u1, u2〉 : ×1(τh))h∈H and (Ψ2i .∆i ` 〈u1, u2〉 :
×2(σi))i∈I , derived from Σ1k (resp. Σ2s) by the rule (pair1) (resp. (pair2)).
So by applying the rule (sub), with premises Π0, Θ, and (Ψ
1
h)h∈H and (Ψ
2
i )i∈I , we
obtain: Γ′ \Γ′|〈p1, p2〉+h∈H ∆′h+i∈I ∆i ` t[〈p1, p2〉/〈u1, u2〉] : σ, which is the desired
statement, since Γ = Γ′ \Γ′|p1 +h∈H ∆′h, and Γ \Γ|p2 = Γ′ \Γ′|〈p1,p2〉+h∈H ∆′h, being
(fv(〈p1, p2〉) ∩ dom(∆′h) = ∅)h∈H , by Lemma 3.3-3.3.
• The cases of rules (r5)− (r10) are not possible, since fail is not typable.
The inductive cases are straightforward.
4. Inhabitation for System P
Given a strict type σ, the inhabitation problem consists in finding a closed term t such
that ` t : σ is derivable. We extend the problem to multiset types by defining A to be
inhabited if and only if there is a closed term t such that ` t : σi for every σi ∈ A. These
notions will naturally be generalized later to non-closed terms. Since system P characterizes
canonicity, it is natural to look for inhabitants in canonical form. The next Lemma proves
that the problem can be simplified, namely that it is sufficient to look for inhabitants in
pure canonical form, i.e. without nested substitution.
Lemma 4.1. Let t be a canonical form. If Π . Γ ` t : τ is derivable, then there is some
type derivation Π′ and some pure canonical form t′ such that Π′ . Γ ` t′ : τ is derivable.
Proof. See Subsection 4.1
We already noticed that the system P allows to type terms containing untyped subterms
through the rules (→ e) and (sub) where I = ∅. In order to identify inhabitants in such cases
we introduce a term constant Ω to denote a generic untyped subterm. So an inhabitation
algorithm should produce approximate normal forms (denoted a, b, c), also written anf,
defined as follows:
a, b, c ::= Ω | N N ::= λp.N | 〈a, b〉 | L | N [〈p, q〉/L]
L ::= x | La
The grammar defining anfs is similar to that of pure canonical forms, starting, besides
variables, also from Ω. Notice that Ω only occurs in positions that are potentially untyped.
Moreover, an anf does not contain any redex, differently from canonical forms. Roughly
speaking, an anf can be seen as a representation of an infinite set of pure canonical forms,
obtained by replacing each occurrence of Ω by any term.
Example 4.2. The term λ〈x, y〉.(x(IdId))[〈z1, z2〉/yId] is (pure) canonical but not an anf,
while λ〈x, y〉.(xΩ)[〈z1, z2〉/yId] is an anf.
Anfs are ordered by the smallest contextual order ≤ such that Ω ≤ a, for any a. We
also write a ≤ t when the term t is obtained from a by replacing each occurrence of Ω by a
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term of Λp. Thus for example xΩΩ ≤ x(IdDup)(DupDup) is obtained by replacing the first
(resp. second) occurrence of Ω by IdDup (resp. DupDup).
Let A(t) = {a | ∃u t →∗ u and a ≤ u} be the set of approximants of the term t,
and let
∨
denote the least upper bound with respect to ≤. We write ↑i∈I ai to denote the
fact that
∨{ai}i∈I does exist. It is easy to check that, for every t and a1, . . . an ∈ A(t),
↑i∈{1,...,n} ai. An anf a is a head subterm of b if either b = a or b = cc′ and a is a head
subterm of c. System P can also be trivially extended to give types to anfs, simply assuming
that no type can be assigned to the constant Ω. It is easy to check that, if Γ ` a : σ and
a ≤ b (resp. a ≤ t) then Γ ` b : σ (resp. Γ ` t : σ).
Given Π . Γ ` t : τ , where t is in Π-nf (cf. Section 3), A(Π) is the minimal approximant
b of t such that Π .Γ ` b : τ . Formally, given Π .Γ ` t : σ, where t is in Π-nf, the minimal
approximant of Π, written A(Π), is defined by induction on meas(Π) as follows:
• A(Γ ` x : ρ) = x; A(Γ ` 〈t, u〉 : o) = 〈Ω,Ω〉.
• If Π . Γ ` λp.t : A→ ρ follows from Π′ . Γ′ ` t : ρ, then A(Π) = λp.A(Π′), t being
in Π′-nf.
• If Π . Γ ` 〈t, u〉 : ×1(τ) follows from Π′ . Γ ` t : τ , then A(Π) = 〈A(Π′),Ω〉, t being
in Π′-nf. Similarly for a pair of type ×2(τ).
• If Π . Γ = Γ′ +i∈I ∆i ` tu : ρ follows from Π′ . Γ′ ` t : [σi]i∈I → ρ and (Π′i .∆i ` u :
σi)i∈I , then A(Π) = A(Π′)(
∨
i∈I A(Π′i))
• If Π .Γ = Γ′+i∈I ∆i ` t[p/u] : τ follows from Π′ .Γ′′ ` t : τ and (Ψi .∆i ` u : ρi)i∈I ,
then A(Π) = A(Π′)[p/∨i∈I A(Ψi)]
Remark that, in the application case of the definition above, the anf corresponding to
I = ∅ is A(Π′)Ω. Moreover, in the last case, p cannot be a variable, t being in Π-nf. A
simple inspection of the typing rules for patterns shows that in this case I 6= ∅.
Example 4.3. Consider the following derivation Π:
y : [[ ]→ o] ` y : [ ]→ o
y : [[ ]→ o] ` y(∆∆) : o  〈z1, z2〉 : o
x : [[ ]→ o] ` x : [ ]→ o
x : [[ ]→ o] ` xId : o
x : [[ ]→ o]; y : [[ ]→ o] ` y(∆∆)[〈z1, z2〉/xId] : o
` λxy.y(∆∆)[〈z1, z2〉/xId] : [[ ]→ o]→ [[ ]→ o]→ o
The minimal approximant of Π is λxy.yΩ[〈z1, z2〉/xΩ].
A simple induction on meas(Π) allows to show the following:
Lemma 4.4. If Π . Γ ` t : σ and t is in Π-nf, then Π . Γ ` A(Π) : σ.
4.1. From Canonical Forms to Pure Canonical Forms. In this section we prove that,
when considering inhabitation, it is possible to replace a canonical form by a pure canonical
one.
Lemma 4.1. Let t be a canonical form. If Π . Γ ` t : τ is derivable, then there is some
type derivation Π′ and some pure canonical form t′ such that Π′ . Γ ` t′ : τ is derivable.
Proof. By induction on Π . Γ ` t : τ . The only interesting case is when t = t0[p/t1], where
p is some pair pattern. By construction of Π, there is a type derivation of the following form:
Γ ` t0 : τ Γ|p  p : A (∆σ ` t1 : σ)σ∈A
Γ \ Γ|p +σ∈A ∆σ ` t0[p/t1] : τ
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By the i.h. there are pure canonical terms t′0, t′1 such that Γ ` t′0 : τ and (∆σ ` t′1 : σ)σ∈A.
If t′0[p/t′1] is a pure canonical term, then we conclude with a derivation of Γ \Γ|p +σ∈A ∆σ `
t′0[p/t′1] : τ . If t′0[p/t′1] is not a pure canonical term, then necessarily t′1 = u[q/v], q being a
pair and u, v being pure canonical terms. For each σ ∈ A there is necessarily a derivation of
the following form:
Γσ ` u : σ Γσ|q  q : Bσ (Λρ ` v : ρ)ρ∈Bσ
Γσ \ Γσ|q +ρ∈B Λρ ` u[q/v] : σ
where ∆σ = Γσ \ Γσ|q +ρ∈B Λρ. Note that we can always choose fv(q) 6∈ Γ, by α conversion.
We can then build the following derivation Π0:
Γ ` t′0 : τ Γ|p  p : A (Γσ ` u : σ)σ∈A
Γ′ = Γ \ Γ|p +σ∈A Γσ ` t′0[p/u] : τ
Moreover, (Γσ|q  q : Bσ)σ∈A implies by Lemma 3.9 that +σ∈ABσ = B1 unionsq B2, where B2 is
composed by structural types, and +σ∈A(Γσ|q)  q : B1. Since Γ′|q = (Γ \ Γ|p +σ∈A Γσ)|q =
(+σ∈AΓσ)|q = +σ∈A(Γσ|q), we can then build the following derivation:
Π0 Γ
′|q  q : B1 (Λρ ` v : ρ)ρ∈B1
Γ′′ = Γ′ \ Γ′|q +ρ∈B1 Λρ ` t′0[p/u][q/v] : τ
Thus Γ′′ = Γ′ \ Γ′|q +ρ∈B1 Λρ = Γ \ Γ|q +σ∈A (Γσ \ Γσ|q) +ρ∈B1 Λρ.
But this is not yet the desired result, since +ρ∈B1Λρ v +ρ∈BΛρ, being B = B1 unionsq B2. Let
B2 = [µ1, ..., µm], where each µi is structural. By Lemma 3.7, there is a pattern pi such that
∅  pi : µi (m ≥ 0, 1 ≤ i ≤ m). Moreover, since Λρ ` v : ρ, for every ρ ∈ B, there are Λµi
such that Λµi ` v : µi, and +1≤i≤mΛµi = +ρ∈B2Λρ. So, by applying m times the rule (sub),
we obtain: Γ \ Γ|p +σ∈A Γσ \ Γσ|q +ρ∈B1 Λρ +ρ∈B2 Λρ ` t′0[p/u][q/v][p1/v]...[pm/v], as desired.
4.2. The Inhabitation Algorithm. We now show a sound and complete algorithm to
solve the inhabitation problem for System P. This algorithm is presented in Figure 2. As
usual, in order to solve the problem for closed terms, it is necessary to extend the algorithm
to open ones, so, given an environment Γ and a strict type σ, the algorithm builds the
set T(Γ, σ) containing all the anfs a such that there exists a derivation Π . Γ ` a : σ, with
a = A(Π), then stops1. Thus, our algorithm is not an extension of the classical inhabitation
algorithm for simple types [6, 15]. In particular, when restricted to simple types, it constructs
all the anfs inhabiting a given type, while the original algorithm reconstructs just the long
η-normal forms. The algorithm uses four auxiliary predicates, namely
• PV(A), where V is a finite set of variables, contains the pairs (Γ, p) such that (i)
Γ  p : A, and (ii) p does not contain any variable in V.
• TI(Γ, [σi]i∈I), contains all the anfs a =
∨
i∈I ai such that Γ = +i∈IΓi, ai ∈ T(Γi, σi)
for all i ∈ I, and ↑i∈I ai.
• H∆b (Γ, σ) . τ contains all the anfs a such that b is a head subterm of a, and such that
if b ∈ T(∆, σ) then a ∈ T(Γ + ∆, τ).
1 It is worth noticing that, given Γ and σ, the set of anfs a such that there exists a derivation Π .Γ ` a : σ
is possibly infinite. However, the subset of those verifying a = A(Π) is finite; they are the minimal ones,
those generated by the inhabitation algorithm (this is proved in Lemma 4.7).
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• HI∆b (Γ, [σi]i∈I) . [ρi]i∈I contains all the anf a =
∨
i∈I ai such that ∆ = +i∈I∆i,
Γ = +i∈IΓi, ai ∈ H∆b (Γ, σi) . ρi and ↑i∈I ai.
Note that the algorithm has different kinds of non-deterministic behaviours, i.e. different
choices of rules can produce different results. Indeed, given an input (Γ, σ), the algorithm
may apply a rule like (Abs) in order to decrease the type σ, or a rule like (Head) in order to
decrease the environment Γ. Moreover, every rule (R) which is based on some decomposition
of the environment and/or the type, like (Subs), admits different applications. In what
follows we illustrate the non-deterministic behaviour of the algorithm. For that, we represent
a run of the algorithm as a tree whose nodes are labeled with the name of the rule
applied.
Example 4.5. We consider different inputs of the form (∅, σ), for different strict types σ.
For every such input, we give an output and the corresponding run.
(1) σ = [[α]→ α]→ [α]→ α.
(a) output: λxy.xy, run: Abs(Abs(Head(Prefix(TUn(Head(Final)), Final)), Varp), Varp).
(b) output: λx.x, run: Abs(Head(Final), Varp).
(2) σ = [[ ]→ α]→ α. output: λx.xΩ, run: Abs(Head(Prefix(TUn, Final)), Varp).
(3) σ = [[o]→ o, o]→ o.
(a) output: λx.xx, run: Abs(Head(Prefix(TUn(Head(Final)), Final)), Varp).
(b) Explicit substitutions may be used to consume some, or all, the resources in
[[o]→ o, o]
output: λx.x[〈y, z〉/x〈Ω,Ω〉], run:
Abs(Subs(HUn(Prefix(TUn(Pair), Final)), Pairp(Weakp, Weakp), Head(Final)), Varp).
(c) There are four additional runs, producing the following outputs:
λx.x〈Ω,Ω〉[〈y, z〉/x],
λx.〈Ω,Ω〉[〈y, z〉/xx],
λx.〈Ω,Ω〉[〈y, z〉/x][〈w, s〉/x〈Ω, Ω〉],
λx.〈Ω,Ω〉[〈y, z〉/x〈Ω,Ω〉][〈w, s〉/x].
Along the recursive calls of the inhabitation algorithm, the parameters (type and/or
environment) decrease strictly, for a suitable notion of measure, so that every run is finite:
Lemma 4.6. The inhabitation algorithm terminates.
Proof. See the Subsection 4.3
We now prove soundness and completeness of our inhabitation algorithm.
Lemma 4.7. a ∈ T(Γ, σ) ⇔ ∃Π . Γ ` a : σ such that a = A(Π).
Proof. The “only if” part is proved by induction on the rules in Figure 2, and the “if” part
is proved by induction on the definition of A(Π) (see Section 4.3 for full details). In both
parts, additional statements concerning the predicates of the inhabitation algorithm other
than T are required, in order to strenghten the inductive hypothesis.
Theorem 4.8 (Soundness and Completeness).
(1) If a ∈ T(Γ, σ) then, for all t such that a ≤ t, Γ ` t : σ.
(2) If Π . Γ ` t : σ then there exists Π′ . Γ ` t′ : σ such that t′ is in Π′-nf, and
A(Π′) ∈ T(Γ, σ).
Proof. Soundness follows from Lemma 4.7 (⇒) and the fact that Γ ` a : σ and a ≤ t imply
Γ ` t : σ. For completeness we first apply Lemma 3.12-1 that guarantees the existence of
Π′ . Γ ` t′ : σ such that t′ is in Π′-nf, and then Lemma 4.4 and Lemma 4.7 (⇐).
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x /∈ V
(∅; x) ∈0 PV([ ])
(Weakp)
x /∈ V
(x : B; x) ∈0 PV(B)
(Varp)
(Γ; p) ∈i PV(A1) (∆; q) ∈j PV(A2) p#q
(Γ; ∆; 〈p, q〉) ∈1 PV(A1XA2)
(Pairp)
a ∈ T(Γ; ∆, τ) (∆; p) ∈i Pdom(Γ)(A)
λp.a ∈ T(Γ, A→ τ) (Abs)
(ai ∈ T(Γi, σi))i∈I ↑i∈I ai∨
i∈I
ai ∈ TI(+i∈IΓi, [σi]i∈I)
(TUn)
(ai ∈ H∆ib (Γi, σi) . ρi)i∈I ↑i∈I ai∨
i∈I
ai ∈ HI+i∈I∆ib (+i∈IΓi, [σi]i∈I) . [ρi]i∈I
(HUn)
〈Ω,Ω〉 ∈ T(∅, o) (Pair)
a ∈ T(Γ, τ)
〈a,Ω〉 ∈ T(Γ,×1(τ))
(Prod1)
a ∈ T(Γ, τ)
〈Ω, a〉 ∈ T(Γ,×2(τ))
(Prod2)
a ∈ Hx:[σ]x (Γ, σ) . τ
a ∈ T(Γ + (x : [σ]), τ) (Head)
σ = τ
a ∈ H∆a (∅, σ) . τ
(Final)
Γ = Γ0 + Γ1 b ∈ TI(Γ0, A) a ∈ H∆+Γ0cb (Γ1, σ) . τ
a ∈ H∆c (Γ, A→ σ) . τ
(Prefix)
Γ = Γ0 + Γ1
c ∈ HIx:Bx (Γ0, B) . F(B)(∗) (∆, p) ∈1 Pdom(Γ0+Γ1+(x:B))(F(B)) b ∈ T(Γ1; ∆, τ)
b[p/c] ∈ T(Γ + (x : B), τ) (Subs)
(*) where the operator F() is defined as follows:
F(α) := α F(A→ τ) := F(τ) F([ ]) := [ ] F([σi]i∈I) := [F(σi)]i∈I
Figure 2: The inhabitation algorithm
4.3. Properties of the Inhabitation Algorithm. In order to prove that the inhabitation
algorithm terminates, we define the following measure on types and environments:
#([σi]i∈I) = 1 +i∈I #(σi)
#(o) = 1
#(×2(τ)) = #(τ) + 1
#(×1(τ)) = #(τ) + 1
#(A→ pi) = #(A) + #(pi) + 1
#(∅) = 0
#(x : A,Γ) = #(A) + #(Γ)
We can then show the following property:
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Lemma 4.6. The inhabitation algorithm terminates.
Proof. We associate a tree TC to each call of the algorithm C in the set {T( , ), TI( , ), H ( , ).
, HI ( , ) . , P ( )}, as follows: nodes are labeled with elements of C. A node n′ is a son of
n iff there exists some instance of a rule having n as conclusion and n′ as premise. Thus,
all possible runs of C are encoded in the tree TC , which is finitely branching. Moreover,
it is easy to see that the measure #() strictly decreases along the branches of TC , so that
every branch has finite depth. Hence, TC is finite by Ko¨nig’s Lemma, i.e. the algorithm
terminates.
In order to show Lemma 4.7 we first introduce the following key notion. A derivation Π
is a left-subtree of a derivation Σ if either Π = Σ, or Π .∆ ` u : σ is the major premise of
Σ′ .∆′ ` uv : τ and Σ′ is a left-subtree of Σ.
Lemma 4.7. a ∈ T(Γ, σ) ⇔ ∃Π . Γ ` a : σ such that a = A(Π).
Proof. (⇒): We prove the following statements, by induction on the rules in Fig. 2:
a) (Γ, p) ∈i PV(A) (i = 1, 2) ⇒ Γ  p : A and fv(p) ∩ V = ∅. Moreover, i = 1 implies p
is not a variable.
b) a ∈ T(Γ, σ) ⇒ ∃Π . Γ ` a : σ such that a = A(Π).
c) a ∈ TI(Γ, A)⇒ ∃I such that Γ = +i∈IΓi, A = [σi]i∈I ,
and ∀i ∈ I ∃ai ∈ T(Γi, σi) such that a =
∨
i∈I ai.
d) a ∈ H∆b (Γ, σ).τ ⇒ there exists a function F associating to each derivation Σ.∆ ` b : σ
such that b = A(Σ), a derivation Π . Γ + ∆ ` a : τ such that a = A(Π).
e) a ∈ HI∆b (Γ, A1) . A2 ⇒ ∃I such that ∆ = +i∈I∆i,Γ = +i∈IΓi, A1 = [σi]i∈I , A2 =
[ρi]i∈I , and ∀i ∈ I ∃ai ∈ H∆ib (Γi, σi) . ρi such that a =
∨
i∈I ai.
The proof of point a) is immediate.
b) If λp.a ∈ T(Γ, A→ τ) follows from a ∈ T(Γ; ∆, τ) and (∆; p) ∈i Pdom(Γ)(A) by (Abs),
then we conclude by Point (a), the i.h. (b) and rule (→ i).
If a ∈ T(Γ + (x : [σ]), τ) follows from a ∈ Hx:[σ]x (Γ, σ) . τ by (Head), then the i.h.
(d) provides a function associating to each derivation Σ . x : [σ] ` x : σ a derivation
Π . Γ + x : [σ] ` a : τ such that a = A(Π), since x = A(Σ). Applying this function
to the unique derivation of x : [σ] ` x : σ, we get the suitable typing for the anf a.
If a = 〈Ω,Ω〉 ∈ T(∅, o) by (Pair), then ∅ ` a : o is straightforward.
If a = 〈b,Ω〉 ∈ T(Γ,×1(τ)) follows from b ∈ T(Γ, τ) by (Prod1), then we conclude
by the i.h. (b) and rule (pair1). The case (Prod2) is similar.
Finally, if b[p/c] ∈ T(Γ + (x : B), τ) follows from Γ = Γ0 + Γ1, c ∈ HIx:Bx (Γ0, B) .
F(B), (∆, p) ∈1 Pdom(Γ0+Γ1+(x:B))(F(B)) and b ∈ T(Γ1; ∆, τ), by (Subs), we get by the
i.h. (e) on c ∈ HIx:Bx (Γ0, B) . F(B) that there exists I such that: B = [σi]i∈I ,Γ0 =
+i∈IΓi0, F(B) = [ρi]i∈I , and ∀i ∈ I ∃ci ∈ Hx:[σi]x (Γi0, σi) . ρi, and c =
∨
i∈I ci. We
use now repeatedly the i.h. (d), feeding each function Fi with the only proof of
x : [σi] ` x : σi, and getting an I-indexed family Πi .Γi + (x : [σi]) ` ci : ρi, such that
ci = A(Πi). Moreover, ci ≤ c implies Ψi .Γi + (x : [σi]) ` c : ρi, and c =
∨
i∈I A(Πi).
Now, by applying the i.h. (b) to b ∈ T(Γ1; ∆, τ) we get a proof Π′.Γ1+∆ ` b : τ , such
that b = A(Π′). Finally, by applying the i.h. (a) to (∆, p) ∈1 Pdom(Γ0+Γ1+(x:B))(F(B))
we get ∆  p : F(B) and fv(b)∩dom(Γ0+Γ1+(x : B)) = ∅. Collecting the proofs Ψi and
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Π′, and using the hypothesis [ρi]i∈I = F(B), we get the required proof Π by using rule
(sub) of the typing system. Note that the premise (∆, p) ∈1 Pdom(Γ0+Γ1+(x:B))(F(B))
guarantees that p is not a variable (by point (a)), so the term b[p/c] is not a redex.
c) If a ∈ TI(+i∈IΓi, [σi]i∈I) follows from (ai ∈ T(Γi, σi))i∈I and ↑i∈I ai by (TUn), then
the statement is trivially true.
d) If a ∈ H∆a (∅, σ) . τ follows from σ = τ by (Final), then F is the identity function.
If a ∈ H∆c (Γ0 + Γ1, A→ σ) . τ follows from b ∈ TI(Γ0, A) and a ∈ H∆+Γ0cb (Γ1, σ) . τ
by (Prefix), then we have to provide a function F associating to each derivation
Σ . ∆ ` c : A → σ such that c = A(Σ), a derivation Π . ∆ + Γ0 + Γ1 ` a : τ such
that a = A(Π). To begin with, the i.h. (c) applied to b ∈ TI(Γ0, A) provides a set I
such that Γ0 = +i∈IΓi0, A = [σi]i∈I , and for all i ∈ I there exists bi ∈ T(Γi0, σi) such
that b =
∨
i∈I bi. Using i.h. (b) repeatedly, we get (Πi . Γ
i
0 ` bi : σi)i∈I such that
bi = A(Πi), Γ0 = +i∈IΓi0, A = [σi]i∈I , ↑i∈I bi and b =
∨
i∈I bi. Rule (→ e) with
premises Σ and {Πi}i∈I , gives a type derivation Π′ . ∆ + Γ0 ` cb : σ, such that
cb = A(Π′). Then, the i.h. (d) applied to a ∈ H∆+Γ0cb (Γ1, σ) . τ provides a function
F ′ such that F ′(Π′) . ∆ + Γ0 + Γ1 ` a : τ and a = A(F ′(Π′)).To conclude, we set
F (Σ) = F ′(Π′).
e) If a ∈ HI∆b (Γ, A1) . A2 follows from an application of rule (HUn), then the proof is
trivial.
(⇐):
We prove the following statements, by induction on the definition of A(Π):
a) If Γ  p : A, then (Γ, p) ∈ PV(A), for any V such that V ∩ fv(p) = ∅.
b) Given Σ . ∆ ` b : τ and Π . Γ ` a : σ, if b = A(Σ) and a = A(Π) are L-
anfs, and Σ is a left-subtree of Π, then there exists Γ′ s.t. Γ = Γ′ + ∆ and
H∆+Γ
′
a (Θ, σ) . ρ ⊆ H∆b (Θ + Γ′, τ) . ρ.
c) Π . Γ ` a : σ and a = A(Π) imply a ∈ T(Γ, σ).
a) Straightforward.
b) If a = x, then Π is an instance of the axiom (var); Σ being a left subtree of Π, we
get Σ = Π, b = x, Γ′ = ∅, σ = τ and the inclusion H∆+Γ′b (Θ, σ).ρ ⊆ H∆a (Θ + Γ′, τ).ρ
holds trivially.
If a = ca′, c being a L-anf, then the last rule of Π is an instance of (→ e), with
premises Π′ . Γ′′ ` c : [σi]i∈I → σ and (Πi . Γi ` a′ : σi)i∈I , so that Γ = Γ′′ +i∈I Γi;
moreover Σ.∆ ` b : τ is also a left-subtree of Π′. We have in this case a′ = ∨i∈I A(Πi),
where by the i.h. (c), A(Πi) ∈ T(Γi, σi). Then H∆+Γ
′′+i∈IΓi
ca′ (Θ, σ) . ρ ⊆(Prefix)
H∆+Γ
′′
c (Θ +i∈I Γi, [σi]i∈I → σ) . ρ ⊆i .h. (b) H∆b (Θ + Γ′′ +i∈I Γi, σ) . ρ.
c) If a is a L-anf, then ∃τ s.t. Γ = Γ0 + (x : [τ ]) and the type derivation x : [τ ] ` x : τ is
a left subtree of Γ0 + (x : [τ ]) ` a : σ. Then we have a ∈(Final) HΓa (∅, σ) . σ ⊆Point(b)
H
x:[τ ]
x (Γ0, τ) . σ ⊆(Head) T(Γ0 + {x : [τ ]}, σ).
Otherwise, we analyze all the cases of N -anfs.
If a = λp.a′, then we conclude by the i.h. (c) on a′.
If a = 〈Ω,Ω〉, then Γ = ∅ and σ = o so that a ∈ T(∅, σ) holds by rule (Pair).
If a = 〈Ω, a′〉, then we conclude by the i.h. (c) and rule (Prod1).
The case a = 〈a′,Ω〉 is similar.
If a = a0[p/b], then a0 (resp. b) is a L (resp. N )-canonical form. By construction,
Π is of the following form:
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Π′ . Γ ` a0 : σ Γ|p  p : [σi]i∈I (Ψi .∆i ` b : σi)i∈I
Γ \ Γ|p +i∈I ∆i ` a0[p/b] : σ
By definition A(Π) = A(Π′)[p/∨i∈I A(Ψi)]. By the i.h. (c) A(Π′) ∈ T(Γ, σ). More-
over, a in Π-normal form implies b = yc1 . . . ch (h ≥ 0) so that ∀i ∈ I ∃pii s.t. ∆i =
∆′i+{y : [pii]} where F(pii) = σi and y : [pii] ` y : pii is a left prefix of ∆i ` b : F(pii). We
have A(Ψi) ∈(Final) H∆iA(Ψi)(∅, F(pii)).F(pii) ⊆Point (b) H
y:[pii]
y (∆′i, pii).F(pii). Therefore,
by rule (HUn),
∨
i∈I A(Ψi) belongs to the set Hy:[pii]i∈Iy (+i∈I∆′i, [pii]i∈I).F([pii]i∈I). Let
F(pii)i∈I = [σi]i∈I . By Point (a) we also have (Γ|p, p) ∈ P+i∈I∆k+Γ\Γ|p(F([pii]i∈I)). We
thus obtain A(Π) ∈(Subs) T(+i∈I∆′i + Γ \ Γ|p + y : [pii]i∈I , σ) = T(+i∈I∆i + Γ \ Γ|p, σ).
5. Characterizing Observability
We are now able to state the main result of this paper, i.e. the characterization of observability
for the pattern calculus.
The logical characterization of canonical forms given in Section 3 through the type
assignment system P is a first step in this direction. In fact, the system P is complete with
respect to observability, but it is not sound, as shown in the next theorem.
Theorem 5.1. The set of observable terms is a proper subset of the set of terms having
canonical forms.
Proof. • (Observability implies canonicity) If t is observable, then there is a head
context H such that H[t] is closed and reduces to 〈u, v〉, for some u and v. Since all
pairs are typable, the term H[t] is typable by Lemma 3.12-2, so that t is typable too
by Lemma 3.2.
• (Canonicity does not imply observability) Consider the term
t1 = λx.Id[〈y, z〉/x][〈y′, z′〉/xId]. It is canonical, hence typable by Theorem 3.13,
but it is not observable. In fact, it is easy to see that there is no term u such that
both u and uId reduce to pairs. Indeed, let u→∗ 〈v1, v2〉; then uId→∗ 〈v1, v2〉Id,
which will reduce to fail.
However, as sketched in the introduction, we can use inhabitation of system P to
completely characterize observability. The following lemma guarantees that types reflect
correctly the structure of the data types.
Lemma 5.2. Let t be a closed and typable term.
• If t has functional type, then t reduces to an abstraction.
• Thus if t has product type, then it reduces to a pair.
Proof. Let t be a closed and typable term. By Theorem 3.13 we know that t reduces to
a (closed) canonical form in J . The proof is by induction on the maximal length of such
reduction sequences. If t is already a canonical form, we analyze all the cases.
• If t is a variable, then this gives a contradiction with t closed.
• If t is a function, then the property trivially holds.
• If t is a pair, then the property trivially holds.
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• If t is an application, then t necessarily has a head (free) variable which belongs to
the set of free variables of t, which leads to a contradiction with t closed.
• If t is a closure, i.e. t = u[〈p1, p2〉/v], where v ∈ K. But t closed implies in particular
v closed, which leas to a contradiction with v ∈ K. So t cannot be a closure.
Otherwise, t→ t′ →∗ u, where u is in J . The term t′ is also closed and typable (Lemma 3.12-
1), then the i.h. gives the desired resu lt for t′, so the property holds also for t.
The following lemma extends the notion of inhabitation to the typings of patterns:
Lemma 5.3. If Π.Γ  p : A and A is inhabited, then for every x : A′ ∈ Γ, A′ is also inhabited,
i.e. for all σ ∈ A′, there is a closed term t such that ` t : σ.
Proof. The proof is by induction on p.
If p = x then Γ is either x : A or ∅. In both cases the property is trivial.
If p = 〈p1, p2〉, then Π1 . Γ1  p1 : A1 and Π2 . Γ2  p2 : A2, where A = A1XA2 and
Γ = Γ1 + Γ2. Let us see that Ai (i = 1, 2) is inhabited. Take any τ ∈ Ai so that ×i(τ) ∈ A.
Since A is inhabited there is a closed term u such that ∅ ` u : ×i(τ), which implies, by
Lemma 5.2, that u reduces to a pair 〈u1, u2〉. Thus, ∅ ` ui : τ , and τ is inhabited. We
conclude Ai inhabited.
Now, we can apply the i.h. to Π1 and Π2 so that the property holds for Γ1 and Γ2.
Given any x : A′ ∈ Γ and any σ ∈ A′, we have σ ∈ A′′ for x : A′′ ∈ Γi (i = 1 or i = 2. Then we
conclude A′ is inhabited.
The following notion of context will be useful to show our final characterization result.
A simple head context SH is a context generated by the following grammar:
SH ::=  | SH u | (λp.SH)u
Lemma 5.4. If there is a head context H such that H[t] is closed and H[t]→∗ 〈u, v〉, then
there is a simple head context SH such that SH[t] is closed and SH[t]→∗ 〈u, v〉.
Proof. The first observation is that when H[t] reduces to a pair, H cannot be an abstraction,
so it is sufficient to consider the following grammar for head contexts:
H1 ::=  | H1u | (λp.H1)u | H1[p/u]
Moreover, if H1[t][p/u] reduces to a pair, then also (λp.H1[t])u reduces to a pair, so it is
sufficient to consider the following simplified grammar for simple head contexts:
SH ::=  | SH u | (λp.SH)u
We conclude that giving H[t] being closed and reducing to a pair, there is a simple head
context SH such that SH[t] is closed and reduces to the same pair.
The notion of inhabitation can easily be extended to typing environments, by defining
Γ inhabited if x : C ∈ Γ implies C is inhabited. In order to simplify the following proofs,
let us introduce a new notation: let ~A denote a sequence of multiset types A1, ..., An, then
A1 → ...→ An → σ will be abbreviated by ~A→ σ. Note that every type has this structure,
for some A1 → ... → An, σ and n ≥ 0. Moreover we will say that ~A is inhabited if all its
components are inhabited.
Lemma 5.5. Let SH[t] such that Π . Γ ` SH[t] : ~A → α, where ~A is inhabited and Γ is
inhabited. Then Π′ . Γ,∆ ` t : ~C→ ~A→ α, where Γ,∆ and ~C,~A are inhabited.
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Proof. By induction on SH.
• If SH = , then the property trivially holds for Π′ = Π, where ∆ = ∅ and ~C the
empty vector.
• If SH = SH′ u, then Πt . Γ′ ` SH′[t] : A → ~A → σ and (Γi ` u : σi)i∈I , where
Γ = Γ′+i∈I Γi and A = [σi]i∈I . Since Γ′ is included in Γ we know that Γ′ is inhabited
because Γ is inhabited by hypothesis. Let us show that A is inhabited, and for that
let us take any σi ∈ A. Consider any y : B ∈ Γi. Since Γi is inhabited, then B is
inhabited, so that there exists a closed term v typable with all the types in B. We can
then construct a (closing) substitution θ such that dom(θ) = dom(Γi) and θ(y) = v.
We then have ` uθ : σi by Lemma 3.14, so that A is inhabited. We can now apply
the i.h. to Πt to get ∆ such that Γ
′,∆ ` t : ~C→ A→ ~A→ α, where Γ′,∆, ~C, A,~A are
all inhabited.
• If SH = (λp.SH′)u, then Γ′ ` λp.SH′[t] : A → ~A → α and (Γi ` u : σi)i∈I , where
Γ = Γ′ +i∈I Γi and A = [σi]i∈I . As before we can construct a closed substitution θ
such that (` uθ : σi)i∈I , so that A is inhabited. Now, from Γ′ ` λp.SH′[t] : A→ ~A→ α
we get Πt . ∆ ` SH′[t] : ~A → α and ∆|p  p : A, where Γ′ = δ \ ∆|p. Since Γ
is inhabited, then Γ′ and ∆ \ Λ|p are also inhabited. Since A is inhabited, then
Lemma 5.3 gives ∆|p inhabited too. Thus ∆ is inhabited. We can then apply the
i.h. to Πt and we obtain the desired result.
Theorem 5.6 (Characterizing Observability). A term t is observable iff Π . Γ ` t : ~C→ σ,
where σ is a product type and Γ and ~C are inhabited.
Proof.(only if) if t is observable, then there exists a head-context H such that H[t] is closed
and H[t]→∗ 〈u, v〉. By Lemma 5.4 there is a simple head context SH such that SH[t] is
closed and SH[t]→∗ 〈u, v〉. Since ∅ ` 〈u, v〉 : o, we get ∅ ` SH[t] : o by Lemma 3.12-2.
Lemma 5.5 gives Γ ` t : ~C→ σ, where Γ and ~C are inhabited. Thus we are done.
(if) Let Γ = x1 : A1, . . . , xk : Ak (k ≥ 0) and ~C = C1 . . . Cm (m ≥ 0), where Ai =
[σji ]j∈Ji (1 ≤ i ≤ k) and Ch = [ρjh]j∈Jh (1 ≤ h ≤ m). By hypothesis there exist closed
terms u1, . . . uk, v1, . . . vm such that ` ui : σji and ` vi : ρji (1 ≤ i ≤ k, 1 ≤ h ≤ m).
Let H = (λxk . . . ((λx1.)u1) . . . uk)v1 . . . vm be a (simple) head-context. We have
H[t] closed and ∅ ` H[t] : σ, which in turn implies that H[t] reduces to a pair, by
Lemma 5.2. Then the term t is observable by definition.
The notion of observability is conservative with respect to that of solvability in λ-calculus.
Theorem 5.7 (Conservativity). A λ-term t is solvable in the λ-calculus if and only if t is
observable in Λp.
Proof.
• (if) Take an unsolvable λ-term t so that t does not have head normal-form. Then t
(seen as a term of our calculus) has no canonical form, and thus t is not typable by
Theorem 3.13. It turns out that t is not observable in Λp by Theorem 5.6.
• (only if) Take a solvable λ-term t so that there exist a head-context H such that H[t]
is closed and reduces to Id, then it is easy to construct a head context H′ such that
H′[t] reduces to a pair (just take H′ = H 〈t1, t2〉 for some terms t1, t2).
OBSERVABILITY = TYPABILITY + INHABITATION 29
6. Conclusion and Further Work
We propose a notion of observability for pair pattern calculi which is conservative with
respect to the notion of solvability for λ-calculus.
We provide a logical characterization of observable terms by means of typability and
inhabitation.
Further work will be developed in different directions. As we already discussed in
Section 2, different definitions of observability would be possible. We explored the one based
on a lazy semantics, but it would be also interesting to obtain a full characterization based
on a strict semantics. Another point to be developed is the definition of a suitable notion of
head reduction, which, despite its relative simplicity, turn out to be quite cumbersome. On
the semantical side, it is well known that non-idempotent intersection types can be used to
supply a logical description of the relational semantics of λ-calculus [13, 20]. We would like
to start from our type assignment system for building a denotational model of the pattern
calculus. Last but not least, a challenging question is related to the characterization of
observability in a more general framework of pattern λ-calculi allowing the patterns to be
dynamic [16].
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