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Abstract
Spatial and temporal relationships, both short-range and
long-range, between objects in videos are key cues for rec-
ognizing actions. It is a challenging problem to model them
jointly. In this paper, we first present a new variant of Long
Short-Term Memory, namely Relational LSTM to address
the challenge for relation reasoning across space and time
between objects. In our Relational LSTM module, we uti-
lize a non-local operation similar in spirit to the recently
proposed non-local network [35] to substitute the fully con-
nected operation in the vanilla LSTM. By doing this, our
Relational LSTM is capable of capturing long and short-
range spatio-temporal relations between objects in videos
in a principled way. Then, we propose a two-branch neural
architecture consisting of the Relational LSTM module as
the non-local branch and a spatio-temporal pooling based
local branch. The local branch is introduced for captur-
ing local spatial appearance and/or short-term motion fea-
tures. The two-branch modules are concatenated to learn
video-level features from snippet-level ones which are then
used for classification. Experimental results on UCF-101
and HMDB-51 datasets show that our model achieves state-
of-the-art results among LSTM-based methods, while ob-
taining comparable performance with other state-of-the-art
methods (which use not directly comparable schema). Our
code will be released.
1. Introduction
Action recognition (or video classification) is the task of
assigning one of many class labels to a short video clip con-
taining an action. Action recognition in videos plays a cru-
cial role in many applications, e.g. visual surveillance [19],
sport video analysis [24], human-machine interaction [30],
etc. It has piqued the interest of the computer vision and
deep learning communities, owing to the fact that the per-
formances of state-of-the-art approaches are still well be-
low human-level performance. Action recognition is a more
complicated task when compared to still image classifica-
tion because the temporal domain introduces variations in
motion and viewpoints which have to be accounted for. Ad-
ditionally, the use of a moving camera rather than a static
camera introduces variations that could make optical flow
based features less reliable. Besides, the interactions of
multiple objects in actions make the classification task even
more challenging.
Intuitively, action recognition requires models capable of
learning key features such as:
Appearance features: Some actions are defined by cer-
tain special objects. For the “Blowing Candles” class in the
UCF-101 dataset [25], the presence of a candle in any one
frame is sufficient to correctly classify the action.
Short-term motion features: Some actions are charac-
terized by particular short-term motion with large variations
of appearance. For the “Boxing Speed Bag” class in the
UCF-101 dataset, a short optical flow snippet of the video
clip is sufficient to correctly classify the action.
Long-term trajectory features: Similarly, some ac-
tions depend on long-term object trajectories which are de-
fined by appearance and motion jointly. For the “Golf
Swing” class in the UCF-101 dataset, a longer optical flow
snippet of the video clip composed of the long-term motion
of the arm and golf club is required to correctly classify the
action.
Object interaction features: Multi-object based actions
are frequently observed and entails modeling of object in-
teractions. For the “Frisbee Catch” class in the UCF-101
dataset, the interaction of the Frisbee moving between 2
persons is required to correctly classify the action.
Clearly, key features stated above do not present them-
selves in a mutually exclusive form in popular benchmark
datasets; appearance features would be useful regardless of
whether the action possessed interactions between objects.
Nevertheless, one popular approach that has brought recent
success to modeling these features is that of signal decom-
position. Inspired by the discovery that the Human Visual
System has separate processing pathways for different types
of signals such as fast and slow motion [15], researchers
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have employed multi-stream architectures to process each
of these features separately. This paper is also motivated by
the idea of signal decomposition.
Most significantly, the two-stream architecture of
Simoyan and Zisserman [23] pioneered research in this area
for action recognition from videos. They design two paral-
lel 2D ConvNet streams to learn appearance features from
RGB images and motion features from optical flow fields.
An alternative to the optical flow stream also presented it-
self in the form of 3D convolutions [14], although they have
been used together too since then [4]. Since 2D convolution
on an optical flow stream and 3D convolution were deemed
to not be able to capture sequential information required to
model long-term trajectory features well, researchers turned
to explore ways to address this next. The use of LSTMs
following 2D convolutions [20, 18] and various temporal
fusion strategies [5, 6, 16, 2] emerged as competitive can-
didates. However, object interaction features were left un-
explored for the most part until recently where researchers
used a self-attention mechanism to develop non-local neu-
ral networks [35]. Their use of a “non-local operation” is
able to model long-range interactions between objects in
space and time, but their network is applied on short snip-
pets cropped from the original videos. As such, they fail to
explore truly modeling long-term trajectory features from
information across the full lengths of videos.
In this paper, we explore the novel idea of introducing
the non-local operation from [35] into an LSTM module to
create a Relational LSTM. We hypothesize that introduction
of our “relational LSTM” block into a two-stream architec-
ture would aid in the modeling of features that capture ob-
ject interactions, while retaining the property of LSTM to
model long-term trajectory information. Our main contri-
butions can be summarized as follows:
• We develop a novel Relational-LSTM module that
models object interaction features and can be inserted
into existing diverse architectures as a plug-in module.
• We incorporate the Relational-LSTM module into a
two-stream, two-branch architecture to perform video
action recognition.
• We show experimentally through ablation studies that
the introduction of our module leads to clear and un-
questionable gains in performance.
• Our architecture should be considered the new state-
of-the-art for video action recognition among LSTM-
based architectures, beating the current best architec-
ture by 1.2% on UCF-101 and 5.2% on HMDB-51.
• Our architecture performs comparably to the top-tier of
state-of-the-art architectures overall on UCF-101 and
HBDM-51 datasets.
2. Related Work
2.1. Deep learning for appearance and short-term
motion features
The success of 2D ConvNets did not immediately follow
for video tasks, where hand-crafted features of Improved
Dense Trajectories dominated. It was not until the work of
[23] that deep learning approaches started to show compa-
rable performance.
Two-stream ConvNets: In [23], the authors employ a
two-stream architecture with 2D ConvNets to learn appear-
ance and motion features to aid classification. They show
that 2D ConvNets are by themselves capable of captur-
ing short-term motion features with densely stacked opti-
cal flow fields as inputs. They average the predictions from
a single RGB image and a stack of 10 consecutive optical
flow fields after feeding them through two separate 2D Con-
vNets with identical structure. Based on this two-stream
architecture, Wang et al. [34] propose the averaging pool-
ing operator to aggregate multiple frame-level predictions
into a video-level prediction to model long-range temporal
structure over the entire video.
3D ConvNets: When viewing a video as a sequential
stack of RGB images, it is natural to think of extending
2D convolution to the temporal dimension to model spatio-
temporal features in videos. In early stages, Ji et al. [14]
have attempted to replace pre-computed complex hand-
crafted features with 3D ConvNets, but their network is still
quite shallow with only three convolutional layers. Follow-
ing their work, Tran et al. [29] further exploit 3D Con-
vNets’ properties under various video datasets and experi-
mentally show that 3D ConvNets are competent for learning
appearance and short-motion features. Inflated 3D ConvNet
(I3D) proposed by Carreira and Zisserman [4] makes full
use of successful pre-trained image classification architec-
tures by inflating all the filters and pooling kernels from 2D
to 3D and achieves state of the art performance on UCF-
101 [25] and HMDB-51 [17] datasets. Their competitive
performance drove research in this direction. The authors in
[39] show that factorizing 3D convolution of I3D into a 2D
spatial convolution and a 1D temporal convolution, anal-
ogous to spatial factorization in Inception-v2 [28], yields
slightly better accuracy.
2.2. Sequence modeling for long-term trajectory
features
The aforementioned methods successfully model ap-
pearance and short-term motion features. However, with
regard to long-term trajectory information, they either
used unsuitable inputs (frames not spanning long temporal
range), or they used the 3D convolution operation or optical
flow inputs, which capture only local temporal properties.
Alternatively, diverse methods have attempted to encode
long-term trajectory information. Some authors [32, 33, 21]
make use of dense point trajectories by tracking densely
sampled points using optical flow fields. Subsequently, this
hand-crafted shallow video representation was replaced by
deep representations learned from neural networks. The ba-
sic idea is to sequentially aggregate frame-level feature rep-
resentations extracted from either 2D ConvNets or 3D Con-
vNets so that long-term trajectory information is encoded
into the deep video-level representations. This could be
done using either recurrent neural networks (RNNs) such
as LSTMs or temporal feature fusion methods such as tem-
poral pooling.
RNN-based architectures: The sequential modeling
ability of LSTMs makes them appealing to use for captur-
ing long-range temporal dynamics in videos. In [1], the au-
thors propose applying an LSTM to high-level feature vec-
tors extracted from 3D ConvNets, but they only apply it on
short video snippets of 9 frames. Ng et al. [20] add five
stacked LSTM layers before the last fully connected layer
of the two-stream ConvNets [23] and slightly improve the
performance. Wang et al. [37] design a hierarchical atten-
tion network, which is implemented by skipping time steps
in higher layers of the stacked LSTM layers. Additionally,
the authors in [41] employ an attention mechanism widely
used in image captioning tasks to automatically focus on
salient regions from high-level appearance or short-motion
feature maps.
Temporal feature fusion architectures: Temporal fea-
ture pooling [20, 2] is the most popular temporal feature
fusion method, which usually uses either max-pooling or
average-pooling over the temporal dimension to aggregate
frame-level features. Furthermore, the authors [16, 2] pro-
pose adaptive temporal feature pooling by simultaneously
learning an importance score for each frame and use it as
weight in the pooling process. Cherian et al. [5] propose
generalized ranking pooling, which projects all frame-level
features together into a low-dimensional subspace and use
an SVM classifier on the subspace representation. The
subspace is parameterized by several orthonormal hyper-
planes and is designed to have a property of preserving the
temporal order of video frames. Besides temporal pool-
ing, Diba et al. [6] introduce a temporal linear encoding
method, where they first aggregate frame-level features us-
ing element-wise multiplication and then project it to a
lower dimensional feature space using bilinear model.
2.3. Non-local operation for object interaction fea-
tures
Both the convolution and recurrent operations compute
spatial and temporal features respectively in a primarily lo-
cal fashion. Long-range dependencies are then modeled
through applying these local operations repeatedly, often
accompanied by downsampling, to propagate signals across
space and time domains. The non-local operation [35] is
one hypothesized solution to handle the remaining problem
of object interaction modeling.
Relation reasoning Exploring object interactions is
equivalent to reason the relations of objects. Recently, the
authors in [22] propose Relation Network (RN), which is
a neural network module primarily for relation reasoning.
It uses one MLP layer on top of a batch of feature vector
pairs to learn pairwise relations, where each instance in the
batch is a pair of feature vectors at two particular positions
in the input feature maps. They use this RN module on
the visual question-and-answer problem and achieve super-
human level performance. Following their work, Zhou et
al.[42] explore its usage on temporal relation reasoning in
videos, which is implemented by sparsely sampling frames
from videos and employing RN module to learn the causal
relations among frames. A similar work for exploring ob-
ject relations is proposed by [12], where they use ’Scaled
Dot-Product Attention’ [31] to compute object relations.
Non-local operation The non-local operation can be
considered as a general form of ’Scaled Dot-Product At-
tention’, as mentioned in [35]. The key idea of non-local
operation is that the output features of a position are com-
puted as a weighted sum of the features from all positions
in the input feature maps, which allows contributions from
features in distant positions. The non-local idea originates
from [3] for image denoising, where the estimated value in
pixel i is computed as the weighted average of all the pixels
in the image. In [35], they leverage it to design a non-local
block for a neural network, which can be used as a plug-in
module inserted into diverse neural network architectures.
3. Relational LSTMModule
Considering the importance of object interaction fea-
tures in videos, we propose a Relational LSTM module,
which not only inherits the sequential modeling ability from
LSTM but also incorporates spatial relation reasoning and
temporal relation reasoning through a non-local operation.
More specifically, we generalize the non-local operation in
[35] to compute spatial relations among input features at a
single snippet, and to compute temporal relations between
input features and past learned features at previous time
steps. Meanwhile, because of the use of LSTM, we create
video-level feature representations by using selected snip-
pets from the whole video, which inherently encodes long-
term trajectory information in our representations.
Non-local operation: We first review the non-local op-
eration defined in [35]. Given input feature maps X ∈
RN×C , where N represents the number of positions in X ,
and C represents the number of dimensions of feature vec-
tor at each position. If we represent X as {xi}Ni=1, the out-
put zi at i-th position of response feature maps Z ∈ RN×C
is a weighted sum over all input feature vectors, as shown
in Equation 1.
zi =
N∑
j=1
ωijg(xj)
ωij =
f(xi,xj)
C(X)
(1)
where i, j, k ∈ RN are position indices, f(xi,xk) repre-
sents compatibility function computing the similarity be-
tween xi and xj , and g(xj) is a unary function comput-
ing a representation of the input feature vector at j-th posi-
tion. C(X) is the normalization factor, usually denoted as
C(X) =∑Nk=1 f(xi,xk) or C(X) = N .
The non-local operation in Equation 1 considers all po-
sitions in X regardless of positional distance, which is in
sharp contrast to a convolutional operation of considering
absolutely local neighborhood. This non-local operation
explores the relations of features globally, which can be
adopted to learn object interaction features far from each
other in a spatio-temporal layout.
Generalized non-local operation: First of all, we gen-
eralize the non-local operation to compute relations be-
tween any two feature maps X ∈ RN×CX ,Y ∈ RN×CY .
Given feature mapsY , we compute the outputZ ∈ RN×CZ
with respect to X as shown in Eq. 2
zi =
N∑
j=1
ωijg(yj)
ωij =
f(xi,yj)∑N
k=1 f(xi,yk)
(2)
This general form of the non-local operation can also be
interpreted using the attention mechanism in [31]. Given
a query feature vector xi and a set of input feature vec-
tors {yi}Ni=1, the output zi is computed as an attentional
weighted sum of all input feature vectors, where the at-
tentional weights are computed by a compatibility function
of the query feature vector and input feature vectors. In
the rest of the paper, we abbreviate this general form as
Z = r(X,Y ).
Relational LSTM: Given a video V , we first divide it
into T segments {S1, S2, ..., ST } of equal duration, and ran-
domly sample one short snippet Kt from its corresponding
segment St. Suppose Xt ∈ RH×W×C for t = 1, ..., T rep-
resents the high-level feature maps obtained after feeding
Kt through some Convolution layers of a pre-trained CNN
model, where C is the number of feature maps, and H and
W are the spatial height and width of each feature map.
After extracting {X1, ..., XT } from a convolution layer, a
temporal aggregation function is required to encode these
snippet-level feature maps into video-level feature maps.
Inspired by the deep learning architecture LSTMs, which
not only inherit the sequential modeling ability from vanilla
RNNs but can also capture long-term dependencies through
the memory cell mechanism, we employ LSTM-based ar-
chitectures to this end.
reshape
transpose
softmax on
each row
reshape
reshape
outputs
Figure 1. Generalized non-local operations r(Xt,Xt) and
r(Xt,Ht−1) in Relational LSTM. “conv1d” denotes 1D con-
volutional operation, “⊗” denotes matrix multiplication. Because
the only difference between r(Xt,Xt) and r(Xt,Ht−1) is the
inputs, we use dashed arrow for inputs of r(Xt,Xt), and use
solid arrow for inputs of r(Xt,Ht−1).
Usually, given feature maps Xt which preserve spatial
layout, ConvLSTM [40] is the natural choice as the ag-
gregation function because it encodes spatial information
through its convolutional operations. However, the experi-
mental results in [26] have shown that ConvLSTM did not
perform well on this recognition task, and it could not cap-
ture crucial object interaction features because of its con-
volution operations, which are applied to a local receptive
field. We introduce the generalized non-local operation into
LSTM architecture and present a new module called Re-
lational LSTM. It differs from regular LSTM and ConvL-
STM [40] in the aspect that the general form of non-local
operation is used in both input-to-state transitions and state-
to-state transitions. The key equations of Relational LSTM
are shown in Equation 3.
it = σ[rix(Xt,Xt) + rih(Xt,Ht−1)]
f t = σ[rfx(Xt,Xt) + rfh(Xt,Ht−1)]
ot = σ[rox(Xt,Xt) + roh(Xt,Ht−1)]
gt = tanh[rgx(Xt,Xt) + rgh(Xt,Ht−1)]
Ct = f t ◦Ct−1 + it ◦ gt
Ht = ot ◦ tanh(Ct)
(3)
Here inputs Xt, memory cell Ct, hidden state Ht, and
gates it,f t,ot, gt have same functionalities as traditional
LSTM. σ represents the logistic sigmoid non-linear acti-
vation function and tanh represents the hyperbolic tangent
non-linear activation function.
We disentangle the mixed spatial-temporal relational
reasoning. To ensure spatial relational reasoning is used,
we adopt r(Xt,Xt) in input-to-state transitions to model
the feature interactions in same feature maps regardless of
their relative positional distance. Regarding temporal rela-
tional reasoning, to model feature interactions of Xt with
Ht−1 which stores all important information from preced-
ing feature maps, we adopt r(Xt,Ht−1) in state-to-state
transitions. The detailed implementations of r(Xt,Xt)
and r(Xt,Ht−1) are shown in Fig. 1. In our implemen-
tations, we adopt the shape of Xt as H ×W × C, and set
Ht−1 as H ×W × C2 to reduce memory cost. It is worth
mentioning that even though we flatten the spatial layout
when feeding Xt to the Relational LSTM block, we still
preserve their relative positional information through Rela-
tional LSTM block and obtain output hidden feature maps
Ht of shape as (HW )× C2 , so that we can reshapeHt back
to a shape of H ×W × C2 .
In the generalized non-local operation r(X,Y ) used in
the Relational LSTM block, we adopt Embedded Gaussian
function as f(xi,yj) shown in Equation 4
f(xi,yj) = e
θ(xi)
Tφ(yj) (4)
where θ(xi) = Wθxi and φ(yj) = Wφyj are two linear
embedding function. g(yj) is also considered in the form of
a linear embedding function expressed as g(yj) =Wgyj .
4. Network Architecture
We build our architecture on top of “two-stream Con-
vNets” [23], where a spatial stream operates on RGB im-
ages and a temporal stream operates on sequences of 10
optical flow fields, and their prediction scores are fused by
weighted averaging. Our network architecture is shown in
Fig. 2. The ResNet-101-v2 [11] has been employed as the
backbone of our architecture. The detailed building blocks
of ResNet-101-v2 could be found from paper [10]. We ex-
tract the feature maps {X1, ..., XT } after ResNet-101-v2
conv5 2 layer, and split our network into two branches.
Local branch: We design this branch for learning infor-
mation that can be learned via local operations. The infor-
mation can either be appearance features with RGB images
as inputs, or short-motion features with optical flow fields
as inputs. Specifically, we continue adopting ResNet-101-
v2 architecture (conv5 3, global spatial average pooling) on
every individual short snippet to obtain snippet-level fea-
ture representations, then integrating them to a video-level
representation by temporal average pooling.
Non-local branch: We design this branch for learning
object interactions in space and time, taking into account
long-range temporal dependencies. The Relational LSTM
module in this branch can not only perform spatial rela-
tion reasoning and temporal relation reasoning among those
snippets, but also obtain a video-level feature representa-
tion natively. As the spatial layout is preserved through the
Relational LSTM module, and we further explore local fea-
tures by adding one residual block (ResNet-101-v2 conv5 3
layer) after Relational LSTM module. Specifically, in our
design of Relational LSTM module, we add one batch nor-
malization (BN) layer just before the first reshaping opera-
tor, and one 1 × 1 convolutional layer after the outputs to
increase the number of feature maps from H ×W × C2 to
H × W × C. We initialize H0 of the Relational LSTM
module with zeros, assuming that no information has been
observed when the video starts.
Finally, we concatenate the video-level representations
generated by the two branches as a complement to each
other, and add one fully connected layer to perform clas-
sification by taking the argmax.
5. Experiments
In this section, we first introduce the action recognition
datasets we conduct experiments on and implementation de-
tails of our architecture including training and inferencing.
Then, we study different aspects of our network on split 1
of UCF-101 dataset. Finally, we compare our architecture
with state-of-the-art methods.
5.1. Datasets
We conduct a series of experiments on two challeng-
ing video action recognition benchmark datasets, UCF-
101 [25] and HMDB-51 [17]. The UCF-101 dataset con-
sists of 13,320 short video clips with 101 action classes.
The HMDB-51 dataset consists of 6,766 short video clips
with 51 action classes. There are more than 100 video clips
in every action class in both datasets. For both datasets,
we use the provided evaluation schema and report the mean
average accuracy over 3 training/testing splits.
5.2. Implementation details
Training: We separately train the two streams of our
architecture. The backbone ResNet-101-v2 is pre-trained
ResNet-101-v2: 
conv1-conv5_2
ResNet-101-v2: 
conv5_3
Spatial average
pooling 
Temporal average
pooling 
ResNet-101-v2: 
conv5_3
Spatial average
pooling 
Relational LSTM 
FC 
Concat
features
High
Jump
Local branch
Non-local branch
Video-level representation
Video-level representation
Figure 2. Network architecture. Only spatial stream is shown; the temporal stream is identical in structure. Given an input video, we
divide it into T segments (T=3 in this case for succinct illustration) of equal duration, and randomly sample one short snippet from its
corresponding segment. The short snippet is either a single RGB image (spatial stream) or a sequence of 10 optical flow fields (temporal
stream). After feeding the selected short snippets through ResNet-101-v2 conv1 layer to ResNet-101-v2 conv5 2 layer, we have two
separate branches. The local branch (green dotted box) captures local appearance and short-term motion features from snippets, and
generates a video-level feature representation using temporal average pooling. The non-local branch (red dotted box) is for relation
reasoning using Relation LSTM module. Eventually, we obtain an overall video-level feature representation by concatenating feature
vectors generated by the two branches, and add one Fully Connected layer and optimize using a standard softmax with cross entropy
classification loss.
on ImageNet. We employ the same data augmentations
used in [34] e.g. horizontal flipping and multi-scale crop-
ping. We adopt mini-batch stochastic gradient descent with
a momentum of 0.9 and weight decay of 0.0005 as our op-
timizer. And we add a dropout layer right before the fi-
nal fully connected layer. We train our model with Batch
Normalization [13]. Traditionally, batch mean and vari-
ance are adopted for training in Batch Normalization, and
moving mean and moving variance are adopted for infer-
encing. However, because of the limited number of training
instances and batch size, the estimates of mean and vari-
ance from each batch is highly variant from moving mean
and moving average. It leads to severe over-fitting due to
divergent distributions of data in training and inferencing
stages after BN layer, as mentioned in [34]. Although com-
pletely freezing mean and variance parameters of all BN
layers work well in practice, we found that adopting moving
mean and moving variance in the training stage with a very
small momentum (e.g. 0.001, 0.0005) to gradually update
them makes more sense as they are progressively learning
population mean and variance of the training dataset.
For the spatial stream, we initialize parameters for
conv1-conv5 2 layers and conv5 3 layer in the local branch
from pre-trained ResNet-101-v2 model, and initialize Re-
lational LSTM module and conv5 3 layer in the non-
local branch using Xavier-Glorot initialization [9]. We set
dropout rate to 0.8 and batch size to 24 (when T = 8). We
train the model for 50 epochs. The learning rate starts at
0.0005 and is reduced by a factor of 10 after 35-th epoch
and 45-th epoch.
For the temporal stream, we employ the cross modality
initialization strategy used by [34], where the parameters
are initialized from our trained spatial stream model. We
set dropout rate to 0.7 and batch size to 24 (when T=8). We
train the model for 60 epochs. The learning rate starts at
0.0005 and is reduced by a factor of 10 after 45-th epoch
and 55-th epoch.
Inference: For testing our architecture, we sample 1
RGB image or a sequence of 10 optical flow fields from the
same position of each segment (T = 8 segments by default)
to form one testing group. Meanwhile, we generate 5 crops
(4 corners and 1 center) of 224× 224 from the sampled im-
ages in the group. And we generate 4 groups by sampling
from 4 positions with equal temporal spacing. So the final
prediction scores for each stream are obtained by averaging
over the 20 testing examples. We fuse the prediction scores
of the two streams by weight averaging and the fusion is
conducted before softmax normalization. Our empirical ex-
periments suggest that the weight should be chosen around
0.5 for each stream.
5.3. Experimental evaluation on Relational LSTM
network
In this experiment, we investigate how well standalone
Relational LSTM module can perform on this task. We ex-
clude local branch from our architecture and name the rest
Relational LSTM network, and conduct experiments on it
using split 1 of UCF-101 dataset. The spatial stream is ini-
tialized from pre-trained ResNet-101-v2 on ImageNet, and
the temporal stream is initialized from the temporal stream
of Temporal Segment Networks (TSN) proposed in [34].
We compare its performance with our implementation of
TSN using ResNet-101-v2 as backbone in Table 1. From
the table, we observe that Relational LSTM network itself
achieves a similar overall performance as TSN. Combin-
ing the two models yields obvious increases in both spa-
tial stream and temporal streams, indicating that TSN and
our Relational LSTM network are complementary to some
extent. This complementary behavior is to be expected as
the Relational LSTM network is designed to focus more on
object interaction and long-term motion features, whereas
TSN emphasizes learning appearance and short-motion fea-
tures.
Methods Spatial Temporal Two-stream
TSN 87.0% 88.5% 93.8%
R-LSTM 86.9% 87.5% 93.8%
TSN + R-LSTM 88.6% 89.1% 94.2%
Table 1. Performance of Relational LSTM network, TSN and the
ensemble of Relational LSTM network and TSN on UCF-101
(split 1). Relational LSTM network uses 8 segments (T = 8)
in this experiment. We choose the best fusion weights in late fu-
sion, 0.5 for spatial stream in Relation LSTM network, and 0.35
for spatial stream in TSN, and average weight for each stream in
the ensemble.
5.4. Ablation studies
In this section, we explore different aspects of our ar-
chitecture. The experiments are all conducted on split 1 of
UCF-101 dataset.
The number of input video segments: The most im-
portant parameter influencing our model performance is the
Figure 3. 10 classes of UCF-101 (split 1) with largest improve-
ments from TSN to our two-branch architecture.
number of input video segments. We mutate our architec-
ture with a different number of input video segments from
T = 6 to T = 12. The results are shown in Table 2. From
the table, we see that there is a large increase (1.5%) in
the spatial stream from T = 6 to T = 8, which implies
that more segments in a video can provide richer informa-
tion serving as a better video representation. However, on
continuing to increase the number of segments, the perfor-
mance takes a hit. This could partly owe to the naı¨ve tempo-
ral pooling operation in the local branch causing a damping
of the correct action signal. Therefore, we set T = 8 for the
rest of our experiments.
Number of segments Spatial Temporal Two-stream
6 87.2% 87.9% 94.2%
8 88.7% 88.1% 94.4%
10 88.1% 87.5% 94.1%
12 87.4% 87.4% 93.5%
Table 2. Performance of our architecture with different number of
input video segments on UCF-101 (split 1).
Effect of introducing non-local branch: Since there
are two branches in our architecture, we were compelled
to quantify the benefit of introducing the non-local branch
into our architecture. In this experiment, we compare the
performance of including vs. excluding non-local branch
in our architecture. The results are shown in Table 3, and
we find that there are improvements in each of the individ-
ual streams as well as overall. These small improvements
on a large-scale dataset such as UCF-101 indicate that the
contributions of the non-local branch in our architecture are
significant and crucial.
5.5. Comparison with related work
Comparison with Temporal Segment Networks: First,
we compare our architecture with TSN on split 1 of UCF-
101 dataset. The reason we compare with TSN is that our
Methods Spatial Temporal Two-stream
Local branch only 87.4% 87.3% 94.0%
Two-branch 88.7% 88.1% 94.4%
Table 3. Performance comparison of our architecture with only
local branch vs. two-branch on UCF-101 (split 1).
local branch is most similar to TSN, the only difference be-
ing that our local branch aggregates snippet-level features
before FC layer, whereas TSN aggregates snippet-level pre-
diction scores after FC layer. The performance of our im-
plementation of TSN is shown in Table 1, and the perfor-
mance of our architecture is shown in Table 3. We observe
that there is a 0.6% increase in overall performance. In Fig-
ure 3, we show the 10 classes of UCF-101 with the largest
improvements in our architecture over TSN. Most of those
classes involve object interaction features, e.g. PizzaToss-
ing, Archery, implying that the introduction of non-local
branch reaps benefits towards relation reasoning.
Comparison with LSTM-based state-of-the-art meth-
ods: As our method belongs to the family of LSTM-based
methods, we compare our method with other LSTM-based
methods over all three splits of UCF-101 and HMDB-51,
as shown in Table 4. From the table, we observe that our
method outperforms other LSTM-based methods by a large
margin. Even with the standalone Relational LSTM net-
work (non-local branch), over three splits of UCF-101, we
achieve 94.2% accuracy, which convincingly outperforms
other LSTM-based methods. To the best of our knowledge,
we achieve the best performance among all LSTM-based
methods.
Methods UCF-101 HMDB-51
Two-Stream+LSTM [20] 88.6% -
VideoLSTM [18] 89.2% 56.4%
HAN [37] 92.7% 64.3%
L2STM [26] 93.6% 66.2%
Ours 94.8% 71.4%
Table 4. Comparison with LSTM-based state-of-the-art architec-
tures on UCF-101 and HMDB-51 datasets. The performance ac-
curacy is reported over all three splits.
Comparison with non-LSTM-based state-of-the-art
methods: To demonstrate the overall performance of our
model, we compare our architecture with current non-
LSTM-based state-of-the-art methods over all three splits
of UCF-101 and HMDB-51 datasets. We report these re-
sults in table 5. From the table, we can observe that we
obtain performance comparable to the top tier of existing
state-of-the-art methods. It is worth noting that Optical
Flow Guided ConvNets [27] solve this task from a com-
pletely different angle, where they design an Optical Flow
guided Feature (OFF) for learning short-motion representa-
tions, which makes it a good candidate for combining with
our LSTM-based method as mentioned by the authors [27].
Moreover, our method is simple and the resulting networks
very easy to train.
Methods UCF-101 HMDB-51
iDT [33] 86.4% 61.7%
Two-Stream [23] 88.0% 59.4%
KVMDF [43] 93.1% 63.3%
ST-ResNet [7] 93.4% 66.4%
Two-Stream I3D [4] 93.4% 66.4%
TSN [34] 94.0% 68.5%
ST-Multiplier [8] 94.2% 68.9%
ST-Pyramid Network [36] 94.6% 68.9%
CoViAR [38] 94.9% 70.2%
Optical Flow Guided ConvNets [27] 96.0% 74.2%
Ours 94.8% 71.4%
Table 5. Comparison with non-LSTM-based state-of-the-art meth-
ods on UCF-101 and HMDB-51 datasets. The performance ac-
curacy is reported over all three splits. For a fair comparison, we
only consider models that are pre-trained on ImageNet. We consis-
tently choose 0.45 for spatial stream and 0.55 for temporal stream
in late fusion over the three splits of UCF-101 dataset. And we
consistently choose 0.33 for spatial stream and 0.67 for temporal
stream in late fusion over the three splits of HMDB-51 dataset.
6. Conclusions and Future Work
In this paper, we present a novel Relational LSTM mod-
ule which we embed into a two-branch architecture for
relation reasoning across space and time between objects
in videos. It complements most existing action recogni-
tion methods for their lack of relation reasoning and learns
video-level representations implicitly for modeling long-
term trajectory features. In our experiments, we validate
the contributions of introducing Relational LSTM mod-
ule, and demonstrate the performance of our architecture
on two challenging action recognition datasets. Before
our work, LSTM-based methods have lagged behind non-
LSTM-based methods in performance, especially those that
use I3D convolutions [4]. Our method achieves state-of-the-
art results among LSTM-based competitors and even enjoys
performance comparable to non-LSTM-based counterparts.
Even though we focus on the action recognition task in our
experiments, much like the non-local block of Wang et al.
[35], our Relational LSTM module can be inserted into var-
ious network architectures for other tasks. In this work, we
only explore the application of our Relational LSTM mod-
ule in two-stream ConvNets. In the future, we will explore
the possibility of applying it on 3D ConvNets.
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