Abstract. Given a connected Lipschitz domain Ω we let Λ(Ω) be the subset of functions in W 2,2 (Ω) with u = 0 on ∂Ω and whose gradient (in the sense of trace) satisfies ∇u(x) · ηx = 1 where ηx is the inward pointing unit normal to ∂Ω at x. The functional Iǫ(u) = + ǫ ∇ 2 u 2 minimised over Λ(Ω) serves as a model in connection with problems in liquid crystals and thin film blisters, it is also the most natural higher order generalisation of the Modica Mortola functional. In [Ja-Ot-Pe 02] Jabin, Otto, Perthame characterised a class of functions which includes all limits of sequences un ∈ Λ (Ω) with Iǫ n (un) → 0 as ǫn → 0. A corollary to their work is that if there exists such a sequence (un) for a bounded domain Ω, then Ω must be a ball and (up to change of sign) u := limn→∞ un = dist(·, ∂Ω). We prove a quantitative generalisation of this corollary for the class of bounded convex sets. There exists positive constant γ 1 such that if Ω is a convex set of diameter 2 and u ∈ Λ(Ω) with Iǫ(u) = β then |B 1 (x)△Ω| ≤ cβ γ 1 for some x and
1
2 Ω ǫ −1 1 − |∇u| 2 2 + ǫ ∇ 2 u 2 minimised over Λ(Ω) serves as a model in connection with problems in liquid crystals and thin film blisters, it is also the most natural higher order generalisation of the Modica Mortola functional. In [Ja-Ot-Pe 02] Jabin, Otto, Perthame characterised a class of functions which includes all limits of sequences un ∈ Λ (Ω) with Iǫ n (un) → 0 as ǫn → 0. A corollary to their work is that if there exists such a sequence (un) for a bounded domain Ω, then Ω must be a ball and (up to change of sign) u := limn→∞ un = dist(·, ∂Ω). We prove a quantitative generalisation of this corollary for the class of bounded convex sets. There exists positive constant γ 1 such that if Ω is a convex set of diameter 2 and u ∈ Λ(Ω) with Iǫ(u) = β then |B 1 (x)△Ω| ≤ cβ γ 1 for some x and
A corollary of this result is that there exists positive constant γ 2 < γ 1 such that if Ω is convex with diameter 2 and C 2 boundary with curvature bounded by ǫ where ζ(z) = dist(z, ∂Ω). Neither of the constants γ 1 or γ 2 are optimal.
Introduction
We consider the following functional
the study of which arises from a number of sources, one of the earliest and most important is the article by Aviles, Giga [Av- Gi 87] . We will refer to the quantity I ǫ (u) as the Aviles-Giga energy of function u. Functional I ǫ is usually minimised over the space of functions u ∈ W 2,2 (Ω) where u(x) = 0 and ∇u(x) · η x = 1 on ∂Ω (in the sense of trace) where η x is the inward pointing unit normal, we will denote this space of functions by Λ(Ω).
Aviles, Giga raised the problem of the study of the limiting behavior of I ǫ as ǫ → 0 in connection with the theory of smectic liquid crystals . In Gioia, Ortiz studied I ǫ as a model for thin film blisters. Jin, Kohn introduced the by now classic method of estimating the energy by 'divergence of vectorfields'. A related functional arising from micromagnetics was studied by Riviere, , in this case the functional acts on vector fields m (in two dimensions) satisfying |m| = 1 in Ω and the functional is given by M ǫ (m) = ǫ Ω |∇m| 2 +ǫ −1 IR 2 ∇ −1 divm 2 wherem is vectorfield m extended trivially by 0 outside Ω. For the Aviles Giga functional we minimise over curl free vector fields and the functional forces the norm of the vector field to be 1 with weighting ǫ −1 while constraining an ǫ multiple of the L 2 norm (squared) of the gradient, on the other hand the micromagnetics functional is minimised over vectorfields whose norm is taken to be 1 from the outset and the functional forces the vector field to be divergence free with weighting ǫ −1 1 while again constraining an ǫ multiple of the L 2 norm (squared) of the gradient. Functional M ǫ is much more rigid and very much stronger results are known for it than for I ǫ , see , , , .
Roughly speaking, the conjecture is that as ǫ → 0 the energy of minimisers of I ǫ will converge to a collection of curves on which the gradient of the minimisers make a jump of order o(1) perpendicularly across the curve. This has already been proved for functional M ǫ . A way to think about this is the following, given a connected Lipschitz domain Ω let w be the distance from ∂Ω and let v ǫ be w convolved by a convolution kernel of diameter ǫ, the regions where |∇v ǫ | ∼ 1 will be exactly the ǫ neighborhoods of the curves on which ∇w has a jump discontinuity. If Ω is a ball ∇w will have a discontinuity only at one point, in all other cases there will be non trivial curves of singularities and for the specific function v ǫ , it is exactly in an ǫ neighborhood of these curves that the energy will concentrate. The conjecture is that what we can observe directly for v ǫ will hold true for the minimisers of I ǫ .
The most natural way to study these questions is within the frame work of Γ convergence. One of the earliest successes of Γ convergence was the characterisation of the Γ limit of the so called Modica Mortola functional A ǫ (w) = Ω ǫ |∇w| 2 + ǫ −1 1 − |w| 2 2 which is minimised over scalar functions w satisfying an integral condition of the form Ω w = 0. It was shown by Modica, Mortola [Mo-Mo 00] (confirming a conjecture of DeGiorgi) that the Γ limit of A ǫ is a constant multiple of the H n−1 measure of the jump set J w minimised over the space of functions w ∈ v ∈ BV : v ∈ {1, −1} a.e. and v = 0 . Given the elementary inequality ǫ |∇w| 2 + ǫ −1 1 − |w| 2 2
we have that for any sequence (w n ) of equibounded A ǫn energy (for some subsequence ǫ n → 0) has a uniform L 1 control of ∇ w n − w 3 n 3 and the measure we obtain as the limit of this L 1 sequence of gradients will naturally be supported on the jump set of the limiting function. In some sense the nature of the Γ limit of A ǫ could be anticipated from (2). Functional I ǫ is the most natural higher order generalisation of A ǫ , in the case of I ǫ the conjectured Γ limit is surprising, this is part of the reason that functional I ǫ has received so much attention. The first works on identifying the Γ limit are by Aviles, Giga [Av- Gi 87] and Jin, Kohn , later these ideas were developed by Ambrosio, DeLellis, Mantegazza , roughly speaking the limiting function space is conjectured to have a structure similar to the space of functions whose gradient is BV and the limiting energy is conjectured to have the form J∇u |∇u
Much progress has been made on this conjecture, particularly equi-coercivity of I ǫ has been shown independently in and in the work of Desimone, Kohn, Muller, . A proposed limiting function space AG(Ω) and limiting functional I as been suggested in and it was shown that all limits of sequences of functions (u n ) with sup n I ǫn (u n ) < ∞ are such that u n W 1,3 → u ∈ AG(Ω) and lim inf I ǫn (∇u n ) ≥ I(u). The compactness proofs provided by [De-Ko-Mu-Ot 00] and are different but share some common ideas. The proof by identifies the set of functions Φ 
Using some elementary and surprising identities satisfied by Σ 1 (∇u), Σ 2 (∇u) a different approach to compactness was found. Rather naturally considering (4), the function space AG(Ω) proposed by is given by the set of functions v for which div(Σ i (∇v)) forms a Radon measure for i = 1, 2 and the limiting energy functional I(v) is given by the total absolute value of this measure on Ω. Given vector field w let χ(ξ, w) := 1 1 {ξ·w>0} , Jabin, Perthame showed that gradients of sequences of bounded Aviles-Giga energy (in fact their method extends to more general functionals) are compact and the limit ∇u satisfies a kinetic equation of the form ξ · ∇ x χ(ξ, R(∇u)) = q where q is the distribution derivative with respect to ξ of some measure on IR 2 ξ × IR 2 x and R is the rotation given by R(x, y) = (−y, x). By application of kinetic averaging lemmas this leads to some regularity; ∇u ∈ W s,q for all 0 ≤ s < 1 5 , q < 5 3 and using the kinetic equation a different proof of compactness was found. The kinetic equation deduced by [Ja-Pe 97] was motivated by the characterisation of the set of Φ satisfying (3) given in [De-Ko-Mu-Ot 00], indeed definingΦ(z) = |z| 2 e for z · e > 0 and 0 otherwise, in [De-Ko-Mu-Ot 00] it was shown that a sequence Φ n satisfying (2) could be found that approximatesΦ pointwise. Using the kinetic equation deduced in [Ja-Pe 97], Jabin, Otto, Perthame [Ja-Ot-Pe 02] were able to characterise zero energy limits (and the domains that allow them) for I ǫ , in fact their result is stronger, they showed that if a divergence free vector field m satisfies the kinetic equation ξ · ∇χ(m, ξ) = 0, |m(x)| = 1 a.e. in Ω and m(x) · η x = 0 on ∂Ω then either Ω is a strip and m is a constant or Ω = B r (x) for some r > 0, x ∈ IR 2 and m(z) = Corollary 1. Let Ω be a convex set with diameter 2, C 2 boundary and curvature bounded above by ǫ
2,2 (Ω) : u = 0 on ∂Ω and ∇u(z) · η z = 1 for z ∈ ∂Ω . There exists positive constants C > 1 and λ < 1 such that if u is a minimiser of I ǫ over Λ(Ω), then
where ζ(z) = dist(z, ∂Ω).
In Theorem 1 we take γ = 512 −1 and in Corollary 1, λ = 3000 −1 . Neither constant is optimal.
1.1. Background. Given a sequence ǫ n → 0 and u n ∈ Λ(Ω) with lim sup I ǫn (u n ) < ∞, let u be the limit of u n , the vector valued measure given by ν u := (divΣ 1 (∇u), divΣ 2 (∇u)) (where Σ 1 , Σ 2 are the third order polynomials that satisfy (4)) gives us the expression of the limiting energy, i.e. I(u) = ν u (Ω). If we consider the 1-dimensional part of the measure
it has been shown that Γ is 1-rectifiable [De-Ot 03] (see also ) and an analogous result has been shown for M ǫ . It was also shown ∇u has jump discontinuities across the rectifiable set Γ exactly as would be the case if ∇u was BV and its jump set was given by Γ. However it is not known (even if u n are the minimisers of I ǫn ) if measure ν u is even singular with respect to Lebesgue measure. Note that for the function M ǫ the minimiser of the limiting energy is known to be rectifiable , for a sequence with only equibounded energy the measure is not known to be singular. The original motivation for Theorem 1 was to prove a version of it for Ω = B 1 (0) without boundary conditions, under the hypotheses
A is affine with |∇A| = 1 ≤ 1000 −1 , the conclusion in this case would be that there exists a smooth function ψ with |∇ψ| = 1 everywhere such that ∇u − ∇ψ L 2 (B 2 −1 (0)) ≤ cβ γ for some γ > 0. This is a kind of quantitative version of the main proposition required to prove compactness in , (see Proposition 4.6). The hope is to use such a quantitative result to show ν u is singular, or at least that ∇u is continuous at H 1 a.e. point outside Γ, we will address these issues in a forthcoming paper [Lo pr]. The many strong results about measure ν u (and the measure that gives the limiting functional for the micromagnetics function) have been achieved by characterising various kinds of blow up of the measure and understanding well the absolute (i.e. non quantitative) situation in the limit [Am-Ki- . In some sense there are only two possibilities, to take a limit and have an absolute situation and to understand the measure from this, or to stop before the limit and have a non-absolute situation and try and understand something about it with a quantitative theorem. Our primary motivation in proving a quantitative version of Jabin-Otto-Perthame Theorem was so as to obtain a result that could be used for the latter approach. By Poincare's inequality it is easy to see inf Λ(Ω) I ǫ ≥ cǫ and so Theorem 1 follows from the following slightly more general result.
Theorem 2. Let Ω be a convex body centered on 0 with diam(Ω) = 2. Let β > 0, suppose u : W 2,2 (Ω) → IR is a function satisfying
and
and in addition u satisfies u = 0 on ∂Ω and ∇u(z) · η z = 1 on ∂Ω in the sense of trace where η z is the inward pointing unit normal to ∂Ω at z. Then there exists positive constant
The real power of (13) is that on the annulus A := B 11/10 (0)\B 1 (0) we know that ∇ũ(z) = − z |z| and hence given inequality (12) (and the fact that |∇ũ| = 1 on A) we have a that Φ θ (R (∇ũ(z))) ∈ N β In much the same way in the ball B 1 (0), by inequalities (12), (13) and
It is not hard to see we can find points a, b ∈ N β 1 8
|b−a| and θ is at least β
As can be seen from figure 1 we can connect a to b with a path Γ ⊂ A so
On the other hand
and since Rθ · b−a |b−a| ≥ β 1 8 so putting (14) and (15) together
So by arguing in the same way for lines parallel to [a, b] by Fubini's theorem we can show
As θ is arbitrary we can rephrase this the following way. Given φ ∈ S 1 for all but β . Now since |∇u| is mostly very close to 1 and we have zero boundary condition, so avoiding technicalities assuming the coarea formula we have
Note also that for any θ ∈ S 1 , u(θ) = 0 so by the fundamental theorem of Calculus
This concludes the sketch of the proof of Theorem 2.
2.2. Sketch of the proof of Corollary 1. In order to deduce Corollary 1 we need to apply Theorem 1 to the minimizer of I ǫ over Λ(Ω). We can only do this if the minimiser has small energy (and from Theorem 1 we know it can only have small energy if Ω is close to a ball). For this reason it is necessary to construct a function in Λ(Ω) with this property. It turns out this is a surprisingly delicate task, it is achieved in Section 4 of the paper. The obvious way to attempt the construction is to make some adaption of the function ζ(z) = dist(z, ∂Ω), this function clearly satisfies the correct boundary condition. The first problem is that ∇ζ will have its gradient in BV and it is easy to construct examples of convex domains that are close to balls for which the singular part of ∇ζ is widely spread over the domain. So it is necessary to convolve ζ, however convolution will destroy the boundary condition. To circumvent this obstacle, in a neighborhood of the boundary we convolve the ζ with a convolution kernel who support decreases in proportionally to the distance to the boundary. We make the assumption that ∂Ω is C 2 with curvature bounded above by ǫ − Recall m (z) := R (∇u (z)) so m is divergence free. Note (using the fact ϕ ,2 ≡ 0 and ϕ ,12 ≡ 0 and divm ≡ 0 for the third inequality, and using divm = 0 for the last inequality)
Note also that
Thus using the fact that
Hence
So using (25), note that if x is such that |m(x)| ≥ 2 then for J(x) := |m(x)| 3 we have |∇J(x)| ≤ c 1 − |m| 2 |∇m| and so
so applying the Co-area formula we know 64 8 H 1 (J −1 (s))ds ≤ cβ thus we must be able to find
We claim we can construct a C 1 Lipschitz vector field Θ =
Θ1 Θ2
: IR 2 → IR 2 with the property Θ(x) =Φ(x)−Ψ(x)(1−|x| 2 ) for x ∈ B 64 (0). This can been seen by applying Whitney's extension theorem (Theorem 1, Section 6.5 [Ev-Ga 92]) in the following way. Let
be equal to d 1 in B 64 (0) and equal to d 2 outside it. Notice that d and (Φ(x)−Ψ(x)(1 − |x| 2 ))·e 1 satisfy the hypotheses of Whitney's extension theorem so there exists a Lipschitz C 1 function Θ 1 which agrees with (Φ(x) −Ψ(x)(1 − |x| 2 )) · e 1 on B 64 (0). There existence of Θ 2 follows in the same way.
Define w : Ω → IR by
So if
Since m ∈ W 1,1 (Ω) and Θ is C 
4 . Now we know that for any set S ⊂ Ω,
and so in particular
Thus
Now we try and understand the nature of vector fieldΦ(m(
(−e 2 ) then ϕ(z) = z 1 , ϕ ,1 (z) = 1 and so
then ϕ(z) = ϕ ,1 (z) = 0 and so Φ(z) = 0 0 .
(−e 2 ) we have
And if we have
(−e 2 ) arguing in the same way we can conclude
Let Π := z ∈ Ω : |m(z)| ∈ (1 − √ β, 1 + √ β) and let
note from (19) we know |E| ≤ 3β
Now from (31) and (32)
on the other hand recalling the fact that Ψ (z) ≤ β 
Thus applying (35) to (36) gives
Recall we have |E| ≤ 3β
Putting this inequality together with (37) gives
So by definition of w (see (27)) we have that
Now from (30) Lemma 2. Let Ω be a convex body centered on 0 and let u : W 2,2 (Ω) → IR be a function satisfying (6) and (7) and u = 0 on ∂Ω and ∇u(z) · η z = 1 on ∂Ω in the sense of trace, where η z is the inward pointing unit normal to ∂Ω at z.
For any r > 0 define Ω r := N r (Ω), we will show we can construct a functionũ :
Proof of Lemma 2.
Step 1. We will show ∇u(x) = η x for H 1 a.e. x ∈ ∂Ω Proof of Step 1. Recall ∇u ∈ W 1,1 (Ω) and ∇u is defined on ∂Ω in the sense of trace, as the trace operator is bounded we know ∂Ω |∇u| dH 1 < ∞. We define
So note the vector field ∇v(z) is equal to ∇u(z) inside Ω and is zero outside, so by Theorem 3.8 [Am-Fu-Pa 00] ∇v ∈ BV (Ω r ) and hence by Theorem 3.76 and Theorem 2, Section 5.3 [Ev-Ga 92] for H 1 a.e. x ∈ ∂Ω the following limits exist
, by (44) and (45) for any sequence ρ n → 0 we have
however w x would not be curl free unless ∇u(x) = λη x for some λ ∈ IR. As we know ∇u(x) · η x = 1 this implies ∇u(x) = η x for H 1 a.e. x ∈ ∂Ω. This completes the proof of Step 1.
Step 2. For any z ∈ Ω r \Ω,ũ(z) = d(z, ∂Ω r ).
Proof of
Step 2. Note that ∇ũ L ∞ (Ωr \Ω) ≤ 1. Let x ∈ ∂Ω r , let q(x) be the metric projection onto a convex set Ω, i.e. the unique point for which |x − q(
on the other hand we also know d(x, Ω) = r so there must exist y ∈ Ω such that |x − y| < r + δ for every δ > 0, this implies |x − q(x)| < r + δ for every δ > 0. Thus |x − q(x)| = r.
Sinceũ(x) = 0 andũ(q(x)) = r and asũ is 1-Lipschitz on Ω r \Ω this impliesũ((1 − α)x + αq(x)) = αr for any α ∈ [0, 1]. Now let Q(z) := d(z, ∂Ω r ). For every x ∈ ∂Ω r , Q(q(x)) ≤ |q(x) − x| = r. As ∂Ω r = ∂(N r (Ω)) so we know Q(q(x)) ≥ r and thus have Q(q(x)) = r. We also know Q is 1-Lipschitz and Q(x) = 0, thus in the same way as before Q((1 − α)x + αq(x)) = αr for any α ∈ [0, 1]. Therefor Q(z) =ũ(z) for any z ∈ [x, q(x)], x ∈ ∂Ω r and this completes the proof of Step 1.
Step 3. We will show thatũ ∈ W 2,1 (Ω r ) and thatũ satisfies (41). Proof of Step 3. First we claim that
Noteũ ⌊Ωr \Ω is a 1-Lipschitz function withũ = 0 on ∂Ω r andũ = r on ∂Ω. So by the Coarea formula we have
is a continous function this shows thatũ is C 1 in Ω r \Ω and |∇ũ| = 1 on Ω r \Ω. Note this also impliesũ −1 (h) is the boundary of a smooth convex set and for each z ∈ũ −1 (h), ∇ũ(z) is normal to the tangent ofũ −1 (h) at z, so
and hence (47) is shown.
Since Ω is an extension domain by Theorem 1, Section 4.4 [Ev-Ga 92] there exists a function p : W 1,2 (IR 2 ) → IR 2 such that p(z) = ∇ũ(z) on Ω and Sptp is compact. Similarly as Ω r \Ω is an extension domain there exists a function q : W 1,1 (IR 2 ) → IR 2 such that q(z) = ∇ũ(z) on Ω r \Ω and Sptq is compact. We define w : Ω r → IR 2 by w := p1 1 Ω + q1 1 Ωr\Ω , by Theorem 3.83
[Am-Fu-Pa 00] w ∈ BV (Ω r : IR 2 ) and since p and q agree on ∂Ω we have that ∇w as a measure is absolutely continuous with respect to Lebesgue measure (and hence w ∈ W 1,1 (Ω r : IR 2 )) and ∇w = ∇p1 1 Ω + ∇q1 1 Ωr\Ω . Now as w = ∇ũ a.e. in Ω r we have that ∇ũ ∈ W 1,1 (Ω r ). Since ∇ 2ũ ∈ L 1 we know
Lemma 3. Let Ω be a convex body with diam(Ω) = 2. Let u : W 2,2 (Ω) → IR be a function satisfying (6) and (7) and u = 0 on ∂Ω and ∇u(z) · η z = 1 on ∂Ω in the sense of trace where η z is the inward pointing unit normal to ∂Ω at z. For any
1 be the set constructed in Lemma 1. Let U := Ω 1/10 be the convex body and u : W 2,1 (U) → IR be the function constructed in Lemma 2. Let R be the anti-clockwise rotation defined by R(z 1 , z 2 ) = (−z 2 , z 1 ). Let R 0 ∈ R −1 , R .
For a.e. θ ∈ Γ there exists unique points a θ , b θ ∈ ∂U with η a θ = θ and η b θ = −θ the property that if we define G
Proof of Lemma 3. Without loss of generality assume Ω is centered on 0, i.e. Ω z = 0. Since ∂U is smooth and U is convex there exists a set Ξ ⊂ S 1 with H 1 (S 1 \Ξ) = 0 with the following property, ∃ unique a ϕ ∈ ∂U with η aϕ = ϕ and a unique b ϕ ∈ ∂U with η bϕ = −ϕ for all ϕ ∈ Ξ. (49) Pick θ ∈ Ξ ∩ Γ and let ϕ := RR −1 0 θ so note that ϕ = θ or ϕ = −θ depending on whether R 0 = R or R 0 = R −1 . Note since Ω is convex Ω ⊂ H(a ϕ , ϕ) we also know that b ϕ ∈ H(a ϕ , ϕ) (since otherwise given that ∂Ω is smooth it would not be possible that η bϕ = −ϕ), hence defining τ θ = bϕ−aϕ |bϕ−aϕ| we have τ ϕ · ϕ > 0. Letm = R(∇ũ), it is easy to see that
forms a connected set whose boundary is contained in ∂U and ∂Ω and in two lines parallel to ϕ, see figure 2 , also note the endpoints of ∂U ∩ Π ϕ are given by a ϕ and b ϕ . Now by Lemma 2, (41) functionũ satisfies (6) and (7). Since either ϕ = θ ∈ Γ or ϕ = −θ ∈ Γ so we can apply Lemma 1, tom and thus there exists function w ϕ : U → IR such that
By the Co-area formula and Chebyshev's inequality there exists a set H ⊂ [0, 1/10] such that
where
Pick s 0 ∈ 1/10 − cβ 
We claim that
Since the endpoints of ∂U ∩ Π ϕ are the same as the endpoints of ∂U ∩ W ϕ it is sufficient to show
then let c ϕ be the point given by
As this inequality is strict, in a neighborhood of c ϕ the same inequality will be satisfied. Thus we have H 1 ∂U ∩ Π ϕ ∩ W ϕ > 0 and so we have established (54). By the construction of Π ϕ and W ϕ by (54) we have There must exist ψ ∈ (0, 2β
Let ζ ϕ := aϕ+bϕ 2 + C 2 β 1 24 Rτ ϕ . From the construction it is clear that we can chose constant C 2 large enough so that
Now for every t > 0 for which
By (55) we can assume constant C 2 was chosen large enough so that
Let
so by the fundamental theorem of Calculus w ϕ (̺
24 and since To simplify notation let
So
Note |U\Ω s0 | ≤ cβ (53)) (48) follows. On the other hand if R 0 = R −1 then ϕ = −θ and
hence (again recalling definition (53)),(48) also follows in this case. 2 Lemma 4. Let Ω be a convex body centered on 0 with diam(Ω) = 2. Let u : W 2,2 (Ω) → IR be a function satisfying (6) and (7) and in addition u satisfies u = 0 on ∂Ω and ∇u(z)·η z = 1 on ∂Ω in the sense of trace where η z is the inward pointing unit normal to ∂Ω at z. Let a, b ∈ Ω be such that diam (Ω) = |a − b| we will show there exists constant C 3 > 1 and r 0 ∈ (C −1
Proof of Lemma 4. Let U be the convex set andũ be the function constructed in Lemma 3. It is easy to see we can choseã,b ∈ U such thatã Step 1. Let P : 0, H 1 (∂U) → ∂U be a 'clockwise' parameterisation of U by arclength with
) and σ 2 = P (β 1 256 ), see figure 3. The points σ 1 , σ 2 satisfy the following properties, firstly
Secondly Inequality (64) follows instantly since σ 1 and σ 2 is connected by a path of length less than 2β Step 2. We will show there exists positive constant C 4 and x 0 ∈ N C4β 
Proof of Step 2. Without loss of generality we can assume σ 1 and σ 2 are chosen so that η σ1 ∈ Ξ and η σ2 ∈ Ξ (recall the definition of Ξ, see (49)). We also know ηã = −e 2 and ηb = e 2 . Let ω 1 ∈ ∂U be the unique point for which −η ω1 = η σ1 and let ω 2 ∈ ∂U be the unique point for which −η ω2 = η σ2 , see figure 3.
and let Π = Π 1 ∪ Π 2 and let x 0 := Π 1 ∩ Π 2 , see figure 3. Let us define l θ x := x + IR + θ for any x ∈ IR 2 , θ ∈ S 1 . First we will show (x 0 + IRe 2 ) ⊂ Π however this inclusion is relatively easy to see because firstly
. And secondly as
In exactly the same way l ã,b ∩ U. Since ηã = −e 2 , ηb = e 2 and U is convex we know ω 2 ∈ H (0, −e 1 ) and for the same reasons ω 1 ∈ H (0, e 1 ) see figure 3. So (σ 2 − ω 2 ) · e 1 ≥ σ 2 · e 1 ≥ cβ 
In other words the angle between ⊂ Π. By Lemma 3 we know that
Thus (recalling the definition of Π 1 , (68))
In exactly the same way we have (recall (67))
Now for any .
which establishes (66).
Step 3. There exists positive constant C 5 such that for some v 1 ∈ {e 2 , −e 2 } we have
Proof of Step 3. Let ̟ 0 = l −e1 0 ∩ ∂U. Note since U is convex η ̟0 · e 1 > 0. We claim
Suppose this were not the case, then η ̟0 · e 1 ≤ 1 10 . Since U is convex and diam(U) < 2 we know U ⊂ H (̟ 0 , η ̟0 ) ⊂ H (−2e 1 , η ̟0 ) which implies (b + 2e 1 ) · η ̟0 > 0 and thus |ã−b| = e 2 this is a contradiction.
Let ̟ 1 ∈ ∂U a point for which
Chose S ∈ R −1 , R so that S
̟1−̟0
|̟1−̟0| = l, by Lemma 3 we have
From (7) and (66) we know
∩ U\ {x : ∇ũ(x) ∈ N 100 −1 ({e 2 , −e 2 })} ≤ cβ 1 24 .
(76)
> 10 −1 there exists some fixed vector v 0 ∈ {e 2 , −e 2 } such that if x ∈ G S η̟ 0 ∩ {x : ∇ũ (x) ∈ N 100 −1 ({e 2 , −e 2 })} then ∇ũ (x) ∈ B 100 −1 (v 0 ) and so using (75) and (76)
Now for any w ∈ H (0, v 0 ) we have the elementary inequality |w − v 0 | ≤ 4d(w, S 1 ) + |w · e 1 |, so using (7), (66) and (77) we have (assuming constant C 5 is large enough, recall definition (72))
Recall ̟ 0 = l , l) there exists v 1 ∈ {e 2 , −e 2 } such that for some constant C 5 we have
On the other hand if ̟ 1 · e 1 ≤ − Step 4. We will show there exists a positive constant C 6 such that
Proof of Step 4. Without loss of generality we assume x 0 = 0, ψ 0 = e 2 and C 4 = 1. To begin with to take point x = β and let y = ∂X(0, e 2 , β 1 256 ) ∩ l θ x . We will get an upper bound on |y|. Let z = y · e 1 e 1 . We have two triangles to calculate with, triangle T 1 with corners on 0, x, y which is a subset of triangle T 2 with corners on 0, z, y. Note that by applying the law of sins we have |y| −1 sin(
). Note that T 3 = T 2 \T 1 is also a right angle triangle and since |z| = β Step 5. We will establish (62). 
Let 
) we can assume without loss generality that ψ 0 · v 1 > 0. Pick x ∈ G, by the Co-area formula we must be able to find θ 1 ∈ B β 1 128
So let d, e be the endpoints of the connected set 1d set (l 
≤ cβ 1 128 .
Note also that if z ∈ V −v1 so ∇ũ(z) ∈ B C5β 1 256
(−v 1 ) and as θ 1 ∈ B β 1 128
and by the fundamental theorem of Calculus
Since the curvature of ∂U is bounded above by 10 it is easy to see that
it is also easy to see [e,ã] ⊂ U\Ω andũ is 1-Lipschitz on U\Ω so
Thus we haveũ
Pick r 0 ∈ |d| , |d| + β
256 so we can apply the fundamental theorem of Calculus we have that |u(y) − u(d)| ≤ cβ 1 256 and since y was an arbitrary point in ∂B r0 (0), using (89) this gives
By definition (see (42))ũ(z) = u(z) + 10 −1 for any z ∈ ∂B r0 (0). Since diam(U) = |z − y| −1 dzdy ≤ C 7 β 2 for some constant C 7 > 0. Let (ϑ) ∩ G 0 ⊂ B r0 (ϑ). So by the Co-area formula there exists Ψ ⊂ S 1 such that
For any θ ∈ S 1 define P (θ) := l θ x0 ∩ ∂Ω, we will show
To see this we argue as follows, for each z
Let y θ := [x 0 , P (θ)] ∩ ∂B r0 (ϑ). In exactly the same way we have
this together with (95) 
We define Π to be the convex hull of the points x 0 + hθ 1 , x 0 + hθ 2 , . . . x 0 + hθ N . Now by the construction of Π, for any y ∈ ∂Π we can find k ∈ {1, 2, . . . N } such that |y − (x 0 + hθ k )| ≤ c √ β and thus |y − x 0 | ≥ h − c √ β and so
Note that by using (93) we know h > 1 − cβ 1 256 and since |x 0 − ϑ| ≤ β 1 4 (recalling also that Ω is convex and so Π ⊂ Ω) there exists positive constant C 8 such that
We claim Ω ⊂ B 1+2C8β
Suppose not, so there exists y ∈ ∂Ω such that |y − ϑ| ≥ 1 + 2C 8 β ⊂ Ω thus
which contradicts the fact diam(Ω) = 2 hence (101) is established. Since the center of mass of Ω is 0, i.e. Ω dx = 0, by (100), (101) we have that |ϑ| ≤ cβ
≤ 1 + cβ 1 256 so putting this together with (97) we have
≤ cβ 1 256 for any θ ∈ Ψ.
Now using the elementary fact that ∇u(z) +
And thus
≤ cβ 1 256 .
By Holder's inequality this gives 4 ], there exists a function C ∞ function ξ : Ω → IR which satisfies ∇u(z) · η z = 1 (where η z is the inward pointing unit normal to ∂Ω at z) and for which
4.1. Proof of Proposition 1. We begin with a preliminary lemma Lemma 5. Let φ : IR + → IR + be a continuous function. Let ρ denote the standard convolution kernel, i.e. ρ = 1 and Sptρ ⊂ B 1 (0) and define ρ h (z) := h −2 ρ(h −1 z). Suppose f : IR n → IR be an affine function with η = ∇f , let g(
Proof. So
Since for any λ ∈ [0, φ(x)] we have
thus the last two term of (109) cancel and so g(x) = f (x). This completes the proof of the lemma. 2
Lemma 6. Suppose Ω is a convex and
In addition for any θ there exists constant c such that
Proof of Lemma.
Step 1. We will show B 1 2 (0) ⊂ Ω. Proof of Step 1. Suppose not, so we can pick x ∈ ∂Ω ∩ B 1 2 (0). Let η x be an inward pointing unit normal to ∂Ω at x, by convexity of Ω we have Ω ⊂ H(x, η x ) and so
Step 2. a θ ∈ B 1+c √ β (0). Proof of Step 2. Suppose not. Since Ω is convex we have conv {a θ } ∪ B 1 2 (0) ⊂ Ω and
thus we have |Ω\B 1 (0)| > cβ which contradicts the fact that |Ω△B 1 (0)| = β.
Step 3. We will show a θ ∈ B 1−c
Proof of Lemma completed. Suppose (111) is false, since |a θ − θ| ≤ c √ β we have
as before this implies |B 1 (0)\Ω| > cβ 3 4 which is a contradiction. 2 Lemma 7. Let Ω be convex and define u(x) := d(z, ∂Ω) for any z ∈ Ω then function u is concave
Lemma 8. Let ǫ > 0, suppose Ω is a convex body with C 2 boundary and with curvature bounded above by ǫ − 1 2 . We will construct a function ψ : Ω ∩ N ǫ (∂Ω) → IR with the following properties
and ∇ψ(z) = η z for each z ∈ ∂Ω.
For any z ∈ B 4u(x) (x) ∩ Ω we have ∇u(z) = z−bz
Step 2. For any x ∈ N ǫ (∂Ω) ∩ Ω we have
And lim
Proof of Step 2. From (120) we have
Now for any z ∈ Sptρ φ(x) we have that 
Also
So by Poincare inequality there exists affine function l w with ∇l w = w
Now using (131), again for the appropriate choice of affine function l ςx with ∇l ςx = ς x we have by Poincare's inequality
with (132) gives
Proof of Lemma completed. From Step 2, (126), for any x ∈ N ǫ (∂Ω) ∩ Ω we have
so (112) follows. In the same way from Step 3, (113) follows. Since for any x ∈ Ω\N ǫ (∂Ω) we know u(x) ≥ ǫ and so φ(x) = w(u(x)) = ǫ and thus ρ φ(x) (z) = ρ z ǫ ǫ −1 and there for ψ(x) = u(x − z)ρ ǫ (z)dz. Thus (114) is established. 2
Lemma 9. Let β > 0, suppose Ω is a convex set with
For any x ∈ Ω\B β 1 8
(0) for which the approximate derivative ∇u exists
Proof. For any x ∈ Ω\B β 1 8
Using (110) from Lemma 6
Therefor
≤ −2 |x| + c β.
≤ cβ 3 8
which gives
Let θ x = bx |bx| so using Lemma 6 η bx + bx |bx| = η a θx + θ x
≤ cβ 
From this its easy to conclude that
Step 1. We will show that for any t ∈ (8τ, 1 − 2β 
Note that A is smooth expect at the half line {(x 1 , x 2 ) : x 2 = 0, x 1 > 1}. For x ∈ Π τ we have |v τ (x)| 2 = 1, so 
Since u is the 1-Lipschitz,
and so from this and (149) we have that for any t ∈ (8τ, 1 − 2β 
Proof. Firstly recall that since u is concave and hence ∇u is BV, so by Poincare's inequality ≤ cV (∇u, B 4ε (a)) ,
we have w = − B4ε(a) ∇u. Using Holder's inequality we get another form of Poincare's inequality B4ε(a) |∇u − w| ≤ c ∇u − w L 2 (B4ε(a)) ε ≤ cεV (∇u, B 4ε (a)) . 
Hence for any w ∈ B 2ε (a), using Lemma 10 for the last inequality 
