Abstract. We consider the problem of synthesizing digital designs from their LTL specification. In spite of the theoretical double exponential lower bound for the general case, we show that for many expressive specifications of hardware designs the problem can be solved in time N 3 . We describe the context of the problem, as part of the Prosyd European Project which aims to provide a property-based development flow for hardware designs. Within this project, synthesis plays an important role, first in order to check whether a given specification is realizable, and then for synthesizing part of the developed system. The class of LTL formulas considered is that of Generalized Reactivity(1) (generalized Streett(1)) formulas, i.e., formulas of the form:
where each pi, qi is a boolean combination of atomic propositions. We also consider the more general case in which each pi, qi is an arbitrary past LTL formula over atomic propositions. For this class of formulas, we present an N 3 -time algorithm which checks whether such a formula is realizable, i.e., there exists a circuit which satisfies the formula under any set of inputs provided by the environment. In the case that the specification is realizable, the algorithm proceeds to construct an automaton which represents one of the possible implementing circuits. The automaton is computed and presented symbolically.
Introduction
One of the most ambitious and challenging problems in reactive systems construction is the automatic synthesis of programs and (digital) designs from logical specifications. First identified as Church's problem [Chu63] , several methods have been proposed for its solution ( [BL69] , [Rab72] ). The two prevalent approaches to solving the synthesis problem were by reducing it to the emptiness problem of tree automata, and viewing it as the solution of a two-person game. In these preliminary studies of the problem, the logical specification that the synthesized system should satisfy was given as an S1S formula.
This problem has been considered again in [PR89a] in the context of synthesizing reactive modules from a specification given in Linear Temporal Logic (LTL). This followed two previous attempts ( [CE81] , [MW84] ) to synthesize programs from temporal specification which reduced the synthesis problem to satisfiability, ignoring the fact that the environment should be treated as an adversary. The method proposed in [PR89a] for a given LTL specification ϕ starts by constructing a Büchi automaton B ϕ , which is then determinized into a deterministic Rabin automaton. This double translation may reach complexity of double exponent in the size of ϕ. Once the Rabin automaton is obtained, the game can be solved in time n k , where n is the number of states of the automaton and k is the number of accepting pairs.
The high complexity established in [PR89a] caused the synthesis process to be identified as hopelessly intractable and discouraged many practitioners from ever attempting to use it for any sizeable system development. Yet there exist several interesting cases where, if the specification of the design to be synthesized is restricted to simpler automata or partial fragments of LTL, it has been shown that the synthesis problem can be solved in polynomial time. Representative cases are the work in [AMPS98] 
Following the developments in [KPP05] , we show how any synthesis problem whose specification is a GR(1) formula can be solved in time N 3 . Furthermore, we present a (symbolic) algorithm for extracting a design (program) which implements the specification. We make an argument that the class of GR(1) formulas is sufficiently expressive to provide complete specifications of many designs.
This work has been developed as part of the Prosyd project (see www.prosyd.org) which aims at the development of a methodology and a tool suit for the property-based construction of digital circuits from their temporal specification. Within the prosyd project, synthesis techniques are applied to check first whether a set of properties is realizable, and then to automatically produce digital designs of smaller units.
Preliminaries

Linear Temporal Logic
We assume a countable set of Boolean variables (propositions) V. LTL formulas are constructed as follows.
As usual we denote ¬(¬ϕ ∨ ¬ψ) by ϕ ∧ ψ, T U ϕ by ¡ ϕ and ¬ ¡ ¬ϕ by ϕ. A formula that does not include temporal operators is a Boolean formula.
A model σ for a formula ϕ is an infinite sequence of truth assignments to propositions. Namely, if P is the set of propositions appearing in ϕ, then for every set P such that P ⊆ P , a word in (2 P ) ω is a model. We denote by σ(i) the set of propositions in location i, that is σ = σ(0) · σ(1) · · ·. We present an inductive definition of when a formula holds in model σ at time i.
For a formula ϕ and a position j ≥ 0 such that σ, j |= ϕ, we say that ϕ holds at position j of σ. If σ, 0 |= ϕ we say that ϕ holds on σ and denote it by σ |= ϕ. A set of models L satisfies ϕ, denoted L |= ϕ, if every model in L satisfies ϕ.
We are interested in the question of realizability of LTL specifications [PR89b] . Assume two sets of variables X and Y. Intuitively X is the set of input variables controlled by the environment and Y is the set of system variables. With no loss of generality, we assume that all variables are Boolean. Obviously, the more general case that X and Y range over arbitrary finite domains can be reduced to the Boolean case. Realizability amounts to checking whether there exists an open controller that satisfies the specification. Such a controller can be represented as an automaton which, at any step, inputs values of the X variables and outputs values for the Y variables. Below we formalize the notion of checking realizability and synthesis, namely, the construction of such controllers.
Realizability for LTL specifications is 2EXPTIME-complete [PR90] . We are interested in a subset of LTL for which we solve realizability and synthesis in polynomial time. The specifications we consider are of the form ϕ = ϕ e → ϕ s . We require that ϕ α for α ∈ {e, s} can be rewritten as a conjunction of the following parts. It turns out that most of the specifications written in practice can be rewritten to this format. In Section 7 we discuss also cases where the formulas ϕ 
Game Structures
We reduce the realizability problem of an LTL formula to the decision of winner in games. We consider two-player games played between a system and an environment. The goal of the system is to satisfy the specification regardless of the actions of the environment. Formally, we have the following.
A game structure (GS) G : V, X , Y, Θ, ρ e , ρ s , ϕ consists of the following components.
• V = {u 1 , . . . , u n } : A finite set of typed state variables over finite domains. With no loss of generality, we assume they are all Boolean. We define a state s to be an interpretation of V , assigning to each variable u ∈ V a value s[u] ∈ {0, 1}. We denote by Σ the set of all states. We extend the evaluation function s[·] to Boolean expressions over V in the usual way. An assertion is a Boolean formula over V . A state s satisfies an assertion ϕ denoted s |= ϕ, if s[ϕ] = true. We say that s is a ϕ-state if s |= ϕ.
• X ⊆ V is a set of input variables. These are variables controlled by the environment. Let D X denote the possible valuations to variables in X .
• Y = V \ X is a set of output variables. These are variables controlled by the system. Let D Y denote the possible valuations for the variables in Y.
• Θ is the initial condition. This is an assertion characterizing all the initial states of G.
A state is called initial if it satisfies Θ.
• ρ e (X , Y, X ) is the transition relation of the environment. This is an assertion, relating a state s ∈ Σ to a possible input value x ∈ D X , by referring to unprimed copies of X and Y and primed copies of X . The transition relation ρ e identifies valuation x ∈ D X as a possible input in state s if (s, x ) |= ρ e (X , Y, X ) where (s, x ) is the joint interpretation which interprets u ∈ V as s[u] and for v ∈ X interprets v as
is the transition relation of the system. This is an assertion, relating a state s ∈ Σ and an input value x ∈ D X to an output value y ∈ D Y , by referring to primed and unprimed copies of V . The transition relation ρ s identifies a valuation y ∈ D Y as a possible output in state s reading input
where (s, x , y ) is the joint interpretation which interprets u ∈ X as s[u], u as x [u], and similarly for v ∈ Y.
• ϕ is the winning condition, given by an LTL formula.
For two states s and s of G, s is a successor of s if (s, s ) |= ρ e ∧ ρ s . We freely switch between (s, x ) |= ρ e and ρ e (s, x ) = 1 and similarly for ρ s . A play σ of G is a maximal sequence of states σ : s 0 , s 1 , . . . satisfying initiality namely s 0 |= Θ, and consecution namely, for each j ≥ 0, s j+1 is a successor of s j . Let G be an GS and σ be a play of G. From a state s, the environment chooses an input x ∈ D X such that ρ e (s, x ) = 1 and the system chooses an output y ∈ D Y such that ρ s (s, x , y ) = ρ s (s, s ) = 1.
A play σ is winning for the system if it is infinite and it satisfies ϕ. Otherwise, σ is winning for the environment.
A strategy for the system is a partial function f :
Let f be a strategy for the system, and s 0 ∈ Σ. A play s 0 , s 1 , . . . is said to be compliant with strategy f if for all i ≥ 0 we have
and s i+1 [Y] are the restrictions of s i+1 to variable sets X and Y, respectively. Strategy f is winning for the system from state s ∈ Σ G if all s-plays (plays departing from s) which are compliant with f are winning for the system. We denote by W s the set of states from which there exists a winning strategy for the system. A strategy for player environment, winning strategy, and the winning set W e are defined dually. A GS G is said to be winning for the system if all initial states are winning for the system.
Given an LTL specification ϕ e → ϕ s as explained above and sets of input and output variables X and Y we construct a GS as follows. Let
, where the translation τ replaces each instance of ¡ v by v . Finally, we set ϕ = ϕ e g → ϕ s g . We solve the game, attempting to decide whether the game is winning for the environment or the system. If the environment is winning the specification is unrealizable. If the system is winning, we synthesize a winning strategy which is a working implementation for the system as explained in Section 4.
Fair Discrete Systems
We present implementations as a degenerate form of fair discrete systems (FDS) [KP00] . A fairness-free FDS D : V, Θ, ρ consists of the following components.
• V = {u 1 , ..., u n } : A finite set of Boolean variables. We define a state s to be an interpretation of V . Denote by Σ the set of all states. Assertions over V and satisfaction of assertions are defined like in games.
• Θ : The initial condition. This is an assertion characterizing all the initial states of the FDS. A state is called initial if it satisfies Θ.
• ρ : A transition relation. This is an assertion ρ(V, V ), relating a state s ∈ Σ to its D-successor s ∈ Σ.
We define a run of the FDS D to be a maximal sequence of states σ : s 0 , s 1 , ..., satisfying the requirements of
• Initiality: s 0 is initial, i.e., s 0 |= Θ.
• Consecution: For every j ≥ 0, the state s j+1 is a D-successor of the state s j .
The sequence σ being maximal means that either σ is infinite, or σ = s 0 , . . . , s k and s k has no D-successor. We say that an FDS D implements specification ϕ if every run of D is infinite, and every run of D satisfies ϕ.
µ-calculus and Games
In [KPP05] , we consider the case of GR(1) games (called there generalized Streett(1) games). In these games the winning condition is an implication between conjunctions of recurrence formulas ( ¡ ϕ where ϕ is a Boolean formula). These are exactly the types of goals in the games we defined in Section 2. We show how to solve such games in cubic time [KPP05] . We re-explain here how to compute the winning regions of each of the players and explain how to use the algorithm to extract a winning strategy. We start with a definition of µ-calculus over game structures. We give the µ-calculus formula that characterizes the set of winning states of the system. We explain how we construct from this µ-calculus formula an algorithm to compute the set of winning states. Finally, by saving intermediate values in the computation, we can construct a winning strategy and synthesize an FDS that implements the goal.
µ-calculus over Games Structures
We define µ-calculus [Koz83] over game structures. Let G: V, X , Y, Θ, ρ e , ρ s , ϕ be a GS. For every variable v ∈ V the formulas v and ¬v are atomic formulas. Let V ar = {X, Y, . . .} be a set of relational variables. The µ-calculus formulas are constructed as follows.
A formula ψ is interpreted as the set of G-states in Σ in which ψ is true. We write such set of states as •
e G if the system can force the play to reach a state in
That is, regardless of how the environment moves from s, the system can choose an appropriate move into The alternation depth of a formula is the number of alternations in the nesting of least and greatest fixpoints. A µ-calculus formula defines a symbolic algorithm for computing
. For a µ-calculus formula of alternation depth k, the run time of this algorithm is O(|Σ| k ). For a full exposition of µ-calculus we refer the reader to [Eme97] . We often abuse notations and write a µ-calculus formula ϕ instead of the set
In some cases, instead of using a very complex formula, it may be more readable to use vector notation as in Equation (2) below.
Such a formula, may be viewed as the mutual fixpoint of the variables Z 1 and Z 2 or equivalently as an equal formula where a single variable Z replaces both Z 1 and Z 2 and ranges over pairs of states [Lic91] . The formula above characterizes the set of states from which system can force the game to visit p-states infinitely often and q-states infinitely often. We can characterize the same set of states by the following 'normal' formula 2 .
Solving GR(1) Games
Let G be a game where the winning condition is of the following form.
Here J 1 i and J 2 j are sets of Boolean formulas. In [KPP05] we term these games as generalized Streett(1) games and provide the following µ-calculus formula to solve them. Let j ⊕ 1 = (j mod n) + 1.
Intuitively, for j ∈ [1..n] and i ∈ [1..m] the greatest fixpoint νX(J 2 j ∧ Z j⊕1 ∨ Y ∨ ¬J 1 i ∧ X) characterizes the set of states from which the system can force the play either to stay indefinitely in ¬J 1 i states (thus violating the left hand side of the implication) or in a finite number of steps reach a state in the set J 2 j ∧ Z j⊕1 ∨ Y . The two outer fixpoints make sure that the system wins from the set J 2 j ∧ Z j⊕1 ∨ Y . The least fixpoint µY makes sure that the unconstrained phase of a play represented by the disjunct Y is finite and ends in a J 2 j ∧ Z j⊕1 state. Finally, the greatest fixpoint νZ j is responsible for ensuring that, after visiting J 2 j , we can loop and visit J 2 j⊕1 and so on. By the cyclic dependence of the outermost greatest fixpoint, either all the sets in J 2 j are visited or getting stuck in some inner greatest fixpoint, where some J 1 i is visited only finitely many times. We include below a (slightly simplified) code of the implementation of this µ-calculus formula in TLV. We denote J α i for α ∈ {1, 2} by Ji(i, α) and by cox. A GreatestFixpoint loop on variable u starts by setting the initial value of u to the set of all states and a LeastFixpoint loop over u starts by setting u to the empty set of states. For both types of fixpoints, the loop terminates if two successive values of u are the same. [i] to define N strategies for the system. The strategy f j is defined on the states in Z j . We show that the strategy f j either forces the play to visit J 2 j and then proceed to Z j⊕1 , or eventually avoid some J 1 i . We show that by combining these strategies, either the system switches strategies infinitely many times and ensures that the play be winning according to right hand side of the implication or eventually uses a fixed strategy ensuring that the play does not satisfy the left hand side of the implication. Essentially, the strategies are "go to y[j][r] for minimal r" until getting to a J 2 j state and then switch to strategy j ⊕ 1 or "stay in
It follows that we can solve realizability of LTL formulas in the form that interests us in polynomial (cubic) time.
Theorem 1. [KPP05] Given sets of variables X , Y whose set of possible valuations is
Σ and an LTL formula ϕ with m and n conjuncts, we can determine using a symbolic algorithm whether ϕ is realizable in time proportional to (nm|Σ|)
3 .
Synthesis
We show how to use the intermediate values in the computation of the fixpoint to produce an FDS that implements ϕ. The FDS basically follows the strategies explained above. Let X , Y, and ϕ be as above. Let G: X ∪ Y, X , Y, ρ e , ρ s , Θ, ϕ g be the GS defined by X , Y, and ϕ. We construct the following FDS. Let D :
The variable jx is used to store internally which strategy should be applied. The transition ρ is the disjunction of the following three transitions:
Transition ρ 1 is the transition taken when a J 2 j state is reached and we change strategy from f j to f j⊕1 . Accordingly, all the disjuncts in ρ 1 change jx. Transition ρ 2 is the transition taken in the case that we can get closer to a J 
The transitions are defined as follows.
The conjuncts ¬y[j][< r] and ¬x[j][≺(r, i)] appearing in transitions ρ 2 (j) and ρ 3 (j) ensure the minimality of the indices to which these transitions are respectively applied. Notice that the above transitions can be computed symbolically. We include below the TLV code that symbolically constructs the transition relation of the synthesized FDS and places it in trans. We denote the conjunction of ρ e and ρ s by trans12. 
Minimizing the Strategy
We have created an FDS that implements an LTL goal ϕ. The set of variables of this FDS includes the given set of input and output variables as well as a 'memory' variable jx. We have quite a liberal policy of choosing the next successor in the case of a visit to J 2 j . We simply choose some successor in the winning set. Here we minimize (symbolically) the resulting FDS. A necessary condition for the soundness of this minimization is that the specification be insensitive to stuttering.
Notice, that our FDS is deterministic. For every state and every possible assignment to the variables in X ∪ Y there exists at most one successor state with this assignment. Thus, removing transitions seems to be of lesser importance. We concentrate on removing redundant states.
As we are using the given sets of variables X and Y the only possible candidate states for merging are states that agree on the values of variables in X ∪ Y and disagree on the value of jx. If we find two states s and s such that ρ(s, s ),
, we remove state s. We direct all its incoming arrows to s and remove its outgoing arrows. Intuitively, we can do that because for every computation that passes through s there exists a computation that stutters once in s (due to the assumption of stuttering insensitivity). This modified computation passes from s to s and still satisfies all the requirements (we know that stuttering in s is allowed because there exists a transition to s which agrees with s on all variables).
As mentioned this minimization is performed symbolically. As we discuss in Section 5, it turns out that the minimization actually increases the size of the resulting BDDs. It seems to us that for practical reasons we may want to keep the size of BDDs minimal rather than minimize the automaton. The symbolic implementation of the minimization is given below. The transition obseq includes all possible assignments to V and V such that all variables except jx maintain their values. It is enough to consider the transitions from j to j⊕1 for all j and then from n to j for all j to remove all redundant states. This is because the original transition just allows to increase jx by one. 
Experimental Results
The algorithm described in this paper was implemented within the TLV system [PS96] . TLV is a flexible verification tool implemented at the Weizmann Institute of Science. TLV provides a programming environment which uses BDDs as its basic data type [Bry86] . Deductive and algorithmic verification methods are implemented as procedures written within this environment. We extended TLV's functionality by implementing the algorithms in this paper.
As an example we consider the case of an arbiter. Our arbiter has n input lines in which clients request permissions and n output lines in which the clients are granted permission. We assume that initially the requests are set to zero, once a request has been made it cannot be withdrawn, and that the clients are fair, that is once a grant to a certain client has been given it eventually releases the resource by lowering its request line. Formally, the assumption on the environment in LTL format is below.
We expect the arbiter to initially give no grants, give at most one grant at a time (mutual exclusion), give only requested grants, maintain a grant as long as it is requested, to supply (eventually) every request, and to take grants that are no longer needed. Formally, the requirement from the system in LTL format is below.
The resulting game is G: V, X , Y, ρ e , ρ s , ϕ where
We simplify ϕ by replacing ((r i ∧ g i ) → In Table 1 we include the run time and size of resulting implementations (first two columns). Implementation sizes are measured in number of BDD nodes.In Fig. 1 we include the explicit representation of the arbiter for two clients resulting from the application of our algorithm.
Extensions
The class of specifications to which the N 3 -synthesis algorithm is applicable is wider than the limited form presented in Equation (1). The algorithm can be applied to any specification of the form ( m i=1 ϕ i ) → ( n j=1 ψ j ), where each ϕ i and ψ j can be specified by an r 1 r 2 ; g 1 g 2 r 1 r 2 ; g 1 g 2 r 1 r 2 ; g 1 g 2 r 1 r 2 ; g 1 g 2 r 1 r 2 ; g 1 g 2 r 1 r 2 ; g 1 g 2 r 1 r 2 ; g 1 g 2
Fig. 1. Arbiter for 2
LTL formula of the form ¡ q for a past formula q. Equivalently, each ϕ i and ψ j should be specifiable by a deterministic Büchi automaton. This is, for example, the case of the original version of the Arbiter, where the liveness conjuncts were each a response formula of the form (p → ¡ q).
The way we deal with such a formula is to add to the game additional variables and a transition relation which encodes the deterministic Büchi automaton. For example, to deal with a formula (p → ¡ q), we add to the game variables a new Boolean variable x with initial condition x = 1, and add to the transition relation ρ e the additional conjunct
We then replace in the specification the sub-formula (p → ¡ q) by the conjunct ¡ x. It is not difficult to see that this is a sound transformation. That is, the formula (p → ¡ q) is satisfied by a sequence σ iff there exists an inerpretation of the variable x which satisfies the added transition relation and also equals 1 infinitely many times.
Indeed, the third column in Table 1 represents the performance results of running the Arbiter example with the original specification, to which we applied the above transformation from response to recurrence formulas.
