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Abstract
Direct Numerical Simulations (DNS) of multiphase ﬂows, where every continuum length and time scale are fully resolved, currently
allow us to simulate ﬂows of considerable complexity, such as the motion of several hundred bubbles or drops in turbulent ﬂows,
for suﬃciently long time so that meaningful statistical quantities can be obtained. Additional physical processes such as heat
transfer and phase change have also been included, although only for relatively small systems so far. After reviewing brieﬂy recent
studies of bubbles in turbulent channel ﬂows, we discuss simulations of ﬂows with phase change, focusing on bubble generation
by boiling. The addition of new physics often results in new length and time scales that are shorter and faster than the dominant
ﬂow scales. Similarly, very small features such as thin ﬁlms, ﬁlaments, and drops can also arise during coalescence and breakup
of ﬂuid blobs. The geometry of these features is usually simple, since surface tension eﬀects are strong and inertia eﬀects are
relatively small and in isolation these features are often well described by analytical or semi-analytical models. Recent eﬀorts to
embed analytical and semi-analytical models to capture such features, in combination with direct numerical simulations of the rest
of the ﬂow, are discussed. We conclude by a short discussion of the use of DNS data for closure laws for model equations for the
large scale ﬂow.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of Indian Institute of Technology, Hyderabad.
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1. Introduction
Computational studies of multiphase ﬂows started at the beginning of computational ﬂuid dynamics, when the
MAC method of Harlow and collaborators was used for simulations of the Rayleigh-Taylor instability, splashes due to
impacting droplets, and other problems involving a free surface or a ﬂuid interface1,2,3. Although some of the results
produced by the MAC method and early versions of the VOF method4 are impressive, particularly in light of the
primitive computational resources available in the sixties and early seventies, widespread interest in such simulations
did not take oﬀ until the beginning of the nineties, when signiﬁcant improvements in methods that use ﬁxed grids (as
used in the MAC and the VOF method) took place. Progress included the continuous surface force (CSF) approach5
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to compute surface tension in VOF methods, the level set6, phase ﬁeld7 and CIP8 methods, and the front tracking
method of Unverdi & Tryggvason9. By now a large number of reﬁnement and new methods have been introduced and
the development of numerical methods for multiphase ﬂow has been a “hot” topic for some time. The development of
more eﬃcient, accurate, and robust methods continues to be of considerable interest, but it is the use of these methods
to increase our understanding of complex ﬂows, as well as the extension of the methods to handle more complex
physics, where the most exciting action is. Direct numerical simulations (DNS) where all continuum temporal and
spatial scales are accurately resolved for systems of suﬃcient size so that non-trivial scale interactions take place are,
in particular, proving to yield major new insight, even though DNS have only been used to examine a tiny fraction
of the systems that can be explored with current capabilities. The overwhelming majority of those studies have been
concerned with disperse multiphase ﬂows, where one phase is continuous and the other one appears as bubbles or
drops. While a number of multiphase ﬂows have been examined by DNS, bubbly ﬂows have perhaps received most
attention. Here we ﬁrst review brieﬂy recent studies of bubbly ﬂows and then discuss simulations of the formation of
bubbles by boiling.
2. DNS of Bubbly Flows
Several investigators have examined the motion of single bubbles, but our interest has been in understanding the
dynamics of systems with large number of bubbles. For early DNS of bubbles in fully periodic domains, see Unverdi
and Tryggvason9, Esmaeeli and Tryggvason10,11,12, Bunner and Tryggvason13,14,15, for example. Later studies have
focused on ﬂows in channels16,17 18,19,20. For nearly spherical buoyant bubbles in vertical channels we have found
that the insight provided by the DNS results allowed us to essentially solve the problem analytically. For upﬂow and
downﬂow, independently of whether the ﬂow is laminar or initially turbulent, the middle region is in hydrostatic bal-
ance where the weight of the mixture is such that it balances exactly the imposed pressure gradient. This observation
allows us to write down a very simple analytical expression for what the void fraction in the center should be, given
the imposed pressure gradient and the average void fraction. For upﬂow, the void fraction in the core is lower than the
average, and knowing that we can predict how many bubbles move to the wall. For downﬂow the void fraction must
increase and the number of bubbles that must be taken from the wall region determines its thickness, which again, is
given by a simple, formula. For downﬂow the velocity in the wall region is given either by a parabolic velocity proﬁle
in the laminar case or by the law of the wall for the turbulent case. Since the velocity in the center is controlled by
what happens in the wall layer, the total ﬂow rate is thus easily predicted. For upﬂow the velocity in the wall layer is
not as easily predicted due to the presence of bubbles, but the simplicity of the layer suggests several possible approx-
imations. As the bubbles became deformable they no longer drift to the wall but stay in the middle of the channel. The
ﬂow rate is reduced signiﬁcantly when the bubbles drift to the wall, but this reduction is not seen for the deformable
bubbles. Most recently we have done a series of simulations where only the deformability of the bubbles is changed
(by changing surface tension)21 and this study shows that the ﬂow is relatively insensitive to the exact value of the
surface tension as long as the bubbles remain nearly spherical and there was a well-deﬁned bubble-rich wall-layer. As
the deformability increased, the ﬂow abruptly transitions to a very diﬀerent state where the bubbles do not accumulate
near the walls, but remain in the middle of the channel. In this new state the main eﬀect of the bubbles is to make
the mixture lighter than single-phase liquid and once the pressure gradient is adjusted to account for the weight of the
mixture, the ﬂow structure is remarkably similar to what is seen for single-phase ﬂow. Changing the deformability of
the bubbles in this new state has little eﬀect on the liquid ﬂow rate and other characteristics of the ﬂow, as long as the
bubbles do not break up. Although considerable information was available for these ﬂows experimentally, the DNS
study provided both additional information and helped us bring it all together in ways not possible before.
Our examination of the statistically steady state ﬂows of bubbles in laminar and turbulent ﬂows in vertical channels
have already lead to considerable insight into relatively simple ﬂows where the bubbles are all of the same size. These
results should eventually lead to improved models that can be used to make industrial scale prediction of multiphase
ﬂows. We have22 compared ﬂow in laminar channels with average model23 and found that upﬂow was very sensitive
to the tunable parameters of the model but for downﬂow the model predictions were very robust. we have also24
examined the transient motion of a cluster of bubbles across a horizontal channel and showed that the void fraction
evolution is accurately described by a simple drift-ﬂux-like model.
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Fig. 1. One frame from a large simulation of many bubbles of diﬀerent sizes rising upward in turbulent channel ﬂow. The bubbles and vortical
structures identiﬁed by the λ2 method25 are shown. Preliminary results were also shown in Tryggvason et al. 26.
So far, we have mostly focused on the long time results where the ﬂow has reached an approximately statistically
steady state. This simpliﬁes the data analysis since it allows us to average over time (in addition to space) and also
allows comparisons with the hydrostatic model. The transient evolution is, however, important for several reasons.
First of all, it is relatively long so in practical applications it is likely that it is encountered frequently and possibly
more often than the steady state, and secondly, the relatively simple structure of the ﬂow at steady state is not very
sensitive to the various parameters in models of the average ﬂow evaluation. The void fraction distribution does, for
example, only depend on the sign of the bubble lift coeﬃcient but not its magnitude. To understand how bubbly
ﬂow evolves toward a steady state we have conducted several simulations, starting with bubbles placed randomly in a
parabolic laminar velocity ﬁeld. The results show that when nearly spherical bubbles are injected into parabolic ﬂow,
the evolution toward steady state is highly non-monotonic. First all the bubbles migrate towards the walls, leaving
the center region nearly free of bubbles. Then the presence of the bubbles near the wall increases the shear there and
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reduces the ﬂow rate. As the ﬂow rate is reduced some of the bubbles migrate back into the core region until the
mixture there is in hydrostatic equilibrium. The initial migration of the bubbles to the wall takes place relatively fast,
but the slowing down of the ﬂow and the migration of the bubbles back into the core is much slower.
To examine what happens for turbulent ﬂows with bubbles of diﬀerent sizes, we are currently doing simulations
with several hundred bubbles injected into turbulent ﬂow. The domain size is 2π × 4 × π computational units in
the streamwise, wall-normal and spanwise direction, respectively, resolved by 0.4 Billion grid points. The physical
parameters are selected such that the Morton number is equal to 5.75 × 10−10 and the void fraction is 0.0304. The
bubbles come in four sizes, with the smallest bubbles having a diameter of 0.16 in computational units, and the largest
one with a diameter of 0.44. The majority of the bubbles are small and we expect the smallest two sets of bubbles to
accumulate at the wall. The numbers of bubbles for each group were selected so that there are enough small bubbles
that can be pushed to the wall to put the core into hydrostatic equilibrium. The properties of the ﬂuid and the bubbles
are the same as in our earlier simulations, but the domain size is eight times larger, giving a friction Reynolds number
of Re+ = 500. The bubbles are initially distributed nearly uniformly across the domain but as they start to rise,
the smaller bubbles start to migrate toward the walls and form a dense wall-layer. In ﬁgure 1 we show the bubbles
at a relatively early time, where many of the small bubbles have moved to the wall, but the there are still several
small bubbles in the middle, along with most of the larger bubbles. The bubbles are shown along with the vorticity,
visualized using the λ2 method25. To understand the vortical structure a little better, we color the vortical structures
according to their orientation. Thus, both red and blue vortical structures are aligned with the ﬂow, but red have a
positive rotation while the blue ones have a negative rotation. The intermediate colors (light blue, green and yellow)
indicate vortical structures that are not aligned with the ﬂow. As expected, the majority of the vortical structures
aligned with the ﬂow come in pairs, such that a blue structure is frequently found next to a red one. The ﬁgure shows
that the longitudinal vortices that one expects in turbulent boundary layers do appear to survive the addition of the
bubbles to the wall-layer, at least at the time plotted here, and suggests that vorticity shed by the large bubbles is
responsible for the majority of the vorticity in the interior of the channel. Vortices that are mostly horizontal do, for
the most part, encircle bubbles.
As important as bubbly ﬂows are, they usually represent only one aspect of a real engineering problem. In most
cases we have to deal with something else simultaneously, such as the transfer of mass or heat. Extension of numerical
methods to such ﬂows are starting to appear27,26 and in the next section we discuss bubble formation by boiling.
3. DNS of Boiling
In essentially all DNS of dispersed bubbly ﬂows it has been assumed that the bubbles already exist at the start of
the simulations. Yet, in reality the bubbles must be injected into the ﬂow or be generated in some other way. Often
this is by boiling. We have extended the method of Unverdi and Tryggvason9 to boiling ﬂows28,29 and used it to
examine a number of problems. Those include explosive boiling of a nucleus in an initially superheated liquid29 and
ﬁlm boiling on a ﬂat plate30,31. For the ﬁlm boiling we examined, in particular, how large systems, where bubbles
broke oﬀ from the vapor ﬁlm at the wall, diﬀered from systems where the bubble growth was forced to take place
at the linearly most-unstable wavelength. The main question was whether subharmonic instabilities would lead to
competition between waves and the formation of larger bubbles. Such mergers are seen in many other systems, but
here we found that such competition was relatively weak. We also examined the eﬀect of the wall superheat on the
boiling of a ﬁnite depth pool. For low wall superheat (but high enough to prevent wetting and a transition to nucleate
boiling) bubbles broke away from the vapor ﬁlm. At higher superheat the vapor production was suﬃciently fast so
that long vapor vents formed, sometimes reaching the surface of the pool. At even higher superheat the vents became
unsteady, resulting in unsteady churn-like boiling. For moderate superheat where the vapor dynamics was much faster
than the total evaporation rate of the pool, the system reached a well-deﬁned steady state, but at high superheat all the
liquid quickly evaporated and no steady state emerged.
More recently we have been focusing on nucleate boiling where bubbles are generated from nucleation sites on a
wall and below we ﬁrst review the equations governing boiling and then show a couple of examples of simulations of
bubbles originating at walls. In addition to considerable diﬃculties (mostly unsolved so far) associated with specifying
the nucleation site distribution and activation, we do, in principle, need to account for the thin microlayer left behind
when the vapor bubble expands. In the examples shown here the micro layer is not included.
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The transport of heat is governed by the energy equation and for simulations of boiling, it must be solved in addition
to the momentum and mass conservation equations. Here we will assume that except for the volume change at the
phase boundary, the ﬂow is incompressible and that heat generation due to internal friction can be neglected. The
energy equation, simpliﬁed somewhat, is therefore
∂
∂t
(ρcT ) + ∇ · ρcTu = ∇ · k∇T + q˙δ(n), (1)
where δ(n) is a one dimensional delta function of the normal coordinate n. Integrating the energy equation across the
phase boundary gives the source term
q˙ = k
∂T
∂n
⎞⎟⎟⎟⎟⎟⎠
l
− k∂T
∂n
⎞⎟⎟⎟⎟⎟⎠
g
. (2)
Since the interface temperature can be taken to be equal to the saturation temperature, a term involving the diﬀerences
in the speciﬁc heats is zero. In addition to the energy equation, an interface condition on the temperature must be
satisﬁed at the phase boundary. For a large number of situations of interest it is reasonable to assume a temperature
equilibrium such that the temperature is continuous across the phase boundary and Tl = Tg = T f , where, Tl and Tg
are the temperatures in the liquid and the vapor at the interface, respectively, and T f is the interface temperature. The
temperature of the phase boundary can be found by careful consideration of the thermodynamics at the boundary and
for a detailed derivation see, for example, Alexiades and Solomon32. For boiling we are usually justiﬁed in simply
taking the temperature at the phase boundary to be equal to the saturation temperature of the liquid T f = Tv(Psys),
where Psys is the system pressure and can be assumed to be constant28.
Since we assume that both the liquid and the vapor are incompressible and the only change of density is due to the
phase change at the phase boundary, the momentum equation written for the entire ﬂow ﬁeld is
∂ (ρu)
∂t
+ ∇ · (ρuu) = −∇p − ρg + ∇ · μ
(
∇u+∇uT
)
+ σκnδ (n) . (3)
Integrating it across the phase boundary, assuming that it is inﬁnitely thin, yields the jump conditions [[−ρuu − Pn +
μ (∇u + ∇uT )]] = σκn. The brackets denote the diﬀerence between the vapor and the liquid side. The ﬁrst term,
the diﬀerence in the momentum ﬂuxes across the interface, is zero if there is no phase change and results from the
acceleration of the ﬂuid as liquid is converted into vapor. For a ﬂat interface, where viscous stresses and surface
tension can be neglected, this term must be balanced by a jump in the pressure across the interface.
At the phase boundary there is volume expansion. Writing u = ugH+ul(1−H), where the velocity in each phase is
assumed to have a smooth incompressible extension into the other phase and using that the ∇ · ug = ∇ · ul = 0, yields:
∇ · u = (ug − ul)δ(n). (4)
Here, the normal velocity of the liquid next to the boundary is ul and the velocity of the vapor is ug. The normal
component of the velocity of the phase boundary is Vn and since there is a change of phase at the phase boundary,
ul, ug and Vn are all unequal. If the liquid is evaporating, Vn is smaller than ul and since the density of the vapor is
much lower than the liquid, ug is much larger than ul. The rate of evaporation of liquid is equal to the diﬀerence in the
velocity of the phase boundary and the liquid velocity, times the density of the liquid ρl(ul −Vn). Similarly, the rate of
production of vapor is equal to the diﬀerence in the velocity of the phase boundary and the vapor velocity, times the
density of the vapor, ρg(ug −Vn). Since mass is conserved, these two are equal, and the mass transfer rate at the phase
boundary is:
m˙ = ρl(ul − Vn) = ρg(ug − Vn). (5)
The volume expansion per unit interface area is found by eliminating Vn:
ug − ul = m˙
( 1
ρg
− 1
ρl
)
. (6)
The normal velocity of the phase boundary can be written as:
Vn =
1
2
(ul + ug) − m˙2
(
1
ρl
+
1
ρg
)
. (7)
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Fig. 2. Growth of a vapor bubble from a single nucleation site. The wall temperature is constant and the simulation is run for four full bubble
generation cycles.
The rate of heat release at the phase boundary is the rate of evaporation multiplied by the latent heat hlg, or q˙ = hlgm˙.
so we can write
∇ · u = q˙
L
( 1
ρg
− 1
ρl
)
δ(n). (8)
The expression for the velocity of the phase boundary and the evaporation rate can also be found directly using the
Rankine-Hugenoit conditions, derived by writing the mass conservation equation in a frame of reference moving with
the phase boundary and integrating across the boundary33.
Once the relative velocity of the phase boundary has been found, its position can be evolved in time by integrating
x. f
dt
= (u + Vfn), (9)
where u is the average ﬂuid velocity, at the phase boundary.
Thus, the computations of ﬂow with phase change progress in more or less the same way as computations of
non-evaporating ﬂow. The major diﬀerences are that the pressure equation (derived from equation 8) includes a
volume source term and the boundary conditions must be modiﬁed to allow the ﬂuid to expand or contract; and the
computation of the heat source at the interface, using equation (2). To compute the gradient of the temperature for the
heat source we use the “normal probe” technique34. In this approach we draw a line segment normal to the interface
and interpolate the temperature at the end of the segment (usually about one and a half grid spacing or so away
from the interface). This temperature, along with the given interface temperature is then used to ﬁnd the temperature
gradient and the heat source.
The computational method introduced by Dhir and collaborators35 follows more or less the strategy outlined above,
except the interface is tracked using a level set method and vapor is assumed to be at the saturation pressure. The
source term is therefore simpliﬁed. Several authors36,37 have taken a diﬀerent approach where they allow the interface
temperature to deviate from the saturation temperature and then taker the mass ﬂux to be proportional to the tempera-
ture diﬀerence. The theoretical foundation for this is not entirely clear, but this can perhaps be taken to be the zeroth
iteration of the scheme used by Juric and Tryggvason28. In any case, this seems to work reasonably well.
The equations for boiling also apply to solidiﬁcation, with the addition that the velocity in the solid is usually zero,
but unlike boiling it is sometimes possible to ignore the change in volume38,39. In other cases the volume change is
important40.
While simulations of phase change away from solid boundaries are reasonably well under control, nucleate boiling
is of much more practical interest. Such simulations have been done by a number of researchers35,41,42 but their
weakness remains the resolution of the thin layer of liquid left on the wall as the bubble expands. The evaporation of
this layer is believed to contribute signiﬁcantly to the growth of the vapor bubble. In ﬁgure 2 we show one example of
the growth of a vapor bubble in water, from a single nucleation site in an initially quiescent pool. The wall temperature
Twall is kept constant at 110◦C, the saturation temperature is Tsat = 100◦ C, and the initial water temperature is set as
the saturation temperature. The computation domain size is 7.5 mm× 7.5 mm× 7.5 mm, and resolved by 64× 64× 64
grid points. The initial bubble diameter is 0.8 mm and the contact angle is 45◦. The bubble is shown at ﬁve times,
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Fig. 3. The eﬀective radius of a vapor bubble growing from a single nucleation site for diﬀerent resolutions.
after the bubble formation has been repeated a few times. In the ﬁrst frame a vapor bubble has just left the site and
another one is in the process of being formed. In the third frame this bubble breaks oﬀ the site and another bubble
starts to grow. The ﬁrst bubble departs after 86 ms, with a departure diameter of 2.6 mm. The third and forth bubble
are essentially the same and depart after 84 ms with departure diameter of 2.6 mm. The eﬀect of resolution is shown
in ﬁgure 3 where we plot the bubble radius versus time for several resolutions. Although the simulation on the ﬁnest
grid has not progressed as far in time as the rest, it is clear that as the grid is reﬁned, the results are converging. In
those simulations no micro layer model is included and comparisons with experiments show that while the size of the
bubble when it departs is in reasonably good agreement with experimental predictions, the bubble growth rate is much
faster in the experiment. This is expected to be due to the evaporation of the micro-layer.
Another example from a simulation of nucleate boiling is shown in ﬁgures 4, 5 and 6 where we simulate the growth
and release of a single bubble from a vertical wall, again leaving out the micro layer. In ﬁgure 4 (where we have tilted
the frame so gravity points to the left and the bubbles rise to the right) the vapor bubble is shown at a few times,
both for liquid ﬂowing upward (top) and quiescent liquid (bottom). The governing parameter are diﬀerent than in the
previous example and selected to make it possible to use a relatively coarse grid. Thus, we take the ratio of the density,
viscosity and conductivity to be only ten, corresponding to boiling at high pressure. For the bubble released into a
ﬂowing ﬂuid, the initial velocity increases linearly with the distance from the wall. The initial evolution is similar in
both cases but then the vapor bubble in the quiescent liquid departs from the wall, while the one in ﬂow hugs the wall,
while moving faster upward. The temperature ﬁeld, at three times, is shown in ﬁgure 5 for both cases. The liquid is
initially at saturation temperature but the hot wall has generated a hot liquid layer into which the bubble grows. As
the bubbles move upward they disrupt this hot layer, pushing it outward ahead and drawing colder liquid toward the
wall in their wake. The bubble distance from the wall and their volumes are shown in ﬁgure 6. Initially the bubbles
stay close to the wall, but then the bubble growing into quiescent liquid lifts from the wall while the bubbles in ﬂow
stays close to the wall. The bubble is rising in a shear ﬂow next to the wall and rising with a velocity that exceeds that
of the liquid. This results in a lift force that will keep it close to the wall, until it has grown so big that the lift force
changes sign or becomes zero. The volume of both bubbles increases at a comparable rate, even though the one in the
ﬂow rises faster, until the bubble in quiescent ﬂow departs from the wall and its growth slows down.
4. Multiscale Models for Small Scales
The goal of DNS of multiphase ﬂows is generally to use the results to elucidate how the large-scale structure of
the ﬂow depends on the interactions of the bubbles or drops with each other and the ﬂow, as in the simulation shown
in ﬁgure 1. Thus, it is generally important to examine as large systems as possible, to incorporate non-trivial scale
interactions. The range of scales that can be covered is set by the resolution requirement. For a given number of
grid points, the number required to resolve the smallest structures obviously determines how many structures can
be included. Frequently there is a well-deﬁned “dominant” scale, such as the size of the bubbles or drops, that
is determined by the balance of surface tension and viscosity or inertia and where the appropriately chosen non-
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Fig. 4. The generation of vapor bubbles by nucleate boiling from a vertical wall. The bubble is shown at several times as it grows and rises along
the wall due to buoyancy. In the top frame the liquid velocity increases linearly with distance from the wall.
dimensional numbers are of the order of unity. Sometimes, however, we encounter much smaller scales. These are
often the results of interactions of elementary structures, such as the thin ﬁlm between colliding bubbles or drops
and—if the interaction results in topology changes—thin threads and tiny drops. Small scales can also emerge due to
additional physics that evolves on diﬀerent time and spatial scales than the ﬂow of the “dominant” structures. Many
authors have used various adaptive grid reﬁnement strategies to resolve these small-scale features. However, such
strategy generally consumes signiﬁcant fraction of the available grid resolution and carries considerable overhead.
Two things are generally true about the small-scale features: First of all, surface tension eﬀects are strong and that
keeps the geometry simple and, secondly, viscous eﬀects are strong so the ﬂow is simple. These are exactly the
characteristics that invite an analytical treatment and a rather obvious strategy is therefore to resolve the small-scale
motion using embedded analytical (or semi-analytical) descriptions that are coupled to a conventional numerical
treatment of the rest of the ﬂow. We have used this approach to capture small-scale processes for a few problems. In
Thomas, Esmaeeli and Tryggvason43, we used embedded analytical descriptions to capture the thin ﬁlm between a
sloping wall and a drop falling on it, and the subsequent sliding of the drop down the wall. Most of the ﬂow was well
resolved, but not the thin ﬁlm between the drop and the sloping wall and for it a thin ﬁlm model was used. Outside
the ﬁlm we applied the usual no-slip boundary conditions when computing the ﬂow ﬁeld, but where the ﬁlm was,
the wall-shear stress, as found from the ﬁlm model, was prescribed. Although the ﬁlm model that we used was very
simple, it allowed us to simulate the motion relatively accurately on a grid where the ﬁlm was not fully resolved.
Comparison with results from calculations done on a very ﬁne grid, where the ﬁlm was resolved, showed good
agreement and signiﬁcant diﬀerences with results from calculations where the analytical description was not used.
Although this simulation was for a relatively simple problem, where the location of the ﬁlm was easily identiﬁed, the
general approach should also work for more complex problems such as collisions of freely moving drops. This is also
the approach taken for the modeling of the micro layer for nucleate boiling, although relatively poor understanding of
the physics has proven to be an impediment to fully successful models.
The need for a multi scale approach can also come from additional physics, such as for mass transfer from bubbles,
where the large discrepancy in the diﬀusivity of mass and momentum leads to very thin mass boundary layers. The
physics is rather simple. Mass diﬀuses from the bubble surface and is then swept by the ﬂow toward the back where
it is carried away as the ﬂow separates. The Schmidt number is deﬁned as the ratio of viscosity and mass diﬀusivity
(S c = ν/D), where ν is the kinematic viscosity and D is the mass diﬀusivity) and for high Schmidt numbers, the
mass boundary layer is thin and can be diﬃcult to resolve numerically. To derive a description to capture the mass
transfer in a boundary layer that is so thin that it is not resolved, we decompose the scalar ﬁeld into two ﬁelds, one
resolved on the grid and the other captured by a boundary layer description. Since the advection-diﬀusion equation is
linear, in principle these two ﬁelds can evolve independently. Where the boundary layer remains thin, the boundary
layer accounts for all the mass that diﬀuses out from the bubble and the mass ﬁeld resolved on the grid does not
“know” about it. There is, in particular, no ﬂux of mass from the bubble to the grid-mass ﬁeld. For those parts of the
bubble surface where the boundary layer is thick, we transfer the mass from the boundary layer and follow it using
advection resolved on the grid. We note that while mass diﬀuses from the bubble into the boundary layer along its
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Fig. 5. The temperature ﬁeld around the bubbles in ﬁgure 4 at three times. In the frames on the left the ﬂuid is ﬂowing upward but on the right
there is no ﬂow.
entire length, mass only leaves the boundary layer where it is “thick.” In general, we can have several thick segments
of the boundary layer along the bubble surface and this results in several coupling points. The basic formulation of
this approach, along with results for two-dimensional ﬂows, is described in Aboulhasanzadeh et al. 44, where we tested
the accuracy of the model by comparing results using the boundary layer with calculations where the mass transfer
was fully resolved. Generally the agreement is very good. We have also compared the results of a three-dimensional
implementation with experimental results, specially designed to test our method, and with experimental correlations
from the literature, and in both cases we ﬁnd excellent agreement45. The new method has also been used to examine
in some detail the eﬀect that bubble-bubble interactions have on the mass transfer of freely moving bubbles46.
Thin ﬁlms have been coupled with computations of the rest of the ﬂow by other investigators47,48,41,49. Another
example of the use of an embedded analytical description can be found in Takagi et al. 50, where analytical solutions
to the Stokes equation are used to describe the ﬂow next to the surface of a solid particle. Furthermore, the point
particle model for dilute ﬂow of very small particles is yet another example of the use of an analytical solution for
small-scale processes in fully resolved computation of the rest of the ﬂow (the point particle model is often used for
larger particles, but this is an approximation). While several authors have explored the use of embedded analytical
descriptions for multiphase ﬂow simulations, this is still a fairly experimental approach that needs to be tested for
each new application. It is, however, very powerful when it works and as our experience with this approach to multi
scale modeling increases, it is likely that it will be possible to put it on a ﬁrmer theoretical foundation that allows us to
determine when it will work and when it does not, along with guidelines about how to ensure that the error is within
some prescribed bounds.
5. Conclusion
We conclude by brieﬂy mentioning yet another issue that is emerging as detailed DNS results for larger and larger
multiphase systems have become available. It has become increasingly clear that the most critical challenge for these
simulations to yield useful results is not that the simulations are not big enough but that the current multiﬂuid and
multiphase models are not sophisticated enough to make full use of the results. This is perhaps not surprising. With
only a few exceptions, the current state-of-the-art in modeling the large-scale or average behavior of multiphase ﬂows
is the two-ﬂuid model51,52. In studies of turbulent single-phase ﬂows the availability of DNS data has lead to the
development of a number of new models for the large-scale ﬂow that have in turn motivated new simulations. With
a few exceptions, attempts to use DNS results to help modeling eﬀorts are still rare. Perhaps the most intense eﬀort
has been by a group mostly located in Grenoble, who has published several papers on LES modeling of multiphase
ﬂows where the ﬁltered LES equations are derived, the unresolved terms identiﬁed and results of an a priori test
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Fig. 6. The distance of the centroid of the vapor bubbles in ﬁgure 4 from the wall versus time (top frame) and the volume of the bubbles versus
time (bottom frame).
are shown53,54,55,56. It is likely that further developments of the ideas presented in these papers, along with new
approaches, will be one of the more exciting development in the applications of DNS to multiphase ﬂows in the near
future.
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