Aspects of Quantum Fluctuations under Time-dependent External Influences by Uhlmann, Michael
Institut für Theoretische Physik
Fakultät Mathematik und Naturwissenschaften
Technische Universität Dresden
Aspects of Quantum Fluctuations under
Time-dependent External Influences
Dissertation
zur Erlangung des akademischen Grades
Doctor rerum naturalium
vorgelegt von
Michael Uhlmann
geboren am 10. Oktober 1978 in Dresden
Dresden 2007L
Eingereicht am 23. Mai 2007
1. Gutachter: Prof. Dr. Jan-Michael Rost
2. Gutachter: Dr. Ralf Schützhold
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Abstract
The vacuum of quantum field theory is not empty space but filled with quantum vacuum
fluctuations, which give rise to many intriguing effects. The first part of this Thesis addresses
cosmic inflation, where the quantum fluctuations of the inflaton field freeze and get ampli-
fied in the expanding universe. Afterwards, we turn our attention towards Bose-Einstein
condensates, a laboratory system. Since most of our calculations are performed using a
mean-field expansion, we will study the accuracy of a finite-range interaction potential onto
such an expansion. Exploiting the universality of quantum fluctuations, several aspects of
cosmic inflation will be identified in ballistically expanding Bose-Einstein condensates. The
effective action technique for calculating the quantum backreaction will be scrutinized.
Finally, we consider dynamic quantum phase transitions in the last part of this Thesis.
To this end two specific scenarios will be investigated: firstly, the structure formation during
the superfluid to Mott-insulator transition in the Bose-Hubbard model; and secondly, the
formation of spin domains as a two-dimensional spin-one Bose gas is quenched from the (po-
lar) paramagnetic to the (planar) ferromagnetic phase. During this quench, the symmetry
of the ground state is spontaneously broken and vortices (topological defects) form.
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1 Introduction
1.1 Motivation
The vacuum1 of quantum field theory possesses a rich and complex structure. Space is
not empty, but filled with quantum fluctuations – particles popping into existence only
to disappear again almost immediately after their creation. This process is permitted by
quantum mechanics since energy-time uncertainty, ∆E∆t & ~/2, places a bound on the
determinability of energy in a time interval ∆t. Quantum fluctuations are universal, they
occur for all kinds of particles and on all energy scales (though the time a virtual particle
can exist depends on its energy). The energy-time uncertainty indicates that vacuum fluc-
tuations are small. They are almost not perceivable in everyday life. Nevertheless, some
intriguing manifestations of this non-trivial vacuum structure can be observed even in the
macroscopic world. One of the most illustrious examples is the static Casimir effect [1–3]:
two perfectly-conducting plates placed in the vacuum experience a force. Due to the bound-
ary conditions at the mirrors, less modes fit in between than are permitted outside; the
vacuum structure is distorted. The different pressure exerted by the vacuum fluctuations
on either side of the plates results in a net force pushing the two plates either together or
apart (depending on the specific boundary conditions). The statical Casimir effect has been
verified experimentally for many different geometries [4–7].
The dynamic situation is even more interesting [3,8]: by moving one of the mirrors, it is
possible to amplify the quantum vacuum fluctuations. The virtual particles will be squeezed
out of the vacuum and converted into real particles. Again, this process is universal. In many
situations, quantum fields are exposed to some classical external time-dependent influences.
The quantum fluctuations respond to temporal variations of those external influences. If
the response time is much shorter than the typical variation time, the fluctuation evolve
adiabatically, i.e., they will stay in the ground state. Otherwise, non-equilibrium processes
will create real particles, i.e., deviations from the ground state, see, e.g., [9–12].
Dynamic quantum phase transitions represent a particular example for the non-adiabatic
evolution of vacuum fluctuations [13, 14]: consider a system containing two competing in-
1Throughout this Thesis, we will employ the notion of vacuum as synonym for the ground state of the
considered systems, in particular also for condensed-matter systems.
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teractions, whose relative strength can be tuned by virtue of an external parameter g. This
parameter could be the magnetic field or the pressure applied to a sample. Depending on
the value of g, different ground-state manifolds may become energetically favorable and the
system might develop different phases. In contrast to thermal phase transitions, quantum
phase transitions are driven by quantum rather than thermal fluctuations and thus might
occur at zero temperature as well. Quantum phase transitions are a genuine quantum
effect.
For instance, first-order transitions are
∆E
Figure 1.1: Sketch of a level-crossing (red
and blue lines) and of an avoided
crossing (dashed).
associated with a level crossing between two
competing ground states at a critical value
gc of the external parameter, see Fig. 1.1.
On either side of gc, different states consti-
tute the ground state of the system, e.g., the
system might develop a paramagnetic phase
on one side of gc and a ferromagnetic phase
on the other. The ground state becomes
degenerate at the critical point gc (which is
the phase-separating point at zero temper-
ature). Consequently, the energy gap ∆E
between these two states (i.e., the two crossing levels) narrows and finally vanishes when
approaching gc. In view of the energy-time uncertainty, ∆E∆t & ~/2, the typical (re-
sponse) time ∆t of the quantum fluctuations diverges for ∆E → 0. Hence, adiabaticity
will be violated when sweeping through the transition with a finite velocity |∂g/∂t| > 0.
Non-equilibrium processes will lead to the freezing and amplification of the vacuum fluctu-
ations. Similarly, a diverging response time (of the quantum fluctuations) will also occur in
dynamic higher-order quantum phase transitions.
Quantum fluctuations are a generic property of quantum field theory. Dynamic as well
as static effects associated with them occur at all scales and for all possible (quantum) fields.
In the aforementioned examples, we mainly focused on low energies, but it is believed that
quantum effects were also important in the early universe. According to our present standard
model of cosmology, the vacuum fluctuations of the inflaton field were amplified and frozen
during cosmic inflation2 thus creating small inhomogeneities [15–20]. It is believed that
these small inhomogeneities, generated at energies of order 1015 GeV, acted as seeds for the
later structure formation in the universe; i.e., the large-scale structures in the universe, e.g.,
galaxy clusters, (presumably) originate from small quantum fluctuations.
2A postulated period of accelerated expansion in the very early stages of cosmic evolution, which lead to
non-equilibrium effects. During cosmic inflation, the size of the universe increased by a huge factor. Since
such an accelerated expansion can only be sustained for equations of state with negative pressure, cosmic
inflation must be driven by non-ordinary matter, e.g., a quantum field – the inflaton field.
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Coming back to laboratory systems, the common technique of time-of-flight images used
in experiments on Bose-Einstein condensates shows parallels to cosmic inflation: when the
confining trap potential of the condensate is switched off, the gas cloud starts to expand
freely. Any spatial details of the condensate are scaled up. During the ballistic expansion
of the condensate, the quantum fluctuations (phonons) freeze and get amplified in the
expanding background; a small density contrast is generated. Though this laboratory effect
bears strong similarities to cosmic inflation, it occurs at energies of order 10−12 eV – a typical
scale which is 36 orders of magnitude smaller than that of cosmic inflation – and thus reveals
the universal character of the quantum fluctuations.
Quantum fluctuations are a generic property of quantum theory. By studying different
systems at different energies, system-specific effects might be identified and distinguished
from universal features. Thus, a better understanding of quantum fluctuations in general
could be attained. In view of the universal features of different quantum effects, it would
become possible to gain new insight into condensed matter systems as well as into physics
at ultrahigh energies (e.g., quantum gravity).
1.2 Outline
In this thesis, we will consider quantum fluctuations in various setups with particular empha-
sis on trapped quantum gases. In view of the rapid progress in the experimental capabilities
and the theoretically well-understood microscopic physics, quantum gases are particularly
well-suited for the study of quantum effects and thus offer many prospects for theoretical
and also experimental investigations. On the other hand, due to the universal character of
vacuum fluctuations, it is also believed that they were important during different stages of
early cosmic evolution, inter alia during cosmic inflation.
1.2.1 Cosmic inflation
It is believed that the size of the universe grew by a large factor (at least e60) during a phase
of accelerated expansion, cosmic inflation3, see Fig. 1.2. It was driven by a quantum field, the
inflaton, slowly decaying from an excited state (e.g., a false vacuum) into its true vacuum.
The small quantum fluctuations of the inflaton were frozen and amplified by the expanding
background. Neighboring points, which were in thermal equilibrium prior to inflation, were
dragged apart (during inflation) and soon lost causal contact. No signal emitted at either
3Cosmic inflation was introduced by A. Guth [19] in order to resolve the flatness and horizon problems
of cosmology. Without the enormous enlargement of the universe, the observed flatness and homogeneity
can (within the Friedman models of cosmology, e.g., [22, 23]) only be explained by fine-tuning the initial
values at big bang, e.g., the curvature or the energy content, to extremely high accuracy. In inflationary
theories, however, both problems are solved naturally: due to the immense growth, any initial curvature is
smoothed out and the entire (visible) universe could have originated from a small region in equilibrium.
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Figure 1.2: Schematic timeline of the cosmic evolution [21].
of them could reach the other one; they were concealed behind a particle horizon. As
the universe expanded, the wavelengths of vacuum fluctuations were continuously stretched
from microscopic (e.g., sub-Planck length4) to cosmological sizes.
The quantum fluctuations were amplified and frozen when causal contact between neigh-
boring nodes was lost [15–18, 20]. After inflation, the inflaton decayed into ordinary mat-
ter and (p)reheated the universe. The cosmos has become flat and contained almost
homogeneously-distributed energy, an imprint of which is still visible in the cosmic mi-
crowave background radiation as measured by the WMAP [21] satellite and, with higher
accuracy, by the future PLANCK [25] mission. The small anisotropies of order 10−5 in the
microwave radiation presumably arose from the amplified and frozen quantum vacuum fluc-
tuations of the inflation. Though originating from physics at highest energies (1015 GeV),
4By using algebraic combinations of the speed of light c, the Planck constant ~, and the gravitational
constant G, a fundamental scale, the Planck scale, can be defined, see, e.g., [24]. The Planck mass is defined
as mPlanck =
√
~c/G ≈ 1.221×1019 GeV/c2. It corresponds to a length lPlanck =
√
~G/c3 ≈ 1.616×10−33 cm
and a time TPlanck =
√
~G/c5 ≈ 5.39× 10−44 s. Since the Planck scale combines the fundamental constants
of quantum theory (~) and gravity (G), it is believed that the Planck scale plays an important role in a
(still not completely known) theory of quantum gravity.
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this small density contrast can be observed at much lower energies (10−4 eV).
With cosmic inflation acting as a huge magnifying glass, the microwave background,
see Fig. 1.2, might reveal some traces of physics at high energies [& O(1015 GeV)]. At
those scales, which are far beyond the capabilities of present and near-future ground-based
experiments like the LHC [26], new physics beyond the present standard model of particle
physics can be expected (see also Footnote 4 on Page 12). Since the amplification and
freezing of the quantum fluctuations occur at energies of order 1015 GeV, new physics at such
high energies & 1015 GeV might influence the (non-adiabatic) evolution of those fluctuations
and thus leave a distinct signature in the microwave background. We will consider a generic
modification of the inflaton field at high energies (Planck scale) in Chapter 2. The three-
point function of the quantum fluctuations will be calculated; a signal which should be
detectable (and discriminable) with the PLANCK satellite [25]. We will also address the
possibility of Lorentz violation in Chapter 2.
The experimental study of quantum effects at ultrahigh energies seems impossible with
present-day technology. Even in the case of (postulated) cosmic inflation and its traces in the
microwave background, we only observe the outcome of processes in the early universe. For
the investigation of quantum effects, this situation is not very convenient. On the other hand,
quantum fluctuations are universal and occur on all scales. Hence, by scrutinizing laboratory
systems which exhibit some similarities to the (anticipated) high-energy physics (cosmic
analogues), generic features of the quantum effects might be deduced. The theoretical and
experimental study of analogue systems may facilitate a better understanding of the physics
at ultrahigh energies.
1.2.2 Cosmic analogues in Bose-Einstein condensates
In 1981, W. G. Unruh [27] discovered the kinematical analogy between phonons (quantized
sound waves) propagating in an irrotational, inviscid fluid and a massless Klein-Gordon field
in the Painlevé-Gullstrand-Lemâıtre metric [28–30]. He thus opened new perspectives for
the study of quantum fields in curved space-times by means of model systems, e.g., sonic
analogues of the Hawking radiation [27]. An effective space-time description for phonons,
where the curvature is generated by the (superfluid) background flow, emerges as low-energy
limit of the well-known microscopic behavior. The influence of the full microscopic physics
on the quantum effects can be studied in theory and (in principle) also in experiment, see,
e.g., [31–34] for review. (We can thus study possible consequences of quantum gravity by
means of model systems.)
After the first experimental realization of Bose-Einstein condensation in dilute atomic
gases in 1995 [35, 36] and the rapid progress in this field since then, a suitable analogue
system with widely tunable parameters is available. Due to the rarefied state of atomic Bose-
Einstein condensates, the time-scale on which the equilibrium state is restored becomes long
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compared to typical response times of dense systems (such as superfluid He), so that out-
of-equilibrium phenomena become accessible within the typical time span of an experiment.
Thus the tightly controlled study of such phenomena, e.g., the amplification and freezing of
fluctuations and the generation of defects, becomes possible. We will discuss some aspects
of analogue gravity based on Bose-Einstein condensates in Chapter 3.
Bose-Einstein condensation occurs in a metastable phase, which can only be preserved
for dilute vapors, where the effective interaction range (the s-wave scattering length as) is
much shorter than the typical inter-particle separation. The stable phase would be solid. It
is therefore in general customary to approximate the two-particle interaction by a contact
potential Vint(r − r′) ∝ asδ(r − r′). For the classical background (the condensate fraction)
and low-energy excitations (quasi-particles), this description works sufficiently well. In the
high-energy limit, however, it can be expected to fail. For excitations with short wavelengths
(e.g., of order as), the finite range of the interaction potential becomes important. We will
investigate this aspect in Section 3.2 and also study the influence of the interaction potential
on the mean-field expansion (classical background plus linearized quantum fluctuations).
By placing a Bose-Einstein condensate in a highly-anisotropic trap, the motion in one or
two spatial directions can be frozen to the ground state. The condensate becomes effectively
lower dimensional. A derivation of the effective, lower-dimensional action will be presented
in Section 3.3. After linearization, the (lower-dimensional) action of the phonons can be
identified with that of a massless Klein-Gordon field in a curved space-time, where the
curvature is generated by the superfluid background flow. The derivation will be sketched
in Sec. 3.4. In view of this formalism, we can employ the methods and tools known from
general relativity in order to discuss the evolution of phonons in (strongly-confined) Bose-
Einstein condensates.
Figure 1.3: Sketch of comoving worldlines
(brown) in an expanding Bose-
Einstein condensate. An effec-
tive sound horizon for the (low-
energy) phonons closes in from
infinity after the condensate is
released from the trap. The ini-
tially free quantum fluctuations
(yellow) freeze and get amplified
(red) when they are stretched.
In particular, we will consider in Sec. 3.5 the ballistic expansion of quasi-two- and three-
dimensional condensates after they are released from the trap, see Fig. 1.3. In experiments,
the free expansion of a condensate after switching off the confining potential is often em-
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ployed in time-of-flight images to magnify any spatial details. This process resembles various
aspects of cosmic inflation: in both cases, quantum fluctuations evolve above a classical,
expanding background and any contained spatial structures are scaled up. In particular, the
quantum fluctuations freeze and get amplified. We calculated the (frozen) density-density
correlation spectrum for quasi-two-dimensional and three-dimensional setups in Sec. 3.5 and
make estimates of the effect for realistic experimental values.
Finally, we address the backreaction problem5 for Bose-Einstein condensates (i.e., the
influence of the quantum fluctuations onto the classical background) in Sec. 3.6. We will
derive an expression for the backreaction of the linearized quantum fluctuations onto the
classical background (e.g., the condensate part) ab initio, i.e., from the full field equations. In
view of the effective space-time approach introduced in Section 3.4, methods and techniques
known from general relativity can also be applied to Bose-Einstein condensates. The results
may be compared to those obtained in the ab initio calculation. In particular, we critically
examine the effective-action technique (see, e.g., [10]) in Section 3.6. Lacking a unique and
complete theory of quantum gravity, quantum fluctuations in general relativity are treated
as small perturbations above a classical background. Some implications, e.g., concerning
the validity of effective-action technique, might be deduced from the consideration of this
laboratory systems (analogue systems).
A discussion of our results closes Chapter 3.
1.2.3 Quantum phase transitions
In systems where the energy spectrum of the Hamiltonian can be varied by means of an
external parameter g, a quantum phase transition may occur [13, 14]. For instance, in
first-order quantum phase transitions, two competing ground states cross at a point gc.
On either side of the level crossing, different phases form the ground state. The energy
gap between these two states diminishes when approaching the critical point, ∆E → 0 as
g − gc → 0. Hence, the response time of the quantum fluctuations diverges (due to energy-
time uncertainty ∆E∆t & ~/2). They cannot follow the changing spectrum when sweeping
through the transition with a finite velocity |∂g/∂t| > 0, i.e., they evolve non-adiabatically
and thus freeze and get amplified. A complex correlation pattern, similar to that observed
in the cosmic microwave background radiation, might develop during a (dynamic) quantum
phase transition. It has even been suggested that the idea of cosmic inflation itself is only
our distorted view of a quantum phase transition [37].
5Similarly to the two parallel plates, which experience the Casimir force owing to the vacuum fluctuations,
any inhomogeneous background will distort the vacuum structure of a quantum field Φ̂ as well, see, e.g.,
[9–11]. For example, a curved space-time M might imply a spatially varying energy-momentum tensor 〈T̂µν〉
of Φ̂, which, by virtue of the Einstein equation of general relativity Gµν = κTµν , might react back on the
space-time M and thus change its curvature.
16 1 Introduction
Apart from the creation of small inhomogeneities, a second interesting issue concern-
ing quantum phase transitions regards the possible creation of topological defects via the
quantum analogue of the Kibble-Zurek mechanism: if the ground states on either side of
the transition possess different non-trivial symmetries, spontaneous symmetry breaking may
occur when sweeping through the critical point [38–40].
For example, consider a two-dimensional
quench
(b)(a)
Figure 1.4: An initially homogeneous polar
state (a) decays into a ferromag-
netic phase (b), where each do-
main possesses a distinct magne-
tization (blue arrows) and vor-
tices may form (red circles).
system, which is initially prepared in a polar
(rotationally symmetric) state and which de-
cays into a ferromagnetic state [broken SO(2)
symmetry], see Fig. 1.4. When the tran-
sition sets in, the quantum fluctuations of
the magnetization are amplified into differ-
ent directions at different spatial points. A
complex ferromagnetic domain structure de-
velops in the successive evolution. The di-
rection of the magnetization in each domain
is distinct. During the domain formation,
stable topological defects (i.e., vortices), with the magnetization pointing either away from
or towards an unmagnetized vortex core, might be created. Note that the interplay of spa-
tial dimensionality and the broken symmetry is crucial for the occurrence of those defects.
For instance, if we considered the same SO(2)-breaking process in three spatial dimensions,
no stable (point-like) vortices would form.
By means of condensed matter systems (in particular superfluids and ultracold atomic
gases), we are able to study some aspects of dynamic quantum phase transitions and the
possible defect creation via the quantum analogue of the Kibble-Zurek mechanism during
symmetry-breaking transitions [38–40]. Again, the study of these specific situations might
facilitate a better understanding of quantum phase transitions in general. In contrast to
the effective space-time analogy in (super)fluids, which is based on similar equations of
motion for the linearized fields, the analogy of quantum phase transitions extends beyond the
linearized action. In the vicinity of the critical point (where the non-equilibrium processes
occur), the (effective) action for the full field operators may assume an analogous form in
various systems, e.g., the potential in a laboratory condensed-matter system might resemble
the well-known “Mexican hat” known from the Higgs mechanism of quantum field theory.
Two particular cases of quantum phase transitions in quantum gases will be considered
in Chapter 4. Section 4.1 treats the amplification and freezing of quantum fluctuations in
the Bose-Hubbard model, which describes a relatively simple setup of bosons being placed
in a lattice, see Fig. 1.5. They repel each other if at the same site and might tunnel to
neighboring sites. The Hamiltonian consists of two contributions: firstly, the repulsion per
lattice site, which is proportional to the filling squared, n̂2a, and has a strength U . And
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secondly, a kinetic term which is proportional to the filling n̂a and describes the hopping
between different lattice sites with a tunneling rate J . If the repulsion is small compared to
the tunneling, the ground state of the system is a superfluid with long-ranged correlations
and gapless excitations. In the other extremal case of negligible hopping, the Mott insulator
phase becomes the ground state in systems with commensurate filling, 〈n̂a〉 ∈ N (fixed
chemical potential, µ = const). The bosons are pinned to the lattice sites (which have integer
filling numbers) and adjacent sites are almost uncorrelated (i.e., only very short-ranged
correlations exist). For incommensurate fillings, a small superfluid fraction is retained even
when the tunneling probability is small [41].
Figure 1.5: If the hopping term dominates in
the Bose-Hubbard Hamiltonian, the
atoms are delocalized and the sys-
tem becomes superfluid with long-
range phase correlation (a, left) A
sharp peak appears in time-of-flight
images (a, right). In the tunneling
between different sites is negligible, a
Mott insulator develops for commen-
surate filling, where the atoms are
pinned to the lattice sites (b, left).
The phase correlations decay and the
sharp peak vanishes (b, right) [42].
In Sec. 4.1, we study the initial amplification and freezing of the quantum fluctuations
when sweeping from the superfluid to the Mott insulator via a time-dependent tunneling
strength J(t) ∝ e−γt with a finite velocity γ. The on-site number variations and the decaying
off-site correlations depending on the sweep rate γ will be derived. The long-ranged order
characteristic for the superfluid phase also decays during the quantum phase transition, see
Fig. 1.5. As a further experimental signature of the decaying condensate part, we propose
the sweep-rate dependent temporal shrinkage of the superfluid fraction in a ring-shaped
persistent-current setup.
In the second example, we address in Sec. 4.2 the defect (vortex) creation in symmetry
breaking quantum phase transitions, see Figures 1.4. Inspired by a recent experiment [43],
we investigate an effectively two-dimensional spinor Bose condensate. Initially, it is prepared
in the polar (paramagnetic) state. At high external magnetic fields, this state is energet-
ically favorable due to the quadratic Zeeman shift. When lowering the field strength, the
condensate undergoes a phase transition and develops a complex ferromagnetic domain
structure. We derive the typical domain size and establish a scaling law for the standard
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deviation of the winding number (i.e., the excess defect number) with the system size. The
generalization to SO(D)-breaking transitions in D-dimensional spaces will be discussed.
Conclusions and outlook in Chapters 5 and 6 close this Thesis.
1.3 Notation
Throughout this Thesis, we will use natural units with ~ = c = 1. The speed of light
c should not be confused with the speed of sound cs, which we will not set to 1. We
will also employ the sum convention throughout this work; whenever tensor indices occur
twice (one covariant and one contravariant), they will be summed over. Lowercase Greek
indices µ, ν etc. will label space-time components and run from 0 (time) to 3 (space). The
spatial components shall be denoted by lowercase Latin letters starting from i, i.e., i, j etc.
In contrast, the lowercase Latin letters from the first part of the alphabet describe more
general indices, e.g., a, b ∈ Z or a, b ∈ {0,±1}.
2 Traces of new physics in the cosmic
microwave background?
2.1 Introduction
According to our present standard model of cosmology, the small anisotropies observed in
the cosmic microwave background originate from small quantum fluctuations at very high
energies. These quantum fluctuations were amplified and stretched during cosmic inflation,
a phase of accelerated expansion in the very early universe [15, 17–19], see also Fig. 1.2. It
was suggested by A. Guth in 1981 [19] as an add-on to big bang models in order to resolve
the flatness and horizon problems of cosmology. Tiny regions of space are blown up to
cosmological scales.
The expansion is, in the simplest models, driven by the homogeneous inflaton field, which
slowly decays into its proper vacuum state. At the end of inflation, the inflaton field rapidly
decays into ordinary matter and thus pre- and reheats the universe – with an uniform energy
distribution over domains larger than the visible universe. The homogeneity displays itself
in the cosmic microwave background radiation, a remnant from the time of decoupling of
matter and radiation roughly 300,000 years after the big bang. The thermal photons did not
interact any more with the matter and their temperature diminished due to the expanding
background. The microwave background was discovered coincidentally by A. A. Penzias
and R. W. Wilson in 1964, and showed the anticipated homogeneity and isotropy with the
same black-body spectrum in all directions. The recent WMAP mission [21, 44] measures
its temperature to 2.725K with anisotropies of order 10−5, see also Figure 2.1. These
small anisotropies can be traced back in time, thereby undoing the red-shift through the
expanding background, eventually to the quantum fluctuations of the inflaton at extremely
short length scales, i.e., ultrahigh energies of order 1015 GeV [15,17,18,20]. Hence, the cosmic
expansion acts as a huge microscope and physics at ultrahigh energies becomes accessible
to observation. In particular, the new physics, which is believed to occur at the Planck
scale of 1019 GeV, see also Footnote 4 on Page 12, might leave observable traces. Inspired
by superfluid analogues (e.g., Bose-Einstein condensates, cf. Chapter 3), we will introduce a
phenomenological modification to the action of the inflaton field and study its influence on
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the cosmic background radiation. Such a modification may arise generically from nonlinear
Lorentz-preserving physics at ultrahigh energies (Planck scale). We will also address the
possibility of Lorentz violation.
Figure 2.1: Anisotropies (of order 10−5) in the cosmic microwave background radiation
measured by the WMAP [21] satellite.
2.1.1 Definition of inflation
A homogeneous and isotropic space-time – like the observable universe – is most conveniently
described in terms of the Friedman-Robertson-Walker-Lemâıtre metric, see, e.g., [15,22,23]
ds2 = dt2 − a2(t)
[
dρ2
1 −Kρ2 + ρ
2(dθ2 + sin2 θ dφ2)
]
, (2.1)
where t is the physical time, ρ the comoving radial coordinate, and a(t) the scale factor,
i.e., the size of the universe. After a suitable redefinition of the radius ρ, the curvature K
can assume the values K = −1 for open (hyperboloid), K = 0 for flat and K = +1 for
closed (3-sphere) spaces. Due to the tremendous increase of the scale factor a(t) by many
orders of magnitude during inflation, any physical length r = a(t)ρ will be stretched by a
huge factor. The universe eventually becomes nearly flat, regardless of its initial curvature.
Hence, we will consider only K = 0 from now on. Cosmic inflation is defined as a phase of
accelerated expansion [15], in terms of the scale factor a(t), this condition reads
Inflation ⇐⇒ ä > 0 , (2.2)
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where a dot means differentiation with respect to physical time t. Adopting the usual
definition for the Hubble parameter H = ȧ/a, as characteristic scale of the expanding
universe, this condition can be rewritten as
d
dt
1
Ha
< 0 , (2.3)
i.e., the comoving Hubble length decreases with time during inflation.
2.1.2 Horizons
Aside from the well-known event horizons of static black holes, which mark the boundary
from which nothing can escape the gravitational pull of the black hole, other horizon concepts
are more important in cosmology [15,22–24,45,46]. For instance, the particle horizon refers
to a chosen space-time trajectory xµ(t) = (t, r = const). The future particle horizon is the
boundary of a space-time region, which can be reached by signals emitted on the trajectory
at a time t, see Fig. 2.2. For the highly-symmetry metric (2.1), we can calculate the
(comoving) distance a photon emitted at a time t can travel
∆ρfuturehorizon(t) =
∞∫
t
dt′
a(t′)
. (2.4)
If the above integral converges to a finite value, a particle horizon occurs. It is then given
by a 3-sphere with comoving radius ∆ρfuturehorizon around the trajectory x
µ(t).
Similarly, the past particle horizon can be defined as the border of a space-time region,
from which no signals can reach an observer at time t. Assuming that the big bang occurred
at t = 0, the comoving horizon radius follows (for homogeneous and isotropic geometries)
∆ρpasthorizon(t) =
t∫
0
dt′
a(t′)
. (2.5)
The past particle horizon with radius ∆ρpasthorizon occurs when the integral (2.5) is finite.
However, a main inconvenience of the concept of a particle horizon is that we need to know
the space-time metric at all times in the past/future.
In contrast to a particle horizon, the notion of an apparent horizon requires the knowledge
of the space-time at one instant of time only. It is closely related to trapped surfaces.
Consider a space-like two-surface and two null-geodesics (light) orthogonal to it: if any
two null-geodesics can (at least initially) only travel in one direction, the surface is said to
be trapped. The apparent horizon is the boundary of a trapped region (i.e., on one side
of the horizon all space-like two-surfaces are trapped, whereas those on the other side are
not). However, one should be aware that this definition depends on the specific choice of
coordinates (time-slicing). Furthermore, a trapped surface need not stay trapped forever.
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t
Figure 2.2: Lightcones (red) and comoving world-
lines (brown) in the Friedman-Robertson-
Walker-Lemâıtre space-time (2.1) during
cosmic inflation. As the universe expands,
the comoving lightcones (red) narrow (in
physical time t). Hence, the distance a
ray of light can travel in a time interval
(t, t+∆t) diminishes, see also Eq. (2.4). If
this distance is finite for ∆t ↑ ∞, i.e., the
interval (t,∞), a (future) particle hori-
zon occurs. Due to the temporal shrink-
age of this horizon during inflation, ini-
tially freely oscillating fluctuations (yel-
low) might freeze and get amplified.
(The apparent horizon is only defined with respect to one instant of time and does not cover
the evolution of the space-time. Conversely, the definition of the particle horizon includes
and requires the knowledge of the full dynamics of the space-time.)
Let us apply the concept of an apparent horizon to an expanding Friedman-Robertson-
Walker-Lemâıtre space-time (with physical distance r and proper time t). Due to homogene-
ity and isotropy, the velocity field of local freely-falling frames is given by v0(t, r) = ȧ(t)ρ.
Since any particle contained inside these frames can at most travel at the speed of light
c = 1, all particles will be dragged away from the origin, i.e., the observer, if the expansion
velocity exceeds the speed of light v0(t, r) > 1. Hence, for the apparent horizon follows
rhorizon =
1
H
, (2.6)
i.e., it is just given by the Hubble length. In the following, we will use both terms, Hubble
length and horizon, synonymously.
2.1.3 Quantum fluctuations during inflation
According to our present standard model of cosmology, the small anisotropies observed in
the cosmic microwave background originate from the quantum fluctuations of the inflaton
field during inflation [15,17,18,20], which is characterized by a shrinking (comoving) Hubble
length 1/Ha, cf. Figure 2.3. The comoving wavelength λ of a given quantum fluctuation
remains constant. Hence, both quantities, 1/Ha and λ, will eventually be equal at some
time. Neighboring nodes of this mode λ will lose causal contact and cannot interact any
more; they are concealed behind an apparent horizon. The quantum fluctuations freeze
in and get amplified. With the decay of the inflaton field at the end of inflation, the
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amplified and frozen vacuum fluctuations with wavelength λ are transformed into a small
density contrast with the same typical scale λ in the energy distribution. After inflation,
the comoving Hubble radius, and thus the region in causal contact, grows again. Since
the scale of the inhomogeneities generated by a fluctuations with wavelength λ remains
constant, it eventually equals the horizon size once again, cf. Figure 2.3. The increasing
horizon reveals the inhomogeneities and an imprint of them becomes visible in the cosmic
microwave radiation.
1/
H
a
t
λ
Inflation
Figure 2.3: Schematic evolution of a mode with comoving wavelength λ (blue line) and of
the comoving Hubble length 1/Ha (red line) during different stages of cosmic
evolution. Inflation is characterized by a decreasing comoving Hubble length
(apparent horizon), whereas it increases before and afterwards. Consequently,
λ equals the horizon size twice: firstly, during inflation, when the mode leaves
the horizon and its fluctuations freeze and get amplified; and, secondly, when
the growing horizon after inflation releases the mode again. The frozen and
amplified quantum vacuum fluctuations are revealed (see Fig. 2.1). Similarly, λ
could also be interpreted as size of a space-time region, which is homogeneous
and in causal contact prior to inflation, but loses contact at some time during
inflation. At the second horizon crossing, this homogeneous region becomes
visible again.
In view of the tremendous enlargement of the scale factor a(t) during cosmic inflation,
the proper (physical) wavelength a(t)λ is stretched by a huge factor as well; inflation acts
as a cosmic microscope and the modes are red-shifted. By undoing this enormous red-shift,
we can trace the anisotropies observed in the cosmic microwave radiation back in time to
ultrahigh energies (such as the Planck energy and beyond). Energies which are inaccessible
with present or (near) future terrestrial experiments, e.g., particle accelerators such as the
Large Hadron Collider [26]. This observation entices the question of whether one might
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detect signatures of new interactions (such as quantum gravity) beyond the standard model
of particle physics in the anisotropies.
2.1.4 Modifications at highest energy
Several different approaches for such expected deviations from our known laws of physics
at highest energies have been investigated already. One possibility to change the physics at
small distances is a modification of the dispersion relation of the inflaton field, implying a
breakdown of the Lorentz invariance (which would then be just a low-energy symmetry),
see, e.g., [47–53]. It was also shown that an explicit short-distance cut-off has a potentially
measurable effect on the spectrum [54]. Possible backreaction effects resulting from ultravi-
olet modifications have been considered in [55] and a possible change of the propagator for
the inflaton while preserving the local Lorentz invariance has been studied in [56]. Several
authors have investigated different effects that result from a modification of the commuta-
tion relations at high energies such as [x̂a, p̂b] = i~δab(1 + ηp̂
2), see, e.g., [57–63]. Finally,
the impact of different choices of the initial vacuum state has been considered in [64–68],
for example.
These references [64–68] already illustrate the importance of considering the correct
initial state. One could obtain basically arbitrary results by changing the initial state
correspondingly. Furthermore, the aforementioned investigations were mainly devoted to
linear fields, whereas one would expect new physics such as quantum gravity to impose
nonlinear corrections, i.e., interactions, as well. Therefore, a rather general nonlinear low-
energy effective action for the inflaton field (interacting quantum fields in classical curved
space-times) will be considered in this Chapter and the corrections due to new physics at
ultrahigh energies in the anisotropies of the cosmic microwave background will be calculated.
For simplicity, we assume the Planck scale to be the characteristic scale for new physics from
now on, but our results can easily be generalized.
2.2 Generic modifications at high energies
During the relevant phase of inflation, the space-time can be approximated by the de Sitter
metric, which is a flat Friedman-Robertson-Walker-Lemâıtre metric (2.1) with an exponen-
tially growing scale factor a(t) = eHt, where H is Hubble’s constant
ds2 = dt2 − e2Htdρ2 = a2(t)[dτ 2 − dρ2] . (2.7)
Here, t and τ denote proper and conformal time, respectively. Assuming locality and co-
variance (non-covariant terms will be discussed later), the most general low-energy effective
action for a scalar field can be represented in a gradient expansion and reads
L = A(ϕ) + (∂ϕ)2B(ϕ) + (∂ϕ)4C(ϕ) + O[(∂ϕ)6] , (2.8)
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with (∂ϕ)2 = (∂µϕ)(∂
µϕ) and arbitrary coefficient functions A(ϕ), B(ϕ), and C(ϕ). Assum-
ing low-energy stability B(ϕ) > 0 and adopting the usual field redefinition dφ =
√
2B(ϕ) dϕ,
we get1
L =
1
2
[
(∂φ)2 − V (φ) + (∂φ)4W (φ)
]
+ O[(∂φ)6] . (2.9)
The first two terms correspond to the usual scalar field theory whereas the third contribution
of this low-energy effective action is a remnant of new physics (e.g., the interaction with
massive gravitons) at ultrahigh energies. Identifying the scalar field φ with the inflaton field
and using the slow-roll approximation (the inflaton field rolls down the potential slowly,
see, e.g., [15]), we assume the two-point potential of chaotic inflation V (φ) = m2φ2 and
a constant four-potential W (φ) = W , but our main results can be easily generalized to
other potentials (terms like λφ3 will be discussed below in Section 2.3). Adopting a mean-
field ansatz for the inflaton field, it can be split into a classical background field φ0 plus
its quantum fluctuations φ(τ,ρ) = φ0(τ) + Φ(τ,ρ). In the usual slow-roll approximation
m ≪ H, the slowly decaying classical background solution reads φ0(t) ∝ exp(−m2t/3H),
and the Lagrangian for the fluctuations is given by
L =
∫
d3ρ
{
a2
2
[
(∂τΦ)
2 − (∇ρΦ)2
]
− ag
[
(∂τΦ)
3 − (∂τΦ)(∇ρΦ)2
]}
+ O[(∂φ)6] + O[Φ4] + O[g2] , (2.10)
with g = 2W∂φ0/∂t ≈ −2φ0Wm2/(3H) denoting a roughly constant effective coupling
strength. Note that the interaction term (∂φ)4 in the Lagrangian (2.9) also implies small
corrections such as Φ̇2 and thus a small redefinition of the propagation speed ceff and the
amplitude of the inflaton field Φ etc. As usual during inflation, the mass term m2Φ2 can be
neglected for the fluctuations Φ due to m≪ H. With the main interest lying on the three-
point function, higher-order terms O[Φ4] will not be considered, but the associated four-point
contribution can be calculated via the same formalism (see discussion in Subsection 2.3.1).
For the sake of brevity, stating the higher-order corrections O[(∂φ)6] + O[Φ4] + O[g2] will be
omitted from now on.
After a Legendre transformation and subsequent quantization, the low-energy effective
Hamiltonian density is obtained
Ĥ =
1
2
[
Π̂2
a2
+ a2(∇ρΦ̂)
2
]
+ g
[
Π̂3
a5
− Π̂
2a
(∇ρΦ̂)
2 − (∇ρΦ̂)2
Π̂
2a
]
. (2.11)
The explicit time-dependence of this Hamiltonian can partly be removed via the (time-
dependent) canonical transformation Π̂ → aΠ̂ and Φ̂ → Φ̂/a generated by the squeezing
1To first order (in W or g), which is the desired accuracy, we can eliminate terms containing ϕ (which
would complicate the Hamiltonian analysis) after an integration by parts as well as by using the equation
of motion for ϕ. The same applies to contributions of the type ϕ2(∂µ∂νϕ)(∂
µ∂νϕ) etc.
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operator Ŝ, giving rise to an additional term to the Hamiltonian: in the squeezed repre-
sentation with the Schrödinger equation i d(Ŝ|Ψ〉)/dτ = ĤS(Ŝ|Ψ〉), the Hamilton density
reads
ĤS =
1
2
[
Π̂2 + (∇ρΦ̂)
2
]
− aH
2
[
Φ̂Π̂ + Π̂Φ̂
]
+
g
a2
[
Π̂3 − 1
2
Π̂(∇ρΦ̂)
2 − (∇ρΦ̂)2
1
2
Π̂
]
= Ĥ0 + ĤH + Ĥg . (2.12)
This form allows for an intuitive physical interpretation: due to the cosmic expansion a =
eHt, the modes are being continuously stretched and hence the effects of the interactions
Ĥg ∝ 1/a2 decrease with time whereas the influence of the expansion ĤH ∝ a increases.
2.2.1 Initial state
Since the interactions are strong at early times, the derivation of the correct initial state
requires the treatment of strongly interacting quantum fields in curved space-times, which is
a non-trivial task, cf. [10]. Let us consider the evolution of the modes in more detail: due to
spatial homogeneity, the comoving wavenumber κ corresponding to a spatial dependence of
eiκ·ρ remains constant – but the physical wavenumber k = κ/a decreases (stretching). Hence
modes with different κ leave the Planck scale at different times, i.e., when κ/a = O[MPl].
Assuming that the rate of the cosmic expansion given by the Hubble parameter H is much
slower than the internal evolution rate of these Planckian modes (scale separation H ≪MPl),
the most natural initial state is the adiabatic vacuum state, cf. [10]. During the further
expansion, the wavelength increases until κ/a ≪ MPl holds and the low-energy effective
action (2.9) becomes valid2. In view of the adiabatic theorem, the modes evolve adiabatically
and hence stay in the adiabatic vacuum as long as the external time-dependence due to the
cosmic expansion is slow compared to the internal dynamics. If now an intermediate time
τ0 was chosen such that H ≪ k/a(τ0) ≪ MPl, the effects of both, the cosmic expansion ĤH
and the interaction Ĥg, are small and can be treated as perturbations. As a result, the
quantum state (adiabatic vacuum) of these modes at that time τ0 can be derived via the
adiabatic expansion, see Appendix A
|in(τ0)〉 = N0|Ψ0〉 − i
∑
n>0
|Ψn〉
(
〈Ψn|(∂τ ĤS)|Ψ0〉
∆E2n
+
i
∆En
d
dτ
〈Ψn|(∂τĤS)|Ψ0〉
∆E2n
)
+ O[H3] ,
(2.13)
where |Ψn〉 are the instantaneous eigenvectors of the Hamiltonian ĤS =
∫
d3ρ ĤS with
appropriate phases and N0 = 1 + O[H
2] is a normalization. For g = 0, the Hamiltonian
Ĥ0+ĤH can be diagonalized exactly (i.e., to all orders in H) via a Bogoliubov transformation
2Here, it is assumed g = O(1/M2
Pl
), but it would be sufficient to demand gH2 ≪ 1 and to replace MPl
by 1/
√
g, i.e., H ≪ κ/a(τ0) ≪ 1/
√
g.
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âκ = ακb̂κ + βκb̂
†
−κ (where b̂
†
κ, b̂κ are the creation and annihilation operators diagonalizing
Ĥ0 and âκ, â
†
κ are those for Ĥ0 + ĤH). Up to second order in H (the desired accuracy), the
Bogoliubov coefficients ακ and βκ read αk = 1+ iaH/2κ and βk = iaH/2κ−a2H2/4κ2. The
remaining corrections can be calculated with stationary perturbation theory
|Ψn〉 = |Ψ0n〉 +
∑
m6=n
|Ψ0m〉
〈Ψ0m|Ĥg|Ψ0n〉
E0n − E0m
+ O[g2] , (2.14)
where (Ĥ0 + ĤH)|Ψ0n〉 = E0n|Ψ0n〉 are the unperturbed eigenstates obtained via the aforemen-
tioned Bogoliubov transformation.
2.2.2 Final state
The impact of the cosmic expansion ĤH on the modes increases with time and their evolution
finally becomes non-adiabatic when κ/a = O[H], i.e., when they cross the horizon and
freeze. Therefore, in order to calculate the final state, it is advantageous to switch from
the Schrödinger representation (thereby undoing the canonical transformation Ŝ etc.) to
the interaction picture: the Heisenberg operators carry full dynamics for the unperturbed
problem Ĥ0 + ĤH to all orders in H (cf. [15, 17])
Φ̂ =
∫
d3κ√
2κ(2π)3
(
1
a
+ i
H
κ
)
eiκ·ρ+iκ/(Ha)âκ + H.c. (2.15)
Note that âk annihilates the adiabatic vacuum (2.13) for vanishing g, which can be used as
a consistency check. The remaining small interaction Hamiltonian Ĥg acts on the quantum
state, which enables us to calculate the final state via time-dependent perturbation theory
|out(τ)〉 =

1 − i
τ∫
τ0
dτ ′ Ĥg(τ)

 |in(τ0)〉 + O[g2] . (2.16)
As another test of the consistency of the used formalism, one may check that the resulting
final state |out(τ)〉 is indeed independent of τ0 as it should be. Since the imprint of the
modes observed today in the microwave background radiation froze well before the end of
inflation, one may approximately extend the integration to infinite proper time t = ∞,
which corresponds to vanishing conformal time τ = 0.
2.2.3 Three-point function
With the final state obtained after performing the integration, we can calculate the three-
point function of the frozen fluctuations (which then generate the anisotropies of the cosmic
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microwave background radiation) and obtain (after some algebra) the following spectrum
〈Φ̂(ρ1)Φ̂(ρ2)Φ̂(ρ2)〉
= −gH5
∫
d3κ1 d
3κ2 d
3κ3
(2π)6
δ(κ1 + κ2 + κ3)
κ1κ2κ3
exp{i(κ1 · ρ1 + κ2 · ρ2 + κ3 · ρ3)}
×
(
3
κ3+
−
{
e2 · e3
κ3+
+
1
κ+
e2 · e3
2κ2κ3
+
e2 · e3
2κ2+
(
1
κ2
+
1
κ3
)
+ perm.
})
× (1 + O[H] + O[g]) , (2.17)
with the abbreviations κ+ = κ1 + κ2 + κ3 and ej = κj/κj . The remaining permutations
(denoted by “perm.”, i.e. κ1 → κ2, κ2 → κ3, and κ3 → κ1 etc.) have to be included as well.
The spectrum is scale invariant as one would expect since the sequence: leaving of Planck
scale and stretching → horizon crossing and freezing occurs on all scales (just at different
times). The first contribution 3/κ3+ on the second line results from the Π̂
3-term whereas
the remaining ones appear because of the Π̂(∇ρΦ̂)
2-term in the interaction Hamiltonian Ĥg
[see Eq. (2.12)].
An estimate of the relative size of this non-Gaussian contribution 〈Φ̂Φ̂Φ̂〉 can be obtained
by comparison to the (Gaussian) two-point function 〈Φ̂Φ̂〉
〈Φ̂Φ̂Φ̂〉√
〈Φ̂Φ̂〉3
= O[gH2] = O[φ0W (φ0)m
2
H] ≪ 1 . (2.18)
Note that m can be eliminated with the classical equations of motion and the Friedman
equation (see, e.g., [22,23]), i.e., gH2 = O[φ0Wm
2H] = O[WH3M2Pl/φ0]. Usually the typical
scale of new physics such as quantum gravity is expected to be the Planck scale. Therefore,
one would naturally assume that the coupling behaves according to W ∼ 1/M4Pl if W did
not depend on φ0. In this case, the relative size of the effect would be suppressed with
H3/M3Pl and thus probably hard to measure.
However, one should also bear in mind that the usual picture of inflation involves a large
value of the inflaton field φ0 ≫ MPl and hence W (φ0) could be much bigger than 1/M4Pl.
Similarly, the inflaton potential V (φ) could differ from m2φ2 or the scale for new physics
might differ from the Planck scale. In all these cases, the effect could be far stronger than
H3/M3Pl. As another, more speculative option, Ref. [37] mentions the idea that our picture
of cosmic inflation might only provide a distorted view on a quantum phase transition (see
also Chapter 4) in the early universe – in which case H/MPl needs not to be very small.
On the other hand, the employed formalism only works if gH2 ≪ 1 holds, i.e., if the
relative size of the effect (2.18) is small compared to one (which is consistent with the
observations [21]). Given these two extremal cases, the possible range of the fNL parameter
(see, e.g., [69]) frequently used as a measure of the nonlinearity is very wide and covers
values from fNL ≪ 1 to fNL ≫ 1. Taking the wavenumbers of the modes κi to be equal3,
3Strictly speaking, the fNL parameter depends on all κ-values since the spectrum does not factorize.
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one obtains (see also [69–71]).
fNL = O[Wφ̇
2] = O
[
gH2
MPL
φ
MPL
H
]
(2.19)
Therefore even with gH2 ≪ 1 the parameter fNL might be greater than one.
2.3 Discussion
Assuming locality and covariance, the most general low-energy effective action of the scalar
inflaton field (including possible remnants from Planckian interactions) was derived via a
gradient expansion. Based on this ansatz, a formalism for the treatment of this (strongly)
interacting quantum field theory in a curved space-time and the derivation of the quantum
state via the adiabaticity assumption was presented in this Chapter. The induced spectrum
of the three-point function – which is quite robust against uncertainties in cosmic evolution
– was predicted. The spectrum (2.17) can be clearly distinguished from other effects such
as a λΦ̂3-term, see Subsection 2.3.1, making the three-point function a promising observ-
able. This concrete prediction of the explicit spectrum facilitates a refined search in the
present/future WMAP [21] and PLANCK [25] data with good statistics and hence high
sensitivity. Abandoning covariance, it might even be possible to detect violations of the
Lorentz invariance at the Planck scale, see Subsection 2.3.2.
2.3.1 Generalizations
Let us discuss the impact of momentum-independent interaction terms such as λΦ̂3 [in
contrast to contributions like (∂Φ̂)4], which occur if the potential V is not just given by
the mass term V (φ) 6= m2φ2. In contrast to Ĥg, these momentum-independent interac-
tion terms become important at late times. Hence the three-point spectrum generated
by the λΦ̂3-term can be derived from time-dependent perturbation theory and behaves
as κ+/(κ1κ2κ3)
3. This spectrum is dominated by large length scales and thus not scale
invariant – which should make it easy to distinguish between the effects of the momentum-
independent interaction λΦ̂3 and those generated by high-energy (Planckian) interactions
such as the spectrum (2.17). A non-trivial φ-dependence of the four-point potential W (φ)
does not affect the calculated three-point function significantly in the slow-roll regime, but
could have consequences for the higher-order contributions.
The derivation of the four-point function can be accomplished by means of the same
formalism – but necessitates higher orders in the adiabatic expansion etc. The relative size
of the non-Gaussian contribution (compared to the Gaussian part of the four-point function,
for example) can roughly be estimated via O[WH4]. Hence the comparison of the relative
sizes of the non-Gaussian contributions of the three-point and the four-point functions,
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respectively, yields the unknown ratio Hφ0/M
2
Pl, which could be used to obtain additional
information about inflation.
2.3.2 Lorentz invariance
So far, we assumed the Planckian interactions to respect local Lorentz invariance, and thus
start with the covariant action (2.9). However, it may well be that the usual local Lorentz
invariance is just a low-energy symmetry and broken at the Planck scale4. In this case,
many more terms can occur in the low-energy effective action – even if, complying with
the cosmological principle, spatial homogeneity and isotropy are still demanded: first of all,
bilinear terms such as (∂2Φ̂/∂τ 2) and (∇2ρΦ̂)
2 exactly correspond to a change in the disper-
sion relation mentioned in the introduction. Assuming adiabaticity (which will, however,
not by valid for all dispersion relations), one may treat those corrections with the presented
formalism: in de Sitter space-times, it turns out that they basically generate a global and
constant shift of the scale-invariant two-point spectrum to lowest order, which is probably
hard to measure. (But these bilinear terms do not contribute to the three-point function
〈Φ̂Φ̂Φ̂〉.) The next terms occurring in an expansion into powers of Φ̂ and the numbers of
derivatives are exactly the combinations Π̂3 and Π̂(∇ρΦ̂)
2 discussed before5. However, with-
out Lorentz invariance, the prefactors of these two terms are no longer necessarily equal.
Therefore, measuring and comparing the relative strength of the two contributions in the
above three-point spectrum (2.17) provides a possibility to detect possible violations of the
Lorentz invariance at the Planck scale.
2.3.3 Comparison with previous calculations
Non-Gaussianities in the cosmic microwave background radiation have been considered be-
fore, see, e.g., [69–72]. In Ref. [72], non-Gaussianities due to higher-order terms of the usual
action (scalar field plus gravity) are considered. The spectrum and the prefactor obtained
there differ from our result in Eq. (2.17). Although both effects would be roughly of the
same order of magnitude, provided one assumes W ∝ 1/M4Pl, the two spectra have a com-
pletely different shape. Hence, it should be possible to distinguish between the two effects
in high-precision observations.
Furthermore, non-Gaussianities stemming from effective Lagrangians of the type (2.9)
have already been considered in Refs. [69–71]. However, in these works, the final state was
calculated by extrapolating the perturbative expression in Eqs. (2.15) and (2.16) to arbitrary
4For example, the fluctuations (phonons) in Bose-Einstein condensates obey only an effective low-energy
Lorentz invariance, which is broken below the healing length, see chapter 3.
5In case of multiple inflaton fields, many more combinations are possible. Furthermore, it is assumed
here that the scale factors a(t) occur with the same power as in the Lorentz invariant situation (minimal
extension) which is not strictly necessary without demanding covariance.
2.3 Discussion 31
times τ0 ↓ −∞ (supplemented with a shift into the imaginary direction τ → τ + iǫ|τ |). This
procedure basically assumes the Bunch-Davies vacuum of the free field as the initial state.
But since the interactions are strong at early times, this assumption is not justified. The
authors of [69–71] provide some arguments based on adiabaticity and scattering theory in
order to argue that their results are nevertheless correct, but – as we shall see below – these
arguments are of limited applicability in general curved space-times and cannot substitute
a careful analysis of the correct initial state. Therefore, it is rather surprising that the
over-extrapolation of Eqs. (2.15) and (2.16) done in [69–71] indeed yields the correct result
for the three-point function (2.17) in de Sitter space-times. But this coincidence can be
traced back to the highly-symmetric (and scale-invariant) character of the de Sitter metric
and does not imply that the method used in [69–71] works in general curved space-times.
Let us study some simple, but illustrative, counterexamples: first, we consider the fre-
quently discussed case of a bouncing universe with scale factor a(t) = cosh(H0t) and hence
H(t) = H0 tanh(H0t). Instead of (2.15), the normal-mode expansion now reads
Φ̂ =
∫
d3κ
(2π)3/2
H
1/2
0√
2κ
√
1 + κ2/H20
(√
1 + κ2/H20
cosh(H0)t
+ i tanh(H0t)
)
eiκ·ρ+iφκ(τ)âκ + H.c.
(2.20)
with the time-dependent phase
φκ(t) = 2
√
1 + κ2/H0 arcsin
√
1 − tanh(H0t)
2
,
which reduces to the standard result (2.15) for H0t ≫ 1 and κ/H0 ≫ 1. Following the
procedure in [69–71], one would obtain an additional factor of (1− exp{−iπκ+/H0}) in the
three-point spectrum in this situation. This spurious factor arises from contributions of the
interaction Hamiltonian prior to the bounce, which occur due to the extrapolation of the
perturbative expression (2.16) to early times. In contrast, the natural choice of the adiabatic
vacuum as initial state gives a spectrum that does not depend on the pre-bounce fluctuations.
This means, the extrapolation of the the initial state to arbitrarily early times t → −∞
generates an additional rapidly oscillating factor6. When taking the adiabatic (post-bounce)
vacuum as initial state, this artificial factor does not occur, cf. Subsection 2.2.1.
A similar rapidly oscillating and unphysical factor would occur if one inserted a time-
dependent coupling g(τ) such as g(τ) = g0Θ(τ − τ0) into the integral in [69–71]. Apart from
this step-function, even a smooth variation of g(τ) can reveal problems of the extrapolation
used in [69–71]. Let us consider a coupling constant g(τ) = g0 exp{−τ 3/τ 30 } in terms of the
conformal time τ < 0 together with a convergence factor exp{ǫτ 5/τ 50 } in order to render
6An analogous spurious factor occurs in a bouncing universe described by power-law inflation with the
scale factor a = (a0t)
2, where t runs from −∞ to +∞ and a0 is a characteristic energy scale.
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g(τ) finite for t→ −∞, i.e., g(τ) = g0 exp{−τ 3/τ 30 + ǫτ 5/τ 50 }. The method in [69–71] yields
integrals like
I = g0
∫ 0
−∞
dτPκ(τ)e
−iκ+τ−τ3+ǫτ5 , (2.21)
with Pκ(τ) being some polynomial in τ . The upper limit of the integration contour τ = 0
gives rise to the usual contribution (2.17). In addition, the extrapolation of the integral
to arbitrarily early times yields an exponentially large contribution from the saddle point
∝ exp{1/ǫ3/2}, which again shows the limited validity of the method used in [69–71].
Finally, let us study the scenario of a linearly expanding universe with scale factor
a = a0t = e
a0τ as a limiting case of power-law inflation (as ∂2a/∂2τ = 0). In this situation,
there is no particle horizon (just an apparent horizon). However, a critical slowing down
[τ = ln(a0t)/a0] can be inferred from the mode decomposition of the scalar field
Φ̂(ρ, τ) =
∫
d3κ
(2π)3/2
exp{iκ · ρ − (a+ i
√
κ2 − a20)t}
a0
√
2(κ2 − a20)1/4
âκ + H.c. (2.22)
The above situation can be interpreted as the limiting case of weak power-law inflation
scenarios a ∝ t1+ǫ, which do possess a particle horizon (but are far more difficult to treat
analytically). Insertion into the interaction Hamiltonian yields a first-order correction (in
g) of the following form
|out(τ)〉 =

1 − ig
∑
κ1,κ2,κ3
F (κ1,κ2,κ3)
τ∫
−∞
dτ exp{−2a0τ + iEPτ}â†κ1 â
†
κ2
â†κ3

 |in〉 ,
(2.23)
where F (κ1,κ2,κ3) is some time-independent function, which can be specified by the mode
decomposition of the interaction Hamiltonian, and EP = E1 + E2 + E3 =
√
κ21 − a20 +√
κ22 − a20 +
√
κ23 − a20. Obviously, the shift τ → τ + iǫ|τ | used in [69–71] is not sufficient to
render the integral finite. Even a quadratic regulator e−ǫ
2τ2 (which is the usual procedure in
Fourier analysis) does not work, since the integral is still divergent for 2a0 > EP (as can be
observed after quadratic completition of the exponent). As one example, one could imagine
that the regulator e−ǫ
2τ2 represents a weak time-dependence of the coupling g(τ) in which
case this slow variation gives rise to huge corrections.
Of course, the above divergence is an artifact of the unphysical extrapolation to early
times employed in Refs. [69–71]. The correct initial state can be obtained from the adi-
abatic expansion – but since the Hubble parameter is not constant in this situation, a
re-summation up to arbitrarily high orders (in the adiabatic expansion, not in g) is neces-
sary. Fortunately, this can be done analytically after the squeezing transformation, because
Ŝ ′ is time-independent
|in(τ0)〉 = |Ψ0〉 − i
∑
n>0
|Ψn〉
∞∑
α=0
(
i
∆En
d
dτ
)α 〈Ψn| ˙̂HS|Ψ0〉
∆E3n
. (2.24)
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Owing to the simple time-dependence of the interaction Hamiltonian ĤI , the sum is just a
geometric series. After the transformation to the interaction picture and the integration of
the Schrödinger equation, we obtain the following first-order correction from the Π3-term
|out(τ)〉 = |0〉 − ig
a2(τ)
∫
d3κ1d
3κ2d
3κ3
(4π)3/2
δ(3)(κ1 + κ2 + κ3)
× exp{iE
Pτ}√
E1E2E3
(a0 − iE1)(a0 − iE2)(a0 − iE3)
2a0 − i(E1 + E2 + E3)
|κ1,κ2κ3〉 . (2.25)
Note that (in contrast to the de Sitter case) for late times with a(τ) ↑ ∞, the first-order
correction vanishes. Clearly, the above result cannot be obtained with the method used
in [69–71] – which demonstrates the advantage of deriving the correct initial state via the
adiabatic expansion. In summary, while the simple method [69–71] of over-extrapolation
to early times by means of the shift τ → τ + iǫ|τ | seems to work in many cases, it is not
guaranteed to work in all cases – as we have seen in the above counterexamples. (Of course,
in order to decide whether such a simplified method works or not, one has to compare it to
the correct calculation.)
3 On Quantum Effects in
Bose-Einstein Condensates
Since the first experimental realization of Bose-Einstein condensation in trapped, dilute
vapors of rubidium [35] and sodium atoms [36], tremendous progress in the experimental
handling but also in the theoretical understanding of ultracold atomic gases has been made,
see, e.g., [41, 73, 74]. It is now possible to produce Bose-Einstein condensates of many
different atomic (or molecular) species, with atom numbers ranging from few hundred to
several million [75, 76]. The dilute gases can be trapped in magnetic (Ioffe-Pritchard) as
well as in optical traps [77]. Basically every parameter can be varied in experiments.
Bose-Einstein condensates provide a promising, finite-sized laboratory system for the
study of quantum effects, in general, and for the construction of cosmic analogues, where
the different aspects of quantum gravity are modeled in the laboratory, in particular, see,
e.g., [32] for review. For instance, in Ref. [78], a quantum field in a time-dependent Friedman-
Robertson-Walker-Lemâıtre space-time, cf. Eq. (2.1), is mimicked by phonons in a single-
component Bose-Einstein condensate, where the time-dependence of the effective metric can
be mediated by tuning the two-particle interaction strength through Feshbach resonance
[79–85]. Two-component condensates (where, e.g., different hyperfine states of one atomic
species are trapped) offer even more possibilities: for example, the authors of Ref. [86]
simulate quantum aspects of cosmic inflation by tuning the inter-species interaction strength.
Massive pseudo-particle modes in an effective space-time are constructed in Ref. [87].
In the following Section 3.1, a brief introduction to trapped, dilute Bose-Einstein con-
densates will be given. Due to their dilute character, the effective two-particle interaction
length is much smaller than the typical inter-particle separation. Therefore, the interac-
tion can be approximated by a contact potential, i.e., a δ-function, in many theoretical
treatments. On the other hand, quantum fluctuations at all length scales – including those
comparable to the effective interaction length – enter some of the expectation values (such
as the quantum depletion). We address the influence of the finite range of the two-particle
potential1 and also scrutinize the accuracy of the mean-field expansion in Sec. 3.2.
1For instance, in Ref. [88], the inter-atomic potential for Rb-Rb scattering is reconstructed from experi-
mental data.
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By placing a Bose-Einstein condensate in a highly-anisotropic trap, the motion in one
or two spatial directions can be confined to the lowest bound state. We will derive the
resulting effectively lower-dimensional action in Sec. 3.3. In the subsequent Section 3.4,
we introduce an effective space-time metric for the phonons (quantized low-energy sound-
waves) in an arbitrary number of spatial dimensions. Using this formalism, we can adopt
the methods and tools known from general relativity in order to discuss the evolution of
the quantum fluctuations in Bose-Einstein condensates. In particular, we discuss the free,
ballistic expansion of the gas cloud (after the confining potential has been turned off) in
Sec. 3.5. This situation bears strong similarities to cosmic inflation. In both cases, quantum
fluctuations evolve in an expanding background. They freeze and get amplified when an
(effective) horizon forms. A distinct pattern in the (frozen) correlation function can be
observed.
Another crucial point in quantum field theory concerns the backreaction of the quantum
fluctuations onto the (classical inhomogeneous) background. Such a background might
be a curved space-time or the condensate fraction of a trapped Bose-Einstein condensate.
Starting from the field equations for the full field operator of the dilute bosonic gas, we
will derive ab initio an expression for the backreaction. On the other hand, we can also
adopt the effective space-time description of the phonons and employ the effective-action
technique [10] known from quantum field theory in curved space-times. Both results may
be compared. We are thus able to scrutinize a technique known from cosmology by means
of an analogue system in Sec. 3.6.
A discussion in Sec. 3.7 closes this chapter.
3.1 Bose-Einstein condensates
Bose-Einstein condensation of confined gases, cf. Fig. 3.1, occurs in a metastable phase.
At the conditions (e.g., temperature) required for the condensation, the equilibrium phase
would be a solid. It is therefore necessary to dilute the gas such that the gaseous phase can
be maintained, i.e., three-body interactions must be very rare events and thus negligible.
(Note that the recombination through three-body interactions would also reduce the boson
density in the original hyperfine state and thus hamper condensation.) Hence the condensate
can be described by the many-body Hamiltonian of N interacting particles with mass m and
two-body interaction potential Vint(r−r′) in an external trap Vext(r) (see, e.g., [41,73,74,76])
Ĥ =
∫
d3r Ψ̂†(r)
[
−∇
2
2m
+ Vext(r)
]
Ψ̂(r)
+
1
2
∫
d3rd3r′ Ψ̂†(r)Ψ̂†(r′)Vint(r − r′)Ψ̂(r′)Ψ̂(r) , (3.1)
where Ψ̂(r) and Ψ̂†(r) are the bosonic field operators annihilating and creating an atom or
molecule at position r, respectively. They obey the usual bosonic equal-time commutation
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Figure 3.1: Absorption image of ballistically expanding clouds [89]. Most bosons from the
initial thermal cloud (left) condense in the ground state of the trap as the
vapor is cooled and form a narrow peak in the density distribution below the
critical temperature (middle). By further cooling, the condensate fraction can
be increased (right).
relation
[
Ψ̂(r, t), Ψ̂†(r′, t)
]
= δ(r − r′) . (3.2)
Furthermore the neglect of three-body collisions can only be achieved if the effective inter-
action length is much smaller than the average inter-particle separation. To lowest order, it
is therefore possible to describe the two-body interactions as sole s-wave scattering, and to
approximate them by a contact potential
Vint(r − r′) = gδ(r − r′) , (3.3)
where g = 4πas/m is the coupling constant and as is the s-wave scattering length. By virtue
of Feshbach resonances, the interaction strength g can be tuned to a wide range of positive
and negative values (and even to zero) [79–85]. One should bear in mind that Bose-Einstein
condensation of atomic vapors occurs in a metastable phase, which can be preserved for
dilute gases only. As soon as the diluteness parameter, ̺|as|3 in three dimensions, becomes
of order 1, the condensate would become unstable, i.e., ̺0|as|3 ≪ 1 is crucial. (When
increasing the diluteness parameter, three-body collisions would become more likely events
and thus the life-time of the condensate diminishes.)
Characterized by a macroscopic ground-state population, cf. Fig. 3.1, a split of the field
operator Ψ̂ into the (classical) order parameter Φ = 〈Ψ̂〉 and small quantum fluctuations
Ψ̂′ [73, 76, 90] is in general advantageous2
Ψ̂(r, t) = Φ(r, t) + Ψ̂′(r, t) . (3.4)
2Note that this decomposition (3.4) does not conserve the atomic particle number, because the fluctua-
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Therewith, the number density of the condensate follows
̺ = 〈Ψ̂†Ψ̂〉 = ̺0 + 〈Ψ̂′†Ψ̂′〉 , (3.5)
where ̺0(r, t) = |Φ(r, t)|2 is the condensate density and 〈Ψ̂′†Ψ̂′〉 accounts for the quantum
depletion (the fraction of bosons not in the condensate). To a large extent (and often
within experimental errors), experiments on Bose-Einstein condensates can be described by
the behavior of the classical order parameter Φ only and quantum vacuum fluctuations are
neglected in many theoretical calculations.
Several characteristic length scales occur in trapped Bose-Einstein condensates: the size
of the condensate R is in general larger than the trap size atrap = 1/
√
mωtrap, which is
typically of order 1 to 10µm. The healing length3
ξ =
1√
g̺0m
=
1√
4π̺as
(3.6)
is the minimal distance over which the condensate can heal. For distances larger than ξ
the interaction term in the Hamiltonian (3.1) dominates, whereas for scales smaller than
ξ the kinetic term becomes important. The smallest characteristic scale is the interaction
length, which is in the s-wave scattering approximation given by as. It is typically of order
nanometers. Ideally, all scales are well-separated
R ≫ atrap ≫ ξ ≫ as , (3.7)
which is also the typical situation in experiments. Note that the difference between R and
atrap arises because of the two-particle interactions. Although all bosons constituting the
condensate are trapped in the lowest state (with size atrap), the mutual repulsion leads to a
particle-number-dependent broadening of the condensates.
3.2 Finite-range interactions
In most calculations concerning Bose-Einstein condensates, the two-particle interaction is
approximated as s-wave scattering, where the true interaction potential Vint(r − r′) is re-
placed by the contact pseudo-potential (3.3) and any microscopic details beyond this are
tions are expressed in terms of the real atomic creation and annihilation operators. Furthermore, using (3.4),
we have no real control over higher-orders, since, by construction, the operators Ψ̂′ are linear and small.
Higher-order terms enter the equations of motion for Ψ̂′ via the nonlinear two-body interactions [the last
line in the Hamiltonian (3.1)]. In particular, these contributions of higher order might become large due to
mode summations. Therefore, we will employ a particle-number conserving mean-field ansatz (3.10) in the
following sections. However, the split (3.4) serves our purpose in this Section to give a brief and illustrative
introduction to some basic methods treating Bose-Einstein condensates.
3In the literature, two slightly different definitions of the healing length ξ are used: for example in
Ref. [73], it is defined as ξ = 1/
√
8π̺as, whereas Ref. [91] uses the definition (3.6).
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discarded. For the classical order parameter, this approximation is in general adequate.
But since the quantum corrections contain mode sums owing to the nonlinearity of the
Hamiltonian (3.1), the microscopic behavior of Vint might have a non-trivial impact on the
corrections, e.g., through an effective cut-off wavenumber.
In the following, the size of the interacting atoms or molecules forming the dilute gas
is assumed to be much smaller than all other involved length scales such as the s-wave
scattering length as; typical energy scales associated with scattering processes are thus
assumed to be well below the internal energy differences in this limit. The point-particle
approximation may be adopted and the interacting objects can be treated as structureless
entities described by the field operator Ψ̂. The Heisenberg equation of motion for the field
operator
i
∂Ψ̂
∂t
=
[
−∇
2
2m
+ Vext(r)
]
Ψ̂(r) +
∫
d3r′ Ψ̂†(r′)Vint(r − r′)Ψ̂(r′)Ψ̂(r) (3.8)
follows from the Hamiltonian (3.1). The finite-range two-particle interaction potential
Vint(r − r′) is assumed to be sufficiently “weak” in the sense that the Born approximation
applies, e.g., Vint(r) is supposed to be integrable (i.e., to decay more rapidly with distance
than 1/r3) such that its Fourier transform Ṽint(k) is a well-defined function of k. For large
wavelengths, the finite-range two-particle interaction potential Vint(r−r′) yields an effective
coupling constant g determined by the s-wave scattering length as (see also [88]). In three
spatial dimensions, it reads
g =
4πas
m
=
∫
d3r Vint(r) = Ṽint(k = 0) . (3.9)
3.2.1 Number-conserving mean-field expansion
The Bogoliubov mean-field approximation [90], cf. Eq. (3.4), is based on the assumption
that the fluctuations associated to excitations above the ground state are small (compared
to the mean field) if the number N of particles is large. The derivation of the mean-field
expansion of the system described in Eq. (3.8) in the large N limit, i.e., an expansion of Ψ̂
into powers of N , is presented in the following. To this end, a particle-number-conserving
mean-field ansatz (satisfying 〈Ψ̂〉 = 0) [92–95] is employed
Ψ̂ =
(
ψ0 + χ̂+ ζ̂
) Â√
N̂
. (3.10)
Here, the order parameter is ψ0. The single-particle excitations are described by χ̂, where
single-particle here means that the Fourier components of χ̂ are linear superpositions of
annihilation and creation operators of quasi-particles âk and â
†
k, cf. Eq. (3.15). The higher-
order corrections ζ̂ are due to multi-particle excitations and correlations. Here N̂ = Â†Â
counts the total number of particles. [Apart from the operator Â, which was introduced to
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ensure total particle number conservation, the fluctuations Ψ̂′ introduced in Eq. (3.4) would
correspond to χ̂+ ζ̂.]
The dilute-gas limit may formally be defined by placing a very large number N ↑ ∞ of
identical bosons into a finite trap with gN remaining constant [95, 96]. The diluteness pa-
rameter of the gas then scales as (g3̺)1/2 ∝ 1/N , i.e., the gas becomes rapidly more dilute
with increasing particle number in this limit. This limit should be compared and con-
trasted with the usual thermodynamic limit, in which the density and particle interaction
remains constant, while the size of the (trapped) system increases with N ↑ ∞, adjusting
the trapping potential correspondingly. (In D spatial dimensions, the thermodynamic limit
corresponds to keeping NωD constant for N ↑ ∞, where ω is the geometric mean of the
trapping frequencies [73]). In the presently used dilute-gas limit, on the other hand, the
trapping potential remains constant, but the interaction and the density change. The ad-
vantage of the limit N ↑ ∞ with gN constant is that in this limit one has a well-defined
prescription for checking the mean-field approximation, keeping one power of g for each
factor of N , cf. [97].
Given the dilute-gas limit, there arises a question which is central to the applicability
of the mean-field expansion: do the supposedly small multi-particle corrections ζ̂ actually
become small in this limit for a given behavior of the inter-particle potential Vint(r − r′)? In
order to tackle this question, let us consider the following scenario: initially, the interaction
is completely switched off, Vint(r − r′) = 0, and all N bosons occupy the same single-
particle state (at zero temperature), described by the single-particle wave-function ψ0/
√
N .
In this case, Eq. (3.10) is trivially satisfied with ψ0 = O(
√
N), χ̂ = O(N0), ζ̂ = 0, and
Â = â0n̂
−1/2
0 N̂
1/2, where n̂0 = â
†
0â0 corresponds to the macroscopically occupied state,
cf. [92–94]. If the interaction is now switched on slowly enough, the system stays in its
ground state due to the adiabatic theorem (see Appendix A) and we may follow the evolution
of the field operator Ψ̂ and hence ψ0, χ̂, and ζ̂ (with Â remaining constant, i.e., the evolution
at given particle number) via insertion of Eq. (3.10) into (3.8).
Assuming that the corrections ζ̂ indeed become small for N ↑ ∞, the leading order (
√
N)
yields, in the dilute-gas limit, the Gross-Pitaevskii equation for the order parameter ψ0
i
∂ψ0
∂t
=
(
−∇
2
2m
+ Vext + g|ψ0|2
)
ψ0 . (3.11)
The next-to-leading order (N0) terms govern the evolution of the fluctuations χ̂ via the
nonlocal analogue of the Bogoliubov-de Gennes equations [90, 98]
i
∂χ̂
∂t
=
(
−∇
2
2m
+ Vext + g|ψ0|2
)
χ̂ +
∫
d3r′ Vint(r − r′)
[
|ψ0|2χ̂(r′) + ψ20χ̂†(r′)
]
. (3.12)
The remaining equation of motion for ζ̂ takes for a general nonlocal potential the rather
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complicated form
i
∂ζ̂
∂t
=
(
−∇
2
2m
+ Vext + |ψ0|2
[
g + V̂int∗
])
ζ̂ + ψ20V̂int ∗ ζ̂†
+ ψ∗0χ̂V̂int ∗ χ̂ + ψ0(V̂int ∗ χ̂†)χ̂ + ψ0V̂int ∗ (χ̂†χ̂) +
[
V̂int ∗ (χ̂†χ̂)
]
χ̂
+ O
(
ζ̂√
N
)
, (3.13)
where V̂int∗ is an abbreviation for the convolution with the quantity right from the “∗” as
in Eq. (3.12), and O(ζ/
√
N) denote formally sub-leading terms containing ζ̂ or ζ̂† or both.
Observe that the commutation relations [χ̂, ÂN̂−1/2] = [ζ̂ , ÂN̂−1/2] = 0 valid initially are
preserved under the evolution given by the equations above, i.e., the excitations χ̂ and ζ̂ are
always particle-number-conserving, cf. [92–95].
If one starts with free particles, and switches on the interaction by following the evolution
in Eqs. (3.11), (3.12), and (3.13), the mixing of χ̂ and χ̂† due to Eq. (3.12) can be observed.
Furthermore, the nonlinear fluctuations ζ̂ do not vanish anymore due to the four source
terms χ̂V̂int ∗ χ̂, (V̂int ∗ χ̂†)χ̂, V̂int ∗ (χ̂†χ̂), and [V̂int ∗ (χ̂†χ̂)]χ̂. The viability of mean-field
theory depends on the scaling of the induced terms in ζ̂ with particle number, i.e., if and to
which extent they decrease for N ↑ ∞. Naive power counting would imply ζ̂ = O(1/
√
N),
but the nonlinearity due to the product of two or more field operators (such as in the above
source terms) and the associated mode sum(s) may compensate the smallness of 1/
√
N . As
an example, let us consider the expectation values of the four source terms. The last term
[V̂int ∗ (χ̂†χ̂)]χ̂ is both sub-leading and odd so that its expectation value vanishes. However,
the expectation values of the remaining terms do not vanish, and affect 〈ζ̂(N)〉.
For the sake of notational convenience, in what follows a homogeneous condensate ψ0 =√
̺0 = const in a constant “trapping” potential Vext = −g̺0, so that the two last terms
in the round brackets on the right-hand side of the Bogoliubov-de Gennes equation (3.12)
cancel, will be considered. A normal-mode expansion for the fluctuation operators then
yields in Fourier space4
i
∂χ̂k
∂t
=
(
k2
2m
+ ̺0Ṽint(k)
)
χ̂k + ̺0Ṽint(k)χ̂
†
k , (3.14)
so that the annihilation operators χ̂k of the original bosons have the following Bogoliubov
transformation form in terms of the quasi-particle operators âk, â
†
k
χ̂k =
√
k2
2mωk
[(
1
2
− mωk
k2
)
â†k +
(
1
2
+
mωk
k2
)
âk
]
. (3.15)
The generalized Bogoliubov dispersion relation reads
ω2k = ̺0Ṽint(k)
k2
m
+
k4
4m2
. (3.16)
4The interaction potential is assumed to be symmetric Vint(r) = Vint(−r).
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For wavenumbers k2ξ2 ≫ 1 much larger than the inverse of the healing length ξ = 1/√g̺0m,
we have χ̂k ∼ âk − â†km̺0Ṽint(k)/k2, i.e., the quasi-particles become asymptotically equal
to the original bosons. However, this 1/k2 decrease alone is not sufficient for rendering the
expectation value of 〈χ̂V̂int ∗ χ̂〉 finite (except in one spatial dimension).
A smooth (and integrable) interaction potential Vint(r) implies a faster-than-polynomial
decrease Ṽint(k
2 ≫ k2cut) = 0 for large wavenumbers k2 ≫ k2cut. The cut-off wavenumber
kcut, then, is determined by the first significant deviations of Ṽint from its long-wavelength
behavior Ṽint(k
2 ≪ k2cut) = g and is assumed to be much larger than the inverse of the
healing length. This faster-than-polynomial decrease renders all relevant expectation values
finite. For example, the expectation value of the so-called “anomalous” term reads
〈χ̂V̂int ∗ χ̂〉 = −
ψ20
2π2
∫
dk
k2Ṽ 2int(k)
2ωk
, (3.17)
where a spherically symmetric potential Vint(r) and hence Ṽint = Ṽint(k) is assumed. The
expectation value is taken in the ground state of the quasi-particles (remember the adiabatic
switching process) which is annihilated by âk (but not by χ̂k, of course). For a sufficiently
regular Ṽint(k), an expansion into powers of 1/(ξkcut) yields
〈χ̂V̂int ∗ χ̂〉 = −
ψ20
2π2
∫
dk Ṽ 2int +
g2ψ20
ξπ2
+ O
(
g3̺20
kcut
)
. (3.18)
The 1/(ξkcut)-corrections depend on the explicit form of Vint(r) and hence Ṽint(k), e.g., for
Ṽint(k) = gΘ(kcut − k), the integral in Eq. (3.17) yields g2(
√
ξ2k2cut + 4 − 2)/ξ.
In contrast to the so-called “anomalous” term 〈χ̂V̂int ∗ χ̂〉, the expectation value of the
quantum depletion terms V̂int∗〈χ̂†χ̂〉 and 〈(V̂int∗χ̂†)χ̂〉 occurring as source terms in Eq. (3.13)
do not have a contribution linear in kcut. Hence their (for ξkcut ≫ 1) dominant terms are
independent of kcut and both give g〈χ̂†χ̂〉 ≈
√
g5̺30/(3π
2). The higher-order 1/(ξkcut)-
corrections, however, again depend on the shape of Ṽint(k) and can be calculated analogously.
3.2.2 Consistency of mean-field expansion
To explicitly address the principal question of whether the higher-order corrections ζ̂ in the
mean-field expansion (3.10) indeed become small in the large-N limit (in which one would
naively expect mean-field to become more and more accurate), three concrete examples for
the formal scaling behavior of the interaction Vint with the number of particles N will be
discussed in the following. To this end, the particle-number-dependent potential V
(N)
int is
always chosen such that it reproduces the g ∝ 1/N dilute-gas limit prescription for the
behavior of the coupling constant in the large-N limit.
In the first example, the cut-off wavenumber kcut is assumed to be formally independent
of N
V
(N)
int (r) =
1
N
V
(1)
int (r) . (3.19)
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Since kcut remains constant for N ↑ ∞, the mode sums due to the nonlinear terms in
Eq. (3.13) cannot compensate the smallness of the prefactors such as 1/
√
N and thus one
obtains
ζ̂ = O
(
1√
N
)
. (3.20)
However, this decrease is not sufficient yet for ensuring the usual split of the total density
̺ =
〈
Ψ̂†Ψ̂
〉
= |ψ0|2 +
〈
χ̂†χ̂
〉
+ O
(
1√
N
)
, (3.21)
since ψ0〈ζ̂〉 could be of the same order as 〈χ̂†χ̂〉. For the above split, one needs 〈ζ̂〉 = O(1/N)
instead of O(1/
√
N), which requires absorbing the expectation values of the source terms
into a modified GP equation
i
∂ψ0
∂t
=
(
−∇
2
2m
+ Vext + g|ψ0|2 + g
〈
χ̂†χ̂
〉)
ψ0 + 〈χ̂V̂int ∗ χ̂〉ψ∗0 + 〈(V̂int ∗ χ̂†)χ̂〉ψ0 . (3.22)
Inserting Eq. (3.18), one sees that the dominant (for ξkcut ≫ 1) and density-independent
fluctuation contribution 〈χ̂V̂int∗χ̂〉 proportional to kcut can be absorbed by a renormalization
of the coupling constant
gren = g −
1
2π2
∫
dk Ṽ 2int
= g +
∫
d3r Vint∇
−2Vint , (3.23)
where the second line is due to Parseval’s theorem, using the formal inverse of the Laplace
operator ∇2. Since −∇−2/2 and Vint/2 are the kernels of the Schrödinger Hamiltonian Ĥ0
(up to a factor 1/m) and the interaction Hamiltonian Ĥ1, respectively, this just corresponds
to the usual one-loop renormalization 〈Ĥ1〉− 〈Ĥ1Ĥ−10 Ĥ1〉 of the interaction potential. Note
that in three spatial dimensions, sub-dominant contributions like 〈χ̂†χ̂〉 cannot be absorbed
by such a ̺-independent renormalization procedure.
The physical significance of the renormalized coupling gren can be demonstrated further
by calculating the kcut-corrections to the total energy of a homogeneous gas
E = 〈Ĥ〉 ≈ NVext +
N
2
g̺− N
4π2
̺
∫
dk Ṽ 2int , (3.24)
which gives E = NVext +Ngren̺/2 plus higher-order corrections (cf. [97]).
A potential complication which arises from the prescription (3.19) is that the range of the
two-particle interaction potential in Eq. (3.19) will exceed the inter-particle distance di for
large N since ̺0 ∼ N and thus di ∼ 1/N1/3 (in three spatial dimensions). If the two-particle
interaction potential is mainly caused by direct collisions, this might lead to a conflict with
the point-particle approximation used in writing down the starting point of the analysis,
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Eq. (3.8). Therefore, as a second example, consider the support of Vint(r) to be decreasing
in proportion to the inter-particle distance di,
V
(N)
int (r) = V
(1)
int (N
1/3r) . (3.25)
As a consequence, the cut-off scales as kcut ∼ N1/3, and thus 〈χ̂V̂int ∗ χ̂〉 ∼ N−2/3, which
ensures that the remaining ζ̂ corrections are still small, though decreasing with a smaller
power in N than in the first example, cf. Eq. (3.20):
ζ̂ = O
(
1
N1/6
)
. (3.26)
The above scaling with particle number is due to the fact that for each additional operator
in Eq. (3.13), which might contribute a factor kcut ∼ N1/3 after the mode summation, there
is a prefactor of order 1/
√
N . In this case, the split in Eq. (3.21) is still possible provided
the modification of the GP equation (3.22) is employed, but the estimate of the accuracy is
now the rather slow decrease of O(1/N1/6) instead of O(1/N1/2).
Finally, as a third example, a scaling employed by Lieb et al. [96,99] will be investigated.
It is used in a proof for the asymptotic exactness of the Gross-Pitaevskii energy functional
in three spatial dimensions, and in an analysis of one-dimensional systems of bosons in
three-dimensional traps, respectively. This scaling reads
V
(N)
int (r) = N
2V
(1)
int (Nr) , (3.27)
and implies that the cut-off increases linearly with particle number, kcut ∼ N , and thus
〈χ̂V̂int ∗ χ̂〉 ∼ N0, so that the anomalous term becomes of the same order as other terms in
the Gross-Pitaevskii equation, for example as large as the mean-field interaction term g|ψ0|2.
The “correction” operator then behaves as
ζ̂ = O
(√
N
)
, (3.28)
and one has no true control over the corrections in the mean-field expansion which ought to
be negligible. The mean-field approximation can only be consistent (if at all) with a modified
Gross-Pitaevskii equation (3.22) inducing a renormalization of the coupling according to
Eq. (3.23). However, even given these modifications, the applicability of the mean-field
expansion is not obvious since higher-order operator products can yield O(N) contributions
after the k-summation/integration and thus the hierarchy ζ̂ ≪ χ̂ is not evident. Similarly,
the first-order correction in Eq. (3.23) is comparable to the zeroth order (i.e., of the same
order in N), which hints at the fact that all orders must be taken into account in a suitable
way.
It might be illuminating to compare the employed dilute-gas limit (N ↑ ∞ particles
in a fixed volume with gN remaining constant) with the thermodynamic limit (N ↑ ∞
particles in an increasing volume V with g and N/V remaining constant): translation of the
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scaling in Eq. (3.19) to the thermodynamic limit yields an interaction potential whose range
increases proportional to the system size V whereas its strength decreases accordingly. It is
not very surprising that the mean-field expansion is very good in this case. The analogue
of Eq. (3.25) in the thermodynamic limit is an interaction potential with constant strength
and range (where the applicability of the mean-field expansion is less obvious). Finally,
Eq. (3.27) corresponds to a potential with decreasing range and increasing strength (in the
thermodynamic limit). Again, it is not very surprising that such a scaling might generate
difficulties in the ordinary mean-field expansion and requires taking into account all orders
in a suitable way.
3.2.3 Dipole-dipole interaction
As an example for interactions with a finite range, consider a dipole-dipole force ∝ gd in
addition to the usual contact repulsion ∝ g. Dipole-dipole interactions between atoms [100]
can either be induced by an external electric field or be due to an intrinsic magnetic dipole
moment. For example, gd = µ0d
2
m/3 for magnetic dipoles; Bose-Einstein condensation of
chromium, which has a ground state moment of dm = 6µB, has been achieved recently [101].
If the dipole moments of all atoms/molecules are aligned along the z-axis, the dipole-
dipole interaction potential reads (in three spatial dimensions)
Vdd(r) =
3gd
4π
1 − 3z2/|r|2
|r|3 . (3.29)
In addition to this long-range interaction, the particles are subject to a short-range repulsion
whose impact can be represented by a contact potential ∝ δ(r − r′). Consequently, the
Fourier transformed potential reads for intermediate momenta
Ṽint(k) = g + gd
(
3k2z
k2
− 1
)
. (3.30)
The (ideal) dipole-dipole interaction potential behaves as 1/r3 which is not integrable and,
strictly speaking, is therefore just at the limit of applicability of the analysis presented in this
Section – for example, Ṽint is not well-defined at k = 0, which complicates the introduction
of an effective coupling g (finite-size effects etc.). Nevertheless, the nonintegrable dipole-
dipole interaction potential can be regarded as a limit of integrable potentials and one may
calculate the corresponding corrections beyond the s-wave scattering approximation. For
example, the quantum depletion is modified from the pure contact case via
〈χ̂†χ̂〉 = (m̺0)
3/2
24π2
√
2gd + g (gd + 5g) −
(m̺0)
3/2
16π2
(g − gd)2√
3gd
ln
[
g − gd
(
√
3gd +
√
2gd + g )2
]
=
(gm̺0)
3/2
3π2
[
1 +
3
10
g2d
g2
+ O
(
g3d
g3
)]
. (3.31)
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This expression is valid for g ≥ gd only, since otherwise the excitation spectrum (for a homo-
geneous condensate) and hence also 〈χ̂†χ̂〉 contain imaginary parts indicating an instability,
cf. [102]. Further expectation values such as the total energy E = 〈Ĥ〉 can be calculated
analogously.
3.3 Dimensional reduction
One advantage of using confined Bose-Einstein condensates for the simulation of various
quantum effects is the possibility to achieve effectively lower-dimensional systems by apply-
ing highly-anisotropic trap potentials and thus confining the motion in one or two directions
to the ground state. To this end, highly-anisotropic traps will be considered in this section
and the Lagrangian density for effectively lower-dimensional condensates will be derived.
In three spatial dimensions, Bose-Einstein condensates can be described by the Lagrange
density [103]
L =
i
2
(Ψ∗Ψ̇ − Ψ̇∗Ψ) − |∇Ψ|
2
2m
− Vext(r, t)|Ψ|2 −
g
2
|Ψ|4 , (3.32)
where the s-wave approximation (3.3) for the interaction potential Vint is employed and the
external one-particle trapping potential Vext may possess arbitrary space-time dependence.
If the external one-particle trapping potential can be split up into a parallel and a static
transversal part via
Vext(r, t) = V
‖
ext(r‖, t) + V
⊥
ext(r⊥) , (3.33)
it is useful to decompose the order parameter Ψ (and its quantum fluctuations Ψ̂′) into
a complete set of real and time-independent functions φa(r⊥) governing the transversal
dependence (cf. [104] where the density of an elongated condensate is decomposed in a
similar manner)
Ψ(r, t) =
∑
a
φa(r⊥)ψa(r‖, t) . (3.34)
The time evolution of the coefficient functions ψa(r‖, t) is determined by the reduced La-
grangian density
L‖ =
∫
dV3−D⊥ L
=
∑
ab
[
i
2
(ψ∗aψ̇b − ψ̇∗aψb) −
1
2m
(∇ψ∗a) · (∇ψb) − V
‖
extψ
∗
aψb
] ∫
dV3−D⊥ φaφb
−
∑
ab
ψ∗aψb
∫
dV3−D⊥ φa
[
−∇
2
⊥
2m
+ V ⊥ext
]
φb −
g
2
∑
abcd
ψ∗aψbψ
∗
cψd
∫
dV3−D⊥ φ
∗
aφbφ
∗
cφd .
(3.35)
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If the functions φa(r⊥) are now chosen to be orthonormal eigenfunctions of the self-adjoint
operator K with eigenvalues Ωa
Kφa =
(
−∇
2
⊥
2m
+ V ⊥ext
)
φa = Ωaφa , (3.36)
the reduced Lagrangian density simplifies to
L‖ =
∑
a
[
i
2
(ψ∗aψ̇a − ψ̇∗aψa) −
1
2m
|∇ψa|2 − (V ‖ext + Ωa)|ψa|2
]
− g
2
∑
abcd
ψ∗aψbψ
∗
cψd
∫
dV3−D⊥ φ
∗
aφbφ
∗
cφd . (3.37)
The last term induces a coupling of different modes, which complicates the solution. How-
ever, assuming that the coupling term is sufficiently small and the lowest mode a = 0 dom-
inates |ψ0| ≫ |ψa>0|, we may estimate the population of the higher modes in analogy to
stationary perturbation theory: the mixing between the lowest mode a = 0 and all higher
modes a > 0 is small if the energy differences ∆Ωa = Ωa − Ω0 are large compared to the
transition matrix elements of the interaction Hamiltonian, i.e.,
∆Ωa ≫ g|ψ0|2
∫
dV3−D⊥ φ
∗
aφbφ
∗
cφd . (3.38)
Since the modes φa are normalized φa ∼ 1/
√
V
3−D
⊥ , this condition can be re-expressed in
terms of the size of the transversal dimension a⊥ and the healing length ξ = 1/
√
g|ψ0|2m.
Therefore, imposing the conditions
ξ ≫ a⊥ ≫ as , (3.39)
where the latter requirement a⊥ ≫ as is necessary for the Gross-Pitaevskii Lagrangian den-
sity in Eq. (3.32) to be valid, we arrive at the reduced Lagrangian density for the lowest
mode ψ = ψ0
L‖ =
i
2
(ψ∗ψ̇ − ψ̇∗ψ) − 1
2m
|∇ψ|2 − V ‖ext|ψ|2 −
g‖
2
|ψ|4 , (3.40)
where Ω0 has been absorbed into V
‖
ext and
g‖ = g
∫
dV3−D⊥ |φ0|4 =
4πas
m
∫
dV3−D⊥ |φ0|4 ∝
as
a3−D⊥
, (3.41)
denotes the reduced (lower-dimensional) coupling constant. For example, the eigenfunctions
φa(r⊥) = φa(z) of a harmonic potential V⊥(z) = mω
2
zz
2/2 with the transversal length scale
a⊥ = 1/
√
mωz are just the Legendre polynomials with an equidistant energy spectrum. In
this case, the reduced coupling is given by g‖ = g
√
mωz/2π. However, it should be empha-
sized that the method presented above is applicable to more general potentials satisfying
the aforementioned conditions as well.
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Note that if we relaxed condition (3.39) and the transverse size of the condensate, az,
would be of comparable order with the scattering length, O(as/az) = 1, we would obtain a
lower-dimensional condensate with a different interaction term. The two-particle interaction
could no longer be approximated by (free) three-dimensional scattering (with length as) but
it would become necessary to account for finite-size effects as well [105–110].
3.4 Effective Geometry
After the discussion of dimensional reduction in highly-anisotropic traps in the previous
section (and thus the realization of condensates in an arbitrary number of spatial dimensions
D), we can now introduce an effective space-time metric for the phonons. To this end, we
consider the Lagrangian (3.40) equipped with a more general self-coupling term |ψ|2N
L =
i
2
(ψ∗ψ̇ − ψ̇∗ψ) − 1
2m
|∇ψ|2 − Vext|ψ|2 −
g
2
|ψ|2N , (3.42)
where the scripts ‖ are omitted for brevity.
3.4.1 Hydrodynamics and effective space-time metric
By splitting the order parameter ψ into its modulus
√
̺ and a phase S
ψ =
√
̺ eiS , (3.43)
we obtain the Lagrangian for density ̺ and phase S
L = −̺ ∂tS −
̺
2m
(∇S)2 − (∇
√
̺)2
2m
− Vext ̺−
g
2
̺N . (3.44)
As usual, variation with respect to S yields the equation of continuity
∂̺
∂t
+ ∇ · (̺v) = 0 , (3.45)
where v = ∇S/m is the mean-field velocity, and variation with respect to ̺ yields the
Bernoulli equation5
∂S
∂t
+
m
2
v2 + Vext −
1
2m
∇
2√̺
√
̺
+
gN
2
̺N−1 = 0 . (3.46)
Assuming that the density profile is sufficiently smooth, i.e., that the relevant length scales
are much larger than the healing length (Thomas-Fermi approximation), the quantum pres-
sure term (∇
√
̺)2 will be neglected in the following. Linearization S = S0 + δS and
5The gradient of Eq. (3.46) is the Euler equation of irrotational, inviscid fluids with external force ∇Vext
and the specific pressure p(̺, ∇2
√
̺).
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̺ = ̺0 + δ̺ around a background solution S0 and ̺0 yields the second-order Lagrange
density (cf. [86, 111–114])
L
(2) = −δ̺ ∂tδS −
̺0
2m
(∇δS)2 − δ̺v0 · ∇δS −
gN
2
δ̺2 , (3.47)
where
gN = g
N(N − 1)
2
̺N−20 (3.48)
is the effective coupling. It simplifies to the bare coupling gN = g for the usual case
N = 2, but one should still bear in mind that an arbitrary number of spatial dimensions
D is considered. Note that there are no sound waves at all for N = 1, since the theory is
non-interacting in that case.
In the Thomas-Fermi approximation, the linearized Bernoulli equation can be solved for
the density fluctuations
δ̺ = −∂t + v0 · ∇
gN
δS , (3.49)
and inserting this result back into Eq. (3.47), we obtain the effective Lagrangian for the
phase fluctuations φ = δS only
L
(2)
eff =
1
2gN
(
φ̇+ v0 · ∇φ
)2
− ̺0
2m
(∇φ)2 . (3.50)
Even in an arbitrary number of spatial dimensions D (the difficulties for D = 1 will be dis-
cussed below) and for general self-coupling N > 1, this Lagrangian is completely equivalent
to that of a free (minimally coupled) scalar field in a curved space-time (e.g., [10])
L
(2)
eff =
1
2
√
|geff | (∂µφ)gµνeff (∂νφ) , (3.51)
provided that geffµν is given by the Painlevé-Gullstrand-Lemâıtre metric [28–30]
geffµν = A
(N)
D
(
c2
N
− v20 v0
v0 −1
)
,
gµνeff =
1
A
(N)
D c
2
N
(
1 v0
v0 v0 ⊗ v0 − c2N1
)
, (3.52)
with the speed of sound c2
N
= gN̺0/m and the conformal factor
A
(N)
D =
(
cN
gN
)2/(D−1)
. (3.53)
This expression already indicates problems in one spatial dimension D = 1 due to conformal
invariance of the scalar field action (3.51) in 1+1 dimensions. Without the introduction
of an additional dilaton field, the identification of an effective metric is only possible if
cN/gN = const, for example if the bare coupling g [cf. Eq. (3.42)] is time-independent and
N = 3, see also the next Subsection 3.4.2.
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3.4.2 Comoving Coordinates and Scaling
Since phase fluctuations in Bose-Einstein condensates behave (in the Thomas-Fermi approx-
imation) exactly as a scalar field in a specific curved space-time described by the effective
metric in Eq. (3.52), it will be useful to investigate this metric with the tools known from
general relativity. The effective line element reads
ds2eff = A
(N)
D
(
[c2
N
− v20]dt2 + 2v0 · drdt− dr2
)
. (3.54)
In analogy to cosmology, local isotropy and homogeneity will be assumed – which is a
good approximation in the center of the gas cloud. Since the coupling g is supposed to
be constant for simplicity, this assumption implies a spatially homogeneous but possibly
time-dependent density ̺0 = ̺0(t) and effective coupling gN = gN(t). Furthermore, after
a suitable re-definition of the origin of our coordinate system, we may set v0 ∝ r due to
the presumed local isotropy and homogeneity. Insertion of this ansatz into the equation of
continuity yields [86, 113]
̺0(t) =
̺0(t = 0)
bD(t)
↔ v0(t, r) =
ḃ
b
r , (3.55)
which allows to describe ̺0(t) and v0(t, r) as well as gN(t) by means of a single time-
dependent scaling parameter b(t) satisfying an appropriate initial condition. For example,
one has b(t = 0) = 1 and ḃ(t = 0) = 0 for a freely expanding condensate released from the
trap at t = 0.
As known from general relativity, an off-diagonal metric such as in Eq. (3.54) can be
diagonalized by introducing comoving spatial coordinates via (cf. the scaling transformation
for Bose-Einstein condensates in Refs. [115, 116])
ρ =
r
b(t)
→ dρ = dr − v0dt
b(t)
→ ds2eff = A
(N)
D
(
c2
N
dt2 − b2dρ2
)
. (3.56)
In addition, we may transform from the laboratory time t to the effective proper (comoving
wrist-watch) time τ in order to eliminate the factor in front of dτ 2
τ =
∫
dt
√
A
(N)
D cN → ds2eff = dτ 2 −A
(N)
D b
2dρ2 , (3.57)
arriving at the standard Friedman-Robertson-Walker representation, see Eq. (2.1) and, e.g.,
Ref. [10,22,23]. The scaling behavior of the factors can be deduced as follows: with ̺0(t) ∝
b−D(t) according to Eq. (3.55), we obtain from Eq. (3.48) for the effective coupling coefficient
gN(t) ∝ b−D(N−2)(t) and for the speed of sound follows cN(t) ∝ b−D(N−1)/2(t). Hence the
factor in front of dρ2 scales as
A
(N)
D b
2 ∝ b2+D(N−3)/(D−1) , (3.58)
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according to Eq. (3.53). Interestingly, the exponent vanishes for
N =
2
D
+ 1 , (3.59)
e.g., for D = 2 and N = 2, or D = 3 and N = 5/3, or D = 1 and N = 3. As was observed
above, special care is required for the latter case D = 1, but for N = 3 one can indeed
introduce an effective metric and the conformal factor can be chosen at will since it does
not enter the calculation.
If the condition in Eq. (3.59) is satisfied and thus the exponent in Eq. (3.58) vanishes,
the transformed metric in Eq. (3.57) is flat and hence the wave equation for the phonon
modes becomes trivial in terms of the coordinates τ and ρ
(
∂2
∂τ 2
− 1
A
(N)
D (t = 0)
∂2
∂ρ2
)
φ = 0 , (3.60)
i.e., a solution φ(τ,ρ) is independent of the external time dependence mediated via the
scaling parameter b(t). It turns out that this perfect scaling is not only valid for the phonon
modes, but can be extended to the full field operator: starting with the equation of motion in
the Heisenberg picture (3.8) with general s-wave coupling (N) and in D spatial dimensions6
i
∂
∂t
Ψ̂ =
(
− 1
2m
∂2
∂r2
+ Vext(t, r) + g (Ψ̂
†)N−1Ψ̂N−1
)
Ψ̂ , (3.61)
one may account for an arbitrarily time-dependent external one-particle trapping potential
Vext(t, r) as long as it is purely harmonic at all times
Vext(t, r) =
m
2
ω2ext(t)r
2 , (3.62)
by inserting the scaling ansatz derived above (cf. [116])
Ψ̂(t, r) =
exp{imv20(t, r)/2}√
bD(t)
ψ̂(τ,ρ) . (3.63)
The numerator exp{imv20(t, r)/2} of the prefactor reproduces v0 and the denominator√
bD(t) accounts for ̺0(t) = ̺0(t = 0)/b
D(t) and ensures the correct commutation rela-
tions for ψ̂(τ,ρ), i.e.,
[ψ̂(τ,ρ), ψ̂†(τ,ρ′)] = δ(ρ − ρ′) . (3.64)
For a flat metric N = 1 + 2/D, the proper time is (independently of D) determined as
τ =
∫
dt
b2(t)
, (3.65)
6Note that the coupling g in Eqs. (3.42) and (3.61) differs by a factor N/2.
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and ρ is of course still given by ρ = r/b(t). Finally, after arranging the scale parameter b(t)
according to
b̈(t) + ω2ext(t)b(t) =
ω2ext(t = 0)
b3(t)
=
ω20
b3(t)
, (3.66)
the equation of motion for ψ̂(τ,ρ) becomes independent of b(t)
i
∂
∂τ
ψ̂(τ,ρ) =
(
− 1
2m
∂2
∂ρ2
+
m
2
ω20ρ
2 + g (ψ̂†)N−1ψ̂N−1
)
ψ̂(τ,ρ) , (3.67)
i.e., a perfect scaling solution of the full field operator Ψ̂ is obtained exactly in those cases
where the effective metric is flat. Note that the implications of this property of the full
field operator go far beyond the scaling of the hydrodynamic solution – one also obtains a
perfect scaling of the quantum fluctuations to arbitrary order and for large wavenumbers
(provided that the s-wave approximation is still valid, of course), where hydrodynamic
(Thomas-Fermi) solution breaks down. It is not even necessary to assume the mean-field
expansion, i.e., the scaling also applies to non-condensed bosons.
Interestingly, all three examples of perfect scaling (from D = 1 to D = 3) are potentially
relevant for real physical systems:
• D = 1 and N = 3: in quasi-1D Bose-Einstein condensates, one may obtain an effective
|ψ|6 coupling if the perpendicular size az is comparable to the s-wave scattering length
as, see, e.g., [106, 108–110].
• D = 2 and N = 2: this is the usual quasi-2D Bose-Einstein condensate with quartic
coupling, e.g., [73].
• D = 3 and N = 5/3: even though the exponent N = 5/3 may seem somewhat
unnatural, it appears in an effective description of a weakly interacting two-component
Fermi gas in the BCS state, where the equation of state is determined by the Fermi
energy EF ∝ ̺5/3, and which therefore also shows scaling behavior, see, e.g., [113,117].
3.5 Expanding Bose-Einstein condensates
In view of the effective space-time description for Bose-Einstein condensates in two and
three dimensions, we can now employ the tools of general relativity, cf. Chapter 2, and
discuss the evolution of the quantum fluctuations during the ballistic expansion, which sets
in when the confining potential is switched off. The one-dimensional case, however, will
not be considered, because of the aforementioned problems concerning the introduction of
an effective space-time metric. With the obvious analogy of expanding condensates to the
period of cosmic inflation – in both cases small quantum fluctuations evolve atop a clas-
sical expanding background – different horizon concepts known from general relativity are
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applied. The spectrum of the frozen quantum fluctuations will be calculated for quasi-two-
dimensional and three-dimensional condensates in Subsections 3.5.2 and 3.5.3, respectively,
where the usual quartic coupling (N = 2) will be considered in both cases.
3.5.1 Horizon Analogues
Apart from the question of whether it can be cast into a flat space-time form by means of
an appropriate coordinate transformation or not, the emergence of a non-trivial effective
metric in Eq. (3.52) suggests the application of concepts known from general relativity, such
as horizons [15, 23, 45], see also Subsection 2.1.2. Generally speaking, horizons correspond
to a loss of causal connectivity, i.e., events beyond a horizon have no influence or cannot
be influenced. The most prominent example is the event horizon of a (classical) black hole,
beyond which everything is trapped forever (i.e., nothing can ever escape to infinity).
On the other hand, in cosmology, two slightly
t
Figure 3.2: Comoving worldlines
(brown), lightcones (red)
and lightrays (green) in
an expanding spacetime,
see also Fig. 2.2.
different horizon concepts play a more important
role due to the large-scale homogeneity and isotropy
– the particle horizon and the apparent horizon.
The particle horizon always refers to a chosen tra-
jectory and indicates the border to the space-time
region, which cannot be reached by any signal start-
ing from this trajectory or from where no signal
can reach this trajectory. The apparent horizon
depends on the chosen coordinates and is (roughly
speaking) defined as the border, beyond which all
closed two-surfaces can either only expand or only
contract w.r.t. the chosen coordinates.
As it turns out, the concepts of the particle
and the apparent horizon can be applied to ex-
panding Bose-Einstein condensates. Let us start
with the particle horizon and choose the trajectory
r = 0 → ρ = 0, for which the particle horizon
can conveniently be determined using the metric
in Eq. (3.56). The question is: which values of the comoving coordinate ρ can a sound wave
reach by starting at the origin ρ = 0 at time t and being described by a null line ds2eff = 0,
i.e., how far can it travel? According to Eq. (3.56), this length can be calculated via the
following integral [cf. also [15] and Eq. (2.4)]
∆ρhorizon(t) =
∞∫
t
dt′
cN(t
′)
b(t′)
= cN(t = 0)
∞∫
t
dt′
b1+D(N−1)/2(t′)
. (3.68)
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If the above integral converges to a finite result ∆ρhorizon(t), this corresponds to a particle
horizon since no point beyond this comoving coordinate can be reached by sound waves
anymore. [Note that, in contrast to the speed of light c = 1, the speed of sound cN in Bose-
Einstein condensates is not constant but instead depends on density ̺0, coupling strength
etc. and therefore enters Eq. (3.68).]
For a free expansion of the condensate Vext(t ↑ ∞) = 0, one obtains b(t ↑ ∞) ∝ t at
late times according to Eq. (3.66) and thus a horizon exists for all N > 1. The occurrence
of a horizon might be puzzling if the metric in terms of the proper time τ in Eq. (3.57)
is flat – but this puzzle can be resolved by the observation that the proper time τ reaches
a finite value τ(t ↑ ∞) < ∞ in the limit of arbitrarily late laboratory times in that case,
cf. Eq. (3.65).
In contrast to the particle horizon, which necessitates the knowledge of the full future
(or past), the apparent horizon can be identified by means of the configuration at a certain
instant of time only. Instead of a trajectory as for the particle horizon, one has to choose a
specific coordinate system (time slices) in order to define the apparent horizon. The coor-
dinates (τ,ρ) leading to a flat metric, for example, do of course not allow the introduction
of an apparent horizon. On the other hand, since the expanding condensate is observed
using the laboratory coordinate system (t, r), one should choose these coordinates instead.
For a spherically symmetric metric as in Eq. (3.52), the apparent horizon is determined by
geff00 = 0, i.e., where the velocity of the condensate v0 exceeds the speed of sound cN
v20(t, rhorizon) = c
2
N
(t) → rhorizon(t) ∝
b1−D(N−1)/2
ḃ
. (3.69)
The very intuitive interpretation is that no sound wave can enter the region r < rhorizon
from the outside.
For perfect scaling N = 1 + 2/D and a freely expanding condensate, the apparent hori-
zon settles down at late times (when ḃ becomes constant) to a finite value rhorizon(t ↑ ∞) =
r∞horizon > 0, otherwise it may increase or decrease forever (depending on D and N). Note
that both, the apparent and the particle horizon are never at rest with respect to the co-
moving coordinate ρ but always decreasing. As a result, the wavelength of all sound modes
exp{iκ · ρ} exceeds the horizon size at some instant of time (horizon crossing) in view of
the permanent stretching of modes due to the expansion of the condensate, cf. also Subsec-
tion 2.1.3 and Fig. 2.3. After the wavelength exceeds the horizon size, the regions of higher
and lower pressure cannot interact anymore and hence the modes stop oscillating (freezing
of modes). As a result, comparing each mode with a harmonic oscillator, the momentum
and its variance decrease drastically – and according to the Heisenberg uncertainty relation,
the complementary variance must increase in order to compensate this. Ergo, the initial
ground/vacuum state gets squeezed, which amplifies the quantum fluctuation in a certain di-
rection. This admittedly rather intuitive picture (horizon crossing, freezing, and squeezing)
applies to both, the expanding universe (provided a horizon exists, such as during cosmic
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inflation) as well as expanding Bose-Einstein condensates in a very similar way and must of
course be further supported by explicit calculations, see Sections 3.5.2 and 3.5.3.
Note that analogue horizons (and perhaps horizons in real gravity as well) are only low-
energy effective concepts since, for very small wavelengths (below the healing length), the
quantum pressure term becomes important leading to group and phase velocities exceeding
the usual speed of sound. Furthermore, as the healing length increases during the expansion,
the late-time limit in the derivation of the particle horizon is not strictly valid. Neverthe-
less, the main effects such as the amplification of quantum fluctuations are not modified
drastically, see the next subsections.
3.5.2 Density-Density Correlations in quasi-2D
According to the results of Section 3.4.2, the time-evolution of a quasi-two-dimensional
condensate with the usual quartic coupling (i.e., N = D = 2) is particularly simple to
solve due to its perfect scaling behavior – which allows to derive its dynamics exactly (e.g.,
including the quantum-pressure corrections). If the initial trapping potential is considered
to be harmonic, the free expansion after switching off the longitudinal trap V ext‖ (t > 0) = 0
is fully described by the time-evolution of the scaling parameter according to Eq. (3.66)
b(t) =
√
1 + ω20t
2 . (3.70)
The associated proper time τ can be calculated from Eq. (3.65)
τ(t > 0) =
arctanω0t
ω0
. (3.71)
Since τ quickly approaches a finite value at late times t ↑ ∞, the fluctuations freeze in and
assume the value at proper time τ = π/(2ω0). In view of the perfect scaling discussed in
Sec. 3.4.2, both, the background and the phonon modes – expressed in terms of ρ and τ –
behave in the same way before and during the expansion, leaving the relative correlation
function
C(ρ,ρ′) =
〈δ ˆ̺(t,ρ)δ ˆ̺(t,ρ′)〉
̺0(t,ρ)̺0(t,ρ′)
=
〈δ ˆ̺(ρ)δ ˆ̺(ρ′)〉
̺0(ρ)̺0(ρ′)
(3.72)
unchanged. Consequently, the spectrum of the relative density contrast in comoving co-
ordinates after horizon crossing is given by the initial correlation spectrum. Besides the
quasi-two-dimensional condensate with usual quartic coupling (N = D = 2), this also holds
for all other cases where perfect scaling occurs.
As discussed in Section 3.5.1, the apparent horizon depends on the chosen time-slicing,
i.e., the set of coordinates. (The particle horizon is independent of the set of coordinates,
but requires the knowledge of the whole future evolution.) comoving coordinates, albeit
advantageous to describe the evolution of the modes, are not suitable for describing the
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appearance of an apparent horizon. On the other hand, all observations are performed in
laboratory time t and coordinates r with the metric (3.52) showing the formation of an
apparent horizon according to Eq. (3.69). For N = 1 + 2/D, it follows
rhorizon(t) =
cN(0)
ḃ(t)
= cN(0)
√
1 + ω20t
2
ω20t
, (3.73)
in the homogeneous case. While the trapping potential is still turned on (t < 0), the
(apparent) horizon size rhorizon is infinite. Clearly, without any expansion, all points are
causally connected via sound waves. After releasing the condensate, however, the horizon
settles down very quickly (ω0t≫ 1) at a finite position (in laboratory coordinates) cN(0)/ω0,
given by the initial speed of sound cN(0) and trapping frequency ω0.
Since the (apparent) horizon quickly settles to a finite position in laboratory coordinates
(t, r) and every phonon mode with a given wavelength λ expands with the condensate
cloud, each phonon mode will cross the horizon eventually. Equivalently, in terms of the
comoving coordinates, the horizon size decreases for all times (as long as the condensate is
expanding) and the (comoving) wavenumber κ remains constant. As mentioned before, the
initial correlation function of a quasi-two-dimensional condensate translates directly into
the frozen density contrast after horizon crossing.
In order to derive the density-density correlation function quantitatively, the phonon
modes are quantized within the initial condensate v0 = 0 using the approximation (center
of the gas cloud) of a constant background density ̺0 = const. After a normal mode
expansion, the Lagrange function (3.44) reads
L =
∫
d2rL =
VQ
4
∑
k
[(
g2D +
k2
4m̺0
)−1
(δṠk)
2 − ̺0k
2
m
(δSk)
2
]
, (3.74)
where VQ denotes the quantization volume. Note that, in contrast to Eq. (3.47), we did not
neglect the quantum pressure term. In a straightforward manner, the phase and density
fluctuations can be quantized via the introduction of creation (â†k) and annihilation operators
(âk) which diagonalize the Hamiltonian. The quantized phase and density fluctuations read
δŜk =
√
1
VQωk
(
g2D +
k2
4m̺0
)(
âk + â
†
k
)
, (3.75)
δ ˆ̺k = i
√
ωk
VQ
(
g2D +
k2
4m̺0
)−1 (
âk − â†k
)
, (3.76)
with the well-known Bogoliubov dispersion relation
ω2k = µ
k2
m
+
k4
4m2
, (3.77)
where µ = g2D̺
2D
0 is the (initial) chemical potential.
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For a perfectly-scaling condensate, the two-point function in Eq. (3.72) yields the density-
density correlations at all times, and in particular also the frozen correlations (the density
contrast) after horizon crossing. We can thus calculate the Fourier components
C2D(κ) =
∫
d2ρ
〈δ ˆ̺(t, 0)δ ˆ̺(t,ρ)〉
̺20(t)
eiκ·ρ =
g2D|κ|
µ
√
4mµ+ κ2
. (3.78)
in order to obtain the spectrum.
For large wavelengths, the spectrum is linear in the (comoving) momentum κ in complete
agreement to the curved space-time analogy. For large (comoving) momenta κ, where the
dispersion relation (3.77) changes from linear to quadratic and the curved space-time analogy
breaks down, the spectrum of the two-point correlation function approaches a constant
value corresponding to a Dirac δ-contribution C(ρ,ρ′) ∝ δ(ρ−ρ′)+ . . . . Interestingly, after
subtracting this local term, a scale-invariant spectrum C(κ) ∝ 1/κ2 for large κ is obtained –
in analogy to cosmic inflation, where the spectrum is scale-invariant, too (in 3+1 dimensions
it is 1/k3; see also Chapter 2). However, one should bear in mind that this scale-invariant
spectrum occurs in a region where the curved space-time analogy breaks down.
For addressing the question of whether this effect (amplification of the initial quantum
fluctuations of the phonon modes) can be measured or not, the order of magnitude of
the relative density-density correlations C(κ) at different spatial points ρ 6= ρ′ can be
estimated. Since the two-dimensional coupling constant, g2D, is proportional to the ratio
of the scattering length, as, and the perpendicular extension of the condensate, az, one has
typically
〈δ ˆ̺(ρ)δ ˆ̺(ρ′)〉
̺20
= O
(
as
az
)
. (3.79)
Note, however, that this can only be seen as a rough estimate of the order of magnitude, since
the two-point function is logarithmically divergent at small distances (where eventually the
employed approximations break down). Remembering the conditions (3.39) in Section 3.3,
it becomes obvious that the relative density contrast must be significantly smaller than one
– which was to be expected. However, the fluctuations could be on the percent-level (see
Section 3.5.4) and thus might well be measurable.
3.5.3 Density-Density Correlations in 3D
For an expanding three-dimensional condensate with quartic coupling, the situation is more
complicated, since it does not show the perfect scaling behavior as in two dimensions.
Therefore, it is not possible to infer the final (frozen) density (or phase) fluctuations from
the initial state exactly as in the previous case. Fortunately, for long wavelengths, we may
exploit the effective space-time analogy and derive the evolution using the tools known
from cosmology. To this end, the effective Painlevé-Gullstrand-Lemâıtre metric (3.52) is
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diagonalized by transforming onto comoving coordinates. Note that, in three (spatial)
dimensions, the background density scales as ρ(t) = ρ(0)/b3(t). Assuming the background
density to be smooth (Thomas-Fermi limit), the evolution equation for the scale factor –
after switching off the trap – reads, cf. [116]
b̈(t) =
ω20
b4(t)
. (3.80)
Similar to the previous case, the scale factor accelerates (the interaction energy is trans-
formed into kinetic energy) after switching off the trap, but quickly assumes a linear behav-
ior, b ∝ t (for t≫ 1/ω0).
The following calculations are most conveniently performed using the laboratory time
but comoving spatial coordinates. One advantage of the analogy to curved space-times is
the inherited freedom of choosing suitable coordinates, where the independence of the final
result follows automatically from covariance. The equation of motion of the field modes φκ
with comoving wavenumber κ assumes the form
(
∂2
∂t2
+ 3
ḃ
b
∂
∂t
+
c20κ
2
b5
)
φκ = 0 . (3.81)
Initially, for the trapped condensate, the damping term 3φ̇κḃ/b vanishes and the modes
oscillate freely. During the expansion, the third term decreases whilst the second one grows
and eventually dominates the latter one – in complete analogy to an over-damped oscilla-
tor, the modes freeze in. Because most phonon modes have frequencies much larger than
the trapping frequency (e.g., [118,119]), this horizon crossing and freezing process happens
during the period of linear expansion b(t) = αt (with α ≈ 0.82ω0). In view of the adiabatic
theorem (see, e.g., [120] and also Appendix A), the initial vacuum state for these (initially)
rapidly oscillating modes is preserved (adiabatic vacuum) during the initial nonlinear ex-
pansion. Thus the equation of motion describing the freezing of modes can be simplified
considerably by inserting b(t) = αt
(
∂2
∂t2
+ 3
1
t
∂
∂t
+
c20κ
2
α5t5
)
φκ = 0 (3.82)
and solved analytically in terms of Bessel functions [121]
φκ = C
(1)
κ
1
t
H
(1)
2/3
(
2
3
c0κ
α5/2
t−3/2
)
+ C(2)κ
1
t
H
(2)
2/3
(
2
3
c0κ
α5/2
t−3/2
)
, (3.83)
where H
(1,2)
2/3 denote the Hankel functions with the index ν = 2/3 and C
(1,2)
κ are the corre-
sponding integration constants. As one would expect, for early times, the modes φκ oscillate
φ̇
(1,2)
κ = ±iωadφ(1,2)κ . It turns out that the Hankel functions H (1,2)2/3 have the proper asymptotic
behavior for early times such that the integration constants C
(1,2)
κ can be replaced by the
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(time-independent) creation and annihilation operators (in analogy to the previous Section)
associated to the initial adiabatic vacuum state for the quantized phonon modes φ̂κ in the
Heisenberg picture
C(1)κ →
√
π
6
g
α3
2
VQ
âκ , (3.84)
where the prefactor can be derived by imposing the canonical commutation relations for
the conjugate variables φ and δ̺ = φ̇/g obtained from the Lagrangian (3.50) for comoving
coordinates. Note that the argument of the Hankel functions coincides (up to a constant)
with the proper time, τ ∝ 2
3
α−5/2t−3/2, during the phase of linear expansion.
For late times t ↑ ∞, the modes φκ approach a constant value (due to horizon crossing
and freezing) which can be derived by inserting the asymptotic behavior of the Hankel func-
tions H
(1,2)
2/3 [121]. The frozen late-time t ↑ ∞ expectation value for phase-phase correlations
reads
〈φ̂2κ〉 =
∫
d3ρ cos(κ · ρ)〈φ̂(ρ)φ̂(0)〉 = g
6π
[Γ (2/3)]2
α1/334/3
c
4/3
0
κ−4/3 . (3.85)
Employing Eq. (3.49), we can calculate the density fluctuations, δ̺ = −φ̇/g (in comoving
coordinates, where v0 vanishes), and obtain the spectrum of the relative density-density
correlation function at late times
C3D(κ) =
∫
d3ρ cos(κ · ρ)〈δ ˆ̺(ρ)δ ˆ̺(0)〉
̺20
=
[Γ(1/3)]232/3
6π
ξc
1/3
0
̺0α1/3
κ4/3 , (3.86)
where everything on the right-hand side (healing length etc.) refers to the initial state.
Interestingly, one obtains the same spectra (k−4/3 for the phase and k+4/3 for the density
fluctuations) for a condensate at rest after sweeping through the phase transition at g = 0
by means of a time-dependent coupling g(t) [37].
In contrast to the quasi-two-dimensional case with perfect scaling, the above results
rely on the curved space-time analogy and thus are only valid for wavelengths far above
the healing length. Furthermore, in three dimensions, the healing length scales like ξ(t) =
ξ(0)b3/2(t) and grows faster (again in contrast to the quasi-two-dimensional case) than the
wavelengths λ(t) = λ(0)b(t) in laboratory coordinates. A rough estimate of the maximal
amplification effect can be obtained by inserting the maximum comoving wavenumber κ =
1/ξ(α/ωξ)
1/4 (with ξ the initial healing length and ωξ = c0/ξ) of the phonon modes whose
wavelength exceeds the healing length during the relevant period of their evolutions (i.e.,
until horizon-crossing and freezing)
κ3C3D(κ) =
4
√
π[Γ(1/3)]2(α̃)3/4
31/3
√
a3s̺0
(
ωξ
ω0
)−3/4
≈ 30.3
√
a3s̺0
(
ωξ
ω0
)−3/4
. (3.87)
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Here ωξ = c0/ξ denotes the (initial) frequency of the phonons with the (comoving) wavenum-
ber 1/ξ, and α = α̃ω0, where α̃ ≈ 0.82, is a dimensionless constant. In contrast to the quasi-
two-dimensional case, the size of the fluctuations now depends on the diluteness parameter√
a3s̺0 (instead of the ratio as/az), which must be small for the employed approximations to
apply, i.e.,
√
a3s̺0 ≪ 1. Furthermore, the ratio ωκ/ω0 = c0κ/ω0 must be large ωκ/ω0 ≫ 1 if
the period of linear expansion b(t) = αt should be sufficiently long. However, the smallness
of these parameters can partly be compensated by the numerical prefactor 30.3 such that
the final effect can be on the percent-level (see the next subsection).
The spectrum and size of the frozen-in correlations C3D could be measured by obtaining
a density map of a slice of the condensate (tomographic imaging). By making a projective
(e.g., absorption) image instead, one would average over the fluctuations in the (spatial)
direction of projection. While the spectrum remains unchanged, this averaging yields an
additional suppression by a factor of order ξ/lz with lz denoting the transversal (i.e., in
direction of projection) extension of the condensate.
3.5.4 Comparison with experiments
By assuming realistic experimental values, an explicit estimate for the size of the correla-
tions (3.78) and (3.86) can be obtained. Inspired by the experiment [91], let us consider a
quasi-two-dimensional Bose-Einstein condensate of 105 sodium atoms confined in a highly-
anisotropic trap with frequencies ω⊥/2π = 790 Hz and ω‖/2π = 10 Hz. The thickness
az = 0.746µm is much smaller than the healing length ξ = 1.34µm but still much larger
than the scattering length as = 2.8 nm, and thus complying with the hierarchy of scales
discussed in Section 3.3. In view of the perfect scaling of the field operator (see Sec. 3.4.2),
the mode with comoving wavenumber κ = 2π/ξ will be considered. The relative density
contrast for this mode inside a volume ξ2
C(κ)/ξ2 = 1.79% (3.88)
follows from Eq. (3.78). For the modes in the linear regime of the spectrum, horizon crossing
and thus freezing occur shortly after the trap is switched off. Initially the horizon is at
infinity, but very quickly settles at rhorizon(t ↑ ∞) = 3.28µm. Hence already after one e-
folding of expansion, when the radius of the atom cloud has increased by a factor e1 ≈ 2.7,
all modes with wavelength larger than ξ are frozen and the fluctuations are transformed into
a density contrast. With the correlation function depending on the ratio as/az, the effect
can be enhanced by confining the condensate more tightly in the perpendicular direction.
However, if as/az is not small, the condensate is no longer described by the usual Gross-
Pitaevskii Lagrangian (3.32) with quartic coupling and the presented analysis (including the
perfect scaling for quasi two dimensions) does not apply anymore in this form. For such a
case, the (initial) correlation spectrum with appropriate non-quartic coupling, cf. [110,122],
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was calculated in Ref. [122] and differs from Eq. (3.78). (Since the condensate does not
obey the perfect scaling anymore, it would be necessary to calculate the evolution of the
quantum fluctuations during the expansion of the gas cloud explicitly.)
As an example for the three-dimensional case, 107 atoms of 87Rb shall be placed inside
a spherically-symmetric trap with frequency ω0/2π = 200 Hz. According to Ref. [75], these
are (potentially) realizable parameters. With a Thomas-Fermi radius of R = 12.2µm, the
frequency of the lowest excitations can be estimated as ωmin = πcs/R = 5582 Hz – a value
well above the trap frequency ω0. Hence all phonon modes evolve adiabatically during the
period of nonlinear expansion (which lasts roughly 1/ω0) and the horizon crossing happens
during the phase of linear expansion, i.e., the approximations leading to Eq. (3.87) are
justified. A rough estimate of the maximum effect yields
κ3C3D(κ) = O(2 %) , (3.89)
i.e., a potentially measurable effect, which can be enhanced by increasing the diluteness
parameter.
Note that the calculation for the three-dimensional case relies on the effective space-time
analogy (hydrodynamics), i.e., the neglect of the quantum pressure term, and therefore
applies only to modes with comoving wavelength larger than the growing comoving healing
length during all relevant phases of evolution (until horizon crossing). The fluctuations of
the remaining modes might well exceed the value given in Eq. (3.89), because Eq. (3.86)
gives the low-energy part of the spectrum only.
3.6 On the backreaction problem
Many phenomena in physics can be described, to a sufficient degree of accuracy, by means
of the background-field method, wherein one considers linearized quantum fluctuations on
top of an approximately classical background. For a scalar gapless (e.g., Goldstone) mode φ,
propagating in an arbitrary background (e.g., zeroth sound in inhomogeneous superfluids),
the low-energy effective action can be cast into the pseudo-covariant form (cf. Sec. 3.4)
Leff =
1
2
(∂µφ)G
µν(∂νφ) , (3.90)
with ∂µ = (∂/∂t,∇) denoting the space-time derivatives (the summation convention is em-
ployed), and the space-time dependent tensor Gµν characterizing the background [27, 123–
126]. Hence the propagation of φ is completely analogous to that of a scalar field in a
curved space-time with the effective metric gµνeff depending on the background tensor via
Gµν = |geff |1/2gµνeff , where geff = det[geffµν ] (with possibly an additional dilaton factor). This
striking analogy now offers the possibility to apply many tools and methods developed
for quantum fields in curves space-time [10], and associated phenomena like Hawking ra-
diation [27, 123], super-radiance etc., may occur. Since the equation of motion for the
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scalar mode, effφ = ∇effµ gµνeff∇effν φ = 0, is equivalent to covariant energy-momentum bal-
ance, ∇effµ T µν = 0, one such tool is the pseudo-energy-momentum tensor, cf. [31, 114]
Tµν = (∂µφ)(∂νφ) −
1
2
geffµν(∂ρφ)(∂σφ)g
ρσ
eff . (3.91)
The identification of effects by analogy, described above (including the existence of a pseudo-
energy-momentum tensor), is of a kinematical nature. An important question concerns
the dynamics, that is, the backreaction of these quantum fluctuations onto the classical
background. Extending the analogy to curved space-times a bit further, one is tempted to
apply the effective-action method (see, e.g., [10] and [127,128]), and, since the dependence
of the effective action Aeff on the degrees of freedom of the background η enters via the
effective metric gµνeff = g
µν
eff (η), to determine the backreaction contribution to their equation
of motion by
δAeff
δη
=
δAeff
δgµνeff
δgµνeff
δη
=
1
2
√
|geff |
〈
T̂µν
〉 ∂gµνeff
∂η
. (3.92)
The precise meaning of the expectation value of the pseudo-energy-momentum tensor, 〈T̂µν〉,
is difficult to grasp in general, due to the non-uniqueness of the vacuum state in a compli-
cated curved space-time background and the ultraviolet renormalization procedure. Adopt-
ing a covariant renormalization scheme, the results for 〈T̂µν〉 can be classified in terms of
geometrical quantities (cf. the trace anomaly [10]).
However, in calculating the quantum backreaction in that way, one is implicitly making
two essential assumptions: firstly, that the leading contributions to the backreaction are
completely determined by the effective action in Eq. (3.90), and, secondly, that deviations
from the low-energy effective action at high energies do not affect the (renormalized) expec-
tation value of the pseudo-energy-momentum tensor, 〈T̂µν〉. Since the effective covariance
in Eq. (3.90) is only a low-energy property, the applicability of a covariant renormalization
scheme is not obvious in general.
In order to address the question of whether the two assumptions mentioned above are jus-
tified, e.g., whether 〈T̂µν〉 completely determines the backreaction of the linearized quantum
fluctuations, the phonon modes in a well understood superfluid, a dilute Bose-Einstein con-
densate, will be considered. Dynamics of its field operator Ψ̂ is described by the Heisenberg
equation of motion (3.8) which reads in s-wave scattering approximation (cf. Sec. 3.4.2)
i
∂
∂t
Ψ̂ =
(
− 1
2m
∇
2 + Vext + gΨ̂
†Ψ̂
)
Ψ̂ . (3.93)
In the limit of many particles N ≫ 1, in a finite trap at zero temperature with almost
complete condensation, the full field operator Ψ̂ can be represented in terms of the particle-
number-conserving mean-field ansatz (3.10). Insertion of Eq. (3.10) into (3.93) yields the
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(modified) Gross-Pitaevskii equation for the order parameter ψ0 [see also Eqs. (3.11)–(3.13)
and (3.22) in Sec. 3.2]
i
∂ψ0
∂t
=
(
−∇
2
2m
+ Vext + g|ψ0|2 + 2g〈χ̂†χ̂〉
)
ψ0 + g〈χ̂2〉ψ20 , (3.94)
the Bogoliubov-de Gennes equation [90, 98] for χ̂
i
∂
∂t
χ̂ =
(
−∇
2
2m
+ Vext + 2g|ψ0|2
)
χ̂ + gψ20χ̂
† , (3.95)
and, neglecting O(1/N) terms, for the remaining higher-order corrections ζ̂ = O(1/
√
N)
follows
i
∂
∂t
ζ̂ ≈
(
−∇
2
2m
+ Vext + 2g|ψ0|2
)
ζ̂ + gψ20 ζ̂
† + 2g(χ̂†χ̂− 〈χ̂†χ̂〉)ψ0 + g(χ̂2 − 〈χ̂2〉)ψ∗0 .
(3.96)
3.6.1 Backreaction
The observation that the Gross-Pitaevskii equation (3.94) yields an equation correct to
leading order O(
√
N), using either |ψ0|2 or |ψ0|2 + 2
〈
χ̂†χ̂
〉
in the round brackets of (3.94),
hints at the fact that quantum backreaction effects correspond to next-to-leading order
terms and cannot be derived ab initio in the above manner without additional assumptions.
Therefore, an alternative method shall be employed here. In terms of the exact density and
current given by
̺ =
〈
Ψ̂†Ψ̂
〉
, j =
1
2mi
〈
Ψ̂†∇Ψ̂ − H.c.
〉
, (3.97)
the time-evolution is governed by the equation of continuity for ̺ and an Euler type equation
for the current j, cf. Eqs. (3.45) and (3.46) in Sec. 3.4.1. After insertion of the Heisenberg
equation (3.93), one finds that the equation of continuity is not modified by the quantum
fluctuations but satisfied exactly (i.e., to all orders in 1/N or ~)
˙̺ + ∇ · j = 0 , (3.98)
in accordance with the Noether theorem and the U(1) invariance of the Hamiltonian, cf. [127,
128]. However, if one inserts the mean-field expansion (3.10) and writes the full density as
a sum of condensed and non-condensed parts
̺ = ̺0 +
〈
χ̂†χ̂
〉
+ O(1/
√
N) , (3.99)
with ̺0 = |ψ0|2, one finds that neither part is conserved separately in general. Note that this
split requires 〈ζ̂〉 = O(1/N), i.e., the modifications to the Gross-Pitaevskii equation (3.11)
discussed in Sec. 3.2.2. Similarly, the full current can be split up [with ̺0v0 = ℑ(ψ∗0∇ψ0)]
j = ̺0v0 +
1
2mi
〈
χ̂†∇χ̂− H.c.
〉
+ O(1/
√
N) , (3.100)
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and an average velocity v can be introduced via j = ̺v. Thus the quantum backreaction
Q can be defined unambiguously as the following additional contribution in an equation of
motion for j analogous to the Euler equation
∂
∂t
j = f (j, ̺) + Q + O(1/
√
N) , (3.101)
where (j = ̺v)
f (j, ̺) = −∇ · (̺v ⊗ v) + ̺
m
∇
(
1
2m
∇
2√̺
√
̺
− Vext − g̺
)
(3.102)
denotes the usual classical term [that can be obtained from the classical continuity equa-
tion (3.45) and the Bernoulli equation (3.46)]. Formulation in terms of the conventional
Euler equation yields
(
∂
∂t
+ v · ∇
)
v = −∇
m
(
Vext + g̺−
1
2m
∇
2√̺
√
̺
)
+ Q/̺+ O(1/
√
N3) . (3.103)
The quantum backreaction Q can now be calculated by comparing the two equations above
and expressing ∂j/∂t in terms of the field operators via Eqs. (3.93) and (3.97)
∂
∂t
j =
1
4m2
〈
Ψ̂†∇3Ψ̂ − (∇2Ψ̂†)∇Ψ̂ + H.c.
〉
−
〈
Ψ̂†Ψ̂
〉
m
∇Vext −
1
2gm
∇
〈
g2(Ψ̂†)2Ψ̂2
〉
.
(3.104)
After insertion of the mean-field expansion (3.10), the leading contribution is obtained in
the Thomas-Fermi limit
Q = ∇ · (v ⊗ jχ + jχ ⊗ v − ̺χv ⊗ v)
− 1
2gm
∇
(
g2
〈
2|ψ20|χ̂†χ̂ + ψ20(χ̂†)2 + (ψ∗0)2χ̂2
〉)
− 1
2m2
∇ ·
〈
(∇χ̂†) ⊗ ∇χ̂ + H.c.
〉
, (3.105)
with ̺χ =
〈
χ̂†χ̂
〉
and jχ = (1/m)ℑ
〈
χ̂†∇χ̂
〉
. Under the assumption that the relevant length
scales λ for variations of, e.g., ̺ and g, are much larger than the healing length ξ =
(g̺0m)
−1/2, the quantum pressure contributions ∇2̺0 and [∇̺0]
2 are neglected (Thomas-
Fermi or local-density approximation). These contributions would, in particular, spoil the
effective (local) geometry in Eq. (3.90).
3.6.2 Comparison with effective action technique
In order to compare the expression (3.105) with Eq. (3.92), it is necessary to identify φ and
Gµν , see Sec. 3.4. Phonon modes with wavelength λ≫ ξ are described by the action in
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Eq. (3.90) in terms of the phase fluctuations φ provided that Gµν is given by
Gµν =
1
g
(
1 v
v v ⊗ v − c2s1
)
, (3.106)
where c2s = g̺/m is the speed of sound, cf. Sec. 3.4.1 and Refs. [123–126,129]. The density
fluctuations δ̺ are related to the phase fluctuations φ = δS via Eq. (3.49) with N = 2.
If the quantum corrections to the Bernoulli equation (3.46) are now calculated using the
effective-action method in Eq. (3.92) by inserting ∂Gµν/∂̺ or ∂gµνeff /∂̺, one obtains
δAeff
δ̺
= −1
2
〈(∇φ̂)2〉 . (3.107)
Clearly, this result differs from expression (3.105) derived in the previous subsection. More-
over, it turns out that Eq. (3.105) contains contributions which are not part of the pseudo-
energy-momentum tensor 〈T̂µν〉: even though the phonon flux jχ in the first line of Eq. (3.105)
roughly corresponds to 〈δ ˆ̺∇φ̂ + H.c.〉, which indeed reproduces the mixed space-time com-
ponents of the pseudo-energy-momentum tensor 〈T̂µν〉, the phonon density ̺χ contains 〈δ ˆ̺2〉
which is part of 〈T̂µν〉 but also 〈φ̂2〉 which is not. (Note that 〈φ̂2〉 cannot be canceled by
the other contributions.) The expectation value in the second line of Eq. (3.105) is ba-
sically 〈δ ˆ̺2〉ren and thus part of 〈T̂µν〉ren. Finally, the expression 〈(∇χ̂†) ⊗ ∇χ̂ + H.c.〉
in the last line of Eq. (3.105) contains 〈∇φ̂⊗ ∇φ̂〉 which does occur in 〈T̂µν〉, but also
〈∇δ ˆ̺⊗ ∇δ ˆ̺〉, which does not. One could argue that the latter term ought to be neglected
in the Thomas-Fermi or local-density approximation, since it is on the same footing as the
quantum pressure contributions ∇2̺ and [∇̺]2, but it turns out that this expectation value
yields cut-off-dependent contributions of the same order of magnitude as the other terms,
see Section 3.6.5 below.
3.6.3 Choice of classical background
In order to understand the disagreement between expressions (3.105) and (3.107) and to
demonstrate the possible dependence of the explicit expression for the quantum backreaction
on the choice of the classical background, two particular backgrounds will be considered
in the following. Firstly, it shall be given by the density and current generated by the
condensate fraction ψ0 of the field operator Ψ̂, cf. Eqs. (3.99) and (3.100). And secondly,
(the expectation values of) the full density and the velocity potential are considered as
(classical) background.
In the first case, the background current is given by
j0 = ̺0v0 =
1
2mi
(ψ∗0∇ψ0 − C.c.) = j − jχ , (3.108)
where C.c. means complex conjugation. Note that the exact splitting j = j0 + jχ is not
unique and thus the classical background j0 and the fluctuation jχ are (in contrast to j) not
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directly measurable (for g > 0), cf. the remark on the Gross-Pitaevskii equation (3.94). The
evolution of the phonon flux can be inferred from the Bogoliubov-de Gennes equation (3.95)
∂
∂t
jχ =
1
4m2
∇
3̺χ −
1
2m2
∇ ·
〈
(∇χ̂†) ⊗ ∇χ̂ + H.c.
〉
− ̺χ
m
∇ (Vext + 2̺0g)
− 1
2m
[〈
χ̂2
〉
∇
(
g (ψ∗0)
2)+ H.c.
]
, (3.109)
which enables us to derive the evolution equation for the condensate part via the subtraction
j0 = j − jχ
∂
∂t
j0 = f (̺0,v0) −
2̺0
m
∇(g̺χ) −
1
2m
[
(ψ∗0)
2
∇
(
g
〈
χ̂2
〉)
+ H.c.
]
, (3.110)
which is the same result as obtained from the modified Gross-Pitaevskii equation (3.94).
However, the interpretation of the right hand side of the equation above as a force density
is not straight-forward, since the equation of continuity for ̺0 and j0 is not satisfied
˙̺0 + ∇ · j0 =
i
m
〈
ψ20
(
χ̂†
)2 − (ψ∗0)2 χ̂2
〉
. (3.111)
This means that an acceleration of the atoms in the condensate caused by a real force could
make them leave the condensate or induce a change in j0 and it is hard to disentangle these
two effects. Roughly speaking, choosing the condensate part j0 (which is not measurable
and not conserved) as the classical background would correspond to the artificial variable
Y of the toy model discussed in Appendix B, whereas the full (measurable and conserved)
current j corresponds to X.
In the second case, the expectation values of the density and the velocity potential are
taken as background
φ̂ = 〈φ̂〉 + δφ̂ = φb + δφ̂ ,
ˆ̺ = 〈 ˆ̺〉 + δ ˆ̺ = ̺b + δ ˆ̺ . (3.112)
Note that, in contrast to the full density which is a well-defined and measurable quantity,
the velocity potential, φ̂, is not7. It can be introduced via the following ansatz for the full
field operator [cf. Eq. (3.43)]
Ψ̂ = eiφ̂
√
ˆ̺ . (3.113)
Since φ̂ and ˆ̺ do not commute, other forms such as Ψ̂ =
√
ˆ̺eiφ̂ would not generate a self-
adjoint phase φ̂ and comply with ˆ̺ = Ψ̂†Ψ̂. Insertion of the above ansatz into the expression
7The problem that the commutator between density and phase operators, [ ˆ̺(r), φ̂(r′)] = −iδ(r − r′),
leads to fundamental inconsistencies if one takes the matrix elements of the space integrals of both sides
in the number basis was first pointed out by Fröhlich [130]. The commutator makes proper sense only if
coarse-grained over a volume with a large enough number of particles, and not locally, i.e., in arbitrarily
small volumina, see also [131].
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for the full current (3.97) yields
j =
1
m
〈√
ˆ̺ ∇φ̂
√
ˆ̺
〉
= ̺b∇φb +
1
2
〈
δ ˆ̺∇δφ̂+ H.c.
〉
, (3.114)
where terms of third and higher order are neglected. In order to calculate the quantum
backreaction in this formulation, it is convenient to express density and phase in terms of
the former split (3.10) defined with respect to the condensate fraction of the field operator
[cf. also Eqs. (3.99), (3.100)]
φb = φ0 +
1
4
〈δ ˆ̺δφ̂〉
̺0
+
1
4
〈δφ̂δ ˆ̺〉
̺0
+ O(δ3) ,
̺b = ̺0 + ̺0〈δφ̂2〉 +
1
4
〈δ ˆ̺2〉
̺0
+
i
2
〈[δφ̂, δ ˆ̺]〉 + O(δ3) . (3.115)
where ̺0 = |ψ0|2 and φ0 = argψ0. The linearized quantum fluctuations δφ̂ and δ ˆ̺ are
first-order corrections to the classical backgrounds and thus coincide (to leading order) for
both expansions, cf. Appendix C. Note that the last term in the second line of Eqs. (3.115),
∝ 〈[δφ̂, δ ˆ̺]〉, is the equal-time commutator of two conjugate variables at the same spatial
position. Since the background densities ̺0 and ̺b should be finite, the divergence of the
commutator must be canceled by the remaining (second-order) contributions, i.e., by 〈δφ̂2〉
and 〈δ ˆ̺2〉. In particular, this also means that the quantum backreaction (3.107), which is
proportional to 〈(∇δφ̂)2〉, is presumably ultraviolet divergent and not small a priori.
The inconsistencies arising when relating the two mean-field decompositions (3.10) and
(3.112) already indicate that the outcome of higher-order expectation values crucially de-
pends on the specific choice of the classical background. Since the quantum backreaction is
second order in the fluctuations, special care must be taken.
3.6.4 Problems of Effective-Action Technique
After the demonstration of problems of the effective-action method for deducing the quan-
tum backreaction, the reasons for this will be studied in more detail now. The full action
governing the dynamics of the fundamental fields Ψ∗ and Ψ reads
L
Ψ = iΨ∗Ψ̇ − Ψ∗
(
−1
2
∇
2 + Vext +
g
2
Ψ∗Ψ
)
Ψ . (3.116)
Linearization Ψ = ψc +χ yields the effective second-order action generating the Bogoliubov-
de Gennes equations (3.95)
L
χ
eff = iχ
∗χ̇− χ∗
(
−1
2
∇
2 + Vext + 2g |ψ2c |
)
χ−
[g
2
(ψ∗c )
2χ2 + H.c.
]
. (3.117)
Now δAχeff/δ̺0 indeed yields the correct backreaction (3.110) in the condensate formulation.
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However, when starting with the action in terms of the non-fundamental variable φ
L = −̺
(
φ̇+
1
2
(∇φ)2
)
− ǫ[̺] − Vext̺ , (3.118)
with ǫ[̺] denoting the internal energy density, the quantum corrections to the equation
of continuity δAeff/δφb are reproduced correctly, but the derived quantum backreaction
contribution to the Bernoulli equation δAeff/δ̺b is problematic.
Why is the effective-action method working for the fundamental field Ψ, but not for the
non-fundamental variable φ? The quantized fundamental field Ψ̂ satisfies the equation of
motion (3.93) as derived from the above action and possesses a well-defined linearization via
the mean-field expansion (3.10). One of the main assumptions of the effective-action method
is a similar procedure for the variable φ, i.e., the existence of a well-defined and linearizable
full quantum operator φ̂ satisfying the Bernoulli equation (for large length scales)
∂
∂t
φ̂ +
1
2
(∇φ̂)2 + h[ ˆ̺]
?
= 0 , (3.119)
where h = dǫ/d̺ + Vext. The problem is that the commutator of ˆ̺ and φ̂ at the same
position diverges and hence the quantum Madelung ansatz in Eq. (3.113) is singular, see
Footnote 7 on Page 66. As a result, the above quantum Bernoulli equation is not well-
defined (in contrast to the equation of continuity), i.e., insertion of the quantum Madelung
ansatz in Eq. (3.113) into Eq. (3.93) generates divergences [130, 131].
In order to study these divergences by means of a simple example, let us consider the
generalized Bose-Hubbard Hamiltonian (see also Sec. 4.1)
Ĥ = α
∑
<ij>
(Ψ̂†iΨ̂j + H.c.) +
∑
i
(βn̂i + γn̂
2
i ) , (3.120)
where < ij > denote nearest neighbors and n̂i = Ψ̂
†
iΨ̂i the filling factor of one lattice site i.
In the usual continuum limit, this Hamiltonian generates Eq. (3.93). Inserting the quantum
Madelung ansatz in Eq. (3.113), however, the problem of operator ordering arises and the
(for the Bernoulli equation) relevant term reads
Ĥφ =
1
4
∑
i
√
n̂i(n̂i + 1) (∇φ̂)
2
i + H.c. , (3.121)
with the replacement n̂i + 1 instead of n̂i being one effect of the non-commutativity. In the
superfluid phase with large filling n≫ 1, one obtains the following leading correction to the
equation of motion
∂
∂t
φ̂+
1
2
(∇φ̂)2 + µ[ ˆ̺] +
1
n̂
(∇φ̂)2
16
1
n̂
= O
(
1
n3
)
, (3.122)
which depends on microscopic details (such as the filling).
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By means of this simple example, it already becomes apparent that the various limiting
procedures such as the quantization and subsequent mean-field expansion, the variable trans-
formation (Ψ∗,Ψ) ↔ (̺, φ), and the linearization for small fluctuations, as well as continuum
limit do not commute in general – which explains the problems of the effective-action method
for deducing the quantum backreaction. The variable transformation (Ψ∗,Ψ) ↔ (̺, φ) is
applicable to the zeroth-order equations of motion for the classical background as well as to
the first-order dynamics of the linearized fluctuations – but the quantum backreaction is a
second-order effect, where the aforementioned difficulties arise.
3.6.5 Cut-off Dependence
As mentioned in the introduction of this section, another critical issue is the ultraviolet
divergence of the pseudo-energy-momentum tensor 〈T̂µν〉. Extrapolating the low-energy
effective action in Eq. (3.90) to large momenta k, the expectation values 〈δ ˆ̺2〉 and 〈φ̂2〉
entering ̺χ would diverge. For Bose-Einstein condensates, one may infer the deviations
from Eq. (3.90) at large k from the Bogoliubov-de Gennes equation (3.95), see also Sec. 3.2.
Assuming a static and homogeneous background (which should be a good approximation
for large k), a normal-mode expansion yields [cf. Eq. (3.15)]
χ̂k =
√
k2
2mωk
[(
1
2
− mωk
k2
)
â†k +
(
1
2
+
mωk
k2
)
âk
]
, (3.123)
where â†k and âk are the creation and annihilation operators of the phonons, respectively,
and the frequency ωk is determined by the Bogoliubov dispersion relation, cf. Eq. (3.16).
ω2k = g̺k
2 +
k4
4
. (3.124)
Using a linear dispersion ω2k ∝ k2 instead, expectation values such as 〈χ̂†χ̂〉 would be ultra-
violet divergent, but the correct dispersion relation implies χ̂k ∼ â†k g̺/k2 + âk for large k2,
and hence 〈χ̂†χ̂〉 is ultraviolet finite in three and lower spatial dimensions. Thus the healing
length ξ acts as an effective cut-off kcutξ for high energies.
Unfortunately, the quadratic decrease for large k in Eq. (3.123), χ̂k ∼ â†k g̺/k2 + âk, is
not sufficient for rendering the other expectation values (i.e., apart from ̺χ and jχ) in
Eq. (3.105) ultraviolet finite in three spatial dimensions. This ultraviolet divergence indi-
cates a failure of the s-wave pseudo-potential (3.3) used in Eq. (3.93) at large wavenum-
bers k and can be eliminated by a more appropriate two-particle interaction potential
Vint(r − r′), see Sec. 3.2 and Refs. [88, 97, 132, 133]. Introducing another ultraviolet cut-
off wavenumber kcuts related to the breakdown of the s-wave pseudo-potential, we obtain
〈(∇χ̂†) ⊗ ∇χ̂ + H.c.〉 ∼ g2̺2 kcuts and 〈χ̂2〉 ∼ g̺ kcuts .
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In summary, there are two different cut-off wavenumbers: the first one, kcutξ , is associated
to the breakdown of the effective Lorentz invariance (change of dispersion relation from linear
to quadratic) and renders some – but not all – of the naively divergent expectation values
finite. The second wavenumber, kcuts , describes the cut-off for all (remaining) ultraviolet
divergences. In dilute Bose-Einstein condensates, these two scales are vastly different by
definition (diluteness)
kcutUV = k
cut
s ≫ kcutξ = kcutLorentz . (3.125)
Note the the opposite relation kcutLorentz ≫ kcutUV is very unnatural since it is known that every
quantum field theory which has the usual properties such as locality and Lorentz invariance
etc., must have ultraviolet divergences (e.g., in the two-point function).
The renormalization of the cut-off-dependent terms is different for the two cases: the
kcuts -contributions can be absorbed by a ̺-independent renormalization of the coupling g,
see Eq. (3.23), whereas the kcutξ -contributions depend on the density in a non-trivial way
and thus lead to a renormalization of the pressure and the chemical potential etc., see the
example in the following subsection.
3.6.6 Simple Example
In order to provide an explicit example for the quantum backreaction term in Eq. (3.105),
without facing the ultraviolet problem, let us consider a quasi-one-dimensional condensate
[91,134], where all the involved quantities are ultraviolet finite. In accordance with general
considerations [135], the phonon density ̺χ is infrared divergent in one spatial dimension,
therefore inducing finite-size effects. Nevertheless, in certain situations, one is able to derive
a closed local expression for the quantum backreaction term Q: assume a completely static
condensate, v = 0, in effectively one spatial dimension, while the spatial density, ̺, and
possibly also the coupling, g, may vary. Furthermore, since spatial variations of ̺ and
g occur on length scales λ much larger than the healing length, only the leading terms in
ξ/λ≪ 1, will be kept, i.e., the variations of ̺ and g will be neglected in the calculation of the
expectation values (local-density approximation). In this case, the quantum backreaction
term Q simplifies considerably and yields (in effectively one spatial dimension, where g ≡ g1D
and ̺ ≡ ̺1D now both refer to the one-dimensional quantities)
Q = − ∇
m2
〈
(∇χ̂†)∇χ̂
〉
− 1
2gm
∇
(
g2̺
〈
2χ̂†χ̂ + (χ̂†)2 + χ̂2
〉)
= − ∇
m2
(
1
3π
(gm̺)3/2
)
+
1
2πgm2
∇
(
g5/2(m̺)3/2
)
+ O(ξ2/λ2)
=
̺
2πm
∇
√
g3m̺+ O(ξ2/λ2) . (3.126)
It turns out that the infrared divergences of 2〈χ̂†χ̂〉 and 〈(χ̂†)2 + χ̂2〉 cancel each other such
that the resulting expression is not only ultraviolet but also infrared finite. Note that the
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sign of Q is positive and hence opposite to that of the pure phonon density contribution
〈χ̂†χ̂〉, which again illustrates the importance of the term 〈(χ̂†)2 + χ̂2〉.
A possible experimental signature of the quantum backreaction term Q calculated above,
is the change incurred on the static Thomas-Fermi solution of the Euler equation (3.103)
for the density distribution (cf. [73, 76, 97, 132,133,136–138])
̺1D =
µ− Vext
g1D
+
√
µ− Vext
2π
+ O(1/
√
N) , (3.127)
with µ denoting the (constant) chemical potential. The classical [O(N)] density profile
̺cl = (µ − Vext)/g1D acquires non-trivial quantum [O(N0)] corrections ̺Q =
√
µ− Vext/2π,
where the small parameter is the ratio of the inter-particle distance 1/̺ = O(1/N) over
the healing length ξ = O(N0). Note that the quantum backreaction term ̺Q in the above
split ̺ = ̺cl + ̺Q should neither be confused with the phonon density ̺χ in ̺ = ̺0 + ̺χ
(remember that ̺χ is infrared divergent and hence contains finite-size effects) nor with the
quantum pressure contribution ∝ ∇2√̺ in Eq. (3.103).
An explicit evaluation of the change ∆R of the Thomas-Fermi size (half the full length),
where µ = Vext, of a quasi-one-dimensional Bose-Einstein condensate induced by backre-
action yields from Eq. (3.127) ∆R = −2−5/2(ω⊥/ωz)as. (The quasi-one-dimensional cou-
pling constant g1D is related to the three-dimensional s-wave scattering length as and the
perpendicular harmonic trapping ω⊥ by g1D = 2asω⊥ [134].) In units of the classical size
Rcl = (3asNω⊥/ω
2
z)
1/3, one has
∆R
Rcl
= − 1
4
√
2
(
1
3N
)1/3(
ω⊥
ωz
as
az
)2/3
, (3.128)
where az = 1/
√
ωz describes the longitudinal harmonic trapping. In quasi-one-dimensional
condensates, backreaction thus leads to a shrinking of the cloud relative to the classical
expectation – whereas in three spatial dimensions one has the opposite effect [73, 76, 97,
132, 133, 136–138]. For reasonably realistic experimental parameters, the effect of back-
reaction should be measurable; for N ≃ 103, ω⊥/ωz ≃ 103, and as/az ≃ 10−3, one obtains
|∆R/Rcl| ≃ 1%.
3.7 Discussion
In this Chapter, we discussed several aspects of quantum fluctuations in dilute atomic
(or molecular) Bose-Einstein condensates. First of all, we scrutinized two frequently-used
approximations (which we also employed in the subsequent sections) in Section 3.2: firstly,
the approximation of the two-particle potential by a contact interaction, Vint(r − r′) ≈
gδ(r− r′). This simplification is mainly motivated by the dilute character of the gas cloud,
where the typical inter-particle separation is much larger than the effective interaction range.
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And secondly, a mean-field ansatz is adopted; the full field operator is split into a classical
background (e.g., the condensate fraction) and small quantum fluctuations. It is generally
believed that this split becomes more accurate as the particle number is increased.
For a finite-range two-particle interaction potential, we were able to derive a mean-
field expansion and investigate its accuracy for several scaling behaviors of the potential
with particle number in Section 3.2. Starting point for our calculation was the Heisenberg
equation of motion (3.8) with arbitrary, weak, finite-range two-particle interaction poten-
tials, Vint(r − r′), obeying a suitable scaling behavior in the large-N limit. Employing the
particle-number-conserving mean-field expansion (3.10), we derived the Gross-Pitaevskii
equation (3.11) for the classical background ψ0, the Bogoliubov-de Gennes equation (3.12)
for the linear fluctuations χ̂ and the corresponding equation of motion (3.13) for the higher-
order corrections ζ̂ . It turns out that, although the gas rapidly becomes more dilute in the
large N ↑ ∞ limit (the gas parameter scales as
√
g3̺ ∝ 1/N), the validity of the mean-field
approximation strongly depends on the detailed scaling behavior of the particle interaction
potential. Therefore, care needs to be exercised in applying the mean-field approximation –
if one does not take the detailed structure of the bare interaction potential into account, one
possibly encounters inconsistencies with the basic assumptions the mean-field expansion is
built on.
Apart from exploring limits of the mean-field approximation, the presented derivation
facilitates the calculation of the impact of microscopic details of the interaction beyond the
s-wave scattering approximation8. Another advantage of the presented approach is the nat-
ural emergence and ab initio derivation of the cut-off kcut as a microscopic property of the
interaction potential – instead of a cut-off kcut introduced ad hoc for the regularization of
pseudo-potentials ∝ δ3(r − r′), see, e.g., [140]. However, one should bear in mind that the
presented method requires weak potentials – if non-perturbative effects such as bound states
or total reflection at a finite radius become important, the direct mean-field ansatz (3.10)
cannot be applied in this way. Instead of homogeneous plane waves, one has to start from
atomic/molecular eigenfunctions in this case and the ansatz (3.10) can only work as a
low-energy effective description. Nevertheless, if it is possible to divide a non-perturbative
Vint(r − r′) into a strong ultra-short-range part and a comparably weak remaining contri-
bution, which is more spread out, the presented analysis should be applicable to the latter
part, provided the ultra-short-range part can be replaced in an adequate manner by an inte-
grable (pseudo-)potential. As an example for the application to the non-local interactions,
a dipole-dipole potential was considered in 3.2.3.
By placing a Bose-Einstein condensate in a highly-anisotropic trap, effectively lower-
dimensional geometries can be realized. If the trap frequency in the strongly-confined di-
8The inadequacy of as as the sole parameter to describe Bose-Einstein condensates has also been discussed
by S. Geltman and A. Bambini [139]. However, they do not address the actual applicability of the mean-field
approach.
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rections is much larger than all internal (mesoscopic) scales of the condensate, such as the
inverse healing length 1/ξ, the motion will be frozen to the ground state in those directions,
cf. Sec. 3.3. On the other hand, for the Gross-Pitaevskii Hamiltonian with its quartic cou-
pling (two-body interactions) to apply, the extend of the condensate in all directions must
be much larger than the (microscopic) s-wave scattering length, such that the interactions
can still be described as three-dimensional scattering.
In Section 3.4, a more general power-law interaction term ∝ g|Ψ|2N was considered, where
we performed a canonic transformation to density and phase for general D-dimensional
setups. An effective space-time metric for the low-energy phase fluctuations emerges from
the linearized equations of motion. The field equations can be formulated covariantly and
the methods and tools known from general relativity can be employed. In particular, we
diagonalized the effective metric by transforming from laboratory to comoving coordinates.
For certain combinations of dimension D and coupling power N, the effective metric becomes
flat. It turns out that the full field operator (in a harmonic trapping potential) possesses
perfectly-scaling solutions exactly if the effective metric is flat in terms of the comoving
coordinates.
Employing this effective space-time metric, we can adopt methods and concepts known
from general relativity. In particular, we discussed the evolution of the phonons during the
free expansion of Bose-Einstein condensates in Section 3.5. This process is interesting for
two reasons: firstly, it is exactly the situation occurring in time-of-flight imaging, where the
expansion is used to amplify any spatial details of the condensate. And secondly, it bears
strong analogies to cosmic inflation, cf. Chapter 2. Similarly to the expanding universe, an
effective sonic horizon forms in the expanding gas cloud of a Bose-Einstein condensate; two
points at fixed (comoving) spatial positions whose distance exceeds the horizon size cannot
be connected anymore by (low-energy) phonons, cf. Section 3.5.1. The formation of this
effective horizon implies the amplification of the quantum fluctuations (horizon-crossing and
freezing) already known from cosmology, which has been calculated explicitly for quasi-two-
dimensional and three-dimensional condensates with quartic coupling. For some realistic
experimental values of Bose-Einstein condensate, the density contrast generated by the
(zero-temperature) vacuum effect turns out to be on the percent level, see Subsection 3.5.4.
Of course, initial thermal fluctuations would – provided that there is no thermalization
during the expansion of the condensate – also be amplified by basically the same mecha-
nism as the quantum fluctuations. In order to ensure that the quantum fluctuations are
larger than the (initial) thermal fluctuations, the temperature must be small enough such
that the thermal occupation of the phonon modes under consideration is negligible. For the
parameters used in Sec. 3.5.4, the relevant temperature scales are T (1/ξ) = 0.1 nK for the
quasi-two-dimensional case and T (κ) = 3.9 nK for the three-dimensional condensate, respec-
tively. By increasing the particle number and/or the trapping frequency, the requirements
regarding the experimental temperature can be relieved. (Another way to discriminate
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between thermal and quantum fluctuations is the spectrum; the different frequency depen-
dences of the thermal occupation numbers and the amplified fluctuations should allow to
disentangle these two effects.)
In summary, expanding Bose-Einstein condensates facilitate the experimental simula-
tion of exotic effects of quantum fields in curved space-times. On the other hand, the
amplification mechanism under consideration sets the ultimate quantum limit of accuracy
for time-of-flight experiments: no matter how smooth the initial cloud can be prepared,
the frozen and amplified quantum ground-state fluctuations will always generate noticeable
density perturbations.
The analogy between phonons in a superfluid (e.g., a Bose-Einstein condensate) and
photons in a curved space-time is only of kinematical nature; the impact of the quantum
fluctuations onto the dynamics of the classical background is not included [not even if the
modified Gross-Pitaevskii equation (3.22) was employed]. In view of the (linear) covariant,
effective space-time formulation, introduced in Sec. 3.4, one is tempted to use methods of
general relativity, such as the effective-action technique, in order to obtain the quantum
backreaction. On the other hand, we know the full microscopic action for Bose-Einstein
condensates. This action extends beyond the linearized description underlying the effective
space-time approach.
In Section 3.6, we calculated the quantum backreaction ab initio from the Heisenberg
equations for the full field operator Ψ̂. We compared our findings with the result obtained
using the effective action method. Even though the explicit form of the quantum back-
reaction terms depends on the definition of the classical background, the effective-action
method is not sufficient for deriving the correct result in the general case (i.e., indepen-
dent of the choice of variables etc.). The knowledge of the classical (macroscopic) equation
of motion – such as the Bernoulli equation – may be sufficient for deriving the first-order
dynamics of the linearized quantum fluctuations (phonons), but the quantum backreaction
as a second-order effect cannot be obtained without further knowledge of the microscopic
structure (e.g., operator ordering).
It is tempting to compare these findings to gravity, where we also know the classical
equations of motion only
Rµν −
1
2
gµν R = κTµν , (3.129)
which – in analogy to the Bernoulli equation – might yield the correct first-order equations
of motion for the linearized gravitons, but perhaps not their (second-order) quantum backre-
action. Another potentially interesting point of comparison is the existence of two different
high-energy scales – one associated to the breakdown of Lorentz invariance kcutξ = k
cut
Lorentz
and the other kcutUV = k
cut
s to the ultraviolet cut-off – as well as the question of whether one
of the two (or both) correspond to the Planck scale in gravity.
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The dominant O(ξ/λ) quantum backreaction contributions, like those in Eq. (3.127)
depend on the healing length as the lower ultraviolet cut-off and hence cannot be derived
from the low-energy effective action in Eq. (3.90) using a covariant (i.e., cut-off indepen-
dent) regularization scheme, which does not take into account details of microscopic physics
[represented, for example, in the quasi-particle dispersion relation (3.77)]. Note that the
leading O(ξ/λ) quantum correction to the pressure could be identified with a cosmological
term, 〈T̂µν〉 = Λ gµν in Eq. (3.92), provided that Λ is not constant but depends on g and ̺.
(In general relativity, the Einstein equations demand Λ to be constant.)
As became evident from the remarks after Eq. (3.106), the knowledge of the expectation
value of the pseudo-energy-momentum tensor 〈T̂µν〉 is not sufficient for determining the
quantum backreaction effects in general. Even though 〈T̂µν〉 is a useful concept for describing
the phonon kinematics (at low energies), and one may identify certain contributions in the
quantum backreaction (3.105) with terms occurring in 〈T̂µν〉 in curved space-times (e.g.,
next-to-leading-order terms in ξ/λ in the gradient expansion), we have seen that it does not
represent the full dynamics. Related limitations of the classical pseudo-energy-momentum
tensor have been discussed in [114].
In general, the quantum backreaction corrections Q to the Euler equation in Eq. (3.103)
cannot be represented as the gradient of some local potential, cf. Eq. (3.105). Hence they may
effectively generate vorticity and might serve as the seeds for vortex nucleation. Note that
this effect cannot be observed in the “force” density in the condensate formulation (3.110),
i.e., vorticity seeds can only be generated by extracting atoms from the condensate.
In contrast to the three-dimensional case (see, e.g., [73, 76, 97, 132, 133, 136–138]), the
quantum backreaction corrections given by Eq. (3.126) diminish the pressure in condensates
that can be described by Eq. (3.93) in (quasi) one spatial dimension. This is a direct
consequence of the so-called “anomalous” term 〈(χ̂†)2 + χ̂2〉 in Eq. (3.126), which – together
with the cancellation of the infrared divergence – clearly demonstrates that it cannot be
neglected in general. We emphasize that even though Eqs. (3.126)-(3.128) describe the
static quantum backreaction corrections to the ground state, which can be calculated by
an alternative method [97, 132, 133] as well, the expression in Eq. (3.105) is valid for more
general dynamical situations, such as expanding condensates.
4 On quantum phase transitions
Fostered by the tremendous progress in the experimental capabilities, there has been
increasing interest in quantum phenomena at low temperatures in general and quantum
criticality in particular. In view of the creation of entanglement [141, 142], quantum phase
transitions are also relevant for quantum information (the continuum limit of an adiabatic
quantum algorithm represents just a sweep through a quantum phase transition [143]).
Typically, quantum phase transition can be described by a Hamiltonian consisting of
two competing contributions [13, 14]
Ĥ = Ĥ0 + gĤ1 , (4.1)
where g ∈ [0,∞) is an external parameter, e.g., the modulus of the magnetic field. For g = 0,
the properties of the system are solely determined by the unperturbed part Ĥ0. Hence, the
ground state of the system is given that of Ĥ0. With increasing g, the influence of Ĥ1 grows
and the eigenfunctions and -values of the Hamiltonian Ĥ will be altered correspondingly.
At a critical value gc, the (equilibrium) excitation spectrum changes drastically. The system
assumes a different ground state and thus develops a new phase. At very large g ≫ gc, the
influence of Ĥ0 becomes negligible and the vacuum state of Ĥ and Ĥ1 coincide.
As an illustrative example of the interplay between the two competing contributions of
the Hamiltonian (4.1), let us consider a simple example for a first-order transition, where
either parts of Ĥ commute, i.e., [Ĥ0, Ĥ1] = 0. The eigenfunctions of Ĥ are independent
of the external parameter, whereas the eigenvalues do depend on g. The two competing
ground states |Ψ<〉 and |Ψ>〉 (which are the vacua of Ĥ0 and Ĥ1, respectively) develop a
level crossing1 at the critical point gc, cf. Fig. 4.1. In this point, the vacuum energy of the
Hamiltonian (4.1) is non-analytical in g.
Characteristic for quantum phase transitions [13,14] (of all orders) is the vanishing of the
typical energy gap ∆E of the excitation spectrum (e.g., the energy difference between |Ψ<〉
and |Ψ>〉, or the energy gap of some excitations) when approaching the phase separating
1In finite-sized systems, one typically has [Ĥ0, Ĥ1] 6= 0 and these two modes would form an avoided
crossing. Since (quantum) phase transitions are defined in the (thermodynamic) limit of infinite system size
(e.g., N ↑ ∞), we will consider these systems from now on only.
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point gc
∆E ∝ |g − gc|zν , (4.2)
where zν is some characteristic exponent. (For [Ĥ0, Ĥ1] = 0, we have zν = 1.) Hence,
the response time of the quantum fluctuations tresp ∝ 1/∆E diverges as g → gc. When
sweeping through the phase transition with a finite velocity |dg/dt| > 0, the fluctuations
cannot follow the changes induced by the sweep and hence adiabaticity will be violated.
Non-equilibrium effects, like the amplification of vacuum fluctuations, will occur.
∆E
Figure 4.1: Schematic plot of the level structure near the critical point gc in a first-order
quantum phase transition (not to scale). At the critical value gc of the exter-
nal parameter, the two competing ground states, |Ψ<〉 (red) and |Ψ>〉 (blue),
respectively, form a level crossing. The energy gap ∆E vanishes and the re-
sponse time tresp ∝ 1/∆E of the quantum fluctuations diverges as g → gc,
cf. Eq. (4.2). In systems with finite size, an avoided crossing of these two
modes might develop (dashed black line). The vacuum structure still changes,
but the gap is, albeit small, non-zero.
Furthermore, the two competing ground states might possess different symmetries, which
will be broken or restored when sweeping through the transition. If the stable phase permits
topological defects (symmetry-breaking transition), a quantum version of the Kibble-Zurek
mechanism may create those defects [38, 39, 144–148]. Both phenomena, the amplification
of the vacuum fluctuations as well as the defect creation, can be understood in terms of the
emergence of an effective cosmic horizon which corresponds to the loss of causal connection
and indicates the breakdown of adiabaticity near the critical point.
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In the following Section 4.1, we consider the Bose-Hubbard model: bosons are placed on
discrete lattice sites with a certain tunneling probability to neighboring sites, cf. Fig. 4.2.
This situation can be realized in experiments by placing a quantum gas in an optical lattice
[42, 149]. We discuss the sweep from the superfluid to the Mott-insulator phase when
increasing the lattice potential (i.e., diminishing the tunneling rate between adjacent sites).
After crossing the critical point, the gapless excitations of the superfluid become unstable
and decay into the gapped excitations of the Mott insulator. The initial evolution of number
and phase variations (on-site) and correlations (off-site) in dependence of the sweep rate will
be calculated. The off-diagonal long-range order, which is characteristic for a condensed
phase, decays and adjacent sites become uncorrelated (for vanishing tunnel rates). For the
experimental investigation of the diminishing correlations, we propose a persistent ring-
current setup, where the decaying phase coherence manifests in a temporal shrinkage of the
superfluid fraction.
Motivated by a recent experiment [43], we address in Section 4.2 the rapid quench of
a spin-one Bose gas from the (polar) paramagnetic to the (planar) ferromagnetic phase by
reducing the external magnetic field applied in the z-direction. In this direction (z), the sys-
tem shall be strongly confined and thus becomes effectively two-dimensional. After crossing
the critical point, ferromagnetic domains of different orientations form. (A uniform magne-
tization is prohibited by total angular momentum conservation.) The rotational symmetry
around the z-axis is broken and stable vortices might occur. We derive the typical domain
structure and deduce a scaling law for the standard deviation of the winding number, i.e.,
the excess vortex number, with the system size. (Since positive and negative defects are
equally likely, the expectation value of the winding number is zero.) A generalization to
higher dimensions is straightforward and will be discussed in Sec. 4.2 as well.
4.1 Superfluid to Mott transition in the Bose-Hubbard
model
4.1.1 Bose-Hubbard model
Besides the Ising model (which can be solved analytically [13, 146]), another archetypical
example of a quantum phase transition occurs between the superfluid and the Mott insulator
state in the Bose-Hubbard model (where no closed solution has been found). This model
provides a simplified description for the problem of interacting bosons hopping on a lattice
[150]; its implementation with atoms/molecules in optical lattices [151], and the subsequent
experimental realization of the Mott-Hubbard transition [42,149] has recently caused a large
amount of research activity [152].
The superfluid phase possesses a rich spectrum ranging from topological defects (e.g.,
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Figure 4.2: Illustration of the different ground states of the Bose-Hubbard model, see also
Fig. 1.5: for small lattice potentials and thus high tunneling rates, J ≫ U , the
system is superfluid (left). The bosons (red) can hop to different sites and are
thus delocalized. In contrast, by increasing the lattice potential, the tunneling
between different sites is suppressed and the system assumes a Mott-insulator
state (right) for J ≪ U and commensurable filling 〈n̂a〉 ∈ N. The bosons are
pinned to the lattice sites and are almost uncorrelated.
kinks in one dimension) to gapless quasi-particle excitations (phonons) but the Mott state
does not. Hence, the (quantum version of the) Kibble-Zurek mechanism requires the dy-
namical transition from the Mott to the superfluid state (quantum melting) whereas the
amplification of the quantum fluctuations of the phonon modes occurs in the opposite direc-
tion (quantum freezing). The (mostly numerical) studies thus far [148, 153–156] have been
devoted to the first case (quantum melting). In this Section, the dynamical behavior of
the superfluid to Mott quantum phase transition is studied starting, in contrast to previous
investigations, from the superfluid side of the transition. We thus investigate the quantum
freezing of number fluctuations2 [157] and predict their dependence on the sweep rate γ.
The thereby created number-squeezed state and its number fluctuations can be studied ex-
perimentally, for example by the interference of condensates released from different optical
lattice wells [158]. As further observables representing the actual quantum state |Ψ(t)〉, to
bring out the difference to either the superfluid or Mott states (cf. Fig. 4.3), we derive the
temporal evolution of the off-diagonal long-range order and the superfluid fraction.
The Bose-Hubbard model with local contact interactions is, on a rather general type of
2In the superfluid phase, the phase fluctuations are small and the number fluctuations are large [for
J ≫ U in Eq. (4.3), one approximately has a coherent state with Poissonian number statistics], whereas the
Mott phase shows the opposite behavior.
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1/J(t)
Mott
superfluidE
|Ψ(t)
coherent state
1 /Jc
gap
Figure 4.3: Sketch (not to scale) of the level structure near the critical point, i.e., plot of
the ground state energy (green solid line) and the energy gap (thin blue line) as
a function of the external parameter 1/J(t). Since the response time diverges
at the critical point J = Jc, adiabaticity breaks down near the transition for
any finite sweep velocity dJ/dt. Hence the actual state |Ψ(t)〉 (red dashed
line) slightly deviates from the exact ground state already before the critical
point J = Jc is reached and finally lies energetically somewhere between the
coherent state (dotted green line) and the Mott state.
lattice, described by the Hamiltonian, cf. Eq. (3.120)
Ĥ = J(t)
∑
ab
MabΨ̂
†
aΨ̂b +
U
2
∑
a
(Ψ̂†a)
2Ψ̂2a . (4.3)
Here Ψ̂†a and Ψ̂a denote the bosonic creation and annihilation operators at the lattice site
a. [Similarly, for a Bose-Einstein condensate described the Hamiltonian (3.1), i.e., in the
continuum limit of Eq. (4.3), the operators Ψ̂(r) annihilate a particle at spatial position r.]
The energy scale is set by the on-site repulsion U > 0 and the time-dependent tunneling
rate J(t) ≥ 0. The structure of the lattice is encoded in the matrix Mab, which is supposed
to obey the same (translational) symmetry group, e.g., for a one-dimensional chain with
nearest-neighbor hopping, we have Mab = δa,b − 12(δa,b+1 + δa,b−1).
4.1.2 Linearization and effective horizon
The initial state is the homogeneous superfluid phase, J ≫ Jc = O(U/n), see [159], with a
large integer filling n = 〈n̂a〉 ≫ 1 (where n̂a = Ψ̂†aΨ̂a), which facilitates a particle-number
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conserving mean-field expansion [92, 93, 95] in analogy to Eq. (3.10) in Sec. 3.2
Ψ̂a =
(
ψ0 + χ̂a + ζ̂a
)
Â/
√
N̂ , (4.4)
with Â = Ψ̂Σ(Ψ̂
†
ΣΨ̂Σ)
−1/2N̂1/2 and Â†Â = N̂ =
∑
a n̂a, where Ψ̂Σ =
∑
a Ψ̂a. Similarly to
the treatment of the quantum fluctuations in Bose-Einstein condensates, cf. Chapter 3, the
main idea here is to expand the original operator Ψ̂a into powers of the filling number n≫ 1.
Formally, we consider the limit n ↑ ∞ with the chemical potential µ = Un remaining finite,
i.e., U = O(1/n). The leading term is the order parameter ψ0 = O(
√
n) and the quantum
corrections χ̂a = O(n
0) correspond to quasi-particle excitations. For the validity of this
expansion, the remaining higher-order corrections ζ̂a must be small ζ̂a ≪ O(n0). Inserting
the above expansion (4.4) into the equation of motion
i
∂
∂t
Ψ̂a = J(t)
∑
b
MabΨ̂b + Un̂aΨ̂a (4.5)
obtained from (4.3) and sorting into powers of n yields the analogue of the Bogoliubov-
de Gennes equations for the excitations at site a, cf. Eq. (3.12)
i∂tχ̂a = J(t)
∑
b
Mabχ̂b + 2U |ψ20|χ̂a + Uψ20χ̂†a , (4.6)
and for the remaining higher-order corrections
i∂tζ̂a = J(t)
∑
b
Mabζ̂b + 2U |ψ20 |ζ̂a + Uψ20 ζ̂†a (4.7)
+ 2Uψ0χ̂
†
aχ̂a + Uψ
∗
0χ̂
2
a + Uχ̂
†
aχ̂
2
a + O(Uζ̂a) ,
cf. Eq. (3.13). Deep in the superfluid phase (our initial state), the higher-order corrections
ζ̂a are small and the mean-field expansion (4.4) works very well. If we approach the Mott
phase, however, these corrections start to grow according to Eq. (4.7) and, at some point, the
mean-field expansion (4.4) breaks down. The characteristic time-scale of this breakdown can
be estimated from the nonlinear source terms in Eq. (4.7) which are suppressed to O(1/
√
n)
in view of U = O(1/n), ψ0 = O(
√
n) and χ̂a = O(n
0). Hence (starting in the superfluid
phase), the higher-order corrections remain small as long as Ut
√
n≪ 1, i.e., for evolution
times of order t = O(
√
n). Thus we can extrapolate the mean-field expansion even into the
Mott phase for some time t = O(
√
n), and follow the evolution of the instabilities which
develop because the superfluid state is no longer the ground state of the system.
The polar decomposition Ψ̂a = exp{iφ̂a}
√
n̂a [cf. the hydrodynamic formulation for
Bose-Einstein condensates in 3.4.1, in particular Eq. (3.43), and also Eq. (3.113)] yields
the linearized number fluctuations δn̂a via n̂a = n + δn̂a and accordingly the conjugate
phase fluctuations δφ̂a, where χ̂a = ψ0[δn̂a/(2n) + iδφ̂a] + O(1/
√
n). After a normal-mode
expansion of these fluctuations
δn̂κ = v
a
κδn̂a , (4.8)
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where κ are generalized momenta and vaκ are the corresponding eigenvectors of the matrix
Mab with eigenvalue λκ
Mabv
b
κ = λκv
a
κ , (4.9)
we can diagonalize the evolution equation (4.6)
(
∂
∂t
1
J(t)
∂
∂t
+ 8λκ [Un + 2J(t)λκ]
)
δn̂κ = 0 . (4.10)
For small λκ ≪ Un/2J(t), the above evolution equation is analogous to the modes of a
quantum field within an expanding universe with the wavenumber k ∝
√
λκ. Pursuing the
similarity a bit further, we get the analogue of a cosmic horizon with the horizon size [see
also Eqs. (2.4) and (3.68) in Sections 2.1.2 and 3.5.1, respectively]
∆h(t) =
∞∫
t
dt′
√
J(t′)Un , (4.11)
if J(t) changes fast enough [37, 86]. Note that the upper integral limit should not be taken
literally, since it must still be within the region of validity of the mean-field expansion.
In case an effective horizon occurs, its size constantly decreases. Hence all modes (with
small λκ) will qualitatively follow the same evolution – but at different times: initially, the
wavelength of the modes is well inside the horizon, λκ∆
2
h ≫ 1, and the modes oscillate
almost freely. At some point of time, however, the constantly shrinking horizon closes in,
λκ∆
2
h = O(1), and thus the causal connection across a wavelength is lost. After that, the
modes cannot oscillate anymore and freeze. This process leads to the amplification of the
initial quantum fluctuations via squeezing in analogy to the inflationary epoch in the early
universe, cf. Chapter 2 and Refs. [15–18, 37, 86]. We note that these considerations show
a major weakness of the adiabatic–impulse approximation used in [147], since modes with
different λκ become non-adiabatic at different times.
4.1.3 Exponential sweep
Since the tunneling rate J depends exponentially on the amplitude of the laser which gener-
ates the optical lattice3, we shall consider in the following an exponential time-dependence
J(t) = J0 exp{−γt}, which is implying the emergence of a quasi-particle horizon accord-
ing to Eq. (4.11).. Furthermore, Eq. (4.10) reveals that λκ can be absorbed by a suitable
redefinition of the time coordinate in this case, τκ = −4λκJ(t)/γ, leading to
(
∂2
∂τ 2κ
+
[
1 − 2
τκ
Un
γ
])
δn̂κ = 0 . (4.12)
3In sufficiently deep D-dimensional simple cubic lattices, J ∝ (V0/ER)3/4 exp{−2
√
V0/ER} and U ∝
(V0/ER)
D/4 hold, where V0 is the lattice depth given by the laser intensity and ER is the recoil energy,
cf. [160].
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The universal scaling solution resulting from the above equation confirms that modes with
different λκ display the same behavior, but at different times. The only remaining dimen-
sionless parameter is the ratio ν = Un/γ, which is a measure of the sweep velocity: ν ≫ 1
implies a slow and ν ≪ 1 a fast (non-adiabatic) sweep. The differential equation (4.12) has
a universal scaling solution in terms of Whittaker functions [121, 161]
δn̂κ =
√
n e−πν/2Wiν,1/2(2iτκ) âκ + H.c. (4.13)
The quasi-particle operator âκ annihilates the adiabatic ground state âκ|in〉 = 0 at early
times τκ ↓ −∞, where the modes oscillate like e±iτκ (which can also be obtained from the
asymptotic behavior of the Whittaker functions). According to the arguments presented af-
ter Eq. (4.7), the mean-field expansion remains valid for intermediate times with Ut
√
n≪ 1
but γt≫ 1, and hence can be extrapolated to the “late-time” regime τκ ↑ 0, where the func-
tionsWiν,1/2(2iτκ) approach a constant value, i.e., the number fluctuations freeze. Due to the
perfect scaling solution, the frozen value is independent of κ, but the decaying corrections
do depend on λκ:
〈δn̂2κ〉 ≡ 〈in|δn̂2κ|in〉 = n
1 − e−2πν
2πν
+ O(tλκe
−γt) . (4.14)
Since the leading term is independent of κ, it just yields a local (∝ δa,b) contribution after
the mode sum (κ→ a) and thus leads to frozen on-site number variations
∆2(na) = 〈n̂2a〉 − 〈n̂a〉2 = 〈δn̂2a〉 = n
1 − e−2πν
2πν
. (4.15)
For a rapid sweep ν ≪ 1, this variation ∆2(na) approaches a constant value n, which is
characteristic of a superfluid phase with Poissonian number statistics [162]. For a slow
sweep ν ≫ 1, the variation ∆2(na) becomes small, ∝ n/ν, and so approaches the behavior
deep into the Mott phase (with J ↓ 0), where ∆2(na) = 0, cf. [163]. For J ↓ 0, the energy
〈Ĥ〉 is basically determined by the variation ∆2(na) and hence this quantity describes the
location of the final state in comparison to the coherent state and the Mott state, see Fig. 4.3.
The sub-leading corrections in 〈δn̂2κ〉 depend on κ and hence determine the off-site (a 6= b)
number correlations, which decay exponentially for large times
〈n̂an̂b〉 − 〈n̂a〉〈n̂b〉 = 〈δn̂aδn̂b〉 = O(γt e−γt) , (4.16)
where we have omitted finite-size effects (which scale with the inverse number of lattice
sites), since, strictly speaking, the mode sum does not include the zero-mode κ = 0.
The conjugate phase fluctuations can be derived in an analogous manner and are de-
termined by the derivatives of the Whittaker functions dWiν,1/2/dτκ. As one would expect,
they do not freeze – but increase:
〈δφ̂2κ〉 = ν
1 − e−2πν
2πn
γ2t2 + O(γt lnλκ) . (4.17)
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Again the leading (first) term is independent of κ and thus yields the on-site fluctuations
〈δφ̂2a〉 only (which generate the quadratically growing quantum depletion 〈χ̂†aχ̂a〉 and anoma-
lous term 〈χ̂2a〉). The second term is the leading κ-dependent contribution and determines
the off-site phase correlations 〈δφ̂aδφ̂b〉.
The ascent of the phase fluctuations can be understood as a consequence of the emergence
of an effective horizon which entails the loss of causal connection between different sites and
thus the decay of the phase coherence across the lattice. As one interesting observable, let us
discuss the evolution of the off-diagonal long-range order between sites a and b defined by the
correlator 〈Ψ̂†a(t)Ψ̂b(t)〉. Using the mean-field results valid at intermediate times with γt≫ 1
but Ut
√
n ≪ 1 as the initial conditions, we may derive the ensuing stages of the quantum
evolution, where the tunneling rate J(t ≫ 1/γ) ≪ 1 is exponentially small and can be
neglected. In this limit, the evolution of the operators can be approximated by dΨ̂a/dt =
−iUn̂aΨ̂a which possesses the simple solution Ψ̂a(t) = exp{−iUn̂0at}Ψ̂0a. Consequently,
we obtain 〈Ψ̂†a(t)Ψ̂b(t)〉 = n〈exp{iU(n̂a − n̂b)t}〉 + O(
√
n). The frozen first-order number
fluctuations δn̂a are in a squeezed state, which can be approximated by a (continuous)
Gaussian distribution (for n≫ 1). For a Gaussian variable X̂ with 〈X̂〉 = 0, the exponential
average yields 〈exp{iX̂}〉 = exp{−〈X̂2〉/2} and hence we get
〈Ψ̂†a(t)Ψ̂b(t)〉 ≈ n exp{−U2t2∆2(na)} . (4.18)
Note that this expression is only valid for time scales 1/γ ≪ t ≪ 1/U ; for Ut ∈ 2πN all
the exponential factors equal unity again and we have a revival of the phase coherence and
thus long-range order similar to a spin echo (assuming that the coupling to the environment
is small enough, of course). Furthermore, the above Gaussian decay is independent of the
distance between the sites a and b. Since the Fourier transform of 〈Ψ̂†a(t)Ψ̂b(t)〉 determines
the structure factor S(k), the decay of the long-range order (4.18) directly corresponds to
the temporal decrease of the peak in S(k) at k = 0. This dependence on time and sweep
rate could be observed with time-of-flight measurements [164] (which basically map out
|S(k)|) by varying γ and the time delay between the phase transition and the release of the
condensate.
4.1.4 Ring lattice
Let us calculate another simple experimental signature, which involves just neighboring
sites, namely the superfluid fraction nsf/n. To this end, we specify our lattice and choose
a one-dimensional ring-geometry4 a → ℓ with the circumference coordinate ℓ. In order to
generate a persistent current, we impose a small phase gradient externally by trapping a
flux quantum on the ring: ψ0 =
√
n exp{−iµt+ 2πiℓ/L}, where L≫ 1 denotes the number
4The experimental implementation of a ring-shaped lattices has been discussed in [165]. The persistent
ring currents show up in characteristic interference patterns of the density after time of flight.
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of sites. Naturally, for a decreasing tunneling rate J(t), the induced current diminishes also.
In addition, the number of particles contributing to this flux goes down – which will be
used as a measure for the superfluid fraction. The flux can be determined by the usual
Noether current corresponding to the U(1) invariance and is related to the nearest neighbor
correlation function 〈Ψ̂†ℓΨ̂ℓ+1〉. Hence, the shrinkage of the superfluid fraction is given by
the same5 expression as in Eq. (4.18)
nsf
n
≈ exp
{
−U2t2n1 − e
−2πν
2πν
}
. (4.19)
In the case of a very rapid (impulse) sweep, ν ≪ 1, the superfluid fraction decays with
exp{−nU2t2}, i.e., independent of γ. Conversely, for a slow sweep ν ≫ 1, the decay takes
much longer: exp{−nU2t2/(2πν)}.
4.2 Vortex creation and winding number scaling in
quenched spinor Bose gas
4.2.1 Introduction
A rapid sweep through a symmetry-breaking zero-temperature phase transition, cf. Sec. 4.1,
is the most direct way of amplifying and observing quantum fluctuations. The quench
generates causally disconnected spatial domains of different order parameters (positions
in the new ground-state manifold), which may ultimately form topological defects in a
quantum version of the Kibble-Zurek mechanism [38–40, 145, 166], and constitute a direct
evidence of the initial quantum fluctuations. Because of their comparably long response
times, dilute atomic gases provide a unique opportunity for exploring these fundamental
quantum many-body phenomena far from equilibrium in the laboratory.
In what follows, we derive the spectrum of fluctuations induced by a rapid quench to
the ferromagnetic state of a spinor Bose gas, cf. Figure 4.4, and establish a general sample-
size dependent scaling law for the resulting variance of the net number of spin vortices
(winding number). Besides the total defect density, the winding number within a given area
determines the spectrum of the created magnetization fluctuations. Both quantities have
implications, inter alia, for the scattering of quasi-particles (e.g., ferromagnetic magnons) at
the defects, affecting measurable transport properties like conductivity and susceptibility.
Therefore, spinor Bose gases (apart from being interesting in their own right) serve as a
useful and experimentally accessible toy model for the general case.
5Note that the coincidence between the long- and short-range behavior in Eqs. (4.18) and (4.19) is a
consequence of the exponential time-dependence of J(t), which allows for a scaling solution. The freezing of
the number fluctuations and the growth of the phase fluctuations are general phenomena, but the dependence
on κ is different for other sweep dynamics; e.g., for a linear sweep dJ/dt = const, the leading contributions
to (4.17) would scale as λ
−1/3
κ for small λκ [37].
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quench
(b)(a)
Figure 4.4: Initially, when a high magnetic field is applied in the z-direction, the quasi-
two-dimensional (in x/y-plane) spinor condensate is prepared in the polar
paramagnetic state (a), which is stable due to the quadratic Zeeman shift.
By rapidly lowering the external magnetic field, the homogeneous paramag-
netic phase becomes unstable and decays into a ferromagnetic state (b). The
ferromagnetic domains have a distinct magnetization (blue arrows) and are
separated by domain walls (brown lines). Stable vortices (red circles) may
form, where, typically, the magnetization of all neighboring domains points
either away from or towards to an unmagnetized vortex core.
Spinor Bose-Einstein condensates are created by trapping different hyperfine states of a
particular atomic species by optical means [167], which enables, inter alia, the investigation
of coherent spin-exchange dynamics [168], and the formation of spin domains by a dynamical
instability [169]. Genuine non-equilibrium phenomena in a spinor Bose gas were realized in
a recent experiment [43], where an initially polar (paramagnetic) state was rapidly quenched
through a quantum phase transition to a final ferromagnetic state. Such a quench results
in spin vortices (imaged in situ by phase contrast techniques [170]), which are topological
defects in the magnetization with a paramagnetic core [171,172].
4.2.2 Hamiltonian and ground state properties
The dilute spinor Bose gas can be described in terms of multi-component field operators ψ̂a
whose dynamics is governed by the Hamiltonian density
Ĥ =
1
2m
(∇ψ̂†a) · ∇ψ̂a + Vtrapψ̂†aψ̂a +
c0
2
ψ̂†aψ̂
†
b ψ̂bψ̂a
+
c2
2
Fab · Fcd ψ̂†aψ̂bψ̂†cψ̂d + qψ̂†+1ψ̂+1 + qψ̂†−1ψ̂−1 (4.20)
where m denotes the mass of the atoms. The vector Fab contains the spin matrices [173,
174] (see also Appendix D) and determines the effective magnetization F̂ = Fabψ̂
†
aψ̂b/̺,
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where a summation over component indices a, b, c, d is implied and ̺ = 〈ψ̂†aψa〉 is the total
(conserved) density. For spin-one systems, the sum runs over a = 0,±1 or, alternatively,
over a = x, y, z with ψ0 = ψz and ψ± = (ψx ± iψy)/
√
2. The coupling constants
c0 = 4π(a0 + 2a2)/(3m) , c2 = 4π(a2 − a0)/(3m) (4.21)
are determined by scattering lengths aS for the scattering channel with total spin S. For
c0 ≫ |c2|, density fluctuations are energetically suppressed in comparison with the spin
modes. Since we are interested in the effects of the phase transition (which is, strictly
speaking, only well-defined for infinite systems) and not in the impact of inhomogeneities,
we assume ̺ ≈ const., and hence omit the scalar trapping potential Vtrap. Finally, q denotes
the strength of the quadratic Zeeman shift q〈F̂ 2z 〉 [43], where an external magnetic field is
oriented along the z-direction (the linear Zeeman shift can be eliminated by transforming to
the co-rotating frame, because the Larmor precession is much faster than all other frequency
scales [171]).
Assuming c2 < 0, the system is ferromagnetic for vanishing Zeeman shift q = 0, i.e., the
magnetization F̂ assumes a maximum value 〈F̂ 〉2 = 1 in some given but arbitrary direction
(broken-symmetry phase). For small but non-zero q, the magnetization 〈F̂ 〉 lies in x, y-plane
due to the term q〈F̂ 2z 〉 but is still maximal, 〈F̂ 〉2 = 1. For large q, however, the ground state
corresponds to a condensate in the ψ0 = ψz component only and the symmetry is restored,
i.e., the magnetization 〈F̂ 〉 vanishes (paramagnetic phase). Hence, by rapidly lowering q,
one may quench the system from an initially paramagnetic to the ferromagnetic phase.
In order to study the evolution of the quantum field during the quench, a number-
conserving mean-field ansatz6
ψ̂z = (ψco + δψ̂z)
Â√
N̂
(4.22)
will be employed. It is adapted to the initial paramagnetic phase but can be extrapolated
for some finite time after the quench, as long as δψx, δψy, δψz ≪ ψco (cf. Sec. 4.1). This
ansatz allows for a linearized expression for the magnetization (which assumes in Cartesian
coordinates the simple form F̂a = −iεabcψ̂†b ψ̂c/̺) and to derive an effective mean-field Hamil-
tonian for the transverse magnetization F̂ = (F̂x, F̂y) from the full Hamiltonian (4.20), see
Appendix D for more details
Ĥeff
̺
=
Π̂
̺
(
q − ∇
2
2m
)
Π̂
̺
+ F̂
(
q + 2c2̺
4
− ∇
2
8m
)
F̂ , (4.23)
with the (transverse) canonical momentum operator for spin-one bosons
Π̂ =
√
̺
2
(
ψ̂†y + ψ̂y
−ψ̂†x − ψ̂x
)
. (4.24)
6Here N̂ = Â†Â counts the total number of particles, see the remarks after Eq. (4.4) and Refs. [92–95].
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The experiment [43] is described by a two-dimensional transverse magnetization F̂ =
(F̂x, F̂y). It obeys the SO(2)-symmetry of rotations around the z-axis in effectively two
spatial dimensions ∇ = (∂x, ∂y) and thus permits topological defects in the form of spin
vortices. However, the above expressions for the Hamiltonian are completely analogous
for a SO(D)-symmetry7 of the order parameter 〈F̂ 〉 in D > 2 spatial dimensions, where
the analogous topological defects are generically called “hedgehogs”, see Figure 4.2.2 and,
e.g., Refs. [33, 175–178]. Therefore, the general SO(D) situation shall be discussed in the
following and the experimentally realized example D = 2 of [43] will be treated in Subsec-
tion 4.2.5.
Figure 4.5: Typical field distribution of
a three-dimensional hedgehog.
The field lines (red arrows)
point away from the unmagne-
tized hedgehog core (yellow ball)
and the field strength increases
with the distance from the core,
F (r) = erf(r).
4.2.3 Domain formation in a SO(D)-symmetry breaking quench
The simple expression (4.23) allows us to directly read off the critical value qcr = 2|c2|̺ of
the phase transition, where the paramagnetic state becomes unstable. After a quench from
qin > qcr to qout < qcr, and using a normal-mode expansion, we obtain exponentially growing
modes corresponding to imaginary frequencies
ωqk =
√
(ǫk + q)(ǫk + q + 2c2̺0) , (4.25)
where ǫk = k
2/(2m), cf. Fig. 4.6. There are two regimes: for qcr > qout > qcr/2, the
exponential growth rate ℑ(ωqk) of the normal modes increases with their wavelength, but
7Although it is custom to denote the argument of the symmetry group by a capital N , we will abandon
this customary convention in order to avoid confusion, because N and N̂ denote the total particle number
(of bosons in the trap) and the corresponding operator throughout this Thesis.
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= FnF
q < qcr
q > qcr
quench
φ
Figure 4.6: Inversion behavior of the effec-
tive potential from (4.23). Af-
ter crossing the critical point,
the direction n of the effective
magnetization F in the plane,
at any given point in space, gets
frozen at a particular angle Φ,
while its modulus F continues
to grow exponentially in time
(“rolls down” the potential hill).
for qout < qcr/2, the growth rate assumes its maximum at a given wavenumber
kmax =
√
m(qcr − 2qout) . (4.26)
In view of the experimental parameters [43], we shall focus on the second scenario. Assum-
ing the Bose gas to be sufficiently dilute, we may extrapolate our linearized (mean-field)
description (4.23) to intermediate times t. At those times, the unstable modes have already
grown by many e-foldings ℑ(ωqkmax)t ≫ 1, whereas the magnetization is still small enough,
F 2 ≪ 1, to be in the linear regime. In this limit, expectation values containing the mag-
netization are dominated by the fastest-growing modes with |k| = kmax, and thus can be
calculated by approximating the dDk-integrals via the saddle-point method. For example,
if the initial state (paramagnetic phase) is isotropic such as the ground state of (4.23) or the
thermal ensemble, the dominant contribution to the two-point magnetization correlation
function is calculated to be (see Appendix D for more details)
〈F̂a(r)F̂b(r′)〉 = Cmaxν δab
exp{qcrt}√
t
Jν(kmax|r − r′|)
(kmax|r − r′|)ν
, (4.27)
where Jν is the Bessel function of the first kind with the index ν = D/2− 1. Note that the
above result is universal: apart from ν, gcr and kmax, all information enters the prefactor
Cmaxν only, which depends on qout, sweep rate, temperature etc.
4.2.4 Defect creation in a SO(D)-symmetry breaking quench
Now let us study the creation of topological defects, i.e., SO(D)-hedgehogs, by the symmetry-
breaking quench. Their characteristic size, i.e., the extent of the paramagnetic core, can be
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determined by comparing the kinetic term ∝ ∇2 with the c2-contribution in the Hamiltonian
(4.20), which yields
ξs =
1√
2|c2|̺m
=
1√
mqcr
, (4.28)
i.e., the spin healing length. In order to deal with well-separated and therefore well-defined
topological defects, the dominant wave-length λmax = 2π/kmax (which determines their
typical distance, see below) can be assumed to be much larger than the spin healing length
ξ, which amounts to requiring 0 < qcr − 2qout ≪ qcr. This condition is reasonably well
satisfied in the experiment [43] where ξs ≈ 2.4µm and λmax ≈ 16µm.
Within the saddle-point approximation (i.e., focusing on the dominant modes), the term
−∇2 → k2max in the equations of motion resulting from (4.23) can be neglected compared
to qcr and we may approximate F̈ ≈ q2crF /4. Consequently, at each spatial position, the
magnetization F behaves as the coordinate of a harmonic oscillator (in D dimensions),
becoming inverted upon crossing the transition, cf. Fig. 4.6. Splitting F up into its modulus
F and a unit vector of direction n via
F = Fn , (4.29)
we find that F grows exponentially whereas the dynamics of n freezes: in view of the
conserved “angular momentum” L = F × Ḟ , we find that |ṅ| = |L|/F 2 ∝ F 20 /F 2(t)
decreases rapidly. Ergo, after a short time (of order 1/qcr), the magnetization F at each
spatial position r grows exponentially in some given direction n(r), i.e., the system rolls
down the parabolic potential hill whereby the direction of descent does not change anymore,
cf. Fig. 4.6. The correlations between the frozen directions n at different spatial positions
are governed by the initial state and determine the seeds for the creation of topological
defects – objects which cannot be deformed to a constant n in a smooth way [175].
The topological defects considered here are SO(D) (anti-)hedgehogs in D spatial di-
mensions with the typical order parameter distribution n = ±r/r, cf. Fig. 4.2.2, and can
be characterized by a non-vanishing winding number, i.e., a topological invariant belong-
ing to the homotopy group πD−1(SD−1) = Z (with SD−1 being the unit sphere in D − 1
dimensions). The winding number is calculated by an integral over a D − 1-dimensional
hypersurface enclosing a D-dimensional volume [177]:
N̂ =
∮
dSa
εabc...ε
abγ...
Γ(N) SN−1
n̂a(∂bn̂
b)(∂γn̂
c) . . . . (4.30)
Here SD−1 = 2π
D/2/Γ(D/2) denotes the surface of the unit sphere embedded in D di-
mensions, and ε are the D-dimensional Levi-Civita symbols. Since the winding number
counts the difference between hedgehogs and anti-hedgehogs, its expectation value vanishes,
〈N̂〉 = 0 (conservation of magnetization), but its variance 〈N̂2〉 as a function of the enclosed
volume yields the desired spectrum of net magnetization fluctuations.
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In order to calculate the variance 〈N̂2〉 of the winding number, we make an additional
approximation: for a D-dimensional harmonic oscillator F̈ ≈ q2crF /4, the ground-state
probability distribution p(F ) ∝ FD−1 exp{−F 2} of the amplitude F is peaked around a
(for D > 1) non-zero value and the relative width of this peak decreases with increasing
D. Therefore, we approximate the operator F̂ by an exponentially growing classical value
F̂ → F (t) in all expectation values. This semiclassical approximation will become asymp-
totically exact in the limit D ↑ ∞, but we expect it to yield qualitatively correct results
also in lower dimensions down to D = 2, since p(F ) is discernibly peaked even for D = 2
and the topological defects are mainly determined by the (quantum) fluctuations of n̂ (and
not by those of F̂ ).
For example, calculating [in analogy to (4.27)] the contribution of the fastest growing
modes to the correlator 〈F̂ 2(t, r)F̂ 2(t, r′)〉 = F 4(t)+2〈F̂ (t, r) ·F̂ (t, r′)〉2/D, we see that the
accuracy of the semiclassical approximation F̂ → F (t) increases for large distances |r − r′|
and/or for large D, see Appendix D. Note that all the linearized F̂a possess independent
initial ground states and commute with each other. Therefore, the n̂a do also commute with
each other [so that operator ordering in (4.30) is not an issue] and with F̂ , which ultimately
makes possible the semiclassical approximation of F̂ → F .
4.2.5 Vortex number scaling in two spatial dimensions
The above approach enables us to calculate 〈N̂2〉 in arbitrary dimensions D ≥ 2. After
inserting (4.30) and using the semiclassical approximation F̂ (t, r) ≈ F (t) n̂(r), the expec-
tation value can be decomposed into a product of D two-point correlators (4.27). Let us
exemplify this procedure for two spatial dimensions: the transverse magnetization can be
decomposed via
F̂⊥ = F̂x + iF̂y = F̂ e
iΦ̂ (4.31)
into its modulus F̂ and phase Φ̂ which commute and are both self-adjoint8. The winding
number (4.30) reads9
N̂ =
1
2π
∮
C
dl · ∇Φ̂ =
∮
C
dl · F̂x∇F̂y − F̂y∇F̂x
2πF̂ 2
. (4.32)
8Note that this is distinct from the non-vanishing commutator of density and phase operators resulting
from the analogous decomposition of the single-component field operator Ψ̂ = eiΦ̂
√
ˆ̺, cf. Eqs. (3.43) and
(3.113), which underlies the definition of conventional momentum/velocity vortices in a fluid. Roughly
speaking, the components F̂a of the magnetization F̂ are independent variables, whereas real and imaginary
parts of the field operator Ψ̂ of Bose-Einstein condensates are not.
9In contrast to spin vortices, domain walls (lines with vanishing F ) are not topologically stable for the
order parameter considered here. Thus, the domain-boundaries observed in the experiment are line-like
regions with small but not vanishing F and do not enter Eqs. (4.30) and (4.32).
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Figure 4.7: Scaling of the variance of the winding number 〈N̂2〉 with the sample size R. A
logarithmic plot of 〈N̂2〉/κ is used in order to visualize the asymptotic κ lnκ
scaling.
Using Eq. (4.27), replacing F̂ → F , and choosing the contour C as a circle with radius R,
we get
〈N̂2(R)〉 = κ
2
2π
1∫
0
dx
√
1 − x2J21 (κx) , (4.33)
with κ = 2kmaxR, cf. Fig. 4.7. As anticipated, the characteristic length scale (e.g., typical
distance between vortices) is set by the dominant wavelength λmax (instead of the spin
healing length ξs, for example).
The analytic expression (4.33) enables us to study the large-scale spectrum of the winding
number, i.e., the difference between the number of vortices and anti-vortices N = N+ −
N−. Typically, two popular models for its scaling behavior are discussed in the literature
[33, 40, 166]. Assuming a random distribution of vortices and anti-vortices (random vortex
gas model), the typical difference |N| scales with
√
N±. Because the total number N+ +N−
increases proportional to the area R2, this model predicts a scaling of 〈N̂2〉 ∼ R2 (D = 2).
Alternatively, the random phase walk model assumes a random walk of the phase Φ along
the circumference of the circle. The accumulated winding number |N| scales with
√
R in
this situation, implying a scaling of 〈N̂2〉 ∼ R. Of course, both models cannot be the final
truth (consider the deformation of the circle to a slim ellipse, for example), and it is not
94 4 On quantum phase transitions
obvious how to generalize the random phase walk model to higher dimensions – but one can
compare the different predictions with the presented approach. For large κ, the asymptotic
expansion J1(κx ↑ ∞) ∝ cos(κx− 3π/4)/
√
κx yields (cf. Fig. 4.7)
〈N̂2(κ≫ 1)〉 ∼ κ lnκ , (4.34)
which is close to the scaling predicted by the random phase walk model – but still not
quite in agreement due to the additional factor of lnκ. This extra factor only occurs for
D = 2 and arises from the slow decay of the two-point correlator (4.27) at large distances
|r − r′|−1/2, which deviates from a local random phase walk10. Although the sample size
in [43] is probably not sufficient for extracting the factor lnκ, this prediction could be tested
in future experiments.
Finally, let us study intermediate κ values: in Ref. [179], the defect density is calcu-
lated to be k2max/(4π) treating the magnetization as a Gaussian stochastic field. Hence, a
circle with a radius of R = 2/kmax should typically contain one (anti-)vortex. However, if
we calculate 〈N̂2〉 at κ = 4, we obtain around 1/3 instead of one, cf. Figure 4.7 Although
the discrepancy is not huge, it already suggests that our results are not quite compatible
with Ref. [179], and thus experiment should judge which approach yields the better descrip-
tion. Alternatively, numerical simulations (supplemented by suitable assumptions about the
initial noise spectrum) provide a complementary approach [180].
4.3 Conclusions
In conclusion, an adapted mean-field expansion enabled us to analytically calculate the
freezing of number fluctuations and the growth of phase fluctuations during an (exponen-
tial) sweep through the superfluid to Mott insulator quantum phase transition in the Bose-
Hubbard model for large fillings. As further experimental signatures, we predict the tem-
poral decay of the superfluid fraction nsf/n and of the central k = 0 peak in the structure
factor S(k).
As second example, we studied the creation of topological defects during the quench
of a spinor Bose gas from the (polar) paramagnetic to the (planar) ferromagnetic phase
with broken SO(D)-symmetry. By extrapolating the mean-field ansatz11, we found that
the direction n of the effective magnetization F freezes shortly after the quench while its
10Observe that the extra factor of lnκ in Eq. (4.34) in only valid within the saddle-point approximation,
i.e., for large times t (but still in the linear regime). Keeping the time t fixed to a large value and considering
the limit of ultra-large distances R (where the saddle point approximation breaks down), on the other hand,
the scaling levels off to κ.
11Note that our results do only describe the initial stage, and are, strictly speaking, only valid in the
linear regime, i.e., as long as the directions n(r) are frozen. The subsequent nonlinear dynamics, including
annihilation of vortex–anti-vortex pairs, for example, is not taken into account.
4.3 Conclusions 95
magnitude F grows exponentially. Hence, we were able to derive the (frozen) winding
number N̂ of the seeds for SO(D) topological defects and to predict its scaling behavior
which is universal in the sense that it does not depend on temperature and sweep rate etc.
For D = 2, the obtained variance of the winding number (i.e., the difference between the
number of vortices and anti-vortices within a given area) is not compatible with the random
vortex gas model, but favors the random phase walk model instead, although an additional
logarithmic factor lnκ occurs in Eq. (4.34) (which might be an artifact of the employed
saddle-point approximation, which but might also have a physical origin).
5 Conclusions
The focus of this Thesis lay on effects associated with quantum vacuum fluctuations.
Although these fluctuations are small and almost not perceivable in the everyday world,
they might generate macroscopic effects in certain situations, some of which we studied.
We were particularly interested in dynamical systems, where the quantum fluctuations are
subject to time-dependent external influences. If the typical variation time of these external
influences is shorter than the response time of the fluctuations, they cannot follow and will
evolve non-adiabatically (i.e., they effectively freeze and get amplified).
As an example of such a quantum effect at high energies, cosmic inflation was considered
in Chapter 2. During inflation, the quantum vacuum fluctuations of the inflaton field were
stretched by the expanding space-time background and thus froze and got amplified when
neighboring nodes lost causal contact (i.e., were separated by a horizon). We calculated
the three-point correlation function of the frozen vacuum fluctuations – a signal which
may be still observable in the cosmic microwave background radiation. By tracing the
observed anisotropies of the microwave radiation back in time, they originate from quantum
fluctuations at very high energies and thus might give access to new physics beyond the
standard model at high (e.g., Planck-scale) energies.
An analogous process occurs in expanding Bose-Einstein condensates, see Sec. 3.5.
Adopting an effective space-time description for the phonon modes (cf. Sec. 3.4), we were
able to identify several aspects of cosmic inflation in this laboratory system. In particular,
the stretching, freezing, and amplification of the phonon fluctuations can be understood in
terms of an emerging effective sound horizon. It becomes thus possible to study quantum
aspects of cosmic inflation in the laboratory by means of this analogue system.
On the other hand, this “cosmic effect” marks the ultimate quantum limit of time-of-
flight imaging: the noise generated by the frozen and amplified quantum fluctuations is
always present and thus poses a limit on the achievable resolution; no matter how careful
the condensate is prepared in an experiment, details smaller than this pure quantum vacuum
effect cannot be resolved. The strong similarities between these two effects, cosmic inflation
and expanding Bose-Einstein condensate, which correspond to vastly different energy scales,
reveal the universal character of quantum fluctuations.
In the former examples (inflation and expanding condensate), adiabaticity was violated
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due to rapid changes of some external conditions, e.g., the rapid expansion of the back-
ground. If the changes were sufficiently slow, the system would stay in its ground state. On
the other hand, adiabaticity will also be violated if the response time becomes too long. This
is the case in dynamic quantum phase transitions, where the response time of the quantum
fluctuations diverges at the critical point.
We addressed two particular scenarios of quantum phase transitions in this Thesis: in
Sec. 4.1, we studied the superfluid to Mott insulator transition in the Bose-Hubbard model
and calculated the decaying long-range order of the superfluid phase. Again, the loss of phase
coherence can be understood through the emergence of an effective horizon. And, secondly,
we discussed in Sec. 4.2 a quasi-two-dimensional spin-one Bose gas, which is quenched from
a (polar) paramagnetic initial state into a (planar) ferromagnetic phase. We deduced a
scaling law for the excess vortex number within a given area generated by the sweep.
Both quantum phase transitions studied in this Thesis can be realized in experiments
using ultracold quantum gases. But they might also serve as toy models for studying similar
processes, in solid state physics, for example: firstly, a metal-insulator transition (Mott
transition) can, in the simplest models, be described by the (fermionic) Hubbard model. A
similar transition might also occur in superconductors, which are insulating above the critical
temperature. (In these superconductors, an effective interaction binds to fermionic electrons
to bosonic Cooper pairs, which then condense and form a superfluid.) And secondly, the
defects created during the paramagnetic to ferromagnetic quench in spinor Bose gases might
serve as toy models for the flux lines in superconductors. Superconductivity breaks down
in these flux lines and hence, transport properties (conductivity, susceptibility etc.) will
depend on the number of lines, i.e., defects.
6 Outlook
We have seen that certain aspects of quantum field theory in curved space-times can
be modeled by means of analogue laboratory systems. These parallels are founded on the
linearized low-energy action, which can be cast into an (effectively) covariant form. It is
thus possible to study quantum effects known from cosmology in the laboratory. On the
other hand, the full action (i.e., beyond first order) of the laboratory analogues enables us
to investigate the influence of the full microscopic physics onto the quantum effects.
With the lessons learned from these “toy” systems, several questions of quantum gravity
might be investigated by means of the analogues. For instance, there are two scales in Bose-
Einstein condensates, where the fluctuation spectrum changes: firstly, the healing length
ξ, at which the dispersion relation becomes nonlinear and the effective Lorentz symmetry
is broken. And secondly, a cut-off wavenumber kcut, which emerges naturally due to the
finite range of the two-particle interaction potential. The change in the dispersion relation
at the healing lengths ξ suffices to render some, but not all, expectation values ultraviolet
finite (without ad hoc renormalization). The remaining divergences will be removed by
the cut-off wavenumber, which is in general much larger than the inverse healing length
kcut ≫ 1/ξ. Both scales might have counterparts in quantum gravity. For instance, the
Planck scale might correspond to the scale where the Lorentz symmetry is broken, or a
where coarse-graining of the space-time becomes important.
Another interesting issue of quantum field theory in curved space-times regards the
quantum backreaction. In Sec. 3.6, we calculated it ab initio from the full action. This
finding was compared to results obtained using the effective action technique, which is based
on the linearized action. Since the explicit expression for the backreaction crucially depends
on the choice of the classical background, the applicability of the effective action technique is
problematic. The difficulties associated with the effective action technique might also have
a severe impact on cosmology: for instance, the actual value of the cosmological constant,
which is believed to be the vacuum pressure of the universe, probably differs from a naive
calculation, where the low-energy effective action is extrapolated to arbitrarily high energies.
When considering quantum phase transitions in Chapter 4, we restricted ourselves to
homogeneous condensates, i.e., infinite systems. In experiments, the atoms are usually
confined in an additional harmonic potential, which implies a spatially-varying atom density.
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Bearing in mind that the value of the critical J in the Bose-Hubbard model, for example,
depends on the filling per lattice site, the critical point will be crossed at different times
throughout the lattice, when sweeping through the phase transition with a finite velocity. If
we started with the superfluid phase and increased the lattice potential, the Mott phase will
first develop at the rim of the gas cloud, where the filling is small. By further increasing the
lattice potential, the phase transition in the inner parts of the trap could be triggered by two
effects: firstly, by the quantum vacuum fluctuations as in a homogeneous transition. And
secondly, by the moving phase boundary (similar to shock-waves) originating from the Mott
rim. In order to describe realistic experiments of atoms in optical lattices, the interplay
between these two competing effects requires further investigations.
Appendix A Adiabatic expansion
In order to derive adiabatic corrections to a given state vector |Ψ(t)〉, one most conve-
niently starts with the time-dependent Schrödinger equation
Ĥ|Ψ(t)〉 = i|Ψ̇(t)〉 . (A.1)
An expansion of |Ψ(t)〉 into instantaneous eigenstates |n(t)〉 of the Hamilton operator,
Ĥ|n(t)〉 = En(t)|n(t)〉
|Ψ(t)〉 =
∑
n
an(t) exp
{
−i
∫ t
En(t
′)dt′
}
|n(t)〉 (A.2)
can be inserted into Schrödinger’s equation (A.1), yielding for the coefficients an(t)
∑
n
ȧn(t)e
−i
R
t En|n(t)〉 +
∑
n
an(t)e
−i
R
t En |ṅ(t)〉 = 0 . (A.3)
In view of the orthonormality of the states |n(t)〉, the derivatives ȧn(t) can be obtained by
projection. Using 〈k|ṅ〉 = 〈k|Ḣ|n〉/(En − Ek) for n 6= k, it follows
ȧk + ak〈k|k̇〉 = eiγk
∂
∂t
ake
−iγk = −
∑
n 6=k
ane
−i
R
gnk(t
′)dt′ 〈k|Ḣ|n〉
gnk
, (A.4)
where gnk(t) = En(t)−Ek(t) denotes the energy gap of two modes and γk = i
∫ t
t0
dt′〈k(t)|k̇(t)〉
is Berry’s phase. Defining
Fnk(t) = an(t)〈k(t)| ˙̂H(t)|n(t)〉e−iγk(t) , (A.5)
the integration of Eq. (A.4) yields
ak(t)e
−iγk(t) = ak(t0) −
∑
n 6=k
t∫
t0
dt′
Fnk(t
′)
gnk(t′)
e−i
R
t
′
gnk . (A.6)
The integral on the right-hand side can be evaluated by subsequently using
e−i
R
t gnk =
i
gnk
d
dt
e−i
R
t gnk , (A.7)
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and performing an integration by parts, yielding an additional differentiation under the
integral for each sequence. For instance, the next order reads
ak(t)e
−iγk(t) = ak(t0) − i
∑
n 6=k
Fnk(t)
g2nk(t)
e−i
R
t g
nk(t′) + i
∑
n 6=k
Fnk(t0)
g2nk(t0)
+ i
∑
n 6=k
t∫
t0
dt′e−i
R
t
′
gnk(t
′) d
dt′
Fnk(t
′)
g2nk(t
′)
. (A.8)
Often, the corrections are expressed as a series expansion in a small parameter and each
differentiation yields one additional power (e.g., 1/gnk). When the desired accuracy is
reached, the higher-order version of Eq. (A.6) can be solved iteratively since Fnk(t) ∝ an(t)
[i.e., the right hand side of Eq. (A.6) depends on the left hand side].
The Hamiltonian (2.12) contains two small parameters, the Hubble constant H and the
coupling constant g. We need an expansion to first order in g and second order in H
(because they are the leading order of the adiabatic corrections). Note that the calculations
in Chapter 2 are performed in the conformal time τ . Hence, each differentiation with respect
to τ yields a factor H. Omitting the terms with τ0 as argument (they correspond to the
adiabatic corrections at time τ0), the coefficients are given by
ak(τ)e
−iγk(τ) = ak(τ0) − i
∑
n 6=k
Fnk(τ)
g2nk(τ)
e−i
R
τ gnk(τ
′)
− e−i
R
τ gnk(τ
′) 1
gnk(τ)
d
dτ
Fnk(τ)
g2nk(τ)
+ O(H3) + O(g2) . (A.9)
As next step, this equation is solved iteratively. Since Fnm ∝ ∂τĤ = O(H2) + O(gH),
Eq. (A.5) can be approximated by Fnm = ak(τ0)〈k(τ)|(∂τĤ)|n(τ)〉e−iγk(τ). For the initial
ground state, we have ak(τ ↓ 0) = δk0. Noting that the exponential factors exp{−i
∫
gnk}
and exp{−iγk} yield a contribution of order 1 + O(H3) + O(g2), we obtain Eq. (2.13).
Appendix B Backreaction for a Toy
Model
To given a simple illustration of the influence of the choice of coordinates, let us consider
a very simple quantum system, the one-dimensional harmonic oscillator with the frequency
Ω. The equation of motion for the position operator X̂ reads
∂2
∂t2
X̂ + Ω2X̂ = 0 . (B.1)
Of course (as it is well known from the theory of coherent states), splitting up this position
operator X̂ into a classical (background) part Xb = 〈X̂〉 and a quantum fluctuation part
δX̂ with 〈δX̂〉 = 0 via X̂ = Xb + δX̂ yields the same equation of motion for both parts
separately, i.e., there is no backreaction at all.
However, if we artificially introduce another variable Y via X = Y 2/2, its (classical)
equation of motion reads
Ÿ +
Ẏ 2
Y
+
Ω2
2
Y = 0 . (B.2)
Now the same procedure Ŷ = Yb + δŶ would yield a non-vanishing quantum backreaction
term. Therefore, one must be careful when comparing different expressions for the quantum
backreaction, since the explicit form may depend on the choice of splitting the system into
a classical background and quantum fluctuations (e.g., X̂ = Xb + δX̂ versus Ŷ = Yb + δŶ ).
This illustrates the importance of working with measurable quantities such as X̂ or j and ̺.
Exploiting the simple example a bit further, an an-harmonic oscillator ∂2t X̂ + Ω
2X̂ = gX̂2
yields
∂2
∂t2
〈X̂〉 + Ω2〈X̂〉 − g〈X̂〉2 = g〈δX̂2〉 , (B.3)
i.e., a real quantum backreaction term.
Appendix C On mean-field splits
In this Appendix, we will derive the relation between two different mean-field expan-
sions for density ˆ̺ and phase operators φ̂. On one hand, we can adopt the mean-field
expansion (3.10), where the classical background is defined with respect to the field opera-
tor Ψ̂
Ψ̂ =
(
ψ0 + χ̂+ ζ̂
) Â√
N̂
, (C.1)
whereas we might also adopt a polar decomposition (3.113) of the field operator and expand
density and phase around their expectation values, cf. Eq. (3.112)
ˆ̺ = 〈 ˆ̺〉 + δ ˆ̺ = ̺b + δ ˆ̺ ,
φ̂ = 〈φ̂〉 + δφ̂ = φb + δφ̂ . (C.2)
Insertion of this split into Eq. (3.113) yields (to second order)
Ψ̂ = eiφb
√
̺b
(
1 − 1
8
δ ˆ̺2
̺2b
− δφ̂
2
2
− i
2
δφ̂δ ˆ̺
̺b
+ iδφ̂− 1
2
δ ˆ̺
̺b
)
+ O(δ3) . (C.3)
The expectation value of this expression can be compared to Eq. (C.1), it follows
χ̂ = eiφb
√
̺b
(
iδφ̂− 1
2
δ ˆ̺
̺b
)
+ O(δ2) , (C.4)
for the fluctuations and
〈Ψ̂〉 = ψ0 = eiφ0
√
̺0 = e
iφb
√
̺b
(
1 − 1
8
〈δ ˆ̺2〉
̺2b
− 〈δφ̂
2〉
2
− i
2
〈δφ̂δ ˆ̺〉
̺b
)
+ O(δ3) (C.5)
for the background. (Note that 〈Ψ̂〉 ∼ ψ0 only holds in the limit of large N ↑ ∞, where
〈Â/
√
N̂〉 ∼ 1. Since this additional term does not affect our argumentation, we will omit
it.) Bearing in mind that ˆ̺ = Ψ̂†Ψ̂, the hydrodynamic background variables ̺b and φb can
be expressed in terms of ̺0 and φ0
φb = φ0 +
1
4
〈δ ˆ̺δφ̂〉
̺0
+
1
4
〈δφ̂δ ˆ̺〉
̺0
,
̺b = ̺0 + ̺0〈δφ̂2〉 +
1
4
〈δ ˆ̺2〉
̺0
+
i
2
〈[δφ̂, δ ˆ̺]〉 . (C.6)
Appendix D Effective Hamiltonian for
magnetization operator
In this Appendix, the derivation of the effective Hamiltonian (4.23) will be sketched and
we will also deduce the correlation function (4.27). We start with the Hamiltonian (4.20)
Ĥ =
1
2m
(∇ψ̂†a) · ∇ψ̂a + Vtrapψ̂†aψ̂a +
c0
2
ψ̂†aψ̂
†
bψ̂bψ̂a
+
c2
2
Fab · Fcd ψ̂†aψ̂bψ̂†cψ̂d + qψ̂†1ψ̂1 + qψ̂†−1ψ̂−1 , (D.1)
with the indices a = 0,±1 and the spin-one matrices F iab given by
F xab =
1√
2


0 1 0
1 0 1
0 1 0

 , F yab =
i√
2


0 1 0
−1 0 1
0 −1 0

 , F zab =


1 0 0
0 0 0
0 0 −1

 . (D.2)
The spin-spin part reads in extenso
Ĥss =
c2
2
Fab · FcdΨ̂†aΨ̂bΨ̂†cΨ̂d
=
c2
2
(
Ψ̂†1Ψ̂
†
1Ψ̂1Ψ̂1 + Ψ̂
†
−1Ψ̂
†
−1Ψ̂−1Ψ̂−1 − 2Ψ̂†1Ψ̂†−1Ψ̂1Ψ̂−1 + 2Ψ̂†1Ψ̂†0Ψ̂1Ψ̂0
+2Ψ̂†−1Ψ̂
†
0Ψ̂−1Ψ̂0 + 2Ψ̂
†
0Ψ̂
†
0Ψ̂1Ψ̂−1 + 2Ψ̂
†
1Ψ̂
†
−1Ψ̂0Ψ̂0
)
. (D.3)
Starting from the (homogeneous) paramagnetic ground state, we adopt a mean-field expan-
sion
Ψ̂a = e
−iµt(Ψa + δΨ̂a) , Ψa =
√
̺0δa,z (D.4)
where µ = Vtrap + c0̺0 is the chemical potential (in Thomas-Fermi approximation). By
setting µ = 0 (shifting the potential), the global oscillating prefactor e−iµt becomes unity.
Omitting the unmagnetized component Ψ̂z = Ψ̂0 (because the linearized field equations
for this component are independent of the external magnetic field q ∝ B2), we obtain the
effectively two-dimensional linearized Hamiltonian
Ĥ
(2) = δΨ̂†a
(−∇2
2m
+ µ+ q + c2̺0
)
δΨ̂a + c2̺0
(
δΨ̂1δΨ̂−1 + δΨ̂
†
1δΨ̂
†
−1
)
. (D.5)
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with the index a = ±1. The Hamiltonian (4.23) can be obtained from the expression above
after a series of canonic transformations. First, in order to decouple the equations for the
two quasi-particle a = ±1 excitations, we introduce the components of the Cartesian spinor
Ψ̂x =
1√
2
(
Ψ̂1 − Ψ̂−1
)
, Ψ̂y =
i√
2
(
Ψ̂1 + Ψ̂−1
)
, Ψ̂z = Ψ̂0 . (D.6)
And secondly, we map them onto the magnetization operator F̂i = −εijkΨ̂†jΨ̂k. This map-
ping, however, is not yet canonic (as can be easily checked, F̂i are self-adjoint). We therefore
need to introduce the momentum conjugate to the magnetization. For the linearized fields,
the transformations [only x and y components, since F̂z = O(δ
2)] are given by
F̂x = i
√
̺0(δΨ̂y − δΨ̂†y) , F̂y = −i
√
̺0(δΨ̂x − δΨ̂†x) ,
P̂x =
1
2
√
̺0
(δΨ̂†y + δΨ̂y) , P̂y = −
1
2
√
̺0
(δΨ̂†x + δΨ̂x) . (D.7)
The Hamiltonian density becomes
Ĥ
(2) =
1
2
∑
a=x,y
[
2̺0P̂a
(
−∇
2
2m
+ Vtrap + µ+ q
)
P̂a
+
1
2̺0
F̂a
(
−∇
2
2m
+ Vtrap + µ+ q + 2c2̺0
)
F̂a
+
i
2
[
F̂a, P̂a
]
(Vtrap + µ+ q + c2̺0) −
i
4m
(
F̂a∇
2P̂a − P̂a∇2F̂a
)]
. (D.8)
The terms in the last line are merely commutators of the conjugate variables and do not
affect the field equation for the magnetization. (Note that the ∇2 can be shifted under the
integration in the Hamiltonian from F̂a to P̂a and vice versa.) Neglecting the last line of
Eq. (D.8), the effective Hamiltonian follows
Ĥ
(2)
eff =
1
2
∑
a=x,y
[
2̺0P̂a
(
−∇
2
2m
+ q
)
P̂a +
1
2̺0
F̂a
(
−∇
2
2m
+ q − qcr
)
F̂a
]
, (D.9)
where we set µ = −Vtrap and introduced the critical value of the external parameter qcr =
−2c2̺0 = 2|c2|̺0. The Hamiltonian can easily be generalized to D dimensions. After a
further canonical transformation to the normalized magnetization operator
F̂a =
F̂a
̺
, Π̂a = ̺P̂a , (D.10)
the effective Hamiltonian (4.23) will be obtained.
Ĥeff
̺
=
Π̂
̺
(
q − ∇
2
2m
)
Π̂
̺
+ F̂
(
q + 2c2̺
4
− ∇
2
8m
)
F̂ , (D.11)
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where the self-adjoint normalized magnetization operators F̂ and Π̂ obey the canonic equal-
time commutation relation [F̂a(r), Π̂b(r
′)] = iδabδ(r − r′). It is now straight-forward to
deduce the Heisenberg equations of motion for the (normalized) magnetization operator
˙̂
Fa =
2
̺
(
−∇
2
2m
+ q
)
Π̂a ,
˙̂
Πa = −
̺
2
(
−∇
2
2m
+ q − qcr
)
F̂a , (D.12)
which can be solved for a given quench q(t). In view of the kinetic term ∝ ∇2, it is
convenient to adopt a Fourier expansion
F̂a =
∫
dNk
(2π)N
F̂k,a(t)e
ik·r , Π̂a =
∫
dNk
(2π)N
Π̂k,a(t)e
ik·r , (D.13)
where
F̂k,a = Ck,aâk,a + C
∗
−k,aâ
†
−k,a ,
Π̂k,a =
̺
2
[
k2
2m
+ q(t)
]−1 (
Ċk,aâk,a + Ċ
∗
−k,aâ
†
−k,a
)
. (D.14)
Since no spatial direction is distinct [and the equations of motion (D.12) are linear], the co-
efficient functions will be isotropic as well, i.e., Ck,a(t) = Ck(t). In contrast, the creation and
annihilation operators â†k,a, âk,a must bear an additional index a to label the (independent)
spatial components of F (r).
The entire time-dependence of the linearized fluctuations is now contained in the Ck(t).
Their equation of motion follows from Eqs. (D.12) and (D.13)
C̈k − q̇(t)
[
k2
2m
+ q(t)
]−1
Ċk + ω
2
k(t)Ck = 0 , (D.15)
with ω2k(t) = [k
2/2m+q(t)][k2/2m+q(t)−qcr], and can be solved for different shapes q(t) of
the quench. The initial values of Ck can be obtained by demanding the bosonic equal-time
commutation relation [âk,a, â
†
k′,b] = δabδk,k′ for the creation and annihilation operators â
†
k,a,
âk,a. (Note that Ċk = −iωkCk before the quench.)
The typical domain structure of the ferromagnetic phase expresses itself in the correlation
function of the magnetization, which reads
〈
F̂a(r)F̂b(r
′)
〉
= δab
∫
dDk
(2π)2D
eik(r−r
′)|Ck(t)|2 . (D.16)
The long-wavelength modes successively become unstable during the quench and start grow-
ing exponentially Ck ∝ e|ωfk|t (there is also an exponentially-decaying term, which becomes
negligible at late times). Thus the main contribution to the correlation function arises from
these modes
〈
F̂a(r)F̂b(r
′)
〉
≈ δab
∫
{k |ω2
k
<0}
dDk
(2π)D
eik(r−r
′)|C̃k|2e2|ωk|t , (D.17)
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where |Ck| ≈ (2π)De|ωk|t|C̃k| at sufficiently late times after the quench (but also at sufficiently
early times such that the mean field approximation is still valid). Observing that |ωfk|
possesses a maximum for wavenumbers kmax, we can evaluate the integral (D.16) using
the saddle-point approximation. (For qf < qc/2, the maximum will be a local extremum,
i.e., it will possess a vanishing derivative ∂|ωk|/∂k|k=kmax = 0. In our calculation, we only
concentrate on this case.) After some algebra, we obtain Eq. (4.27)
〈F̂a(r)F̂b(r′)〉 = Cmaxν δab
exp{qcrt}√
t
Jν(kmax|r − r′|)
(kmax|r − r′|)ν
, (D.18)
where ν = D/2 − 1 and
Cmaxν =
SD−1
(2π)D−1
|C̃kmax|2kD−2max
σ
(D.19)
with the surface area SD−1 of the D− 1-dimensional unity sphere and the width of the un-
stable peak σ2 = ∂2|ωk|/∂k2|k=kmax. However, the numerical value of Cmaxν is not important,
since the correlation function (4.27) describes only the initial domain formation.
In order to calculate the variance of the winding number in Subsection 4.2.5, we firstly
factorize the linearized magnetization operator F̂ = F̂ n̂ into its modulus F̂ =
√
F̂ 2 and
a unit-vector operator n̂ accounting for the direction, i.e., the broken symmetry. Such a
factorization is always possible, since it represents just a canonic transformation. The new
operators are independent and thus commute [F̂ , n̂] = 0. Furthermore, we approximate the
modulus by its expectation value, i.e., by a c-number. This approximation, however, is only
viable if the absolute values of the magnetization, F̂ , at different points are uncorrelated.
Their correlation length can be estimated by calculating the F̂ 2-F̂ 2 correlations. After some
algebra, it follows
〈
F̂ 2(r)F̂ 2(r′)
〉
=
〈
F̂ 2(r)
〉2
+
2
D
〈
F̂ (r) · F̂ (r′)
〉2
∝
(
1
2ν
1
Γ(ν + 1)
)2
+
2
D
(
Jν(kmax|r − r′|)
(kmax|r − r′|)ν
)2
. (D.20)
The first term describes the classical, uncorrelated behavior, whereas the spatial correlations
are described by the second term.
For short distances, kmax|r − r′| ≦ O(1), and in low dimensions, D = O(1), both con-
tributions to the correlation function (D.20) are of the same order. By increasing either
the separation, kmax|r − r′| ≫ 1, or the dimension, D ≫ 1, the second term in Eq. (D.20)
will be suppressed and the magnetization at different spatial points becomes uncorrelated
and can thus be approximated classically. Hence, the winding-number correlations (4.33)
calculated in Subsection 4.2.5 should yield the correct result for large radii Rkmax ≫ 1 but
might give a wrong scaling behavior at small distances. At those scales, Rkmax ≪ 1, it can
be expected that the F̂ -F̂ correlations become important.
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[30] G Lemâıtre, Ann. Bull. Soc. Ro. Sci. Med. Nat. Brux. 53, 51 (1933).
113
[31] M Novello, M Visser, and G Volovik, editors, Artificial Black Holes, World Scientific,
Singapore, (2002).
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[143] J I Latorre and R Orús, Adiabatic quantum computation and quantum phase transition,
Phys. Rev. A 69, 062302 (2004).
[144] B Damski, The Simplest Quantum Model Supporting the Kibble-Zurek Mechanism of
Topological Defect Production: Landau-Zener Transitions from a New Perspective,
Phys. Rev. Lett. 95, 035701 (2005).
[145] W H Zurek, U Dorner, and P Zoller, Dynamics of a Quantum Phase Transition, Phys.
Rev. Lett. 95, 105701 (2005).
[146] J Dziarmaga, Dynamics of a Quantum Phase Transition: Exact Solution of the Quan-
tum Ising Model, Phys. Rev. Lett. 95, 245701 (2005).
[147] B Damski and W H Zurek, Adiabatic-impulse approximation for avoided level cross-
ings: From phase-transition dynamics to Landau-Zener evolutions and back again,
Phys. Rev. A 73, 063405 (2006).
[148] F M Cucchietti, B Damski, J Dziarmaga, and W H Zurek, Dynamics of the Bose-
Hubbard model: transition for Mott insulator to superfluid, Phys. Rev. A 75, 023603
(2007).
[149] M Greiner, O Mandel, T Esslinger, T W Hänsch, and I Bloch, Quantum phase tran-
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terstützung danken.
Erklärung
Hiermit versichere ich, daß ich die vorliegende Arbeit ohne unzulässige Hilfe Dritter und
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