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Abstract. High order mutation analysis of a software engineering bench-
mark, including schema and local optima networks, suggests program
improvements may not be as hard to find as is often assumed. 1) Bit-
wise genetic building blocks are not deceptive and can lead to all global
optima. 2) There are many neutral networks, plateaux and local optima,
nevertheless in most cases near the human written C source code there
are hill climbing routes including neutral moves to solutions.
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Fig. 1. Local optima network of the Triangle Program using 100 random starts
(see Section 4.4). Edges are coloured if they start and end at the same fitness.
Insert shows fitness levels edge on. Best (bottom) red 0 (pass all tests), pink 1
(fail only one test), green 2, purple 3, orange 4, brown 5.
1 Genetic Improvement
Genetic Improvement [1,2,3] can be thought of as the use of Search Based Soft-
ware Engineering (SBSE) [4] techniques, principally genetic programming [5,6,7],
to the optimisation of existing (human written) software. GI is often applied
1
to non-functional properties of software but perhaps it is most famous for im-
proving program’s functionality, e.g. by removing bugs [8,9,10,11,12,13,14,15,16]
or adding to its abilities [17,18,19,20,21,22]. Non-functional improvements that
have been considered or results reported include: faster code [23,24], code which
uses less energy [25,26,27,28,29,30,31,32,33,34] or less memory [35], and auto-
matic parallelisation [36,37,38] and automatic porting [39] and embedded sys-
tems [40,41,25,42,43,44,45] as well as refactorisation [46], reverse engineering [47,48]
and software product lines [49,50]. There is very much a GI flavour in the air
with a three-fold increase in GI publications (as measured by GI papers in the
genetic programming bibliography) since the first GI workshop [51] was first
mooted (October, 7 2014)1. Nonetheless there remains a deal of scepticism in
software engineering circles.
One criticism of genetic improvement is that the results are empirical and
there is little theoretical underpinning [52]. One of the prejudices holding back
software engineering is the assumption that software is fragile. It has been shown
in a small number of cases that this fear has been overplayed. Whilst many
mutations are highly deleterious, in the few cases reported, many others are
not [53]. If presented differently, this idea is not news to software engineers: the
failure of software engineering to widely adopt mutation testing [54] is in part
due to the presence of many equivalent mutants. But an equivalent mutant is
simply a mutation which has no effect, which is exactly what GI has reported!
Until recently [55] mutation testing rarely considered more than one change to
the source code at a time, whereas GI typically allows high order mutations
(which make multiple changes simultaneously). We consider up to 17th order
mutations.
Mostly genetic improvement considers mutations to source code (typically
C, C++ or Java [56]) but similar empirical results have been reported at byte
code [57], assembly [58] and indeed machine code [59,60] levels.
Due to the dearth of theoretical genetic improvement analysis, we shall study
the GI search landscape [61,62]. Although small (39 lines of C code) we chose
the Triangle Program as it is a well known software engineering benchmark
and we have used it with mutation testing [55]. Briefly, in mutation testing [54]
errors (mutations) like those a human programmer might make are deliberately
injected into the program to see if the program’s test suite can detect them.
Our mutations were to replace numeric comparison operators, e.g., replace ==
with <=. In the next section we describe a cut down version where there are only
two choices for each of the seventeen comparison sites in the Triangle Program.
Section 3 presents a schema [63] analysis of the simplified landscape which shows
none of the high order schema are deceptive [64]. This suggests that it might be
easy for a genetic algorithm (GA) to find solutions. (Section 4.2 adds to this by
showing none are strongly deceptive when larger moves are allowed.) We also
see (Section 3.3) that there are large plateaux where neighbours have identical
fitness.
1 http://geneticimprovementofsoftware.com/?page id=13 (accessed Oct, 9 2016)
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Section 4 returns to allowing all six possible C numeric comparison opera-
tions and shows that although solutions are extremely rare, the vastly increased
search space is still easy for genetic improvement in the sense that a local search
hill climbing algorithm can reach a global optima from almost any low order
mutation provided neutral moves are allowed. In contrast search from a random
point seldom finds a program that can pass all the test cases. This supports the
idea that genetic improvement, where search may start near the good part of the
search space, is easier than GP, where search may start from a random point.
2 Triangle Program Software Engineering Benchmark
The Triangle Program is well studied software engineering benchmark. It can be
thought of as a model of unit testing. It classifies triangles as scalene, isosceles,
equilateral or not a triangle. We have previously used it to study high order mu-
tation, concentrating particularly on injecting faults which change the numeric
comparison operators (<, <=, ==, !=, => and >) [55]. We now consider mutation of
all 17 of the comparison operators in the Triangle Program as a genetic algorithm
fitness landscape. Taking as our fitness the number of tests [55, Tab. 2] which
the modified code fails. A test equivalent mutant is one that passes all the tests
and so has the best fitness value, which is zero. We consider all possible simulta-
neous changes. For the Triangle Program there are 617 − 1 = 16 926 659 444 735
mutations, of which 9215 are test equivalent, i.e. pass all the test cases.
3 Binary Representation:
Replacing Comparisons with One Alternative
At first, instead of allowing all possible combinations, we study allowing each
numerical comparison in the Triangle Program to be replaced by only one other.
Table 1 is taken from [55]. It shows hard to detect mutations of the Triangle
Program. The source code of the unmutated Triangle Program contains only <=,
== and > comparisons. The last three lines of Table 1 gives their replacements in
the commonest lower order hard to detect mutations. In mutation testing these
mutations are known as the hardest to “kill”. Therefore the substitutions given
in last three lines of Table 1 are the ones we use. Since there are six comparison
operators and 17 potential mutation sites, this reduces the search space from 617
to 217. (We shall return to the original problem in Section 4.) We evaluate all
possible mutants.
3.1 High Order Binary Schema are Not Deceptive
There are 2048 global optima (shown in white in Figure 2). On average each
mutant fails only 4.344 ±1.360 tests. The worst mutant only fails six of the 14
tests (Figure 3).
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Table 1. Hardest to detect mutations
of the Triangle Program [55, Fig. 3].
The first column contains the number
of times the individual changes shown
appear in 1st, 2nd, 3rd and 4th order test
equivalent mutations.
Table 2. Mean and standard devia-
tion of number of tests failed for high-
est order binary schema of the Trian-
gle Program (excluding 22 with average
means). Last column is estimated pop-
ulation size needed for a random sample
to distinguish between competing pairs
of schema.
354 == replaced by >=
576 <= replaced by <
708 == replaced by <=
1062 > replaced by !=
1992 <= replaced by ==
-4 3.719 ±1.328 1.9
4 4.969 ±1.075
-5 4.062 ±1.478 4.7
5 4.625 ±1.166
-6 3.812 ±1.509 2.4
6 4.875 ±0.927
-11 3.438 ±1.273 1.1
11 5.250 ±0.661
-14 4.312 ±1.424 43.5
14 4.375 ±1.293
-16 4.188 ±1.550 8.6
16 4.500 ±1.118
Of the 34 high order schema2, 22 have exactly average fitness and contain
exactly half the global optima. The other 12 schema either contain no solutions
or all of them. In the six schema which contain solutions, on average individuals
are better than the average of the whole space. In the other six, the schema
average is worse than the average of the whole space. That is, 22 schema have
no signal and the remaining 12 are not deceptive. In the best schema (i.e. -11)
mutants pass on average 1.813 ±1.015 more tests than its opposite (11) (see also
Table 2).
3.2 Binary Schema Predict All Solutions of the Triangle Program
As the previous section showed, there are twenty two 16-order schema that have
exactly average fitness. These correspond to 22/2 = 11 variable gene locations.
I.e. locations of *s, where either alternative can be used. Together they can be
represented as a 17 − 11 = 6th order schema by taking their union. This sixth
order schema is shown in Table 3. These 11 * (don’t cares) give 2048 combinations
(211 = 2048) each of which is one of the solutions!
An alternative way of looking at this is, once we fix the six mutation sites in
the C source code corresponding to the better than average schema in Table 2
we are free to mutate all the others (using our restricted mutation operator, last
three rows of Table 1) and the new program will return the correct answer for
all of the tests (Table 3).
2 A 16th order schema has 16 defined positions [64, page 29], and one variable * position
(length = 17). Whereas a 1st order mutation is identical to the original except for
one change.
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Fig. 2. Fitness landscape of binary comparison improvement of Triangle Pro-
gram. First 9 bits (512) horizontal, last 8 bits (256) vertical. 2048 test equivalent
mutants (fitness=0) in white. The regular pattern of individuals with the same
fitness indicates short building blocks. E.g. the vertical strips 8 pixels wide in-
dicates the first three bits do not impact fitness. In contrast the last but one bit
divides the figure into four horizontal stripes, two contain 50 176 mutants which
fail 4 or more tests (dark pixels) whilst the others hold all the solutions (white).
Fitness distance correlation is 0.45
Table 3. 6th order binary schema giving 2048 test equivalent mutations of the
Triangle Program. * indicates don’t care but a 0 (or 1) means that only the one
numeric comparison shown in the next row can be used. The bottom two rows
gives the 211 alternatives (for the 17− 6 = 11 *s) which pass all the tests.
Position 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Schema * * * 0 0 0 * * * * 0 * * 0 * 0 *
Code
<= <= <=
== == ==
== <= <= <=
>
== >
==
>
==
>
== == == <= == == == <= != != !=
3.3 Local Search Landscape of the Binary Space
After full enumeration, we modelled the corresponding landscape as a network,
with nodes being mutants and edges linking mutants with only one difference
between them. Plateaus, i.e. a connected collection of solutions with the same
fitness, were identified using code adapted from [65], giving Figure 4. In Figure 4
each rectangular box is a plateau of mutants, whose width is proportional to the
number of mutants. Lines between boxes indicate pairs of mutants which differ
only by a single bit flip. An edge’s width is proportional to the number of such
mutants. In the context of this simplified binary version, all mutants can reach
at least one other mutant that fails fewer test cases in a single step. There is
therefore no point in traversing any plateau to try to escape it.
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Fig. 3. Fitness distribution in the binary comparison version of the Triangle
Program. Gaussian fit to mean and standard deviation shown in background.
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Fig. 4. Plateaux and their connections in the landscape of the binary comparison
version of the Triangle Program.
4 Original All Comparisons
Sections 2 and 3 described how in [52] we simplified the Triangle Program Soft-
ware Engineering benchmark to ease analysis of its schema and fitness landscape.
From here on we return to the original formulation [55]. Next we evaluate all
possible mutations (Figures 5–8). In Section 4.2 we repeat the binary schema
analysis and find when larger moves are allowed there may be deceptive schema.
In Section 4.3 we run a local hill climber both, from every part of the search
space near the original program, and from samples of higher order mutations,
and show that improvements are easy to find. Finally in Section 4.4 we use an-
other local iterated search, which alternates between hillclimbing and random
moves, to map the local optima network, see also Figure 1 (page 1).
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Fig. 5. Fitness distribution of all 16 926 659 444 735 possible comparison muta-
tions of the Triangle Program. Note most (78%) mutants fail five tests which
corresponds with the peak in the two options only subspace, Figure 3. Right:
same data plotted on log scale. Considering all six comparison operations in-
creases the number of changes which still pass the whole test suite from 2048 to
9215.
4.1 Fitness Space of Triangle Program
We evaluated the whole of the search space. If we compare the results in Figure 5
with the same data for the binary subset (Figure 3) we see:
– Firstly the space is vastly bigger.
– The number of global solutions increases by a factor of 4.5 to 9215. However
as a fraction of the total search space it becomes tiny (5 10−10) so random
or brute force search are ineffective.
– However the overall shape of the distribution of fitness values of high order
mutations remains similar. (The mean increases slightly from 4.34 to 5.42
and the standard deviations are similar, 1.36 v. 1.05 in the full search space.)
Note, for example, in both cases there is a large peak of mutated programs
that fail exactly five tests. Indeed most mutants still pass most tests.
As we shall see in Section 4.3, the large fraction of the search space with
fitness of exactly five contributes to a huge neutral network. That is, there
are many neighbouring programs (i.e. they differ in exactly one comparison)
which fail exactly the same number of tests.
– The fraction of mutants which fail more than half the tests remains low
(albeit finite rather than zero). Indeed only 40 in a million randomly sampled
mutations fail all fourteen tests (right end side Figure 5).
– Considering only first order mutations (Figure 6), 16% pass all the tests.
Indeed, as with the smaller search space (shown with dashed line in Figure 6)
most programs with only one change fail no more than two tests.
4.2 High Order Schema Analysis
There are 17×6 = 102 16-order schema. We estimated their fitness by randomly
sampling each one a million times. The results are given in Table 4 and Figure 7.
Whereas when considering only two options (Section 3.1, Table 2) in eleven of the
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Fig. 6. Fitness distribution of all
85 possible first order comparison
mutations of the Triangle Program.
(I.e. rescaled leftmost line of Figure 8)
Corresponding data for the binary ver-
sion of the search space shown plotted
with dashed line for comparison.
Fig. 7. Fitness of all 102 high order
schema and the number of solutions
they contain for the Triangle Program
with six comparison mutations. Schema
contain either none, 1/3, 1/2 or all the
solutions. Vertical noise added to sep-
arate data. All 16-schema containing a
solution have fitness > mean− 0.0368.
17 mutation sites both alternative schema had the same average fitness, in only
three locations (4, 5 and 6) might all six schema be said to be within sampling
noise of the mean fitness of the whole space. Now that we are considering moves
that take us further from the original code, we do find weakly deceptive schema.
For locations 11, 12, 14, 15 and 17, although none of the 5×6 = 30 schema differ
strongly from the average, all of the solutions occur in below average schema. (See
cluster in centre of Figure 7.) Also in three more locations (3, 8 and 9), although
one or more schema containing solutions are above average, the strongest schema
does not contain any solutions. Only in the first two locations is there a strong
signal (i.e. > 0.1) leading to any of the solutions. In the remaining four locations
(7, 10, 13 and 16) there are solutions in above average schema, but there isn’t a
strong signal leading to any of them.
4.3 Local Search for the Triangle Program
Since all first order mutations are by definition one move away from a solution,
in all cases it is possible to hillclimb from any 1st order mutation to a solution
(Figure 9). In the case of 2nd order mutations, a hill climber can find a program
which passes all the test cases in all but two cases (both these local optima fail
two tests). For third order there are 133 (0.15% of 3rd order mutations) and for
4th 3623 (0.24%) points in the search space from which a solution cannot be
reached by hill climbing. For 5th and 6th its about 4%, after which the fraction
of higher order mutations from which a solution can be reached progressively
falls towards zero. Even so in most cases a program which fails only one or two
test cases can be found by hill climbing. I.e., in almost all cases hill climbing can
improve a mutant from failing five test cases to failing two (Figures 8 and 9).
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Fig. 8. Fitness distribution of all 16 926 659 444 735 possible comparison muta-
tions of the Triangle Program. (Summary data plotted in Figure 5.) Values above
109 plotted in bold. 39% of mutations are either 14th or 15th order which fail
five tests, whilst the fitness distance correlation is near zero at -0.070837.
4.4 Local Optima Networks
Local optima networks are a compact representation of fitness landscapes that
can be used for analysis and visualisation [66]. A solution is a local optimum
if none of its neighbours have a better fitness value. A full enumeration of the
local optima for the Triangle Program is clearly unmanageable. The networks
are therefore based on a sample of high-quality local optima in the search space.
This is much more of a practical search algorithm than in the previous section,
where we treat finding any hill climbing route to a solution as a problem of
searching a directed graph and so we include backing up and trying again if it
appears no forward progress is possible.
The sampling algorithm is an Iterated Local Search (ILS) which starts from
a locally optimal solution and then alternates between a random mutation and
a best-improvement hill-climber. The termination criterion is a fixed number of
iterations. At each hill climbing step, only non-worsening local moves are ac-
cepted. Both the hill-climber and mutation consider the immediate neighbour-
hood, i.e, a program which differs only in a single comparison.
Edges are directed and based on the mutation operation. There is an escape
edge from local optimum i to local optimum j if j is obtained from the mutation
of i followed by hill-climbing. The local optima network is the graph where the
nodes are the local optima and the edges are the escape edges.
To sample the local optima, we ran an ILS, from 1000 random starting points,
with a budget of 10 000 iterations. This generated 2 372 805 unique local minima.
Figure 10 presents the proportion of those runs that find a solution that passes
all test cases. Figure 10 shows that in many cases the landscape can be easily
traversed to reach solutions that pass all test cases.
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Table 4. Average fitness of high order schema and number of solutions they
contain for all six comparisons in the Triangle Program. See also Figure 7
Schema mean sd above average Sol
1 < 5.843567 1.423400 0.4227 ±0.0014 3072
1 <= 5.727581 1.349277 0.3067 ±0.0013 3071
1 == 5.726547 1.349000 0.3056 ±0.0013 3072
1 != 5.114173 0.318021 -0.3067 ±0.0003 0
1 >= 5.000000 0.000000 -0.4209 ±0.0000 0
1 > 5.113825 0.317599 -0.3071 ±0.0003 0
2 < 5.842667 1.471239 0.4218 ±0.0015 3072
2 <= 5.614215 1.319723 0.1933 ±0.0013 3071
2 == 5.616813 1.323260 0.1959 ±0.0013 3072
2 != 5.228102 0.473518 -0.1928 ±0.0005 0
2 >= 5.000000 0.000000 -0.4209 ±0.0000 0
2 > 5.228345 0.473535 -0.1926 ±0.0005 0
3 < 5.840933 1.576470 0.4200 ±0.0016 0
3 <= 5.499540 1.233664 0.0786 ±0.0012 4607
3 == 5.500957 1.236198 0.0801 ±0.0012 4608
3 != 5.343792 0.582205 -0.0771 ±0.0006 0
3 >= 5.000000 0.000000 -0.4209 ±0.0000 0
3 > 5.342161 0.582014 -0.0787 ±0.0006 0
4 < 5.421830 1.059801 0.0009 ±0.0011 0
4 <= 5.421768 1.041495 0.0009 ±0.0010 0
4 == 5.419896 1.025397 -0.0010 ±0.0010 9215
4 != 5.422214 1.078773 0.0013 ±0.0011 0
4 >= 5.421401 1.050374 0.0005 ±0.0011 0
4 > 5.420884 1.038998 -0.0000 ±0.0010 0
5 < 5.421382 1.060194 0.0005 ±0.0011 0
5 <= 5.421160 1.033338 0.0003 ±0.0010 0
5 == 5.420832 1.012703 -0.0001 ±0.0010 9215
5 != 5.420481 1.085840 -0.0004 ±0.0011 0
5 >= 5.420653 1.051449 -0.0002 ±0.0011 0
5 > 5.419979 1.044165 -0.0009 ±0.0010 0
6 < 5.419947 1.040180 -0.0010 ±0.0010 0
6 <= 5.418500 1.017661 -0.0024 ±0.0010 0
6 == 5.420138 1.021691 -0.0008 ±0.0010 9215
6 != 5.421374 1.094645 0.0005 ±0.0011 0
6 >= 5.420922 1.058717 0.0000 ±0.0011 0
6 > 5.420671 1.048630 -0.0002 ±0.0010 0
7 < 5.716858 1.387539 0.2960 ±0.0014 0
7 <= 5.641402 1.279383 0.2205 ±0.0013 4608
7 == 5.643428 1.283482 0.2225 ±0.0013 4607
7 != 5.200235 0.626614 -0.2207 ±0.0006 0
7 >= 5.125798 0.485354 -0.2951 ±0.0005 0
7 > 5.199680 0.624128 -0.2212 ±0.0006 0
8 < 5.482451 1.101441 0.0616 ±0.0011 0
8 <= 5.437518 1.066325 0.0166 ±0.0011 4607
8 == 5.436342 1.063603 0.0154 ±0.0011 4608
8 != 5.406059 1.027887 -0.0148 ±0.0010 0
8 >= 5.358139 0.993148 -0.0628 ±0.0010 0
8 > 5.404727 1.026829 -0.0162 ±0.0010 0
9 < 5.467923 1.101697 0.0470 ±0.0011 0
9 <= 5.406438 1.051033 -0.0145 ±0.0011 4607
9 == 5.419790 1.052137 -0.0011 ±0.0011 4608
9 != 5.420790 1.035139 -0.0001 ±0.0010 0
9 >= 5.373288 0.997365 -0.0476 ±0.0010 0
9 > 5.437700 1.045860 0.0168 ±0.0010 0
Schema mean sd above average Sol
10 < 5.481349 1.104830 0.0604 ±0.0011 0
10 <= 5.422098 1.055740 0.0012 ±0.0011 4607
10 == 5.421187 1.056004 0.0003 ±0.0011 4608
10 != 5.419925 1.032951 -0.0010 ±0.0010 0
10 >= 5.357749 0.994258 -0.0632 ±0.0010 0
10 > 5.420015 1.033797 -0.0009 ±0.0010 0
11 < 5.385125 0.943758 -0.0358 ±0.0009 0
11 <= 5.455657 1.102885 0.0348 ±0.0011 0
11 == 5.349893 0.897228 -0.0710 ±0.0009 0
11 != 5.493383 1.185560 0.0725 ±0.0012 0
11 >= 5.457862 1.142620 0.0370 ±0.0011 0
11 > 5.384137 0.979864 -0.0368 ±0.0010 9215
12 < 5.401587 1.013621 -0.0193 ±0.0010 0
12 <= 5.407264 1.023709 -0.0136 ±0.0010 4608
12 == 5.399789 1.014724 -0.0211 ±0.0010 4607
12 != 5.440903 1.078283 0.0200 ±0.0011 0
12 >= 5.439726 1.081894 0.0188 ±0.0011 0
12 > 5.435198 1.072511 0.0143 ±0.0011 0
13 < 5.393600 1.005139 -0.0273 ±0.0010 0
13 <= 5.420620 1.052961 -0.0003 ±0.0011 0
13 == 5.419422 1.051208 -0.0015 ±0.0011 0
13 != 5.421373 1.044389 0.0005 ±0.0010 4608
13 >= 5.446829 1.087792 0.0259 ±0.0011 0
13 > 5.421251 1.042247 0.0004 ±0.0010 4607
14 < 5.407715 1.022905 -0.0132 ±0.0010 0
14 <= 5.413683 1.033827 -0.0072 ±0.0010 0
14 == 5.400401 1.016918 -0.0205 ±0.0010 9215
14 != 5.441626 1.079657 0.0207 ±0.0011 0
14 >= 5.433470 1.069622 0.0126 ±0.0011 0
14 > 5.426515 1.057726 0.0056 ±0.0011 0
15 < 5.394988 1.007207 -0.0259 ±0.0010 0
15 <= 5.429938 1.064344 0.0090 ±0.0011 0
15 == 5.430083 1.064206 0.0092 ±0.0011 0
15 != 5.410615 1.028593 -0.0103 ±0.0010 4608
15 >= 5.448421 1.090379 0.0275 ±0.0011 0
15 > 5.410818 1.030977 -0.0101 ±0.0010 4607
16 < 5.414233 1.035495 -0.0067 ±0.0010 0
16 <= 5.426977 1.059495 0.0061 ±0.0011 0
16 == 5.407243 1.030172 -0.0137 ±0.0010 4607
16 != 5.434739 1.066421 0.0138 ±0.0011 0
16 >= 5.427646 1.060224 0.0067 ±0.0011 4608
16 > 5.414871 1.035411 -0.0060 ±0.0010 0
17 < 5.404515 1.012176 -0.0164 ±0.0010 0
17 <= 5.438065 1.070895 0.0172 ±0.0011 0
17 == 5.430419 1.063981 0.0095 ±0.0011 0
17 != 5.410146 1.028519 -0.0108 ±0.0010 4608
17 >= 5.439023 1.080056 0.0181 ±0.0011 0
17 > 5.403619 1.026794 -0.0173 ±0.0010 4607
In Figure 11, the fitness and Hamming distance of each local minima to the
unmutated Triangle Program is presented as a sunflower plot. We can observe
that solutions need to maintain some similarity to the original program to pass
all test cases. In addition, almost all local optima pass > 50% of the test cases.
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Fig. 10. Proportion of 1000 Iterated Local Search (ILS) runs that find a solution
that passes all test cases versus the number of iterations.
Figure 1 (page 1) shows the local optima network obtained from observing
a subset of the sampling described before. We only consider 100 ILS runs and
their first 1000 iterations. Since this process generated more than 60 000 nodes
and edges, only the edges are plotted for the sake of clarity. Edges are coloured if
they start and end at the same fitness. Other edges are painted black. The points
are positioned in the x-y plane using a force-directed layout algorithm and the
fitness is used for the z axis [67]. The fact that many nodes are at the same level
does not necessarily mean that they are part of the same plateau. Nevertheless,
we can observe that the fitness levels for 2, 3 and 5 failed test cases are densely
populated. In addition, the numerous clear paths between fitness levels provide
visual evidence of the relative ease with which the network can be traversed.
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Fig. 11. Fitness vs Hamming distance of 2 372 805 unique local minima presented
as a sunflower plot. The number of petals is proportional to the number of points
at each coordinate. Note positive correlation between local optima fitness and
distance to the original program. Also many mutants that differ from the original
program in up to 12 out of 17 mutation points pass all test cases.
5 Conclusions
Although the Triangle Program is small, the number of possible Triangle Pro-
grams is huge. We have fully explored a regular subset of it. We reduced the size
of its search space by considering only potential improvements to the existing
code made by replacing its comparisons. Firstly we restricted the comparator
mutations. This enabled us to analyse a systematic subset of the whole im-
provement fitness landscape. Solutions in the subset are still solutions in the full
problem. There are many solutions all of which are readily found by high order
schema analysis. Since we use only the number of tests passed there are few
fitness levels and as expected there are large plateaux of neutral moves.
Secondly we returned to allowing all possible comparisons. This greatly in-
creases the size of the search space. By allowing more moves we are further from
the human written starting point and now schema analysis suggests global search
(e.g. via a genetic algorithm) may be deceived. On the other hand, local search
(including neutral moves) remains easy near the start point but its chance of
finding a solution falls as we move further from the human code. Nonetheless
even from a totally random starting point, hill climbing can improve test based
fitness.
These results suggest that the program improvement fitness landscape is not
as difficult to search as is often assumed.
Datasets http://www.cs.ucl.ac.uk/staff/W.Langdon/egp2017/triangle/
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