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The present paper deals with the essential spectrum of the singular
matrix differential operator of mixed order
T =
(−Dp(t)D + q0(t) −Dh(t) + q1(t)
h¯(t)D + q¯1(t) d(t)
)
, D = d
dt
,
on (a,b), −∞ a < b+∞. The essential spectrum of T usually
contains two parts: a regular part and a singular part. The regular
part can be approximated by restrictions of T to compact subinter-
vals of (a,b) but the singular part cannot. The spectral problem of
T is transformed to a spectral problem of a singular Hamiltonian
differential operator involving the complex parameter of the ﬁrst
spectral problem. To determine whether the essential spectrum
contains the singular part, we apply the classical Titchmarsh–Weyl
theory and the perturbation theory to the resulting Hamiltonian
system. The main results cover many of the previous ones in the
references.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Consider the formal matrix differential operator of mixed order
T
(
x
u
)
=
(−Dp(t)D + q0(t) −Dh(t) + q1(t)
h¯(t)D + q¯1(t) d(t)
)(
x
u
)
, (1.1)
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4220 J. Qi, S. Chen / J. Differential Equations 250 (2011) 4219–4235where D = d/dt , t ∈ (a,b), −∞ a < b +∞, p(t), d(t) and q0(t) are real-valued continuous func-
tions, p(t) > 0, h(t) and q1(t) are complex-valued continuous functions on (a,b). The operator T is
called singular if some of its coeﬃcients are singular at t = a or t = b.
Let r1(t) and r2(t) be continuous positive real-valued functions on (a,b) and R(t) = diag(r1(t),
r2(t)). Let L2R be the weighted Hilbert space given by
L2R =
{
f : (a,b) → C2:
b∫
a
f ∗(t)R(t) f (t)dt < ∞
}
and equipped with the inner product
〈 f , g〉R =
b∫
a
f ∗(t)R(t)g(t)dt, f , g ∈ L2R .
We also use notations L2r1 and L
2
r2 for scalar functions. In this paper, we are concerned with the
essential spectrum of the spectral problem
T
(
x
u
)
= λR
(
x
u
)
in L2R . (1.2)
The theory of singular matrix differential operators of mixed order stems from several ﬁelds in
applied mathematical physics and has recently directed many authors’ attention because of their in-
teresting, unexpected spectral properties [2,4,5,8–14]. It is known that the essential spectrum of T
consists of a regular part and a singular part (see, e.g. [4,5,10,11]). The regular part can be approx-
imated by restrictions of T to compact subintervals of (a,b) and is usually easier to determine in
many cases. The singular part, however, is caused by the singularity of the operator and cannot be
obtained by regular approximation of T . We will answer a question of whether the essential spectrum
of T contains the singular part. Our method is to transform the spectral problem (1.2) into a spectral
problem of a Hamiltonian differential operator S(λ) whose coeﬃcients are rational functions involv-
ing λ. We will prove that λ belongs to the singular part of the essential spectrum of T if and only if
0 is an essential spectral point of S(λ). Thus, if 0 is not in the essential spectrum of S(λ) for every
λ ∈ R, then the singular part of the essential spectrum of T is empty. In particular, this is the case
when T , or equivalently, S(λ) for every λ ∈ R is in the limit circle case. Criteria for the limit circle
case for the Hamiltonian operator can be established by the Titchmarsh–Weyl theory. This method is
different from and simpler than the previous ones in literature.
Following this section, main results of this paper will be given, including the Weyl’s classiﬁcation
of limit point and limit circle cases, self-adjoint extension theory and the structure of the essential
spectrum of T . In Section 3, we will set up the Hamiltonian system mentioned above and give the
proof of the main results of Section 2. Applications will be given in Section 4.
2. Main results
Consider the formal operator T given in (1.1) and assume in addition that
p,h ∈ C1(a,b). (2.1)
Although the coeﬃcients of T considered here are assumed to be continuous, the results in this
section hold for locally integrable coeﬃcients of T , see [16].
Denote by ACloc(a,b) and AC0(a,b) the set of all locally, absolutely continuous mappings from
(a,b) to C2 and the set of all absolutely continuous complex-valued functions from (a,b) to C2 with
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associated to T , respectively by
D(T1) =
{
y =
(
x
u
)
∈ L2R :
(
x
px′ + hu
)
∈ ACloc(a,b), R−1T y = f ∈ L2R
}
and T1 y = R−1T y for y ∈ D(T1), T0 is the restriction of T1 on AC0(a,b). The closure T 0 of T0 is called
the minimal operator associated to T . Set
Λ = Cl{Ranget∈(a,b) M(t)}, M(t) = p(t)d(t) − |h(t)|2p(t)r2(t) and (2.2)
ω(t, λ) = λr2(t) − d(t)
α(t, λ)
, α(t, λ) = p(t)(λr2(t) − d(t))+ ∣∣h(t)∣∣2 (2.3)
on (a,b). Throughout this paper, we will use the hypothesis
(H) There exist a λ /∈ Λ and a constant K (λ) > 0 such that∣∣∣∣ p2(t)q21(t)α2(t, λ)
∣∣∣∣r2(t) K (λ)r1(t), t ∈ (a,b). (2.4)
For a c ∈ (a,b) and λ ∈ C \ R, the number γ (T , λ,a) of linearly independent solutions of (T1 −
λ)y = 0 in L2R(a, c] is independent of c and called the left deﬁciency index of T at λ. The ﬁrst result
gives the Weyl’s classiﬁcation of T .
Theorem 2.1. Assume that the assumptions in (2.1) and (2.4) hold. Then
(i) 2 γ (T , λ,a) 1 for λ ∈ C \ R;
(ii) γ (T , λ,a) ≡ γ (T , i,a) for Imλ > 0 and γ (T , λ,a) ≡ γ (T ,−i,a) for Imλ < 0;
(iii) γ (T , i,a) = γ (T ,−i,a);
(iv) γ (T , λ0,a) = 2 for some λ0 /∈ Λ implies γ (T , λ,a) = 2 for all λ /∈ Λ.
Theorem 2.1 generalizes [6, Proposition 3.1] where q1(t) ≡ 0, r1(t) = r2(t) ≡ 1. This result also
gives the Weyl’s limit point and limit circle classiﬁcation of (1.1) at the end point a (or b). We say T
is in the limit point case at the end point a if there exists exactly one linearly independent solution
of (T − λR)y = 0 belonging to L2W (a, c] for a (and hence for all) c ∈ (a,b) for λ ∈ C \ R; we say (1.1)
is in the limit circle case at the end point a if all solutions of (T − λR)y = 0 belong to L2W (a, c] for
λ ∈ C \R. The deﬁnitions of limit point and limit circle cases at the end point b are similar. With the
aid of Theorem 2.1 we prove that
Theorem 2.2. Assume that the assumptions in (2.1) and (2.4) are fulﬁlled. Then T0 is symmetric such that
T ∗0 = T1 and has self-adjoint extensions.
Theorems 2.1 and 2.2 are applications of the Weyl’s classiﬁcation of limit point and limit circle
cases and self-adjoint extension theory to matrix differential operators. The main technique of proving
these theorems is to transform the original spectral problem to a spectral problem of the singular
Hamiltonian differential system for λ /∈ Λ
J Y ′ = [Q (t, λ) + ξW (t, λ)]Y , ξ ∈ C, t ∈ (a,b), (Iλ)
where J = ( 0 −1 ), Y = ( x ), W and Q are 2× 2 complex-valued matrices deﬁned as1 0 v
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Q (t, λ) =
(−C(t, λ) A˜(t, λ)
A(t, λ) B(t, λ)
)
, W (t, λ) =
(
W1(t, λ) 0
0 W2(t, λ)
)
,
C(t, λ) = q0(t) − λr1(t) + C1(t, λ), C1(t, λ) = p(t)|q1(t)|
2
α(t, λ)
,
A(t, λ) = −h(t)q¯1(t)
α(t, λ)
, A˜(t, λ) = − h¯(t)q1(t)
α(t, λ)
, B(t, λ) = ω(t, λ),
W1(t, λ) = r1(t), W2(t, λ) = r2(t)|h(t)|
2
|α(t, λ)|2 .
(2.5)
We will prove in Section 3 that the singular Hamiltonian system (Iλ) is well deﬁned on (a,b) under
the assumptions of this paper. Denote by L2W the weighted square-integrable space with the weight
matrix W . Since W (t, λ) is singular at t where h(t) = 0, we will consider L2W as a Hilbert space in
the sense of equivalence classes. Besides, in order to deﬁne operators associated to (Iλ), we need the
following deﬁniteness condition (see [9]):
J y′ − Q y = W f , f ∈ L2W , W y = 0 ⇒ y(t) ≡ 0, t ∈ (a,b),
which holds automatically in all cases considered in the present paper. The maximal differential op-
erator τ (λ) associated with (Iλ) is deﬁned by
D
(
τ (λ)
)= {Y = (x, v)T : Y ∈ L2W ∩ ACloc(a,b), J Y ′ − Q Y = W f , f ∈ L2W },
τ (λ)Y = f , for Y ∈ D(τ (λ)), where J Y ′ − Q Y = W f .
The last result gives the description of the essential spectrum σe(T ).
Theorem 2.3. Suppose the assumptions in (2.1) and (2.4) are fulﬁlled. Then
σe(T ) := σe(T 0) = Λ ∪
{
μ /∈ Λ: 0 ∈ σe
(
τ (μ)
)}=: σer(T ) ∪ σes(T ).
According to the spectral theory for Hamiltonian systems, σe(τ (μ)) = ∅ for μ /∈ Λ if (Iμ) is limit
circle at a and b. Furthermore, it is proved that (see the proof of Theorem 2.1 in Section 3) (Iμ) is
limit circle at a and b for μ /∈ Λ if and only if T is so. This together with Theorem 2.3 leads to
Corollary. Suppose that the assumptions in (2.1) and (2.4) are fulﬁlled. If T is in the limit circle case at a and b,
then σe(T ) = Λ.
In a recent paper [16], a special case of (1.1) where q1(t) ≡ 0 was considered, and the above
corollary covers Theorem 4 of [16] for T with smooth coeﬃcients. Note that the regular part Λ
of σe(T ) is easer to determine. Theorem 2.3 offers a simple method to compute the singular part
σes(T ) of σe(T ) by using the spectral theory of Hamiltonian differential operators. Applications of
Theorem 2.3 will be given in Section 4.
3. The proofs
3.1. The proof of Theorem 2.1
It follows from (2.2) that Λ ⊂ R. The set Λ forms the regular part of the essential spectrum of T
[4,5,10,11]. To see whether there exist other essential spectral points outside Λ, we ﬁrst observe that
if λ /∈ Λ then there exists a δ0 > 0 such that
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∣∣∣∣= ∣∣∣∣ α(t, λ)p(t)r2(t)
∣∣∣∣ δ0, t ∈ (a,b),
and so we have the following result.
Lemma 3.1. If λ /∈ Λ, then α(t, λ) = 0 for t ∈ (a,b), ω(·, λ) ∈ C(a,b) and there exists a K (λ) > 0 such that∣∣∣∣ p(t)r2(t)α(t, λ)
∣∣∣∣ K (λ), t ∈ (a,b). (3.1)
For simplicity, we will write φ(t) ∼ ψ(t) for nonnegative functions or Hermitian matrices if there
exists a K > 0 such that K−1ψ(t) φ(t) Kψ(t) on (a,b).
Remark 3.1. (i) For λ1, λ2 /∈ Λ, we have α(t, λ1) ∼ α(t, λ2) by (3.1) and∣∣∣∣α(t, λ2)α(t, λ1)
∣∣∣∣= ∣∣∣∣1+ (λ2 − λ1) p(t)r2(t)α(t, λ1)
∣∣∣∣ 1+ |λ2 − λ1|K (λ1) =: K .
Furthermore, if (2.4) holds for some λ0 /∈ Λ, then it holds for all λ /∈ Λ.
(ii) The hypothesis (H) follows from one of the following conditions:
(H1) |q1(t)|2  Kr1(t)r2(t) for t ∈ (a,b);
(H2) |p2(t)q21(t)| K |α(t, λ0)|2 for some λ0 /∈ Λ and r2(t) Kr1(t) for t ∈ (a,b).
Clearly, all coeﬃcients in (2.5) are continuous for λ /∈ Λ by Lemma 3.1, and hence the Hamiltonian
system (Iλ) is well deﬁned on (a,b). The following result shows the relation between T1 and τ (λ) and
the relation between elements in their domains will be explored in Theorem 3.3. These two results
will play a vital role throughout this paper.
Theorem 3.2. For λ /∈ Λ deﬁne T1 and τ (λ) as above. If (2.1) and (2.4) hold, then(
x
u
)
∈ D(T1) ⇐⇒
(
x
v
)
∈ D(τ (λ)), v = px′ + hu. (3.2)
Proof. We ﬁrst note that D(T1) = D(T1 −λ) for λ /∈ Λ and, by (i) of Remark 3.1, we may suppose that
(2.4) holds for this λ. If (x,u)T ∈ D(T1 − λ), then there is an f = ( f1, f2)T ∈ L2R such that{
−(px′ + hu)′ + q0x+ q1u = λr1x+ r1 f1,
h¯x′ + q¯1x+ du = λr2u + r2 f2.
(3.3)
If we introduce a new variable
v = px′ + hu,
then, eliminating u in the second equality of (3.3), we arrive at
αx′ + hq¯1x= (λr2 − d)v + r2hf2, (3.4)
while eliminating x′ , we have
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α
v = u + r2p
α
f2 − pq¯1
α
x. (3.5)
It follows from the ﬁrst equality of (3.3), (3.5) and (3.4) that⎧⎪⎪⎨⎪⎪⎩
−v ′ = −C(t, λ)x+ A˜(t, λ)v + r1 f1 + r2pq1
α(t, λ)
f2,
x′ = A(t, λ)x+ B(t, λ)v + r2h
α(t, λ)
f2,
(3.6)
where the coeﬃcients of x, v in (3.6) are deﬁned in (2.5). Set
g1(t) = f1(t) + r2(t)p(t)q1(t)
r1(t)α(t, λ)
f2(t),
g2(t) =
{
α(t,λ)
h(t)
f2(t), if h(t) = 0;
0, if h(t) = 0.
(3.7)
Then (3.6) is rewritten as {−v ′ = −C(t, λ)x+ A˜(t, λ)v + W1(t, λ)g1,
x′ = A(t, λ)x+ B(t, λ)v + W2(t, λ)g2,
or equivalently,
J Y ′ − Q Y = Wg, Y =
(
x
v
)
, g =
(
g1
g2
)
,
where W1,W2 and W are deﬁned in (2.5). It is easy to see g2 ∈ L2W2 from f2 ∈ L2r2 . By (2.4), we
have f1 ∈ L2r1 , f2 ∈ L2r2 , and then g1 ∈ L2r1 = L2W1 . To get Y ∈ D(τ (λ)), it remains to show v ∈ L2W2 . The
inequalities in (3.1) and (2.4) imply that u, r2pα f2,
pq¯1
α x ∈ L2r2 . Then one sees from (3.5) that v ∈ L2W2 .
Conversely, let Y = (x, v)T ∈ D(τ (λ)), i.e., x ∈ L2W1 , v ∈ L2W2 and J Y ′ − Q Y = Wg with g =
(g1, g2)T ∈ L2W , or {−v ′ = −C(t, λ)x+ A˜(t, λ)v + W1(t, λ)g1,
x′ = A(t, λ)x+ B(t, λ)v + W2(t, λ)g2
with g j ∈ L2W j , j = 1,2. Tracing back to (3.5) and (3.7), we set
u = h¯
α
v − r2p
α
f2 + pq¯1
α
x, f1 = g1 − r2pq1h¯
r1|α|2 g2, f2 =
h¯
α
g2. (3.8)
It is easy to verify that v = px′ + hu and (3.3) holds with f2,u ∈ L2r2 , f1 ∈ L2r1 , and hence, (x,u)T ∈
D(T1). 
Unfortunately, the differential operator associated with (Iλ) is not symmetric if λ /∈ R. For future
discussions, we need to transform the system into a symmetric one. To do so, let λ = μ+ iν /∈ Λ. One
easily veriﬁes that
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∗
2
= iνW12,
where W2 is given in (2.5) and
W˜1 = r1 + r2p
2|q1|2
|α|2  r1, W12 =
r2ph¯q1
|α|2 .
If we write Q into
Q =
(−C A˜
A B
)
=
(−ReC A∗+ A˜2
A+( A˜)∗
2 Re B
)
+
(−i ImC A˜−A∗2
A−( A˜)∗
2 i Im B
)
,
then J Y ′ = Q Y + W f = Q˜ Y + iνW˜ Y + W f for Y ∈ D(τ (λ)), where
Q˜ =
(−ReC A∗+ A˜2
A+( A˜)∗
2 Re B
)
, W˜ =
(
W˜1 W12
W12 W2
)
. (3.9)
So, we consider the Hamiltonian system for λ /∈ Λ
J Y ′ = Q˜ (t, λ)Y + ξ W˜ (t, λ)Y , t ∈ (a,b), (IIλ)
with the new parameter ξ ∈ C. The matrix W˜ is semi-positive deﬁnite since |W12|2  W˜1W2. Fur-
thermore one can use the assumption (2.4) to verify that W˜1  KW1 for some K > 1 and W˜ ∼ W on
(a,b), i.e., K−1W (t, λ)  W˜ (t, λ)  KW (t, λ) on (a,b) for some K > 0. Clearly, W˜ ∼ W means that
Y ∈ L2W ⇔ Y ∈ L2W˜ .
The maximal operator S(λ) on L2
W˜
generated by (IIλ) is deﬁned by
D
(
S(λ)
)= {Y ∈ L2
W˜
: Y ∈ ACloc(a,b), J Y ′ − Q˜ Y = W˜ f , f ∈ L2W˜
}
,
S(λ)Y = f for Y ∈ D(S(λ)) such that J Y ′ − Q˜ Y = W˜ f .
We point out that the above transformation do not change the domains of operators. In fact, for
F = (F1, F2)T ∈ L2W , take F˜ (t) = W˜−1(t, λ)W (t, λ)F (t) if h(t) = 0 and
F˜ (t) =
( r1(t)
W˜1(t,λ)
F1(t)
0
)
if h(t) = 0.
Then W F = W˜ F˜ and F˜ ∈ L2
W˜
since W ∼ W˜ . For y ∈ D(τ (λ)) ⊂ L2W , there exists an F ∈ L2W such that
J y′ − Q y = W F . Let F˜ ∈ L2
W˜
such that W F = W˜ F˜ . Since Q = Q˜ + iνW˜ , we have that J y′ − Q˜ y =
W˜ (iν y + F˜ ), and hence y ∈ D(S(λ)). This means that D(τ (λ)) ⊂ D(S(λ)). Tracing back the above
arguments we have D(τ (λ)) = D(S(λ)). The above discussion also gives W τ (λ)Y = W˜ (S(λ) − iν)Y
for Y ∈ D(S(λ)) = D(τ (λ)).
Because of (3.5) and (3.8), the corresponding elements y = (x,u)T ∈ D(T1) and Y = (x, v)T ∈
D(S(λ)) = D(τ (λ)) with v = px′ + hu satisfy(
1 0
0 h¯/α
)
Y =
(
1 0
−pq¯1/α 1
)
y +
(
0 0
0 r2p/α
)
f ,
f =
(
1 −r2pq1h¯/(r1|α|2)
¯ ¯
)
F =: VλF , W F = W˜ F˜ , (3.10)0 h/α
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a transformation Uλ from L2W˜ into L
2
R by
y =
(
1 0
−pq¯1/α 1
)−1(1 0
0 h¯/α
)
Y =
(
1 0
pq¯1/α h¯/α
)
Y =: UλY , (3.11)
and ﬁnd that Uλ is invertible if h(t) = 0. Set Ω = {t ∈ (a,b): h(t) = 0} and construct a new weight
function r21(t) as
r21(t) = r2(t), t ∈ Ω; r21(t) = 0, t ∈ (a,b) \ Ω.
It is easy to check 〈y1, y2〉R˜ = 〈Y1, Y2〉W˜ , where L2R˜ = L2r1 × L2r21 and y j = UλY j , j = 1,2. Note that
UλY1 = UλY2 implies ‖Y1 − Y2‖W˜ = 0 or Y1 = Y2 in the sense of equivalence class in L2W˜ and ‖y1 −
y2‖R˜ = 0 implies y1 = y2 in the sense of equivalence class in L2R˜ . Then Uλ is an isomorphism of L2W˜
onto L2
R˜
. This fact will be used to prove Lemma 3.6.
There are three operators involved: T1 in L2R , τ (λ) in L
2
W and S(λ) in L
2
W˜
for λ /∈ Λ. To see their
close relationships, we conclude from Theorem 3.2, (3.11) and (3.10) that
Theorem 3.3. For every λ = μ+ iν /∈ Λ, the mapping Uλ deﬁned in (3.11) is an isomorphism of L2W˜ onto L2R˜ .
For y ∈ D(T1), (T1 − λ)y = 0 if and only if (S(λ)− iν)Y = 0 and y = UλY for some Y ∈ D(S(λ)). Moreover,
the corresponding elements y = (x,u)T ∈ D(T1) and Y = (x, v)T ∈ D(S(λ)) = D(τ (λ)) with v = px′ + hu
satisfy
y = UλY − diag(0, r2p/α) f , f = VλF , W F = W˜ F˜ ,
(T1 − λ)y = f , τ (λ)Y = F ,
(
S(λ) − iν)Y = F˜ . (3.12)
We make some useful remarks for further discussions.
Remark 3.2. (i) Let S0(λ) be the pre-minimal operator associated to (IIλ), i.e., the restriction of S(λ)
to AC0(a,b). Then, by (3.10), Y ∈ D(S0(λ)) if and only if there exists y ∈ D(T0) such that (3.12) holds.
(ii) Since α(t, λ¯) = α(t, λ), we have Q˜ (t, λ) = Q˜ (t, λ¯), W˜ (t, λ) = W˜ (t, λ¯) and
S(λ) = S(λ¯), λ /∈ Λ. (3.13)
(iii) U ∗¯
λ
RVλ = W , U∗λRUλ = W˜ and V ∗λ RVλ ∼ W by (2.4) for λ /∈ Λ.
(iv) Let f , F and F˜ be deﬁned as in (3.12). Then ‖ f ‖R ∼ ‖F‖W ∼ ‖ F˜‖W˜ , where ‖F‖W ∼ ‖ f ‖R
means that K‖F‖W  ‖ f ‖R  ‖F‖W /K for some K > 0, which is independent of f and F whenever
f = VλF .
Since α(t, λ1) ∼ α(t, λ2) for λ1, λ2 /∈ Λ (see Remark 3.1), it follows from (2.4) that
W˜ (·, λ1) ∼ W˜ (·, λ2) ∼ W (·, i),
−KW (·, i) Q˜ (·, λ1) − Q˜ (·, λ2) KW (·, i). (3.14)
As usual, for a ﬁxed λ ∈ C \ R and c ∈ (a,b), the number γ (S(λ), ξ,a) of linearly independent
solutions of (S(λ) − ξ)Y = 0 in L2W (a, c] is called the left deﬁciency index of S(λ) at ξ . Now, we
consider the deﬁciency indices problem of the system (IIλ) and prove Theorem 2.1. We need some
known results on deﬁciency indices of formally symmetric Hamiltonian systems. Consider
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over the interval (a, c], where W ∗k = Wk  0, Q ∗k = Qk are all locally integrable 2× 2 complex-valued
matrices, k = 1,2. Under the “deﬁniteness condition” (see [1, p. 253]), the following conclusions hold.
Lemma 3.4. (i) (Cf. [18, Theorem 6.1] or [3].) Let W1 = W2 = W . If Q 1 − Q 2 is bounded with respect to W ,
namely, for some K > 0,
−KW (t) Q 1(t) − Q 2(t) KW (t), a.e. t ∈ (a, c], (3.16)
then the two Hamiltonian systems in (3.15) have the same deﬁciency indices.
(ii) (Cf. [15, Lemma 4.2].) Let Q 1 = Q 2 . If W1 ∼ W2 , then the two Hamiltonian systems in (3.15) have the
same deﬁciency indices.
(iii) (Cf. [1, Theorem 9.10].) If J−1W (t) is real and every solution of J Y ′ = [Q +λW ]Y belongs to L2W (a, c]
for some λ = λ0 ∈ C, then it is true for all λ ∈ C.
Proof of Theorem 2.1. (i) Note that γ (T , λ,a) = γ (S(λ), i Imλ,a) by Theorem 3.3. As a result, 2 
γ (T , λ,a) 1 for all λ ∈ C \ R since 2 γ (S(λ), i Imλ,a) 1.
(ii) We only consider the case Imλ > 0. By Theorem 3.3 we know
γ (T , λ,a) = γ (S(λ), i Imλ,a)≡ γ (S(λ), i,a), γ (T , i,a) = γ (S(i), i,a).
So, γ (T , λ,a) ≡ γ (T , i,a) if and only if γ (S(λ), i,a) ≡ γ (S(i), i,a). It follows from (3.14) and
Lemma 3.4 that (ii) of Theorem 2.1 is true.
(iii) It is suﬃcient to prove that γ (T , i,a) = 2 if and only if γ (T ,−i,a) = 2 by (i) of this theorem. If
γ (T , i,a) = 2, then γ (S(i), i,a) = γ (T , i,a) = 2, and hence all solutions of J Y ′ = [Q˜ (t, i) + iW˜ (t, i)]Y
belong to L2
W˜ (·,i) . Since W˜ (t, i) ∼ W (t,−i), Q˜ (t,−i) − Q˜ (t, i) is bounded with respect to W (t,−i)
and J−1W (t,−i) is real-valued, one sees from Lemma 3.4 that all solutions of J Y ′ = [Q˜ (t,−i) −
iW (t,−i)]Y belong to L2W (·,−i) , and hence all solutions of J Y ′ = [Q˜ (t,−i) − iW˜ (t,−i)]Y belong to
L2
W˜ (·,−i) because W˜ (t,−i) ∼ W (t,−i). Therefore, γ (S(−i),−i,a) = 2, which means γ (S(−i),−i,a) =
γ (T ,−i,a) = 2. The proof of the converse is similar.
(iv) follows immediately from Lemma 3.4(iii) and the above proof. 
3.2. The proofs of Theorems 2.2 and 2.3
In this subsection, we characterize the essential spectrum of T and prove Theorems 2.2 and 2.3.
To prove Theorem 2.2 we need several lemmas.
Lemma 3.5. T0 is symmetric, i.e., T0 is Hermitian and densely deﬁned.
Proof. For every pair f , g ∈ D(T0), integration by parts yields
〈g, T0 f 〉R =
b∫
a
g∗R(t)T0 f =
b∫
a
(g¯1, g¯2)
(−(pf ′1 + hf2)′ + q0 f1 + q1 f2
h¯ f ′1 + q¯1 f1 + df2
)
=
b∫ [(
pf ′1 + hf2
)
g¯′1 + g¯1(q0 f1 + q1 f2) + g¯2
(
h¯ f ′1 + q¯1 f1 + df2
)]
a
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b∫
a
[(
pg¯′1 + h¯ g¯2
)
f1
′ + f1(q0 g¯1 + q¯1 g¯2) + f2
(
hg¯′1 + q1 g¯1 + dg¯2
)]
=
b∫
a
f1
[−(pg′1 + hg2)′ + q0 g¯1 + q¯1 g¯2]+ f2(hg¯′1 + q1 g¯1 + dg¯2)
= 〈T0g, f 〉R .
Thus, T0 is Hermitian. Since p,h ∈ C1(a,b), we know that C∞0 ((a,b),C2) ⊂ D(T0), and hence T0 is
densely deﬁned. 
Remark 3.3. (i) For f ∈ D(T1) and g ∈ D(T0),
〈T0g, f 〉R = 〈g, T1 f 〉R . (3.17)
(ii) If [ak,bk] ⊂ (a,b) and f = ( f1, f2)T , g = (g1, g2)T ∈ D(T1), then the Lagrange equality
bk∫
ak
g∗(t)R(t)T1 f (t) −
bk∫
ak
(T1g)
∗(t)R(t) f (t) = G∗(t) J F (t)|bkak (3.18)
holds, where F = ( f1, pf ′1 + hf2)T , G = (g1, pg′1 + hg2)T .
Let S0(λ) be the pre-minimal operator of S(λ) for λ = μ + iν /∈ Λ. Since S0(λ) is densely deﬁned
such that S∗0(λ) = S(λ) and S(λ) = S(λ¯) by (3.13), we know that
Y ⊥ Range(S0(λ) − iν) ⇒ Y ∈ D(S(λ¯)) and (S(λ¯) + iν)Y = 0. (3.19)
A similar assertion is true for the operator T0.
Lemma 3.6. If y ∈ L2R and λ /∈ Λ, then
〈
y, (T0 − λ)g
〉
R = 0, ∀g ∈ D(T0) ⇒ y ∈ D(T1) and (T1 − λ¯)y = 0. (3.20)
Proof. Set y = (x,u)T = y1 + y2, where y1 = (x,u1), y2 = (0,u2) and
u1(t) =
{
u(t), t ∈ Ω,
0, t ∈ Ω0 := (a,b) \ Ω; u2(t) =
{
0, t ∈ Ω,
u(t), t ∈ Ω0,
where Ω = {t ∈ (a,b): h(t) = 0}. Clearly, y1 ∈ L2R ∩ L2R˜ . Choose a Y ∈ L2W˜ such that y1 = U λ¯Y where
Uλ : L2W˜ → L2R˜ is given in (3.11). For each G ∈ D(S0(λ)), it follows from Remark 3.2(i) that there exists
g ∈ D(T0) satisfying (3.12), i.e.,
(T0 − λ)g = VλF , W F = W˜
(
S0(λ) − iν
)
G.
Since y∗RVλ = y∗1RVλ on (a,b) by the deﬁnitions of Vλ and y1, we arrive at
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b∫
a
y∗RVλF =
b∫
a
y∗1RVλF
=
b∫
a
Y ∗U ∗¯
λ
RVλF =
b∫
a
Y ∗W F =
b∫
a
Y ∗W˜
(
S0(λ) − iν
)
G
= 〈Y , (S0(λ) − iν)G〉W˜ = 0,
which means that Y ∈ D(S(λ¯)) and (S(λ¯) + iν)Y = 0 by (3.19). Here we have used U ∗¯
λ
RVλ = W (see
Remark 3.2(iii)). Thus, y1 = U λ¯Y ∈ D(T1) and (T1 − λ¯)y1 = 0 by Theorem 3.3. If we can prove y2 = 0,
i.e., u2(t) = 0, a.e. t ∈ (a,b), then (3.20) is true. In fact, we know that 〈y1, (T0 − λ)g〉R = 0, and hence
〈y2, (T0 − λ)g〉R = 0 for all g ∈ D(T0). Let an,bn be such that a < an < bn < b and an → a, bn → b as
n → ∞. Take
g0 = (x0,u0)T = (0,u0)T , u0(t) =
{
r2(t)
d(t)−λr2(t)u2(t); t ∈ Ω0 ∩ [an,bn];
0; otherwise.
Clearly g0 ∈ D(T0), px′0 + hu0 = 0 and
[
(T0 − λ)g0
]
(t) =
{
(
pq1
α
r2
r1
u2,u2)T , t ∈ Ω0 ∩ [an,bn];
0, otherwise
by the assumption (2.4). Since 0 = 〈y2, (T0 − λ)g0〉R =
∫ bn
an
r2|u2|2, we have u2(t) = 0, a.e. t ∈ [an,bn],
and hence u2(t) = 0, a.e. t ∈ (a,b). 
Lemma 3.7. T ∗0 = T1 .
Proof. For every g ∈ D(T0) and f ∈ D(T1), it follows from (3.17) that 〈T0g, f 〉R = 〈g, T1 f 〉R , and
hence f ∈ D(T ∗0 ), which implies D(T1) ⊂ D(T ∗0 ).
For f ∈ D(T ∗0 ) and λ ∈ C \ R, set f0 = (T ∗0 − λ¯) f . Let f˜ ∈ D(T1) be a solution of (T1 − λ¯)y = f0.
Then for every g ∈ D(T0) = D(T0 − λ),〈
f , (T0 − λ)g
〉
R =
〈(
T ∗0 − λ¯
)
f , g
〉
R = 〈 f0, g〉R
= 〈(T1 − λ¯) f˜ , g〉R = 〈 f˜ , (T0 − λ)g〉R ,
and hence 〈 f − f˜ , (T0 − λ)g〉R = 0 for g ∈ D(T0). Then (3.20) gives f − f˜ ∈ D(T1), which implies
f ∈ D(T1). This means that D(T1) ⊃ D(T ∗0 ). 
Proof of Theorem 2.2. It follows from Lemmas 3.5 and 3.7 that T0 is symmetric and T ∗0 = T1. Since
the deﬁciency indices of T in the upper and lower complex-plane are the same by Theorem 2.1, T0
has self-adjoint extensions, and every self-adjoint extension, T˜ , of T0 satisﬁes
T0 ⊂ T 0 ⊂ T˜ = T˜ ∗ ⊂ T ∗0 = T1. 
We now characterize the essential spectrum of T in terms of that of S(λ) or τ (λ). First, we have
σe(T ) = σe(T 0) = σe(T˜ ) = σe(T1) ⊂ R.
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a self-adjoint boundary condition, say, B(Y ) = 0, that is
D
(
S˜(λ)
)= {Y ∈ D(S(λ)): B(Y ) = 0}, (3.21)
and no boundary conditions are needed if (IIλ) is in the limit point case. By Theorem 3.3, for λ =
μ + iν /∈ Λ, every y ∈ D(T1) and the corresponding Y ∈ D(S(λ)) satisfy
y = UλY −
(
0 0
0 r2p/α
)
f , f = VλF , W F = W˜ F˜ , (3.22)
where (T1 − λ)y = f and (S(λ) − iν)Y = F˜ . Note that the boundary condition B(Y ) = 0 has the form
G∗(t) J F (t)|ba = 0 in the sense of limitation, where F and G are deﬁned as in (3.18). See, e.g. [18,
Theorem 4.6, p. 57]. Then (3.18) implies that every self-adjoint extension T˜ of T0 has the domain
D(T˜ ) = {y = (x,u)T ∈ D(T1): y is given by (3.22) and Y ∈ D (˜S(λ))}
which is independent of the choice of λ /∈ Λ by Theorem 3.3. Denote by ‖Y‖W and ‖y‖R the norms
of L2W and L
2
R , respectively. Applying Theorem 3.3, we can ﬁnd the relationship between σe(T ) and
σe(τ (μ)).
Theorem 3.8. Assume that (2.1) and (2.4) are fulﬁlled. Then
μ ∈ σe(T ) \ Λ ⇐⇒ 0 ∈ σe
(
S(μ)
) ⇐⇒ 0 ∈ σe(τ (μ)).
Proof. Let T˜ be a self-adjoint extension of T0. If μ ∈ σe(T˜ )\Λ ⊂ R, then, by [17, Theorem 7.24], there
exists a sequence {yn} ⊂ D(T˜ ) such that
〈 f , yn〉 → 0, ∀ f ∈ L2R , ‖yn‖R  δ0 > 0, fn = (T1 −μ)yn → 0. (3.23)
In view of (3.22), there exists a Yn ∈ D (˜S(μ)) for every n such that
UμYn = yn +
(
0 0
0 r2p/α
)
fn, fn = VμFn, W Fn = W˜ F˜n, (3.24)
where F˜n = S(μ)Yn and Fn = τ (μ)Yn . Recall that ‖ F˜n‖W˜ ∼ ‖Fn‖W ∼ ‖ fn‖R from Remark 3.2(iv). Then
F˜n → 0 in L2W˜ as n → ∞. Note that ‖UμY‖R = ‖Y‖W˜ by U∗μRUμ = W˜ . Then (3.24) and (3.23) imply
that Yn weakly converges to zero in L2W˜ . Moreover, there is an M > 0 such that
‖Yn‖W˜  ‖yn‖R − M‖ fn‖R
and, by (3.23), ‖Yn‖W˜  δ0/2 for all large n. Thus, 0 ∈ σe (˜S(μ)). Note that the arguments can be
traced back, and so μ ∈ σe(T ) \ Λ ⇔ 0 ∈ σe(S(μ)).
Next, we note that the restriction τ˜ (μ) of τ (μ) to D (˜S(μ)) is clearly a self-adjoint operator asso-
ciated to τ (μ), and Q (t,μ) = Q˜ (t,μ) for μ ∈ R \ Λ and W˜ S(μ)y = W τ (μ)y for y ∈ D (˜S(μ)). The
rest of the theorem can be obtained from the fact W ∼ W˜ and (3.23) by a similar reasoning. 
Now, let us look at the set Λ more closely. Let Dk = [ak,bk] be compact subintervals of (a,b),
ak → a, bk → b as k → ∞. We similarly deﬁne
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{
Ranget∈Dk M(t)
}
, M(t) = p(t)d(t) − |h(t)|
2
p(t)r2(t)
, t ∈ (a,b). (3.25)
Since M(t) is continuous in (a,b), one sees that
Λ = Cl∪Λk. (3.26)
Proof of Theorem 2.3. Let TDk be the restriction of the formal differential operator T to functions
in Dk . Then Λk = σe(TDk ) by the result of F.V. Atkinson et al. in [2], and hence Λk ⊂ σe(T ) since
σe(TDk ) ⊂ σe(T ). The closeness of σe(T ) and (3.26) yield
Λ = Cl∪Λk ⊂ σe(T ). (3.27)
Now, Theorem 2.3 is immediate from Theorem 3.8 and (3.27). 
4. Applications
To apply our results to concrete models, of which, some have been considered in the literature, we
introduce several results in the spectral theory for Hamiltonian operators. Consider two Hamiltonian
systems
J Y ′ = Q (t)Y + λW (t)Y , t ∈ (a,b), and (4.1)
J Y ′ = (Q (t) + Q 0(t))Y + λW (t)Y , t ∈ (a,b), (4.2)
which satisfy the “deﬁniteness condition” (see [1, p. 253]), where W , Q and Q 0 are locally integrable
2n× 2n complex-valued Hermitian matrices with W  0, J = ( 0 −In
In 0
)
, In is the n×n identity matrix.
Lemma 4.1. (i) If the end point t = b is regular and there exists a positive scalar function ε(t) → 0 as t → a
such that
−ε(t)W (t) Q 0(t) ε(t)W (t),
then the essential spectra of (4.1) and (4.2) are the same. In this case, we call (4.2) a compact perturbation
of (4.1).
(ii) (Cf. [18,7].) Consider the Sturm–Liouville differential operator
τ y = 1
r(t)
(−(p(t)y′)′ + q(t)y), t ∈ (a,b), (4.3)
in Hilbert space L2r (a,b) with the inner product 〈 f , g〉 :=
∫ b
a f (t)r(t)g(t)dt. If for some μ ∈ R, (τ −μ)y = 0
has no L2r -solutions, thenμ ∈ σe(τ ). If for every λ from a subinterval I of (a,b) and an open setΩ ⊂ C,Ω ⊃ I ,
there exists an L2r -solution y(t, λ) of (τ −λ)y = 0 analytically dependent on λ for λ ∈ Ω , then σe(τ )∩ I = ∅.
Remark 4.1. The same conclusions in Lemma 4.1(ii) hold for 2-dimensional Dirac differential operators.
The proof is simple and hence omitted.
In the sequel, without loss of generality, we consider the operator T deﬁned by (1.1) on (0,1], i.e.
the endpoint t = 1 is regular. In this case, T is in the limit circle/point case whenever T is in the limit
circle/point case at t = 0.
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p(t) p0 > 0, h(t) = β(t)
th0
, d(t) = m(t)
t2h0
, h0  0,
r1(t) = r2(t) ≡ 1, q1(t) ≡ 0, q0(t) = q(t), t ∈ (0,1]. (4.4)
Then (2.4) holds because q1(t) ≡ 0. The set Λ is given by
Λ = Cl
(
Ranget∈(0,1]
K (t)
p(t)t2h0
)
, K (t) = p(t)m(t) − ∣∣β(t)∣∣2.
If λ /∈ Λ, then α(t, λ) = p(t)(λ−d(t))+|h(t)|2 = p(t)λ− K (t)t−2h0 keeps away from 0 for t ∈ (0,1].
The corresponding Hamiltonian system (Iλ) is{
x′ = B(t, λ)v + ξW2(t, λ)v,
v ′ = (q(t) − λ)x− ξx, (4.5)
where B(t, λ) = Re((λ −m(t)t−2h0)/α) and W2(t, λ) = |β/(th0α)|2. To ﬁnd the deﬁciency index of
(4.5), by Lemma 3.4(i), we may consider the system
x′ = B(t, λ)v, v ′ = 0, (4.6)
a bounded perturbation of (4.5). Clearly, (− ∫ 1t B(s, λ)ds,1)T and (1,0)T are two linearly independent
solutions of (4.6). Then Lemma 3.4(iii) implies
Lemma 4.2. The operator T with (4.4) is of limit circle case if and only if for all λ /∈ Λ
1∫
0
W2(t)dt < ∞ and
1∫
0
( 1∫
t
B(s, λ)ds
)2
dt < ∞. (4.7)
We consider three cases for various initial data of K (t) at t = 0.
Case 1. K (0) = 0. In this case, one sees that α(t, λ) ∼ K (t)t−2h0 , B(t, λ) = O (1) and W2 = O (t2h0) as
t → 0. Then T is in the limit circle case for all h0  0 by (4.7), and so, σe(T ) = Λ by the corollary of
Theorem 2.3.
Case 2. K (0) = 0 and K ′(0) = 0. We claim σe(T ) = Λ. In fact, from α = p(t)λ−K ′(0)t1−2h0 +O (t2−2h0 ),
a straightforward computation gives
B(t, λ) =
{
O (1/t), 2h0 > 1,
O (t−2h0), 2h0  1,
W2 =
{
O (t2h0−2), 2h0 > 1,
O (t−2h0), 2h0  1.
If 2h0 = 1, then (4.7) holds and T is limit circle case by Lemma 4.2, and so, σe(T ) = Λ. If 2h0 = 1,
then B(t, λ) = O (1/t), W2 = O (1/t) and the system⎧⎨⎩ x′ =
b0
t
v + ξ
t
v, b0 = m(0)
K ′(0) − p(0)μ,
v ′ = c x− ξx, c = q(0) −μ
(4.8)0 0
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hence σes(T ) = ∅ and σe(T ) = Λ by Theorem 3.8. However, the proof is nontrivial and too lengthy to
present here. More general results that imply the claim here will appear elsewhere.
Case 3. K (0) = 0, K ′(0) = 0, m(0) > 0 and h0 = 1. One sees that B(t, λ) = O (t−2) and W2 = O (t−2)
from α = p(t)λ − 12 K ′′(0) + O (t) as t → 0. So, T is in the limit point case by (4.7). A compact pertur-
bation system of (4.5) is
⎧⎨⎩ x′ =
b1
t2
v + ξ
t2
v, b1 = m(0)
K ′′(0) − p(0)μ,
v ′ = c0x− ξx.
(4.9)
This system has two linearly independent solutions x1,2 = b1tω1,2 , v1,2 = ω1,2tω1,2+1 at ξ = 0, where
ω1,2 are roots of the algebraic equation ω2+ω−b1c0 = 0, namely, ω1,2 = − 12 (1±
√
),  = 1+4b1c0.
Using Remark 4.1 of Lemma 4.1(ii), we know that 0 belongs to the essential spectrum of (4.9) if and
only if  0, or σes(T ) is deﬁned by
4m(0)q(0) + K ′′(0)
p(0) + 4m(0) μ
K ′′(0)
p(0)
, if q(0) K
′′(0)
p(0)
;
K ′′(0)
p(0)
μ 4m(0)q(0) + K
′′(0)
p(0) + 4m(0) , if q(0)
K ′′(0)
p(0)
. (4.10)
Remark 4.2. Case 3 of Example 1 was studied in [10,11], but the singular part of the essential spec-
trum given there should be changed to (4.10).
Example 2. Suppose that there exist ρ,β,m, φ,ψ ∈ C2[0,1] such that m(0), β(0),ψ(0) = 0 and for
t ∈ (0,1],
p(t) = ρ(t)
t
, ρ(t) ρ0 > 0, h(t) = iβ(t)
t2
,
r1(t) = r2(t) = 1
t
, d(t) = m(t)
t3
, q0(t) = φ(t)
t
, q1(t) = ψ(t)
t
.
It is easy to see that (2.4) holds. Set
K (t) = ρ(t)m(t) − ∣∣β(t)∣∣2, Λ = Cl{Ranget∈(0,1] K (t)ρt2
}
.
Then α(t, λ) = (ρλt2 − K )t−4 and for λ /∈ Λ, α = 0.
Case 1. K (0) = K ′(0) = 0. Ignoring the trivial case Λ = R, we pick up a λ = μ ∈ R \ Λ and ﬁnd
that α(t,μ) ∼ ρ(0)(μ − μ0)O (1/t) as t → 0, where μ0 = K ′′(0)/(2ρ(0)). Then the corresponding
Hamiltonian system (Iμ) is
{
x′ = A(t,μ)x+ B(t,μ)v + ξW2(t,μ)v,
v ′ = C(t,μ)x− A∗(t,μ)v − ξW1(t,μ)x,
(4.11)
where
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t
− μ
t
+ ρ(t)|ψ(t)|
2
t3α(t,μ)
, A(t,μ) = − iβ(t)ψ¯(t)
t3α(t,μ)
,
B(t,μ) = μt
2 −m(t)
t3α(t,μ)
, W1(t,μ) = 1
t
, W2(t,μ) = |β(t)|
2
t5|α(t,μ)|2 . (4.12)
Thus, we have as t → 0,
C(t,μ) ∼
(
φ(0) −μ+ |ψ(0)|
2
μ−μ0
)
1
t
=: c0
t
, A(t,μ) ∼ − iβ(0)ψ¯(0)
ρ(0)(μ −μ0)
1
t
=: a0
t
,
B(t,μ) ∼ −m(0)
ρ(0)(μ −μ0)
1
t
=: b0
t
, W2(t,μ) ∼ |β(0)|
2
ρ2(0)(μ −μ0)2
1
t
.
At ξ = 0, x′ = 0, v ′ = 0 is the perturbed system by a bounded operator. So, (4.11) is in the limit point
case. While a compactly perturbed system is{
x′ = (a0x+ b0v)/t + ξ v/t,
v ′ = (c0x− a¯0v)/t − ξx/t,
which has two explicit solutions of the form tω(η1, η2)T , where ω is a root of the characteristic
equation (ω−a0)(ω+ a¯0)− (b0+ξ)(c0−ξ) = 0. By Theorem 2.3 and Remark 4.1, μ ∈ σes(T ) ⇔ ξ = 0
is an essential spectrum point of (4.11) ⇔ Reω 0 ⇔
|a0|2 + b0c0 − (Ima0)2  0 ⇒ μ ∈ [μ−,μ+],
where
μ± = 1
2
(
φ(0) +μ0 ±
√(
φ(0) −μ0
)2 + 4 (Re(β(0)ψ¯(0)))2|β|2(0)
)
.
Then σes(T ) = [μ−,μ+], and hence σe(T ) = Λ ∪ [μ−,μ+].
Case 2. K (0) = 0, K ′(0) = 0. Evidently, in this case, (2.4) holds and T is in the limit point case.
Moreover, α(t,μ) = ρ(t)μt−2 − K (t)t−4 ∼ −K ′(0)t−3 and hence t3α is regular at t = 0 and keeps
away from 0. Thus, from (4.12) we see that tC(t,μ), A(t,μ) and B(t,μ) are regular on [0,1], and
W2 ∼ |β(0)/K ′(0)|2t . We can then set
x˜= xexp
{
−
t∫
0
A(s,μ)ds
}
, v˜ = v exp
{ t∫
0
A(s,μ)ds
}
.
If we let a(t) = A(t,μ) + A(t,μ), then (4.11) reduces to⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
x˜′ = (b1(t) + ξt)v˜, b1(t) = B(t,μ)exp
{
−
t∫
0
a(s)ds
}
,
v˜ ′ = c1(t) − ξ
t
x˜, c1(t) = tC(t,μ)exp
{ t∫
a¯(s)ds
}
,0
J. Qi, S. Chen / J. Differential Equations 250 (2011) 4219–4235 4235and (x, v)T ∈ L2W ⇔ (x˜, v˜)T ∈ L2W . A compactly perturbed system is⎧⎨⎩
x˜′ = (b1(0) + b′1(0)t + ξt)v˜,
v˜ ′ = c1(0) − ξ
t
x˜.
(4.13)
We again claim that ξ = 0 is not an essential spectral point of (4.13) and omit the proof. As a result,
σes(T ) = ∅ and σe(T ) = Λ by Theorem 2.3.
Remark 4.3. Case 1 of Example 2 was studied by T. Kusche et al. in [12] in a slightly different setting.
The spectral problem
Ly = λy, L =
(−D γt Dt + q −iD βt + γ1
−i β¯
t2
Dt + γ¯1 d0t2
)
considered in [12] in a weighted Hilbert space with the weight matrix diag(t, t) can be transformed
by setting y˜ = ty into a spectral problem of (1.2) with the weight matrix R(t) = diag(1/t,1/t).
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