Abstract. We establish two duality theorems which refine the classical Stone duality between generalized Boolean algebras and locally compact Boolean spaces. In the first theorem we prove that the category of left-handed skew Boolean algebras whose morphisms are proper skew Boolean algebra homomorphisms is equivalent to the category ofétale spaces over locally compact Boolean spaces whose morphisms areétale space cohomomorphisms over continuous proper maps. In the second theorem we prove that the category of lefthanded skew Boolean ∩-algebras whose morphisms are proper skew Boolean ∩-algebra homomorphisms is equivalent to the category ofétale spaces with compact clopen equalizers over locally compact Boolean spaces whose morphisms are injectiveétale space cohomomorphisms over continuous proper maps.
Introduction
The aim of the present paper is to refine the classical Stone duality [17, 7] between generalized Boolean algebras and locally compact Boolean spaces to two dualities between skew Boolean algebras andétale spaces over locally compact Boolean spaces. In particular, we prove the following statements. Skew Boolean algebras are noncommutative refinements of generalized Boolean algebras in the sense that for a given skew Boolean algebra S, there is a canonically defined congruence D on S such that S/D is the maximal generalized Boolean algebra homomorphic image of S. A dual idea to generalize Boolean algebras is The author thanks Andrej Bauer, Karin Cvetko-Vah, Jeff Egger and Alex Simpson for their comments.
Classical Stone duality
Here we briefly review the classical Stone duality [17, 7] between generalized Boolean algebras and locally compact Boolean spaces. The detailed exposition of the duality between Boolean algebras and Boolean spaces can be found in most textbooks on Boolean algebras, e.g., in [5, 8, 9] . The exposition of the discrete case of the latter duality with an excellent insight to the categorical background can be found in [1] . Let GBA be the category, whose objects are generalized Boolean algebras (i.e, relatively complemented distributive lattices with a zero) and whose morphisms are proper homomorphisms of generalized Boolean algebras. Recall that a homomorphism f : B 1 → B 2 of generalized Boolean algebras is called proper [7] , provided that for any c ∈ B 2 there exists b ∈ B 1 , such that f (b) ≥ c. By BA we denote the category of Boolean algebras and homomorphisms of Boolean algebras. A topological space X is called locally compact [8, p. 335 ] if for every point x, there is a compact set K whose interior contains x. A locally compact Hausdorff space in which the clopen sets form a base is called locally compact Boolean space. In such a space compact clopen sets form a base for the topology, and every compact open set is clopen. A continuous map X → Y of topological spaces is called proper if a preimage of each compact set is compact. Denote by LCBS the category, whose objects are locally compact Boolean spaces and whose morphisms are continuous proper maps between such spaces. If a locally compact Boolean space is compact then it is called Boolean space. Denote by BS the category whose objects are Boolean spaces and whose morphisms and continuous maps.
By 2 = {0, 1} we denote the two-element Boolean algebra. For a generalized Boolean algebra B denote by B ⋆ the set of all prime filters on B, that is the set of all preimages of 1 under nonzero homomorphisms B → 2. Let A ∈ B. Set M (A) = {F ∈ B ⋆ : A ∈ F }. The sets M (A) generate a topology on B ⋆ , that turns B ⋆ into a locally compact Boolean space. If X is a locally compact Boolean space then the set of all compact clopen sets on X forms, with respect to the binary operations of union, intersection and relative complement of sets and the nullary operation of fixing the empty set, a generalized Boolean algebra, which we denote by X ⋆ .
Theorem 3 (Classical Stone duality, [17, 7] ). The maps F : GBA → LCBS and
, are contravariant functors, which establish the dual equivalence between the categories GBA and LCBS, where the natural isomorphisms β : 1 GBA → GF and γ : 1 LCBS → F G are given by
The restriction of F to the category BA and the restriction of G to the category BS establish the dual equivalence between the categories BA and BS.
Preliminaries on skew Boolean algebras
For the extended introduction to the theory of skew Boolean algebras and skew Boolean ∩-algebras we refer the reader to [13, 15] and [3] , respectively. To make our exposition self-contained, we collect below some definitions and basic facts about skew lattices, skew Boolean algebras and skew Boolean ∩-algebras.
A skew lattice S is an algebra (S; ∧, ∨) of type (2, 2) , such that the operations ∧ and ∨ are associative, idempotent and satisfy the absorption identities x ∧ (x ∨ y) = x = x ∨ (x ∧ y) and (y ∨ x) ∧ x = x = (y ∧ x) ∨ x. The natural partial order ≤ on a skew lattice S is defined by x ≤ y if and only if x ∧ y = y ∧ x = x, or equivalently, x ∨ y = y ∨ x = y. A skew lattice S is called symmetric, if x ∨ y = y ∨ x if and only if x ∧ y = y ∧ x. An element 0 of a skew lattice S is called a zero, if x ∧ 0 = 0 ∧ x = 0 for all x ∈ S. A skew lattice S is called Boolean, if S is symmetric, S has a zero element and each principal subalgebra ⌈x⌉ = {u ∈ S : u ≤ x} = x ∧ S ∧ x forms a Boolean lattice. If S is a Boolean skew lattice and a, b ∈ S, the relative complement a \ b is defined as the complement of a ∧ b ∧ a in the Boolean lattice ⌈a⌉. A skew Boolean algebra is a Boolean skew lattice, whose signature is enriched by the nullary operation 0 and the binary relative difference operation, that is, it is an algebra (S; ∧, ∨, \, 0). Skew Boolean algebras satisfy distributivity laws
A skew lattice S is called rectangular if there exist two sets L and R such that S = L × R, and the operations ∧ and ∨ are defined by (a, b)
. Let D be the equivalence relation on a skew lattice S defined by xDy if and only if x ∧ y ∧ x = x and y ∧ x ∧ y = y. It is known [12, 1.7] that the relation D on a skew lattice S is a congruence, the D-classes of S are its maximal rectangular subalgebras, and quotient algebra S/D forms the maximal lattice image of S. If S is a skew Boolean algebra, then S/D is the maximal generalized Boolean algebra image of S [3, 3.1] .
A skew lattice S is called left-handed, if the equalities x ∧ y ∧ x = x ∧ y and x ∨ y ∨ x = y ∨ x hold for all x, y ∈ S. In a left-handed skew Boolean algebra the rectangular subalgebras are flat in the sense that xDy if and only if x ∧ y = x and y ∧ x = y.
A skew Boolean algebra S is called primitive, if it has only one non-zero Dclass, or, equivalently, if S/D is the Boolean algebra 2. The skew Boolean algebra 3 = {0, 1, 2} is a primitive left-handed skew Boolean algebra with the non-zero D-class {1, 2}, the operations on D being determined by lefthandedness: 1 ∧ 2 = 1, 2 ∧1 = 2, 1 ∨2 = 2, 2 ∨1 = 1. It is known [6, Theorem 4.10 ] that up to isomorphism 2 and 3 are the only two subdirectly irreducible left-handed skew Boolean algebras.
If S is a skew Boolean algebra and a ∈ S, by D a we denote the D-class of the element a. In the sequel, we will several times use the following easy lemma. Lemma 1. Let S be a left-handed skew Boolean algebra and x, y ∈ S be such that
Proof. That x ≥ x ∧ y and x ∨ y ≥ y is easily checked. Let z ∈ D y be such that x ≥ z. Since z and x ∧ y both belong to the Boolean lattice ⌈x⌉, it follows that they commute under ∧, that is z ∧ (x ∧ y) = (x ∧ y) ∧ z. This, together with flatness of D y , implies z = x ∧ y.
Let S be a left-handed skew Boolean algebra and α : S → S/D be the canonical projection. It follows from Lemma 1 that ⌈c⌉ is isomorphic to the Boolean lattice ⌈α(c)⌉ via the map a → α(a).
Lemma 2. Let S 1 , S 2 be skew Boolean algebras and α 1 :
Moreover f and f are agreed with projections in that
We call a homomorphism f : S 1 → S 2 of skew Boolean algebras proper, provided that the induced homomorphism f : S 1 /D → S 2 /D is a proper homomorphism of generalized Boolean algebras.
A skew Boolean algebra S has finite intersections, if any finite set {s 1 , . . . s k } of elements in S has the greatest lower bound with respect to the natural partial order ≤, which we call the intersection of the elements s 1 , . . . , s k . A skew Boolean algebra S with finite intersections, considered as an algebra (S; ∧, ∨, \, ∩, 0), where ∩ is the binary operation on S sending (a, b) to a ∩ b, is called a skew Boolean ∩-algebra [3] .
All skew Boolean algebras, considered in the sequel, are left-handed.
Preliminaries onétale spaces
Here we survey basic standard notions, required for our purposes. They may be found in any textbook on sheaf theory, e.g., [4, 16] .
Let X be a topological space. A presheaf of sets over X is a contravariant functor from the category of open sets on X whose morphisms are inclusions, to the category of sets. A sheaf of sets is a presheaf of sets F such that for any open covering U i of an open set U of X and any compatible (that is, agreeing on overlaps) elements s i ∈ F (U i ), these elements can uniquely be glued together to a section of U .
Let Y and X be topological spaces and f : Y → X be a continuous map. We define a sheaf F over X by setting for each open set F (U ) to be the set of all functions s : U → Y such that f s = id U . Restriction is given by restriction of functions. This sheaf is called the sheaf of sections of Y over X with respect to f .
Let F be a sheaf of sets over X. The stalk of F at a point x ∈ X, denoted F x , is the set whose elements are equivalence classes of pairs (U, s), where U is an open neighborhood of x and s ∈ F (U ), and the equivalence relation is given by (U, s) ∼ (V, t) if there is an open set W ⊆ U ∩ V with x ∈ W such that the restrictions of s and t to W coincide. The equivalence class of (U, s) is denoted by s x and is called the germ of s at x.
Let X be a topological space. Anétale space E over X is a triple (E, π, X), where E is a topological space and π : E → X is a surjective local homeomorphism, called the covering map. Let F is a sheaf of sets over X. Theétale space E of F is anétale space E = (E, π, X) such that F is the sheaf of sections of E over X. It is known that all sheaves of sets can be represented as sheaves of sections of theirétale spaces. Given a sheaf of sets F over X, theétale space E of F is constructed as follows. The points of E are the germs s x , s ∈ F (U ) and x ∈ U . Then, consequently, E is a disjoint union of the stalks of F over X. The map π : E → X is defined to be the map that sends F x to x. Any s ∈ F (U ) induces a maps : U → E, x →s(x) such that π(s(x)) = x for all x ∈ U . The topology of E is defined to be the coarsest topology for which all the mapss are continuous. Then F is isomorphic to the sheaf of section of E over X with respect to π. The described construction determines an equivalence of categories between the category of sheaves of sets on X and the category ofétale spaces over X. If (E, π, X) is anétale space, and F is the corresponding sheaf of sections, then for any s ∈ F (U ) the germ s x is determined by the value s(x). That is why F is called the sheaf of germs of sections of itsétale space.
Let us fix some notation, used throughout in the sequel. Let (E, π, X) be ań etale space. The points of E will be called germs. If U is an open set in X then E(U ) is the set of all sections V in E such that π(V ) = U . The stalks of E are the equivalence classes induced by π. If x ∈ X the stalk S in E such that π(s) = x for all s ∈ S will be denoted by E x . If A ∈ E(U ) is a section, then by A(x), x ∈ U , we denote the germs, contained in A.
Let (A, g, X) and (B, h, Y ) beétale spaces over X and Y , respectively. Recall the definition of anétale space cohomomorphism ( [4, p. 14] 
A is a collection of maps
is not a function in general, since it is multiply valued unless f is one-to-one, and it is not defined everywhere, unless f is onto.
Let (E, π, X) be anétale space over a locally compact Boolean space X. We call it anétale space with compact clopen equalizers, provided that for every U, V compact clopen in X and any A ∈ E(U ), B ∈ E(V ), the intersection A ∩ B is a section, that is there is some compact clopen set W ⊆ X such that A ∩ B ∈ E(W ). If (E, π, X) is anétale space with compact clopen equalizers over a Boolean space X then any clopen set in X is compact, and that is why we call (E, π, X) anétale space with clopen equalizers.
Allétale spaces, considered in the sequel, areétale spaces over locally compact Boolean spaces.
The functor SB : ESLCBS → LSBA
Let X be a locally compact Boolean space and (E, f, X) be anétale space. Our aim now is to define on compact clopen sections of (E, f, X) the quasi-union, quasi-intersection and quasi-complement operations which generalize the usual set union, intersection and relative complement operations and, together with fixing the empty set, define on the union of the sets E(U ), where U runs through the compact clopen sets of X, the structure of a left-handed skew Boolean algebra.
Fix U and V to be compact clopen sets of X and let A ∈ E(U ), B ∈ E(V ). We define the quasi-union A∪B of A and B to be the section in E(U ∪ V ) given by
and the quasi-intersection A∩B of A and B to be the section in F (U ∩ V ) given by
It is clear that A∩B is well defined, since A∩B is the restriction of A to U ∩ V . To show that A∪B is well defined, observe that if U and V are compact clopen sets of X, then so is U \ V (this easily follows, e.g., from classical Stone duality). So that A restricted to U \ V is a section. Then A∪B is a section obtained by gluing the restriction of B to V and the restriction of A to U \ V . Denote by ∅ the section of the empty set of X.
Lemma 3. (E, ∪, ∩, ∅) is a left-handed Boolean skew lattice.
Proof. The proof amounts to a routine verification that (E, ∪, ∩, ∅) satisfies the definition of a left-handed Boolean skew lattice, which we leave to the reader as an exercise.
Let A ∈ E(U ), B ∈ E(V ). Then the quasi-complement A \ B is defined as the section in E(U \ V ) given by Let (E, e, X) and (G, g, Y ) beétale spaces over locally compact Boolean spaces X and Y , respectively, f : X → Y be a continuous proper map and k : G E be an f -cohomomorphism. Let A ∈ G(U ). By the definition, the section k(A) is the image of the map sending x ∈ X to k x (A(f (x)) ).
Lemma 7. k is a proper skew Boolean algebra homomorphism from
Proof. By the classical Stone duality,
. By the definition of ∪, the section k(A)∪k(B) is obtained by gluing the restriction of k(A) to f −1 (U ) \ f −1 (V ) and k(B). Since A∪B is obtained by gluing the restriction of A to U \ V and B, it follows that k(A∪B) is obtained by gluing the restriction of k(A) to f −1 (U \ V ) and k(B).
Finally, since ∅ is the section of the empty set, it follows that k(∅) = ∅.
We can therefore correctly define the functor SB from the category ESLCBS to the category LSBA by setting SB(E, f, X) = (E, f, X) ⋆ , (E, f, X) ∈ Ob(ESLCBS), and SB(k) = k, k ∈ Hom(ESLCBS).
The functor ES : LSBA → ESLCBS
Let S be a skew Boolean algebra and α : S → S/D be the canonical projection of S onto its maximal generalized Boolean algebra image S/D.
Call a nonempty subset U of S a filter provided that:
(1) for all a, b ∈ S: a ∈ U and b ≥ a implies b ∈ U ; (2) for all a, b ∈ S: a ∈ U and b ∈ U imply a ∧ b ∈ U . Call a subset U of S a preprime filter if U is a filter of S and there is a prime filter F of S/D such that α(U ) = F . Denote by PU F the set of all preprime filters contained in α −1 (F ). Observe that
By Lemma 1 we obtain a = b ∧ c, implying a ∈ U , that contradicts the choice of a. Therefore, The following lemma provides a characterization of preprime filters in terms of homomorphisms to the skew Boolean algebra 3.
Lemma 10. A subset U ⊆ S is a preprime filter if and only if there exists a homomorphism
Proof. Let f : S → 3 be a homomorphism such that U = f −1 (1). Let F be a prime filter of S/D such that f −1 ({1, 2}) = α −1 (F ). It is easy to verify that U is a filter. Show that α(U ) = F . If this is not so, then there is a D-class D of F such that
Suppose now that U ∈ PU F . Define a map f : S → 3 by setting f
In view of Lemma 8 it is enough to consider the following cases.
Applying similar arguments, one shows that f respects also ∨. Since, in addition, f (0) = 0, it follows that f is a homomorphism of skew Boolean algebras.
Let us call minimal elements of PU F , where F runs through the set of prime filters of the Boolean algebra S/D, prime filters of the skew Boolean algebra S. Applying Lemma 10 we see that prime filters are exactly minimal nonempty preimages of 1 under the morphisms S → 3. We denote the set of all prime filters U , such that α(U ) = F , by U F . To distinguish between prime filters of generalized Boolean algebras and prime filters of skew Boolean algebras, we will refer to the former as to BA-prime filters and to the latter as to SBA-prime filters. The following lemma shows that SBA-prime filters exist, and that every non-zero element of S belongs to some of them.
Lemma 11. Let a ∈ S, a = 0, and let F be a BA-prime filter of S/D, such that D a ∈ F (it exists by the classical Stone duality). Then the set X a,F = {s ∈ S : s ≥ t for some t ∈ α −1 (F ) such that t ≤ a} is a SBA-prime filter of S, contained in U F and containing a.
Proof. Show that X a,F ⊆ α −1 (F ). Let s ∈ X a,F and t ∈ α −1 (F ) be such that t ≤ a and s ≥ t. Then D s ≥ D t , and D t ∈ F . It follows that D s ∈ F . Now we verify that X a,F satisfies Conditions 1 and 2 of the definition of a filter. If c ∈ X a,F and d ≥ c, then obviously d ∈ X a,F . Suppose c, d ∈ X a,F . Then there are some t 1 , t 2 ∈ α −1 (F ) such that t 1 ≤ a, t 2 ≤ a and c ≥ t 1 , d ≥ t 2 . Since ⌈a⌉ is a Boolean algebra and t 1 , t 2 ∈ ⌈a⌉, it follows that t 1 ∧ t 2 = t 2 ∧ t 1 . Then we have
Since t 1 ≤ a and t 2 ≤ a, it follows that t 1 ∧ t 2 ≤ a. Since t 1 ∈ α −1 (F ) and t 2 ∈ α −1 (F ), we have t 1 ∧ t 2 ∈ α −1 (F ). This shows that c ∧ d ∈ X a,F . Now we show that X a,F has nonempty intersections with all D-classes of F . Let
Finally, we show that
By Lemma 1 it follows that b ∧ s = t. This implies t ∈ U , and hence a ∈ U .
Let t ≤ a and t ∈ α −1 (F ). Show that t ∈ U . Let y be such that y ∈ U ∩ D t . Then a ∧ y ∈ U and a ≥ a ∧ y. By Lemma 1, a ∧ y = t, which implies that t ∈ U , as required. Now it follows that X a,F ⊆ U . Then we obtain X a,F = U , implying X a,F ∈ U F .
In the following lemma we establish the property of SBA-prime filters, which is crucial for the construction of the dualétale space, which will follow.
Lemma 12. Let F be a BA-prime filter of S/D and U 1 , U 2 ∈ U F . Then either
Let D be a D-class of F . We aim to show that D has a non-empty intersection with 
, that is yDa. Applying distributivity, idempotency, the property of 0 and absorption, we see that
Proof. The statements follow from Lemma 12 and Lemma 11. Proof. Let a ∈ α −1 (F ). Since a ∈ X a,F , it follows that α −1 (F ) is covered by the sets X a,F . Therefore, U = X a,F for some a ∈ U . Let b ∈ X a,F . Then X a,F ∩ X b,F = ∅, which in view of Lemma 12 and Lemma 11 implies that X a,F = X b,F . 
Proof. Suppose k −1 (U ) = ∅. Let f : S 2 → 3 be the homomorphism such that U = f −1 (1) (such an f exists by Lemma 10) . Then f k is a homomorphism from S 1 to 3 and k −1 (U ) = (f k) −1 (1) . Then by Lemma 10, k −1 (U ) is a preprime filter of S 1 . Since k and k are agreed with projections, it follows that
.
Let S ⋆ be the set of all SBA-prime filters of S. We call it the spectrum of S. Let f : S ⋆ → (S/D) ⋆ be the map, given by U → F , whenever U ∈ U F , where
⋆ . Obviously, f is surjective. In the classical Stone duality it is proved that (S/D) ⋆ is a locally compact Boolean space, whose base constitute the sets
where A runs through S/D. Moreover, all the sets M ′ (A) are compact clopen, and every compact clopen set coincides with some M ′ (A). Let a ∈ S. We define the set (4) M (a) = {F : F is a SBA-prime filter of S and a ∈ F }.
Let a ∈ S, a = 0, and F be a BA-prime filter of S/D such that α(a) ∈ F . Then by Lemma 11, a ∈ X a,F . Moreover, X a,F is a unique SBA-prime filter, contained in U F and containing a, as follows from Lemma 12. Thus we can define a map
. Define a topology on S ⋆ so that it is the coarsest topology under which all maps s a are open maps, that is the topology whose subbase constitute the sets M (a), a ∈ S.
Let S, T be skew Boolean algebras and k : T → S be a proper skew BooleanIt follows that setting ES(S) = S ⋆ , S ∈ Ob(LSBA), and ES(k) =k, k ∈ Hom(LSBA), defines a functor ES from the category LSBA to the category ESLCBS.
Proof of Theorem 1
We are going to prove that the functors ES : LSBA → ESLCBS and SB : ESLCBS → LSBA establish the required equivalence of categories, where the natural isomorphism β : 1 LSBA → SB · ES and γ : 1 ESLCBS → ES · SB are given by (5) β S (a) = M (a), S ∈ Ob(LSBA), a ∈ S;
We have already shown that ES : LSBA → ESLCBS and SB : ESLCBS → LSBA are well-defined functors. We split the rest of the proof into two lemmas.
Proof. Let S ∈ Ob(LSBA) and a ∈ S. Then M (a) ∈ S ⋆ (M ′ (α(a))) and thus M (a) ∈ S ⋆⋆ . It follows that the map β S is well-defined. According to [1, Lemma 7.11, p.165] it is enough to show that β is a natural transformation and that each β S is an isomorphism. The construction of the functors ES and SB immediately implies that for any f ∈ Hom LSBA (S, S ′ ) we have
We are left to show that each β S is a skew Boolean algebra isomorphism.
Fix S ∈ Ob(LSBA). Let us verify that β S is one-to-one. Let a, b ∈ S and a = b. Without loss we assume a = 0. We aim to show that M 
We are left to verify that N a ∩N ′ = ∅ whenever N ′ is a compact clopen subset of X, such that f (a) ∈ N ′ . Since f is a local homeomorphism, it follows that there is a compact clopen subset U of N ′ such that f (a) ∈ U and an open neighborhood V ∈ E(U ) of a such that the restriction of f to V maps it homeomorphically onto U . Applying the fact that N ′ \ U is also compact clopen set (this follows from the classical Stone duality) and the gluing axiom, we glue together V and any V ′ ∈ E(N ′ \ U ) to obtain a section V ′′ ∈ E(U ), such that a ∈ V ′′ , as required. Fix some N ∈ N a . Now we aim to show that
. Let M ∈ N a . Since a ∈ M ∩ N and since f is a local homeomorphism, it follows that there is a compact clopen neighborhood W of a such that the restrictions of M and N to W coincide. Denote these restrictions by T . We have T ∈ N a ⊆ f . This finishes the proof that N a is an SBA-prime filter of E ⋆ , and that is why γ E is well defined.
According to [1, Lemma 7.11, p.165] , to show that γ is a natural isomorphism, it is enough to verify that γ is a natural transformation and that each γ E is an isomorphism. Let E = (E, f, X) ∈ Ob(ESLCBS). The construction of the functors ES and SB immediately implies that for any f ∈ Hom ESLCBS (E, E ′ ) we have γ E ′ · f = (ES · SB)(f ) · γ E . We are left to show that each γ E is an isomorphism of etale spaces.
First we show that γ E is one-to-one. We proceed to show that γ E is onto. Let U be an SBA-prime filter of E ⋆ and F be a BA-prime filter of X ⋆ such that U ∈ U F . By the classical Stone duality, there is A ∈ X such that F = N Finally, we specify an isomorphism between E and E ⋆⋆ . Lemma 6 and the definition of the dualétale space imply that the covering mapf : E ⋆⋆ → X ⋆⋆ is given by N a → N ′ f (a) , a ∈ E. By the classical Stone duality, X is homeomorphic to X ⋆⋆ via the map ϕ which sends a ∈ X to N ′ a = {N ′ ∈ X ⋆ : a ∈ N ′ } ∈ X ⋆⋆ . Let (E, f, X) ∈ Ob(ESLCBS). Then it is easily seen thatf · γ E = ϕ · f . We are left to show that γ E is open and continuous.
By the classical Stone duality, an open set in X ⋆⋆ looks likeÃ = {F ∈ X ⋆⋆ : A ∈ F }, where A is a compact clopen set of X. It follows that the sets {U ∈ E ⋆⋆ : a ∈ U }, where a runs through E(A) are all sections in E ⋆⋆ (Ã). Let A be a compact clopen set of X and a ∈ E(A). We have γ E (a) = {U ∈ E ⋆⋆ : γ E (x) = U for some x ∈ a} = {U ∈ E ⋆⋆ : a ∈ U }, implying that γ E is an open map. Since γ E is a bijection, we have also γ −1 E ({U ∈ E ⋆⋆ : a ∈ U }) = a, implying that γ E is also continuous. This completes the proof.
universal algebra result of [10, 3.5] . It would be interesting to try to find a universal algebra background for the duality from Corollary 1 or Theorem 1.
