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ABSTRACT
The broad objectives of this research were to apply methods of 
systems analysis to coastal zone management. This dissertation 
research was concerned with the formulation of a method for analyzing 
the stability of natural ecosystems. The following are the important 
outputs of this research:
i) A least squares method for calibrating dynamic ecosystem 
models was developed.
ii) A dynamic model of an estuarine ecosystem (Barataria Bay, 
Louisiana) was developed and calibrated.
iii) A Liapunov stability analysis procedure was modified to pre­
dict effect of changes in forcing functions on ecosystem stability.
iv) Stability characteristics for two commonly used bio-kinetic 
models were obtained by the modified Liapunov stability analysis pro­
cedure. This analysis yields a useful qualitative criterion for 
primary model selection.
v) The modified Liapunov procedure can be used to evaluate the 
impact of steady state information flow on the dynamic stability of 
the system.
vi) The modified procedure was used to evaluate realistic 
stability constraints on the estuarine ecosystem model for Barataria 
Bay, Louisiana. The implications of these constraints for optimal 
coastal zone management strategy were discussed.
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CHAPTER I 
INTRODUCTION AND BACKGROUND
Traditionally man has devised methods for deriving maximum 
benefits from a resource. However when man attempts to increase 
the productivity of an ecosystem, he often simplifies the complex 
ecological network. An example of this is the indescriminate use of 
insecticides in orchards. The insecticide eliminates the pest 
insects, but it also eliminates the predators of these insects. Thus 
violent pest outbreaks are not uncommon in orchards, where as these 
outbreaks do not occur in natural forests Watt (1). From these ap­
parent conflicts between man and nature, a very basic question 
emerges. How can man make maximum use of a natural resource without 
damaging the systems inherent stability?
The research on ecosystem stability reported here was part of a 
larger program with the broad objective of using the tools of engineei^ 
ing systems analysis in coastal zone management. The primary interest 
was in managing the estuarine ecosystems of Louisiana.
This work is directed to the question; to what extremes can man 
go in manipulating an estuarine ecosystem towards his selfish interest 
without damaging its stability? It attempts to develop the necessary 
working schemes to answer this question rather than supplying specific 
numerical answers.
Having defined the general objective, the following pages of 
this chapter present background information on the estuarine ecosystem,
1
2the basics of ecosystem modeling, and a review of the literature 
pertinent to this problem.
The Estuarine Ecosystem
An estuary is the meeting ground of ocean and continent. In 
contra-distinction to the nutrient-rich, water-poor land and the 
water-rich, nutrient-poor ocean; estuaries are typically both a 
nutrient-rich and a water-rich environment. Hence estuaries are 
highly productive, constituting the prime habitat for a myriad of 
specie. In addition, it serves as the nursery and spawning area for 
many more species. The estuaries are nutrient traps and thus provide 
a surplus of usable fuel to the life it supports. The relatively 
high productivity of the estuaries can be seen by examining Table 1 
which lists primary production of organic matter per year in various 
parts of the earth.
Table 1
Primary Production in Various Parts of Earth (Teal (3))
Type of Area
Production 
ton carbon/acre year
Desert 1/3
Dry Agriculture 1/3 - 1 1/2
Wet Agriculture 1 1 / 2 - 5
Estuary 5 - 1 0
Coastal Open 1 - 11/2
Open Ocean 1/3
3Coastal waters and estuaries are of great Importance to man, 
whose variety of uses sometimes conflict. Besides their production of 
commercially valuable biological species, estuaries have a great 
propensity for stimulating urban development. Estuaries offer an ac­
cessibility to the sea, often with excellent shipping and harbor 
facilities, while the feeding river provides a source of fresh water 
for domestic and industrial use. In the United States, more than 
half the population lives in the coastal states, including those 
bordering the great lakes. Unfortunately, these waters are also 
used for the disposal of the municiple and industrial wastes. The 
pollution of many estuaries is so intense that some species have 
been locally eliminated while others are unfit for human consumption 
(Matthews, et. al. (2)).
The Importance of the Estuarine Ecosystem in Louisiana
There is a band of saline coastal marshes running along the 
Atlantic and Gulf Coast of North America (Teal (3)). This band reaches 
its maximum development along the Louisiana coast in the detlaic plain 
of the Mississippi River. The extensive marsh-land development is a 
result of rapid land building by the river and simultaneous rise in 
sea level. Due to frequent, in the sense of geological time, channel 
changes by the Mississippi River the deltaic plain is very wide. 
Louisiana contains more than five million acres of coastal marshes, 
swamps and estuaries. As more than two million of these acres are 
considered to be important habitat for fish and wildlife, Louisiana 
ranks first among all states in the area of important estuarine 
habitat. For example, shrimp utilize the estuaries as nursing grounds,
and Louisiana consistently ranks first or second in shrimp production. 
In 1969, the state was first with a production of more than fifty-two 
million pounds of headless shrimp having a dockside value in excess 
of 33.4 million dollars. Louisiana, the only state where oysters are 
harvested the year around, supplies 20 percent of the total U.S. 
oyster market. Ten to fifteen million pounds of oysters are produced
s
in Louisiana annually. The total annual value of all fishery opera­
tions in Louisiana is in the $100 to 150 million range, and total 
production of all species often exceeds one billion pounds annually.
In addition, fur and meat products provided by animals of the estuarine
»*» \
habitat are a several-million-dollar. per year business. (VanLopik 
(4)).
Forty-four percent of the total Louisiana fishery comes from the 
Barataria Bay area (Lindall et al (5)). The Barataria Bay estuarine 
complex is located between the present Mississippi River channel and 
Bayou Lafourche, an abandoned distributory of the Mississippi River. 
Figure 1 shows a map of Louisiana stressing the large area covered 
by coastal wetland. The location of the Barataria area relative to 
the Mississippi River has a significant effect on the Barataria Bay 
ecosystem. The circulation pattern in the Gulf of Mexico moves the 
river water westwards. Thus mixed gulf and river water enter Bara­
taria Bay along its tidal passes. (Day et al (6)). Mississippi 
River water contains large amounts of nutrients, introduced by agri­
cultural runoff. Thus a major nutrient influx for the Barataria Bay 
estuarine complex is the river water introduced into the bay along 
tidal passes. Louisiana estuaries due to high nutrient availability 
and due to milder winters are even more productive than most Atlantic
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6coast estuaries (Kirby (7)). Because of its importance, the Barataria 
Bay complex was chosen for empahsis in this study.
Ecosystem Modeling
In this section the general principles of ecosystem modeling are 
discussed in the context of modeling estuarine dynamics. Since the 
effect of man's interaction with biological species of an ecosystem 
is to be studied, modeling the dynamics of the biotic part of the 
ecosystem will be emphasized. A lumped parameter format will be 
adopted (Patten (9)). The basic steps in modeling may be catagorized 
as follows:
Specification of variables of Interest. Variables of Interest 
are obtained by considering the goals of the modeling and the variables 
that can be measured in the system being modeled. In this case, the 
biomass of species can be recognized as the variable of interest. 
Restrictions imposed by the measurability of a variable being modeled 
often require simplifications. For example, in the estarine ecosystem 
it is difficult to distinguish the mass of detritus (small organic 
particles) from the bacteria living on that detritus. Hence it is 
expedient to consider them as a single variable.
Construction of information flow diagram. Once variables of 
interest are noted a diagram showing internal relationship among various 
variables of the system may be drawn. In this case, the biomasses 
of various species and transfer of organic matter between these 
species is of interest.
The food web or diagram depicting the biological energy flow 
through various species of the system is the type of information flow
7diagram commonly used in ecosystem studies. This food flow is usually 
measured as total dry organic matter (or total carbon) per unit time 
per unit area of the ecosystem. Figure 2 shows an estuarine food 
web for Barataria Bay, Louisiana.
Classification of variables. Once an information flow diagram 
is obtained some variables can be recognized as fluxes and may be 
related through biological kinetics to biomasses by algebraic relation­
ships. Other variables may be recognized as representing the state 
of the system. Thus in the estuarine case biomasses may be recog­
nized as state variables. Some variables can .be recognized as exter­
nal inputs. The determination of external variables may depend on 
actual physical externality or relative dynamics. Thus in an estuarine 
system solar radiation is considered external because it is physically 
excluded from the system. In modeling dynamics of chemical engineer­
ing systems with respect to mass or temperature, flow and pressure 
changes are usually considered external variables. The reason being 
that transients in flow and pressure changes are governed by velocity 
of sound and hence can be eliminated when considering slow changes 
of mass and temperature. Similarly in ecosystem dynamics the fast 
transients in temperature changes can be neglected in comparison to 
transients in ecological parameters and temperature may be considered 
as an external input.
Specification of equations. The classification of variables, 
determines the form of the equations written. Thus for state variables 
(biomasses in this case), the following balance may be written.
Rate of accumulation of Biomass = input flows - output flows
MARSH
OEAO S T A N D IN G
|A C t
C t A l l  \
n u t  c r a r s  ;
TOR Ca i n
M f lO f  AUNA
EXPORT fR O M  MARSH
ORO
DITRITUS
OYSTERS
V PRl C A INMEiORENTHOSIC N TH lC  f  LORA •A C T
•AC T
PMYTOPL A N R T O NSEDIMENT WATER
H i l l
EXPORT FROM SYSTEM
Figure 2
Typical Estuarine Food Web by John Day (6)
9The flows can be algebraicly related to biomasses using various bio- 
logical kinetic expressions. Table 2 gives a sample of kinetic 
expressions which have been used. External variables like solar 
energy and temperature are often treated as known functions of time.
Evaluation of model parameters. After substituting biological 
kinetics models in the input-output balances written with the help 
of information flow diagram, the mathematical model is obtained.
This mathematical model has many undetermined parameters which need 
to be evaluated before the model can be used. A few different methods 
are available for estimating these parameters. These methods because 
of their obvious importance are discussed in more detail in the fol­
lowing literature review section.
After model parameters are estimated the resulting mathematical 
model should be tested by comparing the response of the mathematical 
model with actual system response. Depending on the degree of com­
plexity of the mathematical model and known system responses, this 
comparison may be qualitative or quantitative. Statistical corre­
lation procedures are of obvious importance in quantitative model 
testing. These tests of the mathematical model may require iteration 
of one or more steps of the basic modeling procedure.
Literature Review
Extensive literature reviews on ecosystem modeling, such as 
Patten (9), Murphy (11), are available. The biological data on Bara­
taria Bay estuarine ecosystem has been compiled by Day (6). Hence, 
literature on ecosystem modeling and biological data on the Barataria 
Bay estuarine ecosystem is not reviewed here. However, an important
10
Table 2
i
Various Biological Kinetic Expressions 
for Lumped Parameter Models
Compartment ^  . . . Compartment
i
F. . .i_. .
F_y —  Flow of Energy or Material 
N^, Nj —  Biomass Potential 
B^, Bj —  Total Biomass
Proposed Mechanism of Transfer Expression Reference
Potential Difference Flow F y a W j - N j ) Odum (8)
Controlled Potential Difference 
Flow Odum (8)
Donor Controlled Flow
>.
V  Bi Patten (9)
Receiver Controlled Flow V  Bj Patten (9)
Collision Controlled Flow V  Bi BJ Lotka (10)
11
part of model building is model calibration. Hence, different 
ecosystem model calibration techniques were reviewed. In order to 
formulate a rational system stability criterion for ecosystems, a 
detailed review of stability criterion used in ecology is contained 
in the following discussion.
Parameter Estimation Techniques. Much work with respect to 
parameter estimation in ecosystem modeling has been reported. A 
partial list of researchers who have used biomass data to estimate 
model parameters is as follows: Murphy (11), Sillman (12),
Brylinsky (13), Child and Shugarte (14), Bledsoe and VanDyne (15), 
Patten, Whitkamp (16). The different methods used in parameter 
estlmatipn are now considered in the order of increasing mathematical 
complexity.
Bledsoe and Van Dyne (17) simulated secondary succession for 
ecosystems in Central Oklahoma and in the North Carolina Piedmont. A 
compartmental model was simulated on an analog computer and coeffi­
cients were adjusted by trial to provide the best qualitative approxi­
mation of secondary succession.
Many times the biomasses of various species are measured around 
the year to obtain an estimate of average biomass. This estimate 
together with other biological information such as the average respira­
tion coefficient and production for a species can be used to obtain a 
quantitative food-web diagram. Various transfer coefficients are then 
calculated using measured average biomass and calculated transfer 
rates. This approach to obtain parameter estimates is fairly common.
A partial list of researchers who have used this method is as
12
follows: Brylinsky (13), Child and Shugart (14), Patten (9),
Williams (18).
Another method utilizes optimization search routines to obtain 
least squares estimate of the parameters. In this technique, measured 
biomass data is compared with model predictions and the sum of squares 
of errors in model predictions is minimized to obtain model parameters. 
This technique was used for parameter estimation by Bledsoe and Van 
Dyne (15), Patten and Whitkamp (16).
Pella and Tomlinson (19) give a method for estimating fish biomass 
model parameters. In this method, the amount of catch and amount of 
effort used in catching that quantity of fish is supplied as data.
The method then obtains parameter estimates that minimize the sum'of. 
squares of the difference in measured and predicted catch. As an 
important by-product of this method, the catching efficiency per unit 
effort is also determined.
Ecosystem Stability. Ecologists have attempted to define mea­
sures of ecosystem stability which can be used in comparing different 
ecosystems. MacArthur's (20) measure is based on "conventional 
wisdom" of ecologists. MacArthur's axiom is stated: "The larger the
choice of paths for a unit of energy to travel in a food web, the 
lesser will be the fluctuations in biomass of different species of 
that food web." Thus MacArthur's measure is based on the intuitive 
feeling of ecologists that the more complex the food web, the more 
"stable" the system. The generalization about lesser fluctuation in 
biomass is supported by many studies as presented in comprehensive 
reviews by Elton (21) and Pimentel (22). However this generalization 
about lesser fluctuations with a more complex food web has documented
13
exceptions. Turnbull and Chant (23) have reached the conclusion that 
for biological control of insect pests it is better to use one superior 
parasite than to use a number of different parasite species. The 
conclusions reached by them is that keeping the complexity of food web 
and the species diversity low can result in lesser fluctuations of 
insect pest biomass. Zwolfer (24) also provides some evidence in 
support of Turnbull and Chant. It is clear that the above measures 
of stability are generalizations about the dynamic behavior of eco­
systems.
Other measures of stability are also available. Typical of these 
are Leigh (25), Hairston et al (26), Gallopin (27). For example, 
Gallopin defined a stability measure as the ratio of actual number of 
links in a food web to maximum possible links in that food web.
However this quantitative measure should be used only for relative 
comparison. Thus if system A has stability measure of 10 and system 
B has stability measure of 1, then system A is more stable than 
system B according to the Gallopin's measure. However, this quan­
tification should not be interpreted as system A is ten times as 
stable as system B. These generalizations (even quantitative ones) 
do not yield any quantitative information about the dynamic response 
of the system.
Thus the traditional stability measures used by the ecologists 
are useful generalizations that yield only qualitative information 
about dynamic response of ecosystems. If an ecosystem is to be 
modified, as in biological control of pests, by adding new species 
or in engineering projects that modify the food chain, then these mea­
sures can only be used to compare alternative ecosystem modifications.
14
Application of Liapunov Stability Criterion to Ecosystem. The 
Liapunov stability, (Koppel (47)) criterion applied to an ecosystem 
concerns itself with quantitative dynamic response of a given eco­
system (specified number and kind of species). If a system modifica­
tion is made and the system reaches a cycle that repeats itself (the 
limit cycle), then Liapunov stability criterion attempts to answer 
questions about the systems behavior if it is perturbed from the limit 
cycle. These questions are the following:
(i) Does the system response remain bounded; That is, in 
in the case of ecosystems does any biomass level reach 
zero?
(ii) If perturbed does the system return back to the same 
limit cycle?
The first question above refers to Liapunov stability, the second 
refers to Liapunov asymptotic stability. In addition, the Liapunov 
stability criterion can also be used to calculate the maximum time 
required for a perturbed system to return to within any specified 
distance from the limit cycle.
Thus in quantitatively considering the effect of human interaction 
with the ecosystem, the Liapunov stability criterion is of inportance. 
It will be evident in the detailed statement of objectives that the 
transient response calculation for a perturbed system is quite impor­
tant in ecosystem stability study.
Research Objectives
The Dynamic Model. Since the Liapunov stability of the biotic 
components of the ecosystem is to be tested, the first objective of 
this work was to develop a dynamic model of the biotic components 
of the ecosystem. Due to the complexity of the system, the model is
15
limited to a sumped parameter approximation* in which the biological 
species of the ecosystem are divided into trophic level groups to 
obtain a. "compartmental" type of ecosystem model.
Ecosystem stability. Before the ecosystem stability under con­
sideration here can be precisely defined, a little more insight into 
ecosystem dynamics is desirable.
Consider a simple ecosystem with two compartments. and 
are the biomasses of these compartments. Let human interaction be 
fixed and then the limit cycle obtained is as in Figure 3. Thus as 
long as the human Interaction remains the same and as long as no 
other disturbance occur biomasses B^ and B^ will go through the same 
cycle as shown in Figure 3a and 3b. This limit cycle can also be 
represented as a graph of biomass B^ against biomass B^, this is shown 
in Figure 3c. Thus as time progresses the biomasses B^ and travel 
along the closed curve in the direction of the arrow. Now if a dis­
turbance moved the system.to a point indicated as initial perturbed 
system, then, the forcing functions on the system remaining at their 
limit cycle, and the system being asymptotically stable, the path 
followed by biomasses B^ and B^ would be as indicated by the dotted 
line. This analysis is usually sufficient in deciding the stability 
of most physical systems. ; In biological systems there may be a criti­
cal value for biomass of §dch compartment such that if the system 
remained too long below this level then it may never recover again. 
Thus, a simultaneous disturbance in the system and in its forcing 
function may keep the system beldw the critical level for a finite 
time Interval. The result may then be the death of all members of
tBiomass
t
Biomass
Critical
Biomass
Time -*Time
(a) (b)
Normal Forcing Function 
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the ecosystem. This situation Is indicated in Figure 3 by the dash- 
dot line.
Hence, an objective of this study is to modify the Liapunov stabi­
lity analysis to calculate the maximum disturbance in the forcing 
function that an ecosystem at critical level can withstand and to 
illustrate the procedure by application to particular ecosystems. More 
specifically two questions need to be answered:
(i) Is the ecosystem asymptotically stable?
(ii) If a simultaneous disturbance in ecosystem and its 
forcing function occured what is the maximum dis­
turbance in forcing function that the system can 
withstand?
CHAPTER II
A MATHEMATICAL MODEL FOR BARATARIA BAY IN LOUISIANA
In modeling the biotic part of an ecosystem, the ecosystem is 
first divided into convenient compartments. Each of these compart­
ments usually represents many biological species. The dynamics of the 
biomass in a compartment is then studied, rather than the dynamics of 
each individual species. This compartmental representation is used 
to reduce the complexity of the mathematical model. In addition, 
this approach is consistent with the trophic-dynamic structure of 
ecosystems first proposed by Lindeman (53) in which, based on biologic­
al energy flow, descrete "feeding-levels", consisting of many species, 
can be identified.
For example, there are a total of eighty-three species of pri­
mary producers alone in the Barataria Bay estuarine ecosystem, but 
realistic compartmental representation for this ecosystem can be 
formulated with about fourteen compartments. This significantly 
reduces the amount of field data required to support the dynamic ana­
lysis. In order to have a meaningful representation of the main 
features of the ecosystem dynamics, it is only necessary that the 
intra-compartmental relationships retain the basic interactions 
averaged over the various species in the interacting compartments.
The first section of this chapter discusses the compartmentiliza- 
tion of biological energy flow diagram for Barataria Bay, Louisiana.
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The second section presents the development of the mathematical 
expressions which describe the interaction of these compartments.
The Biological Energy Flow in Barataria Bay
Day, et. al. (6) have compiled a report on community structure 
and carbon budget of the Barataria Bay estuarine ecosystem. The bio­
mass measurements conducted under the LSU-Sea Grant Program and a 
detailed survey of the literature (200 references) have been compiled. 
The biological energy diagram included in this report was considered 
a good starting point. Day et. al. (6) have given a compartmental 
representation that considers the ecosystem to be made up of thirty 
compartments. The food-web diagram is conveniently represented using 
Odum's energy language symbols (8). Figure 4 gives the most useful 
symbols and their meaning. Days' diagram is given in Figure 2.
Since all the different compartments shown in this figure are 
not equally important for the overall system dynamics, some of the 
compartments were eliminated and some were regrouped. These simpli­
fications resulted in a more tractable mathematical structure which 
still retained the basic dynamics of the more complex model. The 
following is a discussion of these modifications.
Simplification of Day's Model
The concept of trophic level (feeding level) is important in 
deciding the relative importance of various compartments. The plants 
convert solar energy into food energy and represent the lowest 
trophic-level at which the food energy is available to the ecosystem. 
The herbivores feed on the plants, and they in turn are food for the 
carnivores. Thus herbivores represent a second trophic level. Since
20
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some food energy is lost as respiration at each trophic level, the 
amount of food energy passing through a trophic level decreases as the 
trophic level gets farther from the plants or primary producers. In 
order to consider the importance of a compartment to a trophic level, 
the amount of food entering that compartment should be compared with 
the amount of food entering that trophic level.
In the estuarine ecosystem considered in this work, there are 
four primary producers namely the grasses, the epyphytes, the phytoplank­
ton, and the benthic flora. On the basis of total ecosystem area, the 
net primary production (the amount available to higher trophic levels) 
by the marsh grasses is 1155 gm-org./m yr. The epiphytes have a 
positive net production of 25.8 gm-org./m yr for a band two meters
wide around the stream. On the basis of total area the net production
2
by epiphytes may be estimated as 0.14 gm-org./m yr. Clearly, totally 
neglecting the presence of this compartment will not affect the accuracy 
of the model. On the same basis, compartments for muskrat, insects, and 
raccoons were neglected.
Compartments that are at the same trophic level can be regrouped 
into a single compartment with the dynamics of each separate compart­
ment lumped into a composite average response. For example, polychae- 
tes, crabs, snails, and mussels feed on bacteria and detritus and 
are fed upon by blue crabs and midcarnivores. As a result, these four 
compartments were grouped into one compartment called the marsh fauna. 
Similarly, birds were grouped with the top carnivore fishes.
The benthic flora really consists of two broad groups namely the 
macro flora and the micro flora. The macro flora is not very impor­
tant on the basis of net production. The micro flora because of its
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physical size is continuously stirred up and can be found in the 
entire water column. Thus if the total chlorophyll in the water 
column is measured a sum total of the benthic micro flora chlorophyll 
and the phytoplankton chlorophyll is obtained. (Gosselink (28))
This reasoning led to the decision to combine the benthic micro 
flora with the phytoplankton to obtain water primary producer com­
partment.. Another important reason for this regrouping was that zoo- 
planktors, herbivore fishes, and oysters feed on both the phytoplank­
ton and benthic micro flora quite indescrirainately.
Some of the compartments can only be distinguished conceptually. 
For example, the bacteria living on detritus are about the same size 
as the detritus. Thus the whole mass of dead organic matter, the 
detritus and bacteria, can be measured together and taken together 
they represent a food source. Hence bacteria and detritus were lumped 
into one compartment. The presence of bacteria in that compartment 
was modeled as a respiration loss occuring on the detritus.
Considering the dynamics of the bacterial biomass a strong 
reason for modeling the presence of bacteria as a constant-coefficient, 
respiration loss on detritus becomes apparent. The life span of a 
bacterium is much shorter than that of other organisms. Therefore 
the "residence-time" or the "time-constant" for matter in bacterial 
population is much shorter than in other organisms. That is, matter 
cycles through bacterial populations much faster than in other 
organisms. Hence, the bacterial population in the estuary will have 
a fast response to changes in its food, the detritus, and the bacterial 
biomass can be represented simply as being proportional to the detri­
tus. Some evidence in support of this reasoning is given by Volkmann
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and Oppenheimer (29, 30). They report that bacterial activity in 
shallow Texas bays is proportional to the amount of detritus present.
Meiofauna on the marsh and the meiobenthos in the sediment 
are also microorganisms that have a short life span. These compart­
ments should also have a fast response to any changes in the detrital 
food supply. The presence of these species is implicitly included in 
the model as a respiration loss on the detritus.
The detritus on the sediment is continuously stirred up by tidal 
action, making it difficult to distinguish detritus in the water 
column from that on the bottom. The detritus on the sediment and the 
detritus in the water column was therefore grouped together.
The mud-crab compartment has been shown feeding on polychaetes, 
crabs, and mussels in Figure 2. The mud crab species found on the 
marsh were "Panopeus herbstee", "Rithropanopeus harrisii", and 
"Meinippe mercenaria". The food habits of R. harrissi have been 
studied by W. E. Odum (31). He reports the food in order of impor­
tance is detritus fifty-two percent, Copepods and Amphidpods (named 
meiofauna in Figure 2) twenty-one percent, and algae nine percent. 
Considering their major source of food it seems reasonable to group 
mud-crabs with polychaetes, crabs, snails and mussels in the marsh 
fauna compartment. The food web diagram resulting after these 
simplifying modifications is given in Figure 5.
Kirby (7) has studied the net production and decomposition of 
salt marsh grass, a compartmental representation given by Kirby is 
as shown in Figure 6. This representation considers detritus being 
present as three distinct compartments and differs from Figure 5 
which shows only two detritus compartments. A detailed discussion
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of these two alternative representations of marsh grass decomposition 
is presented later in a discussion of model calibration.
The Mathematical Representation
The compartmental food web diagram obtained in the last section 
represents the various transfers of food that take place to and from 
different compartments. A biological kinetics model can be used to 
relate the intracompartmental transfers to the biomasses in the com­
partments. A material balance over each compartment then yields a 
mathematical model for the dynamics of the ecosystem.
Biological Transfer Rates. The different types of transfers to 
and from the compartments which were considered in this work are the 
gross photosynthesis by plants, catch by man, migration in and out 
of the system, intra-compartmental flows, feces production, and 
respiration. A biological kinetics model for each type of transfer 
is described in the following paragraphs.
Gross photosynthesis is the rate at which solar energy is con­
verted into organic matter by plants. The gross photosynthesis by 
plants is proportional to the amount of chlorophyll and the intensity 
of solar radiation but is modulated by the available nutrients. The 
effect of solar radiation is often modeled in a manner similar to 
second-order chemical kinetics. A few examples of the use of this 
type of kinetics in modeling gross photosynthesis are Riley (32) 
Davidson, Clymer (33) and Nielsen (34). The effect of limitation 
of gross photosynthesis due to limited amounts of nutrients, and 
limitations of gross photosynthesis due to effects of self-shading 
were accounted for by a logistic type of relationship by Williams (18).
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This representation was selected for modulation effects, and gross 
photosyntheses was represented by
Pi ' plIBl - P2Bi t2 - U
In this representation the first term accounts for the effect 
of intensity of solar radiation as second order kinetics, and the 
second term accounts for the limitations placed by nutrient availabi­
lity and self-inhibition effects such as self-shading due to inten­
sive plant growth.
Catch by man of various fish populations has been modeled by
1
assuming a proportionality to biomass and the effort spent in catching 
fish by Pella and Tomlinson (19). This representation was selected 
and the effort in catching fish was normalized with the present catch­
ing effort. Thus the effort function equals one during fishing season 
and zero during off season. (If the effort changes in the future, the 
new value should be represented as a fraction of the present value
Ci = ciBi E(t) [2m2]
where E(t) = 1 for all t in fishing season 
E(t) = 0 for all other t
Migration Into the system takes place during a particular period 
in time, and the amount of migration taking place depends on condi­
tions outside the estuarine ecosystem. In general, once migration is 
triggered it increases from a value of zero, goes to a peak and then 
reduces to zero. For example, this type of phenomena has been des­
cribed by King (35). Since migration into the estuary depends on
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conditions external to the system, it was specified as a function of 
time
M1 ± - ^ ( t )  [2.3]
The simplest function of time that fits the general description of 
migration into the system is a triangular pulse.
Migration out of the system takes place at a particular period 
in time. Since the migration out of the system depends on the con­
ditions in the system, the migration out of the system was modeled 
as proportional to the compartmental biomass.
M2,i = mi Bi t2*41
where m^ equals zero during off-season for migration out of the 
system.
Representation of intracompartmental flows is of utmost importance 
in an ecosystem model. Various biokinetic representations for intra­
compartmental flows were considered earlier (Table 2). The donar 
controlled representation by Patten (9) was selected, and the intra­
compartmental flows were represented as follows
Fij = kij Bi [2,5]
where the coefficient k . . can be function of time. Those coefficients
i 1
which were considered constant and those coefficients which were given 
a time variant form will be discussed in the section on model cali­
bration.
Assimilation efficiencies for various compartments were avail­
able from Day et. al. (6). Thus the amount of feces production due 
to F , . is a constant fraction of the flow F , ,
ij 1.1
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Feces production due to F,, = (1-e.) F , .
ij j ij
[2.6]
Respirational loss from most compartments was available as a 
respiration loss-rate per unit biomass in that compartment. The 
respiration loss from the marsh grasses and phytoplankton has been 
studied extensively. Thus for these compartments correlations relat­
ing respiration to biomass and temperature were available (Teal (36) 
and Riley (32). Hence respiration from these compartments was 
modeled as follows.
Respiration loss from other compartments were modeled as 
follows.
The Compartmental Material Balances. Every line in the food 
web represents a food flow to or from a compartment depending on the 
direction of the arrow. A mathematical representation for each dif­
ferent type of flow has been described in the last section. A 
material balance over each compartment may be written with the help 
of the food web. Substitution of the mathematical representations 
obtained previously into this balance results in a dynamic model for 
the ecosystem. This procedure is now illustrated by a material 
balance over the shrimp compartment, the compartment numbered 7. 
Table 3 describes the steps involved in this procedure. Briefly the 
following steps are involved in this procedure. All the different 
flows to and from a compartment are identified. An unsteady, input- 
output balance equation is then written in terms of these flows.
T/10.
B. [2.7]
l
[2.8]
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Table 3
Derivation of a Material Balance Equation
I. Identification of Flows
Fishing . Out migration
In migration Flow to Compartment 12
Compart Flow to Compartment 13
ment 7 r
Flow from Compart- Flow to Compartment 14
ment 5 Feces
Respiration
II. Material Balance
Accumulation = Input - Output
where Input = Flow from compartment 5 + in migration
and Output = Feces + flow to compartment 12 + flow to
Compartment 13 + flow to compartment 14 
+ out migration + respiration + fishing
Accumulation = Rate of change of biomass B^
t
III. Substituting Biological Transfer Rates 
dB7
= k5,7B5 + f7 " (1 ~ e 75 k5,7 B5 " k 7,12 B7
at
" k 7,13 B 7 “ k 7,14 B 7 “ m 7 E(t) B 7 ” r7 B7 -C7 B7
where E(t) is seasonal trigger.
Simplifying:
dB
I t  = e7 k5,7 B5 + f7 “ B7 (k7,12 + k 7,13 + k 7,14 + m 7 
+ r7 + c y) ,
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Appropriate biological transfer rates are substituted in the balance 
equation, to obtain a mathematical model for that compartment. This' 
last step from Table 3 shows the mathematical equation that can be 
used to predict biomass changes in compartment 7. This equation is
dB_
"dtT = e7k5,7B5+f7-B7^k 7,12+k7,13+k7,14+m2,7E(t^+r7+C7^ *-2,9^
where E(t) = 1 during migration out period 
= 0 for all other t
Similar material balances over other compartments may be written 
to yield a dynamic model of the ecosystem. The resulting compartmental 
mathematical representation for the Barataria Bay ecosystem is given 
in Table 4.
Table 4
The Mathematical Model of Estuarine Ecosystem
P1 1 B1 p2 Bl ri Qi/ Bi kl,3 Bl
T/10P3 I B2 p4 B2 r2 Q2 B2 -  k2 5^ B2 -  k2^g B2 -  k^ 9 B2 -  k^ 10 B2
^1 3 B1 ~  r3 *^ 3 B3 —  k3 4 B3
’ ’ T/10
where kg 4 = a Q3
CHAPTER III
A MODEL CALIBRATION METHOD
In Chapter II a mathematical model for an estuarine ecosystem 
was developed. This model was in a lumped parameter format and 
mathematically the model is a set of coupled ordinary differential 
equations. These equations contain many undetermined parameters.
This chapter describes a method for estimating these parameters.
Types of Model Calibration Procedures
Different methods of model calibration used in ecosystem modeling 
were reviewed in Chapter I. Briefly there are two basic types of 
model calibration procedures. The first type uses the measured tem­
poral variation of biomass data to obtain least squares estimates 
of model parameters. This method also uses rates of production data 
to obtain weighted least squares estimates of model parameters. The 
second type of procedure uses only the yearly averaged rates of pro­
duction to obtain model parameters. The procedure described here 
falls under the first type but is much simpler, more flexible and 
mathematically less tedious than previously reported procedure of 
this type. For example, the procedure described by Patten et al (16) 
and by Bledsoe et al (15), uses biomass data to obtain least squares 
estimates. Essentially the technique is to simultaneously solve the 
coupled differential equations for the entire system and compare the 
model predictions with observed data through a criterion function.
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The most commonly used criterion function is sum of squares of 
errors in the model predictions. The model parameters are then 
estimated to minimize the criterion function. Thus the numerical 
evaluation involves a muTtidimension search on a criterion function 
which must be evaluated by numerical integration of the set of ordi­
nary differential equations. On the other hand the technique deve­
loped in this work uses the fact that many components of an ecosys­
tem have a basic period of one year to decouple the state variables 
of the system. Once the state variables are decoupled, the model 
parameters in each individual differential equation can be estimated 
using measured data on that particular variable. The decoupling 
procedure simplifies the least squares estimation to a simple linear 
least squares estimation of model parameters. This method of cali­
bration of a compartment thus assumes that the behaviour of other 
compartments is known deterministically without any degree of un­
certainty. The statistical implications of this assumption, such as 
whether or not unbiased parameter estimates are obtained, were not 
evaluated in this work.
The most tedious work in ecosystem modeling is obtaining a 
compartmental representation for the ecosystem, usually by trial 
and error, that can satisfactorily describe its dynamic response.
Thus many alternative compartmental representations must be tried.
In the usual procedure for evaluating model parameters, this means 
determining the entire set of parameters for each conceivable com­
partmental representation. By contrast, in the technique used in 
this work the model parameters for an individual compartment are
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obtained only once. Hence, alternate food web representations can 
be tested very easily.
For example, two alternate compartmental representations for 
decomposition of dead marsh grass are feasible. A choice between 
these two representation was made by comparing response of the marsh 
fauna compartment in these two alternative representations. Because 
of the decoupling procedure this could be accomplished just by con­
sidering the grass decomposition compartments and the marsh fauna 
compartment. The simulation of the entire model was not required.
Calibration Procedure •'
The basic parameter estimation procedure involves decoupling the 
state variables of the system followed by a linear least squares 
analysis.
The Decoupling of State Variables. The energy base of the estua- 
rine ecosystem is its solar energy input. Due to the tilt in axis 
of rotation of the earth and its periods of motion, the solar energy 
input varies diurnally and annually. The biomasses of various species 
tends to be a periodic function of time, with a basic period of one 
year. Hence the temporal variation of most ecological variables can 
be represented by a Fourier series with the basic period of one year.
The decoupling procedure is explained by considering the balance 
equation for compartment i.
This balance yields a differential equation that can be solved to 
obtain the temporal variation in B^. All ecosystem variables other
dB
i
K
dt
[3.1]
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than occuring in this equation are represented as Fourier series 
in time. After this simplification the equation can usually be 
solved analytically and the solution easily arranged as a linear 
least squares problem in model parameters. If the original differen­
tial equation contained non-linear terms in or if the coefficient 
of B^ is time dependent then the simplified equation cannot be solved 
analytically. In the latter case these terms involving B^ must also 
be represented as Fourier series.
Thus even though the basic procedure of decoupling the state 
variables followed by linear least squares analysis can estimate 
model parameters for all different kinds of ecosystem models, the 
degree of difficulty and statistical accuracy depends on the type of 
the mathematical model. The differences in treatment of these two 
types of models will become more apparent when the linear least 
squares equations are developed.
Linear Least Squares Analysis. The setting up of the linear 
least squares equations can be explained more easily with an example. 
Consider a balance equation for compartment i. Regrouping the simi­
lar terms yields
dB K
—  = -h- B + h g(t) B. + h_ B B + E h. d. [3.1]
dt J i n  3 j
where K is the number of terms in the differential equation and each 
dj may contain explicit time dependent terms and state variables 
other than B^. The first .term usually arises because of the parti­
cular kinetics selected to represent flows such as respirational loss 
and catch by man. Since the respiration coefficient is easily avail­
able (e.g. Day (6)). The coefficient h^ is usually known as a
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close approximation. Other h , are unknown rate coefficients of
3 s
the model.
Taking the Laplace transform of equation [3.1]
sB1(s) - B1(j = -1^ B1(s) + h2 L(g(t)B1) + h 3L (B1 Bn >
K
+ 2 h D [3.2]
j=4 J J
where D_. is the Laplace transform of the Fourier series representa­
tion of dj, and B^(s) is the Laplace transform of B^.
If h 2 = h^ = 0, a simple linear procedure can be used. Grouping 
terms and taking the inverse Laplace transform
Bi (t> ’ Bi(o)e 'hlt +j 4 "j1'1 ' 7 ^ 1
The limit cycle of B^ is obtained as t •+ <*. Hence the above equation 
simplifies to
K
B (t) = Z h G. (t) [3.3]
j=4 J J
-1
where Gj(t) = Limit [L ( g ^ ~h )] [3 4]
Thus all G_j (t) can be evaluated at every time that the biomass 
data for B^ is available. Equation [3.3] can now be considered as 
an equation relating dependent variable B^ to independent variables 
Gj via unknown coefficients h ^ . This is a simple problem of linear 
least squares estimation of h_..
If either h2 or h^ is not equal to zero the case is nonlinear, 
and all the Laplace transforms in equation [3.2] cannot be evaluated.
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In this case occuring in these terms must also be represented 
as a Fourier series. After representing as a Fourier series the 
Laplace transforms of equation [3.2] can be evaluated. Taking the 
inverse Laplace transform and obtaining the limit cycle as before.
K
B.(t) = I h G. (t) [3.5]
j=2
where is as defined by [3.4], Again the problem of evaluating 
hj is a simple linear least squares problem.
Illustration of Calibration Technique
The basic procedure was developed in the previous section.
This section illustrates the calibration technique by applying it to 
two compartments of the estuarine ecosystem. The marsh fauna com­
partment has a simple 'linear' type of model. The shrimp compartment 
because of its time dependent migration terms is a nonlinear type 
of model.
The Marsh Fauna Compartment. An important feature of this 
calibration technique is the decoupling which allows parts of the 
system to be separated and examined. Figure 7 shows the compartments 
involved in dead grass decomposition and marsh fauna in two different 
energy flow schemes. Thus in viewing the dynamic response of this 
part of the system, the time dependent variation of rate of decomposi­
tion of dead grass is specified as an input function.
No measurements on any detritus compartments were available.
But there is a general agreement (Teal J. M. (3)) that detritus in 
water is maximum in mid to late summer. This fact was used to pre­
dict the temporal variation of dry organic matter in detritus
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compartments. The details of this analysis are given in Appendix A. 
Thus the input to the marsh fauna compartment is defined as a 
function of time. Writing the balance equation for marsh fauna.
Using the nomenclature of the last section the above equation can be 
rewritten as follows.
per unit biomass and coefficient r£ is the respiration coefficient.
D
Values of both these coefficients are individually known from John 
Day et al (6). This yields a value of 16.0 Cl/year) for h^. Solving 
equation [3.5] as before.
Least squares estimation of h2 was obtained with equation [3.7]. 
Using this value of the residual sum of the squares can be cal­
culated. Residual sum of the squares for representation 'a' was 
1.724 and that for representation 'b' was 9.28. Thus on this basis 
representation 'a' was selected as a dynamically satisfactory 
representation for decomposition of dead marsh grass. Table 5 
summarized this result and given predicted vs. measured values for 
these two representations.
[3.6]
where d., = hj = r6 + k6>12
represents the production of marsh fauna
B6(t) » h2 Limit [L-1 (s + 2h ) ] [3.7]
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Table 5
Comparison of Two Compartmental Representations 
of Dead Grass Decomposition 
(Via Predicted Response of Marsh Fauna)
Month Marsh Fauna Biomass (gm org/m2)
Measured Predicted
Representation
a
Representation
b
August 9.40 8.7 6.6
October 6.10 6.5 6.1
December 4.70 3.7 5.9
Residual sum of squares 1.72 9.28
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The shrimp compartment:
The mathematical model for the shrimp compartment is a "nonlinear" 
type of model. Grouping similar terms the mathematical model for 
the shrimp compartment can be written as follows
2z
dt
= -(r? +  k7il2 + k 7>13 + c7> B7 - In2 >7E ^t)B 7
+ m1>7 f? + e, k5>7 B5 [3.8]
where E(t) is the seasonal out-migration trigger.
Using the nomenclature of this chapter the above equation becomes
dB 4
d T  —  h i B ? +j!2 hjdj [3.9]
where
hl - r? + k7>12 + k?jl3 + c?
h? = m2 7 d2 = E(t) B7
h 3 = ml,7 d3 = f7
h4 = e7k5,7 d4 = B5
In the above equation h^ and the functions B^ and f7 are known. 
The basis for selecting the form of each function and the literature 
data used in calculating values of each individual coefficient will 
be discussed in the next chapter. It is important to note that B7> 
occuring in the second term on the right hand side of equation [3.8], 
had to be specified as a known function of time before all dj’s could 
be specified as functions of time.
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Equation [3.9] can be solved using Laplace transforms, and an 
equation similar to [3.5] obtained as the solution. The hj's were 
then estimated via linear least squares. Table 6 lists the pre­
dicted as measured values of shrimp biomass.
Summary
In this chapter a quick and convenient method for parameter 
estimation for the estuarine model was developed. This method uses 
decoupling of state variables as a simplifying step. Hence comparison 
of a few different compartmental representations for a part of the 
system can be easily accomplished. This was illustrated by an 
example from the estuarine model. The method is not equally accurate 
for all types of models. A program for ecosystem model calibration 
was developed. This program is listed in Appendix F.
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Table 6
Comparison of Model Prediction with Measured Shrimp Biomass
Week
Measured 
y(gm org/m^) x 10^
Predicted 
y(gm org/m^) x 10^
2 1.0 16.0
13 5.0 33.0
18 59.0 67.0
20 89.0 88.0
22 98.0 97.0
25 113.0 92.0
27 78.0 86.0
29 50.0 85.0
31 ,47.0 86.0
33 30.0 39.0
38 28.0 36.0
41 67.0 76.0
44 84.0 65.0
27 21.0 33.0
50 2.0 12.0
(y-Yj2 = .0185 Y - .051 Cy-y)2 = .0052
Overall correlation coefficient = 0.848 
Critical correlation coefficient (95%) = 0.576
CHAPTER IV
BARATARIA BAY MODEL CALIBRATION
In the second chapter a mathematical model for an estuarine 
ecosystem (Barataria Bay, Louisiana) was obtained. In the last 
chapter a simple method for obtaining least square estimates of the 
model parameters was obtained. The results of the model calibration 
efforts for the Barataria Bay Model are discussed in the first section 
of this chapter. The predictive capabilities of the model are illus­
trated by considering some typical variations of the natural forcing 
functions.
Model Calibration
In the mathematical model for the Barataria Bay estuarine eco­
system, the model parameters must be estimated and the forcing functions 
such as solar radiation and temperature must be specified, before the 
predictive capabilities of the model can be realized. Therefore, the 
specification of natural forcing functions is considered first, fol­
lowed by a discussion of model parameter estimation.
Specification of forcing functions. Incident solar radiation and 
temperature are two forcing functions which must be specified as 
functions of time. Incident solar radiation will have a maximum at 
the summer solistice, and the variation in the daily averaged solar 
radiation has been successfully modeled as a sinusoidal function of 
time with a period of one year by Sundaram and Relm (37). The solar
45
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radiation was therefore specified as a sinusoidal function of time 
with maximum on June 21st, the summer solistice. The average value 
of solar radiation and the amplitude of the sine function was fixed 
using solar radiation incident on Barataria Bay as measured by Gos- 
selink (28).
The daily air and water temperatures for Barataria Bay area 
have been measured Lindall et al (5). Vora (38) averaged this twelve 
year temperature data to obtain a monthly averaged air and water tem­
perature. Since in this modeling effort a lumped parameter repre­
sentation was to be obtained the bay temperature was specified as 
a Fourier series fitted to the average of air and water temperature.
The incident solar radiation and temperature functions thus 
obtained are given in Table 7.
Strategy for estimation of model parameters. In estimating the 
model parameters the following basic strategy was used. If the 
model parameters were available from literature then these values 
were used. Failing this, a least squares estimate was obtained by 
the method described in Chapter III using available biomass data. If 
the parameter values were not available from literature and if suf­
ficient biomass data was not available, the parameters were calcu­
lated using yearly averaged food web data. Thus a model parameter 
estimation falls into one of these three cases and they are discussed 
in that order.
Model parameters available from the literature. In a few cases, 
the mathematical representation of a transfer rate used in this work 
was exactly the same as one previously reported in the literature. 
Often these numbers could be incorporated into this work.
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Table 7
The Natural Forcing Functions for Barataria Bay Estuary
Daily averaged solar radiation 
I = T  1 + 6Cos[27r(t - tQ)]
I = 346.76 (Langley/day) 
6 = 0.40845
t = 0.472 (years)
Bay temperature;
4
T = a + T. a (Sin (2irit) b. Cos (2-rrit) 
° i-1 1 1 .
a = 22.2 (°C) 
o
= -3.1 (°C) bi = -8.0 (°C)
a2 = -.4 (°C) b 2 = -.9 (°C)
a3 = 0.0 (°C) b 3 = 0.1 (°C)
a4 = 0.2 (°C) b 4 = 0.1 (°C)
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For example, respiration by marsh grasses has been extensively 
studied by Teal (36), who estimated the metabolic quotient and 
the respiration coefficient at zero degrees centigrate r^. A similar 
study of phytoplankton respiration has been carried out by Riley (32). 
A respiration loss coefficient for the rest of the compartments was 
available from John Day (6). Assimilation efficiencies for various 
compartments was also obtained from Day (6). The values of all the 
model parameters obtained from the literature are given in Table 8.
Least squares estimations of model parameters. The technique 
used for least squares estimation of model parameters has been dis­
cussed previously in Chapter III. Since this method does not require 
minimization of an overall system criterion, estimation of model 
parameters pertinent to individual compartments can be discussed.
Kirby (7) has measured the biomass of marsh grass in Barataria 
Bay estuarine complex. He divided his monthly biomass measurements 
into two groups namely the streamslde and the inland. Since in this 
study, a lumped parameter ecosystem model was being developed this 
spatial variation was neglected and an area-average biomass was cal­
culated from his measurements. Kirby has also measured the net 
production of this compartment. He concluded that the death rate of 
marsh grass is a maximum in winter due to colder temperatures and 
because marsh grass flowers in late fall. A temperature dependent 
death coefficient was formulated as indicated in Table 4.
Thus in the marsh grass compartment there are four parameters 
to be estimated p^, p£, a and b (Table 4). Since two types of data 
namely the net production data, and the biomass data were used, a 
weighted least squares estimate was calculated.
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Table 8
The Model Parameters from Literature
Parameter Value Ref. Parameter Value Ref.
rl 0.47 (1/year) Teal (36) r2
6.4 (1/year) Riley (32)
«1
3.0 II
^2
2.0 1!
r6
15.9 (1/year) Day (6)
r7
16.0 (1/year) Day (6)
r8
23.3 (1/year) II
r9
36.5 (1/year) II
r10
7.15 (1/year) II '
rll
7.15 (1/year) II
r12
7.15 (1/year) II
r13
8.1 (1/year) II
r14
10.2 (1/year) It
e6
0.5 II
e7 0.75
II
e8
0.27 II
e9
0.4 II
610
0.5 II
ell
0.5 II
e12
0.5 II
e13
0.5 II
e14
0.5 II
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As an example of the usefullness of weighted least squares, 
consider two points in the parameter space. At one point the overall 
correlation coefficient for biomass data was 0.653 when production 
was off only by 5.4 percent, while at the optimal point the overall 
correlation coefficient had increased to 0.80 with error in pro­
duction increasing to 16 percent. Kirby states that his method of 
measuring net production tends to underestimate the net production. 
The optimal answers were accepted because the model overall correla­
tion coefficient was statistically acceptable and because the net 
production as predicted by the model is higher than the measured 
value. A qualitative idea about the model behaviour may be obtained 
from Figure 8. The statistical information such as predicted and 
measured values and the overall correlation coefficient is given in 
Table 9. This table also compares the measured and predicted values 
of net photosynthesis.
Brkich et al (39) have measured the chlorophyll-A concentrations 
in Barataria Bay waters. Using conversion factors listed by Di Toro 
(40), the model predictions of water primary producer biomass in 
grams organic matter per square meter of bay were converted into 
chlorophyll-A per square meter of water. Brkich et al (39) also 
measured the gross photosynthesis in water. Considering the mathe­
matical model it is seen that the sum of coefficients k„ k„
2,5 2,o
^2 9* ^2 10 a^^ect t l^e water primary producer model. Thus p^, p^ 
and the sum of the coefficients are the three parameters to be 
estimated. A weighted least squares estimate of these parameters 
was obtained using chlorophyll-A and gross photosynthesis data.
Table 10 lists the statistical Information such as predicted and
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Measured Biomass
500.
250.
0
0 .5 1.
Time (years)----------- >
Figure 8
Comparison of Predicted and Measured Marsh Grass Biomass
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Table 9
Comparison of Predicted and Measured Values 
of Marsh Grass Biomass
Month
Measured
y(M i )
in*
Predicted
y ( * S H P >m*
March 90.0 128.0
April 185.0 167.0
May 185.0 250.0
June 250.0 327.0
July 304.0 367.0
August 365.0 337.0
September 396.0 289.0
October 380.0 227.0
November 221.0 188.0
December 97.0 154.0
January 96.0 123.0
February 85.0 115.0
March 131.0 128.0
April 202.0 167.0
y = 214.0
E(y - y)2 = 161000.0 E(y - y)2 = 58500.
overall correlation coefficient R=0.8
critical correlation coefficient at 95% confidence = 0.602
2
net photosynthesis measured = 1180. (gm org/m year)
2
net photosynthesis predicted = 1370. (gm org/m year)
% error = + 16%
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measured values and the overall correlation coefficient. This table 
also compares the measured and predicted values of gross photo­
synthesis. Figure 9 also compares the measured and predicted values 
of chlorophyll-A in water. Thus the sum of coefficients is now known 
and the individual values are determined by the following logic.
Zooplanktons are the main consumers of phytoplanktons. Riley 
(32) and Di Toro (40) have used this fact to model phytoplankton with 
zooplankton as the only consumer. In the present case, the water 
primary producer compartment consists of phytoplankton and micro­
scopic algae. This compartment has oysters and herbivores as other 
consumers. Hence the following breakdown of the net outflow from 
the primary producer compartment was proposed. Seventy-five percent 
of the outflow goes to the zooplankton compartment while five percent 
is accounted for by natural death and therefore goes to the detritus 
in water. The total food intake of herbivorous fish was available 
from John Day et al (6) as 1.9 percent of the water primary producer 
outflow. The rest 0-8.1 percent) goes to oysters. Individual coeffi­
cients were calculated from these percentages.
Kirby (7) has also measured the dead grass organic matter and a 
first-order rate-coefficient for total output of dead grass around 
the year. Both of these measurements were divided by him into two 
groups, namely the streamside measurements and the inland measurements. 
Since a lumped parameter representation is desired, an area-average 
of these two groups of measurements was calculated to yield a value 
which would be representative for the entire bay. A metabolic 
quotient type (Arhenius type of chemical kinetics nomenclature) of 
temperature dependency was fitted to the rate coefficient data.
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Figure 9
Comparison of Measured and Predicted Values of Water Chlorophyl
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Table 10
Comparison of Predicted and Measured Values of Water Chlorophyll
Time Measured Predicted
Weeks mg Chi A| mg Chi A]y 2 Jm water-' y 2m waterV J
12 7.2 10.4
15 11.0 14.3
17 17.2 19.0
19 20.0 21.4
22 18.4 22.7
24 17.6 22.9
26 28.8 23.0
28 37.2 22.0
30 18.4 20.2
34 19.6 18.4
37 21.2 16.4
y = 19.7
E(y “ y)2 = 637.0 E(y - y)2 = 367.0
Overall correlation coefficient = 0.65
Critical correlation coefficient (95%) = 0.632
Gross photosynthesis was measured over a
2
period of 6 months at 35.85 (mg c/m hr.)
From this the gross photosynthesis averaged over
one year was estimated as 25.1 (mg c/m water hr.)
= 625.109 x 0,564 x 12 x 0.365 (gm c/m2 total yr)
o
= 62.0 (gm c/m total yr)
2
Program predicts this to be 56.8 (gm c/m total yr)
% Error = 8.4
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Table 11 and Figure 10 compare the measured and predicted rate 
coefficients. Since the total loss from the dead grass was measured, 
the measured rate coefficient represents the sum r» + k ,. The 
value of the respiration coefficient r^ can be estimated from 
yearly respiration loss from the dead grass compartment. Day et al
(6) estimated the total marsh microfauna respiration at 370 gram
2
org/m year. This represents the respiration loss from the dead
grass and the detritus compartments. Odum and DelaCruz (41) report
that the respirational loss from detritus on marsh is five times as
high as that on dead grass. Using these two facts, respirational
loss from the dead grass compartment can be estimated as 61.5 gm 
2
org/m yr. This number can now be used to obtain the value of r^.
Thus all the parameters pertinent to the dead grass compartment are 
now known. The model predictions are compared to the measured values 
in Table 12 and in Figure 11. The overall correlation coefficient 
test shows that the model is acceptable.
There are no measurements of detritus concentrations in Bara­
taria Bay. It is well established that detritus in the water is a 
maximum in late summer and a minimum in the winter (Teal (3)). This 
fact was used to obtain the sum of the output coefficients for the 
detritus compartments. The individual coefficients were obtained 
from yearly averaged food web data. The details of these calculations 
are included in Appendix A.
The marsh fauna biomass has been measured three times during a 
yeat' (Day (6)). These data have been described in Chapter III.
Briefly two compartmental representations for decomposition of marsh 
grass were considered. These were proposed by Kirby (7) and
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Table 11
Comparison of Predicted and Measured Values 
of Dead Grass Decomposition Coefficient
Month
Measured 
y (1/year)
^Predicted 
y (1/year)
January 1.12 1.21
February 1.17 1.33
March 1.50 1.75
April 2.19 2.60
May 3.49 3.49
June 6.14 4.33
July 4.58 4.73
August 3.01 4.63
September 2.77 4.02
October 2.43 2.80
November 2.02 1.89
December 1.63 1.35
y - 2.67
£(y - y)2 = 24.3 E(y - y)2 = 8.06 
Overall correlation coefficient = 0.82 
Critical correlation coefficient at 95% confidence = 0.632
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Table 12
Comparison of Model Predictions 
With Measured Dryweight of 
Dead Marsh Grass
Month
Measured 
y (gm org/m2 )
Predicted
A  ry
y (gm org/mz)
March 621.0 553.0
April 555.0 548.0
May 533.0 520.0
June 419.0 500.0
July 452.0 478.0
August 391.0 441.0
September 433.0 420.0
October 449.0 414.0
November 438.7 434.0
December 494.0 472.0
January 609.0 515.0
February 531.0 540.0
March 507.0 553.0
y - 495.0
£ (y-y)2 = 62000 E (y-y)2 - 27000
Overall correlation coefficient = 0 . 7 5
Critical correlation coefficient at 95% confidence = 0.553
Measured Weight
0 0.5 1.
Time (years) ;----- >
Figure 11
Comparison of Predicted and Measured Weight of Dead Marsh Gras
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Day et al (6). The one proposed by Day et al (6) represented the 
data better and was selected. Figure 12 shows the temporal varia­
tion in predicted marsh fauna biomass and compares it with the data.
There are two major commercially important species of shrimp 
namely the white shrimp and the brown shrimp. The shrimp compartment 
includes both of these species. The life cycle of shrimp and migra- 
tional periods of these species of shrimp has been reported by 
King (35) and Day (6). The brown shrimp biomass in Barataria Bay 
has been measured by Jacob and Loesch (42). The white shrimp biomass 
in Barataria Bay has been measured by Crowe (43). Peak migration 
periods into the bay for these two species is different. The peak 
migration for each species considered to be proportional to the peak 
measured biomass, thus leaving only the proportionality factor as a 
parameter to be estimated. The resulting function for shrimp migra­
tion into the bay is shown in Figure 13. Annual catch of shrimp has 
been reported by Lindall et al (5) as 4,544,000 lbs/yr from the 
Barataria Bay. This catch data was converted to a catch coefficient 
via the yearly averaged shrimp biomass. The coefficient for net pro­
duction or output from shrimp compartment to other consumer compart­
ments has been reported by Day (6).
Thus, there are three parameters to be estimated. These are 
Immigration coefficient, emmigration coefficient, and the detritus 
feeding coefficient. The least squares estimate of these three para­
meters were obtained as outlined in Chapter III. The resulting model 
predictions are compared with measured values in Table 6. The overall 
correlation coefficient shows that the model is acceptable statistically 
at 95% confidence. Figure 14 compares the predicted model performance
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m
17
.66 m
17
1.0
Sh
ri
mp
 
Bi
om
as
s 
or
g/
m 
).
64
Measured
.12
.06
0
0 0.5 l.o
Time (years) ----------- >
Figure 14
Comparison of Predicted and Measured Values of Shrimp Biomass
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with data. From this figure, it is clear that the model predictions 
are higher than measured values when measured biomass is low. The 
reason for this descrepancy can be found in the method by which 
actual measurements were converted into biomass. The shrimp were 
caught by a trawl and the trawl catch was converted to biomass by 
assuming a constant catching efficiency of 50%. The actual catching 
efficiency is probably higher for catching adult shrimp than for 
small juvenile shrimp. If this variation in catching efficiency was 
considered the model predictions will represent data even more 
closely.
The model parameters obtained via least squares procedure are 
listed in Table 13.
Model Parameters Estimated from Food Web
Since ecosystems have a period of one year, the net change in 
biomass of each compartment over one year period is zero. Thus there 
is no net accumulation over a period of one year. Therefore if inte­
grated average inputs and outputs for each compartment was obtained 
over one year period then they must balance out for each compartment. 
Thus if yearly averaged food flows are considered the balances may 
be written simply as algebraic equations. Using the average biomass, 
respiration coefficient, net production coefficient, assimilation 
efficiency data given by John Day (6), some of the outputs and sum of 
the inputs can be calculated. Thus for each compartment net output 
from that compartment to other compartments and sura of inputs to that 
compartment is known. This information can be combined with informa­
tion such as preferences in feeding habits of various compartments
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Table 13
The Model Parameters Estimated Via Least Squares
Parameter Value Parameter Value
2,5
2,9
5,7
m.
27
7,12
:7,14
0.045 I— ’(year
_day_
0.582
Langley
10.5 (1/year) 
day
year * Langley 
2.83 (1/year) 
42.4 (1/year) 
2.25 
0.019 (1/year)
18.1 (1/year) 
0.154 (1/year)
43.2 (1/year) 
1.69 (1/year) 
0.5 (1/year)
b
P/
K
2,8
C2,10
C3,4
:4,6
4,5
m.
17
c.
"7,13
.0112 m
year gm org 
58.3 (°C)
185.0
m
year gm org
10.2 (1/year) 
1.06 (1/year) 
0.406 (1/year)
10.3 (1/year)
53.5 (1/year)
2.27 f - L -  . f f l - s s a '
(year 2
4.13 (1/year)
3.5 (1/year)
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to yield an educated guess of individual food flows. The food web 
diagram for compartments 8 to 14 was completed in this manner.
Since the model is linear, the evaluation of model parameters
from yearly averaged food flows is a simple matter.
Yearly Averaged Flow
Coefficient = --------------------------
Yearly Averaged Biomass
All the model parameters evaluated in this manner are given in 
Table 14. Plots of model predictions for two typical groups namely 
•zooplankton and total fish biomass is shown in Figure 15 a and b.
Blue crab biomass has been measured by Forman (44). Least squares 
estimates were not obtained in this case because it would require 
evaluating three parameters with three data points. The measured 
biomass is compared with predicted biomass in Figure 16.
Predictive Capabilities of the Model
In the last section the mathematical model of the estuarine 
ecosystem was calibrated. This model can be used to predict the 
effect of system modifications. The system forcing functions such 
as solar radiation and temperature depend on the geographical loca­
tion of the bay. Hence this model can be used to compare performance 
of two bays with different geographical locations. Pertinent data 
on incident solar radiation, system temperature and marsh grass 
productivity was available for Sapelo Sound estuary in Georgia. The 
result of this analysis showed that Georgia marsh productivity is 
27% lower than Louisiana marsh productivity. The actual measurements 
have shown that Georgia marsh productivity is 26% lower than Louisiana 
marsh productivity.
68
Table 14
Model Parameters from Yearly Averaged Food Flows 
All parameters in (1/year) except where otherwise noted
Parameter Value Parameter Value Parameter Value
r5
24.8
m 25
46.0 00 7.04
k5,9
9.83
k5,10
0.062
k 5,ll
.222
k5,12
0.036
k6,12
0.106
Po
7.13*
C8
4.0
k8,12 ,
1.0
k9,ll
2.5 kio,u 0.439 k 10,13 0.152
k10,14
0.908
kll,12
0.415
kll,13
0.401
kll,14
0.687
k 12,l4
1.5
°12
0.513
C13
4.609
k 13,14
2.0
C14
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* units are
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By comparing the yearly averaged food-flows through each 
compartment, It Is clear that marsh grasses produce most of the food 
that passes through the entire system. Hence sensitivity analysis of 
marsh grass production will yield valuable information about sensiti­
vity of overall system productivity to different variables of the 
system. Thus the effect of variation in solar radiation, system 
temperature and amount of nutrients on marsh grass productivity was 
evaluated. Results of this analysis showed that solar radiation 
was the single, most important natural forcing function for this 
system.
Human interaction is manifested as fishing. Fishing also repre­
sents a major contribution to the economy of the estuarine region.
Any efforts to increase fishery profits via changing fishing stress 
can result in changes in other parts of the system. These effects 
can be quantitatively predicted by this model. Thus sports fishery 
represents a major fishing stress on mid-carnivores fish. Any in­
crease in this sport fishery results in a decrease in top carnivores 
fishery. This model can quantitatively predict such effects.
In the following sections each of these examples of predictive 
capabilities of the model are discussed in more detail.
Geographical location of the bay. The system forcing functions 
that are clearly functions of geographical location, are the incidental 
solar radiation and temperature of the system. Thus solar radiation 
reaching the top of the atmosphere decreases with increasing lattitude. 
The temperature of the system and the solar radiation reaching the 
system depend on cloud cover and on solar radiation reaching the top 
of the atmosphere. All these variables can be seen to be a function
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of geographical location. Other parameters of the system that will 
vary from bay to bay are the ratio of marsh-area to water-area of 
the estuary, and the amount of nutrients available. Most of the con­
sumer species (species that cannot obtain energy directly from the 
sun) occur over the water-area. Most of the primary production occurs 
over the marsh-area. Hence, the ratio of marsh-area to water-area is 
an important parameter of the system that determines concentration of 
food available to consumer species.
Predictive capability of the model was tested by comparing the 
marsh grass production predicted by this model with measured marsh 
grass production. The data required for simulation is as follows.
Solar radiation reaching the system 
Temperature of the system 
Amount of nutrients available 
Solar radiation reaching the system as measured by Nimbus II 
weather satellite was obtained from Raschke and Bandeen (45). These 
measurements were for summer. A solar radiation function similar to 
one shown in Table 7 was considered for the Georgia estuary. Param­
eter I was adjusted to yield the same maxima as the measurements.
The system temperatures were taken to be the same as Sapelo Sound 
temperatures recorded in climatic data (46). Since data on concentra­
tion of nutrients in Sapelo Sound estuary was not easily available this 
was assumed to be comparable to the Barataria Bay estuary. Various im­
portant parameters of Sapelo Sound estuary are compared with Barataria 
Bay estuary in Table 15. This table clearly shows that predicted and 
measured net production of marsh grass are in good agreement.
Sensitivity Analysis of Marsh Grass Production. Solar radiation, 
temperature and amount of nutrients are the three important system
Table 15
Impact of Geographical Location 
on Production of an Estuary
1 Lattitude Yearly Average Values of
)
Solar Radiation 
Ly/day
Temperature
°C
Marsh
Produt
gmorg/m
Measured
3rass 
at ionZyr
Predicted
Catch by 
Man 2 
emore/m vr
Barataria Bay Estuary 
Louisiana 20° 20* 346.8 22.2 1182.8 1370.8 1.58
Sapelo Sound Estuary 
Georgia
30° 30* 311.5 20.5 867.81 998.9 1.21
°A Reduction 10.2 7.65 26.6 27 23.4
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forcing function that affect the marsh grass productivity. The 
marsh grass production is a seasonally varying variable. Hence an 
effort was made to quantitatively evaluate the seasonal and overall 
effect of each forcing function on marsh grass productivity.
To evaluate the effect of each forcing function the net produc­
tion of marsh grass was evaluated as a seasonal variable for various 
values of forcing function. The values of forcing functions at 
Barataria Bay were, considered as the base case. Runs were made by 
changing one forcing function while keeping all other forcing functions 
at base level. Thus the individual effect of year around reduction 
of 5% in solar radiation, 20% in temperature and 20% in nutrients was 
evaluated. Figure 17 shows the seasonal variation in marsh grass 
production for these four cases. This figure shows that the shape 
of the seasonal net productivity curve is not altered by a reduction 
in solar radiation and nutrients. While, a 20% reduction in tempera­
ture increases productivity by 110% in summer and only 52% in winter. 
This large difference in effect of temperature on productivity during 
summer and winter is due to exponential dependency of marsh grass 
respiration on temperature. Quantitative information on the reduction 
in productivity is given in Table 16. This table clearly shows that 
a change in the solar-radiation function has the greatest effect on 
net production. Temperature ranks next, followed by the amount of 
nutrients. A reduction in amount of nutrients and solar radiation 
reduces the net productivity. While a reduction in temperature 
increases the net productivity of marsh grass.
Effect of changing fishing stress. Changing fishing stress on any 
compartment affects distribution of food in die food web. This can
Table 16
Sensitivity Analysis of Marsh Grass Production
Case Season Marsh Grass 
Productivity 
gm org/m2 y.r
% Change 
from base 
case
% Change in Production 
% Change in Forcing 
Function
Base Summer 2710 — '----
Winter 770 —
Average 1370 —
Summer 1820 -32.8 6.56
5% lower 
Solar
Winter 546 -31.8 6.36
Radiation
Average 931 -32 6.4
20% lower
Summer 5690 +110 -5.5
Temperature
Winter 1170 _ 52 -2.6
Average 2800 +104 -5.2
20% lower
Summer 2170 - 20 1
Nutrients
Winter 615 -20.2 1.01
Average 1090 -20.1 1.05
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Figure 17
Effect of Various Forcing Functions on 
Net-Production by Marsh Grass
reduce catch from other compartments. Change in fishing stress on 
one compartment can occur due to varying susceptibility of a species 
to different fishing gears, fishing season duration, etc. Mid­
carnivore fish represent a major food source for the top-carnivore 
fish. Hence an increase in fishing stress on mid-carnivore fish 
means a decrease in food for top-carnivore fish. This reduction in 
food available in turn reduces catch of top-carnivore fish. These 
interdependent effects can be quantitatively predicted by the mathe­
matical model. Figure 18 shows catch of mid-carnivore fish and 
catch of top-carnivore fish as a function of fishing stress on mid­
carnivore fish. For ease of comparison, increases and decreases are 
shown as percentages of normal values for Barataria Bay. This figure 
shows that a doubling of fishing stress increases the catch of mid­
carnivore fish by 90% but decreases the catch of top-carnivore fish 
by 2%. These numbers represent a relatively low interaction, but 
this is because a linear model was assumed to represent food flows 
between compartments. If a nonlinear biokinetic model truly repre­
sents the system, then the interaction can be much more severe.
This chapter discussed the calibration of the estuarine eco­
system model and indicated the types of studies that can be made 
with the aid of this model. A computer program for the simulation 
of estuarine ecosystem was developed. Appendix G lists this com­
puter program.
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CHAPTER V
ECOSYSTEM STABILITY ANALYSIS
The stability analysis being considered in this study for 
application to ecosystems is based on Liapunov's work. Before con­
sidering the detailed mathematics of the analysis, it is instructive 
to review the philosophy of Liapunov's concept of stability. Hence, 
following are not formal mathematically rigorous definitions of 
system stability but rather explanations that distinguish between the 
terms stable, unstable and asymptotically stable when referring to 
system behavior. Formal mathematical definitions of system stability 
are given by Koppel (47).
Liapunov's Stability Concepts
Consider a system which exhibits either a steady-state or a 
limit cycle. Then that steady state or the presence of that limit 
cycle can be termed the 'normal' operation for the system. If a sys- 
stem is disturbed from its normal operation, then one of the following 
cases will result:
(a) The system remains disturbed but does not move either 
closer or farther from its normal operation. The system 
is then said to be stable.
(b) The system moves closer and closer to its normal operation 
as time progresses. The system is then said to be asympto­
tically stable.
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(c) The system moves farther from its normal operation. The 
system is then said to be unstable.
Liapunov's stability analysis considers a deterministic system 
without any disturbances in its forcing functions, and without any 
effort to control or manipulate the system. Under these conditions 
Liapunov stability analysis can be used to classify a system as 
being stable, unstable or asymptotically stable. If a linear system 
is being investigated, then conclusions reached about stability are 
global. For a nonlinear system, there may be regions in which the 
system is either stable, unstable or asymptotically stable.
Analyzing the stability of an ecosystem is basically similar to 
analyzing the stability of a purely physicochemical system. Basically 
the procedure is to develop an overall system criterion namely the 
system Liapunov function. The system response is then analyzed by 
testing the Liapunov function. These tests predict whether or not 
the system once disturbed from its noraml operation, will return to 
its normal operation. For an asymptotically stable system, this 
analysis predicts that the system will return to its normal operation 
no matter how large the disturbance. For most physicochemical systems, 
these answers are a sufficient assurance of system stability.
However, in an ecosystem there is a certain finite lower limit on 
biomass below which that species is practically extinct. This lower 
limitation may be due to various biological factors including mating, 
protection from predators etc. An unfavorable disturbance in a 
natural forcing function occuring when biomasses are at the critical 
level can result in a disaster. Two very inportant forcing functions 
are solar radiation and temperature, and both of these forcing functions
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are highly weather dependent. For example, temperature can drop by 
as much as 10-15° below normal with the appearance of a cold wave, 
and atmospheric cloud cover can substantially reduce the solar radia­
tion reaching the system. Hence, it is important to analyze the 
effect of a disturbance in forcing functions on stability characteris­
tics of the system.
There are two basic steps in analyzing the stability of an eco­
system. The first step is to decide whether the system is stable, 
unstable, or asymptotically stable, in the absence of any disturbance 
in forcing function. The second step is to quantitatively evaluate 
the unfavorable disturbance in forcing function. Defining a critical 
biomass level for each compartment as the level below which the 
particular species in a compartment may not be expected to survive, 
the concept of critical biomass can be used to evaluate the maximum 
unfavorable disturbance that the system can withstand. For ease of 
understanding consider a single compartmental biomass. Figure 19 
shows a disturbance in a natural forcing function, and the response 
of biomass for various disturbance levels. The initial value was 
specified as the critical biomass. The maximum sustainable distur­
bance can be evaluated as the disturbance which makes the rate of 
recovery of the system zero. This can be analyzed by relating the 
dynamic response of the Liapunov function to the disturbances in 
forcing functions. This procedure is an extension of Liapunov's pro­
cedure for conservatively estimating the system transients.
This stability analysis procedure was applied to the Barataria 
Bay estuarine ecosystem. The transient response analysis was then 
performed to evaluate the effect of disturbances in various natural
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Critical Biomass and Maximum Sustainable Disturbance
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forcing functions on the system. This analysis yields important 
information about the effects of forcing function disturbances in 
terms of overall system response. The details of this analysis will 
be presented in the next chapter. The procedure described above was 
also applied to several other ecosystems to illustrate the utility 
of this procedure in analyzing certain critical features of an eco­
system that might otherwise go unnoticed.
Stability Analysis Procedure
This section discusses the basic Liapunov stability analysis 
procedure. A general ecosystem problem is then formulated into the 
Liapunov format, and the use of the Liapunov function in estimation 
of system transients is described. The procedure outlined attempts 
to separate the effect of disturbances in system forcing functions 
from the response of the undisturbed system. This particular analy­
sis is useful in conservatively evaluating the effect of disturbances 
in the forcing function on the system.
Method of Liapunov: The Liapunov method considers a system
represented by a set of ordinary differential equations, of the 
following form
x = f (x, t)
where
x = f (0, t) = 0 [5.1]
This condition simply states that the origin is an equilibrium point 
for the system. Suppose there exists a scaler function V ( x ) 
which satisfies the following properties for all x.
(1) V ( x ) > 0 x i 0
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(2) V (0) = 0
9V
(3) is continuous for all i [5*2]
(4) < 0 for x * 0 and = 0
at dt
Then the system is asymptotically stable at the origin.
Thus the basic procedure is to define a Liapunov function V (x) 
that satisfied properties 1, 2, and 3. The system stability is then 
tested by property 4. Thus,
If < 0 for x ^ 0, then the system is asymptotically stable
dV —
If « 0 for x # 0, then the system is stable.
If ~  > 0 for x ^ 0, then the system is unstable.
The problem of stability analysis has now been reduced to the 
problem of defining a Liapunov function that will yield maximum 
information about system stability. Depending on the mathematical 
nature of function f in equation [5.1], various methods for obtaining 
the "best" Liapunov function are available. (For example, see 
Gurel and Lapidus (48)).
Representing ecosystems in Liapunov format. In this section 
stability analysis of a general ecosystem is considered. A transforma­
tion of variables allows the system to be described in a Liapunov 
format. This development brings out the need for analyzing the effect 
of disturbances in forcing functions on the system.
Consider an n-compartment ecosystem that is driven by g(t), a 
vector forcing function, comprising such effects as solar radiation, 
system temperature, nutrients, and migrations into the system. A
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lumped parameter representation will yield the following equations.
I, t) [5.3]
The concept of 'normal' must be precisely defined, because a
measure of deviation form 'normal' is to be obtained. If S is defined 
as a vector of 'normal' values, then S represents either the limit
cycle or the steady-state of the system. The variable S must satisfy
the above equation, and
- f <S, G, t) [5.4]
where _  _
G are 'normal' values of g
A system characterized by a limit cycle can be converted to an 
equivalent system characterized by a steady state. This is accom­
plished by writing the equations in terms of variables averaged 
over the period of the cycle. This is a commonly followed practice 
in ecosystem modeling. Thus models of ecosystems with yearly averaged 
biomass are common and these models have a steady state. Inspecting 
equations [5.4] it is clear that if the system is characterized by 
a steady state then equation [5.4] becomes an algebraic equation and 
S becomes a vector of constants.
A transformed variable x may be defined as
x = B - ?  [5.5]
In order for the variable x, defined by equations [5.5] to be a 
valid Liapunov variable, the following condition must be satisfied.
Using equations [5.3] and [5.4] the above equations become
■5t l-ae - 0 “ ?» ^  ~ * t)
Obviously for f  I ^  = o = 0 g (t) » 6 (t)
Thus the effect of a disturbance in any forcing function, i.e. 
the effect on the system of any gj,(t) ^ G^(t) cannot be evaluated by 
the Liapunov stability analysis. Disturbances in forcing functions 
of an ecosystem occur naturally and the impact of these disturbances 
on the system must be evaluated in order to perform a complete stabi­
lity analysis of an ecosystem. The analysis that quantifies this 
effect is the subject of discussion in the following section.
Transient Response Analysis: The Liapunov function of a
system is an overall system measure. Thus the effect of any distur­
bance in the forcing function on the entire system can be quantita­
tively evaluated as its effect on the system Liapunov function. The 
basic idea for using the Liapunov function in transient response 
analysis is discussed below.
The aim is to obtain a mathematical equation that quantitatively 
relates every system disturbance to the dynamic response of the 
Liapunov function. This can be described by following equation for 
the system under consideration.
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S  - -tiV + E a *. [5.6]
i=l x
where a.^  is a constant, n may be a function of time, and represents 
a disturbance in forcing function.
It is important to stress the significance of each term in the 
above equation. The first term on the right hand side is the system 
response when there are no disturbances in natural forcing functions. 
Thus for a stable system n = 0, and for an asymptotically stable 
system n has a positive value. The first term on the right hand side 
represents a rate of recovery for the system when all its forcing 
functions are normal. Obviously this rate of recovery will depend 
on the particular point in state-space at which the system is located. 
The first term should evaluate the slowest rate of recovery over the 
state-space of interest.
Each term on the right hand side of equation [5.6] represents 
the effect of a particular disturbance on the Liapunov function. It 
is important to calculate the maximum possible effect a disturbance 
can have on the system. Thus the coefficient should be evaluated 
to obtain the maximum possible effect of a disturbance on the 
system Liapunov function.
The procedure for evaluating the coefficients of the above 
equation starts by considering the definitions of the Liapunov func­
tion.
The procedure for evaluating the coefficients of the above equa­
tion starts by considering the definitions of the Liapunov function 
and the mathematical model of the system. In general, this procedure 
involves considerable algebraic juggling and some simplifying
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approximations. The significance of each term must be retained in 
making these approximations. The details of this procedure vary 
considerably depending on the form of the Liapunov function, the form 
used in defining the Liapunov variable, and the form of the mathematic­
al model. The general procedure is outlined below.
From the particular manner of defining the Liapunov variable x
Substitution of S and x for B and of G and $ for g yields the follow­
ing equation
Note that G, S are explicit functions of time, hence the above 
equation may be written
Using the definition of the Liapunov function to evaluate its time 
derivative
f •»
3V
T
dx ' 3V '
3xV. J dt 3x ^ J
By comparing [5.10] with [5.6] it is clear that the first term can be 
obtained by setting 
¥  = 0
and evaluating n(t) by the following minimization.
( -dV
= f (B, G, t, S, g)
-t t  = f (x, G, S, *, t) [5.8]
•j-r = f(x, t) [5.9]
[5.11]
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Coefficients are also conservatively estimated to reflect the 
effect of disturbance in forcing function This procedure will
be explained in more detail when an example problem is considered in 
the next section.
Hence, the method of transient response analysis attempts to 
evaluate the effect of any given disturbance on an overall system 
measure, the Liapunov function. This is done by conservatively esti­
mating the impact of a disturbance as its maximum possible effect on 
the system. Which forcing function is more critical to overall 
system behavior can be estimated by evaluating the impact of a speci­
fied disturbance in each individual forcing function on the Liapunov 
function.
Ecosystem Stability
The Liapunov stability analysis procedure discussed in the last 
section is now applied to a general ecosystem with its typical food 
web structure. In general the food flow in an ecosystem can be ar­
ranged into a 'trophic' structure. Lindemann (53), Watt (1),
Gallopin (27), Odum (8). A hiarchy of species can be found such 
that each species on a lower trophic level are feed of species on 
higher levels. In other words the food flow is unidirectional and 
flows from lower level species to higher level species. Food flow 
can also be considered as energy flow, because in every food transfer 
chemical energy stored as food is being transferred. Application 
of laws of thermodynamics to this energy flow shows a strong reason 
behind the unidirectional nature of food flow in an ecosystem.
Second law of thermodynamics states that energy can only flow from a
§i
dB i-1 n
— -  - E F - R - Z F. . 1 - K + l ,  ...a fS.13
dt j=l 31 1 j-1+1 X3
Equations [5.12] and [5.13] are general ecosystea® equal l a w .  
Specific mathematical equations are obtained by specifying a perrteas-sR 
biokinetic model for each flow.
The above equations can be integrated over appropriate c i w  spaa 
to obtain equations in terms of time averaged variables. For e a s p i c  
yearly averaged values for time responses which are long coopered 
to a year.
Thus,
d B ' , n
- P' -R' - Z F* i - 1 ,  ...K
and
dt 1 1  j=i+l ^
d B ’ i-1 n
E F' - R' - E F' i • k + ff.B!
dt j=l 1 j=i+l ij
Using the definition of integral average.
F 'ij ""t f  Fij dt
o
Note that if F . . is a nonlinear function of B., and B4. Tfe-er 
F ’^  cannot be the same nonlinear function of and B' ..
Two commbnly used biokinetic models are the Lotfea-Volterra mmttei 
and Patten’s doner controlled model. These specific kinetic expres- 
sions will be analyzed by the Liapunov procedure in the following 
discussions. Since these two expressions exhibit widely different
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higher level to a lower level. Any feed-back linkage in the energy 
flow structure of an ecosystem would violate the second law of 
thermodynamics. Hence all ecosystems conform to this general 
trophic structure. A few examples of trophic level are given below: 
(i) Limnoplankton Ecosystem modeled by Mitchell (49)
(ii) Cedar bog Lake Ecosystem modeled by Williams (18)
(iii) Wolves of Royal Isle Ecosystem modeled by Rykil and 
Kuntzel (50)
(iv) Silver Springs, Florida, Ecosystem modeled by Patten (9)
(v) Trout stream Ecosystem modeled by Baer (51)
(vi) General Marine food chain due to Gross (52)
The importance of Liapunov stability analysis is illustrated in 
the following discussion by considering a general ecosystem food-web, 
and applying two of the most commonly used biokinetic models. A few 
generalizations which correlate ecosystem structure and stability are 
developed from the Liapunov analysis.
System equations. A general set of equations for the ecosystem 
are obtained by writing a material balance over each compartment. 
Consider an n-compartment ecosystem.
Let K be the number of primary producers in the ecosystem. Then 
the balance over the primary producer compartment yields the following 
equation.
" 2 F.. i=1* • • • K
1 i-i+i 13
n
[5.12]
A balance over the other consumer compartments yields
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dB^ i-1 n
I F - R  - E F., i - K + 1 ,  ...n [5.13]
dt j=l J1 1 j=l+l '13
Equations [5.12] and [5.13] are general ecosystems equations. 
Specific mathematical equations are obtained by specifying a particular 
biokinetic model for each flow.
The above equations can be integrated over appropriate time span 
to obtain equations in terms of time averaged variables. For example 
yearly averaged values for time responses which are long compared 
to a year.
Thus,
d B' n
~ P\-R'. - Z F' i - 1 ,  ...K [5.14]
and
dt 1 1 j-i+i
d B ’ i-1 n
E F' - R \  - E F' i = k + l,...n [5.15]dt j=1 ji i j=i+1 lj
Using the definition of integral average.
= I fij t J F±j dt [5.16]
Note that if F .. is a nonlinear function of B ., and B .. Then
ij i j
F' cannot be the same nonlinear function of B' and B ' .  
ij i j
Two commonly used biokinetic models are the Lotka-Volterra model 
and Patten's doner controlled model. These specific kinetic expres­
sions will be analyzed by the Liapunov procedure in the following 
discussions. Since these two expressions exhibit widely different
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stability characteristics, the effect of mixing these two expressions 
was also analyzed.
The Lotka-Volterra Model. The Lotka-Volterra biokinetic model 
predicts that each flow is represented by second order kinetics.
Thus consider the three major food flows in an ecosystem.
F ’ij " kij B *i B ’j l5*171
= P1IB'i [5.18]
R! - r, B* [5.19]
1 1 1
Substituting in the general equations [5.14] and [5.15] a Lotka- 
Volterra representation for the ecosystem is obtained.
dB*. n
- p± l'Bi - r± B 1, - k y  B*± B'j 1=1 ...K [5.20]
dB'j i-1 n
= Z k., B \  B', - r. B V  - I k. . B V  B
^  j=1 .i j ‘i i j=i+1 ij i j
i = K + 1 ...n [5.21]
The normal value of yearly averaged variables is constant and
dS'
S' = constant or  i = 0
dt
If the Liqpunov variables are defined as follows
B»
xl = £n — - [5.22]
b i
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disturbed it will remain disturbed. Thus if a disturbance in solar 
radiation exists for a while and then vanishes, this will disturb the 
system and then leave the system disturbed. The next disturbance 
in solar radiation will move the system further away or closer to 
its normal operation, depending on the sign of the disturbance.
Hence the system has a tendency for prolonged oscillations in biomass 
as a result of any disturbance in forcing function. This argument 
is further supported by a computer simulation of the Rykiel and 
Kuenzel (50) model of the wolves of Royal Isle.
The wolves of Royal Isle system were studied from an ecosystem 
point of view. Wide fluctuations in the wolf and moose populations 
were observed. Rykiel and Kuenzel (50) modeled this system by con­
sidering a three compartment ecosystem. The food-web considered is 
shown in Figure 20. Using Lotka-Volterra kinetics, the following 
balance equations are obtained.
dB'
r  = pi r  B'i ~ ki2 B'i b’2 ~ ri B’i t5-29idt
dB' 2
-d F = k12B,l B,2 - r2 B,2 - k2 3 B,2 B,3 [5*30]
dB'
J o k00 B' B'0 - r„ B'_ [5.31]
dt 23 2 3 3 3
The values of constants p^, k ^ ,  r^, r2 , k ^ ,  r3 and values of 
S'i» S'2 » S'3 were obtained from Rykiel and Kuenzel (50). Defining 
the Liapunov function and the Liapunov variable as follows:
B ’i
xi “ An [5.32]
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Figure 20
Wolves of Royal Isle Ecosystem Food-Web
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then time derivative is
dx. d Jin B' d Jin S'
1 _ 1 1
dt = dt ” dt [5.23]
Since S'^ are normal values of B'^
d Jin S ^  
dt
may be obtained from equations by substituting S'^ for B 1^. Thus
dx. n _
— A  = -E k S' (eXj - 1) + P. (I-I) i - 1 ,  ...K [5.24]
j=l+l J J
dx. i-1 n
-nr - E k S» (exj - l) - z k S' (exj-l) i=K+l ...n [5.25]
az j=l 31 3 j=i+l 3 3
Defining a Liapunov function as follows, 
n
V = £ S ^  (eXi - x± - 1) [5.26]
i=l
It can be easily varified that this function satisfies the required 
properties of a Liapunov function (See Appendix B).
—  = £ S' (eXi - 1) ^1. [5.27]
dt i=l 1 dt
Substituting for .-.XJL
dt
K 
£
1=1
= E P- S '. (e~* - 1) (I' - I') [5.28]
dt . , i i
Obviously for no disturbance in the forcing function, I' = I', 
the system is stable, but not asymptotically stable. That is if
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3
V = E 
i=l
(e - x± - 1) [5.33]
The computer simulation of equations [5.29] through [5.33] 
showed that for an initial value of ^ 0, the system remained 
disturbed with a constant value of the Liapunov function as the 
locus of the system. The resulting fluctuations in the biomass of 
moose and wolf compartments are shown in Figure 21. This simulation 
clearly showed that once disturbed from its normal operation a system 
represented by Lotka-Volterra kinetics does remain disturbed. Any 
disturbance in weather will move the system away from its normal 
operation, and because of the stability characteristics it will remain 
disturbed. Thus the system has inherent tendency for sustained wide 
oscillations. Field data on wolves of Roayl Isle ecosystem corrobo­
rates this analysis.
Patten's donor controlled model. Patten (9) has used a scheme 
in which each flow is represented by a doner-controlled, first-order 
kinetic expression. That is
[5.34]
[5.35]
[5.36]
Substituting the above expressions in the general equations, Patten's 
donor controlled representation for the ecosystem is obtained.
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Figure 21
Oscillatory Response of Lotka-Volterra Model of 
Wolves of Royal Isle Ecosystem
Defining Liapunov variables as follows and forming their time 
derivatives
[5.39]
dx
“dt
i = p . (I - I) - r. x. -E k . . x i = 1, ...K
1 1  j=K+l 13 1
[5.40]
dx. i-1 n
—r ~  = E k,, x. - r, x. - E k . . x., i-K+1, ...n [5.41]
dt j-i Ji J 1 1  j-i+i 1
This linear system of equations can be represented in matrix 
form as follows
x = A x + <1’ [5.42]
where A is a rectangular matrix and, in this particular case, $ is a 
vector of disturbance in solar radiation. Because of the nature of 
the mathematical model, matrix S contains zeros in the upper triangle. 
Its diagonal terms contain the sum of respiration and net biological 
production coefficients. In other words, the diagonal terms contain 
the reciprocal of the normal residence time of organic matter in each 
compartment. Let be normal residence time defined as
99
T . =
ri + Z kij 
1 j=i+l XJ
[5.43]
Then A may be written
^1
T,
0
kiJ
^1 
T .
0
0
-1
T
n
[5.44]
The stability of the linear system represented by equation [5.42] 
can be analyzed by finding eigen values of the matrix A. For this 
particular matrix the eigen values are given by diagonal elements of
zi
A. Thus represents an eigen value of the system. Since all the 
eigen values of the system are negative the system is asymptotically 
stable. Since eigen values also signify rate of recovery of the 
system, the slowest rate of recovery can be obtained form the largest 
residence time. Formal proof of this algebra is included in Appendix C.
Williams (18) has modeled the cedar-bog lake ecosystem using 
Patten's doner controlled kinetics. A three compartmental model as
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shown in Figure 22 was obtained. The numbers Indicate the value of
2
food flow In calories/cm year. The mathematical model may be 
written In the following form.
dB*
•L = p. I' - k._ B'. - r B'n [5.45]
dt K1 3,2 1 i 1
dB'
k. 0 B' - r0 B' - k 0 , B' [5.46]
dt 1,2 1 2 2 2,3 2
dB'
- d T  = k2,3 B,2 -  r3 B '3. [5‘*71
A computer simulation of this system shows that the system is 
asymptotically stable and does return to normal operation. This 
behavior is clearly shown by a plot of biomass of herbivores vs. 
biomass of carnivores. Figure 23 shows this plot, the initial condi­
tion was specified as half the normal biomass. The biomass value 
approached 5% of the normal value in half a year of real time. Thus 
conclusions reached by Liapunov analysis of the general ecosystem 
model were verified by this simulation.
Mixed Models. The above discussion clearly shows that two of 
the most commonly used bio-kinetic models represent two different 
stability characteristics. The effect of mixing these two models in 
representing an ecosystem is now investigated. The linear, doner- 
controlled model gives the system rapid recovery characteristics, 
whereas the non-linear model characterizes a system with undamped 
oscillations. A combination of models should result in a system 
characterized by damped oscillations. Rykiel et al (50) do have a
101
Plants Herbivores Carnivores
Photosynthesis
Respiration Respiration Respiration
« - -  ----
Figure 22 
Cedar Bog Lake Ecosystem Food Web
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Figure 23
Rapid Recovery Characteristic of Patten Model 
of Cedar Bog Lake Ecosystem
model of the wolves of Royal Isle ecosystem In which the primary 
production was modeled after Patten's doner-controlled kinetics. 
This mathematical model Is as follows..
[5.48]
[5.49]
[5.50]
Defining the Liapunov function and Liapunov variable as before, 
the time derivative of the Liapunov function is obtained.
Thus the system is asymptotically stable and will recover from 
a disturbance. This system was simulated on the digital computer.
An initial disturbance in the biomass of moose and wolf compartments 
was specified. The resulting response of the system is shown in 
Figure 24. The outer spiral in this figure represents the system 
path in the first two and a half years. The inner spiral represents 
the system path seven and a half years after the initial time. Thus 
the system is moving towards its normal operation although the rate 
of recovery is very low.
[5.51]
Obviously < 0 for x. ^ 0 dt x
dT ’ 0 for *i " 0
[5.52]
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Figure 24
Damped Oscillations Characteristic of Mixed 
Model of Wolves of Royal Isle Ecosystem
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Considering the expression for time derivative of Liapunov 
function, it is clear that the system recovers only if a disturbance 
exists in the first compartment, (i.e. < 0 only if x^ j6 0). This
type of stability characteristic can result from mixing bio-kinetic 
models. When a particular compartment (or compartments) drives the 
system to its normal operation, any disturbance in the system must 
be transmitted to that compartment before it can be nullified. Thus 
in such a system the rate of propogation of disturbance to that 
particular compartment is very important. This rate of propogation 
and hence the rate of recovery of the system depends on the relative 
order of magnitude of steady state intracompartmental food-flows.
The importance of relative order of magnitude of food-flow to the 
stability characteristics of the system can be illustrated by the 
second (mixed) model of wolves of Royal Isle ecosystem.
This system recovers from a disturbance due to the first com­
partment. Thus any disturbance in the second or third compartment 
must be propogated and converted into a disturbance in the first 
compartment. The rate of propogation of disturbance into the first 
compartment will depend on the importance to the first compartment of 
the communication linkage between first and second compartment. For 
example, if is a high fraction of total output from the first 
compartment then any disturbance in the second compartment will 
quickly affect the first compartment.
The above argument was varified by simulating equations [5.48] 
through [5.50] and plotting the response of second and third compart­
ment biomass. Initial conditions were specified as follows:
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first compartment - normal
second compartment - 20% higher than normal
third compartment - 10% higher than normal
Plots of second and third compartment biomass were obtained for 
different ratios of F.^ to total output from compartment one. These 
responses are shown In Figure 25, which clearly shows that as this 
ratio decreases the time of recovery to within a certain fraction of
the normal value increases. Another effect of a decrease in this
ratio is to increase the number of oscillations in biomass of a com­
partment .
Thus a mixing of Lotke-Volterra and doner controlled biokinetic 
models results in a mixing of stability characteristics at each model, 
and the system response is characterized by damped oscillations. Rela­
tive order of magnitude of the steady-state food flow affects the 
stability characteristics of the system studied.
Summary
The general characteristics of an ecosystem were analyzed from the 
stability point of view. This clearly showed the importance of transient 
response analysis in estimating the effect of disturbances in forcing 
functions on system behavior. The concept of critical biomass can be 
used in quantitatively predicting the maximum disturbance that a 
particular system can withstand.
The general ecosystem structure was considered. Mathematical 
models were written for this general structure using two commonly used 
biokinetic expressions. Liapunov analysis of these models was performed. 
This analysis showed that one mathematical model characterizes a system
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-1.4
r=»F^ 2 as fraction of total 
output from Compartment 1 
r = 0.5 
r = 0.16 
r = 0.05
Biomass of Compartment 2 -*
Figure 25
Effect of the Steady State Food Flow on the Stability
Characteristics
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having a tendency for wide fluctuations In biomass. On the other 
hand the second model characterizes a fast recovering system that 
quickly returns the various biomasses to their normal values. Thus 
one qualitative observation about whether or not the biomasses In a 
system have a tendency to fluctuate widely, can decide which one of 
the two models is more appropriate for a particular system. This 
conclusion reached by considering a general ecosystem food web was 
verified by computer simulation and by stability analysis of two 
simple ecosystems.
An ecosystem that was modeled using Lotka-Volterra kinetics was 
modified by representing just one food flow in doner controlled 
kinetics. This case which is intermediate between the two limiting 
cases considered before, illustrates how this change makes the system 
asymptotically stable. This leads to damped fluctuations in biomass 
for the prey and predator compartments. The degree of damping depends 
on the relative order of magnitude of steady state food flow in the 
system.
The transient response analysis of Lotka-Volterra model clearly 
showed the reason behind wide biomass fluctuations in that system.
Thus if any disturbance in natural forcing function appears, it leads 
the system to wide biomass fluctuations.
i
CHAPTER VI
ESTUARINE ECOSYSTEM STABILITY
In this chapter the calibrated Barataria Bay estuarine ecosystem 
model is analyzed using the Liapunov stability procedure which was 
presented in Chapter V. The critical biomass level concept was exten­
sively used to evaluate the maximum level of disturbances that the 
estuarine ecosystem can sustain. Although the numerical answers were 
obtained from a model calibrated for the Barataria Bay estuary, the 
same general trends would be expected in other estuaries. The tran­
sient response analysis was performed to evaluate the rates of recovery 
of various parts of the system. These rates of recovery were compared 
to identify the compartments and the food paths that are most critical 
to the stability of the entire system.
Due to the particular mathematical model of the estuarine system,
the stability analysis can be simplified. A quick inspection shows
that the primary producer compartments are not affected by biomass
level in the consumer species compartments. As a result, the stability
of the marsh-grass compartment and the phytoplankton compartment can
be individually analyzed. The stability of the dead-marsh-grass
compartment can be examined by considering the marsh grass death-rate
as a forcing function. The remaining compartments are represented by
interacting linear equations, and the stability of these compartments
must be tested as a unit. Thus the stability analysis of the estuarine
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system can be simplified into analyzing stability of four different 
parts of the system. These are the following: 
i) Marsh Grasses 
ii) Water Primary Producers 
lii) Dead Marsh Grass 
iv) Consumer Species
The analysis of these different parts can then be assembled 
together to yield important information about the stability of the 
entire system.
Stability of Primary Producers
The stability of the primary producers is considered together 
because of the similarity of mathematical equations representing 
biomass changes in marsh grass and water primary producers. These 
two equations are
2 T/10
^F=PiIBi-P2Bi-riQi Bl"kl,3Bl <6*1]
d B 2 r  *  x>2  / J / 1 0  n
dt " p3 2 ~ P4 2 " r2 2 2
(k2>5 + k2 8^ + k ^ g + k2jlQ) B2 [6.2]
The system forcing functions appearing in these equations are 
solar radiation, temperature, death rate of marsh grass, and nutrient 
levels. Temperature acts through respiration and nutrient levels 
act through the parameters p2 and p^.
Stability of the system in the absence of disturbances in forcing 
functions is tested first. If S ^ t )  and S2<t) represent the normal
Ill
limit cycle of and B2 then and S2 also follow equations 
[6.1] and [6.2].
T T  - *1 1 S1 - "2 S1 - rl «J/ M  S1 - k l,3 S1 t6-3 l
dS2 _ T c n q2 r nT/1° c
dt " P3 2 P4 2 2 Q2 2
(k2,5 + k 2,8 + k 2,9 + k 2,10)S2 [6,4]
Defining the Liapunov variables and functions as follows:
®1 2
vi = *1 [6-51
®2 2x = -£ v2 = x2 [6.6]
2 2
Stability of the marsh-grass compartment can be tested by forming the 
time derivative of V^.
dx. d Jin B. d Un S. x 1
_  = —  —  = _p2 s± (e - 1) [6.7]
dV x
- ^ = - 2  P2 Sx x2 (e 1 - 1) [6.8]
dVj_
Obviously -j£- < 0 for x^ / 0
and the marsh-grass compartment is asymptotically stable. The rate
dV]_
of recovery, — j^ - , is dependent on S^, the normal value of marsh-grass 
biomass .\Hence the rate of recovery is high during summer when normal 
biomass level\U high. This effect.of season on the rate of recovery 
is clearly shown Figure 26. With the initial condition specified
112
Summer
50 Winter
40
30
20
10
2 40 6 8 10
Time (weeks) ----------- >
Figure 26
Effect of Season on Rate of Recovery of 
Marsh Grass
as 25 percent of normal biomass, the biomass Increases to 41 percent 
of the normal biomass In ten weeks in the summer, but it only increases 
to 30 percent in winter.
Due to the similarity of the water primary producer model to the 
marsh grass model,, stability characteristics of water primary pro­
ducers are similar to those of marsh grass. Figure 27 shows the sea­
sonal effect on the rate of recovery of the water primary producers.
The recovery rate is high during summer and low during winter. Com­
parison of Figure 27 with that for marsh grass, shows that water pri­
mary producers have a much higher rate of recovery as compared to the 
marsh grass. For an initial disturbance occuring in summer, marsh 
grasses recover to within 41 percent of the normal value in five 
weeks, but water primary producers recover completely in the same 
period. This rate-of-recovery characteristic coupled with the high, 
steady food-flow from the marsh grasses to consumer species, makes 
the grasses a critical species in terms of system stability.
The effect of disturbances in forcing functions on stability 
characteristics of the primary producers can also be considered. 
Re-evaluating the time derivative of Liapunov function in the presence 
of disturbances in the forcing function yields
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Figure 27
Effect of Season on Rate of Recovery 
of Water Primary Producers
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Critical disturbances are the maximum sustainable disturbances. 
Thus these disturbances would make the rate of recovery of the system 
zero. These can be evaluated as the forcing functions that make the 
time derivative of Liapunov function zero. Thus If the critical 
biomass of marsh grasses is 25 percent of the normal biomass. Then
= in (1/4) = -1.41
and critical disturbances are
dxl n _ ? 2  ~ N , „T/10 . , v * rtT/10 . 7 .
dt " 1 4 ~ P2 rl 1 k 13*'*rl Q1 13
+ P1 (I - I) [6.11]
A critical disturbance in one forcing function is dependent on 
the disturbance level in other forcing functions. Some combination 
of critical forcing functions that make the system rate of recovery 
zero are included in Table 17. This table shows that if there is no 
disturbance either in nutrient level or in system temperature, then a 
disturbance of -9 percent in solar radiation can be sustained. This 
table also shows the level of each disturbance that can be sustained 
individually. Thus an increase in temperature, the amount of nutrients, 
or a reduction in solar radiation are detrimental to system stability. 
An important point to be noted is that each of the above mentioned 
changes decreases the net productivity of marsh grass. Due to highly 
stable characteristics of water primary producers, the effect of dis­
turbances in system forcing functions on stability characteristics of 
the water primary producers was not analyzed.
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Table 17
Critical Forcing Functions 
for Stability of Marsh Grass
Disturbance in Disturbance in Disturbance in
Solar Radiation Temperature Nutrients
% of Normal Value % of Normal Value % of Normal Value
0 +3 0
-9 0 0
0 0 -75
+59.0 +20 0
+4.25 + 5 0
-16.4 - 5 0
-34 -20 0
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Stability of the Dead Grass Compartment
The estuarlne food-web diagram In Figure 5 shows that the 
death-rate of marsh grass Is the only Input to this compartment. 
Biomass in this compartment is affected only by biomass in this com­
partment and that in marsh grass compartment. Since the marsh grass 
compartment was shown to be a stable compartment, stability of the 
dead grass compartment can be tested individually using the death- 
rate of marsh grass as a forcing function on the dead grass compart­
ment.
A change of biomass in the dead grass compartment is represented 
by the following equation.
forcing function. If S^(t) represents normal limit cycle of then 
it follows that
dB
—r—— = F [6.12]
and r~ are temperature dependent and F
[6.13]
Defining the Liapunov variable and functions as follows
a > 0
The time derivative can be formed as
[6.14]
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In the absence of a disturbance In either system temperature or 
death rate of marsh grass, the rate of recovery Is
dV3 ~ 2
S T  = _2a (k3,4 + r3> *3 [6-151
Obviously *^3 < 0 for x, ^ 0 and dead grass Is an symptotically 
dt
stable compartment. The rate of recovery Is dependent on (k_ , + r ) 
and hence the normal system temperature. The rate of recovery is 
high during summer and low during winter.
This effect of season is clearly shown in Figure 28. The initial
condition was specified as 25% of normal biomass. This figure shows
that in the summer the biomass increases to 40% of the normal value 
in one month but in winter it can only increase to 35% of the normal 
value in the same period.
The maximum sustainable values of forcing function can be obtained 
by setting the rate-of-recovery equal to zero. Inspecting equation 
[6.15] it can be seen that both temperature and biomass of marsh grass 
affect the rate of recovery of dead grass compartments. The inter­
dependence of two maximum sustainable disturbances is shown in 
Figure 29. This figure was constructed by setting the rate of recov­
ery equal to zero and solving for marsh grass biomass and temperature 
when critical dead grass biomass is at 25% of the normal value. These 
results were then converted into a percentage disturbance. The line 
in this figure represents locus of critical functions for summer.
This line can also be considered as boundary between the stable and 
unstable region.
Bi
om
as
s 
(% 
of
 
N
o
r
m
a
l
)
119
70 Summer
Winter
60
A
50
40
30
20
Time (weeks) ->
Figure 28
Effect of Season on Rate of Recovery 
of Dead Grass Compartment
% 
Re
du
ct
io
n 
in 
Ma
rs
h 
Gr
as
s 
B
i
o
m
a
s
s
120
70
60
50
Stable
40
30
20
10
6-6 -3 0 q3
Disturbance in Summer Temperature ( C)
Figure 29
Maximum Sustainable Disturbance in 
Marsh Grass Biomass and Temperature for 
for Dead Grass Compartment
121
Stability of Consumer Species
The stability of the primary producers and the dead grass com­
partment has been disucssed. The rest of the compartments are mathe­
matically represented as coupled linear equations. The stability of 
these consumer species is now considered. These differential equations 
have constant coefficients except two coefficients. These are the 
feedback coefficients of the shrimp and oyster compartments. The 
feedback coefficient for shrimp increases to a higher value during 
the season when shrimp migrate out of the estuary. The feedback 
coefficient of the oyster compartment increases to a higher value 
during oyster farming season. The forcing functions are rate-of- 
migration into the estuary for shrimp, planting of oysters, and fish­
ing effort by man. Additionally the decomposition rate of dead
marsh-grass, grazing, and the decomposition of water primary producers 
were considered as forcing functions in the stability analysis of the 
consumer species. The biomass change of consumer species can be 
represented as follows
dB = A (t) B +  1 1  [6.16]
where A is the matrix of coefficients, 
a is a vector of coefficients 
$ is a vector of forcing functions.
If S are normal values of B then, defining the Liapunov variables as 
follows,
x - B - S [6.17]
Because of the stability of a linear system is to be tested, a 
special method of constructing the Liapunov function was used
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(page 133, Koppel (47)). In this method a matrix equation is solved
SC
to obtain matrix U in the following form of a Liapunov function.
ss
V4 =  X  T U x [6.18]
S3
If the matrix U is positive definite then the linear system is 
asymptotically stable. The matrix U obtained for the consumer s p e d  
system is listed in Appendix D. This matrix is positive definite, 
hence the system is asymptotically stable.
The effect of disturbances in forcing function is now evaluated. 
System response in the absence of disturbances in forcing function 
for a linear system can be evaluated by methods discussed by Koppel 
(47, page 148). An equation of the following form is obtained.
dV4
- 3 T  -  - n v4 [6 - 191
Where n = minimum eigen value of [U~l fj]. n was evaluated at
16.94 in this case. Rate of recovery in the presence of disturbances
can be evaluated as follows.
dV4 -5
= -16.94 V. - 334$. - 0.21$ - 8 x 10 J$„ - .003$. [6.20] 
dt 4 1 2 j h
where $^ - fractional disturbance in decomposition of dead grass
$2 - fractional disturbance in water primary producer biomass.
$2 - fractional disturbance in shrimp in migration
$4 - fractional disturbance in oyster planting
The details of the procedure used to obtain numerical values of 
each coefficient is given in Appendix E. Considering 25% of the 
normal value as the critical biomass for each compartment, equation
[6.20] can be solved for the maximum sustainable disturbance by 
setting the system rate of recovery equal to zero. Various forcing 
functions appearing in the above equation are biomass of dead grass, 
temperature of the system, migration of shrimp, planting of oysters, 
and grazing and decomposition of water primary producers. Con­
sidering the numerical value of the coefficients, in equation [6.20] 
it is obvious that the decomposition of dead grass is the most 
important disturbance. Decomposition of dead grass depends on bio­
mass in the dead-grass compartment and the temperature of the system. 
Figure 30 shows a plot of maximum sustainable disturbance in tempera­
ture and dead-grass biomass. The stability regions are also indicated 
in this figure. If marsh area is reduced by forming new channels in 
the bay, this also represents a reduction in marsh grass production 
and hence a disturbance in decomposition rate of dead grass. Figure 31 
shows a plot of maximum sustainable reduction in marsh area and 
system temperature. Both Figure 30 and Figure 31 represent maximum 
sustainable disturbances for the summer season. Thus if a maximum 
disturbance of + 20% can be expected in temperature, marsh area to 
total area ratio based on this analysis, should not be reduced below 
0.41. The present ratio is 0.46.
Summary
Stability of estuarine ecosystem was analyzed by the ecosystem 
stability analysis procedure developed in Chapter V. This analysis 
showed that the marsh-grass compartment has slowest rate of recovery 
in primary producer compartments. The dead grass compartment also 
has a slow rate of recovery. The marsh grass produces most of the
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food that eventually passes through the system. This together with 
the slow rate of recovery of the marsh-grass compartment makes the 
(marsh grass)-(dead grass)-(consumer species) the most critical food- 
chain In the system. The values of different disturbances that the 
system can sustain were also evaluated. This analysis showed that 
for the marsh grasses solar radiation is the most critical natural 
forcing function.
Since the stability of different parts of the system can be 
analyzed separately, biomass in one part of the system can be con­
sidered as a forcing function for other parts. Hence for the estuarine 
system the critical biomass and maximum sustainable disturbance con­
cept can be used, to estimate the stability constraints dictated by 
one part of the system on other parts of the system. This type of 
analysis was used to evaluate the constraint on dead grass biomass 
dictated by stability of consumer species. A similar analysis showed 
the importance of distribution of marsh and water area to stability 
of estuarine ecosystem. Any optimal regional planning strategy should 
consider these stability constraints in more detail. The evaluation 
of these specific stability constraints should be an essential part 
of regional planning.
CHAPTER VII
CONCLUSIONS AND RECOMMENDATIONS
This research was aimed at formulating a method for analyzing 
the stability of ecosystems. Because of the exploratory nature of 
this research the conclusions are intended to be generalized state­
ments rather than specific numerical answers. This research outlined 
the general areas in which ecosystem stability analysis shows promise 
and it explored the kinds of questions stability analysis can answer. 
Therefore, conclusions about the stability of estuarine ecosystems, 
which represented the study model, give insight into other ecosystem 
behavior, but specific results should be extrapolated with care.
In this research, Liapunov's method of stability analysis was 
compared with conventional stability analysis methods such as 
McArther (20) and Leigh (25). The important facets where these two 
methods differ significantly are in the types of relationships used 
as inputs to the analysis, their applicability to system modifications, 
and the information they give about rates of recovery when the system 
is perturbed.
Conventional biological methods use steady-state relationships 
to analyze system stability, whereas the Liapunov method uses 
dynamic relationships. Stability analysis of a system requires 
conclusions about the dynamic response of that system. Hence the 
Liapunov method can be expected to give more accurate information
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as compared to the conventional methods. Applicability of the con­
ventional methods is limited, because these methods assume the 
presence of a steady-state. Hence the utility of conventional methods 
in analyzing the stability of a system being manipulated or altered 
to a different steady-state is limited. System modifications such 
as the addition of nutrients and the increase in fishing or hunting 
stress can be successfully analyzed by the Liapunov method. Con­
ventional methods do not yield any rate information such as the rate 
of recovery of the system, while the Liapunov method can be used to 
estimate overall rate of recovery of the system. This rate of 
recovery information can be used to estimate the maximum sustainable 
disturbance in various forcing functions and other parameters of the 
system.
If an ecosystem is to be optimally managed, then management 
strategy that maximizes benefits from that ecosystem should be formu­
lated. Obviously the ecosystem should be able to keep operating at 
this optimal point if the benefits are to be obtained. That is, at 
the optimal management point the system should be stable. If a 
stability analysis is carried out to evaluate stability limits on 
different parameters of the system, then these limits can be used 
as optimization constraints. The extended Liapunov stability analysis 
developed in this research can be used to obtain these stability con­
straints.
The stability of the Barataria Bay estuarine ecosystem model 
was analyzed in this manner. The stability of consumer species in 
the model places a lower limit on the decomposition rate of dead 
grass. Hence any optimal operating strategy should carefully consider
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any action that would significantly reduce the decomposition rate 
of dead grass.
The Liapunov stability analysis procedure was extended to allow 
evaluation of the impact of disturbances in forcing functions on 
stability. The analysis of the impact of forcing functions on the 
stability of ecosystems is important because ecosystem forcing 
functions are frequently highly weather dependent. This analysis 
can be used to evaluate stability limits on a parameter of the system 
as dictated by the maximum sustainable disturbance in that parameter.
For example, in the Barataria Bay estuarine ecosystem model the 
stability of consumer species places a lower limit on the rate of 
decomposition of dead grass and the transfer of decomposition product 
into water. Since this rate depends on the system temperature and 
the ratio of marsh-water area, a lower limit on the marsh-to-water 
area is a function of the temperature disturbance present. If the 
maximum expected temperature disturbance is 20%, then the lower limit 
on marsh to water area can be evaluated as 0.68. Thus in making 
optimal allocation of marsh area in Barataria Bay for alternate uses, 
further work to more carefully define the lower limit must be done.
Liapunov stability analysis can be used effectively as a guide 
in selecting species for an intensive data collection program. 
Stability analysis of a preliminary mathematical model can be used 
to indicate important stability characteristics such as critical links 
in the system, and compartments with sluggish response. Sensitivity 
of different links in the system can be analyzed. The most sensitive 
links should then be studied more intensively. The stability analysis 
of the Barataria Bay estuarine ecosystem model clearly shows that
130
marsh grass production and decomposition Is the most critical food 
path in the system. The critical character of this food path and 
meagerness of data on detritus kinetics indicates that an intensive 
data collection program is required to define the dynamics of the 
system.
Another critical feature of an ecosystem is the sluggish response 
of a particular part of the ecosystem. Compartments with slowest rate 
of recovery are critical compartments and should be studied more 
intensively. For the Barataria Bay estuarine ecosystem model, the 
present analysis indicates that decomposition of dead grass restricts 
the rate of recovery of the system. Again the analysis points to the 
process of decomposition of dead grass and indicates that more informar 
tion is needed.
The extended Liapunov method can be used to a great advantage, 
when the stability of the system is analyzed by "tearing" it into 
subsystems. In analyzing stability of a subsystem, linkages with 
other subsystems are considered as forcing functions. Thus the im­
pact of one subsystem on others can be analyzed by the extended 
Liapunov analysis.
For example, in the Barataria Bay estuarine ecosystem model, 
marsh grasses can recover from any disturbance that reduces their 
biomass up to 25% of normal value. If there is a disturbance of 
20% in temperature, then stability of the dead grass compartment 
dictates that marsh grass biomass should not be reduced below 47%.
Thus the dead grass compartment imposes a lower stability limit on 
marsh grass biomass. Such important information about impact of one
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part of the system on other parts can be analyzed by extended 
Liapunov analysis.
Stability analysis can be used to guide selection of a suitable 
biokinetic model for a particular food-flow in the system. This 
analysis showed that exclusive use of Lotka-Volterra kinetics can 
be made in modeling a system characterized by undamped oscillations 
in biomass. Exclusive use of Patten's doner controlled kinetics can 
be made in modeling a system characterized by damped oscillations 
in one part of the system and overdamped oscillations in the other 
parts of the system. The amount of damping depends on the steady 
state food-flow structure and the particular combination of bio­
kinetic models. This stability analysis of two of the most common 
bio-kinetic models showed a consistant and logical procedure for 
selecting a bio-kinetic model. Such studies of various other bio­
kinetic models should be carried out. This study can then be genera­
lized into a guide for selection of a bio-kinetic model.
A model calibration procedure was developed in this research.
This procedure yields a quick estimate of model parameters from 
biomass data. This method uses frequency response analysis to simpli­
fy the calibration problem to a linear least squares problem. This 
procedure decouples different state variables and allows parameters 
in the system to be calibrated a single differential equation at a 
time. This characteristic makes the calibration procedure highly 
versatile. Many alternate compartmental representations are usually 
suggested for an ecosystem. This method can be used to efficiently 
test many different representations in order to select the one that 
most satisfactorily describes its dynamic response.
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Since linearization is necessary before frequency response 
analysis is made, the method is exact only for linear mathematical 
models. However, a preliminary model calibration of non-linear 
mathematical models can be carried out by this procedure.
It is important to recognize that a dynamic model of the eco­
system must be obtained before the Liapunov method is used to analyze 
stability. If the resulting model is a constant coefficient linear 
model, then stability conditions obtained by Liapunov method are 
necessary and sufficient. For any other representation, the conditions 
are necessary but not sufficient. That is, the Liapunov method 
generally gives very conservative estimates. The conservativeness 
of the estimate depends on the particular Liapunov function used in 
the analysis. For example if a quadratic Liapunov function such as 
the one used in analysis of Cedar Bog Lake ecosystem is used to analyze 
the stability of Wolves of Royal Isle ecosystem, then absolutely no 
definite conclusions about stability behavior can be reached. Hence 
finding a suitable Liapunov function gets quite complicated for a 
complex mathematical model.
In summary, the Liapunov stability analysis as developed and 
extended in this work should yield valuable information to guide in 
the implementation of "ecological engineering" projects such as 
coastal zone planning, agricultural programs of pest control, and 
management of water resources.
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APPENDIX A
DETRITUS MODEL CALIBRATION
Two compartmental representations for decomposition of marsh 
grass are shown in Figure 7. The procedure used for calibration is 
now discussed for representation a.
The mathematical models of the detritus compartments may be 
written as follows:
Equation A-2 neglects the contribution of food flows in consumer 
species to feces input of compartment 5. Since this input is only 
about 1% of total input to compartment 5 no significant error is 
introduced in further analysis.
Values of h. and h r are evaluated such that function B e has a 
4 5 5
maximum in late summer. The maximum of function F„ . is known to
occur in late spring and this function has a period of one year. 
Frequency response analysis of A-l and A-2 yields the following
[A-l]
where h. = r. + k. c + e, k, , 
4 4 4,5 6 4,6
and [A-2]
where h
3,4
—1 12 
Phase Lag (F^ ^ + B^ ,) = tan (2tt h^) x — • months
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-1 12 
Phase Lag (B^ & B,.) = tan (2irh^) x months
The total phase lag between ^ and B^ is known, and h^,
can be evaluated by assuming h^ = h^. The calculated value of
h. = h c = 77.0 — i—
4 5 year
and h,.
APPENDIX B
A LIAPUNOV FUNCTION FOR LOTKA-VOLTERRA MODEL
In Chapter V a Liapunov function for a Lotka-Volterra model of 
the ecosystem was proposed. It satisfies the properties of a 
Liapunov function as shown in the following discussion. The proposed
Liapunov function is
_  n x.
V(x) - S S' (e 1 - x - 1) [B.l]
i=l 1
The properties it should satisfy are
1) V(x) > 0  x j 0
2) V(0) = 0
3) dVd r  cont*nu°us ^°r *
4) < 0 for x 5s 0 and = 0
dt dt
Property 1 Substituting x^ = 0 in [B.l], we get 
V(0) = 0
3V
If —  > 0 for x > 0 
Bx.^  i
3V
and —  < 0 for x, < 0 
ax.^  i
then V ( x ) > 0  ; x ^ O
Taking the derivative with respect to x^, of [B.l]
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S^ is normal biomass in a compartment * S^> 0
3 V ^
* Sign [ j^-] = Sign [ e - 1]
3V
and —  > 0 f°r x. > 03xi i
8 V
and —  < 0 for x. < 0
3x^ i
* V ( x ) > 0 for x t 0
Property 2. This was shown in the proof of property 1.
V(0) = 0
Property 3 Equation [B.2] represents a partial derivative of V with 
respect to x^. Inspecting equation [B.2] it is clear that the function 
V has continuous partial derives with respect to all x^.
APPENDIX C
STABILITY OF PATTEN'S DONER CONTROLLED MODEL
This Appendix gives detailed stability analysis of a system
represented by equation [5.42].
• • _
x = A x + ¥  [C.l]
where
A =
ij
1
T
Eigen Value Evaluation
Eigen values of Matrix A may be obtained by solving the following 
equation for A
(A - A I I = 0
where I = unity matrix
A = A - A I =
-1 -A 0
zl x
T
n
[C.2]
Expanding the determinant about the nth column
A = (-1) 20 (- A - X) A
n
where
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n-1
-I - A 
T1
ij Tn-1
- A
Continuing in this manner
A « (“  - A) (- - A)
n n-1
“  (- f -  - A) = 0 
T1
[C.3]
Obviously the solution is
A . Z i
i x .
1
i = 1 , 2 ,  n [C.4]
A suitable diagonalizing transformation for state variables of 
equation [C.l] is
y = D x
where matrix D satisfies the following condition
D A D
-1
1A, 0
n
= A
where A^ is the ith eigen value given by [C.4].
[C.5]
[C.6]
Defining a Liapunov function
—  T —
V = y y [C. 7]
obviously
V(x = 0) = 0
x -> -f- oo -*■ + 00 Hence V + 00
■ 2 A  2(A  v * >  dJA
9 V
obviously —  is continuous for all i. 
i
Hence the Liapunov function defined by equation [C.7] is a valid 
Liapunov function.
The stability of [C.7] can now be tested by finding V.
T
v = y T y + y y [C.8]
Using equation [C.5]
• •
y = D x [C.9]
substituting for x from [C.l]
. _ _
y = D [Ax] [C.10]
where $ =■ 0 to analyze stability in absence of disturbances. Sub­
stituting for x from equation [C.5]
= = = "I _
y s D A D y [C.ll]
Using equation [C.6] 
y = A y
Substituting in equation [C.8]
140
obviously because all A^ < 0
V < 0 for all y 4 0
O______________
and hence V < 0 for all x ^ 0
Minimum rate of recovery of the system is obtained as follows.
O
min r-Vi
n - —  [— i
Because x and y are linearly related minimization may be carried out 
over y
O
min r-V. 
n ■ —  [ - ]
2
°_________tp =    ^  ^-i y j
-V = -2 y 1 A y _ -2 t - 1
V -T-
y y n 2
x yii=l 1
[( 2 yJ)(A ,y,) - (2 ? Ay? )  2 ]
3G _ i = l  J 1 1  i = l  J J y l_—  = o = — J J --------------- i = 1,.. ,n
a y .
y 2 
1 Yj
Rearranging the equation
n „ n „
( £ yf) A. = E A.yf i=l,...n
^ j-i ^
Using equations [C.12] and [C.7]
V Ai = j  V tc .1 3 ]
Many values of y will satisfy equation C.13 and minimum value n 
is given by n = -2 A
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Substituting for AJ from B.4
i
2n = —  i = 1, ... n
Ti
Obviously overall minimum value is given by largest residence
time
Thus a system totally represented by Patten's doner controlled 
kinetics, is asymptotically stable, has a fast rate of recovery and 
the slowest rate of recovery can be evaluated from the largest time 
constant.
APPENDIX D 
STABILITY ANALYSIS OF CONSUMER SPECIES
Mathematical model of consumer species can be simplified to
S3
x = A X  [D. 1]
After putting $ = 0 for no disturbance, stability of the linear 
system can be analyzed by solving for matrix U in the following 
equation
AT U + U A = - W [D.2]
If matrix U is positive definite then the system is asymptotically 
stable. Matrix U was evaluated by solving matrix equation D.2. This 
matrix is listed on the following page. This is a positive definite 
matrix hence the system is asymptotically stable.
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Matrix U  x 10^
8.0 2.0 2.0
2.0 7.0 1.0 1.0
2.0 31.0
19.0 1.0 2.0
1.0 21.0 1.0 
1.0 13.0 2.0
58.0 1.0 1.0
2.0 1.0 58.0 1.0 1.0
1.0 1.0 1.0 1.0 55.0 2.0
2.0 34.0 2.0
1.0 1.0 2.0 2.0 46.0
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APPENDIX E 
TRANSIENT RESPONSE ANALYSIS
Liapunov function for consumer species compartments is given by 
equation [6.18] which is 
_  T - _
V4 = x U x [E. 1]
Forming time derivative of Liapunov function.
V = [(A x)T + 4> U x + x ^ [Ax+<I>3 
4
Rearranging
_  _ T= - _ _ _
x T [A U + U A ] x + ? T U x  +  x T U $  [E. 2]
4 = ^  ^ J
I II
Term denoted by I can be conservatively estimated as
I = -n v4
where n = minimum eigen value of [U W]
Using values of U and W from Appendix C, the following eigen 
values were obtained.
104.3 204.8 31.8 138.1
48.5 77.0 17,5
1.8.2 29.5 21.8
Thus n was evaluated as n = 16.94
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Term II Is to be evaluated at critical biomass. Using values 
of normal biomass at summer x is evaluated as follows:
-T - (5.5, 3.9, 1.6, .02, .15, .18, .012, .07, .02, .002, .005)
Using these values of x and values of U listed in Appendix D. 
Equation E-2 can be rearranged as follows.
°  —  5
V4 = -16.94 - 234<j>1 - 0.21(f>2 - 8 x 10 1 3 - . 003^
where <f>^ - fractional disturbance in dead grass decomposition
<J>2 - fractional disturbance in water primary producer biomass 
<f)g - fractional disturbance in shrimp immigration
(| - fractional disturbance in oyster planting
The value of V. at critical biomass level is 8.2.
APPENDIX F
FITTING PROCEDURE AND PROGRAM
A general computer program that can be used in the calibration of 
ecosystem models was written. This program utilizes the model cali­
bration technique discussed in Chapter III. The data input to this 
program and information available in the output of the program is 
discussed with an example in this Appendix.
Usually two steps are involved in calibrating a model. These 
are fitting a Fourier series to raw data and least squares estimation 
of model parameters. First the biomass data to be correlated is 
input to the program. Then a logical variable is read-in, which 
determines whether a model is to be calibrated or a Fourier series 
is to be fitted to the data. A Fourier series containing a constant 
term and four sine-cosine terms is fitted to the data. The coeffi­
cient of each term and variance of each coefficient is contained in 
the output of the program. The output also compares the predicted 
and measured values. Use of this program for model calibration is 
discussed, in detail, in the following section.
Consider the marsh fauna model calibration. Writing the balance 
equation for marsh fauna
dBfi
- d T " - (r6 + k 6,l2) B6 + e 6 k4 , 6 B4 ^
Substituting parameters available from literature (Table 8) the 
above equation becomes
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The program input consists of a feed-back coefficient for the 
compartment being calibrated, the number of inputs to that compart­
ment and the coefficients of the Fourier series fitted to each input. 
In the marsh fauna case B^, must be represented as a Fourier series to 
prepare input to the program. The model for the detritus compartment 
has been calibrated. (Appendix A) Combining this information with 
Fourier series fitted to the data on rate of decomposition of dead 
marsh grass, can be represented as the following series.
B^(t) = 12*6 - 2*0 sin (2irt) - 6*1 Cos (2irt) - 0-7 Sin (4iTt)
+ 0 ’1 Cos (4irt) [F— 3]
Thus the program input can be prepared as follows: there is one
input to the compartment, the coefficients of the Fourier series 
fitted to the input are as listed in F-3, and the feedback coefficient 
has a value of 16-0.
The entire input to the program is shown below.
Variable Column Number Card //
2 12 22
# of data points 3 1
The Biomass data 33 9.40 2
in 42 6.10 3
Week # and Biomass 50 4.73 4
Logical Variable, 1, 
for Model Calibration 1 5
Number of inputs to 1
the compartment
*Number of terms in
Fourier series J /
*Coefficlents of §
Fourier series :S:9 10
*Feedback coefficient ifi.n .. 11.
*Prepare one set of cards for each input
The output of the program is shown below.
LEAST SQUARE C0EFFICIENTS
.50750E01
VARIENCE 0F PARAMETERS
.2501E00 -
PREDICTED ACTUAL
8.69 9.40
6.56 6.10
3.73 4.73
CORRELATION C0EFFICIENT SQ = .898314E00
VARIENCE OF Y = .860222E00
1 0
20
30
40
50
60
70
80
90
100
110
120
130
140
150
160
170
180
190
200
210
220
230
240
250
260
270
280
290
300
310
320
330
340
350
360
COMMON/ELOCKO/YP(53)
DIMENSION Al( 10 ) * A 2( 10)« A3( 10)« A 4 (10)• A5 (10) .
1A6{10),YREAD(53).X{10.53).MM<10).C1(I 0*10) .C2(10 .10).RK<10 >. 
2X8AR( 10 >.Y< 53)
INTEGER T { 5 3 )
VARIAELES IN INPUT
N - NUMBER OF DATA POINTS
T - TIME IN WEEKS
LOGIC - LOGICAL VARIABLE LOGIC =0 FIT FOURIER SERIES 
Y - DATA ON DEPENDENT VARIABLE
LOGIC =1 FIT MATHEMATICAL MODEL 
NIN - NUM8ER OF INPUTS TO THE COMPARTMENT BEING CALIBRATED 
MM{ I) - NUMBER OF TERMS IN FOLRIER SERIES FIT TO INPUT I 
Cl(ItJ) COEFFICIENT OF J TH COSINE TERM IN FOURIER SERIES 
FITTED TO INPUT I 
C 2(I» J) COEFFICIENT OF J TH SINE TERM IN FOURIER SERIES 
FITTED TO INPUT I 
B - FEED BACK COEFFICIENT
READ!5. 1 )N
READ{5* 2)< T( I ),Y( I ) ,I = 1,N ) 
WRITE(6.5)(T(I).Y(I).I=1,N)
READ! 5. D L O G I C
LOGIC=0 FIT FOURIER SERIES
L0GIC=1 FIT MOOEL
IFCLOGIC»NE«0)GO TO 50
FIT FOURIER SERIES UPTO FIVE TERMS
DO 100 INT=1,5
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAI N 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
main
MAIN
MAIN
MAIN
MAIN
MAIN
MAIN
MAIN
MAIN
MAIN
MAIN
MAIN
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SUBROUTINE LSTSQ(X . Y,M ,N .LOGIC.I 0,RSQVAR.8) LSTS 1 0
COMMON/BLOCK O/YPC S3) LSTS 20
DIMENSION X ( 10.53),XT(53 . 10),XTX( 10.10) » XTY(10) .8(10) LSTS 30
1.VI 10. 10)»Y< 53>,XBAR< 10) LSTS 40
LSTS 50
THIS SUBROUTINE PERFORMS LINEAR LEAST-SQUARE ANALYSIS LSTS 60
THE METHOD USED IS TAKEN FROM DR « B R YANT * S CLASS NOTES PUBLISHED LSTS 70
BY LSU CONTINUING EDUCATION LSTS 80
LSTS 90
SUM1=0.0 LSTS 100
DO 1 1=1. N LSTS 110
1 SUMl = 5UMi + Y( I ) LSTS 120
YBAR=SUM1/N LSTS 130
SJM=0.0 LSTS 140
DO 2 1=1. N LSTS 150
2 SUM=SUM♦ ( Y ( I )—YBAR ) **2 LSTS 160
SUMCAT=SUM LSTS 1 70
IF(10 *EQ.0)GO TO 4 LSTS 180
WRITE(6.40 ) LSTS 190
DO 31 1= 1. N LSTS 200
MRITE(6.21)(X(J.I),J=1.M),Y(I) LSTS 210
31 CONTINUE LSTS 220
MRITEI6.3)SUM LSTS 230
4 CONTINUE LSTS 240
IFCLOGIC.EO.O)GO TO 5 LSTS 250
DO 6 1=1.M LSTS 260
SUM=0.0 LSTS 270
DO 7 J = 1,N LSTS 280
7 SUM=SUM+X{ I.J) LSTS 290
XBAR( I )=SUM/N LSTS 300
DO 6J=1.N LSTS 310
XI I. J )=X< I.J ) —XB AR ( I) LSTS 320
6 CONTINUE LSTS 330
DO 8 J= 1. N LSTS 340
8 YIJ)= Y (J )-YBAR LSTS 350
5 CONTINUE LSTS 360
1
5
2
n
o
n
CALL XTRX(X,M,N,XTX)
DO 9 1=1.M 
DO 9 J = 1»N
9 XT(J • I ) = X ( I ,J )
CALL INVERS(XTX.M )
CALL MULTPI XT,Y«N*M»XTY)
CALL MULT(XTX.XTY« M,B ) 
IFILOGIC.EQ .0 )GO TO 10 
B0=YBAR 
DO 11 J = 1 .M
11 B0=B0-B(J)*XBAR<J )
8(10)=B0
DO 12 J =1» N 
Y(J)=Y(J)+YBAR 
YP( J ) =Y6AR 
DO 12 1=1.M
12 YP(J)=YP(J)+B< I)*X( I.J )
DO 41 1=1,M
DO 41 J = 1,N 
41 X{ I, J >=X( 1 , J )+XBAR< 1 )
GO TO 13
10 CONTINUE
DO 14 J = 1,N 
YP(J)=0,0 
DO 14 1=1,M
14 YP(J)=YP(J)+8( I >*X( I,J>
13 CONTINUE
CALCULATE STATISTICAL PARAMETERS
SUM = 0 .0 
DO 15 1=1,N
15 SUM=SUM+(Y(I)-YP{I))**2 
V AR IAY=SUM/{N—M— 1>
IF(LOGIC.EO.O) VARIAY=SUM/(N~M) 
OO 16 1=1, M
LSTS 370 
LSTS 380 
LSTS 390 
LSTS 400 
LSTS 410 
LSTS 420 
LSTS 430 
LSTS 440 
LSTS 450 
LSTS 460 
LSTS 470 
LSTS 480 
LSTS 490 
LSTS 500 
LSTS 510 
LSTS 520 
LSTS 530 
LSTS 540 
LSTS 550 
LSTS 560 
LSTS 570 
LSTS 580 
LSTS 590 
LSTS 600 
LSTS 610 
LSTS 620 
LSTS 630 
LSTS 640 
LSTS 650 
LSTS 660 
LSTS 670 
LSTS 680 
LSTS 690 
LSTS 700 
LSTS 710 
LSTS 720
16
20
3
25
18
17
19
21
22
23
24
40
730
740
750
760
770
780
790
800
810
820
8 30
84 0
850
860
870
880
890
900
910
920
930
940
950
960
970
980
990
00 16 J=1* * LSTS
V ( 1•J)=VARIAY* XT X( I «J ) LSTS
RSQVAR=(SUMDAT-SUM)/SUMDAT LSTS
IF<IO.EO.O1RETURN LSTS
WR ITE ( 6 • 17 > LSTS
WRITE!6,18)(B! I ). I=1,M) LSTS
IF!L0GIC.EQ#1)WRITE!6,18)00 LSTS
WRITEC6.19) LSTS
00 20 1=1, M LSTS
WRITE(6*21 )( V( I•J )•J = 1*M ) LSTS
CONT INUE LSTS
WRITE!6 *22) LSTS
WRITE!6,23)!YP!J),Y!J).J=1,N) LSTS
WRITE(6.24)RSQVAR * VAR IAY LSTS
FORMAT!5X,« SUM OF SQUARES FOR DATA =• »FI 3•6) LSTS
FORMAT!4E15.6) LSTS
FORMAT!5X, 4E20.5) LSTS
FORMAT!IH1*‘LEAST SQUARE COEFFICIENTS • ) LSTS
FORMAT!5X.* VARIENCE OF PARAMETERS •) LSTS
FORMAT!IX,10E10.4) LSTS
FORMAT!7X,•PREDICTEO•,9X•* ACTUAL' ) LSTS
FORMAT!2F15.2) LSTS
FORMAT!5X# ‘CORRELAT ION COEFFICIENT SQ. = • .F15.6/5X, LSTS
•VARIANCE OF Y =*.E15.6) LSTS
FORMAT!1H1,20X,»X-Y DATA*) LSTS
RETURN LSTS
END LSTS
n
o
n
SUBROUTINE MULTP(A,C.N,M,B ) MULT 10
DIMENSION A(53.10)*C(53).B( 20 ) MULT 20
MULT 30
THIS SUBROUTINE MULTIPLIES A SQUARE MATRIX INTO A VECTOR MULT AO
MULT 50
DO 1 1=1. M MULT 60
B( I > = 0.0 MULT 70
DO 1 J= I .N MULT 80
B( I) = B( I)+A(J. I ) *C(J ) MULT 90
RETURN MULT 100
END MULT n o
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SUBROUTINE XTR X< X * M *N ,X TX ) XTRX 10
DIMENSION X( 10*53)*XTX(10.10) XTRX 20
XTRX 30
THIS SUBROUTINE CALCULATES MATRIX MULTIPLICATION XTRX 40
XTRX 50
DO 60 1=1.M XTRX 60
DO 60 J=1 * M XTRX 70
XTX( I •J ) = 0 .0 XTRX 80
DO 60 K=1,N XTRX 90
XTX( I . J )=XTX( I * J ) +X (I»K)*X(J»K) XTRX 100
CONTINUE XTRX 110
RETURN XTRX 120
ENO XTRX 130
1
5
8
SUBROUTINE MULT(A ,C.M ,B ) MULT 1 0
DIMENSION A< 10. 10)«C( 1 0) *B( 10) MULT 20
c MULT 30
c t h i s  s u b r o u t i n e  m u l t i p l i e s  a s q u a r e  m a t r i x  i n t o  A VECTOR MULT 40
c MULT 50
DO 1 1=1. M MULT 50
B( I > = 0.0 MULT 70
DO 1J=1.M MULT 80
1 B( I ) = E( I) + A( J. I )*C { J ) MULT <30
RETURN MULT 100
END MULT 110
Ln
VO
APPENDIX G
COMPUTER PROGRAM FOR ESTUARINE ECOSYSTEM MODEL
A general computer program that simulates the estuarine ecosystem 
was developed. The various coefficients of the model (Tables 8, 13, 
and 14) and coefficients of the natural forcing functions (Table 7) 
are included in the BL0CKDATA subroutine. Two types of simulation 
studies can be performed.
i) Specify an initial condition for biomass of various species 
and obtain the resulting response for ten years of real time.
ii) Specify any parameter changes via changing data cards and 
obtain the limit cycle of the estuarine ecosystem.
160
DIMENSION Z ( 14). ZNE tt{ 14 ) . SUM ( I 4 ) , F UN C 14 )» X K (4.14) MAIN 20
COMMON/INTGRT/IPRINT•KOUNT.DELT.T •T 1•TFIN.TLOGIC.ISTP MAIN 30
COMMON/BLOCK1/KJK.FINTIME,TO«X X (14) MAIN 40
INTEGER TYPE.CHANGE MAIN 50
REAL MGOUT S.MG17,MG27,M0UT7.M0UT5 MAIN 60
COMMON/BLOCKO/AVGRAC.VARRAD*PP(4 ).R(I 4) •R K U 3 . 1 4 )  « MG0UT5 » MG 17 . MAIN 70
1 MG2 7.C7,PLANTO.C80.C12.C13.C14.RK34.A, B MAIN 80
c MAIN 90
c VARIABLES IN IN=>UT. MAIN 100
c MAIN 110
c TYPE - SPECIFIES TYPE OF RUN TO BE MADE. MAIN 120
c X X U )  - INITIAL CONDITION ON BIOMASS 1. m a i n 130
c KJK - LOGICAL VARIABLE CONTROLS OUTPUT. MAIN 140
c MAIN 150
c ESTUARY MODEL. ECOSYSTEM DYNAMICS MAIN 160
c *** VARIABLE DICTIONARY *** MAIN 170
c Z -COMPARTMENTAL BIOMASS MAIN 180
c ZNEW -INTEGRATION ROUTINE VARIABLE MAIN 190
c SUM -INTEGRATION ROUTINE VARIABLE MAIN 200
c XK -INTEGRATION ROUTINE VARIABLE MAIN 210
c FUN -TIME DERIVATIVES OF BIOMASS MAIN 220
c IPRINT— COUNTER FOR OUTPUT AT MAIN 230
c INTERMEDIATE POINTS MAIN 240
c KOUNT -COUNTER FOR NUMBER OF STEPS MAIN 250
c DELT -INTEGRATION STEPSIZE MAIN 260
c T -TIME MAIN 270
c TI -CURRENT TIME MAIN 280
c TFIN -VARIABLE TO END INTEGRATION MAIN 290
c TLOGIC-VARIABLE TO END INTEGRATION MAIN 300
c ISTP -MAXIMUM NUMBER OF INTEGRATION MAIN 310
c STEPS MAIN 320
c KJK -VARIABLE CONTROLLING OUTPUT MAIN 330
c XX -INITIAL CONDITIONS MAIN 340
c ERR -RELATIVE DIFFERENCE BETWEEN MAIN 350
c BIOMASS AT TIME 0 AND I YEAR. m a i n 360
161
c THIS LOOP FINDS THE INITIAL CONDITIONS MAIN 370
c THAT RESULTS IN LIMIT CYCLES FOR EACH MAIN 380
c BIOMASS MAIN 390
c RC I ) - RESPIRATION COEF IC IANT FOR I MAIN 400
c RI - RESPIRATION COEFICIANT FOR I MAIN 410
c RK34 - ALPHA IN MODEL MAIN 420
c M2I - COEFICIANT FOR EXPORT FROM I MAIN 430
c MGUTI - YEARLY AVERAGED OUTMIGRATION OF I MAIN 440
c Mil -PEAK RATE OF INMIGRATION MAIN 450
c AVGRAD - YEARLY AVERAGE SOLAR RAD IA TI ON MAIN 460
c VARRAD - VARIABLE COMPONENT OF DAILY AVERAGED SCLAR RADIATION MA IN 470
c MAIN 480
DELT =1•/I 04. MAIN 490
c MAIN 500
READ! 5* 688)TYPE MA IN 510
c TYPE= 0 CALCULATES THE LIMIT CYCLE OF THE ECOSYSTEM. MAIN 520
c TYPE= 1 SIMULATES TEN YEARS OF REAL TIME. MAIN 530
688 FORMAT!13) MAIN 540
1ST P= 104 MAIN 550
T 0=0 . MAIN 560
IF !TY PE .EQ «0 ) GO TO 4 MAIN 570
K JK=0 MAIN 580
CALL RUNGACZ.ZNEW.XK,SUM,FUN ,14,2) MAIN 590
3333 CONTINUE MAIN 600
ISTP=1040 MAIN 610
FINT IME=10. MAIN 620
c MAIN 630
READ!5* 6 8 8 )KJK MAIN 640
c KJK . 0 NO OUTPUT REQUIRED. MAIN 650
c KJK } 0 OUTPUT REQUIRED. MAIN 660
c MAIN 670
REAO!5*5)TO«!XX<I)»I=l»7) MAIN 680
READ! 5. 5) ( XX( I ), 1=0, 14) MAIN 690
15 FORMAT!8F10.4) MAIN 700
D O 10I=1•14 MAIN 710
10 XX! I)=0.254XX! I ) MAIN 720
CALL RUNGA{Z •ZNEW» XK , SUM, FUN , 14,2) MAIN 730
GO TO 3333 MAIN 740
STOP MAIN 750
4 CONT INUE MAIN 760
I STP=104 MAIN 770
KJK= 1 MAIN 780
DATA XX/133.27 118..25220,50 0.12 061, 7.96928,5.78567,3.09 38 2 ..00 993,MAIN 790
4.7224 1..93689,.0 627C,•3618e,.126C2, .00899 , .03154/ MAIN 800
DO 2lNT=l,2 MAIN 810
0021= 1. 14 MAIN 820
ERR=0.0 MAIN 830
IT I ME = 1 MAIN 840
1 X X ( I )=XX( 1)4(1,+ERR > MAIN 850
IF(I.GT.1.AND.ITIME.EQ.l>GO TO 3 MAIN 860
CALL RUNGAIZ.ZNEW,XK* SUM.FUN.14,2) MAIN 870
K JK=2 MAIN 880
3 IT IME=2 MAIN 890
ERR=< ZNEWI I )-XX< I))/ X X (I ) MAIN 900
WRITEI6.105)I* XX( I) ,ZNEW(I) MAIN 910
105 FORMAT(5X.•=•,12, 2 F 13.3) MAIN 920
IF<ABSCERR).GT.l .E-4 ) GO TO 1 MAIN 930
2 CONTINUE MAIN 940
KJK=— 2 MAIN 950
CALL RUNGAIZ.ZNEW,XK,SUM•F U N ,14.2 ) MAIN 960
STOP MAIN 970
END MAIN 980
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SUBROUTINE OERIV(Z *FUN.N) DERI 10
EQUIVALENCE (R(1).R1).(R(2).R2).(R(3).R3).(R(4),R4).(R(5).R5). DERI 20
1 (R(6)*R6).(R( 7 ).R7)*(R(8)»R8).(R(9) .R9).(R(IO) .RIO) OER I 30
2 .(R< 11>.Rl1 ).(R( 12).R12).<R( 13).RI3). (R(14) ,R14) DER I 40
REAL MG0UT5.MG17.MG2 7.MOUT7.MOUTS DERI 50
COMMON/ELOCKO/AVGRAD,VARRAD.PPC 4).R(I4).RK(13.14) .MG0UT5.MG17, DERI 60
1 MG27.C7.PLANTO.C80.C12.C13.C14.RK34.A,B DERI 70
DIMENSION Z( 14 ).FUN<14).BAVG( 14) DERI 80
COMMON/ I NT GRT/IPRINT. KOUNT . DELT « T « T1 . TF IN, TLOGIC •ISTP DERI 90
COMMON/ELOCK1/KJK.FINTIME.T0.XXC14) DERI 100
FLOW! I.J)=RK(I,J>*Z<I) DERI 1 10
TEMPI X > =22.175-3.11 09*SIN(2.*3.142*X)-8.0186*C0S(2.*3.142*X) DERI 120
1 -.4061*SINC 4.*3.142*X)-.93931* C O S (4.*3.142*X> DERI 130
2— .00877 73*SINI 6.*3•I4 2*X)♦.0 96233*COS(6.*3.142*X) DERI 140
3 + .243 37*SIN(8.*3.142*X) + .13399*C0SI 8.* 3.142*X> DERI 150
c DERI 160
c INITIAL CONDITIONS FOR INTEGRATION ARE SET UP IN THIS SECTION. DERI 170
c DERI 180
T=T0 DERI 190
DO 16 1=1. 14 DERI 200
16 ZtI)=XX(I) DERI 210
IF(KJK.GT.01RETURN DERI 220
PHOTO 1=0.0 DERI 230
PHOTO2=0.0 DERI 240
RESP1=0.0 DERI 250
RESP2=0.0 DERI 260
GO TO 30 DERI 270
ENTRY DER 1Z.FUN) DERI 280
c DERI 290
c TIME DERIVATIVES ARE CALCULATED IN THIS SECTION. DERI 300
c DERI 310
REALT=TEMP(T1> DERI 320
c TS IS SCALED TIME FOR INSOLATION CALCULATION. DERI 330
c TS1 IS TIME SCALED AS PART OF A YEAR BEGINING JANUARY. DERI 340
I=Tl DERI 350
TS1=T1- I DERI 360
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FUN! 5 > = FLOW! 2.5)+FLOW! 4,5>+FECES-!R5+MGOUT5)*Z15>-FLOW!5.7) OERI 1090
I — FLOW(5» 8)—FLOW!S.9)-FLOW(5,1O - F L O W (5.11 >-FLCW(5 .12) DERI 1100
RETURN DERI 1110
ENTRY DERFIN(Z) DERI 1120
DERI I 130
TERM I NAT IN OF INTEGRATION IS TESTED IN THIS SECTIGN. DERI1140
PROGRAM TERMINATES WHEN TFIN .GE.TLOGIC DERI I 150
DERI 1160
TFIN=l. DERI 1 170
TLOGIC= 2. DERI 1180
IF! K JK •GT•0 SRETURN DERI I 190
PROD1=PP!1 )*SRAD*Zi1l-PPi 2 )*Z!1 )**2 DERI 1200
PR0D2=PP< 3)*SRAD*Z(2)—PP!4)*Z!2)**2 DERI 1210
RESPI l=Rl*3.0**TNORM*ZC 1) 0ERI1220
RESPI2=R2*2.0**TNORM*Z!2) OERI1230
NETPl=PRODI—RESPI 1 DERI 1240
NETP2=PR0D2-RESP 12 DER11250
WRITE!6 * 1000JPR0D1.NETPI.PROD2.NETP2 DER 11260
FORMAT!1X.4E20.8) DERI1270
PHOTO1=PHOTOI+PROD1/104. DERI 1280
PHOTO2=PHOTO2+PROD2/104. DERI 1290
RESP i=RESP 1 +RESP 11/104* DERI 1300
RESP2=RESP2+RESP1I2/104, DERI 1310
IFIKOUNT.EO. 104JWRITE! 6. I CCO P H O T O l  , RESPI *PHOT 02 »RE SP2 DERI1320
RETURN DERI 1330
ENC DERI 1340
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SUEROUTINE IODATA!Z.N.ITIME) IODA 10
DIMENSION CALBIOl 53. 141.DMAX! 14 ) I CD A 20
OIMENSICN Z(14) IODA 30
COMMON/ INT GRT / IPR INT. KOUN T. DEL T * T » T 1 . TF IN . TLOG IC • I STP I CDA 40
COMMON/BLOCK1/KJK.FINTIME.TO.XX{14) IODA 50
IODA 60
OUTPUTS CALCULATED VALUES OF BIOMASS. IODA 70
IODA 80
FIRST ENTRANCE ITIME=1, SUBSEQUENT ENTRIES ITIME=2 IODA 90
IODA 100
1PRINT= IPR INT +2 IODA 110
I F( IT IME.EQ.1)M=0 I CDA 120
M= M +1 I ODA 130
IFIKJK.GT.0)RETURN IODA 140
00811=1.14 IODA 150
CALBICCM. I ) = Z( I) IODA 160
IFIM.LT.53 JRETURN I ODA 170
00821=1.52 IODA 180
WRITE 16.79 ) I.lCALBI01I,J ).J = 1 ,7) IODA 190
FORMAT!5X,I2.7F13.5) IODA 200
CONT INUE IODA 210
D0831=1,52 IODA 220
WRITE(6.79)I•(CALB101I.J).J=8.14) IODA 230
CONTINUE I ODA 240
RETURN I ODA 250
END tODA 260
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SUBROUTINE BLOCKDATA BLOC 10
REAL MG17.MG27.MG0UT5 BLOC 20
COMMON/eLOCKO/AVGRAD,VARRAD.PP(4),R(14),RK(13.14>»MGOUT 5 , MG1 7 » BLOC 30
1 MG27.C7,PLANT0,C8 0.C12,C1 3.C 14.RK34.A ,B BLOC 40
EQUIVALENCE (R(l).Rl).(R(2).R2),(R(3).R3).(R(4) ,R4) , (R(5)• R 5 ) , BLOC 50
I (R(6).R6).(R(7)«R7).(R(8)»R8 )•(R(9)*R9)« ( R ( 1 0 ) « R 1 0 ) BLOC 60
2 »<R(11).R11).(R(12>.R12>.(R(13),R13),(R(14),R14) ELOC 70
DATA AVGRAO,VARRAD/346.76,.4 084 507/ BLOC 80
DATA A, E/3.6* 6.9/ BLOC 90
DATA PP(1 ) .PP(2),R1/.045, .0111942..4693/ BLOC 100
DATA PPC3)* PP{4 ) ,R2 ,RK(2,5).RK(2.8)« R K (2,9) ,RK(2,10)/ BLOC 110
1 0 .58 18 212. 185.14.6.3875,2.82 702.10.2478.42.4053.1.06032/ BLOC 120
DATA R3.RK34/.019076,.405924/ BLOC 130
DATA R4,RK(4.5),RK(4,6>/18.093.53.51879,10.3151/ BLOC 140
OATA R5,M G0UT5 «RK(5,7),RK(5,8).R K (5.9).RK(5.10) ,R K (5.11 ).RK(5, 1 2 )/8L0C 150
* 25. 24,4 3.6263, .153781,9.422 71,13 . 1511 ,.0823877..2973971, .047785/BLOC 160
DATA R6.RK(6,12),RK(6,13)/15.8942..105815.0.0/ BLOC 170
DATA MG 17.MG27,C7.R7.RK(7.12).R K (7.13),RK(7,14)Z2.2 74 7,43. 159, BLOC 180
*4.13. 16.045.1.695,3.5.0.5/ BLOC 190
DATA PLANT0,R8,CeC.RK(8, 1 2 )/7 . 1 28 . 2 3. 2 5 , 4. 0 ,1 . 0/ BLOC 200
DATA R9.RK(9,11)/2fc.E,2.5/ BLOC 210
DATA RIO,RK(10.11),RK(10.13),RK(10,14)/ BLOC 220
1 7. 154.0.4 39 42 30.C.1523450.0.908232 0/ BLOC 230
DATA R 1 1.RK(11,12).RK( 11,13),RK( 11,14)/ BLOC 240
1 7. 154.0.415308 •0.4C08CCC.0.686892/ BLOC 250
DATA R12,C 12,RK( 12, 1 4 )/7.154,0.513.1.5/ BLOC 260
DATA R13,C13,RK( 13, 14 )/8.1074.4.6096.2./ BLOC 270
DATA R 14, Cl 4/ 10. 241 1, 0.5949/ BLOC 280
END BLOC 290
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SUBROUTINE RUNGA < Z•ZNE»•XK•SUM,FUN,N ,ICASE) RUNG 10
DIMENSION ZCN) .ZNEWCN),SUM(N )♦FU N (N ) ,XK(4,N) RUNG 20
DIMENSION CONI4.3).CON1(4 1.CON2C4) RUNG 30
COMMON/INTGRT/IPRINT•KOUNT.DELT.T.Tl,TFIN.TLOGIC.ISTP RUNG 40
REAL MM »NN RUNG 50
RUNG 60
INTEGRATION ROUTINE- USES FOURTH ORDER. FIXED STEP RUNGA—KUTTA RUNG 70
PROCEDURE. RUNG 00
RUNG 90
IF( ICASE.EQ.2) GO TO 415 RUNG 100
NN—2 •/ 3 • RUNG n o
MM=l./3. RUNG 120
R=NN*CMM-NN >/{4.*MM**2-2.*MM) RUNG 130
Gl=MM-4.*NN**2+5.*NN-2. RUNG 140
G2=6»*MM*NN-4.* MM-4.4NN+3. RUNG 150
S = ( 1 .—M M )* G 1/C2•*MM*(NN—M M )* G 2 ) RUNG 160
TT = ( 1 .-2. *MM )*( 1 .-MM )*( 1 .-NN )/(NN* (NN-MM) *G2 ) RUNG 170
P= 1 . RUNG 180
C O N K  1)=C 6.*MM*NN-2.*MM-2.*NN + 1 .)/(12«*MM*NN) RUNG 190
C O N K  2 ) = (2.4NN-1•)/( 12.*MM*(NN-MM)*(1.-MM) ) RUNG 200
CONIC 3)=( 2.4MM-1. )/C12.4NN*(MM-NN)*(1.-NN) ) RUNG 210
C O N K  4)=G2/( 12.*(1 .-MM)*< 1.-NN) ) RUNG 220
GO TO 416 RUNG 230
CONTINU E RUNG 240
MM=l•/2. RUNG 250
NN=1./2. RUNG 260
P=i. RUNG 270
T T = 1 .+SQRTCO.5) RUNG 280
R=0.5/TT RUNG 290
S = 1•— TT RUNG 300
CONICI)=1./6. RUNG 310
C O N K  2) = C 2.-TT )/3. RUNG 320
C O N K  3) =TT/3. RUNG 330
CONIC4)=1./6. RUNG 340
CONTINUE RUNG 350
C0N2C1)=0. RUNG 360
1
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00
O' in in o o
O' 4 « o «■*
4 4 4 4
420 ZNEWCJj=ZNEW(J)+SU*(J )
T = T ♦DELT 
KDUNT =K CUN T +1
IFIKOUNT.EQ.IPRINT)CALL IQDATA(ZNEW «N,2) 
CALL CERFIN(ZNEW)
IF (TF IN .GE.TLOGIC)RETURN 
IF ( KOUNT • GE • ISTP JRETURN 
GO TO 499 
ENO
RUNG 730
RUNG 740
RUNG 750
RUNG 760
RUNG 770
RUNG 780
RUNG 790
RUNG 800
RUNG 810
NOMENCLATURE
Symbol Units
a ta^ Coefficients as defined
A Matrix in mathematical model 1/yr
b,b. Coefficients as defined1
2
B Critical Biomass gm org/m
2
Biomass in compartment i gm org/m
2
B, Initial value of biomass gm org/m
c 
Ji 
*io
c^ Coefficient for catch by man for compartment i 1/yr
C^ Catch by man from compartment i gm org/m yr
d^ jth term in differential equation
D LaPlace transform of Fourier Series
 ^ representation of d^.
e_j Assimilation efficiency of compartment j
E(t) Seasonal trigger E(t) * 1 during season
E(t) = 0  at all other t
f Function notation
F Intracompartmental transfer from compartment i
to compartment j gm org/m yr
g System forcing function
G Normal value of g
h^ Parameters to be estimated
i Index as defined
I Solar radiation langleys
j Index as defined
k,. Transfer coefficient for F... 1/yr
ij ij
173
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K Index as defined
L LaPlace transform operator
mli Coefficient for migration into compartment i 1/yr
m2^ Coefficient for migration out of compartment i 1/yr
2
Migration into compartment i gm org/m yr
2
Migration out of compartment i gm org/m yr
n Order of the system
Parameters of the model
2
P^ Gross photosynthesis by compartment i gm org/m yr
Metabolic quotient for compartment i
r^ Respiration coefficient for compartment i 1/yr
Respiration loss from compartment i gm org/m yr
s LaPlace transform variable 1/yr
2
Normal biomass in compartment i gm org/m
t Time yr
T Temperature °C
U Matrix in Liapunov function
V Liapunov function
Vq Initial value of Liapunov function
W Unity matrix
x Liapunov variable
Greek Letters
a Coefficient in decomposition rate of dead grass 1/yr
2
0 Oyster planting gm org/m yr
2
(j> Feces production in water gm org/m
$ Disturbance in forcing function
n Coefficient as defined 1/yr
Subscripts
i Index
j Index
Superscripts
* Yearly average variable
Vector 
= Matrix
Normal value
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