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Sommario
L’elaborato di tesi analizza la migrazione collettiva cellulare in presenza e assen-
za di un campo elettrico esterno. Essa è un processo fondamentale per la fisiologia
e lo sviluppo degli animali, per esempio mantiene intatto e continuo un tessuto o
una struttura rimodellandola. Inoltre è stato scoperto che le cellule si muovono in
risposta a deboli campi elettrici in un processo chiamato galvanotassi. Ci sono vari
modelli che provano a spiegare questi fenomeni. Per analizzarli sono state osserva-
te delle colture cellulari di glioblastoma multiforme mentre rigeneravano un taglio.
Una coltura in presenza e una in assenza di un campo elettrico. Con l’ausilio del
programma “Imagej” e di python sono stati calcolati i valori del MSD (Mean Squa-
re Displacement), della VACF (Velocity Autocorellation Function) e della curvatura
dei fronti cellulari. Per i primi due valori è stato fatto un fit rispetto alla funzione
F = Dtb, per vedere la loro dipendenza nel tempo. I parametri di b per il MSD per i
diversi fronti sono risultati compresi tra 1.1/1.6, evidenziando un andamento super-
diffusivo. I parametri di b per la VACF sono compresi tra -1.2/-0.2 dimostrando la
presenza di forze deboli che agiscono sulla migrazione rendendo la velocità non au-
tocorrelata. Dallo studio della curvatura si è visto che le zone con questa positiva (in
assenza di sporgenze) tendono a non formare protrusioni mentre le zone in presen-
za di esse tendono a rimanere in questa posizione. Inoltre vi è una relazione tra la
curvatura e la diffusione, cioè a zone più negative di curvatura corrispondono zone
con diffusività maggiore. Non sono state rivelate differenze significative tra l’acqui-
sizione con e senza campo elettrico. Si è visto nel primo caso una diversa diffusività
tra i due fronti, destro e sinistro, maggiore nel fronte concorde al campo elettrico.
Questa incongruenza si è però osservata anche nell’altro caso per cui non si è potuto
concludere che il campo elettrico abbia influito alla migrazione.
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Capitolo 1
Introduzione
1.0.1 Migrazione cellulare
Migrazione di una cellula singola
La migrazione cellulare è un processo molto importante per la fisiologia e lo svilup-
po degli animali. La migrazione cellulare a livello di singola cellula è stata studiata
per molti decenni. Nella migrazione di una singola cellula, la meccanotrasduzio-
ne (conversione di un segnale meccanico in uno nervoso tramite meccanorecettori)
si verifica all’interno dello stesso corpo cellulare per formazione subcellulare di zo-
ne funzionali, vale a dire sporgenze del bordo superiore e retrazione della parte
inferiore che porta alla traslocazione del corpo cellulare[13]. Queste protuberanze
generalmente sono guidate dalla polimerizzazione dell’actina, e hanno bisogno di
adesione e di trazione sul substrato; quest’ultima può essere supportata da adesioni
focali basate sull’integrina, o relativi contatti con la matrice extracellulare (ECM)[23].
L’integrina è una glicoproteina che svolge il ruolo di collegamento tra cellula e matri-
ce extracellulare (ECM) e di trasduzione del segnale dalla ECM alla cellula, vi sono
molti tipi di integrina e molte cellule ne hanno svariati tipi sulla loro superficie. Nel-
la parte anteriore, RAC e CDC42 inducono riarrangiamenti citoscheletrici, compresa
la polimerizzazione rapida dell’actina, che portano alla formazione di protrusioni
di membrana e contemporaneamente promuovono il reclutamento di integrine con
l’ECM[18]. Nel caso il substrato sia formato da altre cellule, le molecole di adesione
cellula-cellula possono mediare questi contatti. In questo modo la cellula esercita
una forza di trazione per traslocare il corpo cellulare in avanti e ritrarre la sua parte
posteriore. Entrambi i processi richiedono contrazioni basate su actina e miosina. Le
cellule migranti sono solitamente indotte a muoversi in una particolare direzione a
causa di segnali esterni, in mancanza di questi si muovono in direzioni casuali. In
generale le singole cellule cambiano direzione frequentemente e per questo nono-
stante si muovano più velocemente rispetto ad un collettivo di cellule quest’ultimo
risulta più efficiente[23].
Migrazione cellulare collettiva
I meccanismi che sono in gioco nella migrazione della singola cellula sono gli stes-
si in ogni singola cellula durante la migrazione collettiva di flussi di cellule libere.
Tuttavia, nei gruppi di cellule coesive, i contatti cellulari modificano la distribuzione
delle caratteristiche classiche presenti nelle cellule di migrazione isolate. La migra-
zione collettiva di cellule coesive permette molte azioni che una cellula singola non
può fare, come: mantenere intatto e continuo un tessuto o una struttura rimodel-
landola; consentire alle cellule mobili di trasportare altri tipi di cellule immobili;
consentire alle cellule in migrazione di influenzarsi a vicenda, garantendo in tal mo-
do un’adeguata distribuzione cellulare e la modellazione di un tessuto; e consentire
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decisioni collettive che potrebbero essere più solide per il sistema[23]. La migrazio-
ne collettiva è un esempio di come gli organismi multicellulari non siano solo un
insieme di cellule indipendenti, ma cellule interdipendenti che agiscono insieme. Le
cellule posizionate nel fronte del gruppo vengono chiamate cellule leader, queste
percepiscono il microambiente e dettano la direzione e la velocità della migrazione
dell’intero ammasso cellulare mentre le altre sono chiamate cellule follower. Le pri-
me essendo più esposte ai segnali esterni giocano il ruolo principale nel rimodella-
mento dell’ECM durante la migrazione[18]. Durante la migrazione le cellule leaders
e follower possono scambiarsi in risposta a stimoli esterni che includono l’ECM, fat-
tori solubili e le cellule vicine[22]. Nonostante queste variazioni, la posizione delle
cellule leader rimane generalmente stabile per diverse ore o più. L’interazione tra
le cellule e l’ECM avviene principalmente attraverso integrine, che trasducono se-
gnali sia meccanici che chimici[8].A seconda dei tipi di cellule e dei substrati delle
cellule, diversi dimeri di integrina vengono coinvolti. La segnalazione mediata da
integrina risponde alla composizione e alla rigidità dell’ECM. Inoltre, le fibre nella
ECM controllano la migrazione dei flussi multi cellulari in vivo fornendo indicazio-
ni direzionali[1]. Il coinvolgimento dell’integrina con l’ECM porta al reclutamento
e all’attivazione di GTPasi (famiglia di enzimi idrolasi) come RAC e CDC24 i quali
favoriscono l’estensione della protrusione della membrana sul fronte cellulare. In
particolare questi inducono la polimerizzazione dei filamenti di actina nelle vicinan-
ze della membrana plasmatica, creando le forze di spinta richieste per la protrusione
della membrana[15]. In vivo, la migrazione collettiva è spesso promossa da fattori
solubili come chemochine o fattori di crescita. I fattori solubili promuovono il com-
portamento collettivo delle cellule in due modi diversi. Innanzitutto, la segnalazione
attraverso i recettori del fattore di crescita, come la segnalazione attraverso le integri-
ne, induce la polarizzazione e la formazione di sporgenze sulle cellule. In secondo
luogo, i fattori chemotattici inducono segnali intracellulari che controllano l’espres-
sione genica e definiscono le caratteristiche delle cellule leader[18]. Quando i gruppi
di cellule stanno migrando, le cellule leader sono collegate tra loro da strutture ade-
sive, come le giunzioni aderenti, per formare una linea frontale. Le caderine sono
le principali componenti transmembrane di queste giunzioni. Questa è una glico-
proteina che riveste la superficie della cellula dotandola di carica negativa, e media
l’adesione cellulare in presenza di Ca2+ il quale ha la funzione di collante. Questo
ione si intrapone tra due caderine di due diverse cellule permettendone l’adesione.
In partcolare le caderine sono un parametro essenziale che determina se le cellu-
le devono migrare attraverso o insieme alle altre cellule. A causa della loro stretta
associazione con il citoscheletro di actina, le giunzioni aderenti sono essenziali per
mantenere l’integrità del monostrato cellulare o del gruppo cellulare in migrazio-
ne. La compromissione della funzione della caderina diminuisce drasticamente la
dinamica collettiva delle cellule[3]. Anche se, nelle cellule di confine, la perdita di
E-caderina inibisce la formazione di protrusioni e blocca la migrazione senza alcuna
dissociazione dell’ammasso cellulare[21]. In assenza di giunzioni aderenti, le inte-
grine sono impegnate con l’ECM lungo l’intera periferia cellulare, per questo le spor-
genze si formerebbero in direzioni casuali e la persistenza della migrazione sarebbe
fortemente ridotta[24]. In generale il mantenimento e il controllo dinamico dei con-
tatti tra cellule e cellule è fondamentale per prevenire cambiamenti troppo frequenti
nella leadership e per preservare la coesione dei leader in migrazione e, più in ge-
nerale, del gruppo in migrazione. Le cellule leader non solo esplorano l’ambiente e
identificano il percorso di migrazione, ma contribuiscono in modo significativo alla
migrazione diretta dei follower[1]. Infatti le metalloproteinasi della matrice secrete
dalle cellule leader tagliano e rimodellano le fibre ECM per facilitare il movimento
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collettivo[1]. In particolare la secrezione dei componenti ECM da parte delle cellule
leader può cambiare drasticamente la composizione della matrice, in modo che i fol-
lower migrino su un substrato diverso sia per struttura che per natura dal substrato
iniziale incontrato dai leader. I cambiamenti nella composizione del substrato e nel-
la natura delle integrine coinvolte hanno un impatto sul comportamento migratorio
dei seguaci, aumentando l’organizzazione polarizzata del gruppo cellulare[18]. Le
cellule leader possono generare la maggior parte delle forze di trazione che trasci-
nano i seguaci dietro [7]. Le aderenze focali nella parte anteriore delle cellule leader
maturano e si associano ai cavi di acto-miosina per promuovere la contrazione del
corpo cellulare. L’analisi dettagliata delle forze di trazione e delle piccole attività
GTPase ha mostrato un chiaro accumulo di forze di trazione associate ad elevata
attività di RHOA sul bordo della lesione dei fogli epiteliali. Queste forze sono tra-
smesse attraverso i cavi longitudinali di agopunosina a diverse file di follower[16].
Anche i follower però possono partecipare direttamente alla generazione di forze di
trazione[26]. È stato dimostrato che la tensione interna si accumula all’interno del
monostrato di diverse file di celle lontano dal bordo principale, il che non può essere
spiegato se le forze sono generate da sole cellule leader. Il meccanismo proposto per
spiegare questa osservazione si basa sulla trasmissione a lungo raggio delle forze
attraverso le aderenze intercellulari, con conseguente aumento della tensione o tiro
alla fune tra le cellule leader e seguaci[26]. Queste osservazioni suggeriscono che
questa forza non dipende solo dalle cellule dirigenti, ma anche i seguaci esercita-
no la trazione e svolgono un ruolo importante nell’organizzazione della migrazione
cellulare collettiva. Infatti sono essenziali per la polarizzazione dell’intero ammasso
cellulare, controllando il ruolo dei leader e influenzando indirettamente la loro po-
larizzazione, e partecipando alla chemiotassi[18]. Le cellule follower inducono una
polarizzazione sulle cellule leader attraverso il fenomeno dell’inibizione di contatto
della locomozione (CIL). Questo è il processo mediante il quale due celle in migra-
zione, in caso di collisione, interrompono la loro locomozione in avanti collassando
sporgenze nel punto di contatto e stabilendo sporgenze distanti l’una dall’altra. È
stato proposto che durante la migrazione cellulare collettiva, CIL assicuri l’assenza
di protrusioni in punti di contatti cellula-cellula tra le cellule principali e i seguaci e
simultaneamente promuova la formazione e il mantenimento delle sporgenze nelle
cellule dirigenti in una direzione lontana dai loro contatti con celle follower[28]. La
base molecolare di CIL può essere separata in tre meccanismi cellulari centrali[18].
In primo luogo, le cellule devono percepire il contatto con altre cellule. Secondo, un
segnale deve essere trasmesso dalla superficie all’interno della cellula. Terzo, questi
segnali intracellulari devono guidare il collasso di protrusione al contatto cellulare e
la ripolarizzazione con nuove protrusioni lontano dal contatto cellulare. Sebbene le
prove sperimentali sostengano fortemente l’idea che CIL abbia un ruolo chiave nel-
la migrazione collettiva delle cellule e che siano stati sviluppati modelli matematici
che supportano anche questo concetto[9], manca ancora uno studio sistematico sulle
basi molecolari del CIL nella migrazione cellulare collettiva.
Migrazione cellulare in un campo elettrico
Si è studiato che le cellule viventi, sia eucariote che procariote, si muovono in rispo-
sta a deboli campi elettrici[12]. Questo processo, chiamato galvanotassi, può essere
usato per controllare la migrazione collettiva di cellule su un substrato piatto[12].
A differenza di altre forme di perturbazione esterna che sono state utilizzate per
controllare e dirigere la migrazione cellulare, come la chemiotassi, l’uso di campi
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elettrici consente alle cellule di essere perturbate su scale temporali molto più picco-
le. Sebbene la scoperta che le cellule si orientano e migrino in risposta a un campo
elettrico risale alla fine del diciannovesimo secolo, il meccanismo preciso che guida
la galvanotassi non è ancora ben compreso. Ciò che è noto è che la corrente elettrica
è l’indicatore di guida cruciale che induce una risposta cellulare che arresta le stesse
vie motorie come nella chemotassi[2]. La rilevanza di questo effetto per le dinami-
che cellulari in vivo non è ancora compresa, tuttavia ci sono indicazioni che possa
svolgere un ruolo durante la guarigione delle ferite, la morfogenesi e la rigenera-
zione[29]. Applicando un campo elettrico oscillante a varie frequenze e seguendo
la dinamica di tutto lo strato cellulare mentre la sua direzione di migrazione oscil-
la, si è scoperto che i cambiamenti galvanotattici sono associati a una rottura della
migrazione collettiva ordinata dello strato in patch locali che trasportano rotazioni
a U rovesciate. La dimensione di queste patch sono dell’ordine di 80-150 µm[12].
Dalle oscillazioni del campo elettrico, si è stati in grado di misurare il tempo neces-
sario per il movimento collettivo, ovvero, affinché tutti i campioni si fondessero in
un unico flusso di migrazione coerente. Questo si trova nell’ordine di∼ 10-30 minu-
ti, che è il tempo necessario affinché l’ordine di orientamento cellulare si propaghi
attraverso la lunghezza delle patch rotanti[12]. Nella migrazione cellulare collettiva,
è noto che le cellule leader che si formano sul bordo anteriore della massa mobile di
cellule svolgono un ruolo speciale sia in vitro che in vivo[18]. In questo caso le cel-
lule leader sono piuttosto ignare del campo elettrico applicato e non rispondono ad
esso come fanno le cellule all’interno[12]. Sappiamo che le fasi della migrazione cell-
lare sono le seguenti:allungamento dei filamenti di actina corticale che si collegano
alle proteine dell’adattatore e spingono la membrana nella direzione del movimen-
to; formazione di contatti adesivi attraverso integrine, che interagiscono con diverse
proteine di segnalazione e componenti strutturali di aderenze; proteolisi focalizzata,
che coinvolge la scissione di componenti della matrice extracellulare (ECM) da parte
delle proteasi; contrazione guidata dal legame della miosina II ai filamenti di actina;
e smontaggio dei contatti focali e distacco del margine posteriore della cella[17]. La
galvanotassi dovrebbe coinvolgere gli stessi riarrangiamenti citoscheletrici, sebbene
i meccanismi che controllano i diversi aspetti del movimento cellulare (ad esempio
velocità rispetto alla direzionalità) possano variare[17]. Un legame tra lo stimolo
galvanotattico e questi meccanismi fondamentali di migrazione cellulare è probabil-
mente Ca2+. Infatti questo ione fondamentale per l’adesione cellulare a causa del
campo elettrico avrà una concentrazione maggiore nelle vicinanze dell’anodo e vi-
ceversa vicino al catodo[17]. Questo fenomeno potrebbe anche essere coinvolto nelle
malattie metastiche[11] Sebbene la motilità cellulare collettiva sia influenzata da una
varietà di segnali locali, la galvanotassi dà un nuovo strumento per lo studio di que-
sto importante fenomeno, che presenta molti vantaggi rispetto alle attuali modalità
di perturbazione esterna della migrazione cellulare.
1.0.2 Diffusione standart, subdiffusiva, superdiffusiva e balistica
Moto Browniano
Quando le particelle microscopiche sono sospese in un fluido, sembrano vibrare in
direzioni casuali. Questo fenomeno è stato studiato sistematicamente da Robert Bro-
wn nel 1827[6] dopo aver osservato il comportamento dei grani di polline sospesi in
acqua visti al microscopio. Questo movimento denominato moto browniano fu spie-
gato per la prima volta da Eistein nel 1905. Il moto della particella sospesa (che, per
semplicità, è considerato in una direzione spaziale) nasce come conseguenza della
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vibrazione casuale dei moti termici degli enormi numeri di molecole che compren-
dono il liquido. Ciò fornisce sia le forze motrici che le forze di smorzamento (la
viscosità effettiva del fluido) che sono sperimentate dalla particella sospesa. Il ri-
sultato centrale della teoria di Einstein è che in un dato tempo t, lo spostamento
quadrato medio r (t) di una particella sospesa in un fluido è dato da:
〈r2(t)〉 = 2Dt (1.1)
dove le parentesi angolari indicano una media dell’insieme ottenuta ripetendo
l’esperimento molte volte e la costante
D =
(
RT
6Nπaη
)
=
(
KBT
γ
)
(1.2)
Qui T è la temperatura del fluido, R = N k B è la costante di gas universale, a è il
raggio della particella sospesa, η è la viscosità del fluido, N è il numero di Avogadro
e γ è la relazione di stoke per il coefficiente di resistenza viscoso. Una derivazione
delle relazioni di Einstein per il movimento in una dimensione spaziale fu fornita
da Langevin pochi anni dopo in base alla seconda legge di Newton applicata a una
particella sferica in un fluido. La massa moltiplicata per l’accelerazione è la somma
della forza motrice casuale e della forza viscosa d’attrito, entrambe derivanti dai
moti termici delle molecole del fluido:
m
(
d2x
dt2
)
= F(t)− γ
(
dx
dt
)
(1.3)
La forza media è assunta pari a 0 per cui 〈xF(t)〉 = 〈x〉〈F(t)〉 = 0. L’equazione 1.3
può essere semplificata moltiplicando per x(t), riscrivendo la parte sinistra come
mx
d2x
dt2
= m
d
dt
(
x
dx
dt
)
−m
(
dx
dt
)2
(1.4)
Prendendo i valori medi risulta
m〈 d
dt
(
x
dx
dt
)
〉 −m〈
(
dx
dt
)2
〉 = −γ〈x d
dt
〉 (1.5)
Usando il principio di equipartizione dell’energia di Boltzmann che afferma che
l’energia cinetica media di ogni particella del fluido è direttamente proporzionale al-
la temperatura del fluido e indipendente dalla massa. Applicando questo principio
abbiamo
1
2
m〈
(
dx
dt
)2
〉 = 1
2
kBT (1.6)
possiamo quindi riscrive l’equazione 1.5 come
dy
dt
+
γ
m
y =
kBT
m
m (1.7)
dove
y = 〈x dx
dt
〉 (1.8)
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Integrando l’equazione 1.7 e notando che y ≡ 〈x dxdt 〉 =
1
2
dx
dt 〈x2〉 si ottiene
dx
dt
〈x2〉 = 2kBT
γ
(1− e−
γ
m t) (1.9)
Langevin notò che (γ/m)≈ 108 dopo un tempo di osservazione t  10−8 da cui si
ottiene
〈x2〉 ∼
(
2kBT
γ
)
t = 2Dt (1.10)
in accordo con la relazione di Einstein 1.1. Inoltre per cammini casuali facendo ap-
pello al Teorema del limite centrale (CLT) il quale afferma che: La somma di N va-
riabili indipendenti e identicamente distribuite casuali con media µ e varianza σ2 è
approssimativamente una funzione di densità di probabilità gaussiana con media
Nµ e varianza Nσ2; e considerando ogni passo ∆x è una variabile casuale con media
µ = 〈∆x〉 = 0 e varianza σ2 = 〈∆x2〉 − 〈∆x〉2 = 〈∆x2〉. La somma di N tali variabili
aleatorie è x così che dal CLT abbiamo
P(x ∈ dz) = 1√
2πN〈∆x2〉
e
(− z2
2N〈∆x2〉
)
(1.11)
Dove possiamo sostituire 〈∆x2〉 = 2D〈∆t〉 e N = t∆t trovando la seguente distribu-
zione di probabilità
P(x, t) =
1√
4πDt
e−
x2
4Dt (1.12)
Equazione di diffusione e legge di Fick
Considerando c(x,t) il numero di particelle per unità di volume nella posizione x al
tempo t e se N particelle che non interagiscono la concentrazione c(x, t) = NP(x, t)
soddisfa l’equazione di diffusione
∂c
∂t
= D
∂2c
∂x2
(1.13)
considerando inoltre la velocità media di diffusione delle particelle u(x,t) e il flusso
q(x,t), queste possono essere messe in relazione in relazione attraverso l’equazione
q(x, t) = c(x, t)u(x, t) (1.14)
Se non ci sono particelle che si aggiungono o si rimuvono dal sistema, considerando
un piccolo volume V di area A ed estensione δx il numero di particelle in V al tempo
t + δt sarà uguale al numero di particelle al tempo t più le particelle entrate in V nel
tempo δt. Perciò possiamo dire che
c(x, t + δt)− c(x, t)
δt
=
q(x, t + δt)− q(x, t)
δq
(1.15)
e nel limte δt→ 0 e δ→ 0,
∂c
∂t
= −∂q∂x (1.16)
Questa equazione è chiamata equazione di continuità. La legge di Fick afferma che
il flusso di particelle proviene da zone a più alta concentrazione verso zone a più
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bassa concentrazione ed esso è proporzionale al gradiente di diffusione. Per cui
q(x, t) = −D ∂c
∂x
(1.17)
Mettendo in relazione l’equazione 1.16 e 1.17 considerando D costante si ottiene
∂c
∂t
=
∂
∂x
(
D
∂c
∂x
)
= D
∂2c
∂t2
. (1.18)
Quest’ultima equazione si può generalizzare in coordinate radiali nello spazio di-
mensionale n
∂c
∂t
=
1
rn−1
∂
∂r
(
rn−1D
∂c
∂t
)
. (1.19)
Diffusione frazionaria
I risultati centrali nella teoria di Einstein del moto browniano sono lo scalare linea-
re col tempo dello spostamento quadratico medio della particella browniana e che
la funzione di densità di probabilità per il moto browniano è la distribuzione nor-
male gaussiana. Questa diffusione viene chiamata standard, ma non è universale.
Ci sono state numerose misurazioni sperimentali di diffusione frazionale in cui lo
spostamento quadratico medio si ridimensiona come una legge della potenza fra-
zionaria nel tempo. La diffusione frazionaria viene definita subdiffusione se la po-
tenza frazionaria è inferiore all’unità e la superdiffusione se la potenza frazionale
è maggiore dell’unità. Esempi di diffusione frazionale sono sistemi spazialmente
disordinati, come nei fluidi turbolenti e nei plasmi e nei terreni biologici con trappo-
le, siti di legame o affollamento macro-molecolare. Uno dei modi più semplici per
modellare la subdiffusione anomala è sostituire la costante di diffusività con una dif-
fusività dipendente dal tempo D(t) = αtα−1D. L’equazione di evoluzione 1.18 per
la concentrazione in questo caso è data da
∂c
∂t
= αtα−1D
∂2c
∂t2
(1.20)
Mentre la distribuzione gaussiana 1.12 diventa
c(x, t) =
1√
4πDtα
e−
x2
4Dtα (1.21)
Dove lo spostamento quadratico medio è dato da
〈x2〉 = 2Dtα = 2Dt2H (1.22)
dove H è l’esponente di Hurt. La densità di probabilità appena ricavata per questo
processo stocastico non è Markoviana, al contrario del moto Browniano classico.
Dove con processo Markoviano si intende un processo aleatorio in cui la probabilità
di transizione che determina il passaggio a uno stato di sistema dipende solo dallo
stato del sistema immediatamente precedente e non da come si è giunti a questo
stato.
Cammini casuali in un tempo continuo
In modo più generale per descrivere la diffusione frazionaria si usa la teoria CTRW
(Continuos Time Random Walks) il cui concetto principale è di estendere l’equazione
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di diffusione, in modo tale che le derivate parziali di ordine frazionario possano esse-
re utilizzate come operatori matematici di riferimento per descrivere il propagatore
di diffusione, P(x, t):
∂αP(x, t)
∂tα
= Dα,β
∂βP(x, t)
∂|x|β
(1.23)
dove ∂α/∂tα rappresenta la derivata frazionaria di Caputo nel tempo per 0 < α ≤ 1,
∂β/∂|x|β rappresenta la derivata frazionaria di Riesz nello spazio per 1 < β ≤ 2 e
Dα,β è la costante di diffusione generalizzata(distanzaα/tempoα)[5]. La giustificazio-
ne per utlizzare gli operatori derivati frazionari è di fornire un mezzo matematico
per passare da sistemi omogenei e relativamente semplici che mostrano un compor-
tamento locale, gaussiano, a sistemi eterogenei e relativamente complessi che mo-
strano un comportamento non locale della legge di potenza[5]. Nel contesto CTRW,
l’ordine degli operatori frazionari, α e β, fornisce una descrizione della probabilità
di un cammino casuale di avere distribuzioni più ampie dei tempi di attesa e del-
le lunghezze di salto, rispetto al movimento browniano classico. Il comportamento
di diffusione anomala implica un diverso modello di probabilità, che postula che il
cammino si possa fermare tra due step o possa a volte fare step più grandi o più
piccoli, la probabilità o la ponderazione, posti su salti e tempi di attesa, che asintoti-
camente seguono semplici leggi: t−(1+α) e |x|−(1+β) [19]. Di conseguenza, emergono
movimenti di massa non gaussiani e lo spostamento quadratico medio (MSD) non
aumenta più con una dipendenza lineare dal tempo. Nella forma più elementare,
l’MSD unidimensionale è espresso da una legge di potenza composita come:
〈x2(t)〉 = t2α/β (1.24)
Quando α = 1 e β = 2, l’equazione 1.24 cresce linearmente con il tempo di diffusione
e l’equazione 1.23 collassa all’equazione differenziale parziale per l’ordine intero che
descrive la diffusione gaussiana. Quando il rapporto 2α/β < 1, le dinamiche MSD
sono, nel complesso, subdiffusive mentre quando 2α/β > 1, la dinamica divergente
da descrivere ha un comportamento superdiffusivo [19] . Le traiettorie MSD di gaus-
siana, sub- e super-diffusione sono illustrate nella figura 1.1, dove si può osservare
che nel caso di subdiffusione, la varianza cresce più lentamente del caso gaussiano,
e nel caso della superdiffusione, la varianza aumenta più velocemente della crescita
lineare gaussiana. In particolare nel caso di movimento cellulare la superdiffusione
si avrà nel caso in cui ci siano forze esterne che spingano le cellule in una direzione.
FIGURA 1.1: grafico dello spostamento quadratico medio per i diversi
tipi di diffusione: gaussiano, sub-diffusivo, super-diffusivo
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Modelli di migrazione cellulare
Quasi tutte le cellule del corpo umano sono mobili in un dato momento durante il
loro ciclo di vita. L’embriogenesi, la guarigione delle ferite, la difesa immunitaria
e la formazione di metastasi tumorali sono fenomeni ben noti che si basano sul-
la migrazione cellulare. Un ampio lavoro sperimentale[10] ha rivelato un preciso
coordinamento spaziale e temporale di molteplici componenti del meccanismo di
migrazione cellulare come il citoscheletro di actina, il substrato cellulare e le intera-
zioni cellula-cellula e l’attività dei canali ionici e dei trasportatori. Questi risultati
sono la base per modelli molecolari dettagliati che rappresentano diversi aspetti mi-
croscopici del processo di migrazione cellulare, come la protrusione del bordo ante-
riore del lamellipodio, o la dinamica dell’actina. Modelli di continuum matematici,
al contrario, si focalizzano sulle proprietà collettive dell’intera cellula per spiegare
i requisiti per l’inizio del movimento e alcune caratteristiche tipiche della motilità
cellulare. Questi modelli sono solitamente limitati a piccole scale spazio-temporali.
Pertanto, forniscono poche informazioni su come l’integrazione della protrusione
del lamellipodio, la retrazione della parte posteriore e la trasduzione della forza
sulla matrice extracellulare conducano al movimento prolungato a lungo termine
dell’intera cellula. Questo processo è caratterizzato da fasi alternate di migrazione
diretta, cambi di direzione e polarizzazione. L’interazione coordinata di queste fasi
suggerisce l’esistenza dell’intermittenza e delle forti correlazioni spazio-temporali.
È quindi una questione importante se il movimento a lungo termine dell’intera cel-
lula possa ancora essere inteso come un comportamento diffusivo semplice come
il solito movimento browniano o se debbano essere applicati concetti più avanzati
di modellazione dinamica. Nel capitolo 3 verrà illustrato un modello basato sulla
curvatura del fronte cellulare.
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Capitolo 2
Descrizione dell’esperimento
2.0.3 Premessa
Le colture cellulari sono una tecnologia che consiste nel far proliferare cellule, euca-
riote o procariote, in ambienti artificialmente controllati, con appositi nutrienti. In
particolare le cellule animali sono molto sensibili all’ambiente circostante, come al
pH, percentuale di ossigeno e anidride carbonica e alla temperatura. Dato il numero
di fattori richiesti per la loro sopravvivenza le cellule derivate da animali sono molto
delicate e difficili da mantenere in vita in ambiente artificiale. Le tipiche condizioni
di coltura sono ottenute mantenendo le cellule in contenitori di plastica opportuna-
mente trattata (fiasche e piastre da coltura), immerse in appropriati mezzi di coltura
(detti anche terreni di coltura) liquidi che contengono disciolte le quantità appropria-
te delle sostanze necessarie, in incubatori che sono in grado di mantenere controllata
la temperatura, la pressione parziale dell’anidride carbonica e l’umidità.
Un esempio di coltura cellulare è l’EMEM (Eagle’s Minimum Essential Medium)
che è un terreno di coltura cellulare sintetico sviluppato da Harry Eagle nel 1955/1959
che può essere utilizzato per mantenere le cellule di una coltura di tessuti. Contie-
ne aminoacidi, sali (cloruro di calcio, cloruro di potassio, solfato di magnesio, sodio
cloruro e fosfato monosodico), glucosio e vitamine (acido folico, nicotinammide, ri-
boflavina, B12). Sono state sviluppate molte varianti di questo mezzo, per lo più
aggiungendo ulteriori vitamine, amminoacidi e altri nutrienti.
2.0.4 Esperimento
Per l’esperimento sono state usate cellule di glioblastoma multiforme (T98G), cioè
cellule derivate da un tumore maligno umano,queste sono state piastrate con una
densità di 1x105 cellule/cm2 su una piastra Petri sterile da 35 mm (∅) con un micro-
pozzetto di vetro da 10 mm (MatTek Corporation, Ashland, MA, USA) adatto per
microscopia ottica. Le colture cellulari sono state mantenute in Eagle’s Minimum
Essential Medium (EMEM), integrate con siero bovino fetale al 10%, L-glutammina
1%, piruvato di sodio 10% e antibiotici (penicillina 1% e streptomicina all’1%) al-
l’interno dell’incubatrice al 5% di CO2 e 37◦C fino a quando la popolazione copriva
l’intero micropozzetto di vetro come monostrato di cellule confluenti e strettamente
a contatto. Usando una punta di pipetta sterile per Gilson (10-200 µl), è stato fatto
un graffio lungo l’asse medio verticale del micropozzetto di vetro. Subito dopo il
campione è stato posto nell’incubatore di fase preriscaldato al microscopio (figura
3B). Questo apparecchio è in grado di fornire le condizioni standard di coltura (37◦C
in atmosfera umidificata al 5% di CO2) e, una volta posizionato sulla tavola moto-
rizzata del microscopio ottico invertito Eclipse Ti (Nikon, Bologna, Italia) (Fig. 3A),
è stata eseguita l’acquisizione di immagini di cellule viventi (figura 3D). La capsu-
la di Petri e i componenti elettronici utili per erogare gli stimoli sono stati allocati
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nell’incubatore del microscopio mediante una piattaforma di supporto fatta in ca-
sa (figura 2.1.C). Questa piattaforma è stata progettata per consentire due coppie di
piastre di rame posizionate lungo due direzioni perpendicolari a distanze diverse a
parte attorno alla capsula di Petri (modalità senza contatto) (Figura 2.1.C). In questo
modo, siamo in grado di fornire stimoli di campo elettrico statico (EF) di diversa
intensità generati da un CPX200 DUAL (TTi) (Figura 2.1.E) durante l’acquisizione di
immagini cellulari osservando direttamente la risposta cellulare.
FIGURA 2.1: Strumenti utilizzati nell’esperimento
Il protocollo sperimentale adottato è il seguente:
• La microfotografia a contrasto di fase delle cellule viventi è stata acquisita in
configurazione time-lapse a 200x di ingrandimento per 24 ore al ritmo di 1
fotogramma / 15 minuti.
• EF (0,1 V / cm): l’acquisizione time-lapse è stata eseguita sotto lo stimolo di
un EF statico, impostato sul sistema CPX200 a 35 V di potenziale di campo
out-put.
• Controllo (Sham): l’acquisizione time-lapse è stata eseguita mentre il sistema
CPX200 è stato impostato come sopra ma con il pulsante out-put disattivato,
per cui il sistema non era sottoposta ad un campo elettrico.
Si può calcolare che un potenziale di campo di 35 V in uscita può generare un EF
statico attorno alle cellule situate nel mezzo di due piastre di rame (anodo e catodo)
poste a 43 mm l’una dall’altra e immerse in un mezzo di coltura che approssima-
tivamente ha una costante dielettrica di 79 k, di circa 0,1 V/cm. Una prima analisi
della sequenza dei fotogrammi è stata eseguita con lo strumento Wound Healing
del modulo di analisi biologica del software di analisi NIS Elements AR 4.0 (Nikon,
Bologna, Italia). Una frazione di area binaria è stata generata dai parametri misurati
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Area binaria (somma dell’area di tutti gli oggetti binari) / Area misurata (entrambi
espressi come numero di pixel) per ciascun punto temporale. I risultati sono mostrati
nelle figure 2.2 e 2.3
FIGURA 2.2: Immagine dell’andamento dei fronti cellulari ottenuta
con lo strumento Wound Healing
FIGURA 2.3: Grafico delle aree binaree per l’acquisizione di control-
lo(sham) e sotto l’effetto del campo elettrico ottenute con lo strumento
Wounding Healing
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Capitolo 3
Analisi delle immagini
3.0.5 Ottenimento del fronte cellulare
Per studiare la migrazione cellure dai frame ottenuti nell’esperimento, è stato studia-
to il comportameno del fronte cellulare. Per ricavare quest’ultimo è stato utilizzato
il programma “ImageJ”, un programma informatico di elaborazione digitale delle
immagini che permette di tracciare il fronte cellulare e salvare in una tabella i suoi
punti in coordinate x e y, come in figura 3.1.
FIGURA 3.1: Esempio di tracciamento del fronte cellulare con Imagej
Dove considereremo le x i punti nell’asse delle ordinate, e le y i punti nell’asse delle
ascisse.
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3.0.6 Analisi del fronte cellulare
Smoothing dei dati
Dopo l’ottenimento delle coordinate x,y dei fronti d’onda per ogni frame si è passati
allo studio di questi attraverso l’impiego di python. Il codice di tutta l’analisi è in
Appendice A. Per evidenziare i tratti più significativi è stato fatto uno smoothing,
cioè sono stati utilizzati dei filtri per eliminare il rumore o meglio in questo caso
gli errori nell’ottenimento dei fronti. Inizialmente è stato fatto un primo smoothing
dividendo l’asse x in 100 intervalli, dove ogni intervallo misura 6.3 µm poichè il
fronte misura 630 µm. Poi per ognuno di essi è stato scelto il valore massimo delle y.
Si è scelto di considerare il massimo e non la media dei punti nell’intervallo poichè
ciò che ci interessa considerare sono i punti che si avvicinano maggiormente al fronte
opposto. Nella figura 3.2 si può osservare l’azione di questo primo smoothing.
FIGURA 3.2: Confronto tra fronte senza smoothing e con smoothing
Un secondo smoothing è stato ottenuto tramite l’utilizzo del filtro di Savitz-
ky–Golay, utilizzando la funzione di python savgol_filter(). Esso fu descritto per
la prima volta nel 1964 nell’articolo pubblicato da Savitzky e Golay[30]. Questo me-
todo di smoothing dei dati è basato sull’approssimazione polinomiale locale dei mi-
nimi quadrati. Savitzky e Golay scoprirono questo metodo poichè erano interessati
a lisciare i dati rumorosi ottenuti dagli analizzatori di spettri chimici dimostrando
che il livellamento dei minimi quadrati riduce il rumore mantenendo la forma e l’al-
tezza dei picchi della forma d’onda[25]. Dato un insieme di nxi, yi punti (i = 1, ...,
n), dove x è una variabile indipendente e yi è un valore osservato, possiamo trattarli
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con un insieme di coefficienti di convoluzione, Cj, secondo l’espressione:
Yi =
m−1
2
∑
j= 1−m2
Cjyi+j per
m− 1
2
≤ j ≤ n− m− 1
2
(3.1)
Dove i valori dei coefficienti di convoluzione sono stati trovati da Savitzky e Golay
e riportati in tabelle nel loro articolo[30]. Il numero di coefficienti di convoluzione
possono essere scelti arbitrariamente, per cui ne sono stati scelti tre 15,27 e 43 dove
il primo è più fedele ai dati iniziali mentre nell’ultimo è maggiore lo smooth, come
si può vedere nella figuar 3.3, cosicché nei risultati finali si potrà fare il confronto nei
tre diversi casi.
FIGURA 3.3: Confronto tra un fronte cellulare a diversi valori del
numero di coefficienti di convoluzione
Dopo aver fatto gli smooth per tutti i frame sia per l’acqusizione SHAM sia EF
si è iniziato a prendere i valori per il MSD (Mean Square Displacement), il VACF
(Velocity Autocorrelation Function), la curvatura e l’area tra i due fronti.
Calcolo della curvatura e dell’area tra i fronti
Per il calcolo della curvatura si è dovuto rendere ogni fronte una curva continua,
ciò è stato possibile con l’ausilio della funzione UniversalSpline(). Così il fronte può
essere descritto come una curva r(t)=x(t)+y(t), e dall’analisi matematica[4] sappiamo
che la curvatura può essere definita come:
k(t) =
| r′(t)× r′′(t) |
v3(t)
=
| x′(t)y′′(t)− x′′(t)y′(t) |
(x′(t)2 + y′(t)2)3/2
(3.2)
Quindi dopo aver ottenuto le derivate prime e seconde di x(t) e y(t) si è utilizzata
la formula 3.2 per tutti i fronti cellulari, sia per ogni frame che per ogni smooth tro-
vando i valori della curvatura. Il calcolo della curvartura è importante perchè alcuni
modelli matematici che descrivono la migrazione cellulare dipendono da questo va-
lore. Uno di questi modelli [27] tiene conto delle principali forze che interagiscono
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tra le cellule come la forza d’interazione tra le cellule stesse, una forza di cammi-
no casuale che descrive il cammino delle cellule senza che interagiscono con forze
esterne, che dipende dalla densità cellulare nel seguente modo:
σ(ρ) = σ0 + (σ1 + σ0)(1−
ρ
ρ0
) (3.3)
dove ρ0 è la densità di riefrimento e ρ è la densità locale. Poi vi è una forza che tende
ad allineare la velocità tra le varie cellule che è simile ad un comportamento visco-
so, inoltre ci sono due forze attive sul bordo una nel caso di una curvatura convessa,
dove c’è una tendenza più elevata delle cellule marginali a formare un grande lamel-
lipodia(estensioni temporanee della membrana cellulare) che punta verso l’esterno,
producendo così una forza di trazione diretta. Una nel caso di curvatura concava, in
cui si osserva che le cellule tendono a formare un cavo di actina-miosina che agisce
per applicare una grande tensione sulle cellule di confine. La forza di ripristino della
membrana è descritta da un funzionale di energia Helfrich
E =
∫
(
1
2
HK)2)ds (3.4)
dove k è il modulo di flessione e H rappresenta la curvatura locale. Le forze normali
applicate sulle cellule di confine derivano dall’energia di Helfrich:
Ff lessione = −k
d2H
ds2
+
3
2
k|H|2H (3.5)
Le cellule sul bordo dello strato tendono ad estendere il lamellipodia più grande
verso la superficie aperta, inducendo una grande forza di trazione diretta verso l’e-
sterno. La forza attiva che descrive il feedback positivo tra la curvatura convessa al
confine e la maggiore forza motrice delle cellule è data da
Fbordo

F0 H > 0
Fmax
Hmax |H| 0 > H > −Hmax
Fmax H < −Hmax
(3.6)
dove Hmax rappresenta la curavatura massima che le cellule possono adottare e Fmax
e F0 = 0 è la forza motrice diretta verso l’esterno sulle cellule di confine in regioni
piane o concave. Questa forza punta sempre verso l’esterno perpendicolarmente al
contorno del bordo (Fig. 1). Le forze di flessione F e di bordo F sono piuttosto simili
nelle sporgenze. Tuttavia, l’origine di questo comportamento è molto diversa: la for-
za di flessione sta tentando di gonfiare la punta affilata della sporgenza in modo da
ridurre la sua curvatura locale, a causa del termine H3 nell’equazione 3.5. La forza di
flessione non può mai essere la fonte delle sporgenze e dell’instabilità, poiché agisce
inizialmente per appiattire qualsiasi inizio di ondulazioni nel contorno del bordo.
Al contrario, la forza di bordo è lineare rispetto alla curvatura H 3.6, ed è in effetti
l’unico motore dell’instabilità delle sporgenze in questo modello.
L’area tra i due fronti cellulari che si stanno ricongiungendo è stata calcolata,
considerando una tra le acquisizioni SHAM ed EF, tenendo conto di ogni frame così
da avere la sua evoluzione temporale. Per calcolarla, per un solo frame, si è trovata
la distanza per ogni x tra il fronte destro e quello sinistro, poi poichè gli intervalli tra
due punti in x sono di 6.3 µm come scritto precedentemente, si è moltiplicato ogni
distanza per quest’ultimo valore trovando aree di diversi rettangoli. In seguito si è
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fatta la somma di queste aree torvando l’area totale , questo procedimento è stato
poi reiterato per ogni frame.
A(t) =
100
∑
n=1
(ydxn(t)− ysxn(t))∆x (3.7)
Dove ydxn e ysxn rappresentano i punti nel fronte destro e sinitro mentre ∆x rappre-
senta l’intervallo tra due valori in x.
In conclusione le aree sono state normalizzate, dando all’area massima corrispon-
dente a quella del primo frame, il valore di 1, quindi si è diviso per il valore di
quest’area tutte le altre.
Calcolo del MSD, della velocità, e del VACF
Il MSD(Mean Square Displacement) è una misura della deviazione della posizione
di un corpo rispetto a una posizione di riferimento nel tempo[20]. Questa deviazione
è elevata al quadrato cosicché, come visto nel capitolo 1, per un moto diffusivo nor-
male questo valore non si annulli, poichè vi è un moto casuale e quindi la probabilità
di spostarsi in avanti corrisponde a quella di spostarsi indietro, ma sarà linearmente
dipendente dal tempo. Esso viene definito come:
MSD = 〈(y(t0 + τ)− y(t0))2〉 (3.8)
Dove y(t0) rappresenta la posizione di riferimento e τ rappresenta l’intervallo tem-
porale tra due tempi, nel nostro caso tra due frame ∆t. Dall’equazione 3.8 si può
vedere che il MSD è una funzione discreta di τ infatti al variare di questo(τ ,2τ 3τ,...)
il MSD assume diversi valori. Il MSD è stato calcolato mediandolo rispetto alle x
e ai tempi della posizioni di riferimento t0, nel primo caso fissato un valore di t0 è
stato calcolato il MSD per tutte le x ed è stata fatta la media per tutti questi valori,
nel secondo caso fissata una x si è calcolato il MSD per ogni possibile valore di t0 ed
è stata fatta la media tra questi valori. Infine è stata fatta la media tra tutti i valori
trovati mediati sia sulle x e sia sui t0. Per quanto riguarda i tempi della posizione di
riferimento ogniqualvota si fissa un t0 superiore a quello precedente diminuiscono i
salti che puoi fare, cioè ci sono sempre meno intervalli di tempo tra il t0 e il tempo
finale, quindi avendo sessanta frame cioè sessanta intervalli temporali il t0 maggio-
re è stato preso al cinquantaquattresimo frame così da avere abbastanza “salti” di
tempo e quindi un valore accettabile. Questo è il valore più importante per lo studio
della diffusività, infatti come visto nel capitolo 1 vale la seguente relazione:
〈(y(t)− y(0))2〉 = 2Dtα (3.9)
Grazie a questa relazione possiamo capire se il fronte si muove con una diffusione
normale o se è un sistema sub o super-diffusivo ricavando il valore di α.
La velocità del fronte cellulare è semplicemente lo spazio percorso dal fronte
cellulare tra un frame e quello successivo. Quindi per ogni x è stato preso il suo
spostamento tra due frame consecutivi e diviso per il tempo tra i due frame che cor-
risponderebbe a 15 minuti, però poichè ciò che ci interessa è l’andamento nel tempo
di queste grandezze è stato preso un tempo arbitrario ad 1 minuto. Il calcolo della
velocità ci permetterà di calcolare il VACF come sarà detto in seguito, ma ci dà anche
un’idea di come si comporta il fronte cellulare, infatti nel caso la velocità sia costante
osserveremo un’andamento piatto di questo valore. Inoltre è stata calcolata anche
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la velocità media MSV sia per ogni x sia per ogni t0 in modo analogo a quanto fatto
con il MSD.
La VACF(Velocity Autocorrelation Function) è una funzione di correlazione di-
pendente dal tempo. Scelta un’origine temporale t0 memorizziando le corrispon-
denti componeneti della velocità, nel nostro caso avremo solo la componente sulle y
Vy(t0), possiamo calcolare il primo contributo per la VACF che sarà dato da:
C(t = 0) =
1
N ∑i=1
N(vyi(t = t0)vyi(t = t0)) (3.10)
Dove N rappresenta il numero di particelle nel caso il sistema tenga conto di più
corpi. Al tempo t = t0 + τ il contributo per la VACF sarà:
C(t = τ) =
1
N ∑i=1
N(vyi(t = t0)vyi(t = t0 + τ)) (3.11)
Possiamo ripetere questa procedura ad ogni passo temporale successivo e quindi
ottenere una sequenza di punti di VACF, come segue:
C(t) = 〈v(t0)v(t)〉 (3.12)
Lo studio della VACF è molto importante poichè ci dà informazioni delle forze agen-
ti nel sistema che stiamo studiando. Infatti se i corpi nel sistema non interagiscono
tra loro, le leggi del moto di Newton ci dicono che il corpo manterrebbe la stes-
sa velocità per tutto il tempo. Questo ovviamente significa che tutti i nostri punti
Cv (t) avrebbero lo stesso valore e se tutti gli atomi si comportassero in questo mo-
do, la trama sarebbe una linea orizzontale. Ne consegue che un diagramma della
VACF quasi orizzontale, implica che forze molto deboli agiscano nel sistema. Se pe-
rò queste forze deboli non sono trascurabili ci aspettiamo che il prodotto scalare di
V(t0) e V(t) diminuisca in media al variare della velocità. In un tale sistema, la tra-
ma VACF è un semplice decadimento esponenziale, rivelando la presenza di deboli
forze che distruggono lentamente la correlazione della velocità. Un altro esempio
puossono essere i solidi in cui gli atomi tendono a cercare luoghi in cui vi è un qua-
si equilibrio tra forze repulsive e forze attrattive, poiché è qui che gli atomi sono
più energeticamente stabili. Nei solidi queste posizioni sono estremamente stabili e
gli atomi non possono sfuggire facilmente dalle loro posizioni. Il loro movimento
è quindi un’oscillazione; l’atomo vibra avanti e indietro, invertendo la loro velocità
alla fine di ogni oscillazione. Se ora calcoliamo la VACF, otterremo una funzione
che oscilla fortemente dai valori positivi a quelli negativi e viceversa. Le oscillazioni
non saranno tuttavia di uguale magnitudo, ma decadranno nel tempo, perché ci so-
no ancora forze perturbative che agiscono sugli atomi per disturbare la percezione
del loro movimento oscillatorio. Quindi ciò che vediamo è una funzione che asso-
miglia a un movimento armonico smorzato. La VACF ha anche un’altra proprietà
interessante[14], cioè una relazione tra il MSD e la VACF stesso, che è:
d
dt
〈[x(t)− c(t0)]2〉 = 2
∫ t
0
C(t′)dt′ (3.13)
Inolre la costante D di diffusione può essere scritta nel seguente modo:
D =
1
d
∫ ∞
0
C(t′)dt′ (3.14)
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Dove d rappresenta le dimensioni del sistema.
LA VACF è dipendente dal tempo secondo la seguente formula:
VACF = σvtβ (3.15)
Dove σv e β sono due parametri ottenibili attraverso un fit.
Per cui dall’equazione 3.13, 3.15 e 3.9 si può ricavare che tra l’esponente β e α vale
la relazione β = (α − 2). Per il calcolo sono state usate le velocità trovate come
descritto precedentemente e come nel caso del MSD e della velocità è stata calcolata
la media per ogni x e t0 e per entrambe.
Tutto ciò è stato calcolato con l’ausilio di python, in particolare sono state definite
delle funzioni per il calcolo di ogni parametro come la media sulle x del MSD, della
VACF ecc. così da calcolare questi valori per l’esperimenti Sham ed EF e per tutti i
valori di smooth in modo più veloce ed efficiente.
Fitting dei dati
Come visto nel paragrafo precedente i tre valori di MSD, velocita e VACF sono fun-
zioni dipendenti dal tempo, per ricavare il modo in cui dipendono da esso si è fatto
un fit su questi valori per ognuna delle medie calcolate. La funzione con cui è stato
eseguito il fit è la stessa per i tre valori ed è la seguente:
F(t) = Atα (3.16)
Dove per il MSD A corrisponde al coefficiente di diffusione D. Per ottenere questi
parametri è stato fatto il fit tramite la funzione curve_fit() che ci ha permesso di
ottenre i parametri A e α coi loro rispettivi errori. Poichè i valori agli estremi dei dati
erano poco attendibili, a causa della difficoltà della presa dei dati iniziali e finali col
metodo illustrato all’inizio del paragrafo, questi sono stati esclusi da questo calcolo.
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Risultati
4.0.7 Area tra i due fronti
Dal calcolo dell’area tra i due fronti cellulari sono stati ottenuti i valori mostrati in
figura 4.1 sia per l’acquisizione Sham ed EF, tenendo conto solo dello smooth medio
poichè per il calcolo dell’area non ci sono sostanziali differenze.
FIGURA 4.1: grafico del confronto dell’area normalizzata tra il fronte
sinistro e destro per i due tipi di acquisizione Sham ed EF
Da questa figura si può vedere un andamento simile per entrambe le acquisizioni,
inizialmente l’area decresce lentamente fino a circa 200 minuti, poi inizia a decresce-
re molto più velocemente. Osservando i frame dei fronti cellulari si può notare che a
200 minuti che corrispondono circa al tredicesimo/quattordicesimo frame iniziano
a crearsi i lamellipodi, il che significa che con la creazione di questi aumenta la ve-
locità dei fronti di chiudersi. La differenza che c’è tra le due acquisizione è evidente
nel secondo tratto, infatti nell’acquisizione EF l’area decresce visibilmente più len-
tamente che quella dello Sham. Perciò questa prima anlisi fa pensare che il campo
elettrico esterno rallenti la rimarginazione del taglio.
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4.0.8 MSD, MSV e VACF
Nella figura 4.2 si osservano i valori del MSD mediato sulle x e sui t0 per l’acqusi-
zione Sham ed EF per lo smooth medio con il loro relativo fit.
(A) Fronte sinistro, Sh (B) Fronte destro, Sh
(C) Fronte sinistro, EF (D) Fronte destro, EF
FIGURA 4.2: Grafici del MSD e del relativo fit di entrambe le
acquisizioni dei fronti sinistro e destro
Da una prima analisi qualitativa si può osservare un’aumento del MSD nel tempo in
modo simile per tutti quattro i grafici, solo per il MSD del fronte destro dell’acqui-
sizione sham si nota una leggera anomalia nell’ultimo tratto nel quale l’adamento
sembra diventare costante.
Dal fit di questi grafici rispetto alla funzione 3.16 sono stati ottenuti i risultati nelle
tabelle 4.1 e 4.2.
TABELLA 4.1: Valori del MSD in assenza del campo elettrico
Smooth
(numero coeff. di conv.)
D
(µm2/minα)
σD
(µm2/minα) α σα
Fronte destro
15 200 30 1.11 0.03
27 190 30 1.13 0.04
43 180 20 1.14 0.04
Fronte sinistro
15 54.9 1.5 1.63 0.08
27 51.5 1.4 1.646 0.008
43 54.9 1.5 1.629 0.008
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TABELLA 4.2: Valori del MSD in presenza del campo elettrico
Smooth
(numero coeff. di conv.)
D
(µm2/minα)
σD
(µm2/minα) α σα
Fronte destro
15 30 2 1.68 0.02
27 38 2 1.64 0.01
43 37 3 1.66 0.02
Fronte sinistro
15 108 13 1.38 0.03
27 105 13 1.39 0.03
43 109 13 1.38 0.03
Osservando questi valori si può vedere per tutti i fronti che il valore di α è maggiore
di uno per cui siamo nel caso di superdiffusività come osservato in altri studi [10].
Nello studio appena citato hanno trovato una diffusione balistica con α uguale a due,
questa discrepanza deriva dal fatto che loro hanno analizzato una cellula singola la
quale, come detto nel capitolo 1, ha un movimento maggiore rispetto ad un gruppo
cellulare. Sia per l’acquisizione Sham che per quella EF uno dei due fronti ha un α
superiore a 1.6, mentre l’altro inferiore a 1.4. Per l’acquisizione Sham il valore molto
piccolo di α può essere dovuto alla’anomalia alla fine del grafico, anche se togliendo
questi ultimi valori si ottiene comunque un α inferiore a 1.3. Per cui non si osserva
un andamento differente tra le due acquisizioni, infatti per entrambe vi è un com-
portamento superdiffusivo in cui in uno dei due fronti è più vicino alla diffusione
normale che a quella balistica, che ci fa pensare che uno dei due fronti abbia una
maggiore forza di trazione. Osservando solo la tabella 4.2 si potrebbe pensare che
questo effetto sia dovuto alla presenza del campo elettrico, ma essendo presente an-
che nell’altro caso ciò è da escludere. Dai grafici prima rappresentati si nota anche
che il fit è più fedele rispetto ai dati ottenuti per i fronti con un α maggiore. Inoltre
si osserva che i diversi valori di smooth non influiscono in modo determinante. Per
completezza in figura 4.3 sono stati riportati i valori di α per le medie fatte in x e in
t0 da cui è stata ricavata la media nelle tabelle precedenti.
FIGURA 4.3: Frequenza del coefficiente α per le medie sui t0 e sulle x
per l’acquisizione EF del fronte sinistro
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Da questo grafico si può osservare che la maggior parte dei valori è nel range 1.2-
1.6, però ci sono valori che superano anche due, quest’ultimi però sono risultati per
alcuni valori grandi di t0 nei quali il numero di dati studiati è più piccolo, per cui
hanno un’affidabilità minore.
Il grafico presentato è solo per uno dei fronti, però è illustrativo per tutti poichè pre-
sentano tutti le mesesime caratteristiche.
Per quanto riguarda il MSV nelle tabelle 4.3 e 4.4 sono riportati i valori ottenuti
dal fit per l’equazione 3.16.
TABELLA 4.3: Valori del MSV in assenza del campo elettrico
Smooth
(numero coeff. di conv.)
C
(µm/min1+β)
σC
(µm/min1+β)
β σβ
Fronte destro
15 75 9 0.01 0.04
27 52 7 0.06 0.04
43 39 5 0.07 0.04
Fronte sinistro
15 44 5 0.14 0.04
27 35 4 0.16 0.04
43 44 5 0.14 0.04
TABELLA 4.4: Valori del MSV in presenza del campo elettrico
Smooth
(numero coeff. di conv.)
C
(µm/min1+β)
σC
(µm/min1+β)
β σβ
Fronte destro
15 25 6 0.34 0.07
27 27 7 0.32 0.07
43 16 5 0.47 0.09
Fronte sinistro
15 63 7 0.00 0.03
27 50 5 0.00 0.03
43 63 6 0.00 0.03
Da questi dati si osserva che il MSV è quasi costante rispetto al tempo, infatti il
parametro β è compatibile con 0 o quasi per tutti i casi tranne per il fronte destro
in EF, perciò la velocità è quasi costante rispetto al tempo. Si nota anche che per i
fronti con un’alta α corrisponde un valore di β maggiore. In questo caso si nota che
per l’acquisizione EF la differenza del parametro β tra fronte destro e sinistro è più
evidente rispetto che per la Sham, in particolare il fronte destro che si muove nella
stessa direzione del campo elettrico ha questo valore tre volte più grande rispetto
all’acquisizione Sham. Mentre il fronte sinistro per EF ha il valore più compatibile
con 0 e quindi con un moto costante. Anche in questo caso i diversi valori di smooth
non sono rilevanti. In figura 4.4 sono stati riportati i valori di β per le medie fatte in x
e in t0 da cui è stata ricavata la media nelle tabelle precedenti. Da questi istogrammi
si osserva che per tutti i fronti si ha il primo picco che domina rispeto agli altri,
inoltre si vede bene la differenza tra i fronti destri e sinistri delle due acquisizioni.
Questa differenza come detto precedentemente è molto più accentuata nel caso EF,
infatti per lo sham si è sempre in un range 0-0.6 mentre per EF per il fronte sinistro
si è in un rane 0-0.3 e per il fronte destro 0-0.9. Altra caratteristica che si nota è il
fatto che non ci sono valori minori di 0, poichè ci si aspetta che avvicinandosi i due
fronti aumentino i lemillipodi e la trazione e quindi la velocità o rimane costante o
aumenta. Come per il MSD i valori ai margini sono risultati per alcuni valori grandi
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di t0 nei quali il numero di dati studiati è più piccolo, per cui hanno un’affidabilità
minore.
(A) Fronte sinistro, Sh (B) Fronte destro, Sh
(C) Fronte sinistro, EF (D) Fronte destro, EF
FIGURA 4.4: Frequenza del coefficiente β per le medie sui t0 e sulle x
per tutti i fronti
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Nella figura 4.5 si osservano i valori della VACF mediato sulle x e sui t0 per l’ac-
qusizione Sham ed EF per lo smooth medio con il loro relativo fit.
(A) Fronte sinistro, Sh (B) Fronte destro, Sh
(C) Fronte sinistro, EF (D) Fronte destro, EF
FIGURA 4.5: Grafici del VACF e del relativo fit di entrambe le
acquisizioni dei fronti sinistro e destro
Da questi grafici si vede un andamento oscillatorio, che è dovuto prevalentemente
al modo con cui sono stati ottenuti i fronti. Infatti tracciando manualmente i fronti
si sono create delle imprecizioni che hanno portato alcuni valori del VACF ad essere
negativi. Per i primi tre si osserva un andamento simile decrescente, mentre per il
fronte destro EF questa decrescita è molto più attenuata. Dal fit di questi grafici ri-
spetto alla funzione 3.16 sono stati ottenuti i risultati nelle tabelle 4.5 e 4.6.
TABELLA 4.5: Valori del VACF in assenza del campo elettrico
Smooth
(numero coeff. di conv.)
C
(µm2/min2+β)
σC
(µm2/min2+β)
β σβ
Fronte destro
15 60 40 -1.2 0.4
27 60 40 -1.2 0.4
43 60 40 -1.2 0.4
Fronte sinistro
15 38 7 -0.49 0.07
27 37 6 -0.49 0.07
43 37 7 -0.49 0.07
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TABELLA 4.6: Valori del VACF in presenza del campo elettrico
Smooth
(numero coeff. di conv.)
C
(µm2/min2+β)
σC
(µm2/min2+β)
β σβ
Fronte destro
15 14 6 -0.25 0.16
27 14 7 -0.22 0.17
43 15 7 -0.23 0.16
Fronte sinistro
15 29 7 -0.56 0.09
27 28 6 -0.54 0.09
43 29 7 -0.56 0.09
Come ci si aspettava dai grafici i valori di β sono negativi e in particolare per il
fronte destro sono maggiori, cioè più vicini a 0. Come visto nel capitolo precedente
un valore negativo di β significa che la varizaione di velocità dipendono da forze
deboli che interagiscono nel sistema, anche se in questo caso la direzione della velo-
cità rimane sempre la stessa. Per cui la causa del fronte con un alto β può proprio
essere una forza esterna che mantiene costante la velocità. Si osserva anche che i
fronti che avevano una β per il MSV più piccola hanno anche una β per la VACF
minore rispetto alle altre, e viceversa. Inoltre come nel caso del MSD, dai grafici pre-
cedenti, per i fronti che hanno un β maggiore il fit è più fedele ai valori ottenuti. Dal
capitolo precedente sappiamo inoltre che deve valere la relazione β = α − 2, e ciò
è confermato dai risultati ottenuti. Nella figura 4.6 è rappresentata la frequenza dei
valori di β per le medie fatte in x e in t0 da cui è stata ricavata la media nelle tabelle
precedenti.
FIGURA 4.6: Frequenza del coefficiente β per le medie sui t0 e sulle x
per l’acquisizione EF del fronte sinistro
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Da questo istogramma si nota che quasi tutti i valori sono vicino allo 0 nella parte
negativa, mentre i valori ai margini sono risultati per alcuni valori grandi di t0 nei
quali il numero di dati studiati è più piccolo, per cui hanno un’affidabilità minore.
4.0.9 Curvatura
Lo studio della curvatura è molto importante per osservare l’andamento dei lemilli-
podi. Per studiare la curvatura consideriamo solo l’acquisizione Sham per il fronte
sinistro. Dalla figura 4.7 si osserva che per un tempo piccolo, in cui nel fronte osser-
vato non si sono ancora formate molte sporgenze, la curvatura è prevalentemente
positiva. Al contrario per un tempo più grande in cui si sono già formate varie spor-
genze la curvatura è per lo più negativa come previsto.
(A) Curvatura, t=225min (B) Curvatura, t=525min
FIGURA 4.7: Grafici della curvatura per tempi diversi
Inoltre osservando la figura 4.8 che rappresenta il coefficiente α del MSD al variare
di x, si vede un andamento simile a quello dei grafici precedenti. In realtà a picchi
per la curvatura corrispondono i minimi per α, quindi quando si ha una curvatu-
ra concava e quindi in presenza di protuberanze si ha una diffusione maggiore, o
meglio una maggiore superdiffusione. Per cui a valori di curvatura maggiori corri-
spondono α minori. Visto che per il grafico di α si ha una media temporale, mentre
per la curvatura abbiamo un tempo specifico, questo effetto non è così evidente. Per
vedere se i dati ottenuti sono in accordo con il modello mostrato nel capitolo pre-
cedente, si deve osservare la curvatura al variare del tempo per determinati valori
delle x. Sono stati quindi presi due valori di riferimento, x=157.5 µm e x=554.4 µm,
da cui sono stati ottenuti i grafici in figura 4.9. Da questi grafici si osserva che per un
certo valore di x la curvatura rimane sempre o concava o convessa, cioè o negativa
o positiva. Infatti nel modello visto nel capitolo precedente per curvature positive,
cioè in cui non vi è la presenza di sporgenze, la forza di trazione è minore e tende
a non creare una sporgenza. Al contrario nel caso di concavità negativa e quindi in
presenza di sporgenze si crea una maggiore forza, che avevamo chiamato Fbordo che
tende ad aumentare questo comportamento.
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FIGURA 4.8: Grafico del coefficiente α per il MSD mediato sui t0
(A) Curvatura,
x=157.5µm
(B) Curvatura,
x=554.4µm
FIGURA 4.9: Grafici della curvatura per tempi diversi
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Fino a questo punto abbiamo considerato solo livelli di smooth bassi (m=15), in
figura 4.10 si osservano i valori della curvatura per i tre livelli di smooth per l’acqui-
sizione sham per il fronte destro. Da questi grafici si vede che la curvatura è molto
(A) Curvatura, smooth
basso
(B) Curvatura, smooth
medio
(C) Curvatura, smooth
alto
FIGURA 4.10: Grafici della curvatura per diversi smooth
diversa nei tre casi, nel primo caso abbiamo che la curvatura varia molto più fre-
quentemente rispetto all’ultimo caso in cui ci sono poche oscillazioni. Nonostante
questa grande variazione nella curvatura i dati trovati nel paragrafo precedente non
sembrano essere discordanti. Dalla figura 4.11 si osserva, come già detto, un anda-
mento simile per i tre livelli di smooth, dove però come succede per la curvatura
per smooth mionre si ha un oscillazione minore. Comunque la media dei valori ri-
sulta poi simile. Inoltre per valori di smooth più grandi si nota mmaggiormente la
corrspondenza tra massimi e minimi tra curvatura e α.
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(A) MSD, smooth basso (B) MSD, smooth medio
(C) MSD, smooth alto
FIGURA 4.11: Grafici del parametro α del MSD per diversi smooth
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Conclusioni
5.0.10 Comportamento dei fronti cellulari
Dai risultati ottenuti nel capitolo precedente, abbiamo trovato dallo studio del MSD
che per tutti i quattro i fronti siamo in un regime superdiffusivo. Questo ci dice che
durante la migrazione vi sono delle forze che dirigono le cellule verso una direzione.
Ciò conferma che in una migrazione cellulare collettiva il gruppo cellulare è efficace
nel dirigersi in un unica direzione grazie alle forze di trazione tra le cellule, riportate
nel capitolo 1. Inoltre dallo studio del VACF si è visto che essendo decrescente nel
tempo la velocità del fronte non è determinata, ma dipende da fattori aleatori. Ciò
ci dice che durante la migrazione, come aspettato, sono presenti delle forze debo-
li, come per esempio le forze tra le cellule followers e quelle leader, che rendono la
velocità tra due tempi consecutivi variabile. Dallo studio del MSV però si vede che
in media la velocità rimane all’incirca costante nel tempo per cui le variazioni della
velocità tra due istanti di tempo si annullano tra di loro per tempi grandi. Inoltre è
stata confermata la relazione che c’è tra il MSD e la VACF descritta nell’equazione
3.13, infatti per grandi valori di α corrispondo β più vicini allo 0. Dai risultati della
curvatura è stata confermata l’ipotesi del modello descritto nel capitolo 3, per cui
per curvature negative, quindi in presenza di protrusioni, la curvatura tende rima-
nere negativa e in modo equivalente per le zone con una curvatura positiva. Inoltre
si è osservata una relazione tra il parametro α del MSD e la curvatura, cioè i massi-
mi della prima corrispondo ai minimi della seconda, che ci dice che le zone con la
presenza di sporgenze hanno anche una maggiore diffusività. Perciò la migrazione
cellulare collettiva ha un comprtamento superdiffusivo dove le zone con la presenza
di protrusioni avranno una maggiore forza di trazione e quindi maggiore diffusività,
e in particolare queste sporgenze tendono a rimanere nel tempo. Infine si è visto che
i diversi livelli di smooth non hanno influito in modo determinante.
5.0.11 Confronto tra l’acquisizione Sham ed EF
Dall’analisi dell’area tra i due fronti si è visto che nell’acquisizione Sham i fronti
impiegano meno tempo a ricongiungersi in confronto all’acquisizione EF. Questa
ossevazione può significare che il campo elettrico rallenti maggiormente il fronte
che si muove in direzione opposta ad esso in confronto a quanto aiuti l’altro fronte
nella migrazione. Osservando poi i risultati del MSD si è visto che vi è differenza di
diffusione tra i due fronti per l’acquisizione EF, però questa discrepanza si è notata
aanche per l’acquiszione in assenza di campo elettrico quindi non possiamo affer-
mare che sia dovuta al campo elettrico. Stessa cosa per quanto riguarda il MSV e la
VACF, infatti anche in questo caso si ottengono i valori del parametro β diversi per
il fronte sinistro e destro in entrambe le acquisizioni anche se in modo leggermente
maggiore per EF. Nello studio della curvatura non sono state trovate differenze tra le
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due acquisizioni per cui non è possibile confermare che ci sia stata un’azione attiva
del campo elettrico sulla migrazione cellulare collettiva studiata.
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#### funzioni
import pandas as pd
import numpy as np
import matplotlib.pylab as plt
import os as os
from scipy.optimize import curve_fit
from scipy.interpolate import UnivariateSpline
def func(x,D,a):
return D*x**a
def curvature_splines(x, y=None, error=0.1):
# handle list of complex case
if y is None:
x, y = x.real, x.imag
t = np.arange(x.shape[0])
std = error * np.ones_like(x)
fx = UnivariateSpline(t, x, k=3, w=1 / np.sqrt(std))
fy = UnivariateSpline(t, y, k=3, w=1 / np.sqrt(std))
x1 = fx.derivative(1)(t)
x2 = fx.derivative(2)(t)
y1 = fy.derivative(1)(t)
y2 = fy.derivative(2)(t)
curvature = (x1* y2 - y1* x2) / np.power(x1** 2 + y1** 2, 3. / 2.)
return curvature
def area_btw_fronts(df_sx,df_dx):
area_h = df_dx-df_sx
#rimetto le x giuste in area_h
area_h[’x’]=df_dx[’x’]
col= area_h.columns
x= list(area_h[col[0]])
df= area_h[col[1:]]/2.
area=(df.T*6.3).T.sum()
return area
def df_velocity(df):
velocity = pd.DataFrame(df[df.columns[2:]].values-df[df.columns[1:-1]].values).T
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velocity.columns=df[’x’]
return velocity
def etavacf(velocity,stat_min):
n_x=len(velocity.columns)
n_t0=len(velocity)
n_tau=n_t0-stat_min
VACFD=np.empty(n_tau)
for tau in range(1,n_tau):
VACFD[tau-1]=sum((velocity.loc[velocity.index.values[:-tau],:].values*velocity.loc[velocity.index.values[tau:],:].values).ravel())/float(n_x*(n_t0-(tau)))
return VACFD
def tavacf(velocity,stat_min):
n_x=len(velocity.columns)
n_t0=len(velocity)
n_tau=n_t0-stat_min
VACF={}
for tau in range(1,n_tau):
VACF[tau-1]=sum(velocity.loc[velocity.index.values[:-tau],:].values*velocity.loc[velocity.index.values[tau:],:].values)/float((n_t0-tau))
return pd.DataFrame(VACF)
def eavacf(velocity,stat_min):
n_x=len(velocity.columns)
n_t0=len(velocity)
n_tau=n_t0-stat_min
VACF={}
for tau in range(1,n_tau):
VACF[tau-1]=np.sum(velocity.loc[velocity.index.values[:-tau],:].values*velocity.loc[velocity.index.values[tau:],:].values,axis=1)/float(n_x)
return (VACF)
def etamsd(df,stat_min):
n_t0=len(df.columns)
n_x=len(df)
n_tau=n_t0-stat_min
MSDD=np.empty(n_tau)
del df[’x’]
col=df.columns
for tau in range(1,n_tau):
MSDD[tau-1]=sum(((df[col[:-tau]].values-df[col[tau:]].values)**2).ravel())/float(n_x*(n_t0-(tau+1)))
return MSDD
def eamsd(df,stat_min):
n_t0=len(df.columns)+1
n_x=len(df)
n_tau=n_t0-stat_min
MSDD={}
col=df.columns
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for tau in range(1,n_tau):
MSDD[tau-1]=sum(((df[col[:-tau]].values-df[col[tau:]].values)**2))/float(n_x)
return MSDD
def tamsd(df,stat_min):
n_t0=len(df.columns)+1
n_x=len(df)
n_tau=n_t0-stat_min
MSDD={}
col=df.columns
for tau in range(1,n_tau):
MSDD[tau-1]=np.sum(((df[col[:-tau]].values-df[col[tau:]].values)**2),axis=1)/float((n_t0-(tau+1)))
return pd.DataFrame(MSDD)
def etavelocity(velocity,stat_min):
n_x=len(velocity.columns)
n_t0=len(velocity)
n_tau=n_t0-stat_min
VELD=np.empty(n_tau)
for tau in range(1,n_tau):
VELD[tau-1]=sum(((velocity.loc[velocity.index.values[:-tau],:].values-velocity.loc[velocity.index.values[tau:],:].values)**2).ravel())/float(n_x*(n_t0-(tau)))
return VELD
def tavelocity(velocity,stat_min):
n_x=len(velocity.columns)
n_t0=len(velocity)
n_tau=n_t0-stat_min
VELD={}
for tau in range(1,n_tau):
VELD[tau-1]=sum(((velocity.loc[velocity.index.values[:-tau],:].values-velocity.loc[velocity.index.values[tau:],:].values)**2))/float((n_t0-(tau)))
return pd.DataFrame(VELD)
def eavelocity(velocity,stat_min):
n_x=len(velocity.columns)
n_t0=len(velocity)
n_tau=n_t0-stat_min
VELD={}
for tau in range(1,n_tau):
VELD[tau-1]=np.sum(((velocity.loc[velocity.index.values[:-tau],:].values-velocity.loc[velocity.index.values[tau:],:].values)**2),axis=1)/float(n_x)
return VELD
def fit( funz,n_tau,inz, titolo):
xx=(np.arange(n_tau-inz))+inz
popt, pcov = curve_fit(func,xx ,funz[inz:(n_tau)] , (1,1))
return popt, pcov
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########smooth dei dati
import numpy as np
import pylab as plt
import pandas as pd
import os as os
import cv2 as cv
from scipy.interpolate import UnivariateSpline
from scipy.signal import savgol_filter
#leggo tabelle
def front(path,i,side):
fname = path + str(i) + side + ’.txt’
return pd.read_table(fname, header=None)
N=100
min_x=0
max_x=630
delta=630/float(N)
yhat=[]
for t in range(1,61):
#griglia ordinata con ymax
grid = front(’EF 35V_21-2-18_Field 1_’,t,’_dx’)
grid = grid.sort_values(by=1)
grid_smooth=np.empty((2,N))
for i in np.arange(N):
bin_m=min_x +i*delta
bin_M=min_x +(i+1)*delta
if s==’_sx’:
grid_smooth[1,i]=min_x +(i+1/2.)*delta
grid_smooth[0,i]=max(grid[(grid[1]>bin_m)&(grid[1]<bin_M)][0])
else:
grid_smooth[1,i]=min_x +(i+1/2.)*delta
grid_smooth[0,i]=min(grid[(grid[1]>bin_m)&(grid[1]<bin_M)][0])
pd.DataFrame(grid_smooth).to_csv(’./grid_smooth.csv’)
x,y = (grid_smooth[1]),(grid_smooth[0])
if t==1:
df1=pd.DataFrame(x)
df1.columns=["x"]
df2=pd.DataFrame(x)
df2.columns=["x"]
df3=pd.DataFrame(x)
df3.columns=["x"]
#eseguo lo smooth
yhat1=(savgol_filter(y, 15, 3))
yhat2=(savgol_filter(y, 27, 3))
yhat3=(savgol_filter(y, 43, 3))
df1[’y%d’%t] = pd.Series(yhat1)
df2[’y%d’%t] = pd.Series(yhat2)
df3[’y%d’%t] = pd.Series(yhat3)
#salvo tabelle
df2.to_csv("tabellatesiEFsmoot_27_dx.csv")
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df3.to_csv("tabellatesiEFsmoot_43_dx.csv")
df1.to_csv("tabellatesiEFdx.csv")
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#########calcolo dei valori
import pandas as pd
import numpy as np
import matplotlib.pylab as plt
import os as os
from scipy.optimize import curve_fit
import FRONT_ANALYSIS_veloce as fr
from scipy.interpolate import UnivariateSpline
path = ’/home/daniele/tesi/script/’
namee=[’EFsmoot’]
for name_ty in namee:
fname = ’tabellatesi’
df_sx = (pd.read_csv(path+fname+name_ty+’dx’+’.csv’,index_col=0))
df_dx = (pd.read_csv(path+fname+name_ty+’dx’+’.csv’,index_col=0))
velocity_dx= fr.df_velocity(df_dx)
velocity=velocity_dx
n_x=len(velocity.columns)
n_t0=len(velocity)
n_tau=n_t0-2
n_t0m=len(df_dx.columns)
n_xm=len(df_dx)
n_taum=n_t0m-1
##################curvatura
x=df_dx[’x’]
tab=pd.DataFrame(x)
tab.columns=["x"]
for q in range(1,n_t0m):
tab[’y%d’%q] = pd.Series(fr.curvature_splines(x,df_dx["y%d"%q]))
tab.to_csv(’tabellacurvatura_’+name_ty+’.csv’)
print(’tabella curvature creata’)
################area
area = fr.area_btw_fronts(df_sx,df_dx)
plt.plot(area/float(max(area)), label=’EF’)
area=pd.DataFrame(area)
area.to_csv(’tabella_area_’+name_ty+’.csv’)
print(’tab area creata’)
###########tabella VACF
ETAVACF=fr.etavacf(velocity,2)
TAVACF=fr.tavacf(velocity,2)
EAVACF= fr.eavacf(velocity,2)
cols=[’label’,’x’,’t0’,’par1’,’errorepar1’,’par2’,’errorepar2’]
tabfitVACF=pd.DataFrame(columns=cols, index=range(146))#128 ef
popt, pocv=fr.fit(ETAVACF,(n_tau-1),3,’’)
tabfitVACF.loc[0].label = ’ETAVACF’
tabfitVACF.loc[0].x = ’’
tabfitVACF.loc[0].t0 = ’’
tabfitVACF.loc[0].par1=popt[0]
tabfitVACF.loc[0].par2=popt[1]
tabfitVACF.loc[0].errorepar1=(pocv[0][0])**(1/2.0)
tabfitVACF.loc[0].errorepar2=(pocv[1][1])**(1/2.0)
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for d in (np.arange(n_x)+1):
popt, pocv=fr.fit(TAVACF.loc[d-1],(n_tau-4),1,’’)
tabfitVACF.loc[d].label = ’TAVACF’
tabfitVACF.loc[d].x = d
tabfitVACF.loc[d].t0 = ’’
tabfitVACF.loc[d].par1=popt[0]
tabfitVACF.loc[d].par2=popt[1]
tabfitVACF.loc[d].errorepar1=(pocv[0][0])**(1/2.0)
tabfitVACF.loc[d].errorepar2=(pocv[1][1])**(1/2.0)
s=[]
for d in (np.arange(n_tau-12)+101):
for r in range(0,((n_tau-1)-(d-101))):
s.append(EAVACF[r][d-101])
popt, pocv=fr.fit(s,(n_tau-1-(d-101)),1,’’)
tabfitVACF.loc[d].label = ’EAVACF’
tabfitVACF.loc[d].x = ’’
tabfitVACF.loc[d].t0 = (d-101)
tabfitVACF.loc[d].par1=popt[0]
tabfitVACF.loc[d].par2=popt[1]
tabfitVACF.loc[d].errorepar1=(pocv[0][0])**(1/2.0)
tabfitVACF.loc[d].errorepar2=(pocv[1][1])**(1/2.0)
del s[:]
tabfitVACF.to_csv("TabellafitVACF_"+name_ty+".csv")
print(’tab VACF creata’)
################tabella MSD
ETAMSD=fr.etamsd(df_dx,1)
TAMSD=fr.tamsd(df_dx,1)
EAMSD=fr.eamsd(df_dx,1)
cols=[’label’,’x’,’t0’,’par1’,’errorepar1’,’par2’,’errorepar2’]
tabfitMSD=pd.DataFrame(columns=cols, index=range(156))
popt, pocv=fr.fit(ETAMSD,(n_taum-1),0,’’)
tabfitMSD.loc[0].label = ’ETAMSD’
tabfitMSD.loc[0].x = ’’
tabfitMSD.loc[0].t0 = ’’
tabfitMSD.loc[0].par1=popt[0]
tabfitMSD.loc[0].par2=popt[1]
tabfitMSD.loc[0].errorepar1=(pocv[0][0])**(1/2.0)
tabfitMSD.loc[0].errorepar2=(pocv[1][1])**(1/2.0)
for d in (np.arange(n_xm)+1):
popt, pocv=fr.fit(TAMSD.loc[d-1],(n_taum-1),0,’’)
tabfitMSD.loc[d].label = ’TAMSD’
tabfitMSD.loc[d].x = d
tabfitMSD.loc[d].t0 = ’’
tabfitMSD.loc[d].par1=popt[0]
tabfitMSD.loc[d].par2=popt[1]
tabfitMSD.loc[d].errorepar1=(pocv[0][0])**(1/2.0)
tabfitMSD.loc[d].errorepar2=(pocv[1][1])**(1/2.0)
s=[]
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for d in (np.arange(n_taum-5)+101):
#print(d)
for r in range(0,((n_taum-1)-(d-101))):
s.append(EAMSD[r][d-101])
# print(d)
popt, pocv=fr.fit(s,(n_taum-1-(d-101)),0,’’)
tabfitMSD.loc[d].label = ’EAMSD’
tabfitMSD.loc[d].x = ’’
tabfitMSD.loc[d].t0 = (d-101)
tabfitMSD.loc[d].par1=popt[0]
tabfitMSD.loc[d].par2=popt[1]
tabfitMSD.loc[d].errorepar1=(pocv[0][0])**(1/2.0)
tabfitMSD.loc[d].errorepar2=(pocv[1][1])**(1/2.0)
del s[:]
tabfitMSD.to_csv("TabellafitMSD_"+name_ty+".csv")
print(’tab MSD creata’)
##############tabella Velocity
ETAVELOCITY=fr.etavelocity(velocity,2)
TAVELOCITY=fr.tavelocity(velocity,2)
EAVELOCITY= fr.eavelocity(velocity,2)
cols=[’label’,’x’,’t0’,’par1’,’errorepar1’,’par2’,’errorepar2’]
tabfitvelocity=pd.DataFrame(columns=cols, index=range(153))
popt, pocv=fr.fit(ETAVELOCITY,(n_tau-1),0,’’)
tabfitvelocity.loc[0].label = ’ETAVEL’
tabfitvelocity.loc[0].x = ’’
tabfitvelocity.loc[0].t0 = ’’
tabfitvelocity.loc[0].par1=popt[0]
tabfitvelocity.loc[0].par2=popt[1]
tabfitvelocity.loc[0].errorepar1=(pocv[0][0])**(1/2.0)
tabfitvelocity.loc[0].errorepar2=(pocv[1][1])**(1/2.0)
for d in (np.arange(n_x)+1):
popt, pocv=fr.fit(TAVELOCITY.loc[d-1],(n_tau-4),0,’’)
tabfitvelocity.loc[d].label = ’TAVEL’
tabfitvelocity.loc[d].x = d
tabfitvelocity.loc[d].t0 = ’’
tabfitvelocity.loc[d].par1=popt[0]
tabfitvelocity.loc[d].par2=popt[1]
tabfitvelocity.loc[d].errorepar1=(pocv[0][0])**(1/2.0)
tabfitvelocity.loc[d].errorepar2=(pocv[1][1])**(1/2.0)
s=[]
for d in (np.arange(n_tau-5)+101):
for r in range(0,((n_tau-1)-(d-101))):
s.append(EAVELOCITY[r][d-101])
popt, pocv=fr.fit(s,(n_tau-1-(d-101)),0,’’)
tabfitvelocity.loc[d].label = ’EAVEL’
tabfitvelocity.loc[d].x = ’’
tabfitvelocity.loc[d].t0 = (d-101)
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tabfitvelocity.loc[d].par1=popt[0]
tabfitvelocity.loc[d].par2=popt[1]
tabfitvelocity.loc[d].errorepar1=(pocv[0][0])**(1/2.0)
tabfitvelocity.loc[d].errorepar2=(pocv[1][1])**(1/2.0)
del s[:]
tabfitvelocity.to_csv("TabellafitVELOCITY_"+name_ty+".csv")
print(’tab velocity creata’)
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