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Abstract
Companies have been changing and developing their marketing tools and techniques in order to
follow the rapid growth of e-commerce in many aspects, and they specifically try to target
customers by offering them the products and services they need using recommender engines.
Moreover, the rapid growth in e-commerce resulted in people placing the web as the source of
information to buy or sell from. Therefore, other than normal stores, many online shops exist, in
different forms, from websites with private domain to thread in online forums. This has advantages
which is that people have more options to shop from, but at the same time it is also a disadvantage
where with so many options, customers will find difficulties to choose which store is more suitable
to buy a product from.
In this capstone project we study the time consumed by the customer to find a suitable website to
buy a desired device using a recommender data analytics approach. The purpose of the project is
to build a recommender system that recommends a store to buy a product from based on the user
entry parameters. As well as to help the stores to increase their ranking in the recommender engine
by using analytical models. Data will be extracted from electronic stores in the UAE. Data was
visualized, preprocessed, and suitable attributes were chosen before building the models.
Keywords: Recommender engine, classification, random forest, naive bayes, decision tree.
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Chapter 1
1.1 Introduction
Customers usually search the web for the desired product and their reviews before deciding
whether to buy it or not, and this process can be somewhat daunting. Nitin Jindal and Bing Liu
(2007) stated in a study that 90% of customers rely on other reviews when purchasing a product,
and 70% of them read feedbacks or at least look at ratings before making a decision on buying a
product. This feedbacks can be found by searching through engines, accessing certain websites
that provide reviews, or reading it on personal blogs. After that, they start looking for a store that
sells this product. People normally choose a store based on sometimes location, it’s near to where
they live, or experience, they’re used to buy from this specific store, or even sometimes just by
chance. Regardless of the technique used, what consumers are missing out on is that stores that
sell electronics differ a lot in prices, deals, offers, and customer experience. They can find the exact
device with a better cost in another store, or maybe more expensive but better warranty conditions.
Electronics in general aren’t cheap and customers will be investing their own resources on the
product they intend to buy, and because of that, they are expected to choose the right place to
purchase from. Moreover, without conducting some of the research that is needed in this process,
there is a probability that they might end up making a wrong shop selection that might disappoint
them after the purchase of the item.
In the UAE there are a lot of big retail stores that sell electronics, they’re everywhere, all around
the emirates. In Dubai itself there are more than 10 original retail stores excluding the branches of
each shop. Similarly, many websites are based in UAE or deliver to UAE sell electronics. With all
of these different choices, searching information about products in stores is not an easy task, and
it can make customers spend more time on web browsing.

1.2 Statement of Problem
Everyone wants to make the right choice in choosing where to shop from when buying electronics.
Today with the big and diverse amount of places that sell electronics, people tend to spend time to
find a suitable store to buy the desired device from. This step is time consuming and can be
daunting, however, if it was skipped, customers won’t feel fully satisfied with their purchase
knowing that they missed out a better offer. Thus, the main problem is that there is no one-stop
place that recommends stores for customers to buy a specific product from taking into
consideration multiple factors together.
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1.3 Project Goals
The goal of this project is to develop a ranking recommender system to help guide the customer in
the selection of the most suitable retail store for a specific product. Furthermore, another goal is to
guide the retail stores on how to increase their ranking in the recommender system.

1.4 Aims and Objectives
The aim of the project is to propose a recommender engine that can provide a suitable UAE retail
store to buy a specific laptop based on customer experience and reviews.The objectives of the
project are as follows:
Objective 1: To display several stores that are ranked based on price, store rating, number of
reviews and product rating for the customer/buyer to choose from what suits him/her the best. This
project will narrow the search space to make the purchase process for customers as smooth and
easy as it could be.
Objective 2: To understand the UAE laptop market by visualizing the data and taking in some
insights and trends.
Objective 3: To help the businesses understand the customers motivation for the product rating
and from that assisting them on how to rank higher in the recommender engine.

1.5 Research Methodology
1.5.1 CRISP-DM Methodology
The cross-industry standard process for data mining ‘CRISP-DM’ was the approach used for
strong guidance throughout the project. The problem was identified in the first step which is the
‘Business Understanding’. Furthermore, the goal of the project was determined to align the
technical work with the business needs. ‘Data Understanding’ was the second step, data here was
gathered, explored, cleaned, and visualized to know what can be expected and achieved exactly
from it. This step was the lengthiest because of its importance, where the quality of the data was
being checked to be able to extract the best value and to make sure that the results would meet the
project objectives. The third step was ‘Data Preparation’, where data was integrated, reformatted,
constructed, and normalized. Next was ‘Modeling’, the fourth step, and the core step of this project.
Two main modeling techniques were selected, built, tested, and assessed. Finally, the last step of
this project was ‘Evaluation’, where results here were interpreted based on the domain of the
project, the findings were summarized and the future work was determined. Although
‘Deployment’ is the final step of this methodology, the project is yet to reach this part.
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1.5.2 Data Analytics Tools
Data which is the most essential part of this project was extracted from three electronic stores that
are located in the UAE using a tool called Data Miner (Data Miner, n.d.). Data Miner is a browser
plugin for Google Chrome that enables users to extract data from the desired web pages into an
Excel spreadsheet or a CSV file. Due to the fact that the data was gathered from different sources,
a lot of cleaning was required and for that Excel and R-Studio was mainly utilized for this task. To
understand the data and highlight the trends and the outlier’s data was visualized using R-Studio
as well (RStudio, n.d.).
Following this, the ranking recommender system was then built with python in Jupyter Notebook
(Project Jupyter, n.d.). Jupyter notebook was launched from Anaconda Navigator which is a
desktop graphical user interface that helps users without using command-line commands to open
programs and conveniently manage conda packages, environments, and channels (Anaconda,
n.d.). Libraries like Pandas, OS, and Scikit-Criteria were used to help with the development.
Finally, classification models like Naive Bayes, Decision Tree, and Random Forest were generated
in R-Studio to help guide the stores. However, some data preprocessing was required before doing
so. Data preprocessing included discretizing the target variable and balancing the instances in the
target classes by using the SMOTE function. Here also libraries like Caret, e1071, randomForest,
rpart, and rpart.plot were utilized to have an efficient output.

1.6 Limitations of the Study
1.6.1 Lack of reliable data
Data first was planned to be collected officially and directly from five different stores. However,
due to privacy issues, this request was rejected by some stores and ignored by others. So, the
second option was to extract them from the websites, but by doing so, the data attributes were
limited. Also, so much cleaning was needed that restrained me from considering all stores that
were planned at first.

1.6.2 Limited Library Function
Scikit-Criteria library that was used to build the ranking recommender system takes only one string
variable which is the main variable and the rest should be numeric. This was a limitation because
the recommender system is supposed to take numeric variables and calculate the weight and then
rank the objects but with displaying several string attributes like the city, branch, store name, etc.
This limitation could’ve been solved by turning all the string attributes to numeric and after that
put a key code at the top pointing out each name and its’ code. However, for the display purposes
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of this project it was decided to run the code several times and in each time capture a string
attribute. Moreover, dealing with the programming language python was a restriction as it was my
first time coding with it.
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Chapter 2: Literature Review
2.1 Introduction
Recommender systems are used widely in different domains. Collaborative filtering (CF) which is
a type of it is a technique used to generate customized recommendations for the customer from a
collection of previous correlated preferences. In general, the amount of available information about
the target user and the target item determines the effectiveness of the system. One of the great
challenges that this system faces is the cold start problem. This happens when collaborative
filtering (CF) model describes the difficulty of making recommendations when the users or the
items are new (Zhao, 2016).

2.2 Education Sector
Hoic-Bozic et al. (2016) presented a research on implementing the ELARS(E-Learning Activities
Recommender System) recommender system which is a contemporary blended learning model.
This recommender system fosters personalization of e-activities by recommending four types of
items: optional e-tivities, possible collaborators (student peers), Web 2.0 tools and advice.
Recommendations are generated for individual students and groups, based on their personal data,
their achievements during the e-course, and on well-defined course learning design. Implementing
this model resulted in better course grades for students who used it with a satisfactory response.
Wonoseto and Rosmansyah (2017) proposed a knowledge-based recommender system to improve
learning models in schools based on Hoic-Bozic et al. (2016) research. They believe that it has
disadvantages in ramp-up, gray sheep and quality issues that depend on the amount of data which
their technique doesn't. Their idea is recommendations are done based on VAK learning styles
and collaborative learning theory. V stands for storing the number of visual choices, A stands for
storing the auditory choices, and K stands for storing the number of kinesthetic choices. This
resulted in a rise in the post-test value with an increase of 12.899%, increase in test score, and
decrease in the score gap between students in class.

2.3 E-Commerce Sector
Xuesong Zhao (2019) proposes a framework of distributed and scalable recommender systems
based on Hadoop which can deal with the overload problems that come along with big data. He
proposed this framework after discussing the different recommendation algorithms and realizing
5

that the current recommender systems can be challenging when dealing with big data. The solution
was a Hadoop based mixed recommender system that uses hybrid recommendation algorithms and
MapReduce scalability and computational ability to solve the problem addressed above in ecommerce. The recommender system based on big data can be composed of online part and offline
part to generate the optimized recommendations according to the real-time requirements and big
volume of data in a big data environment.
Xiaohui Li and Tomohiro Murata (2010) proposed a solution after reviewing major problems in
existing recommender systems. Based on user’s behavior information and two-level property, they
presented a tracking recommender approach which provides a personalized recommendation for
users by defining user profile model, knowledge resources model and constructed Formal Concept
Analysis (FCA) mapping. Their aim is to discover individual user interests and offer customized
services such as helping customers make a decision to satisfy their demand. As well as to employ
an integrated utilization of knowledge domain to solve the challenges that are faced in contentbased filtering recommendation and collaborative filtering recommendation which are gray sheep
and cold start. This resulted in a system that is more robust against the disadvantages in normal
recommender systems, along with obtaining better recommendations.
Bogdan Walek and Petra Spackova (2018) wanted to deliver suitable content to the user as well as
decrease the cold start effect. For that they introduced a content-based recommender system that
recommends suitable content for the user using a collaborative filtering system and an expert
system for evaluating the popularity of products. To reduce the effect of cold start, an algorithm
that shows products from similar users after the first login was proposed. Finally the proposed
solution was tested and was well performed.
Duo Lin and Sue Jingtao (2015) utlilized data that some people may consider unnecessary to
recommend items more efficiently to customers. Most e-commerce recommender systems use the
purchase information to make recommendations, however in this paper a novel recommender
system was proposed, where not only purchase data is being used, but also the navigational and
behavioral data. The contextual information data like access, click, read with the purchase
information, are all being analyzed and calculated to give the preference degree of each item.
Hence, products with larger preference degrees are going to be recommended to users.
Furthermore, this algorithm distinguished nonexpendable items from expendable ones. Finally, the
results successfully verified the performance of the system.
Ade Romadhony et al.(2013) discuss in their paper the process that customers go through to buy a
certain product. They specifically focus on the searching part which they say that it can be a
daunting task, where people go to different websites to read about the desired product as well as
check the different reviews, ratings and prices each online shop offers. Targeting Indonesia’s
market and to make this step easier to the citizens they propose a system that provides reviews as

6

well as recommendations to narrow the search space. The aim of this project is to design a good
personal recommendation to increase the satisfaction of the customer. This will happen by
implementing item based collaborative filtering on items recommendations, and user-based
collaborative filtering to produce personal recommendations. This system was tested by
conducting a survey to the users. Most of them gave a satisfactory response towards the itembased recommender system, however only users who were already active preferred the personal
recommendation.
Ahmed Hidayatullah and Media Ayu Anugerah (2018) suggested in their paper using multiobjective ranked bandits for recommender systems which is usually implemented in news portals
as an alternative for e-commerce recommender systems. They also investigate the idea of applying
this algorithm as an e-commerce recommender system. It was stated in the paper that there were
four important functions to achieve in order to get a better accuracy in applying this algorithm
which are: weighting scheme, scalarization function, recommendation quality metrics, and the
algorithm itself. This algorithm performed well when tested in an e-commerce environment.
Rana Alaa El-Deen et al. (2018) introduced a framework that improves the traditional
recommender engine in the International Conference on Computer and Applications. This
framework solves issues that normal models have which are cold start effects, content
overspecialization, sparsity of data structure. Hence, a semantic recommender system that
employs both user profile and products ontology was proposed. This system was built in two
phases to try to incorporate users’ information from social networks and develop users’
information ontology to make custom recommendations by using data mining techniques. After
testing the model, it showed that the lowest accuracy was given by clustering and simple cart. On
the other hand, the decision table algorithm gave the highest TPR.
Speaking of e-commerce, reviews play a big role in this field, where it’s a major factor in
customers’ purchase decision making. Cagatay Catal and Suat Guldan (2017) used the TripAdvisor
hotel reviews dataset to detect deceptive negative customer reviews. They state that it is crucial to
identify them as they can negatively impact a product or a service. In this study, many classifiers
and parameter combinations were evaluated and tested to detect fake negative reviews. Yet, a highperformance model was proposed when the best accuracy was found by using five classifiers and
following the majority voting combination rule. The five classifiers were J48, Random Forest,
Sequential Minimum Optimization, and two different implementations of support vector machine
which are libSVM and libLinear. Each classifier learned a part of the problem, resulting in an
overall model that predicts fake reviews better.
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Chapter 3: Project Description
To illustrate the approach to the recommender system, datasets from electronic stores here in the
UAE was considered. It was gathered by extracting it from the website using web crawlers. A web
crawler is an internet bot that indexes the content of a website on the internet. It then extracts target
information and data automatically. As a result, it exports the data into a structured format
(list/table/database).
The data gathered consisted of several attributes like store name, device name, model, brand, price,
number of reviews, and rating. After collecting all the data needed in this project, data
preprocessing was performed. Data preprocessing included cleaning, Integration, transformation,
and reduction. This step solved issues in the data like inaccuracy, incompleteness, and
inconsistency, it also increased the credibility and interpretability of the data. Missing values are
a common challenge that is normally faced in this stage, because if they weren’t handled properly
then the final results may end up drawing an inaccurate conclusion about the data. Therefore,
different ways to solve this issue are available, however the best method was chosen depending on
the situation of the data and what suits the project best. Moreover, for the fact that the data was
collected from different sources, differences in formatting, and inconsistencies across merged data
fields occured.
A recommender system was built to achieve this project. Recommender systems provide
customers with information about desired items, related suggestions, and help them make choices
and complete online purchases by imitating smart salesmen. More specifically a ranking
recommender system was performed. This type makes recommendations based on specific queries
made by the user. It attempts to rank objects based on inferences about a user’s needs and
preferences. This type was chosen because it meets the needs of the project which is having
knowledge about how a particular item meets a particular user need, and can therefore reason about
the relationship between a need and a possible recommendation. At last the recommender engine
was tested to verify the accuracy and usefulness of it.
Finally, to guide the stores on how to rank higher in the above-mentioned system, supervised
machine learning algorithms have been applied to first predict the number of raters if they’re either
low, medium, or high. After that from the graphs generated, understand what affects the number
of variables the most, and focus on it. Finally, the algorithms were compared together, and the best
accuracy was chosen as the core algorithm.
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Chapter 4: Data Analysis
4.1 Dataset
Data was gathered using a web crawler called Data Miner. Using this tool data was scraped from
three different stores in the UAE which are Virgin Megastore, Jumbo, and Sharaf DG. These stores
were chosen due to their popularity in the region. Since the data was from different sources, many
data cleaning was required before starting visualizing and modeling the data. The majority of the
cleaning was done in Excel, and some were done in R Studio.

4.2 Data Cleaning
4.2.1 Remove Unwanted Observation
When data was gathered from the Sharaf DG website, some columns that weren't needed in the
project were automatically added, the image URL was one of them. When thinking about it, this
column was of no benefit, rather, it will be a hindrance in performing some steps. For example,
this store was the only store that had an image URL which means image URLs for the other two
stores will be needed as well for the case of filling missing data. Moreover, it will take a huge
space in the dataset that in further steps will result in time delay in terms of visualizing the data
and modeling it. Finally, this column wasn’t part of the dataset plan as the project didn’t require
images at this stage. For all of these reasons, this column was removed. In addition, brackets were
found in the ‘Rating’ column, which was also removed afterward. Some Laptops were on sale at
the time the data was extracted from Virgin Megastore. This resulted in extracting two prices for
one product. In order to solve this issue, the prices were separated into two columns first, and after
that, the discounted price column was deleted.

4.2.2 Fix Structural Errors
Combining the datasets extracted from the three websites together resulted in some data
inconsistency. Sharaf DG and Jumbo’s prices for example were in a currency format whereas
Virgin Megastore was in a number format. At first, using excel virgin megastore prices were
converted to a currency format. However, after that, some issues were faced in visualizing and
modeling the data so it was decided to change all the prices to numbers. Furthermore, measurement
inconsistency was found in the SSD column where some objects were in gigabytes and some were
in a terabyte. This was solved by converting all the terabytes to gigabytes using excel.
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4.2.3 Handling Missing Data and Outliers
Missing data were found in several columns which are ‘RAM’, ‘SSD’, ‘Product Rating’, and
‘Product Number of Raters’. Cells being empty in the ‘Product Rating’ and ‘Product Number of
Raters’ columns means that no one rated these products so NA’s in there were handled by filling
it with the value 0. However, NA’s in ‘RAM’ and ‘SSD’ columns means that the information is
basically not there. This means that filling the data with the mean or median is not possible because
they’re factors. In addition, estimating values for the above-mentioned attributes was not easy as
they're considered unique to each product. For these reasons, the remaining missing data were
removed from the dataset. Outliers were kept as they are as removing them may result in valuable
data loss.

4.3 Data Dictionary
Here, all attributes after cleaning, their description and their data type is being displayed.
Table 1: Data Dictionary

Attribute
Name
RAM
SSD
Price
Brand
PR
PNR
Store
Branch
SR
SNR
City

Attribute Description
Name of the laptop .
The ram size in the laptop in GB: 8GB, 16GB...
The ssd size in the laptop in GB: 256GB, 512GB...
The price of the laptop in AED.
The Brand of the Laptop: Apple, Dell...
The laptop rating out of 5.
The number of raters of the laptop.
The store name that has the laptop: Jumbo, Sharaf DG...
The branch the laptop in.
The branch rating out of 5.
The number of raters of the branch.
The city the branch is in: Dubai, Abu Dhabi...

Data Type
String
Number
Number
Number
String
Number
Number
String
String
Number
Number
String

4.4 Data Visualization
Data was visualized to understand and gain insights on the laptop businesses here in the UAE. As
mentioned before R-Studio was used to do so and libraries like plotly, wesanderson, naniar, dplyr,
and data.table were utilized to get the best visualizations.
Na’s in Attributes:
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This plot shows the attributes that have missing values. It can be observed that ‘RAM’ and ‘SSD’
are the only attributes that have NA’s. Almost 247 in ‘RAM’ and 138 in ‘SSD’.

Figure 1: Missing Data

Boxplot and Histogram of Product Rating:
It can be observed from the boxplot below that the median of the product rating is 4.1 and
Interquartile Range (IQR) is 4.4. Also, the maximum rating a product has reached is 5. The
histogram shows that there are a lot of products that are rated between 4 – 5. However there are
also a lot of products that is rated 0 which means in the dataset that nobody rated them.

Figure 2: Boxplot of Product Rating

Figure 3: Histogram of Product Rating
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Boxplot of Product Number of Raters:
It can be observed from the boxplot below that the median of the product number of raters is 12
and Interquartile Range (IQR) is 85. Also, the maximum number of raters a product has reached
is 1899. The upper fence is 212.5 which means anything equal to this number or above is
considered an outlier. However all outliers in this dataset are left the same in case of losing valuable
data.

Figure 4: Boxplot of Number of Product Raters

Boxplot and Histogram of Store Rating:
It can be observed from the boxplot below that the median of the product rating is 3.9 and
Interquartile Range (IQR) is 0.2. Also, the maximum rating a product has reached is 4.4, which is
considered an outlier as it’s above the upper fence. The histogram shows that there are a lot of
stores that are rated 3.8, and only few that are above 4.1.

Figure 5: Boxplot of Store Rating

Figure 6: Histogram of Store Rating
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Boxplot of Store Number of Raters:
It can be observed from the boxplot below that the median of the store number of raters is 416 and
Interquartile Range (IQR) is 731. Also, the maximum number of raters a store has reached is 1523,
whereas the minimum was 106.

Figure 7: Boxplot of Number of Store Raters

Boxplot and Histogram of Product Prices:
It can be observed from the boxplot below that the median of the store number of raters is 5459
and Interquartile Range (IQR) is 3400. Also, the price of the most expensive product in this dataset
is AED 14,999, whereas the cheapest price was AED 749. All prices above the upper fence which
is AED 11,679 are considered outliers but as mentioned before they were left the same. The
histogram shows that a great number of product prices are between AED 3000 – AED 6000. Some
products cost over AED 10,000 and very few costs less than an AED 1000.

Figure 8: Boxplot of Laptop Prices

Figure 9: Histogram of Laptop Prices

13

Histogram of RAM and SSD:
It can be observed from the first histogram that most products in the dataset have a RAM size of
either 8GB or 16GB. Some have 2GB and 4GB but very few have larger than 16GB. For the second
histogram which is SSD, many products have a size of 1TB and 512GB. Some have 256GB but
very few have other storage sizes.

Figure 10: Histogram of RAM

Figure 11: Histogram of SSD

Bar plot of the Top Brands in the Dataset:
The following bar plot shows a breakdown of all the brands mentioned in the dataset and the
availability of it in the stores. It can be noticed that Apple products are the most products in the
dataset and it’s in all the stores. However it’s observed that Sharaf DG store has the highest number
of Apple products between the other stores. The second highest brand is Dell followed by Asus.
The least offered brand is LG and it’s only in Jumbo store. Some products are exclusive in one
store like LG, Benq, and Samsung which are only in Jumbo and Alienware which is only in Virgin
Megastore. Huawei products are only available in Sharaf DG and Jumbo, and the rest of the brands
can be found in all stores.

Figure 12: Bar plot of Top Brands by Store Name
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Bar plot of the Top Stores in the Dataset:
The following bar plot shows a breakdown of all the stores mentioned in the dataset and the brands
they include. It can be noticed that the Sharaf DG store has the highest number of products of
around 750 laptops. However, the Jumbo store is the most store that has a variety of brands in it,
where 12 out of 13 brands can be found there. Virgin Megastore on the other hand is the least in
the number of products and the variety of brands.

Figure 13: Bar plot of Top Stores by Brand Name

Bar plot of Store, Branch, and City:
It can be observed from the bar plot on the left that all stores have three different branches, and
out of all the branches, the Sharaf DG store in Abu Dhabi Mall has the highest number of laptops,
whereas the Virgin Megastore store in Yas Mall has the least number of laptops. The plot on the
right shows a breakdown of all the branches mentioned in the dataset and the city they’re located
in. It can be noticed that all the cities have nearly the same number of products in them and they
all have three different branches. Store branches that are located in Abu Dhabi for example are
Virgin Megastore in Yas Mall, Jumbo store in Hamdan Street, and Sharaf DG in Abu Dhabi Mall.

Figure 14: Bar plot of Top Branches by Store

Figure 15: Bar plot of Distribution of Branches in Cities
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Pie Chart of the Percentage of Products in the Cities:
The previous bar plot showed that almost all the stores in a city have the same number of products
as the stores in the other two cities. So, to know exactly the percentage of the products in each city,
a pie chart has been generated that displays it. It can be noticed that the differences between the
three cities are so small. Abu Dhabi which is the highest city is 33.5%, followed by 33.4% for
Dubai, and finally 33.2% for Sharjah.

Figure 16: Pie Chart of Percentage of Products in Cities

Treemap of the Highest Brands in Stores:
The following is a treemap of stores and brands in UAE. The size of each box represents the
number of laptops in each store. It can be noticed that Sharaf DG has the highest number of
products while Virgin Megastore has the lowest number of products. Within each box is the top
brand in each store. It can be noticed that Apple is the most Brand that has products in almost all
stores, except for Jumbo. Analyzing each store, we can notice that Jumbo had an almost equal
number of products in the three top brands. The highest brands in Sharaf DG and Virgin Megastore
were Apple and Dell. Moreover, it is important to note that Dell is the only brand that is in the top
three for all stores.
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Figure 17: Tree map of Highest Brands in Stores

Correlation Matrix:
A correlation plot was generated to show the correlation coefficients between the attribute in the
dataset. Most of the attributes do not have strong correlation with each other. The highest
correlation observed was found to be 0.6 for SSD and RAM, followed by 0.4 for SR and SNR and
finally 0.3 for PR and PNR, store and Branch.

Figure 18: Correlation Matrix
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Chapter 5: Recommender Engine
5.1 Recommender Engine Model
The purpose of this recommender system is to recommend for the user the best store to buy a
specific laptop from based on certain criteria. People normally when buying a product, they take
into consideration the price, the lower the price the better, the product rating and number of raters.
Also, the store rating, and the number of raters are important criteria as it indicates the customers’
whole experience in the store from the moment, he/she enters until the time the warranty condition
ends.
Rating and number of raters in general are very much linked to each other, for example, a product
with a rating of 3.8 that 100 people rate is better than the same product with a rating of 4 and 10
people rated it. This can tell that the rating itself isn’t enough, but the full truth can be shown
together with the number of raters. For this reason, a simple calculation that takes both numbers
equally was done. The calculation is: Score = (rating / 2) + (number of raters / 2). Two more
columns were added to the dataset after these calculations which are PScore ‘Product rating and
product number of raters’ and SScore ‘store rating and store number of raters’.
Using Anaconda-Navigator the ranking recommender system was built in Jupyter notebook which
is a web-based development environment. Libraries like Pandas, OS, and Scikit-Criteria were first
imported to help with the development of the system. Pandas is the library that helps with loading
the dataset and present it in a row column format. Whereas Scikit-Criteria provides many
algorithms for multi criteria decision-making problem. Scikit- Criteria is one of the most efficient
multiple-criteria decision analysis libraries for the recommender systems.

5.1.1 User Input
The code below shows that the user should enter three inputs which are the Name of the product,
the Ram size and the SSD size. These three inputs were chosen because they best describe a laptop.

Here for example the user input was Apple MacBook Pro 16GB ram and 512GB SSD. The results
are as followed:
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Table 2: Apple MacBook

After the execution of the code a table of all the products that have the same input was displayed
showing the price of the product and where to find it exactly by stating the store name, branch and
the city.

5.1.2 Attributes Normalization
Next, the attributes that were used for the ranking were declared. They are: Price, Pscore, and
Sscore alongside the Name of the laptop. Price was assigned as a MIN which means the lower the
price the better, whereas Pscore and Sscore were assigned MAX. Minimizing and maximizing is
used to normalize each attribute between the same range. As this engine will be suggesting which
store to buy from it was decided that ‘Sscore’ should have the highest weight, also for the fact that
it can describe the overall experience. So, Sscore was assigned a weight of 0.40, followed by Price
and Pscore, 0.30 for each.

One additional column was added to the dataset that ranks the stores based on the above criteria.
Table 3 only shows a snapshot of the first four rows and the ranking is not displayed in order.

Table 3: Assigning Weights
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For the fact that this algorithm only takes one string, the previous step was repeated four times to
be able to capture all the data needed. Although data could’ve been captured at once by converting
the string variables to numeric, however for the display purposes running the code four times was
preferred. The first time the name of the product was taken after that the store name and then the
branch and finally the city. Also, the ranking was ordered by ascending to show the user which
shop ranked best. The table below suggests for the user to buy the Apple MacBook Pro 16GB ram
and 512 SSD from Jumbo, Hamdan Street Abu Dhabi, as he/she will get the best experience in
terms of price, product rating, and customer service.
Table 4: Store Ranking for Apple MacBook

5.1.3 Validate Results
To confirm the above ranking was correct, the calculation was done manually. ‘Score’ column was
added which is equal to (Price * 0.30) + (Pscore * 0.30) + (Sscore * 0.40). After that, a simple
code was written in Jupyter notebook that takes the same user input and sorts the products based
on score. The results as can be observed are the same as the above results which can confirm the
reliability of the weight algorithm.
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Table 5: Validating Results

5.1.4 Other Examples
Microsoft Surface Pro7, 8GB RAM, 256GB SSD
Table 6: Microsoft Surface Store Ranking

Dell XPS, 16GB RAM, 1TB SSD
Table 7: Dell XPS Store Ranking
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In the above two examples, the top 10 stores were showed only. It can be observed from all the
cases that the Jumbo store always ranks high in the recommender engine, followed by Sharaf DG
and then Virgin Megastore. It looks like Sharaf DG’s store in Mall of the Emirates has a very good
customer experience as it ranked high in two scenarios. It can also be observed that Jumbo is the
best store to buy Apple MacBook laptops from regardless of the branch and city.

5.2 Store Recommender using Classification Models
Focusing on price, rating and number of raters, stores can rank high in the above recommender
system. However, for the prices of the laptops, most of the time stores can’t really lower it below
a certain number. This is because of the market and business demands. Rating as well can’t really
be controlled by the store because this is totally up to the customers opinion. However, what can
be controlled is the number of raters for the store and the product. There are many ways to
encourage the users to state their opinion or rate a product and a service in a direct and indirect
way. But from where to start? What can stores trigger to receive reasonable results?
From this concept a classification model is being proposed to help the stores increase the products
number of raters. If this number increased the overall score will increase as well resulting in a
better ranking in the recommender system. Although the essential part of the project is revolving
around the store itself, the store number of raters wasn’t chosen because the attributes in the dataset
support the product more than the store.
Three models are going to be generated in R-Studio where the candidate core algorithm will be
Random Forest. The results of this algorithm will be then compared with other algorithms like
Decision Tree and Naive Bayes. In this study, the target is to predict the number of product raters
(Low, Medium, High) and after that from the random forest variable importance plot, decide what
attribute affect the target the most.

5.2.1 Data Preprocessing
As the PNR ‘Product Number of Raters’ values in the dataset varied from 0 to 1899, discretizing
this attribute was required in order to perform the classification models. It was decided to discretize
the PNR into 3 classes: Low, Medium and High number of raters. RStudio is used to perform this
by using the binning function. This function Discretizes all numerical data in a data frame into
categorical bins of equal length or content or based on automatically determined clusters. In this
step clusters were manually determined where low is from 0 – 200, medium is from 201 – 950,
and finally high is from 951 – 1900.
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After discretizing the attribute the PNR attribute was deleted and a code that shows the number of
instances in each cluster was generated. The results are as followed

These numbers are problematic and can lead the classifier to classify all the instances to low as
almost all the records are in the low range. To handle the unbalanced classes SMOTE function was
used, however this function requires all objects in the dataset to be in numeric format. So, Brand,
Store, Branch, and City attributes will all be converted to numbers first and then turned into factors.
The numbers that indicates the attributes are as followed:
City: Abu Dhabi = 1 | Dubai = 2 | Sharjah = 3
Store: Virgin Megastore = 1 | Jumbo = 2 | Sharaf DG = 3
Brand: Microsoft = 1 | Dell = 2 | Asus = 3 | Lenovo = 4 | MSI = 5 | HP = 6 | Apple = 7 | Alienware
= 8 | Samsung = 9 | Huawei = 10 | Benq = 11 | LG = 12 | Acer = 13
Branch: Yas Mall = 1 | Sharjah City Center = 2 | Sahara Center = 3 | MOE = 4 | Mega Mall = 5 |
Hamdan Street = 6 | Dubai Mall = 7 | Deira City Center = 8 | Abu Dhabi Mall = 9

5.2.2 SMOTE
Synthetic minority over-sampling technique function was used as there is an unbalanced ratio
between the low medium high instances in the target attribute (Torgo, n.d.). Over sampling the
medium and high class only will result in adding a lot of unreal data which can mislead the final
results. Moreover, if under sampling was only performed on the low and medium classes, a lot of
valuable data will be lost. So, for these reasons both over and under sampling was chosen to be
performed as the ratio between the three classes is quite big. As shown below the low class was
under-sampled and the medium and high class were over-sampled which resulted in an almost
equal ratio between the instances in the three classes.
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5.2.3 Naive Bays Algorithm
The dataset first was divided into 75% training and 25% testing. Then the library (e1071) that
contains the naïve bays is called. After that, to know how accurate the model is performing it was
checked on the training data. As shown from the results below, for the training part the high and
medium classes performed better than the low class, where 146 instances were classified wrongly.
The overall accuracy was 0.87 with a p-value lower than 2.2e-16. P-Value is a measure of a split
quality and it can be interpreted that a small p-value obtained as a good quality split.

Figure 19: Naïve Bayes Training Model Accuracy

Now, to validate the naive bayes, the model was performed on the testing data. The high and
medium class performed again better than the low class. The accuracy is 0.834 which slightly got
lower than the training set and the p-value stayed the same.

Figure 20: Naïve Bayes Testing Model Accuracy

5.2.4 Decision Tree Algorithm
Here, we plot the decision tree generated by our algorithm. Two libraries is needed for this model
which are ‘rpart’ and ‘rpart.plot’. It was noticed that the most significant variables out of all are
brand, RAM, PR, SSD and store branch. We can observe that all the trees stem from the first tree
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of brand if it was Microsoft, Dell, Asus, MSI, HP, Apple and Huawei. If these brands are not
available, the RAM is checked, if it’s not equal to 4, 8, or 12 the PR is checked and if it’s lower
than 4.1 then the probability of having a high number of raters is 0.95. This tree line also occurs
the most in the dataset with 37% of the data points following in this category. The trees stemming
from having one of the brands available are more complex where brand again, SSD, PR and Branch
are all checked.

Figure 21: Decision Tree

Now, validating the model with the testing data was done to find out the accuracy of decision tree.
The high class performed better than the medium and low class where there was no wrongly
classified instances in it. The accuracy of this model is 0.8689 with a p-value lower than 2e-16.

Figure 22: Decision Tree Testing Model Accuracy
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5.2.5 Random Forest Algorithm
Here, random forest was applied on the full data since random forest doesn’t require to split the
data into training and testing data, as they protect against overfitting by construction through
bootstrapping. The library used to perform this model is called ‘randomForest’. The results were
much better than the above algorithms where an accuracy rate of 0.995 was achieved, the highest
among all algorithms tested. The accuracy was calculated by adding all the instances that were
classified correctly over the overall number of instances in the three classes. This algorithm
misclassified only 10 instances, with an overall error rate of 0.51%.

Figure 23: Random Forest Model Accuracy

A variable importance graph was constructed to show the correlation of each attributes with respect
to the target attribute. This graph is important as it indicates to the stores that want to increase their
ranking in the recommender system what exactly to focus on to increase the number of product
raters. From the plot it can be observed that brand is highly correlated with the target attribute,
followed by PR, RAM and SSD.

Figure 24: Variable Importance Graph
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Finally, plotting the random forest on graph with respect to class error was being performed. This
plot was generated using the library ‘rfPermute’. Red line represents MCR ‘Model Class Reliance’
of low class, green line represents MCR of medium class, blue line represents MCR of high class
and black line represents overall MCR or OOB error. Overall error rate is what we are interested
in which seems considerably good.

Figure 25: OOB Error Graph

5.3 Models Comparison and Analysis
All the models had an accuracy ranging from 83% to 99.5%. Random forest algorithm generated
the highest accuracy compared to naive bayes, and decision trees by 16.01% and 12.52%
respectively as presented in the following Table 8.

Table 8: Models Comparison

Model
Accuracy

Naive Bayes
83.4%

Decision Tree
86.89%

Random Forest
99.41%

Moreover, one of the important reasons these models were performed is to see what correlates the
most with the target attribute PNR ‘product number of raters’ and from the decision tree and the
variable importance plot it can be observed that brand has the highest correlation.
This can indicate that brands in this dataset play a big role in whether customers will review a
product or no. From the decision tree, it seems that if the product brand was Lenovo, Samsung,
Alienware, Benq, LG or Acer and the RAM size was larger than 12GB and the product rating was
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less than 4.1 then there is a chance that a lot of people will be encouraged to rate it. Stores should
look more into how to increase the number of raters on specific brands. As well as sustaining or
increasing the reviewers on brands that are already high.
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Chapter 6: Conclusion
6.1 Conclusion
To conclude, a recommender system that recommends and ranks the stores to the user has been
proposed. This recommender system takes the user input and based on an assigned weight on three
attributes it ranks the best store that will assure the user the best experience while getting the
desired laptop. To demonstrate this approach, data was extracted from Sharaf DG, Jumbo, and
Virgin Megastore websites. Data were cleaned by removing unwanted observation, fixing
structural errors, and handling missing data and outliers. Next, from visualizing and conducting a
thorough analysis between the different attributes, the dataset has been understood. It was noticed
that Sharaf DG has the greatest number of laptops, whereas Jumbo has the most variety of brands.
Each store had a branch in Abu Dhabi, Dubai, and Sharjah. Furthermore, Apple is the most
available laptop brand in the dataset followed by Dell and Asus. In terms of ratings, a lot of
products weren’t rated, but on the other hand, all stores were rated. Prices based on the brand and
storage varied a lot, some were cheaper than AED1000, others reached AED15000, however,
plenty of them ranged specifically between AED3000 – AED6000.
A ranking recommender system has been built in python using libraries that helped with weighing
the attributes. Price and Pscore were assigned a weight of 30% and Sscore was assigned a weight
of 40%. Three examples were provided, and while the Jumbo store was mentioned in all of them
and even ranked high in most of them, Virgin Megastore was noticed to either rank lower than the
other stores or not to be mentioned at all in the first 10 ranks. Therefore, a classification model has
been generated to help stores increase their ranking in the recommender system. Decision tree,
Naïve Bayes, and Random Forest were all generated, and their accuracies were compared.
The results showed that Random Forest generated the highest accuracy followed by the Decision
Tree and then Naïve Bayes. Moreover, from the variable importance plot and the decision tree
plot, it was observed that the most significant attribute that correlates the most with the number of
raters is the brand. Thus, stores should encourage customers to rate the products from the brands
that have a fewer number of raters and focus on maintaining and even increasing the raters on
brands that already have a high number of raters.

6.2 Recommendation
Although the results that have been reached in this capstone are valuable, for the project to be
deployed, a larger, more efficient dataset will be needed. Moreover, to improve the ranking
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recommender system, identifying libraries in python that allow different types of input will be
helpful as it will introduce more flexibility in the process of assigning weights to attributes.

6.3 Future Work
1. To collaborate with the stores officially to get a more reliable dataset to be used for this
project, I believe more meaningful insights would be drawn out. Also, to expand in terms
of electronics, for instance, to add other electronic devices like smartphones, televisions,
tablets, etc. Besides, expand in terms of stores, for example, include all stores in the UAE
and maybe after that the stores in the region as well.
2. To look for other reliable libraries that assign weights to attributes and take more than one
string.
3. To build a website/application that has a proper user interface for the ranking recommender
system. This website would take the user requirements and rank based on it the best stores
to buy from. Products there would have pictures and links that takes them to the store
website. It can also be a source of revenue where companies can rent a space on the website
and display their advertisements.
4. To be precise on how to guide the stores and what to recommend for them by applying the
classification models on the three attributes not only one.
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