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Zusammenfassung Die Aufstellungsplanung hat im Rahmen der Pro-
jektierung einer Chemieanlage die Aufgabe, die Maschinen und Appa-
rate der Anlage unter Beru¨cksichtigung verschiedenster Randbedingun-
gen in einem Anlagengeru¨st zu positionieren. Zur Lo¨sung dieser Auf-
gabe wurde am Lehrstuhl fu¨r Anlagentechnik ein Werkzeug entwickelt,
das unter Verwendung einer Wissensbasis einen sowohl funktionellen als
auch mo¨glichst kostengu¨nstigen Platzierungsvorschlag generiert. Aller-
dings ko¨nnen Informationen im Sinne von neuen Platzierungsregeln mit
dem System naturgema¨ß nicht erzeugt werden. An dieser Stelle setzt der
im Folgenden beschriebene Lernansatz an, der solche Regeln aus bewer-
teten Platzierungsbeispielen extrahiert. Bei diesem Ansatz wurde das
Lernen von Platzierungsinformationen auf der Basis aussagenlogischer
Repra¨sentationen mit Verfahren aus dem Bereich der evolutiona¨ren Al-
gorithmen und des induktiven Lernens realisiert. Verwendet wurde dafu¨r
die am Lehrstuhl fu¨r ku¨nstliche Intelligenz entwickelte Lern- und Expe-
rimentierumgebung YALE. Der vorgestellte Ansatz wurde erfolgreich an
zwei Anlagen mit unterschiedlichen Repra¨sentationen erprobt.
1 Einleitung
Das Ziel der Aufstellungsplanung von Chemieanlagen ist die Positionierung von
Maschinen und Apparaten einer Chemieanlage in einem Stahlgeru¨st (Stahlbau).
Bei der Platzierung mu¨ssen sowohl Anforderungen von Equipment-, Sicherheits-
und Prozessseite, als auch Betreiber- bzw. Standortanforderungen beru¨cksichtigt
werden. Die gefundene Lo¨sung muss aber nicht nur funktionell, sondern soll auch
mo¨glichst kostengu¨nstig sein.
Zur Lo¨sung dieser Problemstellung wurde am Lehrstuhl fu¨r Anlagentechnik ein
System zur computerunterstu¨tzten Aufstellungsplanung entwickelt. Darin wer-
den fu¨r ein konkretes Planungsszenario (vorgegebenes Baufeld inklusive des An-
lagengeru¨stes und der Anlagenwege sowie eine Anzahl zu platzierender Equip-
mentmodelle) die zu erfu¨llenden Anforderungen unter Verwendung einer in einer
2Datenbank hinterlegten Regelbasis abgeleitet. Die inferierten Anforderungen,
d.h. die zu beru¨cksichtigenden Abha¨ngigkeiten zwischen einzelnen Equipments
bzw. zwischen einzelnen Equipments und dem Baufeld oder Stahlbau, werden in
einem zweiten Schritt in eine numerische Form u¨bertragen. Auf der Basis dieser
numerischen Anforderungsrepra¨sentation wird nun ein heuristisches Suchverfah-
ren (ein Simulated Annealing (SA) Algorithmus [Aar92]) zur Minimierung der
Regelversto¨ße bzw. zur Maximierung der erfu¨llten Anforderungen verwendet.
Die bisherigen Arbeiten haben gezeigt, dass eine Platzierung von Equipments
im Anlagengeru¨st mit dem beschriebenen Verfahren mo¨glich ist. Allerdings ist
diese Methode fu¨r große Anlagen sehr aufwa¨ndig und erfordert viel Erfahrung
bei der Festlegung der SA-Strategieparameter (insb. der Abku¨hlvorschriften).
Im Folgenden soll nun ein Lernansatz zur Lo¨sung der beschriebenen Probleme
vorgestellt werden, der Wissen u¨ber die Gu¨te einzelner Aufstellungen aus be-
werteten Platzierungsbeispielen extrahieren kann. Bei diesem Ansatz soll das
Lernen guter Platzierungen auf der Basis aussagenlogischer Repra¨sentationen
(d.h. Merkmalsmengen) mit Verfahren aus dem Bereich der evolutiona¨ren Algo-
rithmen und des induktiven Lernens realisiert werden (siehe [DDE+02,RK03]).
Umgesetzt wurde dieser Ansatz mit der am Lehrstuhl fu¨r ku¨nstliche Intelli-
genz entwickelten Lern- und Experimentierumgebung YALE (siehe hierzu auch
[FKMR02,MKFR03]). Die umfangreichen empirischen Untersuchungen, die im
Abschnitt 3 vorgestellt werden, besta¨tigen, dass die durch die Merkmalsmenge
gegebene Repra¨sentation einer Lernaufgabe ein entscheidender Faktor fu¨r den
Lernerfolg im Sinne der Generalisierungsfa¨higkeit der erzeugten Modelle ist.
Der vorliegende Report ist wie folgt aufgebaut. Der erste Abschnitt gibt eine
kurze Einfu¨hrung in die Grundlagen der Aufstellungsplanung und die in diesem
Zusammenhang auftretenden Problemstellungen, gefolgt von einer Beschreibung
der bisherigen Verfahren und Werkzeuge zur Aufstellungsplanung von Chemie-
anlagen, die dem Experten lediglich ein ada¨quates Umfeld fu¨r die manuelle
Aufstellungsplanung schaﬀen. Das am Lehrstuhl fu¨r Anlagentechnik entwickel-
te Planungswerkzeug CAPD zur computerunterstu¨tzten Aufstellungsplanung ist
Inhalt des folgenden Abschnittes - besonderes Gewicht wurde bei den Ausfu¨hrun-
gen auf den Aspekt der Equipmentplatzierung gelegt. Der maschinelle Lernan-
satz, der unter Verwendung einer Support Vector Machine (SVM ) [Bur98,SS98]
aus bewerteten Aufstellungen Platzierungswissen kompiliert (um damit die Auf-
stellungsgu¨te einer bisher nicht bewerteten Anlage zu ermitteln) wird im Ab-
schnitt 3 vorgestellt und ausfu¨hrlich empirisch untersucht1.
2 Grundlagen der Aufstellungsplanung
Die Aufstellungsplanung hat die Aufgabe, die Maschinen und Apparate einer
Chemieanlage unter Beru¨cksichtigung verschiedenster konstruktiver und ver-
fahrenstechnischer Randbedingungen in einem Anlagengeru¨st zu positionieren.
1 Zur Durchfu¨hrung der in Abschnitt 3 beschriebenen Experimente wurde die SVM -
Implementation mySVM von Stefan Ru¨ping [Ru¨00] verwendet. Diese ist sowohl zur
Lo¨sung von Klassiﬁkations- als auch von Regressionsproblemen geeignet.
3Zusa¨tzliche Bedingungen ergeben sich aus der Sicht der Montage, des Anlagen-
betriebes sowie aufgrund sicherheitstechnischer Anforderungen. Die Entwicklung
von Aufstellungsentwu¨rfen wird daher zu einer sehr komplexen Aufgabe, zu de-
ren Lo¨sung ein großesMaß an Fachwissen aus unterschiedlichsten Fachrichtungen
erforderlich ist. Es ist zu betonen, dass die Aufstellungsplanung einen Entwurf
der Anlage erzeugt, der in der Planungsphase des Extended Basic Engineering
erstellt und beno¨tigt wird. Dieser Planungsabschnitt ist dadurch gekennzeichnet,
dass alle Equipments, dies sind Maschinen und Apparate einer Anlage, zwar be-
kannt sind und in ihren Hauptabmessungen im Wesentlichen festliegen, genaue
Speziﬁkationen und exakte Konstruktionsmaße in der Regel aber noch nicht vor-
liegen. Dennoch muss zu diesem Zeitpunkt entschieden werden, wie der Stahl-
bau fu¨r die Anlage aussieht und welche Positionen die einzelnen Equipments
dort einnehmen. Es ist zu beachten, dass mit dieser Festlegung sehr wesentli-
che kostenrelevante Entscheidungen bereits getroﬀen werden, die wa¨hrend der
spa¨teren Planungsphase des Detail Engineering aus Kosten- und Termingru¨nden
nicht mehr gea¨ndert werden ko¨nnen. Damit wird deutlich, wie wichtig es ist, den
Aufstellungsentwurf, z.B. mit Hilfe von Variantenkonstruktionen, zu optimieren
und die Konsequenzen auf nachfolgende Arbeiten, wie z.B. die Rohrleitungskon-
struktion, mo¨glichst genau zu ermitteln.
Abbildung 1. Einordnung der Aufstellungsplanung in den Planungsprozess fu¨r Che-
mieanlagen
Abbildung 1 zeigt den Zeitraum und die fachlichen Verknu¨pfungen der Aufstel-
lungsplanung im Kontext des gesamten Engineerings. Die heutige Praxis beruht
im Wesentlichen noch auf einer manuellen Erstellung des Aufstellungsentwurfes,
die durch ausgewa¨hlte Rohrstudien erga¨nzt wird. Es ist aus Kostengru¨nden z.Zt.
nicht Stand der Technik, entsprechende Variantenkonstruktionen durchzufu¨hren.
4Die Aufstellungsplanung muss daher von Planungsingenieuren mit entsprechen-
der Erfahrung ausgefu¨hrt und in Diskussionen mit den betroﬀenen Aufgabenge-
bieten, wie z.B. dem Anlagenbetrieb, erstellt werden.
2.1 Klassische Werkzeuge zur Aufstellungsplanung
In der Praxis existieren derzeit keinerlei Planungswerkzeuge zur computerun-
terstu¨tzten Generierung von Aufstellungsentwu¨rfen mit automatischer Optimie-
rung bzw. Erstellung von Optimierungsvorschla¨gen. Als Planungstools werden
lediglich Lo¨sungen angeboten, die dem Experten ein ada¨quates Computer Aided
Engineering (CAE )-Umfeld fu¨r die manuelle Aufstellungsplanung schaﬀen. Sie
stellen ihm aber keine wissensbasierten Methoden, die den Prozess der Aufstel-
lung selber unterstu¨tzen, zur Verfu¨gung. Das CAE -Umfeld, welches kommerziel-
le Planungstools anbieten, konzentriert sich auf die manuelle Positionierung der
Equipments mit Hilfe graphischer Software und die Abscha¨tzung der Rohrlei-
tungskonstruktion unter Einsatz von Routingalgorithmen.
Im Bereich der Optimierung von Aufstellungsentwu¨rfen sind bereits zahlreiche
Ansa¨tze diskutiert worden. Ein gemeinsames Manko dieser Arbeiten ist sicher-
lich die Reduktion des Problems auf reine Kostenaspekte. Die Arbeit von Amore-
se [ACM77] minimiert lediglich die Kosten der Rohrleitungsverbindungen. Ma-
lingriaux [MHS70] zieht zusa¨tzliche Kostenfaktoren hinzu, z.B. Bodenkosten,
Montagekosten, Inbetriebnahmekosten und sogar Betriebsfu¨hrungskosten. Ei-
ne große Schwierigkeit stellt dabei das exakte Bestimmen dieser Kosten dar.
Zusa¨tzlich ist die Aufstellungsplanung nicht ausschließlich dadurch bestimmt,
dass lediglich die bekannten Kosten minimiert werden mu¨ssen. Vielmehr sind,
wie bereits in Abschnitt 2 erwa¨hnt, zahlreiche Aspekte zu beru¨cksichtigen.
Die meisten Ansa¨tze nehmen eine weitere Einschra¨nkung vor, wie z.B. auch
der von Georgiadis [GSRM99]. Gemeint ist die Reduzierung der mo¨glichen Auf-
stellungspla¨tze auf Rastereinheiten. In der Praxis du¨rfte es sehr schwierig sein,
Ausru¨stungen verschiedener Gro¨ße allesamt mit dem gleichen Raster zu beschrei-
ben. Auf diese Weise sind keine optimal ausgenutzten Stellﬂa¨chen zu realisieren.
Es ist daher unbedingt anzustreben, die Objekte praktisch frei platzieren zu
ko¨nnen, was z.B. bei einer Platzierung in mm-Absta¨nden gewa¨hrleistet ist.
Der Ansatz von Penteado und Ciric [PC96] versucht neben den reinen Kosten-
aspekten auch sicherheitstechnische Kriterien zu beru¨cksichtigen. Diese Idee ist
ein kleiner Schritt in die Richtung, der Komplexita¨t der Anforderungen an eine
Aufstellung gerecht zu werden. Ein Nachteil den dieses Projekt mit vielen an-
deren teilt, ist die Formulierung des Problems in MINLP -Form2. Dadurch wird
2 Mixed Integer Nonlinear Programming (MINLP) [Flo95] bezeichnet die mathema-
tische Programmierung mit kontinuierlichen und diskreten Variablen, wobei sowohl
die Zielfunktion als auch die Nebenbedingungen (Constraints) Nichtlinearita¨ten auf-
weisen. MINLP kann zur Formulierung von Problemen verwendet werden, bei denen
eine simultane Optimierung sowohl der Systemstruktur (diskreter Anteil) als auch
der Systemparameter (kontinuierlicher Anteil) erforderlich ist. Ein entscheidender
Nachteil von MINLP -Problemen ist allerdings, dass sie in ihrer allgemeinen Formu-
lierung NP-vollsta¨ndig sind.
5entweder der Rechenaufwand fu¨r das verwendete Lo¨sungsprogramm nicht mehr
bewa¨ltigbar oder die realen Objekte aus dem Anlagenbau werden geometrisch
nur unzureichend beschrieben.
2.2 Computer Aided Plant Design (CAPD)
Am Lehrstuhl fu¨r Anlagentechnik werden bereits seit einigen Jahren Metho-
den und Software zur Unterstu¨tzung der Aufstellungsplanung und der Rohrlei-
tungskonstruktion entwickelt [ST98]. Die ersten Arbeiten befassten sich schwer-
punktma¨ßig mit der Strukturierung dieses vielschichtigen Planungsprozesses so-
wie der Entwicklung und Erprobung rechnergestu¨tzter Methoden zur Identiﬁka-
tion von Prozessstrukturen und dem Routing von Rohrleitungen [Mut95,Has95].
Wa¨hrend der weiteren Entwicklungen, die stets in Ru¨ckkopplung mit Fachleuten
aus der Industrie durchgefu¨hrt wurden, stellte sich heraus, dass die urspru¨ng-
liche Idee, reine Expertensysteme zu entwickeln, kaum zum Ziel fu¨hrt. Statt-
dessen zeigte sich, dass die Quantiﬁzierung von Anforderungen und die Weiter-
entwicklung von Routingalgorithmen erfolgreicher ist [Ko¨s98,Nip00,STBMN97].
Nachdem sich hiermit die Mo¨glichkeit ero¨ﬀnete, praxisrelevante Probleme zu
bearbeiten, stellte sich die kombinatorisch anwachsende Komplexita¨t als neues
Hindernis heraus und fu¨hrte zu weiteren Strukturierungen der Planungsaufga-
ben durch Schaﬀung von Standardmodulen [STHKL98,STHL98,Hol00]. Auf die-
ser Basis gelang es erstmalig, den Aufstellungsplan einer Anlage mit Hilfe eines
Routingalgorithmus praxisrelevant zu entwerfen [Leu02,STLL00,STBLL01]. Die
Struktur des heutigen CAPD (Computer Aided Plant Design)-Systems ist in
Abbildung 2 dargestellt.
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Abbildung 2. Phasen des Aufstellungsentwurfes beim CAPD-System
Das Verfahrensﬂießbild mit den dazugeho¨rigen Maschinen- und Apparatelisten
sowie die Abmessungen und a¨ußeren Randbedingungen des Baufeldes sind Vor-
gabewerte fu¨r das Planungssystem. Die Equipment-Modellierung legt auf der
6Grundlage der a¨ußeren Abmessungen der Equipments inklusive aller Anbauten
Ra¨ume fu¨r Bedienung und Wartung sowie die Nahverrohrung der Equipments
inklusive der Anschlusspunkte fu¨r die Prozessleitungen fest. Dahinter steht das
Konzept, die Komplexita¨t der Planungsaufgabe zu reduzieren, indem sa¨mtli-
che volumenma¨ßig relevanten Teile und Anforderungen, die sich auf ein Equip-
ment beziehen und sich mitbewegen, sobald sich die Position des Equipments
vera¨ndert, in einem Gesamtvolumen zusammengefaßt werden. Ein Beispiel fu¨r
ein Equipment in der Modellierungsansicht ist der in Abbildung 3 dargestellte
liegende Beha¨lter mit dem ihn umgebenden Volumenko¨rper, der den Gesamt-
Platzbedarf des Beha¨lters mit Anbauten und der ihm zugeordneten Ra¨ume kenn-
zeichnet.
Abbildung 3. Equipment-Modell eines liegenden Beha¨lters
Im na¨chsten Schritt wird der Stahlbau als rechtwinkliges Fachwerk entworfen,
wobei die Grundﬂa¨che auf der Grundlage des Platzbedarfs der Equipments, die
im Erdgeschoss platziert werden mu¨ssen, abgescha¨tzt wird. Nach der Platzierung
der Equipments in dem unzerklu¨fteten, auf der gescha¨tzten Grundﬂa¨che basie-
renden Stahlbau, werden die bei der Platzierung nicht belegten Stahlbauraster
entfernt.
Fu¨r die Platzierung der Equipments bzw. ihrer Volumenko¨rper ist eine neuarti-
ge Methode entwickelt worden, die auf dem force directed placement beruht. Die
Grundidee besteht darin, dass Equipments untereinander sowie zu der Struk-
tur des Stahlbaus und Anschlusspunkten am Rand des Baufeldes in Beziehung
stehen. Diese Beziehungen ergeben sich z.B. aufgrund des Prozesses, der u.a.
durch die verbindenden Rohrleitungen sowie durch Funktionseinheiten, wie z.B.
Kolonnensysteme, beschrieben wird. Weitere Anforderungen ergeben sich auf-
grund der Sicherheitstechnik, des Anlagenbetriebes oder der Anlagenmontage.
7Zur Verdeutlichung des force directed placements siehe Abbildung 4. Dargestellt
sind zwei Pumpenpaare P1 und P2, eine Kolonne K1 sowie ein Anlagenweg. Die
Anforderungen (z.B. “P1 sollte in der Na¨he von K1 stehen” und “K1 muss am
Anlagenrand stehen”) werden durch die entsprechenden Verbindungslinien zwi-
schen den Equipments bzw. zwischen den Equipments und dem Anlagengela¨nde
dargestellt, wobei die Sta¨rke der Verbindungen ein Produkt aus deren La¨nge und
Gewichtung ist.
P1 sollte in Nähe von 
K1 stehen
W
eg
P1, P2 müssen
am Weg stehen
K1 muss am
Anlagenrand stehen
P1, P2 sollen
eine Gruppe
bilden
Kolonne K1
Pumpe P2
Pumpe P1
Abbildung 4. Beispiel fu¨r das force directed placement mit zwei Pumpenpaaren und
einer Kolonne
Vor dem eigentlichen Positionieren der Ausru¨stungen mu¨ssen diese Anforde-
rungen zuna¨chst mit Hilfe einer Wissensbasis generiert werden. Dazu wird der
Bedingungsteil (die Pra¨misse) jeder Regel aus der Wissensbasis mit den techni-
schen Speziﬁkationen der Ausru¨stungen verglichen. Im Fall einer U¨bereinstim-
mung ist der Folgerungsteil (die Konklusion) der Regel eine fu¨r diese Ausru¨stung
zu erfu¨llende Anforderung. Dieses Verfahren produziert bis zu einige hundert
Anforderungen fu¨r eine zu planende Anlage.
Abbildung 5 erla¨utert das Prinzip der Inferenz von Platzierungsanforderungen
an einem Beispiel. Gegeben ist eine Pumpe P-1310 sowie die Pra¨missen und
Konklusionen der fu¨r diesen Apparat zutreﬀenden Equipment- und Lageanfor-
derungen. Durch Anwendung der Equipmentregel E313 (“Falls das Equipment
eine Pumpe ist, muss es bedient und gewartet werden und es wird ein Gabel-
hubwagen zur Wartung beno¨tigt”) wird zuna¨chst abgeleitet, dass fu¨r die Pumpe
Bedienung und Wartung, sowie ein Gabelhubwagen zur Wartung notwendig ist.
Die Anwendung der Lageregeln L005 (“Falls ein Gabelhubwagen zur Wartung
beno¨tigt wird, soll das Equipment neben dem Weg platziert werden”) sowie L034
(“Falls eine Bedienung erfolgt, sollte das Equipment neben dem Weg platziert
werden”) ergibt die Anforderungen, dass die Pumpe neben dem Weg positioniert
werden soll bzw. sollte. Die Lageregel L100 (“Falls das Equipment eine Pumpe
ist, muss dieses im Erdgeschoß platziert werden”) ergibt zusa¨tzlich, dass die
Pumpe P-1310 im Erdgeschoß platziert werden muss.
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Abbildung 5. Inferenz der Platzierungsanforderungen auf Grundlage der Platzie-
rungsregeln der Wissensbasis und der zu platzierenden Apparate
Den Anforderungen werden dabei durch die Regeln unterschiedliche Gewichtun-
gen zugeordnet. Eine Anforderung “muss”, “soll” oder “sollte” erfu¨llt sein. Falls,
wie im obrigen Beispiel, gleiche Anforderungen mit unterschiedlichen Gewich-
tungen abgeleitet werden, erfolgt keine Addition der Gewichtungen, sondern es
wird stets die sta¨rkere Gewichtung (in diesem Fall soll) u¨bernommen. Um diese
Anforderungen fu¨r das nachgeschaltete numerische Optimierungsverfahren, den
SA-Algorithmus, verwenden zu ko¨nnen werden sie in eine Matrix umgewandelt.
Darin werden die Gewichtungen als Zahlen abgelegt, die die Sta¨rke der Anzie-
hung zwischen den beteiligten Objekten repra¨sentiert. Stellt man sich vor, die
beiden Objekte seien mit einer mechanischen Feder verbunden, dann entspricht
dieser Zahlenwert der Federkonstanten. Je gro¨ßer der Abstand der Objekte, um
so la¨nger ist die Feder und die anziehende Kraft nimmt zu. Wa¨ren alle anziehen-
den Kra¨fte befriedigt, indem die entsprechenden Objekte auf derselben Position
la¨gen, so wa¨re die Summe aller Kra¨fte gleich Null und der energiea¨rmste und
somit optimale Zustand erreicht. Da dies schon aufgrund der Geometrie der
Ausru¨stungen nicht mo¨glich ist, aber auch konkurrierende Anforderungen ein
nebeneinander liegen aller Ausru¨stungen verhindern, wird eine Minimierung der
Summe aller Kra¨fte angestrebt. Dabei ist zu bedenken, dass lediglich hinsicht-
lich der zuvor formulierten Anforderungen und entsprechenden Kra¨fte optimiert
werden kann.
Eine Lo¨sungsmethode fu¨r derartige Probleme, die sich durch zahlreiche lokale
Minima auszeichnen, ist das Simulated Annealing [Aar92]. Hierbei hat sich ge-
zeigt, dass die “Abku¨hlrate” beim Simulated Annealing durch empirische Pa-
rameter gesteuert werden muss, um Lo¨sungen in vertretbarer Zeit zu erhal-
ten. Gleichzeitig ist festzustellen, dass die Lo¨sungen nur begrenzt reproduzier-
bar sind. Da bislang alle Equipments einer Anlage einzeln und gleichberech-
tigt beru¨cksichtigt werden, steigt die Rechenzeit des Systems exponentiell mit
9der Anzahl der Equipments. Sie begrenzt damit die Anlagengro¨ße (auf ca. 100
Komponenten) und schra¨nkt die Mo¨glichkeit optimierende Variantenrechnungen
durchzufu¨hren ein. Die wichtigsten Schritte des CAPD -Platzierungsschemas sind
in der Abbildung 6 noch einmal zusammenfassend dargestellt.
Wissensbasis
... beinhaltet Platzierungsvorschriften in
Form von Regeln
Inferenz
... erzeugt projektspezifisches 
numerisches Abbild des 
Anforderungskataloges
Optimierungsalgorithmus
... sucht nach Optimum der
mathematischen Zielfunktion
Abbildung 6. Vereinfachtes Ablaufschema des CAPD-Platzierungsansatzes
Nach der Platzierung der Ausru¨stungen im Stahlbau werden im na¨chsten Modul
die ungefa¨hren La¨ngen der verbindenden Rohrleitungen ermittelt. Dazu wird ein
sogenannter Manhattan-Router eingesetzt, der die Ausru¨stungen auf ku¨rzestem
Wege miteinander verbindet, dabei aber jegliche Hindernisse ignoriert. Genauere
Rohrleitungsentwu¨rfe erha¨lt man durch den Einsatz eines Detailrouters, der alle
Hindernisse umgeht, damit aber auch sehr rechenaufwendig ist.
Das letzte Modul (siehe Abbildung 2) ist das Bewertungsmodul. Dieses ermo¨glicht
die Analyse des Konstruktionsentwurfes und kann dem Konstrukteur Hinweise
geben, welche Equipments verschoben werden sollten, um die Rohrleitungskon-
struktion zu verbessern oder welche Rohrleitungen durch Equipments bzw. an-
dere Rohrleitungen behindert werden und wo A¨nderungen aus Kostengru¨nden
zweckma¨ßig sind.
3 Numerisch basiertes Lernen von Platzierungsregeln
Der in Abschnitt 2.2 beschriebene Ansatz des Planungswerkzeuges CAPD ist ein
reiner Konstruktionsansatz mit dem Ziel der Erzeugung eines mo¨glichst guten
Aufstellungsvorschlages auf der Grundlage einer gegebenen Regelbasis und einer
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Equipment- und Rohrleitungsliste. Dieser Prozess muss jedoch fu¨r jede zu kon-
struierende Anlage erneut angestoßen werden. Informationen im Sinne von neuen
Platzierungsregeln ko¨nnen mit dem System naturgema¨ß nicht abgeleitet werden.
An dieser Stelle setzt nun der numerisch basierte Lernansatz mit einer induk-
tiven Herleitung von Informationen u¨ber die Relevanz einzelner repra¨sentierter
Aufstellungseigenschaften (wie z.B. Nachbarschaftsrelationen zwischen einzelnen
Equipments oder zwischen Equipments und dem Anlagengeru¨st) an. Vereinfa-
chend formuliert soll dieser Ansatz zur Beantwortung der Frage beitragen, was
gute von schlechten Aufstellungen unterscheidet.
In diesem Zusammenhang wurden zwei Anlagen betrachtet, eine stark abstra-
hierte Anlage aus der Dissertation von P. Leuders [Leu02] sowie eine reale Anlage
zur Gasbehandlung. Von diesen Anlagen wurden zur Untersuchung des Lernan-
satzes zahlreiche Anlagenvariationen erzeugt, d.h. unterschiedliche Platzierungen
der Equipments im Anlagengeru¨st. Bevor die Anlagenvariationen als Eingabe fu¨r
einen induktiven Lernansatz verwendet werden konnten, wurden diese um ver-
schiedene Bewertungsmaße erga¨nzt.
Dabei war das erste Ziel des Lernansatzes, auf der Grundlage der Trainingsdaten
ein Modell mit einer mo¨glichst hohen Vorhersagegenauigkeit auf den gegebenen
Testdaten zu erzeugen. Als erstes Kriterium wurde dazu der Erfu¨llungsgrad der
Platzierungsanforderungen einer konkreten Aufstellung gewa¨hlt. Dafu¨r wurden
Szenarien mit verschiedenen prozentualen Anteilen zu erfu¨llender Muss- und
Soll -Anforderungen untersucht. Das bedeutet, dass eine konkrete Aufstellung,
je nach gegebenem Szenario, einen entsprechenden Anteil an Muss- oder Soll -
Anforderungen erfu¨llen muss, um als gute Aufstellung (entspricht einem positi-
ven Beispiel) gewertet werden zu ko¨nnen. Andernfalls wurde diese als schlechte
Aufstellung im Sinne des untersuchten Szenarios eingestuft (entspricht einem
negativen Beispiel). Als weiteres Kriterium fu¨r die Gu¨te des gelernten Modells
wurde die La¨nge der aus einer Aufstellung resultierenden Rohrleitungsfu¨hrung
betrachtet.
Die zweite Zielsetzung betraf die Optimierung der urspru¨nglichen Anlagenre-
pra¨sentation in Bezug auf die gegebenen Lernverfahren, Evaluationskriterien
und Datensa¨tze. Hierbei sollten Informationen daru¨ber gewonnen werden, welche
Merkmale fu¨r die Beschreibung der untersuchten Anlagen relevant bzw. welche
irrelevant sind. Der Hintergrund ist, dass beim induktiven maschinellen Lernen
die Wahl geeigneter Merkmale einen wichtigen Einﬂuß auf den Lernerfolg hat
und die Selektion von Merkmalen zur Erleichterung der Lernaufgabe und damit
zur Erho¨hung der Performanz fu¨hren kann.
3.1 Anlage I
Die erste untersuchte Anlage ist eine Abstraktion einer Chemieanlage, die jedoch
bereits einige wichtige Eigenschaften realer Anlagen erfu¨llt (siehe Tabelle 1). Im
Gegensatz zu realen Anlagen sind in diesem Modell keine Equipmentklassen wie
z.B. Pumpen, Kolonnen, etc. vorhanden. Es wird lediglich zwischen Equipments
verschiedener Gro¨ße unterschieden. Dabei belegen von den 30 Equipments 24
jeweils nur ein Feld, vier umfassen zwei nebeneinander liegende Felder und jeweils
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Eigenschaften der Anlage
Anzahl der Equipments 30
Fu¨r die Equipments zur Verfu¨gung stehende Felder 44
Anzahl der Anforderungen 44 Muss-Anforderungen
28 Soll -Anforderungen
Anzahl der Etagen 3
Equipmentﬁxierungen in (x,y,z) ja
Equipmentﬁxierungen in z ja
Rotationsﬁxierungen ja
Anziehung in z ja
Platzierung außerhalb des Stahlbaus ja
Anziehung von Equipments an den Anlagenrand ja
Verwendung von unterschiedlich großen Equipments ja
Tabelle 1. U¨berblick u¨ber die Eigenschaften der Anlage I
ein Equipment belegt zwei bzw. drei u¨bereinander liegende Felder. Des Weiteren
ist die Platzierung der Equipments nur auf Feldern eines vorgegebenen Rasters,
und nicht an beliebiger Stelle, erlaubt.
Die Anlage (siehe Abbildung 7) besteht aus drei Stockwerken (Etage 0 bis Etage
2), wobei jedes Stockwerk 36 Felder umfaßt. Von diesen 36 Feldern stehen aller-
dings in der ersten Etage nur 12 und in den beiden anderen Etagen nur 16 fu¨r
die Equipments zur Verfu¨gung. Auf den Feldern 14 bis 17 im Erdgeschoß (Etage
0) beﬁndet sich ein Anlagenweg - die entsprechenden Felder sind fu¨r die Plat-
zierung gesperrt. Die Randfelder der Etagen sind fu¨r die korrekte Platzierung
der Equipments, die zwei nebeneinander liegende Felder belegen, notwendig. Da-
bei sind die Felder 31 bis 36 und 61 bis 66 Randfelder fu¨r jeweils zwei Etagen.
Das bedeutet, dass fu¨r die 30 vorhandenen Equipments insgesamt 44 Felder zur
Verfu¨gung stehen. Die restlichen Felder werden nicht mit Equipments besetzt.
Auf der linken Seite der Abbildung ist die vollsta¨ndige Positionsmatrix abgebil-
det. Die Felder im Anlagengeru¨st (Stahlbau) sind hellgrau unterlegt. Die Felder,
die belegt werden ko¨nnen, sind durch fette schwarze Ziﬀern, die gesperrten Felder
durch du¨nne blaue Ziﬀern gekennzeichnet.
Auf der rechten Seite der Abbildung ist die optimale Equipmentbelegung nach
Etagen aufgeschlu¨sselt dargestellt. Dabei belegen die Equipments in diesem Fall
alle Felder innerhalb des Anlagengeru¨stes. Das dreisto¨ckige Equipment steht
auf Feld 27 außerhalb des Anlagengeru¨stes und belegt aufgrund seiner Ho¨he
auch u¨ber diesem Feld liegende Felder. Entsprechendes gilt fu¨r das zweisto¨ckige
Equipment auf Feld 28. Neben diesen beiden Equipments, die sich in z-Richtung
u¨ber mehr als eine Etage ausdehnen, gibt es vier Equipments, die sich inner-
halb einer Etage in der Breite (x-Richtung) bzw. der La¨nge (y-Richtung) u¨ber
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mehr als ein Feld ausdehnen. Die Schraﬃerungen auf den jeweiligen Feldern ge-
ben an, ob ein Equipment an einer bestimmten Position platziert werden muss
(Fixiert in (x,y,z)), die Rotation eines Equipments festgelegt ist, eine zula¨ssi-
ge Etage vorgegeben wird (Fixiert in (z)) bzw. eine Abha¨ngigkeit von einem
zweiten Equipment in z-Richtung besteht (Anziehung in (z)). Zu beachten ist
dabei, dass fu¨r ein Equipment zwei Arten von Fixierungen vorgegeben sind und
dass bei den beiden mehrsto¨ckigen Equipments die Fixierung auf allen Etagen
gekennzeichnet ist.
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Abbildung 7. Visualierung der Positionsmatrix der Anlage I
Alle Equipments die keiner dieser Kategorien zugeordnet sind (in Abbildung
7 weiß gekennzeichnet), ko¨nnen jeweils auf freien Feldern innerhalb des Bau-
feldes positioniert werden. Die beschriebenen Fixierungen entsprechen 14 der
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44 Muss-Anforderungen, die bei jeder Anlagenplatzierung erfu¨llt sein mu¨ssen.
Hinzu kommt fu¨r jedes der 30 Equipments die Vorgabe, dass es innerhalb (Equip-
ment 1 - 28) bzw. außerhalb (Equipment 29 und 30) des Stahlbaus zu stehen
hat. Die 28 Soll -Anforderungen sind in der Abbildung 7 durch Pfeile zwischen
den Equipments bzw. zwischen Equipments und dem Anlagenrand angedeutet.
So soll z.B. im Erdgeschoß das Equipment auf der Position 27 neben dem Equip-
ment auf Position 21 platziert werden und das Equipment auf Position 53 soll
am o¨stlichen Anlagenrand stehen.
Die in [Leu02] verwendete und in Abbildung 7 gezeigte Anlage ist optimal im
Sinne einer minimalen Anzahl verletzter Platzierungsanforderungen fu¨r eine ge-
gebene Menge von Equipments und einem vorgegebenem Baufeld. Mit Hilfe ei-
nes Zufallsgenerators erzeugte Varianten dieser Anlage entsprechen einzelnen
Beispielen und dienen als Grundlage fu¨r den nachfolgend beschriebenen Lern-
ansatz. Das Labeln der Beispiele geschieht dabei durch die Evaluierung der Va-
rianten anhand unterschiedlicher Kriterien (Erfu¨llungsgrad der Muss- und Soll -
Anforderungen bzw. resultierende Rohrleitungsla¨nge der Anlagenplatzierung).
In den folgenden Abschnitten wird zuna¨chst eine Beispielrepra¨sentation der An-
lage vorgestellt, die eine relationale Beschreibung der Lagebeziehungen einzel-
ner Equipments untereinander, sowie einzelner Equipments zum Anlagengeru¨st
entha¨lt. Auf der Grundlage dieser Repra¨sentation werden unterschiedliche Lern-
verfahren zur Ermittlung der relevanten Beziehungen untersucht. Zur Einord-
nung der mit der relationalen Anlagenbeschreibung erzielten Ergebnisse wird
ein Vergleich mit einer Repra¨sentation durchgefu¨hrt, die in kodierter Form eine
direkte Abbildung von Equipments auf einzelne Anlagenpositionen entha¨lt.
Der maschinelle Lernansatz
Der nachfolgend beschriebene numerische Lernansatz basiert auf der Lernauf-
gabe der Merkmalsauswahl [LM98]. Das Ziel hierbei ist, aus einer vorgebenen
Menge von Merkmalen einer gegebenen Repra¨sentation (entspricht hier den Ei-
genschaften einer Anlagenplatzierung) die jeweils relevanten Merkmale (Eigen-
schaften) zu bestimmen. Methodisch basieren alle untersuchten Lernansa¨tze auf
dem sogenannten Wrapper -Ansatz [KJ97]. Bei diesem Ansatz (siehe Abbildung
8) wird die Suche nach einer optimalen Merkmalsmenge durch die Performanz
eines vorgegebenen Induktionsverfahrens (hier der SVM ) gesteuert. Mit diesem
Ansatz erreicht man aufgrund der Verwendung des induktiven Bias des gege-
benen Lernverfahrens fu¨r die Steuerung des Suchprozesses i.d.R. eine hohe Ge-
neralisierungsfa¨higkeit. Allerdings ist diese jedoch verfahrensbedingt mit einer
hohen Laufzeit, d.h. mit einer großen Anzahl von Performanzberechnungen ver-
bunden. Letztendlich ausschlaggebend fu¨r den Erfolg der Merkmalsauswahl ist,
wie eﬀektiv das jeweilige Auswahlverfahren den vorliegenden Raum aller Merk-
malskombinationen (entspricht der Potenzmenge u¨ber der Menge der Merkmale)
durchsucht.
Vor diesem Hintergrund wurde ein reiner kreuzvalidierter Klassiﬁkations- bzw.
Regressionsansatz (auf der Grundlage der urspru¨nglichen, unvera¨nderten Re-
pra¨sentation) mit unterschiedlichen Merkmalsauswahlverfahren verglichen, dar-
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Abbildung 8. Ablaufschema des numerischen Lernansatzes
unter ein genetischer Algorithmus (GA) und zwei sequentielle Verfahren (For-
ward Selection und Backward Elimination). Bei allen untersuchten Auswahlver-
fahren wird die Merkmalsmenge als bina¨rer Vektor aufgefaßt, in dem einzelne
Merkmale durch Selektion zu der betrachteten Merkmalsmenge hinzugefu¨gt bzw.
durch Deselektion aus dieser entfernt werden ko¨nnen.
Im Fall des genetischen Algorithmus zur Merkmalsauswahl entspricht die Popu-
lation von Individuen einer Menge von Merkmalsmengen. Der hier verwendete
modiﬁzierte GA [RK03] optimiert nun diese Menge von Merkmalsmengen mit
Hilfe der Operatoren Crossover (entspricht dem Austausch von Teilmengen zwei-
er Merkmalsmengen) und Mutation (entspricht der Selektion bzw. Deselektion
einzelner Merkmale aus einer Merkmalsmenge). Die Fitnessfunktion eines In-
dividuums entspricht dabei der Performanz des induktiven Lernverfahrens auf
der betrachteten Merkmalsmenge. Das Ziel dieses Ansatzes ist dabei, die positi-
ven Sucheigenschaften konventioneller genetischer Algorithmen fu¨r die Suche im
Merkmalsraum zu nutzen3.
Sequentielle Verfahren [AB96] durchsuchen den Merkmalsraum ebenenweise (d.h.
zuna¨chst einelementige, dann zweielementige Merkmalsmengen usw.) durch die
Hinzunahme bzw. Entfernung des Merkmals mit der jeweils ho¨chsten Perfor-
manzsteigerung innerhalb einer Ebene.
In den Fa¨llen, in denen eine geringe Anzahl von Merkmalsblo¨cken gegeben war
wurde zusa¨tzlich eine vollsta¨ndige Suche (sogenanntes Brute-Force-Verfahren)
im Merkmalsraum durchgefu¨hrt. Dieses Verfahren ist aufgrund seiner exponen-
tiellen Laufzeit zwar nur bei kleinen Merkmalsmengen anwendbar, bietet aber
durch die vollsta¨ndige Betrachtung aller mo¨glichen Merkmalskombinationen ei-
ne exakte Beurteilung der Performanz einzelner Lernansa¨tze. Insbesondere kann
ermittelt werden, ob ein Verfahren ein globales Optimum (also eine optimale
Merkmalsmenge) ﬁndet bzw. wie weit die gefundene Merkmalsmenge vom Opti-
mum entfernt ist. Ebenso ko¨nnen mit Hilfe der vollsta¨ndigen Suche Eigenschaften
des Bewertungsverbandes (also der durch die Auftragung der Performanz u¨ber
alle Merkmalsmengen gebildeten Struktur) wie Monotonie bzw. Nichtmonotonie
abgeleitet werden.
3 Eine ausfu¨rliche Beschreibung GA-basierter Auswahlverfahren wird in [Fre02], Ka-
pitel 9.1 gegeben.
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Monotonie: Ein Verband wird als monoton bezeichnet, falls die Hinzunahme
eines Merkmals zu einer bestehenden Merkmalsmenge zu einer Verbesserung
der Performanz fu¨hrt.
Eine Auswirkung der Nichtmonotonie innerhalb eines Bewertungsverbandes ist
bei sogenannten Hill-Climbing-Verfahren wie Forward Selection und Backward
Elimination eine (vorzeitige) Konvergenz auf lokalen Optima. Genetische Algo-
rithmen sind hingegen durch den globalen Suchansatz in der Lage solche lokalen
Optima zu verlassen.
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Abbildung 9. Beispiel fu¨r einen nichtmonotonen Bewertungsverband
Ein Beispiel fu¨r einen trivialen nichtmonotonen Merkmalsverbandmit drei Merk-
malen ist in Abbildung 9 gegeben. Das erste Merkmal (Knoten “100”) ist ein
lokales Optimum innerhalb des Verbandes, die Merkmalsmenge bestehend aus
dem zweiten und dritten Merkmal (Knoten “011”) ist das globale Optimum.
Anschaulich la¨ßt sich das nichtmonotone Verhalten beim U¨bergang vom Knoten
“100” zu den Knoten “101” und “110” erkennen (die Hinzunahme eines Merk-
mals fu¨hrt zu einer Verschlechterung der Performanz). Die Folge einer solchen
Nichtmonotonie ist bei lokalen Verfahren (wie Forward Selection und Backward
Elimination), dass diese das einmal erreichte lokale Optimum nicht mehr verlas-
sen ko¨nnen.
Erzeugung der Beispieldaten
Um die Ermittlung relevanter Platzierungsinformationen mit Hilfe maschineller
Lernverfahren durchfu¨hren zu ko¨nnen, mußten zuna¨chst geeignete Beispieldaten
erzeugt werden. Diese Beispieldaten, d.h. die bewerteten Aufstellungen wurden
im Fall der relationalen Repra¨sentation mit einem am Lehrstuhl fu¨r Anlagen-
technik entwickelten Generator erzeugt. Dabei wurde die jeweilige Anforderung
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des gegebenen Szenarios als Entscheidungskriterium fu¨r die Gu¨te einer Aufstel-
lung gewertet. So wurde eine Aufstellung im Szenario Muss10%Soll als positives
Beispiel gewertet (und entspricht somit einer guten Aufstellung), falls es alle
Muss- sowie mindestens 10% der Soll -Anforderungen erfu¨llt. Falls es diese bei-
den Kriterien nicht erfu¨llt, wurde es als negatives Beispiel deklariert4. Der Gene-
rator ermo¨glicht die Ausgabe einer optimalen Anlage, einer Anlage mit zufa¨llig
platzierten Equipments und einer Anlage, bei der die Equipments so platziert
werden, dass die Muss-Anforderungen auf jeden Fall erfu¨llt sind, ansonsten aber
zufa¨llig platziert wird.
Optimierung der Lernparameter
Nachdem die Beispiele mit Hilfe des Generators erzeugt wurden, erfolgt vor dem
eigentlichen Lernschritt noch eine Optimierung der Lernparameter der Support
Vector Machine (Parameter C und epsilon) sowie der Gro¨ße des verwendeten
Samples. Dieser Schritt dient der Komplexita¨tsreduktion der Lernaufgabe, da
fu¨r alle nachfolgend untersuchten Lernansa¨tze die bei der Parameteroptimierung
ermittelten Werte u¨bernommen werden ko¨nnen.
In Tabelle 2 ist fu¨r jedes der untersuchten Szenarien (Muss0%Soll, Muss10%Soll,
Muss25%Soll und Muss5%Soll) der jeweils optimale Wert fu¨r die SVM -Parameter
C und epsilon sowie die Gro¨ße des Samples eingetragen. In Fa¨llen, in denen
zwei Parameterwerte eine identische Performanz aufweisen, sind beide Werte
aufgefu¨hrt. Gilt fu¨r alle Werte die gleiche Performanz, wird dies in der Tabelle
durch das ’*’-Zeichen angedeutet.
Parameter Muss0%Soll Muss10%Soll Muss25%Soll Muss50%Soll
C * * * *
epsilon * {0.1,0.01} {0.1,0.01} {0.1,0.01}
Gro¨ße des Samples 500 500 500 500
Tabelle 2. Parameteroptimierungsmatrix der vier Klassiﬁkationsszenarien
(Muss0%Soll, Muss10%Soll, Muss25%Soll und Muss50%Soll) fu¨r die relationale
Repra¨sentation
4 Es ist im Zusammenhang mit der Bewertung eines Beispieles nicht von Bedeutung,
welche der Soll -Anforderungen erfu¨llt sind, sondern lediglich wie hoch der Pro-
zentsatz der erfu¨llten Soll -Anforderungen ist.
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Relationale Repra¨sentation
Nachdem der prinzipielle Experimentaufbau beschrieben und die Bedeutung der
Repra¨sentation als Grundlage fu¨r die Ermittlng relevanter Aufstellungseigen-
schaften verdeutlicht wurden, soll nun die bei der Anlage I verwendete Merk-
malsmenge vorgestellt werden. Diese besteht sowohl aus Merkmalen, die sich
nur auf ein Equipment beziehen (wie z.B. liegt in Etage oder hat Rotation) als
auch aus Merkmalen, die sich auf eine Relation zwischen zwei Equipments bzw.
zwischen einem Equipment und der Anlage beziehen (wie z.B. liegt neben oder
liegt am Anlagenweg).
Neben der getrennten Bertrachtung einzelner Merkmale soll an dieser Stelle die
Verwendung von Merkmalsblo¨cken vorgestellt werden. Merkmalsblo¨cke (MB)
sind Gruppierungen von Merkmalen, die vergleichbare Informationen enthal-
ten. So kann man bei der Verwendung von merkmalsbasierten Lern- und Op-
timierungsverfahren von einzelnen Merkmalen (z.B. “Equipmenti liegt neben
Equipmentj”) abstrahieren und Merkmale auf einer Meta-Ebene betrachten (die
Relation liegt neben mit sa¨mtlichen Equipmentkombinationen). Durch diese Ab-
straktion gewinnt man zum einen Informationen, die man durch die getrennte
Betrachtung einzelner Merkmale nicht erzielen wu¨rde (z.B. ob die gesamte Re-
lation liegt neben eine fu¨r die gegebene Lernaufgabe relevante Eigenschaft dar-
stellt). Zum anderen wird die Komplexita¨t des Suchraumes erheblich reduziert
und die Lernaufgabe somit wesentlich vereinfacht. Im Fall der nachfolgend auf-
gefu¨hrten relationalen Repra¨sentation erfolgt beispielsweise eine Reduktion von
urspru¨nglich 990 einzelnen Merkmalen auf sechs Merkmalsblo¨cke.
Merkmalsblock Wertebereich Anzahl der Merkmale
der Merkmale je Merkmalsblock
Equipment Ai liegt neben Equipment Aj {0,1} 435
Equipment Ai liegt u¨ber Equipment Aj {0,1} 435
Equipment Ai liegt außerhalb des Stahlbaus {0,1} 30
Equipment Ai liegt am Anlagenweg {0,1} 30
Equipment Ai liegt in Etage {0,1,2} 30
Equipment Ai hat Rotation {0,..,16} 30
Tabelle 3. Relationale Repra¨sentation der Anlage I
Tabelle 3 zeigt nun die vollsta¨ndige Menge der in dieser Repra¨sentation verwen-
deten Merkmalsblo¨cke, die Wertebereiche der enthaltenen Merkmale sowie die
Anzahl der Merkmalskombinationen innerhalb eines Merkmalsblocks.
Bei den relationalen Merkmalen liegt neben und liegt u¨ber bedeutet ein Merk-
malswert “1”, dass die entsprechende Relation fu¨r die gegebene Equipmentkom-
bination erfu¨llt bzw. ein Wert von “0”, dass diese nicht erfu¨llt ist. Ist also in einer
konkreten Aufstellung beispielsweise Equipment1 neben Equipment2 platziert,
so wird dem entsprechenden Merkmal “Equipment1 liegt neben Equipment2”
der Wert “1” zugewiesen. Das Merkmal liegt neben ist fu¨r zwei Equipments
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dann erfu¨llt, wenn sie benachbarte Felder belegen. Als benachbart zu einem Feld
za¨hlen die vier direkt an das Feld angrenzenden Felder. Liegt ein Equipment auf
dem Feld direkt u¨ber einem Feld oder auf einem dem oberen Feld benachbar-
ten Feld, so liegt es u¨ber einem auf dem unteren Feld liegenden Equipment. Die
Anzahl von Merkmalen innerhalb eines Merkmalsblocks betra¨gt E
2−E
2 , wobei E
der Zahl der zu platzierenden Equipments entspricht. Bei den Merkmalsblo¨cken
liegt außerhalb des Stahlbaus, liegt am Anlagenweg, liegt in Etage und hat Ro-
tation ist je Equipment nur jeweils ein Merkmal vorhanden. Liegt beispielswei-
se Equipment5 nicht am Anlagenrand, so erha¨lt das entsprechende Merkmal
“Equipment5 liegt am Anlagenrand” den Merkmalswert “0”. Das Merkmal liegt
außerhalb des Stahlbaus ist dann erfu¨llt, wenn ein Equipment auf einem der Fel-
der liegt, die außerhalb des Stahlbaus (Anlagengeru¨stes) liegen. Ein Equipment
liegt am Anlagenweg, wenn es eines der acht am Anlagenweg liegenden belegbaren
Felder belegt. Bei den vier Equipments, die zwei nebeneinander liegende Felder
belegen, ist das entsprechende Merkmal schon dann erfu¨llt, wenn nur eines der
von dem entsprechenden Equipment belegten Felder die Bedingung erfu¨llt. Bei
den beiden mehrsto¨ckigen Equipments hingegen wird jeweils nur das unterste
Feld betrachtet.
Bei der Rotation wird zuna¨chst unterschieden, ob ein Equipment keinen, einen,
zwei oder drei Stutzen fu¨r Rohrleitungsanschlu¨sse besitzt. Bei einem Equipment
ohne Stutzen macht es (in diesem Fall) keinen Unterschied, welche Rotation das
Equipment hat, so dass es die Rotation “0” zugewiesen bekommt. Ein Equipment
mit einem Stutzen hat die Rotation “1”, “2”, “3” oder “4”, je nachdem, ob der
Stutzen des platzierten Equipments nach oben, rechts, unten oder links zeigt. Bei
zwei Stutzen wird noch unterschieden, ob die Stutzen gegenu¨ber (Rotationen “5”
bis “8”) oder im rechten Winkel zueinander (Rotationen “9” bis “12”) liegen.
Bei drei Stutzen gibt es wiederum nur vier Mo¨glichkeiten (Rotationen “13” bis
“16”).
Lernergebnisse fu¨r die relationale Repra¨sentation
An dieser Stelle wollen wir die Ergebnisse des in den vorherigen Abschnitten
beschriebenen maschinellen Lernansatzes diskutieren. Dazu wurden die Kenn-
zahlen verschiedener Lernansa¨tze fu¨r die relationale Repra¨sentation auf allen
vier Szenarien miteinander verglichen. Die untersuchten Kennzahlen sind je Ler-
nansatz die beiden Performanzkriterien Accuracy und MDL, die im Rahmen des
Lernansatzes ermittelte (optimierte) Merkmalsmenge, die Anzahl der Merkma-
le innerhalb der optimierten Merkmalsmenge sowie die Anzahl der beno¨tigten
Performanzberechnungen5.
Fu¨r den Vergleich wurden die nachfolgenden Lernansa¨tze unter Verwendung der
genannten Kennzahlen betrachtet. Zuna¨chst wurde fu¨r eine untere Abscha¨tzung
der erreichbaren Performanz (ohne Optimierung der Merkmalsmenge) ein Lern-
lauf auf der vollsta¨ndigen Merkmalsmenge durchgefu¨hrt. Anschließend wurden
5 Zu beachten ist, dass dieser Wert die insgesamt durchgefu¨hrten Performanzberech-
nungen u¨ber alle Kreuzvalidierungsla¨ufe angibt.
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die beiden sequentiellen MerkmalsauswahlverfahrenForward Selection und Back-
ward Elimination mit einem auf genetischen Algorithmen basierenden Suchver-
fahren verglichen. Fu¨r sa¨mtliche mit dem genetischen Algorithmus durchgefu¨hr-
ten Experimente gilt die in Tabelle 4 aufgefu¨hrte Belegung der Strategiepara-
meter.
Parameter Parameterwert
Selektionsverfahren ﬁtnessproportionale Selektion
Crossoververfahren uniformes Crossover
Crossoverwahrscheinlichkeit 0.6
Mutationswahrscheinlichkeit 0.1
Tabelle 4. Strategieparameter fu¨r die Experimente mit dem genetischen Algorithmus
Um festzustellen, ob ein Verfahren die (global) optimale Merkmalsmenge erreicht
hat, wurde ebenfalls eine vollsta¨ndige Suche (Brute-Force-Ansatz ) durchgefu¨hrt.
Fu¨r alle Lernansa¨tze wurde eine SVM mit linearem Kernel verwendet und die
Lernla¨ufe wurden auf der Ebene der Merkmalsblo¨cke durchgefu¨hrt.
Zuna¨chst betrachten wir die Kennzahlen im Fall des Performanzmaßes Accuracy
(Abbildung 10, 11, 12 und 13). Ohne im Detail auf die einzelnen Klassiﬁkati-
onszenarien einzugehen, la¨sst sich insgesamt eine gleichma¨ßig hohe Performanz
u¨ber alle Lernansa¨tze (jeweils zwischen 99.8% und 100% Accuracy) feststellen.
Eine Ursache fu¨r dieses Ergebnis ist in der hohen Anzahl der globalen Opti-
ma, d.h. der maximal erreichbaren Performanz je Szenario, begru¨ndet. In den
betrachteten Suchra¨umen ko¨nnen sich die unterschiedlichen Sucheigenschaften
der Lernverfahren weniger stark auswirken. Eine Ausnahme bzgl. der Perfor-
manz bildet jedoch das Szenario Muss25%Soll (siehe Abbildung 12), das sich
durch eine Vielzahl lokaler Optima auszeichnet. Das einzige globale Optimum
dieses Szenarios (der Merkmalsblock liegt außerhalb) wird dabei sowohl von der
Forward Selection als auch vom genetischen Algorithmus (GA) gefunden6. Als
einziges Verfahren ﬁndet der GA, insbesondere im Fall der schwierigeren Lern-
aufgabe Muss25%Soll, in allen vier Szenarien die optimale Merkmalsmenge bei
einer vergleichsweise moderaten Anzahl von Fitnessbewertungen. Der Merkmals-
block, der am ha¨uﬁgsten als optimal ausgewa¨hlt wurde war der relationale Block
(liegt u¨ber) mit insgesamt 435 Merkmalen.
6 In der Spalte “ermittelte optimale Merkmalsmenge” bedeutet eine gru¨n unterlegte
Merkmalsmenge, dass das entsprechende Suchverfahren die durch vollsta¨ndige Suche
ermittelte optimale Merkmalsmenge gefunden hat. Eine rot unterlegte Merkmals-
menge deutet an, dass die gefundene Merkmalsmenge nicht dem globalen Optimum
entspricht.
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Accuracy MDL
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
ermittelte optimale
Merkmalsmenge
Ohne Selektion 100 0 990 5 alle Merkmale
Merkmalsauswahl mittels Forward Selection 100 0,561 435 35 liegt_neben
Merkmalsauswahl mittels Backward Elimination 100 0 990 40 alle Merkmale
Merkmalsauswahl mittels GA 100 0,561 435 150 liegt_über
Vollständige Suche (BruteForce) 100 0,561 435 64 liegt_über
Merkmalsauswahl mittels GA (ohne MB) 90,6 0,845 60 150 -
Abbildung 10. Vergleich verschiedener Lernansa¨tze unter Verwendung des Bewer-
tungskriteriums Accuracy fu¨r das Szenario 100% erfu¨llte Muss-Anforderungen und
mindestens 0% erfu¨llte Soll -Anforderungen
Accuracy MDL
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
ermittelte optimale
Merkmalsmenge
Ohne Selektion 99,8 0,002 990 5 alle Merkmale
Merkmalsauswahl mittels Forward Selection 99,8 0,559 435 65 liegt_neben
Merkmalsauswahl mittels Backward Elimination 99,8 0,559 435 70 liegt_neben
Merkmalsauswahl mittels GA 99,8 0,559 435 150 liegt_über
Vollständige Suche (BruteForce) 99,8 0,559 435 64 liegt_über
Merkmalsauswahl mittels GA (ohne MB) 82,8 0,845 56 150 -
Abbildung 11. Vergleich verschiedener Lernansa¨tze unter Verwendung des Bewer-
tungskriteriums Accuracy fu¨r das Szenario 100% erfu¨llte Muss-Anforderungen und
mindestens 10% erfu¨llte Soll -Anforderungen
Accuracy MDL
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
ermittelte optimale
Merkmalsmenge
Ohne Selektion 80,2 -0,197 990 5 alle Merkmale
Merkmalsauswahl mittels Forward Selection 83 0,7997 435 65 liegt_außerhalb
Merkmalsauswahl mittels Backward Elimination 80,6 -0,164 960 115 alle Merkmale außer Rotation
Merkmalsauswahl mittels GA 83 0,7997 435 535 liegt_außerhalb
Vollständige Suche (BruteForce) 83 0,7997 435 64 liegt_außerhalb
Abbildung 12. Vergleich verschiedener Lernansa¨tze unter Verwendung des Bewer-
tungskriteriums Accuracy fu¨r das Szenario 100% erfu¨llte Muss-Anforderungen und
mindestens 25% erfu¨llte Soll -Anforderungen
Accuracy MDL
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
ermittelte optimale
Merkmalsmenge
Ohne Selektion 99,8 0,002 990 5 alle Merkmale
Merkmalsauswahl mittels Forward Selection 99,8 0,559 435 65 liegt_neben
Merkmalsauswahl mittels Backward Elimination 99,8 0,559 435 100 liegt_neben
Merkmalsauswahl mittels GA 99,8 0,559 435 150 liegt_über
Vollständige Suche (BruteForce) 99,8 0,559 435 64 liegt_über
Merkmalsauswahl mittels GA (ohne MB) 99,8 0,949 49 150 -
Abbildung 13. Vergleich verschiedener Lernansa¨tze unter Verwendung des Bewer-
tungskriteriums Accuracy fu¨r das Szenario 100% erfu¨llte Muss-Anforderungen und
mindestens 50% erfu¨llte Soll -Anforderungen
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Ein Vergleich der GA-basierten Merkmalsauswahl mit und ohne Verwendung von
Merkmalsblo¨cken ergibt, dass im letzeren Fall bei gleicher Laufzeit eine deutlich
geringere Performanz erzielt wird.
Neben dem Performanzmaß Accuracy wurde bei der relationalen Repra¨sentation
ein weiteres Maß betrachtet, dass nicht nur die Generalisierungsfa¨higkeit als Kri-
terium verwendet, sondern zusa¨tzlich auch die Gro¨ße der ermittelten Merkmals-
menge miteinbezieht. Dieses an das Prinzip der minimalen Beschreibungsla¨nge
(siehe z.B. [Ris78,Che90]) angelehnte Maß bevorzugt diejenigen Merkmalsmen-
gen, die eine hohe Performanz mit einer geringen Anzahl von Merkmalen erzielen.
Die konkrete Formulierung im Fall eines Klassiﬁkationsszenarios lautet wie folgt:
MDL(Y ) := Accuracy(Y )− k · #Merkmale(Y )
#Merkmale(X)
(1)
Dabei repra¨sentiert X die vollsta¨ndige Merkmalsmenge, Y eine betrachtete Teil-
menge aus X , Accuracy(Y ) die Vorhersagegenauigkeit auf der durch Y gegebe-
nen Beispielmenge und k einen Koeﬃzient, der die Gewichtung von Komple-
xita¨t (der Merkmalsbeschreibung) und Performanz festlegt. Der Wertebereich
des MDL-Maßes umfaßt die Menge der reellen Zahlen im Intervall “-1” bis “1”.
Die mit dem MDL-Performanzmaß durchgefu¨hrten Experimente (Abbildung 14,
15, 16 und 17) zeigten ein a¨hnliches Verhalten der untersuchten Lernansa¨tze wie
bei dem Accuracy-Maß.
Ein Unterschied ist die deutliche Performanzdiﬀerenz zwischen der urspru¨ngli-
chen und der optimalen Merkmalsmenge. Ansonsten ist das Verhalten der Selek-
tionsverfahren mit dem der letzten Experimentreihe vergleichbar.Wie bereits bei
der Experimentreihe mit dem Bewertungsmaß Accuracy ist auch hier der gene-
tische Algorithmus das einzige Verfahren, dass in allen Szenarien jeweils die op-
timale Merkmalsmenge erreicht. Allerdings ist die Zahl der vom GA beno¨tigten
Fitness- bzw. Performanzberechnungen im Vergleich zur letzten Experimentreihe
erho¨ht (statt durchschnittlich ca. 240 sind es nun 970 Performanzbewertungen),
wohingegen sich die Zahl der Berechnungen bei den sequentiellen Suchverfahren
kaum vera¨ndert hat. Der Merkmalsblock, der in den meisten Szenarien als opti-
mal bewertet wurde, ist der einstellige Block (liegt am Weg) mit insgesamt 30
Merkmalen.
Ein Vergleich der GA-basierten Merkmalsauswahl mit und ohne Verwendung
von Merkmalsblo¨cken ergibt, wie bei dem zuletzt betrachteten Bewertungsmaß
Accuracy, dass im letzteren Fall bei gleicher Laufzeit eine deutlich geringere
Performanz erzielt wird.
Eine Erkenntnis die aus dieser Experimentreihe gewonnen werden konnte ist,
dass die Merkmalsauswahl mit dem MDL-Maß zu einer vergleichbaren Generali-
sierungsfa¨higkeit bei gleichzeitig deutlich geringerer Merkmalsanzahl (verglichen
mit dem Accuracy-Maß) gelangt.
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Accuracy MDL
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
ermittelte optimale
Merkmalsmenge
Ohne Selektion 100 0 990 5 alle Merkmale
Merkmalsauswahl mittels Forward Selection 100 0,9697 30 55 liegt_ausserhalb
Merkmalsauswahl mittels Backward Elimination 100 0 990 40 alle Merkmale
Merkmalsauswahl mittels GA 100 0,9697 30 980 liegt_am_Weg
Vollständige Suche (BruteForce) 100 0,9697 30 64 liegt_am_Weg
Merkmalsauswahl mittels GA (ohne MB) 95 0,899 50 900 -
Abbildung 14. Vergleich verschiedener Lernansa¨tze unter Verwendung des Bewer-
tungskriteriums MDL fu¨r das Szenario 100% erfu¨llte Muss-Anforderungen und minde-
stens 0% erfu¨llte Soll -Anforderungen
Accuracy MDL
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
ermittelte optimale
Merkmalsmenge
Ohne Selektion 99,8 -0,002 990 5 alle Merkmale
Merkmalsauswahl mittels Forward Selection 99 0,9597 30 55 liegt_außerhalb
Merkmalsauswahl mittels Backward Elimination 99 0,9597 30 105 liegt_außerhalb
Merkmalsauswahl mittels GA 99,8 0,9677 30 995 liegt_am_Weg
Merkmalsauswahl mittels GA (ohne MB) 94 0,883 56 900 -
Abbildung 15. Vergleich verschiedener Lernansa¨tze unter Verwendung des Bewer-
tungskriteriums MDL fu¨r das Szenario 100% erfu¨llte Muss-Anforderungen und minde-
stens 10% erfu¨llte Soll -Anforderungen
Accuracy MDL
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
ermittelte optimale
Merkmalsmenge
Ohne Selektion 81 -0,19 990 5 alle Merkmale
Merkmalsauswahl mittels Forward Selection 83 0,7997 30 55 liegt_außerhalb
Merkmalsauswahl mittels Backward Elimination 80 0,7394 60 115 liegt_in_Etage u. Rotation
Merkmalsauswahl mittels GA 83 0,7997 30 980 liegt_am_Weg
Vollständige Suche (BruteForce) 83 0,7997 30 64 liegt_am_Weg
Merkmalsauswahl mittels GA (ohne MB) 76 0,703 56 900 -
Abbildung 16. Vergleich verschiedener Lernansa¨tze unter Verwendung des Bewer-
tungskriteriums MDL fu¨r das Szenario 100% erfu¨llte Muss-Anforderungen und minde-
stens 25% erfu¨llte Soll -Anforderungen
Accuracy MDL
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
ermittelte optimale
Merkmalsmenge
Ohne Selektion 100 0 990 5 alle Merkmale
Merkmalsauswahl mittels Forward Selection 100 0,9697 30 55 liegt_ausserhalb
Merkmalsauswahl mittels Backward Elimination 100 0,9697 30 105 liegt_am_Weg
Merkmalsauswahl mittels GA 100 0,9697 30 920 Rotation
Vollständige Suche (BruteForce) 100 0,9697 30 64 Rotation
Merkmalsauswahl mittels GA (ohne MB) 96 0,9226 37 900 -
Abbildung 17. Vergleich verschiedener Lernansa¨tze unter Verwendung des Bewer-
tungskriteriums MDL fu¨r das Szenario 100% erfu¨llte Muss-Anforderungen und minde-
stens 50% erfu¨llte Soll -Anforderungen
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Vergleich der Repra¨sentationen
In diesem Abschnitt wollen wir die beschriebene relationale Repra¨sentation mit
einer Aufstellungsbeschreibung in Absolutkoordinaten vergleichen. In diesem
Fall erfolgt die Kodierung einer Aufstellung in Form von absoluten Positions-
angaben der Equipments innerhalb des Baufeldes. Fu¨r jedes der 30 gegebenen
Equipments Ei gilt bezu¨glich der 96 mo¨glichen Positionen innerhalb des Baufel-
des folgende Formel:
V al(Ei, j) =
{
1, Equip. Ei beﬁndet sich an Pos. j
0, Equip. Ei beﬁndet sich nicht an Pos. j
(2)
Abbildung 18 gibt eine anschauliche Darstellung dieser Repra¨sentation, wobei
aus Gru¨nden der U¨bersichtlichkeit nur die Positionskodierung fu¨r das erste und
letzte Equipment abgebildet sind. Equipment 1 soll in diesem Beispiel auf dem
Feld 8 platziert werden, wa¨hrend Equipment 30 die Felder 27, 57 und 87 belegt.
Der resultierende Merkmalsvektor entha¨lt einen Bina¨rwert fu¨r jede Equipment-
Feld-Kombination, insgesamt also 2880 (30 ∗ 96) Merkmale. Von diesen weisen
jedoch nur 37 einen von Null verschiedenen Merkmalswert auf. Die beschriebene
Repra¨sentation erzeugt somit einem hochdimensionalen, sehr spa¨rlich besetzten
Suchraum der insgesamt 96!(96−37)! =
96!
59! = 7.2 · 1069 mo¨gliche Platzierungen
entha¨lt. Fu¨r diese Art von Suchra¨umen hat sich die Support Vector Machine als
besonders geeignet erwiesen [Joa01].
Equipment 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 2 3 4 5 6 7 8 88 89 90 91 92 93 94 95 96
…1 0 …
… …
Equipment 30
1 0 0 0 0
0 26 27 56 57 58 86 88 92 93 94 95 96
…
…
0 11 00
87
0 0 0 0 0
… … … …28
Abbildung 18. Visualisierung der Repra¨sentation der Anlage I in Absolutkoordinaten
Die Generierung der Beispieldaten erfolgt analog zur relationalen Repra¨senta-
tion. Ebenso sind die bei dieser Repra¨sentation verwendeten Parameter u¨ber-
nommen worden. Eine Parameteroptimierung im Vorfeld der Lernla¨ufe hat die
in Tabelle 5 aufgefu¨hrten optimalen Parametereinstellungen ergeben .
Der eigentliche Vergleich der beiden Repra¨sentationen geschieht nun anhand
der Komplexita¨t der in dem Lernansatz (bestehend aus einem 5-fach kreuzvali-
dierten SVM -Lernschritt) ermittelten SVM -Modelle sowie deren resultierender
Generalisierungsfa¨higkeit. Als Maß fu¨r die Komplexita¨t der Modelle wurde die
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Parameter Muss0%Soll Muss10%Soll Muss25%Soll Muss50%Soll
C * * * *
epsilon {0.1,0.01} * {0.1,0.01} *
Gro¨ße des Samples 500 500 500 *
Tabelle 5. Parameteroptimierungsmatrix der vier Klassiﬁkationsszenarien
(Muss0%Soll, Muss10%Soll, Muss25%Soll und Muss50%Soll) fu¨r die absolute
Repra¨sentation
Anzahl der positiven bzw. negativen Stu¨tzvektoren (kurz SV) gewa¨hlt. Die Ge-
neralisierungsfa¨higkeit wurde im Fall der Klassiﬁkationsszenarien Muss0%Soll,
Muss10%Soll, Muss25%Soll und Muss50%Soll anhand der Accuracy gemessen.
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abs. Repräsentation 239 228 319 74
100%Muss 0%Soll 100%Muss 10%Soll 100%Muss 25%Soll 100%Muss 50%Soll
Abbildung 19. Vergleich der beiden Repra¨sentationen bzgl. der Anzahl der positiven
Stu¨tzvektoren
Fu¨r die Klassiﬁkationsszenarien gilt, dass bei Verwendung der relationalen Re-
pra¨sentation sowohl deutlich weniger positive (siehe Abbildung 19) als auch ne-
gative (siehe Abbildung 20) Stu¨tzvektoren erzeugt werden als bei der Repra¨sen-
tation in Absolutkoordinaten. Das bedeutet, dass durch die Verwendung der
relationalen Repra¨sentation die erzeugten SVM -Modelle eine deutlich geringere
Komplexita¨t aufweisen.
Die relationale Repra¨sentation, die neben der Beschreibung der Lagebeziehun-
gen einzelner Equipments untereinander, wie z.B. liegt neben, auch Beziehungen
einzelner Equipments zum Anlagengeru¨st, wie liegt in Etage, entha¨lt, besitzt im
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rel. Repräsentation 174 158 220 3
abs. Repräsentation 242 186 244 4
100%Muss 0%Soll 100%Muss 10%Soll 100%Muss 25%Soll 100%Muss 50%Soll
Abbildung 20. Vergleich der beiden Repra¨sentationen bzgl. der Anzahl der negativen
Stu¨tzvektoren
Vergleich zur absoluten Repra¨sentation eine gleich hohe (Szenario Muss10%Soll)
bzw. sogar ho¨here (Szenarien Muss0%Soll, Muss25%Soll und Muss5%Soll) Ge-
neralisierungsfa¨higkeit. Entsprechende Ergebnisse ko¨nnen der Abbildung 21 ent-
nommen werden.
100%Muss 0%Soll 100%Muss 10%Soll 100%Muss 25%Soll
100%Muss 50%Soll
0
10
20
30
40
50
60
70
80
90
100
Ac
cu
ra
cy
 
[%
]
rel. Repräsentation 100 99,8 80,2 99,8
abs. Repräsentation 99,9 99,8 77,64 99,58
100%Muss 0%Soll 100%Muss 10%Soll 100%Muss 25%Soll 100%Muss 50%Soll
Abbildung 21. Vergleich der beiden Repra¨sentationen bzgl. der Accuracy
Eine Ursache dafu¨r ist, dass die absolute im Vergleich zur relationalen Repra¨sen-
tation eine ungu¨nstigere Verteilung der Instanzen im Instanzenraum aufweist,
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d.h. die Beispiele sind sta¨rker u¨ber den Instanzenraum verstreut (sogenannte
concept dispersion). Kleine Vera¨nderungen einzelner Merkmalswerte fu¨hren im
Fall der Klassiﬁkation bereits zu einer A¨nderung des Klassenlabels (siehe Abbil-
dung 22).
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A1’
Transformation
“schwieriges” Klassifikationsproblem “leichtes” Klassifikationsproblem
Abbildung 22. Beispiel fu¨r eine Concept Dispersion
Die Lernaufgabe wird also durch eine vorliegende Concept Dispersion [Fre01]
erschwert, was in der Konsequenz zu einem komplexeren Modell des verwendeten
Lernverfahrens (bei Verwendung einer SVM wie gesehen zu einer ho¨heren Anzahl
von Stu¨tzvektoren) und einer geringeren Generalisierungsfa¨higkeit fu¨hrt. Die
Auﬂo¨sung einer solchen Concept Dispersion kann durch die Transformation des
Instanzenraums erreicht werden.
3.2 Anlage II
Bei der zweiten untersuchten Anlage handelt es sich um eine reale Anlage zur
Gasbehandlung, bei der die Platzierung der Equipments mit einer Genauigkeit
von einem mm, d.h. ohne die Beschra¨nkung auf diskrete Equipmentpositionen,
erfolgt. Ein weiterer Unterschied ist die Verwendung von Equipmenttypen wie
z.B. Pumpen, Wa¨rmetauschern und Kolonnen bei den nachfolgend beschriebe-
nen Aufstellungsrepra¨sentationen.
Die 28 zur Anlage geho¨renden Apparate werden auf einem etwa 50 m x 50 m
großen Baufeld angeordnet, wobei in der Mitte des Baufeldes ein vier Etagen
umfassender Stahlbau platziert ist. Abbildung 23 zeigt ein Modell der Anlage
inklusive des Baufeldes.
Die innerhalb des Baufeldes eingetragenen Anlagenwege sind in der Abbildung
grau dargestellt. Diese Wege haben eine doppelte Bedeutung innerhalb des Pla-
nungsprozesses. Zum einen dienen sie als Orientierung fu¨r die Apparate, die
aufgrund der Bedienbarkeit und Wartung in der Na¨he eines Weges platziert
werden mu¨ssen. Zum anderen ko¨nnen sie als Platzhalter fu¨r einen nicht zu be-
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Abbildung 23. Mit dem CAPD-System generiertes Modell der Anlage. Zu sehen ist
die realisierte Aufstellung mit dem fu¨nfsto¨ckigen Anlagengeru¨st sowie den in grau un-
terlegten Anlagenwegen.
bauenden Raum betrachtet werden, da Anlagenwege grundsa¨tzlich nicht fu¨r die
Platzierung von Equipments zur Verfu¨gung stehen.
Equipment-
Modelle und 
Baufeld-
beschreibung
Wissensbasis
Generierung
der
Equipment-
anforderungen
SA-
Platzierungslauf
SA-
Platzierungslauf
Ausgabe der resul. 
Anlagen-
repräsentation
Berechnung der
Anlagenverrohrung
Beispiel-Generator
Abbildung 24. Ablaufschema zur Generierung von Beispieldaten in Form der equip-
mentbasierten Repra¨sentation fu¨r die reale Anlage
Der Ablauf der Beispielgenerierung fu¨r die Anlage II la¨ßt sich leicht anhand der
Abbildung 24 nachvollziehen. Um eine bestimmte Menge von Beispielaufstel-
lungen, d.h. Varianten der realen Anlage, zu erzeugen wird fu¨r jedes Beispiel
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ein vollsta¨ndiger SA-Platzierungslauf angestoßen. Nach der Platzierung der 28
Equipments durch den SA-Algorithmus wird die Rohrleitungsla¨nge der generier-
ten Anlagenvariante berechnet. Aus der konkreten Aufstellung werden anschlie-
ßend die beno¨tigten Merkmale der Repra¨sentation berechnet. Als Label wird die
resultierende Rohrleitungsla¨nge verwendet.
Equipmentbasierte Anlagenrepra¨sentation
Die erste Repra¨sentation der realen Anlage entha¨lt insgesamt 2030 Merkmale,
verteilt auf zehn Merkmalsblo¨cke. Diese setzen sich aus fu¨nf relationalen Merk-
malsblo¨cken, die jeweils 378 Merkmale zur Beschreibung einer Equipmentkombi-
nationen enthalten und fu¨nf einstelligen Merkmalsblo¨cken mit je 28 Merkmalen
(siehe Tabelle 6) zusammen.
Nr. Name des Bedeutung der Merkmale Wertebereich Anzahl der
Merkmalsblocks Merkmale je
Merkmalsblock
1 DifferenzInZ Ho¨henunterschied zweier
Equipments R 378
2 Distanz Abstand
zweier Equipments R+ 378
3 liegt relative Lage zweier
u¨ber/unter/gleich Equipments bzgl. der Etage {0,1,-1} 378
4 liegt neben ’Na¨he’ zweier Equipments
auf derselben Etage [0..1] 378
5 liegt neben ’Na¨he’ zweier Equipments
(benachbarte Etagen) auf benachbarten Etagen [0..1] 378
6 liegt auf Etage Etagennummer eines
Equipments {0,..,4} 28
7 V erha¨ltnis Verha¨ltnis zwischen
La¨nge zu Breite La¨nge und Breite eines
Equipments R+ 28
8 liegt außerhalb prozentuale Fla¨che
des Stahlbaus außerhalb des Stahlbaus [0..1] 28
9 liegt am Weg Entfernung zum Anlagenweg [0..1] 28
10 Equipmenttyp Equipmenttyp {1,..,7} 28
Tabelle 6. Equipmentbasierte Repra¨sentation der realen Anlage
Im Fall des Merkmalsblocks DiﬀerenzInZ wird der Ho¨henunterschied zweier
Equipments in mm angegeben. Distanz gibt auf der Verbindungsgeraden zwi-
schen den Mittelpunkten der beiden Modelle den Abstand (in mm) zwischen den
Volumenmodellen der beiden Equipments an. Bei liegt u¨ber/unter/gleich zeigt
ein Merkmalswert “1” an, dass sich das erstgenannte Equipment oberhalb des
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zweiten beﬁndet, fu¨r den Wert “-1” gilt der umgekehrte Fall, und bei “0” be-
ﬁnden sich die Equipments auf derselben Etage. Der Merkmalsblock liegt neben,
der eine Nachbarschaftsrelation von Equipments auf derselben Etage beschreibt,
kann am besten anhand der Abbildung 25 erla¨utert werden.
Equipment 2
Überschneidungsfläche mit
der Equipmentumgebung
Länge Eq.1
Breite Eq.1
Umgebung um Equipment 1
Länge Eq.2
Breite Eq.2Equipment 1
Abbildung 25. Berechnung der Nachbarschaftrelation zweier Equipments
Dort sind zwei Equipments zu erkennen, ein gro¨ßeres auf der linken Seite (Equip-
ment 1 ) sowie ein kleineres Equipment auf der rechten Seite (Equipment 2 ). Um
den Grad der Nachbarschaft dieser Equipments zu messen, wird zuna¨chst um
das breitere Equipment eine nach zwei Seiten begrenzte Umgebung mit der Brei-
te Breite(Eq.1)+Breite(Eq.2)2 und um das la¨ngere Equipment eine nach zwei Seiten
begrenzte Umgebung mit der der La¨nge La¨nge(Eq.1)+La¨nge(Eq.2)2 gelegt. Ist wie
in Abbildung 25 das breitere auch gleichzeitig das la¨ngere Equipment, so ergibt
sich eine geschlossene Umgebung um dieses Equipment. Die Relation ist dann
deﬁniert als U¨berschneidungsﬂa¨che zwischen der Umgebung und der Fla¨che des
kleineren Equipments bezogen auf die Fla¨che des kleineren Equipments. Liegt
das kleinere Equipment vollsta¨ndig innerhalb der Umgebung, ergibt sich ein Wert
von “1”, liegt es vollsta¨ndig außerhalb, so ergibt sich ein Wert von “0” fu¨r die Re-
lation. Ist ein Equipment das breitere und das andere das la¨ngere, so ergibt sich
jeweils eine nur nach zwei Seiten begrenzte Umgebung um das jeweilige Equip-
ment. Der Relationswert berechnet sich dann aus der Multiplikation der in die
Umgebungen hineinragenden Fla¨chenanteile des jeweils schmaleren und ku¨rzeren
Equipments. liegt neben (benachbarte Etagen) ergibt nur dann einen Wert, wenn
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zwei Equipments auf u¨bereinanderliegenden Etagen liegen. Dann wird der Wert
so berechnet, wie wenn bei liegt neben die Equipments auf derselben Etage liegen.
liegt auf Etage gibt die Etage an, in der das Equipment platziert wurde. Verha¨lt-
nis La¨nge zu Breite ergibt sich aus dem Verha¨ltnis zwischen La¨nge und Breite
eines Equipments. liegt außerhalb des Stahlbaus ist deﬁniert als der Fla¨chenan-
teil eines Equipments, der außerhalb des Stahlbaus liegt. Liegt ein Equipment
nicht im Erdgeschoß, liegt es immer komplett innerhalb des Stahlbaus und es
ergibt sich ein Wert von “0”. Bei der Berechnung des Merkmalsblocks liegt am
Weg wird der Abstand eines Equipments zum na¨chstgelegenen Anlagenweg be-
trachtet. Grenzt ein Equipment unmittelbar an einen Weg, wird der Wert “1”,
liegt es drei oder mehr Meter vom na¨chsten Weg entfernt, ergibt sich ein Wert
von “0”. Bei einer Entfernung zwischen null und drei Metern, berechnet sich
ein Wert zwischen “0” und “1”. Die Aufschlu¨sselung des letzen Merkmalsblocks
Equipmenttyp ist in Tabelle 7 aufgezeigt.
Equipmentnummer Equipmenttyp Anzahl der Equipments je Typ
1 Kolonne 2
2 Wa¨rmetauscher 12
3 Beha¨lter 2
4 Vakuumpumpe 2
5 Speisepumpe 7
6 Ru¨cklaufbeha¨lter 2
7 Dusche 1
Tabelle 7. Zuordnung von Equipmentnummern und Equipmenttypen fu¨r die reale
Anlage
Im Vorfeld des Vergleiches der Lernsa¨tze fu¨r die equipmentbasierte Repra¨sentati-
on wurden in einem Parameteroptimierungslauf folgende optimale Einstellungen
gefunden (C = 0.1, epsilon = 1.0 und Gro¨ße des Samples = 250).
Fu¨r die equipmentbasierte Repra¨sentation erha¨lt man einen minimalen relati-
ven Fehler von 3.05% und einen mittleren absoluten Fehler von 62582.8, also
eine Abweichung von ca. 62 m bezogen auf die Rohrleitungsla¨nge der gesamten
Anlage in Ho¨he von ca. 2052 m (siehe Abbildung 26). Die durch vollsta¨ndige Su-
che ermittelte optimale Merkmalsmenge entha¨lt insgesamt 1162 Merkmale und
besteht aus den relationalen Merkmalsblo¨cken DiﬀerenzInZ, Distanz und liegt
u¨ber/unter/gleich sowie dem Block liegt am Weg. Die restlichen Merkmalsblo¨cke
sind fu¨r die gegebene Lernaufgabe nicht relevant. Das Optimum wird in dieser
Experimentreihe allerdings von keinem der untersuchten Selektionsansa¨tze er-
reicht. Das zweitbeste Ergebnis erzielt der genetische Algorithmus mit der Merk-
malsmenge DiﬀerenzInZ, Distanz, liegt neben (benachbarte Etagen), Verha¨ltnis
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absoluter Fehler relativer Fehler
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
Ohne Selektion 71266,7 3,47 4088 5
Merkmalsauswahl mittels Forward Selection 66942,9 3,25 784 190
Merkmalsauswahl mittels Backward Elimination 66239,1 3,32 2002 155
Merkmalsauswahl mittels GA 64165,1 3,12 1218 1950
Vollständige Suche (Brute Force) 62582,8 3,05 1162 10240
Merkmalsauswahl mittels GA (ohne MB) 68897,3 3,37 547 3000
Abbildung 26. Vergleich diverser Kennzahlen verschiedener Lernketten bei der equip-
mentbasiertem Repra¨sentation
La¨nge zu Breite, liegt am Weg und Equipmenttyp bei einem relativen Fehler von
3.12% und einem absoluten Fehler von 64165.1. Festzuhalten bleibt jedoch, dass
der genetische Algorithmus nur ca. 20% der im Rahmen der vollsta¨ndigen Suche
durchgefu¨hrten Performanzberechnungen beno¨tigt. Ein Untersuchung der GA-
basierten Merkmalsauswahl ohne Verwendung von Merkmalsblo¨cken ergibt, dass
dessen Performanz trotz eines vergleichsweise hohen Rechenaufwandes geringer
als die aller anderen Auswahlverfahren mit Merkmalsblo¨cken ist. Diese Tatsache
la¨ßt sich insbesondere durch den deutlich gro¨ßeren Suchraum (statt zehn Merk-
malsblo¨cken mehrere hundert einzelne Merkmale) und die damit verbundene
deutlich schwierigere Lernaufgabe erkla¨ren.
Typenbasierte Anlagenrepra¨sentation
Die bisher vorgestellten Repra¨sentationen (mit Ausnahme der Vergleichsrepra¨sen-
tation in Absolutkooordinaten) wurden equipmentbasiert formuliert, d.h. ein
Merkmal der Repra¨sentation bezog sich entweder auf ein bzw. zwei konkrete
Equipments. Diese Repra¨sentation hat den Nachteil, dass die gefundenen Merk-
malsmengen nicht auf andere Anlagen u¨bertragbar sind.
Die nun vorgestellte Repra¨sentation lo¨st dieses Problem durch eine equipment-
unabha¨ngige Beschreibung. Im Gegensatz zu den bisherigen Repra¨sentationen
werden Relationen wie z.B. liegt u¨ber nun nur noch auf der Ebene von Equip-
menttypen formuliert. Merkmalswerte sind in diesem Fall die Ha¨uﬁgkeit des
Auftretens einer Typ-Kombination bzgl. einer gegebenen Relation (hier: liegt
u¨ber).
Abbildung 27 zeigt einen ﬁktiven Ausschnitt aus einer solchen Typenkombinati-
onsmatrix. Beispielsweise bedeutet der Inhalt des Feldes Typj x Typn, dass fu¨nf
Equipments des Typs j (fu¨r j = 3 ein Beha¨lter) u¨ber Equipments des Typs n
(fu¨r n = 5 eine Speisepumpe) platziert wurden. Diese Beschreibung erlaubt die
U¨bertragbarkeit von gelerntem Platzierungswissen auf andere Anlagentypen.
Die Tabelle 8 entha¨lt eine vollsta¨ndige Liste der verwendeten Merkmalsblo¨cke, ei-
ne kurze Erla¨uterung der Blo¨cke, den Wertebereich einzelner Merkmale (hier die
Ha¨uﬁgkeit von Typ-Kombinationen bezogen auf eine gegebene Relation) sowie
die resultierende Zahl der Merkmale je Merkmalsblock. Dabei wurden die Merk-
malsblo¨cke liegt u¨ber und liegt unter aus dem in Tabelle 6 gezeigten Merkmals-
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...
liegt_über: 5
liegt_unter: 2
...
liegt_über: 1
liegt_unter: 3
...
Typj
liegt_über: 0
liegt_unter: 0
...
Typ1
liegt_über: 0
liegt_unter: 0
...
liegt_über: 0
liegt_unter: 0
...
Typ1
...
...
liegt_über: 7
liegt_unter: 3
...
Typn
Typn
...Typj
Abbildung 27. Visualisierung der typenbasierten Repra¨sentation
Nr. Name des Bedeutung der Merkmale Wertebereich Anzahl der
Merkmalsblocks Merkmale je
Merkmalsblock
1 liegt u¨ber Ha¨uﬁgkeit, mit der ein Equipment N+ 49
des Typs i u¨ber dem eines Typs j
liegt (ein Merkmal fu¨r jede
mo¨gliche Typenkombination)
2 liegt unter Ha¨uﬁgkeit, mit der ein Equipment N+ 49
des Typs i unter dem eines Typs j
liegt (ein Merkmal fu¨r jede
mo¨gliche Typenkombination)
3 liegt neben Ha¨uﬁgkeit, mit der ein Equipment N+ 49
des Typs i neben dem eines Typs j
liegt (ein Merkmal fu¨r jede
mo¨gliche Typenkombination)
4 liegt am Weg Ha¨uﬁgkeit, mit der ein Equipment N+ 7
an einem Anlagenweg liegt
(ein Merkmal je Typ)
5 liegt außerhalb Ha¨uﬁgkeit, mit der ein Equipment N+ 7
des Stahlbaus außerhalb der Anlage liegt
(ein Merkmal je Typ)
Tabelle 8. Typenbasierte Repra¨sentation der realen Anlage
33
block liegt u¨ber/unter/gleich generiert, bei den u¨brigen drei Merkmalsblo¨cken
wurde das entsprechende Merkmal bei einem Wert von gro¨ßer “0” (siehe Tabelle
6) als erfu¨llt gewertet.
Im Vorfeld des Vergleiches der Lernansa¨tze fu¨r die typenbasierte Repra¨sentation
wurden in einem Parameteroptimierungslauf folgende optimale Einstellungen
ermittelt (C = 10.0, epsilon = 10.0 und Gro¨ße des Samples=250).
Ein Vergleich der Lernansa¨tze (siehe Abbildung 28) ergibt fu¨r die typenbasierte
Repra¨sentation einen minimalen relativen Fehler von 4.02% und einen mittleren
absoluten Fehler von 82122.7, also eine Abweichung von ca. 80 m bezogen auf
eine Gesamt-Rohrleitungsla¨nge von ca. 2042 m. Die durch vollsta¨ndige Suche er-
mittelte optimale Merkmalsmenge besteht aus den relationalenMerkmalsblo¨cken
liegt u¨ber, liegt unter und liegt neben. Die Merkmalsblo¨cke liegt am Weg und liegt
außerhalb sind fu¨r die gegebene Lernaufgabe nicht relevant. Als einziges Selek-
tionsverfahren ﬁndet der genetische Algorithmus das globale Optimum, obwohl
dafu¨r ein nicht unerheblicher Rechenaufwand in Kauf genommen werden muss
(2760 Performanzberechnungen im Vergleich zu 30 bzw. 70 Berechnungen bei
den sequentiellen Verfahren). Insgesamt betra¨gt der Performanzunterschied zwi-
schen der vollsta¨ndigen Merkmalsmenge und der optimalen Teilmenge 9%, d.h.
durch die Selektion von Merkmalen ist nur noch ein geringer Zugewinn in der
Performanz zu erzielen. Die mit der equipmentbasierten Repra¨sentation erziel-
ten Ergebnisse in Bezug auf die Performanz der GA-basierten Merkmalsauswahl
ohne Verwendung von Merkmalsblo¨cken sind auch auf die typenbasierte Re-
pra¨sentation u¨bertragbar. Auch hier erzielt das Verfahren ohne Merkmalsblo¨cke
trotz eines hohen Rechenaufwandes die geringste Performanz aller untersuchten
Auswahlverfahren.
absoluter
Fehler
relativer
Fehler
Anzahl der
selektierten
Merkmale
Anzahl der benötigten
Performanzberechnungen
Ohne Selektion 82854,2 4,06 161 5
Merkmalsauswahl mittels Forward Selection 82345,3 4,04 147 70
Merkmalsauswahl mittels Backward Elimination 82854,2 4,06 161 30
Merkmalsauswahl mittels GA 82122,7 4,02 154 2760
Vollständige Suche (BruteForce) 82122,7 4,02 154 160
Merkmalsauswahl mittels GA (ohne MB) 82854,2 4,06 161 3520
Abbildung 28. Vergleich diverser Kennzahlen verschiedener Lernansa¨tze bei der ty-
penbasierten Repra¨sentation
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4 Zusammenfassung und Ausblick
Das Ziel dieser Untersuchungen war die Feststellung relevanter Eigenschaften
der Aufstellungen von Chemieanlagen. In diesem Zusammenhang wurden zwei
Zielkriterien, der Erfu¨llungsgrad von Platzierungsanforderungen fu¨r eine kon-
krete Aufstellung sowie die Gesamtla¨nge der resultierenden Anlagenverrohrung,
betrachtet.
Im ersten Fall war das Ziel eine automatische Klassiﬁkation von Platzierungs-
entwu¨rfen anhand von Aufstellungen, die einen bestimmten Anteil an Muss-
und Soll -Anforderungen erfu¨llen (entspricht einem positiven Beispiel) bzw. nicht
erfu¨llen (entspricht einem negativen Beispiel). Im zweiten Fall war das Ziel ei-
ne mo¨glichst exakte Vorhersage der zu erwartenden Rohrleitungsla¨nge bei einer
Menge gegebener Aufstellungen. In beiden Fa¨llen wurden die Merkmalsmengen,
die die Modelle mit der jeweils ho¨chsten Vorhersagegenauigkeit auf den Beispiel-
daten erzeugten, ermittelt.
Generell kann festgehalten werden, dass der u¨berwiegende Anteil der relevan-
ten Aufstellungseigenschaften relationalen Charakter besitzt. Das bedeutet, dass
Merkmale, die Beziehungen zwischen einzelnen Equipments bzw. zwischen Equip-
ments und dem Baufeld ausdru¨cken, eine ho¨here Relevanz besitzen als Merkma-
le, die eine absolute Beschreibung beinhalten. Unter den relevanten relationalen
Merkmalen sind wiederum solche hervorzuheben, die eine Ho¨henrelation zwi-
schen Equipments beschreiben, wie insbesondere DiﬀerenzInZ, liegt u¨ber, liegt
unter und liegt u¨ber/unter/gleich.
Neben den Repra¨sentationen, die sich jeweils auf eine konkrete Equipmentliste
und ein vorgegebenes Baufeld beziehen, wurde ein genereller Ansatz vorgestellt,
der derartige Vorgaben nicht beno¨tigt und somit prinzipiell auf beliebigen An-
lagen anwendbar ist. In diesem Zusammenhang wurde mit der resultierenden
Rohrleitungsla¨nge ein Maß gewa¨hlt, das unabha¨ngig von einer vorgegebenen
Wissensbasis die Qualita¨t einer Aufstellung beschreiben kann. Die vorgestellte
typenbasierte Repra¨sentation ermo¨glichte eine sehr pra¨zise Vorhersage (relati-
ver Fehler in Ho¨he von ca. 4%) der Rohrleitungsla¨nge unter Vorgabe der realen
Anlage.
Es konnte gezeigt werden, dass der beschriebene evolutiona¨re Merkmalsselek-
tionsansatz bei allen untersuchten Repra¨sentationen die jeweils ho¨chste Perfor-
manz erzielt hat. Durch eine vollsta¨ndige Suche im Merkmalsraum konnte fu¨r alle
betrachteten Repra¨sentationen nicht nur die Eﬃzienz (im Sinne der Vorhersage-
genauigkeit der gelernten Modelle), sondern auch die Eﬀektivita¨t der jeweiligen
Lernkette (im Sinne des Auﬃndens einer optimalen Merkmalsmenge) u¨berpru¨ft
werden. Im Gegensatz zu den sequentiellen Selektionsverfahren erreichte der evo-
lutiona¨re Ansatz, mit einer Ausnahme, bereits nach wenigen Generationen das
globale Optimum. Es konnte weiterhin gezeigt werden, dass in den Fa¨llen, in
denen die sequentiellen Verfahren lediglich eine suboptimale Merkmalsmenge
zuru¨ckgaben, eine Nichtmonotonie des jeweiligen Bewertungsverbandes vorlag.
Die Verwendung der GA-basierten Merkmalsselektion mit dem Evaluationskrite-
rium Accuracy fu¨hrte, je nach untersuchter Repra¨sentation, zu einer Reduktion
der Merkmalsmenge von ca. 5 bis 70% bei gleicher bzw. sogar ho¨herer Perfor-
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manz im Vergleich zu einem Ansatz ohne Merkmalsselektion. Der Nachteil eines
globalen Suchverfahrens, insbesondere wenn dieses wie hier in einen Wrapper
eingebunden ist, ist allerdings ein teils erheblicher Rechenaufwand - in unserem
Fall von mehreren hundert bis tausend Performanzberechnungen.
Neben der Vorhersagegenauigkeit wurde ein weiteres Maß fu¨r die Generalisie-
rungsfa¨higkeit der Lernansa¨tze untersucht, das die Gro¨ße der erzeugten Merk-
malsmenge in die Performanzberechnunug miteinbezieht (sogenanntes MDL-
Maß). Mit diesem Performanzkriterium konnte im Vergleich zu den mit dem
Accuracy-Maß erzielten Ergebnissen eine weitere Reduktion der Merkmalsmen-
ge auf ca. 3% der Originalgro¨ße bei vergleichbarer Performanz erzielt werden.
Als weiterer Aspekt wurde die Auswirkung von Merkmalsblo¨cken auf unter-
schiedliche Kennzahlen betrachtet. Dabei ergab die Verwendung von Merkmals-
blo¨cken neben einer deutlich verringerten Komplexita¨t des Suchraumes (statt
mehrerer hundert einzelner Merkmale nur noch maximal zehn zusammenha¨ngen-
de Merkmalsblo¨cke) auch eine, teilweise erhebliche, Verbesserung der Vorhersa-
gegenauigkeit der entsprechenden Modelle. Neben dieser eher empirischen Mo-
tivation ermo¨glicht die Verwendung von Merkmalsblo¨cken die Beantwortung
der Fragestellung nach der Relevanz von Eigenschaften einer Aufstellung (ist
die Eigenschaft liegt u¨ber generell von Bedeutung) im Gegensatz zu der kon-
kreten Fragestellung welche speziﬁschen Auspra¨gungen einer Eigenschaft (z.B.
“Equipmenti liegt u¨ber Equipmentj”) sich auf die Aufstellungsgu¨te auswirken.
Insgesamt kann also festgestellt werden, dass fu¨r die gegebene Aufgabenstellung
eine typenbasierte Repra¨sentation gefunden wurde, die prinzipiell fu¨r beliebi-
ge Anlagen, ohne vorherige Festlegung von Komponentenliste und Baufeldplan,
anwendbar ist und auf der untersuchten realen Anlage einen sehr geringen Vor-
hersagefehler aufwies.
Die bisher durchgefu¨hrten Untersuchungen lassen bereits erste Schlu¨sse bzgl.
der Relevanz bestimmter Platzierungseigenschaften zu. Um noch aussagekra¨fti-
gere Informationen ermitteln zu ko¨nnen, wa¨re jedoch die Untersuchung weiterer
Chemieanlagen sinnvoll.
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