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Abstrat
In this artile we investigate the asymptoti behavior of a new lass of multi-
dimensional diusions in random environment. We introdue ut times in the spirit
of the work done by Bolthausen, Sznitman and Zeitouni, see [4℄, in the disrete set-
ting providing a deoupling eet in the proess. This allows us to take advantage of
an ergodi struture to derive a strong law of large numbers with possibly vanishing
limiting veloity and a entral limit theorem under the quenhed measure.
Keywords: ut points, diusions in random environment, quenhed invariane prini-
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1 Introdution
The objet of the present artile is to introdue a speial lass of multi-dimensional dif-
fusions in random environment for whih we are able to prove a law of large numbers
and a funtional entral limit theorem governing the orretions to the law of large num-
bers, valid for a.e. environment (a so-alled quenhed funtional entral limit theorem).
The investigation of the asymptoti behavior of multi-dimensional diusions in random
environment is well-known for its diulty due to the massively non-self-adjoint hara-
ter of the model, and to the rarity of expliitly alulable examples. A speial interest
of the lass we introdue stems from the fat that it oers examples of diusions with
non-vanishing random drifts where on the one-hand no invariant measure for the proess
of the environment viewed from the partile, absolutely ontinuous with respet to the
stati distribution of the random environment, is known, and where on the other hand
our results hold without ertain assumptions whih guarantee ondition (T) or (T') of
Sznitman, see [33℄, [12℄ in the ontinuous set-up. Thus when the limiting veloity van-
ishes suh examples orrespond to diusive motions where very few results are available,
see [5℄, and [4℄, in the disrete set-up, or [44℄ for diusions in random environment. And
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when the limiting veloity does not vanish suh examples dier from existing results
for quenhed funtional entral limit theorems, suh as in the reent [1℄, or [31℄, in the
disrete set-up, for suh results rely on niteness assumptions for moments of ertain
regeneration times, whih to the best of our knowledge an only be heked through
some suient riterion for (T) or (T'). Let us mention that at present it is an open
problem whether ballisti behavior in dimension 2 and above implies (T) or (T'). Our
lass ontains examples of ballisti motion, and we do not need to hek (T) or (T')
(whih of ourse does not prelude that these onditions may hold in these examples).
The lass we introdue here is a type of ontinuous ounterpart of the lass onsidered in
[4℄ in the ontext of random walks in random environment. The formulas we obtain for
the veloity are reasonably expliit and might be amenable to the onstrution of some
further examples or ounterexamples, in the spirit of what was done in [4℄, although this
is not arried out here given the length of the present work. Indeed the ontinuous set-up
is more deliate than the disrete set-up, and it is by no mean routine to adapt the gen-
eral strategy of [4℄ in the ontext of diusions in random environment. For an overview
of results and useful tehniques onerning this area of researh we refer to [41℄, [43℄, [47℄.
Before desribing our results any further, let us rst introdue the model. We onsider
integers d1 ≥ 5, d2 ≥ 1 and d = d1 + d2. The random environment is desribed by a
probability spae (Ω,A,P) and we assume the existene of a group {τx : x ∈ Rd} of
P-preserving transformations on Ω that are jointly measurable in x and ω. On (Ω,A,P)
we onsider an R
d
-valued random variable b(·) with vanishing rst d1 omponents, that
is
b(ω) = (0, . . . , 0︸ ︷︷ ︸
d1
, b∗(ω)) ∈ Rd, for ω ∈ Ω, (1.1)
and we dene
b(x, ω)
def
= b(τx(ω)), for x ∈ Rd. (1.2)
We assume this funtion to be bounded and Lipshitz ontinuous, i.e. there is a onstant
κ > 0 suh that for all x, y ∈ Rd, ω ∈ Ω,
|b(x, ω)| ≤ κ, |b(x, ω) − b(y, ω)| ≤ κ|x− y|, (1.3)
where | · | denotes the Eulidean norm in Rd. We will further assume nite range depen-
dene for the environment, that is for a Borel subset F of Rd we dene the σ-algebra
HF def= σ(b(x, ω) : x ∈ F ) (1.4)
and assume that there is an R > 0 suh that
HA and HB are independent whenever d(A,B) > R, (1.5)
where d(A,B) = inf{|x − y| : x ∈ A, y ∈ B}. We let stand (Xt)t≥0 for the anonial
proess on C(R+,R
d) and for ω ∈ Ω, x ∈ Rd we denote with Px,ω the unique solution to
the martingale problem attahed to x and
Lω = 1
2
∆ + b(·, ω) · ∇, (1.6)
3i.e. the law Px,ω desribes the diusion in the environment ω starting at x and is usually
alled the quenhed law. We write Ex,ω for the orresponding expetation. We endow the
spae C(R+,R
d) with the Borel σ-algebra F and the anonial right-ontinuous ltration
(Ft)t≥0. For the study of the asymptoti properties of X., it is onvenient to introdue
the annealed law whih is the semi-diret produt measure on Ω×C(R+,Rd) dened as
Px
def
= P× Px,ω. (1.7)
We denote with Ex the orresponding expetation. Let us mention that the laws Px typ-
ially destroy the Markovian struture but restore a useful stationarity to the problem.
Let us now explain the purpose of this work in more detail. In the rst part of this artile
we prove a law of large numbers, see Theorem 2.11, namely when d1 ≥ 5, we show that
P0-a.s.,
Xt
t
−→ v def= EP×K0
[∫ T 1
0
b (χu, ω) du, T
0 = 0
]
, as t→∞, (1.8)
with a deterministi (possibly vanishing) limiting veloity v. The proess χu, u ≥ 0,
is dened on an enlarged probability spae, see Theorem 2.2, on whih the notion of
doubly innite bilateral ut times (T k, k ∈ Z) for the Brownian part of the diusion is
superimposed, see (2.24). The denition of ut times involves neither the drift nor the
random environment exept for the parameters κ of (1.3) and R of (1.5). The law of
(ω, (χu)u≥0) under the measure P × K0 reovers the annealed measure P0, see (2.12),
(1) of Theorem 2.2 and (2.17).
In the seond part, assuming antipodal symmetry in the last d2 omponents of the drift,
see (3.1), and when d1 ≥ 7 (in whih ase v = 0), or when d1 ≥ 13 without symmetry
properties, we derive a funtional entral limit theorem under the quenhed law, see
Theorem 4.1:
for P-a.e. ω, under the measure P0,ω, the C(R+,R
d) -valued random
variables Br.
def
= r−1/2 (Xr· − vr·), r > 0, where v orresponds to the
limiting veloity in (1.8), onverge weakly to a Brownian motion with
deterministi ovariane matrix, as r tends to innity.
(1.9)
The proofs of the above results are based on the existene of so-alled ut times T k, k ∈ Z,
whih are dened in a similar spirit to [4℄ and play a role omparable to the regeneration
times introdued in [45℄. The assumption d1 ≥ 5 enables to exploit the presene of these
ut times and disover a deoupling eet, see Proposition 2.8. The ut times are in
essene dened as follows. In the spirit of the tehnique applied in [6℄ for random walks
in random environments or in [35℄ for the ontinuous ase, we ouple our diusion at
eah integer time n with an auxiliary Bernoulli variable Λn suh that when Λn = 1, the
distribution of Xn+1 given Xn does not depend on the environment. We then say that
a ut time ours at the integer time n, if the Bernoulli variable at time n − 1 takes
value 1 and the future of the Brownian part of the diusion, whih orresponds to the
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rst d1 omponents, after time n stays at a distane at least 2R from the past before
time n− 1, see (2.24) and (2.28) for the exat denition. Due to the nite range depen-
dene, see (1.5), we then an produe deoupling in our proess whih allows an easy
omparison to a proess dened on a probability spae with an ergodi shift in whih
we an embed an additive funtional. These onsiderations essentially redue the proof
of (1.8) to an appliation of Birkho's Ergodi Theorem. With the help of a riterion
introdued by Bolthausen and Sznitman in [3℄, see Lemma 4, the quenhed invariane
priniple (1.9) follows from the annealed versions, see Theorem 3.3 and 3.8, by a vari-
ane alulation whih involves a ertain ontrol on the intersetions of two independent
paths. The main strategy behind the proofs of the annealed entral limit theorems is
to show an annealed entral limit theorem for a proess dened as the polygonal in-
terpolation of an ergodi proess Zsk, k ∈ Z, see (2.48) and Proposition 2.10, whih is
then resaled in time and spae analogously to the denition of Bn. in (1.9) for integers
n ≥ 1, and whih is omparable to the original diusion X., see Lemma 3.5 and (3.46).
The proof without symmetry assumption on the drift but d1 ≥ 13 is more involved and
needs an adaptation of Gordin's method, see for instane the proof of Theorem 7.6 in [9℄.
Let us mention that the appliation of Girsanov's formula yields a very handy and reason-
ably expliit version of the transition density for the last d2 omponents of the diusion
in a xed environment given the Brownian part (rst d1 omponents), see (2.6). The
formula (2.6) involves the Brownian transition density and the bridge measure whih
depend neither on the environment nor on the rst d1 omponents of the diusion and
hene enables to inspet the quenhed transition density diretly. This formula is not
available anymore if one wants to treat more general diusions in random environment
where the diusion matrix in the last d2 omponents beomes a genuinely environment
dependent stationary proess. Other methods would be required in this set-up, possibly
in the spirit of ltering theory.
Let us now explain how this artile is organized. In Setion 2 we ouple our diusion
with a suitable sequene of i.i.d. Bernoulli variables, see Theorem 2.2. We then dene
the ut times T k, k ∈ Z, see (2.24) and (2.28), and provide the ruial deoupling, see
Proposition 2.8. Finally we prove a law of large numbers. Setion 3 is dediated to two
entral limit theorems under the annealed measure that are also onsequenes of the
deoupling tehnique disussed in Setion 2. The rst entral limit theorem is proved
under a symmetry assumption on the drift and d1 ≥ 7, see (3.1), whereas for the seond
entral limit theorem d1 ≥ 13 is assumed. In Setion 4 we show how one an strengthen
the results of Setion 3 into entral limit theorems under the quenhed measure. Finally,
in the Appendix, two multidimensional versions of entral limit theorems for martingales
are proved.
Convention on onstants: Unless otherwise stated, onstants only depend on the
quantities d1, d2, κ,R. In alulations, generi onstants are denoted by c and may hange
from line to line, whereas c1, c2, . . . are onstants with xed values at their rst appear-
ane. With c(q, η) we denote onstants that depend on the usual parameters d1, d2, κ,R
5and additionally on q and η.
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2 Deoupling and a law of large numbers
In this setion we will rst take advantage of the speial struture of the diusions on-
sidered in our model to ouple auxiliary i.i.d. Bernoulli variables Λn with the diusion,
see Theorem 2.2. Under the oupled measure, the distribution of the diusion at integer
time n will only depend on the position at time n− 1 and not on the environment when
Λn−1 = 1. Due to the nite range dependene, see (1.5), we then disover with the help
of ut times, whih are introdued in Subsetion 2.2, a ertain deoupling eet under
the annealed law, see Proposition 2.8. This nally leads to a law of large numbers, see
Theorem 2.11.
For a real number u ∈ R we dene its integer part as
[u]
def
= sup{n ∈ Z | n ≤ u}. (2.1)
Further we denote the d2-dimensional, losed ball of radius r > 0 entered at y ∈ Rd2
with Bd2r (y) and write vol(d2) for its volume. For n ≥ 1, z, z′ ∈ Rn and s > 0 we
introdue the n-dimensional Gaussian kernel
pn(s, z, z
′) def=
1
(2πs)n/2
exp{−|z − z′|2/2s}. (2.2)
We denote with W d10 the set of all ontinuous R
d1
-valued funtions on R that vanish at
0. Furthermore we onsider the spae W d2+ = C(R+,R
d2) and the anonial oordinate
proesses X1. ,X
2
. dened as
X1t (w)
def
= w(t) for all t ∈ R and w ∈W d10 ,
X2t (u)
def
= u(t) for all t ≥ 0 and u ∈W d2+ .
(2.3)
We endow the spae W d10 with the σ-algebra W0 = σ(X1s , s ∈ R) and W d2+ with the
σ-algebra U = σ(X2s , s ∈ R+) and the anonial ltration Ut = σ(X2s , 0 ≤ s ≤ t), t ≥ 0
whih is neither right-ontinuous nor omplete in opposition to Ft, see above (1.7). P¯
denotes the two-sided Wiener measure on (W d10 ,W0) with P¯ [X10 = 0] = 1. We write E¯
for the expetation with respet to the measure P¯ . On the measurable spae (W d2+ ,U)
we introdue for y, y′ ∈ Rd2 the Wiener measure P˜y with P˜y[X20 = y] = 1 and P˜y,y′ ,
the Brownian bridge measure from y to y′ on [0,1℄. We write E˜y and E˜y,y′ for the
orresponding expetations. On the produt spae (W d10 ×W d2+ ,W0 ⊗ U) we dene the
R
d
-valued proess
χt
def
= (X1t ,X
2
t ), t ≥ 0. (2.4)
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For y ∈ Rd2 , ω ∈ Ω and w ∈ W d10 we denote with K¯y,ω(w) the probability kernel from
(W d10 ,W0) to (W d2+ ,U) dened as the unique solution of the martingale problem starting
at time 0 from y and attahed to
Lw,ωt =
1
2
d2∑
i=1
∂2ii +
d2∑
i=1
b∗i
(
(w(t), ·), ω)∂i,
see Theorem 6.3.4 in [37℄. For w ∈W d10 and ω ∈ Ω we dene the stohasti exponential
E(w,ω) def= exp
{∫ 1
0
b∗((w(s),X2s ), ω)dX
2
s −
1
2
∫ 1
0
|b∗((w(s),X2s ), ω)|2ds
}
, (2.5)
whih is in L1(P˜y,y′) for all y, y
′ ∈ Rd2 , see the proof of Theorem 4.1 of [23℄, and introdue
the transition density
pw,ω(1, y, y
′) def= pd2(1, y, y
′)E˜y,y′ [E(w,ω)] , (2.6)
whih is a measurable funtion of ω ∈ Ω, w ∈ W d10 and y, y′ ∈ Rd2 , see for instane
Theorem 44 in [29℄ on page 158, fullling
K¯y,ω(w)[X
2
1 ∈ G] =
∫
G
dy′pw,ω(1, y, y′),
for all Borel sets G in Rd2 , see equation (6.35) in Chapter 5 of [15℄ and Girsanov's
Formula in Theorem 6.4.2 of [37℄.
2.1 The oupling onstrution
We are going to enlarge the probability spae (W d10 ×W d2+ ,W0⊗U , P¯×K¯y,ω) and provide
a oupling of the proess χ. with a sequene of i.i.d. Bernoulli variables, see Theorem
2.2. Let us begin with an easy fat about the transition density dened in (2.6), whih
will be ruial in the onstrution of our oupling.
Lemma 2.1. Under the assumptions (1.1) and (1.3) on the drift b(·) there is a onstant
ε ∈ (0, 1) suh that for all ω ∈ Ω, w ∈W d10 , y ∈ Rd2 and y′ ∈ Bd21 (y) the following holds:
pw,ω(1, y, y
′) >
2ε
vol(d2)
. (2.7)
Proof: By Jensen's inequality and (1.3) we obtain that pω,w(1, y, y
′) is larger or equal
than
e−κ
2/2pd2(1, y, y
′) exp
{
E˜y,y′
[∫ 1
0
b∗
(
(w(s),X2s ), ω
)
dX2s
]}
. (2.8)
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Note that under the measure P˜y,y′ the proess X
2
t , t ∈ [0, 1], is a Brownian bridge from
y to y′ in time 1 and therefore satises the following stohasti dierential equation, see
Ex. 5.6.17 (i) and p. 354 in [15℄,
{
dX2t = dβt +
y′−X2t
1−t dt, 0 ≤ t < 1;
X20 = y, P˜y,y′-a.s. ,
(2.9)
for a d2-dimensional standard Brownian motion β.. Thus,∣∣∣∣E˜y,y′
[∫ 1
0
b∗
(
(w(s),X2s ), ω
)
dX2s
]∣∣∣∣ =
∣∣∣∣E˜y,y′
[∫ 1
0
b∗
(
(w(s),X2s ), ω
)y′ −X2s
1− s ds
]∣∣∣∣
≤ E˜y,y′
[
κ
∫ 1
0
|∇X2s log pd2(1− s,X2s , y′)|ds
]
≤ c exp{−|y − y′|2/c}p−1d2 (1, y, y′)
def
= gd2(y − y′),
where the last inequality follows from a result of [23℄, see Theorem 2.4. It is obvious that
Bd21 (0) ∋ z 7−→ gd2(z)
is a bounded map and thus (2.8) is bounded away from 0 for all y′ ∈ Bd21 (y). This nishes
the proof.
✷
Before providing the onstrution of the oupling, let us introdue some further notation.
We denote with Λ. = (Λj)j∈Z the anonial oordinate proess on {0, 1}Z and with S
the anonial produt σ-algebra generated by Λ.. We write λ. = (λj)j∈Z for an element
of {0, 1}Z and with Λε, where ε omes from (2.7), we denote the unique probability
measure on ({0, 1}Z,S) under whih Λ. beomes a sequene of i.i.d. Bernoulli random
variables with suess parameter ε. We also introdue the shift operators {θm : m ∈ Z}
and {st : t ≥ 0} operating on (W d10 × {0, 1}Z,W0 ⊗ S) and (W d2+ ,U) respetively suh
that
θm(w, λ.) = (w(m + ·)− w(m), λm+·), (2.10)
st(u) = u(t+ ·). (2.11)
Note that the pair (w, λ.) ∈ W d10 × {0, 1}Z stands for the pair of proesses ((w(t))t∈R,
(λj)j∈Z) whose parameter sets are dierent. On the produt spae (W d10 ×{0, 1}Z,W0⊗S)
we dene the produt measure
P
def
= P¯⊗Λε, (2.12)
reall that P¯ denotes the two-sided Wiener measure on W d10 with P¯ [X
1
0 = 0] = 1.
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Theorem 2.2. There exists a probability kernel from R
d2 × Ω×W d10 × {0, 1}Z to W d2+
whih we denote with Ky,ω(w, λ.)[O] for y ∈ Rd2 , ω ∈ Ω, w ∈ W d10 , λ. ∈ {0, 1}Z and
O ∈ U , suh that:
(1) For (y, ω,w, λ.) ∈ Rd2 × Ω ×W d10 × {0, 1}Z, under the measure P × Ky,ω(w, λ.),
the proess (χt)t≥0 is P(0,y),ω-distributed, where (0, y) ∈ Rd, and in partiular Wt
dened by
Wt
def
= χt − (0, y) −
∫ t
0
b (χs, ω) ds, for all t ≥ 0, (2.13)
is a d-dimensional standard Brownian motion in its own ltration on W d10 ×
{0, 1}Z ×W d2+ endowed with the probability P ×Ky,ω(w, λ.).
(2) For eah integer n ≥ 0, (y, ω,w, λ.) ∈ Rd2 × Ω ×W d10 × {0, 1}Z and any bounded
measurable funtion f on W d2+ ,
Ky,ω(w, λ.)-a.s., E
Ky,ω(w,λ.)
[
f(X2. ) ◦ sn | Un
]
= E
K
X2n,ωˆ
(θn(w,λ.)) [f(X2. )] , (2.14)
with ωˆ = τ(w(n),0)(ω). Moreover,
EKy,ω(w,λ.)
[
f(X2. )
]
= EK0,ω˜(w,λ.)
[
f(y +X2. )
]
, (2.15)
with ω˜ = τ(0,y)(ω).
(3) For eah (y, ω,w, λ.) ∈ Rd2 × Ω ×W d10 × {0, 1}Z with λ0 = 1, we have that under
the probability measure Ky,ω(w, λ.), X
2
1 is uniformly distributed on the ball B
d2
1 (y).
(4) For eah integer n ≥ 0, (z1, z2) ∈ Rd1×Rd2 , (y, ω,w, λ.) ∈ Rd2×Ω×W d10 ×{0, 1}Z
and any bounded measurable funtion f on W d2+ × C(R+,Rd), we have that for
ω¯ = τ(z1,z2)(ω),
EKy,ω¯(w,λ.)
[
f
(
(X2· , b(χ·, ω¯))·∧n
)]
is H(z1+w([0,n]))×Rd2 -measurable. (2.16)
In order to shorten notation we will usually not write expliitly the dependene of the
kernels on (w, λ.) ∈ W d10 × {0, 1}Z, i.e. for y ∈ Rd2 , ω ∈ Ω we write Ky,ω instead
of Ky,ω(w, λ.). In this sense for a xed y ∈ Rd2 we dene the annealed kernel from
(W d10 × {0, 1}Z,W0 ⊗ S) to (W d2+ ×Ω,U ⊗A) by
Ky
def
= P×Ky,ω. (2.17)
Proof: Given a probability kernel K
(λ)
y,ω(w)[O] for O ∈ U1, w ∈ W d10 , λ ∈ {0, 1}, y ∈ Rd2
and ω ∈ Ω, whih will be speied in (2.20) below, there is a unique probability measure
Ky,ω(w, λ.) on U for w ∈ W d1 , λ. ∈ {0, 1}Z, y ∈ Rd2 and ω ∈ Ω suh that for integer
m ≥ 1, O ∈ U1 :
Ky,ω(w, λ.)-a.s., Ky,ω(w, λ.)
[
s−1m (O) | Um
]
= K
(λm)
X2m,τ(w(m),0)(ω)
(w(m + ·)− w(m)) [O] .
(2.18)
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An appliation of Girsanov's Theorem, see for instane Theorem 6.4.2 of [37℄, and equa-
tion (6.35) in Chapter 5 of [15℄, show that for w ∈W d10 , y ∈ Rd2 , ω ∈ Ω and O ∈ U1, see
below (2.4) and (2.6),
K¯y,ω(w) [O] = E˜y [E(w,ω), O] =
∫
Rd2
dy′pw,ω(1, y, y′)
E˜y,y′ [E(w,ω), O]
E˜y,y′ [E(w,ω)]
,
and so, we dene for λ ∈ {0, 1} and y′ ∈ Rd2 ,
h(w, λ, y, y′, ω) def=


1{y′∈Bd21 (y)}
vol(d2)
, if λ = 1;
1
1−ε
(
pw,ω(1, y, y
′)− ε1{y′∈B
d2
1 (y)}
vol(d2)
)
, if λ = 0,
(2.19)
and set
K(λ)y,ω(w) [O] =
∫
Rd2
dy′h(w, λ, y, y′, ω)
E˜y,y′ [E(w,ω), O]
E˜y,y′ [E(w,ω)]
. (2.20)
In view of (2.7), this kernel is well dened. To hek the measurability of the kernel one
uses a result of [29℄, see Theorem 44 on page 158. The same result an also be used to
show (2.16). It is then straightforward to see that the resulting kernel Ky,ω(w, λ.) fullls
(1)-(4).
✷
Remark 2.3. In the notation Λ
ε,λ[ · ] def= Λε[ · |Λ0 = λ] for λ ∈ {0, 1} and Kny,ω(w, λ.) def=
Ky,τ(w(n),0)(ω)(w(n + ·) − w(n), λ.) for integer n ≥ 0, (y, ω,w, λ.) ∈ Rd2 × Ω ×W d10 ×
{0, 1}Z we nd as a onsequene of (2.14) and the fat that Ky,ω[X2·∧n ∈ ⋆ ] depends on
w([0, n]), λ0, . . . , λn−1 only, that for a xed Brownian path w ∈W d10 , Λε ×Ky,ω-a.s.,
Λ
ε×Ky,ω
[
(X2n+·,Λn+·) ∈ ⋆ | Un⊗σ(Λ0, . . . ,Λn)
]
= Λε,Λn×KnX2n,ω
[
(X2· ,Λ·) ∈ ⋆
]
(2.21)
Remark 2.4. Thank to Girsanov's Theorem we were able to onstrut the above kernels
quite expliitly, so that we have a very onrete way to write expetations of X2k , for
integers k ≥ 1, under the quenhed kernel K0,ω using the formulas for the kernels for
one time unit, see (2.20). Indeed, applying (2.14) suessively for n = k − 1, . . . , 1, we
nd that for all (w, λ.) ∈W d10 × {0, 1}Z,
EK0,ω
[
X2k
]
= EK0,ω
[
E
K
X2
1
,ωˆ1
◦θ1 [· · ·EKX21 ,ωˆk−1◦θk−1 [X21 ] · · · ]] , (2.22)
with ωˆi = τ(w(i),0)(ω), i = 1, . . . , k−1. Using the identities (2.18) and (2.20) in the proof
of Theorem 2.2 we obtain with y0 := 0 that the right-hand side of (2.22) equals∫
Rd2
· · ·
∫
Rd2
dy1 · · · dyk
k−1∏
i=0
h (w(i + ·)− w(i), λi, yi, yi+1, ωˆi) yk. (2.23)
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2.2 The ut times T
k
In this subsetion we will dene the ut times whih are at the heart of this work, see
(2.24). The assumption d1 ≥ 5 beomes ruial at this point sine it ensures the existene
of these times, see (2.27), (2.28). For a onise review of the work of Erdös on ut times
and more reent results see for instane [22℄ and referenes therein. The onsideration
of these times is ruial to nd ertain deoupling eets in the proess χ. under the
annealed measure P ×K0, see Proposition 2.8, providing a omparison of (χk)k≥1 under
P ×K0 with an ergodi sequene. This enables us to dedue rather easily a law of large
numbers.
For r ≥ 0 and a subset A of Rd1 we dene Ar as the losed r-neighborhood of A. For
(w, λ.) ∈W d10 × {0, 1}Z we dene the set of ut times as
C(w, λ.) def=
{
n ∈ Z
∣∣∣∣
(
X1(−∞,n−1](w)
)R
∩
(
X1[n,∞)(w)
)R
= ∅, Λn−1(λ.) = 1
}
, (2.24)
and onsider the point proess on Z
N((w, λ.); dk) =
∑
n∈Z
δn(dk)1{n∈C(w,λ.)}, (2.25)
whih is stationary for θ1 under the measure P. It will turn out that the point proess
N is double innite, i.e. the event
W
def
=
{
(w, λ.) ∈W d10 × {0, 1}Z
∣∣∣ N((w, λ.);Z−) =∞ = N((w, λ.);Z+)} (2.26)
has full P -probability, see Lemma 2.6 below. We will thus restrit P, see (2.12), on the
shift-invariant set W. With W we denote the restrition of W0⊗S to W.
Remark 2.5. On the event Λn−1 = 1, n ≥ 1, we have a very good ontrol on the position
of χn by the knowledge of χn−1 without any further information about the environment.
Due to nite range dependene, this will lead to a ertain deoupling eet between the
environment seen from the proess χ. after a ut time n and the environment aeting
the proess χ. before time n − 1. As a onsequene we will nd the key identity in law
stated in Proposition 2.8.
Lemma 2.6. (d1 ≥ 5)
P [0 ∈ C] ≥ c1(ε) > 0. (2.27)
P [W ] = 1, and hene on W, N((w, λ.); dk) =
∑
n∈Z
δTn(w,λ.)(dk), (2.28)
where T n, n ∈ Z, are Z-valued random variables on W that are inreasing in n suh that
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T 0 ≤ 0 < T 1.
Pˆ
def
= P [ · | 0 ∈ C] is invariant under θˆ1 def= θT 1 . (2.29)
T n+m = T n + Tm ◦ θˆn, for all n,m ∈ Z. (2.30)
EPˆ [T 1] = P [0 ∈ C]−1. (2.31)
EP [f ] =
EPˆ
[∑T 1−1
k=0 f ◦ θk
]
EPˆ [T 1]
(2.32)
for any bounded measurable funtion f on W.
P [T 1 > n] ≤ c2(log n)1+
d1−4
2 n−
d1−4
2 , n ≥ 1, (2.33)
for c2(ε) a positive onstant.
Proof: Let us dene for w ∈W d10 ,
B1t (w)
def
= w(−t), t ≥ 0,
B2t (w)
def
= w(t), t ≥ 0.
Noting that B1. , B
2
. and λ. are mutually independent and B
1
. , B
2
. are two d1-dimensional
standard Brownian motions on (W d10 ×{0, 1}Z,W0⊗S, P ), we nd by using the Markov
property of Brownian motion that
P [0 ∈ C] = ε
∫
Rd1
pd1(1, 0, x)P
[(
x+B1[0,∞)
)R
∩
(
B2[0,∞)
)R
= ∅
]
dx.
To prove (2.27) it sues to show that for some set A ⊆ Rd1 of positive Lebesgue
measure,
P
[(
x+B1[0,∞)
)R ∩ (B2[0,∞))R = ∅
]
> 0 for all x ∈ A. (2.34)
For i, j ≥ 0 let us dene the event
Ai,j =
{(
B1[i,i+1]
)R
∩
(
B2[j,j+1]
)R
6= ∅
}
. (2.35)
From the Markov property and the independene of B1. and B
2
. , it follows for (i, j) 6=
(0, 0) that
P [Ai,j] =
∫
Rd1
pd1(i+ j, 0, x)P
[(
x+B1[0,1]
)R ∩ (B2[0,1])R 6= ∅]dx
≤
∫
Rd1
pd1(i+ j, 0, x)P
[
|x| ≤ sup
0≤s≤1
|B1s |+ sup
0≤s≤1
|B2s |+ 2R
]
dx.
(2.36)
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Using Fubini and the fat that pd1(i+ j, 0, z) ≤ c(i+ j)−d1/2 we obtain that
P [Ai,j] ≤ c
(i+ j)d1/2
(
EP
[
sup
0≤s≤1
|B1s |d1
]
+Rd1
)
≤ c
(i+ j)d1/2
, (2.37)
whih implies, sine d1 ≥ 5, ∞∑
i,j=0
P [Ai,j ] <∞. (2.38)
In analogy to the proof of Proposition 3.2.2 in [21℄, where intersetion probabilities of
two independent random walks are investigated, we all (i, j) a *-last intersetion if Ai,j
ours while Ai′,j′ for i
′ ≥ i, j′ ≥ j with (i′, j′) 6= (i, j) do not. Beause of (2.38) and
Borel-Cantelli's Lemma we know that P -a.e. pair of paths (B1t (w))t≥0, (B2t (w))t≥0 has
at least one suh *-last intersetion. Hene
1 ≤
∞∑
i=0
∞∑
j=0
P [(i, j) is a *-last intersetion] ,
whih implies the existene of a pair (I, J) suh that
0 < P [(I, J) is a *-last intersetion] ≤ P
[(
B1[I+1,∞)
)R
∩
(
B2[J+1,∞)
)R
= ∅
]
=
∫
Rd1
pd1(I + J + 2, 0, x)P
[(
x+B1[0,∞)
)R ∩ (B2[0,∞))R = ∅
]
dx,
where in the last equality we used the Markov property and the independene of B1.
and B2. . Sine the integrand is non-negative, this proves (2.34) and hene (2.27). By an
analogous result for simple stationary point proesses on Z as Lemma II.12 in [24℄, one
nds using the ergodiity of θ1 that (2.28) holds true. The measure Pˆ orresponds up to
a multipliative onstant to the Palm measure attahed to the stationary point proess
N, see Chapter II in [24℄, in partiular (10) on page 317. The statements (2.29)-(2.32)
are then standard onsequenes. Note that (2.32) is a onsequene of (19) on page 331
of [24℄ and that (2.31) follows from (2.32) with the hoie f = 1{0∈C}. It remains to show
(2.33). For integer L ≥ 1 and for j ≥ 0, we dene
kj := 1 + Lj.
For J ≥ 1 we nd that
P
[
T 1 > k3J
]
= P [N ((w, λ.); [1, k3J ]) = 0]
≤ P

N ((w, λ.); [1, k3J ]) = 0, 3J⋂
j=0
{(
X1(−∞,kj−1]
)R
∩
(
X1[kj+1,∞)
)R
= ∅
}
+
3J∑
j=0
P
[(
X1(−∞,kj−1]
)R ∩ (X1[kj+1,∞))R 6= ∅
]
=: a1 + a2.
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First we bound a2. Note that for integer n ≥ 1,
P
[(
B1[0,∞)
)R
∩
(
B2[n,∞)
)R
6= ∅
]
≤
∑
i≥0,j≥n
P [Ai,j ]
(2.37)
≤ c
∑
j≥n
j1−
d1
2 ≤ cn− d1−42 , (2.39)
and hene by stationarity of Brownian motion,
a2 = (3J + 1)P
[(
B1[0,∞)
)R ∩ (B2[L+1,∞))R 6= ∅
]
≤ c(3J + 1)(L + 1)− d1−42 . (2.40)
Now we turn to the ontrol of a1. For j = 1, . . . , 3J, observe that on the event {N((w, λ.); [1, k3J ]) =
0)}, the following inlusion holds:{(
X1(−∞,kj−1−1]
)R ∩ (X1[kj ,∞))R = ∅
}
∩
{(
X1(−∞,kj−1]
)R ∩ (X1[kj+1,∞))R = ∅
}
⊆
{(
X1[kj−1−1,kj−1]
)R
∩
(
X1[kj ,kj+1]
)R
6= ∅
}
∪
{
λkj−1 = 0
}
.
We thus nd that the event
3J⋂
j=3,6,...
{(
X1[kj−1−1,kj−1]
)R ∩ (X1[kj ,kj+1])R 6= ∅
}
∪
{
λkj−1 = 0
}
ours, whenever the event onsidered in a ours. By independene of Brownian inre-
ments and the fat that θ1 preserves P we obtain that
a1 ≤ P
[{(
X1[0,L]
)R ∩ (X1[L+1,2L+1])R 6= ∅
}
∪
{
λL = 0
}]J
≤ P [0 /∈ C]J . (2.41)
Choosing a large enough γ whih depends on d1, R and ε and setting J = [γ log n], L =
[ n3J ], we obtain (2.33) from (2.40) and (2.41).
✷
2.3 A deoupling eet and a law of large numbers
Now we will exploit the presene of ut times, see (2.28), in order to produe deoupling
in the proess χ. under the measure P ×K0, see (2.17). For this purpose we introdue
the proess Z. living on an enlarged spae, see below (2.42), equipped with a measure
Q0, that uses our previous oupling onstrution and the ut times, see (2.43) and (2.44).
The idea behind the onstrution of the proess Z. is to start after eah ut time a fresh
path for X2. in a new environment, whih is hosen independently from the previous
environment, see Remark 2.5. We then reover the law of the proess χ. at integer times
under P ×K0, see Proposition 2.8.
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First we have to introdue some further notation. Consider the produt spaes
Γ0
def
= W × (W d2+ × Ω)N, Γs def= W × (W d2+ × Ω)Z (2.42)
endowed with their produt σ-algebras, see (2.26) for the denition of W. Reall at this
point the denition of Pˆ , see (2.29), and note that in the sequel all the measures denoted
with a ˆ orrespond up to a dierent normalization to the Palm measure attahed to the
point proess N((w, λ.); dk), see (2.25). On the spaes dened in (2.42) we introdue the
measures
Q0
def
= P ×M0, Qˆ0 def= Pˆ ×M0, Qs def= P ×M s, Qˆs def= Pˆ ×M s, (2.43)
where M0 and M s stand for the kernels from W to (W d2+ ×Ω)N respetively from W to
(W d2+ × Ω)Z dened by
M0((w, λ.); dγ
0) = K0((w, λ.); du0dω0)⊗
⊗
m≥1
K0(θTm(w, λ.); dumdωm), (2.44)
reall the denition (2.17), with γ0 = (um, ωm)m≥0 ∈ (W d2+ ×Ω)N, and similarly
M s((w, λ.); dγ
s) =
⊗
m∈Z
K0(θTm(w, λ.); dumdωm) (2.45)
with γs = (um, ωm)m∈Z ∈ (W d2+ × Ω)Z. On Γ0 we dene the proess (Zt)t≥0 by
Zt
def
= (X1t , Yt), t ≥ 0, (2.46)
with X1. dened in (2.3) and
Yt
def
= u0(t), for 0 ≤ t < T 1, and
Y(Tm+t)∧Tm+1
def
= YTm + um(t ∧ (Tm+1 − Tm)), for m ≥ 1, t ≥ 0.
(2.47)
Note that Z0 = 0, Q
0
-a.s.. Loosely speaking, the proess Z. is onstruted by attahing
after eah ut time a new path for the R
d2
-omponents whih evolves in a new indepen-
dent environment. Similarly we dene the two-sided proess (Zst )t∈R on Γs by
Zst
def
= (X1t , Y
s
t ), t ∈ R, (2.48)
where for m ∈ Z, t ∈ R+,
Y s0
def
= 0,
Y s(Tm+t)∧Tm+1
def
= Y sTm + um(t ∧ (Tm+1 − Tm)),
(2.49)
and we introdue also the Ω-valued proess (αst )t∈R by
αst
def
= τZst−ZsTm (ωm), for T
m ≤ t < Tm+1,m ∈ Z, (2.50)
whih plays the role of the "relevant environment viewed from the partile". Note that
by denition, Zs0 = 0, Q
s
-a.s..
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Remark 2.7. Note that by denition we have that under the measure Qˆs, the joint dis-
tribution of T 1 and the piee of trajetory (Zst )t∈[0,T 1] is the same as the joint distribution
of T 1 and (χt)t∈[0,T 1] under Pˆ × K0, see (2.3), (2.4) for the denition of χ. and reall
that Pˆ [T 0 = 0] = 1.
The following proposition yields a ruial identity in law.
Proposition 2.8. Under the measure Q0, the sequene of random vetors (Zn)n≥0 has
the same law as (χn)n≥0 under the measure P ×K0.
Proof: The idea of the proof is to x (w, λ.) ∈ W and then to show by indution that
for all integers m ≥ 0 the following statement holds:
For all bounded measurable funtions fk, k = 0, . . . ,m, on Rd,
EK0
[∏m
k=0 f
k (χk)
]
= EM
0 [∏m
k=0 f
k (Zk)
]
.
(2.51)
Proposition (2.8) then follows by integrating out with respet to P, see (2.43) for the
denition of Q0. Let us x (w, λ.) ∈ W and note that (2.51) holds true for 0 ≤ m ≤
T 1(w, λ.) by denition, see (2.44),(2.46) and (2.47). We assume the above statement
to be true for m and show that it must still hold for m + 1. Without loss of generality
we an assume that l = TN < m + 1 ≤ TN+1 for an integer 1 ≤ N ≤ m. Reall that
K0 = P ×K0,ω, see (2.17), and so, applying (2.14) with n = l and then with n = l − 1
we obtain that
EK0
[∏m+1
k=0 f
k(χk)
]
= E×EK0,ω
[∏l−1
k=0 f
k(χk)E
K
X2
l−1
,ωˆ
◦θl−1
[
f l(w(l),X21 )×
E
K
X2
1
,ω˜
◦θl
[∏m+1−l
k=1 f
l+k(w(l + k),X2k )
]]]
(2.52)
with ωˆ = τ(w(l−1),0)(ω) and ω˜ = τ(w(l),0)(ω). Sine l = TN is a ut times, we have that
λl−1 = 1, see (2.24), and hene with (3) of Theorem 2.2 and (2.15) we nd that the
right-hand side of (2.52) is equal to
∫
Rd2
dy
vol(d2)
E
[
EK0,ω
[∏l−1
k=0 f
k(χk)1{y∈Bd21 (X2l−1)}
]
f l(w(l), y)×
EK0,ω¯◦θl
[∏m+1−l
k=1 f
l+k(w(l + k), y +X2k)
]] (2.53)
with ω¯ = τ(w(l),y)(ω), where we also used Fubini's Theorem. From the denition of the
ut times T k, see (2.24) and Lemma 2.6, and the measurability property (2.16), we see
that all the fators under the P-expetation in (2.53) are independent, see (1.5). Together
with the indution hypothesis and stationarity of the environment (i.e. τxP = P), we
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obtain that (2.53) is equal to
∫
Rd2
dy
vol(d2)
EM
0
[∏l−1
k=0 f
k(Zk)1{y∈Bd21 (Yl−1)}
]
f l(w(l), y)×
EK0◦θl
[∏m+1−l
k=1 f
l+k(w(l + k), y +X2k)
]
.
(2.54)
Realling the denitions (2.44), (2.46) and (2.47), we dedue with the help of Fubini's
Theorem that (2.54) equals
EM
0
[ l∏
k=0
fk(Zk)E
K0◦θl
[m+1−l∏
k=1
f l+k(w(l + k), Yl +X
2
k)
]]
= EM
0
[m+1∏
k=0
fk(Zk)
]
,
where we used that θl = θTN . This nishes the indution step.
✷
Remark 2.9. By onstrution of the probability kernel Ky,ω(w, λ.), y ∈ Rd, ω ∈
Ω, (w, λ.) ∈W, see in partiular (3) of Theorem 2.2, we have that due to λT k−1 = 1, k ≥
1, see the denition of ut times (2.24), the transition from X2
T k−1 to X
2
T k
depends only
on the position X2
T k−1 without any additional information on the environment. However,
the piee of trajetory X2t , T
k−1 ≤ t ≤ T k, is inuened by the environment, see (2.16).
That is the reason why a deoupling eet onerning the environment, as desribed by
the proess Zt, t ≥ 0, under Q0, an only be observed in the original proess χt, t ≥ 0,
under P ×K0 when we ignore the piee of trajetory during one unit of time just before
eah ut time. In fat it an be shown by the same arguments as in the proof of Lemma
2.8 that under P ×K0, the sequene of random variables χ(Tm+·)∧(Tm+1−1),m ≥ 0, has
the same law as Z(Tm+·)∧(Tm+1−1),m ≥ 0, under Q0, where we set T 0 = 0.
We now introdue on Γs a shift (Θk)k∈Z via:
Θk((w, λ.), γ
s) = (θk(w, λ.), (um+n, ωm+n)m∈Z) on T n(w, λ.) ≤ k < T n+1(w, λ.),
(2.55)
with γs = (um, ωm)m∈Z ∈ (W d2+ × Ω)Z.
Proposition 2.10. For all γ¯s ∈ Γs the following identities hold:
Zsl+a(γ¯
s)− Zsl (γ¯s) = Zsa ◦Θl(γ¯s), for l ∈ Z, a ∈ R+, (2.56)
Zsn(γ¯
s) =
n−1∑
k=0
Zs1 ◦Θk(γ¯s), for integers n ≥ 1, (2.57)
αsu(γ¯
s) = αsur ◦Θ[u](γ¯s), for u = [u] + ur ∈ R. (2.58)
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Moreover,
Θ1 preserves Q
s
and in fat (Γs,Θ1, Q
s) is ergodi, (2.59)
EQ
s
[f ] =
EQˆ
s[∑T 1−1
k=0 f ◦Θk
]
EPˆ [T 1]
, for any bounded (2.60)
measurable funtion f on Γs,
Zs1 ∈ Lm(Qs) for all m ∈ [1,∞), when d1 ≥ 5. (2.61)
Proof: The identities (2.56)-(2.58) follow by diret inspetion of the denitions (2.48)-
(2.50) and (2.55). The proof of (2.59) exatly follows the proof in the disrete set-
ting (see [4℄, page 534-535). There are slight dierenes in the notation. The ob-
jets Γs, Qs,Ms, {w˜m}m∈Z and D in [4℄ orrespond to our Γs, Qs,M s, {um}m∈Z and
C. Further one has to read (w, λ.) instead of w in the proof in [4℄. Let us point
out that the main strategy in showing the ergodiity of (Γs,Θ1, Q
s) is to prove that
(Γs ∩{0 ∈ C}, Θˆ1 def= ΘT 1 , Qˆs) is ergodi, whih is indeed an equivalent statement, see
(34) on page 357 in [24℄. Analogously to (2.32) we nd (2.60) as a standard onsequene
of the rst part of the statement in (2.59). We now ome to the proof of (2.61). We
hoose m ∈ [1,∞), then by denition (2.48),
EQ
s
[|Zs1 |m] ≤ 2m−1
{
EQ
s [|X11 |m]+ EQs [|Y s1 |m]} . (2.62)
The rst expetation on the right-hand side of (2.62) is nite sine X1. is a standard
d1-dimensional Brownian motion under Q
s. In the notation (2.43), (2.45) and (2.49) we
have that
EQ
s
[|Y s1 |m] = EP
[
EK0◦θT0
[|u0(1− T 0)− u0(−T 0)|m]]
=
∑
n≥0
EP
[
T 0 = −n, EK0◦θ−n [|u0(1 + n)− u0(n)|m]
]
stat.
=
∑
n≥0
EPˆ
[
T 1 > n, EK0 [|u0(1 + n)− u0(n)|m]
]
P [T 0 = 0]
If we show that the above expetation with respet to the measure K0 is uniformly
bounded, then (2.61) follows sine
∑
n≥0 Pˆ [T
1 > n] = EPˆ [T 1] = P [T 0 = 0]−1 < ∞, see
(2.31) and (2.27). Indeed, by onstrution of the kernel K0 = P×K0,ω, see (2.17)-(2.20),
we nd that for eah xed (w, λ.) ∈W,
EK0 [|u0(1 + n)− u0(n)|m]
= E
[
EK0,ω
[∫
Rd2
h(w(n + ·)− w(n), λn, u0(n), y, ωˆ) |y − u0(n)|m dy
]]
, (2.63)
with ωˆ = τ(w(n),0)(ω). When λn = 1, we immediately see by the denition of h, see
(2.19), that the integral under the expetation is K0,ω-a.s. bounded by 1. In the other
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ase, when λn = 0, the above integral is K0,ω-a.s. less or equal to
1
1− ε
∫
Rd2
pw(n+·)−w(n),ωˆ(1, u0(n), y) |y − u0(n)|m dy +
ε
1− ε. (2.64)
A result in [14℄ onerning exponential bounds on fundamental solutions of paraboli
equations of seond order, see Theorem 1 on page 67, tells us that
pw(n+·)−w(n),ωˆ(1, u0(n), y) ≤ c3(w,ω)e−c4(w,ω)|y−u0(n)|
2
, (2.65)
for some positive onstants c3(w,ω), c4(w,ω). A loser look into the proof of the applied
result from [14℄ reveals that the onstants c3 and c4 in (2.65) an indeed be hosen to
be independent of the Brownian path w and the environment ω due to the uniform
boundedness and Lipshitz onstant of the the drift b, see (1.3). With this in mind,
ombining (2.65) and (2.64) one easily sees that (2.63) is also uniformly bounded in the
ase when λn = 0. This nishes the proof of (2.61).
✷
Now we are ready to state a law of large numbers when d1 ≥ 5. For the notation see
(2.17), (2.29), (2.43), (2.45), (2.48)-(2.50).
Theorem 2.11. (d1 ≥ 5)
P0-a.s.,
Xt
t
−→
t→∞ v
def
=
EPˆ×K0
[∫ T 1
0 b (χu, ω) du
]
EPˆ [T 1]
= EQ
s
[∫ 1
0
b(αsu)du
]
= EQ
s
[Zs1 ] .
(2.66)
Proof: First we prove that
P0-a.s., lim
t→∞
Xt
t
= EQ
s
[Zs1 ] . (2.67)
For all t ≥ 1, ∣∣∣∣Xtt − EQs [Zs1 ]
∣∣∣∣ ≤ 1t ∣∣Xt −X[t]∣∣+
∣∣∣∣X[t][t] · [t]t − EQs [Zs1 ]
∣∣∣∣ . (2.68)
For ω ∈ Ω, under P0,ω the proess (W ′t )t≥0 dened as W ′t def= Xt −X0 −
∫ t
0 b(Xs, ω)ds is
a d-dimensional Brownian motion and P0,ω-a.s.,
1
t
∣∣Xt −X[t]∣∣ = 1t
∣∣∣∣∣
∫ t
[t]
b(Xs, ω)ds+
∫ t
[t]
dW
′
s
∣∣∣∣∣
≤ 1
t
(
κ+
∣∣∣W ′t −W ′[t]∣∣∣) .
(2.69)
A standard appliation of Borel-Cantelli's Lemma and Bernstein's inequality shows that
the last expression in (2.69) onverges P0,ω-a.s. to 0, as t→∞. Together with (2.68) we
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see that to prove (2.67) it sues to show for integers n ≥ 1 that P0-a.s., 1nXn onverges
to EQ
s
[Zs1 ] , as n → ∞. As a onsequene of (1) of Theorem 2.2 and Proposition 2.8,
we therefore obtain (2.67), one we show that
Zn
n −→ EQ
s
[Zs1 ], Q
0
-a.s., as n → ∞. As
we will now see, the latter laim follows from the onvergene of
Zsn
n under Q
s, whih
is an immediate onsequene of (2.57), (2.59), (2.61) and Birkho's Ergodi Theorem.
Indeed, we onstrut an enlarged probability spae on whih both proesses Z. and Z
s
.
an be dened. Consider the produt spae
Γ
def
= W ×
(
W d2+ × Ω
)
×
(
W d2+ × Ω
)Z
(2.70)
endowed with its produt σ-algebra and the measure
Q
def
= P ×M, (2.71)
where M is the probability kernel from W to
(
W d2+ × Ω
)
×
(
W d2+ × Ω
)Z
dened as
M((w, λ.); dγ) = K0((w, λ.); du
′
0dω
′
0)⊗
⊗
m∈Z
K0(θTm(w, λ.); dumdωm) (2.72)
with γ = ((u
′
0, ω
′
0), (um, ωm)m∈Z) ∈ (W d2+ × Ω)× (W d2+ × Ω)Z. With the projetions
π0 : ((w, λ.), γ) ∈ Γ 7−→ ((w, λ.), (u′0, ω
′
0), (um, ωm)m≥1) ∈ Γ0,
πs : ((w, λ.), γ) ∈ Γ 7−→ ((w, λ.), (um, ωm)m∈Z) ∈ Γs, (2.73)
we nd that Q0 = π0 ◦Q and Qs = πs ◦Q. We thus obtain that under Q, the proesses
Z˜t
def
= Zt ◦ π0, t ≥ 0, and Z˜st def= Zst ◦ πs, t ∈ R, (2.74)
dened on Γ have the same law as our original proesses Z. and Z
s
. under Q
0
and Qs
respetively. Sine Q-a.s.,
Z˜T 1+t − Z˜T 1 = Z˜sT 1+t − Z˜sT 1 for all t ≥ 0, (2.75)
it follows that Q-a.s.,
1
t
∣∣∣Z˜t − Z˜st ∣∣∣ ≤ 1t supa∈[0,T 1]
∣∣∣Z˜a − Z˜sa∣∣∣ t→∞−→ 0. (2.76)
We thus nd that
Z˜sn
n and
Z˜n
n have the same limit Q-a.s., whih onludes the proof of
(2.67). We now show the seond and the third equality in (2.66). First we show that
lim
n→∞
EPˆ×K0
[∫ Tn
0 b(χs, ω)ds
]
EPˆ
[
T n
] = EQs[Zs1] (2.77)
holds and then we nd that the sequene on the left is in fat onstant and equals v.
Sine the measure Pˆ × K0 is absolutely ontinuous with respet to P × K0 it follows
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from (2.67) by using (1) of Theorem 2.2 and the fat that P × K0-a.s, Wt/t −→ 0, as
t→∞,
Pˆ ×K0-a.s., 1
t
∫ t
0
b(χs, ω)ds
t→∞−→ EQs[Zs1].
By dominated onvergene this limit holds true in L1(Pˆ ×K0) as well. Beause of the
ergodiity of (W∩{0 ∈ C}, θˆ1, Pˆ ), whih is a onsequene of the ergodiity of (W, θ1, P ),
see (34) on page 357 in [24℄, we have:
T n
n
(2.30)
=
1
n
n−1∑
k=0
T 1 ◦ θˆk n→∞−→ EPˆ [T 1]
(2.27),(2.31)
< ∞ Pˆ -a.s. and in L1(Pˆ ), (2.78)
and we nd that Pˆ ×K0-a.s. and in L1(Pˆ ×K0),
lim
n→∞
1
n
∫ Tn
0
b(χs, ω)ds = lim
n→∞
T n
n
1
T n
∫ Tn
0
b(χs, ω)ds = E
Qs
[
Zs1
]
EPˆ
[
T 1
]
.
Together with (2.30) and (2.29), (2.77) now follows. For a xed (w, λ.) ∈ W ∩ {0 ∈ C}
and k ≥ 1, we nd by an appliation of (2.14) with n = T k and then with n = T k − 1
and similar onsiderations to those leading to (2.53) that
EK0
[∫ T k+1
T k
b(χu, ω)du
]
= EK0
[∫ T 1◦θˆk
0
b(χT k+u, ω)du
]
=
∫
Rd2
dy
vol(d2)
E
[
EK0,ω
[
1{y∈Bd21 (X2Tk−1)}
]
EK0,ω¯◦θˆk
[ ∫ T 1◦θˆk
0
b
(
(X1u ◦ θˆk,X2u), ω¯
)
du
]]
with ω¯ = τ(w(T k),y)(ω). By an independene argument as above (2.54) and stationarity
of the environment we nally obtain that
EK0
[∫ T k+1
T k
b(χu, ω)du
]
= EK0
[∫ T 1
0
b(χu, ω)du
]
◦ θˆk. (2.79)
Realling that the measure Pˆ is invariant under θˆk, see (2.29), we thus nd
EPˆ×K0
[∫ Tn
0
b(χu, ω)du
]
=
n−1∑
k=0
EPˆ×K0
[∫ T k+1
T k
b(χu, ω)du
]
(2.29),(2.79)
= nEPˆ×K0
[∫ T 1
0
b(χu, ω)du
]
,
and
EPˆ [T n]
(2.30)
= EPˆ
[ n∑
k=0
T 1 ◦ θˆk
]
(2.29)
= nEPˆ [T 1],
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whih shows that the sequene in (2.77) is indeed onstant and equal to
v
def
=
EPˆ×K0 [
∫ T 1
0 b(χu, ω)du]
EPˆ [T 1]
=
EQˆ
s
[
∫ T 1
0 b(Z
s
u, ω)du]
EPˆ [T 1]
=
EQˆ
s
[
∫ T 1
0 b(α
s
u)du]
EPˆ [T 1]
, (2.80)
where we used Remark 2.7 in rst equality and denition (2.50) together with the fat
that ZsT 0 = Z
s
0 = 0, Qˆ
s
-a.s., in the seond equality in (2.80). The seond and the third
equality in (2.66) then follows from (2.80) by applying (2.58) and (2.60) to the last
expression in (2.80).
✷
Remark 2.12. The formula for the limiting veloity, see (2.66), is reasonably expliit
and depends only on a nite piee of trajetory up to the rst ut time after time 0 and
its rst moment.
3 Two invariane priniples under the annealed measure
In this setion we provide two entral limit theorems under the annealed measure. The
rst one is shown under a symmetry assumption on the drift and d1 ≥ 7, see Theorem
3.3, whereas for the seond theorem there is no symmetry assumption but we need to
assume that d1 ≥ 13.
For integer n ≥ 1 we denote with In the n× n-dimensional identity matrix. We further
introdue the reetion
R : Rd1 × Rd2 7−→ Rd1 × Rd2
(x, y) 7−→ (x,−y).
For the rst entral limit theorem we assume the following antipodal symmetry in the
last d2 omponents of the drift under the measure P :
(R(b(z, ω)))z∈Rd has the same law as (b(R(z), ω))z∈Rd . (3.1)
Sine the rst d1 omponents of the drift b(·, ·) vanish, we have that R (b(·, ·)) equals
−b(·, ·). Note that when (3.1) holds, then R(X.) has the same law under P0 as X.,
and E0[Xt] = 0 for all t ≥ 0. By denition of (W ′t )t≥0, see below (2.68), we have
that P0,ω-a.s., Xt = X0 +
∫ t
0 b(Xs, ω)ds +W
′
t , for eah ω ∈ Ω. The strong law of large
numbers for Brownian motion, see Problem 9.3 in [15℄, and Theorem 2.11 imply that
P0-a.s.,
1
t
∫ t
0 b (Xs, ω) ds −→ v, and hene with dominated onvergene the onvergene
holds in L1(P0) as well. So E0[Xt] = E0[
∫ t
0 b(Xs, ω)ds] = 0, and we dedue that the
limiting veloity in (2.66) vanishes under the assumption (3.1).
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Remark 3.1. A possible example of a drift b∗(z, ω), with z ∈ Rd, ω ∈ Ω, see (1.1), suh
that (3.1) is satised an be onstruted as follows. We onsider a anonial Poisson
point proess on R
d
with onstant intensity as the random environment. Pik an R
d2
-
valued measurable funtion ϕ(z), z ∈ Rd, whih is supported in a ball of radius R/4 and
suh that ϕ(R(z)) = −ϕ(z) holds for all z ∈ Rd. Then make the onvolution of the Pois-
son point proess with the funtion ϕ and trunate the new funtion. After smoothing
out with a Lipshitz ontinuous real-valued mollier ρ(z), z ∈ Rd, supported in a ball of
radius R/4 and suh that ρ(R(z)) = ρ(z) for all z ∈ Rd, one obtains an example of a
possible b∗(z, ω).
For two C(R+,R
d)-valued sequenes ξn. and ζ
n
. , n ≥ 1, respetively dened on the
probability spaes (Ξ1,D1, µ1) and (Ξ2,D2, µ2) we say that (ξn. )n≥1 under µ1 is weak
onvergene equivalent (abbreviated by we) to (ζn. )n≥1 under µ2, if the weak onver-
gene of the law of ξn. under µ1 is equivalent to the weak onvergene of the law of ζ
n
.
under µ2, and if both limits are the same, when weak onvergene holds true.
Before we ome to the main results of this setion we briey disuss some integrability
properties stated in the following
Lemma 3.2.
For all η ≥ 1 : T 1 ∈ Lη(P )⇔ T 1 ∈ Lη+1(Pˆ ) (3.2)
T 1 ∈ L2(Pˆ ), when d1 ≥ 7. (3.3)
T 1 ∈ L4(P ) and T 1 ∈ L5(Pˆ ), when d1 ≥ 13. (3.4)
sup
a∈[0,T 1]
|χa| ∈ L2(Pˆ ×K0), when d1 ≥ 7. (3.5)
sup
a∈[0,T 1]
|χa| ∈ L4(Pˆ ×K0), when d1 ≥ 13. (3.6)
Proof: The equivalene (3.2) is an easy onsequene of (2.32). With the help of (2.33)
we nd that T 1 ∈ L1(P ) when d1 ≥ 7 and T 1 ∈ L4(P ) when d1 ≥ 13 and so, (3.2) yields
(3.3) and (3.4). With the help of the integral representation of χ., see (2.13) and note
that Pˆ ×K0,ω ≪ P ×K0,ω, and (1.3) we see that for eah ω ∈ Ω, Pˆ ×K0,ω-a.s.,
sup
a∈[0,T 1]
|χa|2 ≤ 2κ2(T 1)2 + 2 sup
a∈[0,T 1]
|Wa|2. (3.7)
Taking the Pˆ × K0,ω-expetation on both sides of (3.7) we observe that (3.5) follows
from (3.3) and one we show that uniformly in ω,
EPˆ×K0,ω
[
sup
a∈[0,T 1]
|Wa|2
]
≤ c5(ε) <∞. (3.8)
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The left-hand side of (3.8) is equal to
∑
n≥1
EPˆ×K0,ω
[
sup
a∈[0,n]
|Wa|2, T 1 = n
]
Hölder≤
∑
n≥1
EPˆ×K0,ω
[
sup
a∈[0,n]
|Wa|2p
]1/p
Pˆ [T 1 = n]1/q,
(3.9)
with 1 < q < 65 and p the onjugate exponent. From (2.27) and the denition of Pˆ , see
(2.29), we see that
Pˆ [ · ] ≤ c1(ε)−1P [ · ]. (3.10)
An appliation of Burkholder-Davis-Gundy-Inequality, see p. 166 of [15℄, yields
EPˆ×K0,ω
[
sup
a∈[0,n]
|Wa|2p
]1/p
(3.10)
≤ c(ε, q)EP×K0,ω
[
sup
a∈[0,n]
|Wa|2p
]1/p
≤ c(ε, q)n ,
and hene the right-hand side of (3.9) is less or equal to
c(ε, q)
∑
n≥1
nPˆ [T 1 = n]1/q = c(ε, q)
∑
n≥1
nPˆ [T 1 = n]1/2Pˆ [T 1 = n]1/q−1/2. (3.11)
From an appliation of Cauhy-Shwarz' inequality follows that (3.11) is dominated by
c(ε, q)
{
EPˆ [(T 1)2]1/2
(∑
n≥1
Pˆ [T 1 = n]2/q−1
)1/2}
. (3.12)
Sine Pˆ [T 1 = n] ≤ c1(ε)−1P [T 1 > n − 1] holds and d1 ≥ 7, one easily heks by using
(2.33) that the sum in (3.12) with 1 < q < 65 is bounded by a onstant c(ε, q) and with
(3.3), (3.8) then follows. (3.6) is shown analogously to (3.5) with 1 < q < 65 using now
(3.4) instead of (3.3).
✷
We now are ready to state our rst invariane priniple.
Theorem 3.3. Let us assume d1 ≥ 7 and (3.1). Under the measure P0, the C(R+,Rd)-
valued random variables
Br.
def
=
1√
r
Xr·, r > 0, (3.13)
onverge in law to a d-dimensional Brownian motion B. with ovariane matrix
A = EPˆ [T 1]−1
(
EPˆ [T 1]Id1 0
0 EQˆ
s
[(Y sT 1)(Y
s
T 1)
t]
)
∈ Rd×d, (3.14)
as r →∞.
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Remark 3.4. Before giving the proof of the theorem, let us reall some lassial fats
about weak onvergene on C(R+,R
d), that will be used several times throughout Setion
3. More details on the following results an be found in Chapter 3 of [10℄ and in Setion
3.1 of [36℄. Let us onsider the spae C(R+,R
d) and the metri
d(ξ., ζ.)
def
=
∞∑
m=1
2−m sup
0≤t≤m
(|ξt − ζt| ∧ 1) ≤ 1, ξ., ζ. ∈ C(R+,Rd).
Then C(R+,R
d) with the topology indued by d(·, ·) is a Polish spae. Suppose ξn. and
ζn. , n ≥ 1, are two C(R+,Rd)-valued sequenes on some probability spae (Ξ,D, µ). If
d(ξn. , ζ
n
. ) onverges in µ-probability to 0, then (ξ
n
. )n≥1 under µ is we to (ζn. )n≥1 under µ,
see below Remark 3.1 for the meaning of we. Note that in order to verify the onvergene
in probability µ of the distane d(ξn. , ζ
n
. ) to 0, it sues to hek that for any T > 0, ε > 0,
µ
(
sup
0≤t≤T
|ξnt − ζnt | > ε
)
n→∞−→ 0. (3.15)
Proof of Theorem 3.3: Observe that Theorem 3.3 follows if we show that for n ≥ 1
integer,
Bn. −→ B. in law under P0, as n→∞. (3.16)
Indeed, (3.16) implies that for sn ր∞, the sequene [sn]−1/2X[sn]· and thus s−1/2n X[sn]·
onverges in law to B., reall (2.1). Therefore, the laws of s
−1/2
n X[sn]· are tight and hene,
by Theorem 2.4.10 of [15℄, for all T > 0, ε > 0, there exists an η > 0 suh that
sup
n≥1
P0

 sup
|s−t|≤η
0≤s,t≤T
1√
sn
|X[sn]t −X[sn]s| ≥ ε

 ≤ ε.
Sine supt≤T |t− sn[sn]t|
n→∞−→ 0, we obtain that for large n,
P0
[
sup
0≤t≤T
1√
sn
|X[sn]t −Xsnt| ≥ ε
]
≤ ε.
In view of Remark 3.4, this shows that Bsn. onverges in law to B. for any sn ր ∞,
whih proves Theorem 3.3. For integer n ≥ 1 we introdue the following piee-wise
linear proesses (reall the denitions (2.46) and (2.48)):
B¯n.
def
= 1√
n
{
X[n·] + (n · −[n·])
(
X[n·]+1 −X[n·]
)}
,
Z¯n(·) def= Z[n·] + (n · −[n·])
(
Z[n·]+1 − Z[n·]
)
,
Z¯sn(·) def= Zs[n·] + (n · −[n·])
(
Zs[n·]+1 − Zs[n·]
)
.
(3.17)
Note that the proesses B¯n. ,
1√
n
Z¯n(·) and 1√n Z¯sn(·) are the polygonal interpolations of
(Xk)k≥0, (Zk)k≥0 and (Zsk)k≥0 respetively, whih are then resaled in time and spae
as in the denition of Bn. for integers n ≥ 1, see (3.13).
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Lemma 3.5. (Bn. )n≥1 under P0 is we to
(
1√
n
Z¯sn(·)
)
n≥1
under Qs.
Proof: As a rst step we show that
(Bn. )n≥1 under P0 is we to (B¯
n
. )n≥1 under P0. (3.18)
In view of Remark 3.4, see in partiular (3.15), it sues to prove that for any T > 0 the
sequene of random variables sup0≤t≤T |Bnt − B¯nt | onverges in P0-probability to 0, as
n → ∞. Indeed, the proess (W ′t)t≥0 dened below (2.68) is a d-dimensional Brownian
motion under P0,ω, and so for T > 0 and ε > 0, when n is large uniformly in ω,
P0,ω
[
sup
0≤t≤T
|Bnt − B¯nt | ≥ 4ε
]
≤ P0,ω

 sup
k=0,...,[Tn]
0≤a≤1
|Xk+a −Xk| ≥ 2ε
√
n


= P0,ω

 sup
k=0,...,[Tn]
0≤a≤1
∣∣∣∣
∫ k+a
k
b(Xs, ω)ds +W
′
k+a −W
′
k
∣∣∣∣ ≥ 2ε√n


≤ c(1 + Tn) exp{− ε
2
2d2
n},
where we used (1.3) and Bernstein's inequality in the last line, and (3.18) follows. From
the identities in law stated in (1) of Theorem 2.2 and Proposition 2.8 we immediately
dedue that
(B¯n. )n≥1 under P0 is idential in law to
(
1√
n
Z¯n(·)
)
n≥1
under Q0. (3.19)
A ombination of (3.18) and (3.19) yields Lemma 3.5 one we show that(
1√
n
Z¯n(·)
)
n≥1
under Q0 is we to
(
1√
n
Z¯sn(·)
)
n≥1
under Qs. (3.20)
As in the proof of Theorem 2.11 we dene the proesses Z¯n(·) and Z¯sn(·) on a ommon
probability spae, see (2.70) and below. Then we an again use the strategy disussed
in Remark 3.4 to prove (3.20). In the notation (2.70)-(2.74), using the fat that (2.75)
holds true, we nd for T > 0 that Q-a.s.,
sup
0≤t≤T
1√
n
|Z¯n(t) ◦ π0 − Z¯sn(t) ◦ πs| ≤ sup
0≤t≤T1
n
1√
n
|Z¯n(t) ◦ π0 − Z¯sn(t) ◦ πs|. (3.21)
Sine Z¯n(t)◦π0− Z¯sn(t)◦πs, t ∈ [0, T
1
n ], is a ontinuous proess whih is piee-wise linear
between the times 0, 1n ,
2
n , . . . ,
T 1
n , we nd that the right-hand side of (3.21) is equal to
sup
k=0, 1
n
,...,T
1
n
1√
n
|Z¯n(k) ◦ π0 − Z¯sn(k) ◦ πs| = sup
k=0,...,T 1
1√
n
|Z(k) ◦ π0 − Zs(k) ◦ πs|,
whih onverges Q-a.s. to zero, as n →∞, sine Q[T 1 < ∞] = 1, see (2.26) and (2.28).
This onludes the proof of (3.20) and thus of Lemma 3.5.
✷
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Let us dene an integer-valued funtion 0 ≤ ϕ(t) tending to innity P -a.s., suh that
Tϕ(t) ≤ t < Tϕ(t)+1 for all t ≥ 0, (3.22)
and
Σm
def
= ZsTm − ZsT 0 , m ≥ 0. (3.23)
Furthermore, let us introdue the polygonal interpolation of Σm,m ≥ 0 :
Σ¯·
def
= Σ[·] + (· − [·])
(
Σ[·]+1 − Σ[·]
)
, (3.24)
and for integer n ≥ 1,
Σ¯ϕn(·) def= Σϕ(n·) + (n · −[n·])
(
Σϕ(n·+1) − Σϕ(n·)
)
, (3.25)
whih is onstant and equal to Σϕ(T k) = Σk on the time interval [
T k
n ,
T k+1
n − 1n), k ≥ 0,
and linear on the interval [T
k+1
n − 1n , T
k+1
n ), interpolating the points Σk and Σk+1.
Lemma 3.6.
(
1√
n
Z¯sn(·)
)
n≥1
under Qs is we to
(
1√
n
Σ¯ϕn(·)
)
n≥1
under Qs.
Proof: In view of Remark 3.4 it sues to show that for any T > 0 and ε > 0 the
following probability onverges to 0, as n→∞ :
Qs
[
sup
0≤t≤T
1√
n
|Z¯sn(t)− Σ¯ϕn(t)| > 4ε
]
≤ Qs
[
sup
k=0,...,[Tn]+1
a∈[0,Tk+1−Tk ]
|ZsT k+a − ZsT k | > ε
√
n
︸ ︷︷ ︸
def
=An
]
. (3.26)
Sine the event An is invariant under the shift ΘT 0 and the image of Q
s
under ΘT 0 is
EQˆ
s
[ · , T 1]/EPˆ [T 1], see (2.60), it follows with the help of Cauhy-Shwarz' inequality
that
Qs[An] = Q
s[Θ−1
T 0
(An)] ≤ EPˆ [(T 1)2]1/2Qˆs[An]1/2/EPˆ [T 1], (3.27)
where EPˆ [(T 1)2] <∞, see (3.3). Thus, Lemma 3.6 will follow one we show that
lim
n→∞ Qˆ
s[An] = 0. (3.28)
Using (2.56) and the fat that Θˆk preserves Qˆ
s, see the proof of Proposition 2.10, we
nd that
Qˆs[An] ≤ (2+Tn)Qˆs
[
sup
a∈[0,T 1]
|Zsa| > ε
√
n
]
≤ 2 + Tn
ε2n
EQˆ
s
[
sup
a∈[0,T 1]
|Zsa|2, sup
a∈[0,T 1]
|Zsa| > ε
√
n
]
.
(3.29)
From (3.5) and Remark 2.7 follows that the last expression vanishes, as n → ∞, and
hene (3.28) holds true. This nishes the proof of Lemma 3.6.
✷
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Lemma 3.7. Under Qs,
(
1√
n
Σ¯n·
)
n≥1
onverges in law to
√
EPˆ [T 1]B., as n → ∞.
Before proving Lemma 3.7, let us explain how we onlude the proof of Theorem 3.3.
One we show that(
1√
n
Σ¯ϕn(·)
)
n≥1
under Qs is we to
(
1√
n
Σ¯
n·/EPˆ [T 1]
)
n≥1
under Qs, (3.30)
we nd with Lemma 3.7 and a transformation of time that the rst sequene in (3.30)
onverges weakly to B., as n →∞, and hene with Lemma 3.6 and 3.5 we dedue that
(3.16) holds, whih nishes the proof of Theorem 3.3.
For the proof of (3.30) rst note that sine T n − T 0 is invariant under ΘT 0 we nd by
similar arguments to those leading to (3.27) that the onvergene in (2.78) holds true
Qs-a.s. and not only Pˆ -a.s.. It follows that ϕ(t)t −→ EPˆ [T 1]−1, Qs-a.s. and hene with
Lemma 9.2 on page 572 of [13℄:
for all T ≥ 0, Qs-a.s., sup
0≤t≤T
∣∣∣∣ϕ(nt)n − tEPˆ [T 1]
∣∣∣∣ n→∞−→ 0, (3.31)
and so for ε > 0, η > 0, T > 0 and n large enough,
Qs
[
sup
0≤t≤T
∣∣∣∣∣ϕ(nt)n − tEPˆ [T 1]
∣∣∣∣∣ ≥ η
]
≤ ε. (3.32)
Furthermore, from Lemma 3.7 we infer that the laws of n−1/2Σ¯n· under Qs are tight and
hene for all T > 0, ε > 0, there exists an η > 0 suh that
sup
n≥1
Qs

 sup
|s−t|≤η
0≤s,t≤T
1√
n
∣∣Σ¯nt − Σ¯ns∣∣ ≥ ε

 ≤ ε, (3.33)
see Theorem 2.4.10 of [15℄. Together with (3.32) we thus obtain that for arbitrary ε > 0
and T > 0,
Qs
[
sup
0≤t≤T
1√
n
∣∣∣Σ¯nt/EPˆ [T 1] − Σ¯ϕ(nt)∣∣∣ ≥ ε
]
≤ 2ε (3.34)
for suiently large n. In order to prove (3.30) it sues to show that for T > 0 and
ε > 0 the following probability tends to zero with n, see Remark 3.4:
Qs
[
sup
0≤t≤T
∣∣∣Σ¯nt/EPˆ [T 1] − Σ¯ϕn(t)∣∣∣ > 2ε√n
]
≤ Qs
[
sup
0≤t≤T
∣∣∣Σ¯nt/EPˆ [T 1] − Σ¯ϕ(nt)∣∣∣ > ε√n
]
+Qs
[
sup
0≤t≤T
∣∣∣Σ¯ϕ(nt) − Σ¯ϕn(t)∣∣∣ > ε√n
]
.
The rst expression on the right-hand side vanishes, as n→∞, due to (3.34). Moreover,
it an easily be seen that the seond expression on the right-hand side of the above
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inequality is less or equal to Qs[An], see (3.26) for the denition of An, whih tends to 0,
as n→∞, see (3.27) and (3.28). This nishes the proof of (3.30) and hene of Theorem
3.3.
✷
Proof of Lemma 3.7: Let us denote with Σ¯d1. and Σ¯
d2
. the rst d1 respetively the last
d2 omponents of the proess Σ¯. dened in (3.24). Note that Lemma 3.7 follows from
the next two statements:
under P, the sequene 1√
n
Σ¯d1n· , n ≥ 1, onverges in law to a d1-dimensional
Brownian motion with ovariane matrix EPˆ [T 1]Id1 , as n→∞,
(3.35)
and for P -a.e. (w, λ.) ∈W,
under the measure M s, the sequene 1√
n
Σ¯d2n· , n ≥ 1, onverges in
law to a d2 -dimensional Brownian motion with ovariane matrix
EQˆ
s
[(Y sT 1)(Y
s
T 1)
t] ∈ Rd2×d2 (independent of (w, λ.)), as n→∞.
(3.36)
Indeed, from (3.35) and (3.36) we an easily dedue that under Qs, the laws of n−1/2Σ¯n·,
n ≥ 1, are tight, see Theorem 2.4.7 and 2.4.10 of [15℄. Therefore, in order to prove
Lemma 3.7, it sues to show weak onvergene of all nite dimensional distributions of
n−1/2Σ¯n· to the nite dimensional distributions of
√
EPˆ [T 1]B., as n → ∞, see Theorem
2.4.15 in [15℄. But this an easily be inferred from (3.35) and (3.36) with the help of
harateristi funtions.
Now, let us explain how to see (3.35). Similarly as in the proof of (3.30), we rst note
that for ε > 0, η > 0, T > 0 and n large enough,
P
[
sup
0≤t≤T
∣∣∣∣∣ T
[nt]
EPˆ [T 1]n
− t
∣∣∣∣∣ ≥ η
]
≤ ε. (3.37)
Furthermore, by denition and self-similarity of Brownian motion we know that under
P, the proesses n−1/2X1
EPˆ [T1]n·, n ≥ 1, are distributed as a d1-dimensional Brownian
motion with ovariane matrix EPˆ [T 1]Id1 , and hene their laws are tight. So, we an
derive the same estimate as in (3.33) but for the proess X1
EPˆ [T1]n·. Together with (3.37)
we thus obtain that
P
[
sup
0≤t≤T
∣∣∣X1T [nt] −X1EPˆ [T 1]nt∣∣∣ ≥ ε√n
]
≤ 2ε (3.38)
for suiently large n. Pik T > 0, ε > 0 and then observe that
P
[
sup
0≤t≤T
∣∣∣Σ¯d1nt −X1EPˆ [T 1]nt∣∣∣ > 3ε√n
]
≤ P
[
sup
0≤t≤T
∣∣∣X1T [nt] −X1EPˆ [T 1]nt∣∣∣ > ε√n
]
+ P
[
sup
k=0,...,[Tn]
a∈[0,Tk+1−Tk ]
∣∣X1T k+a −X1T k ∣∣ > ε√n
]
.
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The rst term after the above inequality tends to zero with n due to (3.38) whereas the
seond term is dominated by Qs(An) and thus onverges to zero as well, as n → ∞. In
view of Remark 3.4 this proves (3.35).
We now prove (3.36). Note that for Pˆ -a.e. (w, λ.) ∈ W∩{0 ∈ C}, under M s, the
inrements Y sTn − Y sTn−1 , n ≥ 1, are independent, see (2.45) and (2.49), with mean
zero, whih is a onsequene of the symmetry assumption (3.1). Indeed, for Pˆ -a.e.
(w, λ.) ∈W∩{0 ∈ C},
EM
s
[Y sTn − Y sTn−1 ] =
(
EK0 [X2T 1 ]
) ◦ θˆn−1 (2.17)= E [EK0,ω [X2T 1 ]] ◦ θˆn−1. (3.39)
In Remark 2.4 we have seen that we an write
EK0,ω [X2T 1 ] =
∫
Rd2
· · ·
∫
Rd2
dy1 · · · dyT 1
T 1−1∏
k=0
h (w(k + ·)− w(k), λk, yk, yk+1, ωˆk) yT 1 ,
(3.40)
with ωˆk = τ(w(k),0)(ω), k = 0, . . . , T
1 − 1 and y0 := 0. Let us denote with h(R) the
analogue to h, see (2.19), dened via the transition density p
(R)
w,ω(1, ·, ·) for ω ∈ Ω, w ∈
W d10 , attahed by (2.5) and (2.6) to the drift −b∗((w(·),− ·), ω), see also (1.1). Sine
(X2t )t∈[0,1] under P˜yk,yk+1 has the same law as (−X2t )t∈[0,1] under P˜−yk,−yk+1 , see below
(2.3) for the denition of P˜·,·, we see that for k = 0, . . . , T 1 − 1,
p(R)w,ω(1,−yk,−yk+1) = pw,ω(1, yk, yk+1)
and hene
h(R) (w(k + ·)− w(k), λk ,−yk,−yk+1, ωˆk) = h (w(k + ·)− w(k), λk, yk, yk+1, ωˆk) .
(3.41)
With the help of Theorem 44 on page 158 in [29℄ one an see that for xed (w, λ.) ∈W
and yk, yk+1 ∈ Rd2 the expression on the left-hand side of (3.41) is a measurable funtion
of R(b(R( · ), ω)), see (1.1). So, (3.41) together with our symmetry assumption (3.1)
implies that under P, the produt in (3.40) is idential in law to
T 1−1∏
k=0
h (w(k + ·)− w(k), λk,−yk,−yk+1, ωˆk)
and so, a transformation of variables (y1, . . . , yT 1) 7→ (−y1, . . . ,−yT 1) and Fubini's
Theorem then yield EK0 [X2T 1 ] = −EK0 [X2T 1 ] = 0. Hene in view of (3.39), Pˆ -a.e.
(w, λ.) ∈W∩{0 ∈ C},
EM
s
[Y sTn − Y sTn−1 ] = 0,
sine θˆn−1 preserves Pˆ . Furthermore,
EPˆ
[
EM
s [|Y sTn − Y sTn−1 |2]] (2.43),(2.48)≤ EQˆs [|ZsTn − ZsTn−1 |2]
(2.56)
= EQˆ
s
[
|ZsT 1 |2 ◦ Θˆn−1
]
<∞,
(3.42)
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sine Θˆn−1 preserves Qˆs and beause of the integrability property (3.5) and Remark 2.7.
In partiular it follows that for Pˆ -a.e. (w, λ.) ∈W∩{0 ∈ C},
Y sTn − Y sTn−1 ∈ L2(M s(w, λ.)). (3.43)
Note that (W∩{0 ∈ C}, θˆ1, Pˆ ) is ergodi as a onsequene of the ergodiity of (W, θ1, P ),
see (34) on page 357 in [24℄. An appliation of an invariane priniple for vetor-
valued, square-integrable martingale dierenes, see Theorem 5.1, shows that for Pˆ -a.e.
(w, λ.) ∈ W∩{0 ∈ C}, under the measure M s(w, λ.), the C(R+,Rd2)-valued random
variables n−1/2Σ¯d2n· , n ≥ 1 onverge weakly to a d2-dimensional Brownian motion with
ovariane matrix as in (3.36), as n→∞. Note that in fat under the measureM s(w, λ.)
the inrements Y sTn − Y sTn−1 , n ≥ 1, are independent and hene the standard funtional
entral limit theorem for independent inrements, whih is an immediate onsequene of
Theorem 5.1, ould be applied. The ergodiity of (W∩{0 ∈ C}, θˆ1, Pˆ ) and the integrabil-
ity property (3.42) are used to show that the onditions (5.1) and (5.2) are satised. Sine
for a ontinuous, bounded funtion f on W d2+ , the random variable E
Ms [f(n−1/2Σ¯d2n· ))]
is invariant under θT 0 and sine the image of P under θT 0 is absolutely ontinuous with
respet to Pˆ , see (2.32), it follows that (3.36) holds in fat for P -a.e. (w, λ.) ∈ W. This
nishes the proof of Lemma 3.7.
✷
The next theorem shows us that our model also ontains examples of diusions in random
environment with possibly ballisti behavior when d1 ≥ 13, satisfying an invariane
priniple, reall (1.1)-(1.7).
Theorem 3.8. Let d1 ≥ 13 and reall the denition of v in (2.66). Under the measure
P0, the C(R+,R
d)-valued random variables
Br.
def
=
1√
r
(Xr· − vr·) , r > 0,
onverge in law to a d-dimensional Brownian motion B. with ovariane matrix A given
in (3.52), as r →∞.
Proof: As in the proof of Theorem 3.3 we an show that it sues to prove that for
n ≥ 1 integer,
Bn. −→ B. in law under P0, as n→∞, (3.44)
see (3.16). By similar arguments as in the proof of Lemma 3.5 we nd that
(
B¯n. − v
√
n ·)
n≥1 under P0 is we to
(
1√
n
(
Z¯sn(·) − vn·
))
n≥1
under Qs,
(3.45)
see (3.19) and (3.20). Together with (3.18) we see that (3.44) follows one we show that
1√
n
(
Z¯sn(·)− vn·
) −→ B. in law under Qs, as n→∞, (3.46)
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see (3.17) for the denition of Z¯sn(·) and B¯n. . In the notation
Z def= Zs1 −EQ
s
[Zs1 ] = Z
s
1 − v, we have that Zsn − vn
(2.57)
=
n−1∑
k=0
Z ◦Θk, (3.47)
reall (2.66). We know from (2.61) that
Z ∈ Lm(Qs) for all m ∈ [1,∞). (3.48)
For integers k ≥ 0, on the spae Γs we introdue the ltration
Gk def= σ
(
Zsn+1 − Zsn, for all n ∈ Z with n < k
)
. (3.49)
The identity (2.56) implies that for k ≥ 0 :
f is G0-measurable⇐⇒ f ◦Θk is Gk-measurable, (3.50)
and thus by stationarity, see (2.59), we have that for g ∈ L1(Qs),
Qs-a.s. EQ
s
[g ◦Θk | Gk] = EQs [g | G0] ◦Θk. (3.51)
The following adaptation of Gordin's method will play the key role in the proof.
Lemma 3.9. There is a G ∈ L2(Γs,G0, Qs) suh that
Mn
def
= G◦Θn−G+Zsn− vn =
n−1∑
k=0
(G ◦Θ1 −G+ Z)◦Θk, n ≥ 0, is a (Gn)-martingale.
Before we prove Lemma 3.9, let us explain how we onlude the proof of Theorem 3.8 from
it. Using stationarity of Θ1 under Q
s, see (2.59), and applying Chebyhev's inequality
we obtain for T > 0, ε > 0,
Qs
[
sup
k=0,...,[Tn]+1
|G ◦Θk| > ε
√
n
]
≤ Tn+ 2
ε2n
EQ
s [|G|2, |G| > ε√n] n→∞−→ 0,
so that, in view of Remark 3.4, one easily nds that n−1/2
(
Z¯sn(·)− vn·
)
n≥1 under Q
s
is
we to the resaled polygonal interpolation of the proessMk, k ≥ 1, dened analogously
to B¯n. in (3.17), under Q
s
. Sine Mn is a martingale with ergodi, square integrable
inrements, it follows from Theorem 5.2, see Appendix, that under the measure Qs,
the resaled polygonal interpolation of Mk, k ≥ 1, onverges in law to a d-dimensional
Brownian motion with ovariane matrix
A = EQ
s [
(G ◦Θ1 −G+ Z) (G ◦Θ1 −G+ Z)t
]
, (3.52)
as n→∞. This onludes the proof of (3.46).
✷
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Proof of Lemma 3.9: First we explain how our laim follows one we show that∑
k≥0
∥∥EQs [(H1{0∈C}) ◦Θk ∣∣ G0] ∥∥2 <∞, (3.53)
where in the previous notation, see (3.47),
H
def
=
T 1−1∑
k=0
Z ◦Θk =
T 1−1∑
k=0
Zs1 ◦Θk − vT 1
(2.57)
= ZsT 1 − vT 1. (3.54)
Note that H ∈ L2(Qs). Indeed,
EQ
s [|H|2] ≤ EQs

(T 1)2 T 1−1∑
k=0
|Z ◦Θk|2

 =∑
n≥1
n2
n−1∑
k=0
EQ
s [|Z ◦Θk|2, T 1 = n]
Hölder≤
∑
n≥1
n2
n−1∑
k=0
EQ
s [|Z ◦Θk|2p]1/p P [T 1 = n]1/q,
with 1 < q < 9/8 and p the onjugate exponent. Sine P [T 1 = n] ≤ P [T 1 > n− 1] and
EQ
s
[|Z ◦ Θk|2p] ≤ c(p) < ∞ by (2.59) and (3.48), we onlude with the help of (2.33)
that the right-hand side of the above inequality is nite when d1 ≥ 13.
For m ≥ 1 we dene
Gm
def
= EQ
s
[H | G0] +
m−1∑
k=1
EQ
s [(
H1{0∈C}
) ◦Θk | G0] . (3.55)
Then Gm onverges in L2(Qs) towards a G ∈ L2(Γs,G0, Qs) beause of (3.53). Moreover,
for m ≥ 1 we dene Nm = N((w, λ.); [1,m − 1]) + 1 in the notation of (2.25), so that
TNm−1∑
k=0
Z ◦Θk = H +
m−1∑
k=1
(H1{0∈C}) ◦Θk. (3.56)
By stationarity, see (2.59), we nd that for n ≥ 0,
G ◦Θn = lim
m→∞G
m ◦Θn (3.51),(3.56)= lim
m→∞ E
Qs



TNm−1∑
k=0
Z ◦Θk

 ◦Θn
∣∣∣∣∣ Gn

 , (3.57)
where the above limits are in L2(Γs,Gn, Qs). This yields for n ≥ 1,
EQ
s
[Mn+1 −Mn | Gn]
= lim
m→∞ E
Qs



TNm−1∑
k=0
Z ◦Θk

 ◦Θn+1 + Z ◦Θn −

TNm−1∑
k=0
Z ◦Θk

 ◦Θn
∣∣∣∣∣ Gn

 ,
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where the limit is in L2(Γs,Gn, Qs). With the observation that
TNm ◦ θ1 =
{
TNm − 1, on {m /∈ C},
TNm+1 − 1, on {m ∈ C},
we nd that the quantity under the onditional expetation is equal to
TNm◦θ1∑
k=0
Z ◦Θk −
TNm−1∑
k=0
Z ◦Θk

 ◦Θn = (1{m∈C}H ◦Θm) ◦Θn = (H1{0∈C}) ◦Θn+m.
As an L2-limit,
lim
m→∞ E
Qs
[(
H1{0∈C}
) ◦Θn+m
∣∣∣∣∣Gn
]
(3.51)
= lim
m→∞ E
Qs
[(
H1{0∈C}
) ◦Θm
∣∣∣∣∣G0
]
◦Θn (3.53)= 0,
thus proving that Mn is a (Gn)-martingale.
It now remains to prove (3.53). We onsider B ∈ L2(Γs,G0, Qs) with L2-norm ‖B‖2 = 1.
Note that B an be onsidered as a funtion of (w, λ.) and (um, ωm)m≤0. Then it follows
that for xed (w, λ.) ∈W, see (2.26), the random vetors B and
Tm+1−1∑
k=Tm
Z ◦Θk = (X1Tm+1 −X1Tm , um(Tm+1 − Tm))− v(Tm+1 − Tm) for m ≥ 1,
are independent under the measure M s, see (2.45). With these onsiderations in mind
we nd that for integer p ≥ 1,
EQ
s [(
H1{0∈C}
) ◦Θp ·B] = ∑m≥1EQs [(∑Tm+1−1k=Tm Z ◦Θk) ·B,Tm = p]
=
∑
m≥1E
P
[
EM
s
[∑Tm+1−1
k=Tm Z ◦Θk
]
EM
s
[B] , Tm = p
]
= EP
[(
EM
s
[H]1{0∈C}
) ◦ θp EMs [B]] .
(3.58)
Then observe that we an nd measurable funtions ϕ and ψ suh that
EM
s
[H]1{0∈C} = ϕ
(
T 1, (X1t )t≥0, (Λn)n≥0
)
1{0∈C},
EM
s
[B] = ψ
(
T 0, (X1t )t≤0, (Λn)n≤−1
)
,
(3.59)
reall the denition of Λn above (2.10). The reason why E
Ms [B] depends only on
T 0, (X1t )t≤0, (Λn)n≤−1, whereas the involved ut times T k, k ≤ −1, are based on the
whole trajetory (X1t ), t ∈ R, is that the information about intersetions needed to
determine T k, k ≤ −1, an be expressed only by T 0 and (X1t ), t ≤ T 0 ≤ 0, sine by
denition of T 0, we have that (X1(−∞,k−1])
R ∩ (X1[T 0,∞))R = ∅, for all k ≤ T 0. In the
sequel we will slightly abuse notation. One has to think of the following objets to be
dened on an extension of the probability spae (W,W, P ), see (2.26) and below. Reall
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that under the measure P = P¯⊗Λε, see (2.12), the proess (X1t )t∈R is a two-sided d1-
dimensional Brownian motion with P [X10 = 0] = 1 whih is independent of (Λn)n∈Z, a
two-sided sequene of i.i.d. Bernoulli random variables with suess parameter ε > 0,
see (2.7). We are interested in large values of p and set
L =
[p
3
]
. (3.60)
We introdue a opy ((X+t )t∈R, (Λ
+
j )j∈Z) of ((X
1
t )t∈R, (Λj)j∈Z) evolving aording to P
suh that X+t = X
1
t+p −X1p for t ∈ [−L,∞), and Λ+j = Λj+p for j ≥ −L, and suh that
((X+t )t∈(−∞,−L), (Λ
+
j )j<−L) evolves independently of ((X
1
t+p−X1p )t∈(−∞,−L), (Λj+p)j<−L).
Moreover, we onsider another opy ((X−t )t∈R, (Λ
−
j )j∈Z) of ((X
1
t )t∈R, (Λj)j∈Z) whih is
independent of ((X+t )t∈R, (Λ
+
j )j∈Z) and evolves aording to P suh that X
−
t = X
1
t for
t ∈ (−∞, L], and Λ−j = Λj for j ≤ L− 1, and suh that ((X−t )t∈(L,∞), (Λ−j )j≥L) evolves
independently of ((X1t )t∈(L,∞), (Λj)j≥L). Note that(
(X1t )t∈R, (Λj)j∈Z
)
law
=
(
(X+t )t∈R, (Λ
+
j )j∈Z
)
law
=
(
(X−t )t∈R, (Λ
−
j )j∈Z
)
(3.61)
and (
(X+t )t∈R, (Λ
+
j )j∈Z
)
is independent of
(
(X−t )t∈R, (Λ
−
j )j∈Z
)
. (3.62)
The random time T− is dened like T 0 relatively to ((X−t )t∈R, (Λ
−
j )j∈Z) and T
+
is the
analogue of T 1 attahed to ((X+t )t∈R, (Λ
+
j )j∈Z). The random set C+ is dened analo-
gously to C with ((X+t )t∈R, (Λ+j )j∈Z) in plae of ((X1t )t∈R, (Λj)j∈Z), see (2.24). We then
dene
U = EM
s
[B] , U− = ψ
(
T−, (X−t )t≤0, (Λ
−
n )n≤−1
)
,
V =
(
EM
s
[H]1{0∈C}
) ◦ θp = ϕ (T 1 ◦ θp, (X1t+p −X1p )t≥0, (Λn+p)n≥0)1{p∈C},
V + = ϕ
(
T+, (X+t )t≥0, (Λ
+
n )n≥0
)
1{0∈C+}.
(3.63)
By onstrution, see in partiular (3.61) and (3.62), we have that U
law
= U− and due to the
invariane of P under the shift θp, also V
law
= V +, but U− and V + are now independent.
For p ≥ 1,
EQ
s [(
H1{0∈C}
) ◦Θp ·B] (3.58)= EP [V U ]
= EP
[
V +U−
]
+ EP
[
V +(U − U−)]+ EP [(V − V +)U] .
Note that the rst term in the last line vanishes beause of the independene mentioned
above and the fat that
EP
[
V +
]
= EP [V ]
(3.58)
= EQ
s [
H1{0∈C}
]
(2.31)
= EQˆ
s
[H]EPˆ
[
T 1
]−1 (2.60)
= EQ
s
[Z] (3.47)= 0.
Therefore, after realling that ‖U‖2 ≤ ‖B‖2 = 1, we nd with Hölder's inequality:
EQ
s [(
H1{0∈C}
) ◦Θp · B] ≤ ‖V +‖4‖U − U−‖4/3 + ‖V − V +‖2. (3.64)
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Due to stationarity of θ1 under P and Jensen's inequality we easily obtain that
‖V +‖4 = ‖V ‖4 ≤ EQs
[|H|41{0∈C}]1/4 = EQˆs [|H|4]1/4 P [0 ∈ C]1/4 ≤ EQˆs [|H|4]1/4 .
From the denition of H, see (3.54), and Remark (2.7) it then follows that
‖V +‖4 = ‖V ‖4 ≤ EPˆ×K0
[|χT 1 |4]1/4 + vEPˆ [(T 1)4]1/4 (3.4),(3.6)< ∞. (3.65)
In view of the denitions (3.63) we see that
‖V − V +‖2 ≤
∥∥(|V |+ |V +|) (1{T+ 6=T 1◦θp} + |1{p∈C} − 1{0∈C+}|)∥∥2 . (3.66)
Sine by stationarity of θ1 under P and the identity in law (3.61), P [{p ∈ C}r {0 ∈ C+}]
is equal to P [{0 ∈ C+}r {p ∈ C}] , an appliation of Cauhy-Shwarz' inequality to the
right-hand side of (3.66) shows that
‖V − V +‖2 ≤ 2‖V ‖4
(
P
[
T+ 6= T 1 ◦ θp
]1/4
+ 2P
[{p ∈ C}r {0 ∈ C+}]1/4) . (3.67)
Sine (X+t ,Λ
+
n ) and (X
1
t ,Λn) ◦ θp oinides for t ∈ [−L,∞), n ≥ −L, with (2.24) we see
that for large p, the events {T+ 6= T 1 ◦ θp} and {p ∈ C}r {0 ∈ C+} are both inluded in{(
X+(−∞,−L]
)R ∩ (X+[0,∞))R 6= ∅
}
∪
{((
X1. ◦ θp
)
(−∞,−L]
)R ∩ ((X1. ◦ θp)[0,∞))R 6= ∅
}
,
and so, together with (3.67) we nd using stationarity one again that
‖V − V +‖2 ≤ c‖V ‖4P
[(
X1(−∞,0]
)R
∩
(
X1[L,∞)
)R
6= ∅
]1/4
. (3.68)
By analogous arguments as above we also nd that,
‖U − U−‖4/3
≤ ∥∥(|U |+ |U−|)1{T 0 6=T−}∥∥4/3
≤
∥∥∥ (|U |+ |U−|)(1(„X−
(−∞,0]
«R
∩
„
X
−
[L,∞)
«R
6=∅
)
+ 1
(„
X1
(−∞,0]
«R
∩
„
X1
[L,∞)
«R
6=∅
))∥∥∥
4/3
≤ cP
[(
X1(−∞,0]
)R ∩ (X1[L,∞))R 6= ∅
]1/4
,
(3.69)
where we used Hölder's inequality and ‖U−‖2 = ‖U‖2 ≤ ‖B‖2 = 1 in the last inequality.
Colleting (3.64), (3.65), (3.68) and (3.69), we nally nd
∥∥EQs [(H1{0∈C}) ◦Θp | G0]∥∥2 ≤ c‖V ‖4P
[(
X1(−∞,0]
)R ∩ (X1[L,∞))R 6= ∅
]1/4
(2.39)
≤ c‖V ‖4 p−
d1−4
8 .
This quantity is summable in p, sine d1 ≥ 13. This nishes the proof of (3.53) and thus
of Theorem 3.8.
✷
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Remark 3.10. In the next setion we will strengthen Theorem 3.3 and 3.8 to entral
limit theorems under the quenhed measure. In the literature only few results on quenhed
invariane priniples for diusions in random environment are available. One result is
due to Sznitman-Zeitouni [44℄ who onsider small perturbations of Brownian motion, and
a seond situation in whih a quenhed entral limit theorem holds is disussed in Osada
[26℄. The latter result is attained with the tehnique of the environment viewed from the
partile.
4 Central limit theorem under the quenhed measure
We are going to show how one an improve the results of Setion 3 to entral limit the-
orems under the quenhed measure P0,ω. We use an idea of Bolthausen and Sznitman,
see Lemma 4 in [3℄, to turn the annealed invariane priniple into a quenhed invariane
priniple, by bounding ertain varianes through the ontrol of intersetions of two in-
dependent paths. For this purpose we do not require an expliit invariant measure for
the proess of the environment viewed from the partile or the ontrol of moments of
ertain regeneration times, see for instane in [1℄, [31℄, [32℄, in the disrete setting. We
reall the denition of v in (2.66).
Theorem 4.1. Assume d1 ≥ 7 and (3.1), or d1 ≥ 13. Then for P-a.e.ω, under the
measure P0,ω, the C(R+,R
d)-valued random variables
Br.
def
=
1√
r
(Xr· − vr·) , r > 0,
onverge weakly to a Brownian motion B. with ovariane matrix A given in Theorem
3.3 and 3.8 respetively, as r →∞.
Proof: By similar arguments as at the beginning of the proof of Theorem 3.3, see (3.16)
and (3.18), and the identity in law in (1) of Theorem 2.2 we an see that it sues to
show that
for P-a.e. ω, under the measure P ×K0,ω, the C(R+,Rd)-valued random
variables βn.
def
= 1√
n
{
χ[n·] + (n · −[n·])
(
χ[n·]+1 − χ[n·]
)
− vn·
}
, for integers
n ≥ 1, onverge weakly to B., as n→∞.
(4.1)
From the proofs of Theorem 3.3 and 3.8, see in partiular (3.16), (3.18), (3.45) and
(3.46), we know that
βn. −→ B. in law under P ×K0, as n→∞. (4.2)
From the proof of Lemma 4.1 in [3℄ we see that (4.1) follows from (4.2) and a variane
alulation. Let us introdue for T > 0 the spae of ontinuous, Rd-valued funtions on
[0, T ] denoted with C([0, T ],Rd), whih we equip with the distane
dT (g, g
′) def= sup
t≤T
|g(t) − g′(t)| ∧ 1. (4.3)
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The proof of Lemma 4.1 in [3℄ shows us that (4.1) follows one we prove that for all
T > 0, ξ ∈ (1, 2] and all bounded Lipshitz funtions F on C([0, T ],Rd),∑
m
VarP
(
EP×K0,ω
[
F
(
β[ξ
m]
.
)])
<∞ (4.4)
(with a slight abuse of notation). For this purpose we need some further notation.
Given an environment ω, we onsider two independent opies ((χt)t≥0, (Λn)n≥0) and
((χ˜t)t≥0, (Λ˜n)n≥0) evolving aording to P × K0,ω. The orresponding rst d1 ompo-
nents of χ. and χ˜. denoted with X
1
. and X˜
1
. are then two independent d1-dimensional
Brownian motions. We also introdue the orresponding polygonal interpolations βn.
and β˜n. dened as in (4.1). With D we denote the set of one-sided ut times attahed to
((X1t )t∈R, (Λj)j∈Z) dened via
D =
{
k ≥ 1
∣∣∣ (X1[0,k−1])R ∩(X1[k,∞))R = ∅ and Λk−1 = 1
}
. (4.5)
D˜ is dened analogously and attahed to ((X˜1t )t∈R, (Λ˜j)j∈Z). We then pik
ξ ∈ (1, 2], 0 < µ < ν < 1
2
,
and for m ≥ 1 we dene n = [ξm], as well as
ρm
def
= inf {D ∩ [nµ,∞)} <∞, P -a.s. (see (2.28)),
and ρ˜m as the orresponding variable attahed to ((X˜
1
t )t∈R, (Λ˜j)j∈Z). In order to take
advantage of deoupling eets we will onsider the event
Am =
{
ρm ∨ ρ˜m ≤ nν ,
(
X1[0,∞)
)R ∩(X˜1[nµ,∞))R = ∅, (X1[nµ,∞))R ∩(X˜1[0,∞))R = ∅
}
.
We are now ready to prove (4.4). Without loss of generality, we assume the Lipshitz
onstant and the absolute value of F to be bounded by 1. For the remainder of the
proof we write E and Eω for the expetation under the measure P ×K0 and P ×K0,ω
respetively. For m ≥ 1, we have
VarP (Eω [F (β
n
. )]) = E
[
Eω⊗Eω
[
F (βn. )F (β˜
n
. )
]]
− E⊗E
[
F (βn. )F (β˜
n
. )
]
= E
[
Eω⊗Eω
[
F (βn. )F (β˜
n
. ),Am
]]
− E⊗E
[
F (βn. )F (β˜
n
. ),Am
]
+ dm
with
|dm| ≤ 2P⊗P [Acm] . (4.6)
Using that F is bounded and Lipshitz and dT (·, ·) ≤ 1 we obtain that the dierene of
the rst two terms in the last line above (4.6) is equal to
E
[
Eω⊗Eω
[
F
(
βn·+ ρm
n
− βnρm
n
)
F
(
β˜n·+ ρ˜m
n
− β˜nρ˜m
n
)
,Am
]]
−E⊗E
[
F
(
βn·+ ρm
n
− βnρm
n
)
F
(
β˜n·+ ρ˜m
n
− β˜nρ˜m
n
)
,Am
]
+∆3m
=: ∆1m −∆2m +∆3m,
(4.7)
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with
∆3m ≤ 6E⊗E
[
dT
(
βn·+ ρm
n
− βnρm
n
, βn.
)
,Am
]
.
We rst want to show that
∆1m = ∆
2
m. (4.8)
For eah ω ∈ Ω and xed samples (w, λ.) and (w˜, λ˜.) of (X1. ,Λ.) and (X˜1. , Λ˜.) respetively,
under K0,ω(w, λ.)⊗K0,ω(w˜., λ˜.), the proesses βn. and β˜n. are independent and hene with
the help of Fubini's Theorem we an write
∆1m = E
P⊗EP
[
E
[
EK0,ω
[
F
(
βn·+ ρm
n
− βnρm
n
)]
EK0,ω
[
F
(
β˜n·+ ρ˜m
n
− β˜nρ˜m
n
)]]
,Am
]
.
By similar arguments to those leading to (2.53) we obtain that for eah (w, λ.) ∈W,
EK0,ω
[
F
(
βn·+ ρm
n
− βnρm
n
)]
=
∫
Rd2
dy
vol(d2)
EK0,ω
[
1{y ∈ Bd21 (X2ρm−1)}
]
EK0,ω¯◦θρm
[
F (βn. − βn0 ) ◦ θρm
]
,
(4.9)
with ω¯ = τ(w(ρm),y)(ω). From (4) of Theorem 2.2 it follows that the rst expetation in the
seond line of (4.9) is measurable with respet to H(w([0,ρm−1]))×Rd2 , see (1.4), whereas
the seond expetation is H(w([ρm,∞)))×Rd2 -measurable. With these onsiderations in
mind we nd with Fubini's Theorem and nite range dependene, see (1.5), that on Am,
E
[
EK0,ω
[
F
(
βn·+ ρm
n
− βnρm
n
)]
EK0,ω
[
F
(
β˜n·+ ρ˜m
n
− β˜nρ˜m
n
)]]
(4.10)
=
∫
Rd2
∫
Rd2
dy1dy2
vol(d2)2
E
[
EK0,ω
[
1{y1 ∈ Bd21 (X2ρm−1)}
]
EK0,ω
[
1{y2 ∈ Bd21 (X˜2ρ˜m−1)}
]]
×E
[
EK0,ω¯◦θρm
[
F
(
βn. − βn0
)
◦ θρm
]]
E
[
EK0,ω˜◦θρ˜m
[
F
(
β˜n. − β˜n0
)
◦ θρ˜m
]]
,
with ω¯ = τ(w(ρm),y1)(ω), ω˜ = τ(w(ρ˜m),y2)(ω). Beause of the stationarity of the environ-
ment the last two P-expetations above are in fat independent of y1 respetively y2 so
that an appliation of Fubini's Theorem shows us that (4.10) equals
EK0◦θρm
[
F
(
βn. − βn0
)
◦ θρm
]
EK0◦θρ˜m
[
F
(
β˜n. − β˜n0
)
◦ θρ˜m
]
.
Analogously we also nd that
EK0
[
F
(
βn·+ ρm
n
− βnρm
n
)]
= EK0◦θρm
[
F
(
βn. − βn0
)
◦ θρm
]
,
and the same holds true if we replae βn. , ρm by β˜
n
. , ρ˜m. This onludes the proof of (4.8).
We now ome to the ontrol of ∆3m. Noting that on Am, Eω-a.s.
dT
(
βn·+ ρm
n
− βnρm
n
, βn.
)
≤ sup
0≤s<t≤Tn+1
|t−s|≤nν
1√
n
∣∣χt − χs∣∣+ sup
t≤nν
1√
n
∣∣χt∣∣,
39
we nd by using (2.13) and the fat that
Eω
[
sup
0≤s<t≤Tn+1
|t−s|≤nν
∣∣Wt −Ws∣∣
]
≤ c(T )n1/4+ν/4Eω
[
sup
0≤s≤t≤1
|Wt −Ws|
|t− s|1/4
]
≤ c(T )n1/4+ν/4,
where the last inequality follows from an appliation of Fernique's Theorem, see [8℄ on
page 14, whih ensures the existene of the exponential moment of η sup0≤s≤t≤1 |Wt −
Ws|/|t− s|1/4 for a ertain onstant η > 0, that
∆3m ≤
c(T )√
n
(nν + n1/4+ν/2) ≤ c(T )nν/2−1/4,
and hene
∑
m∆
3
m <∞, reall n = [ξm]. It remains to show that∑
m
P⊗P [Acm] <∞. (4.11)
Indeed, we nd that
P⊗P
[(
X1[0,∞)
)R ∩(X˜1[nµ,∞))R 6= ∅
]
(2.39)
≤ cn−µd1−42 , (4.12)
and moreover, sine the random set C ∩N is ontained in D, see (2.24) and (4.5), we have
that P -a.s., ρm − nµ ≤ T 1 ◦ θ[nµ] and hene from stationarity of θ1 under P it follows
that for large m,
P [ρm > n
ν ] ≤ P [T 1 > nν − nµ]
(2.33)
≤ c(ε)(log nν)1+ d1−42 n−ν d1−42 ≤ e−c(ε)m. (4.13)
Combining (4.12) and (4.13) we dedue (4.11).
✷
5 Appendix
5.1 Two entral limit theorems for martingales
For T > 0 and integer d ≥ 1 we denote with D([0, T ],Rd) the spae of all Rd-valued
a`dla`g funtions on [0, T ] whih we endow with the Skorohod metri. The spae of all
ontinuous funtions on [0, T ] with values in Rd is denoted with C([0, T ],Rd) and is
equipped with the supnorm. See Chapter 2 and 3 of [2℄ for an extensive disussion of
the above mentioned funtion spaes.
Theorem 5.1. Xn, Fn def= σ(Xk, k ≤ n), n ≥ 1, is an Rd-valued sequene of square
integrable martingale dierenes on a probability spae (Ω,F , P ), i.e. E[|Xn|2] < ∞
40 5 APPENDIX
and E[Xn|Fn−1] = 0. Let Γ be a symmetri, non-negative denite d × d-matrix and
Sn(·) def=
∑[n·]
k=1Xk. Assume that
lim
n→∞
1
n
[ns]∑
k=1
E
[
XkX
t
k | Fk−1
]
= sΓ in probability, (5.1)
for eah s ∈ R+, and
lim
n→∞
1
n
n∑
k=1
E
[|Xk|21{|Xk| ≥ ε√n} | Fk−1] = 0 in probability, (5.2)
for eah ε > 0. Then the C(R+,R
d)-valued random variables
1√
n
S¯n(·) def= 1√
n
{
Sn(·) + (n · −[n·])
(
X[n·]+1 −X[n·]
)}
, n ≥ 1, (5.3)
onverge weakly to a d-dimensional Brownian motion B. with ovariane matrix Γ, as
n→∞.
Proof: An appliation of an invariane priniple for a vetor-valued, square-integrable
martingale dierene array whih is proved in [30℄, see Theorem 3, shows us that
1√
n
Sn(·) onverges weakly to B. on the Skorohod spae D([0, 1],Rd), as n→∞.
From (18) in the proof of Theorem 3 in [30℄ we know that in view of Remark 3.4 also
the polygonal interpolation n−1/2S¯n· onverges weakly on D([0, 1],Rd) to the same limit.
Sine the Skorohod topology relativized to C([0, 1],Rd) oinides with the uniform topol-
ogy there we have in fat weak onvergene on C([0, 1],Rd) for the proess n−1/2S¯n·.
Moreover, the identity
1√
n
S¯n· =
√
M
1√
nM
S¯nM ·
M
, M ≥ 1,
shows that the proess n−1/2S¯n· indeed onverges weakly on C([0,M ],Rd). Then weak
onvergene on eah C([0,M ],Rd) implies weak onvergene on C(R+,R
d), see [46℄.
✷
Theorem 5.2. Xn, Fn def= σ(Xm,m ≤ n), n ∈ Z, is an Rd-valued, ergodi station-
ary sequene of square integrable martingale dierenes on a probability spae (Ω,F , P ),
i.e. E[|Xn|2] = E[|X1|2] < ∞ and E[Xn|Fn−1] = 0. Let Γ def= E[X1Xt1] and Sn(·) def=∑[n·]
k=1Xk. Then, the C(R+,R
d)-valued random variables
1√
n
S¯n(·) def= 1√
n
{
Sn(·) + (n · −[n·])
(
X[n·]+1 −X[n·]
)}
, n ≥ 1,
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onverge weakly to a d-dimensional Brownian motion B. with ovariane matrix Γ, as
n→∞.
Proof: Note that for an R
m
-valued funtion f with m ≥ 1 suh that f(Xk) ∈ L1(P ), k ∈
Z, the onditional expetation E[f(Xk) | Fk−1] an be written as ϕ(Xk−1,Xk−2, . . .) for
a measurable funtion ϕ, whih does not depend on k. By the ergodi theorem we thus
nd that
P -a.s., lim
n→∞
1
n
[ns]∑
k=1
E
[
XkX
t
k | Fk−1
]
= sE
[
X1X
t
1
]
= sΓ.
Let δ > 0 be small and hoose N = N(δ) suh that
E
[
|X1|2, |X1| ≥ ε
√
N
]
< δ.
Then,
lim
n→∞
1
n
n∑
k=1
E
[
|Xk|21{|Xk|≥ε√n}
∣∣Fk−1] ≤ lim
n→∞
1
n
n∑
k=1
E
[
|Xk|21{|Xk|≥ε√N}
∣∣Fk−1]
= E
[
|X1|2, |X1| ≥ ε
√
N
]
< δ, P -a.s.,
where we used the ergodi theorem in the last equality. An appliation of Theorem 5.1
onludes the proof.
✷
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