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This paper presents a lightweight data compression method for wireless sensor networks monitoring environmental parameters
with low resolution sensors. Instead of attempting to devise novel ad hoc algorithms, we show that, given general knowledge of
the parameters that must be monitored, it is possible to efficiently employ conventional Huffman coding to represent the same
parameter when measured at different locations and time periods. When the data collected by the sensor nodes consists of integer
measurements, the Huffman dictionary computed using statistics inferred from public datasets often approaches the entropy of the
data. Results using temperature and relative humiditymeasurements show that even when the proposedmethod does not approach
the theoretical limit, it outperforms popular compression mechanisms designed specifically for wireless sensor networks.
1. Introduction
One of the greatest challenges to the construction of large
scale wireless sensor networks (WSNs) with practical appli-
cability is the development of mechanisms that allow the net-
work to operate for prolonged periods of time relying solely
on the limited amounts of energy that can be stored in or
harvested by wireless sensor nodes. Since data communi-
cation is generally the main factor responsible for draining
the energy reserves of the network, techniques to reduce the
amount of information transmitted by the sensor nodes are of
great interest. One effective approach to reduce data commu-
nication in the network is to compress the information locally
before it is transmitted.
Although data compression is a well-established research
area, despite the extraordinary advances in the computational
capability of embedded devices, most existing algorithms still
cannot be directly ported to wireless sensor nodes because
of the limited hardware resources available, particularly
program and data memory [1]. Even though many of the
time-honored compression algorithms could be executed
in modern wireless sensor nodes, they would leave few
resources available for the nodes to carry out other tasks
such as sensing and communication.More importantly, these
nodes would have significantly fewer opportunities to enter
deep sleep modes and attain the energy efficiency that moti-
vated the use of a compression algorithm in the first place.
Therefore, a number of data compression methods specifi-
cally designed for WSNs have been proposed in the past few
years [2–11]. What many of these methods have in common
is the fact that they make use of the correlation of the
data acquired by the sensor nodes in order to achieve high
compression ratios while employing computationally inex-
pensive algorithms.
However, WSNs are generally deployed with the purpose
of monitoring a particular phenomenon of interest [12].
Therefore, we show that, if the statistics of this phenomenon
are known beforehand from general datasets, and if the data
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collected by the sensor nodes presents relatively low resolu-
tion, by employing simple Huffman encoding, it is possible
to achieve compression ratios higher than those obtained
by state-of-the-art algorithms such as those presented in
[2–4]. More specifically, we show that by constructing a
fixed Huffman dictionary to encode the differences between
two consecutive samples from a large general dataset, the
compression ratio obtained on test datasets of the same
phenomenon at different locations and periods is very close
to what would be achieved if a specific dictionary was
constructed for each test dataset.
The rest of this paper is organized as follows. In Section 2,
we briefly explain some of the recent contributions on data
compression for WSNs. We then describe the proposed
lightweight compression method in Section 3. In Section 4,
we show the results obtained with our approach and compare
them with those obtained when employing the methods in
[2–4]. Finally, Section 5 concludes the paper.
2. Related Work
In the literature on compression methods for WSNs both
lossy and lossless approaches that exploit the high temporal
correlation of the sensor node data can be found. One
of the first lossy methods for data compression in WSN,
lightweight temporal compression (LTC) [5], approximates
the data collected by each sensor node in a WSN by a set
of lines. In [6] a variation of the run length encoding (RLE)
method for data compression in WSN known as K-RLE
approximates a string of𝑁measurements with values in the
range [𝐾 − 𝑑,𝐾 + 𝑑] as the pair (𝑁, 𝑑), where 𝐾 defines the
precision of the method.
Although lossy compression methods can generally
achieve high compression ratios at the expense of moderate
accuracy losses, in many WSN applications it may not be
clear before data collection how much information can be
disregarded without compromising the overall purpose of
the system. Event-based communication approaches attempt
to resolve this problem by limiting the transmission of
sensor data to responses to user queries [13]. However, in
many cases, the user may not be able to formulate queries
without observing the raw sensor data beforehand. As a
consequence, a number of lossless compression methods for
WSNs have been proposed. S-LZW [7] is an adaptation of
the celebrated Lempel-Ziv-Welch (LZW) algorithm [14] for
resource-constrained wireless sensor nodes. Alternatively, in
[8] sensor measurements are coded using adaptive Huffman
[15], but in order to save memory the number of symbols
present in the Huffman tree is limited to the measurements
that happen most frequently. In an interesting attempt to
facilitate the application of data compression algorithms in
real WSN deployments, a middleware layer is proposed in
[9] in which only the dissimilarity between the packet to be
transmitted and a previously transmitted reference (or index)
packet is compressed using variable length coding.
While a number of additional works on data compression
forWSNs such as [10, 11] attempt to employ distributed source
coding techniques [19] to exploit the spatial correlation in
the data acquired by the sensor nodes, we are particularly
interested in methods that do not make any assumptions
about the spatial structure of the WSN. Furthermore, in
the context of data aggregation, that is, when nodes along
routing paths collaborate to reduce the dimensionality of the
data collected by multiple nodes, one recent and extremely
promising technique is compressed sensing [20]. In thiswork,
however, we consider approaches that attempt to achieve
efficient lossless data compression by leveraging solely on the
temporal correlation of the data collected by each sensor node
and performing all the computations locally, without relying
on information from other nodes. Two of the most recent
and effective approaches in this category are Marcelloni and
Vecchio’s lossless entropy compression (LEC) [2, 3] and Kiely
et al.’s adaptive linear filtering compression (ALFC) [4].
LEC computes the differences of consecutive sensor mea-
surements and divides them into groups whose sizes increase
exponentially. Each group corresponds to the number of bits
required to represent the measurement differences. These
groups are then entropy coded using a fixed compression
table based on the baseline JPEG algorithm to compress the
DC coefficients of an image. The compressed symbols are
formed by concatenating the group number and the index
of the element within the group. The authors reported high
compression ratios for actual environmental data collected by
WSNs.
In ALFC, an adaptive linear filter is used to predict
the future 𝑀 samples of the dataset and the prediction
errors are compressed using an entropy encoder. In order
to account for the limited computational capabilities of
wireless sensor nodes, the method employs a quantization
mechanism. Adaptive prediction avoids the requirement of
defining the filtering coefficients a priori while still allowing
the system to adjust to dynamic changes in the source.
The authors showed that ALFC achieves higher compression
ratios than previous methods while requiring significantly
fewer hardware resources.
Although essentially all of the methods described above
rely on the temporal correlation of the data collected byWSNs
to achieve high compression ratios, they do not take into
consideration the fact that the statistics of the phenomena
to be monitored by a particular WSN are usually relatively
easy to estimate before the deployment of the sensors.
Furthermore, the state-of-the-art algorithms perform well
when the resolution of the data collected by the sensor nodes
is very high, but when the data resolution is limited to integer
measurements they suffer significant performance penalties.
In this work, we leverage on these facts to achieve even
higher compression ratios while resorting only to traditional
entropy-based compression methods with extremely modest
computational requirements.
3. Lightweight Compression of
Environmental Data
In this section, we define the problem of data compression
in WSNs and present a simple compression approach, which
takes into consideration the characteristics of the measure-
ments acquired by the sensor nodes so that algorithmic com-
plexity can be reducedwithout sacrificing compression ratios.
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Table 1: Main characteristics of the temperature datasets, including location, temperature range, number of samples, date range when the
measurements were taken, and sampling interval.
Location (lat., lon.) Range (∘C) Samples Date (mm/dd/yy) Sampling interval
Set 1 Hagerstown, MD, USA (39.711, −77.722) [16] −16 to +37 26,843 01/01/09 to 07/08/11 10min
Set 2 Manaus, AM, Brazil (−3.145, −59.986) [16] +21 to +36 3,676 07/01/11 to 11/30/11 60min
Set 3 Jonesboro, AR, USA (35.834, −90.649) [16] −1 to +41 3,738 07/01/11 to 11/20/11 60min
Set 4 Le Ge´ne´pi, Switzerland (46.025, 7.044) [17] −11 to +16 42,141 08/28/07 to 10/31/07 2min
Set 5 Morges, Switzerland (46.494, 6.472) [17] +5 to +29 14,527 08/06/07 to 09/02/07 2min
Set 6 Bern, Switzerland (46.948, 7.444) [17] −14 to +6 4,851 03/13/07 to 03/15/07 0.5min
Set 7 Pas du Chat, Switzerland (46.029, 7.408) [17] −10 to +8 3,041 04/16/08 to 04/20/08 2min
Set 8 Matterhorn, Switzerland/Italy (45.976, 7.658) [18] −18 to +25 243,665 01/01/12 to 12/31/12 ∼2min
Set 9 Chamonix, France (45.879, 6.887) [18] −5 to +31 61,746 10/01/12 to 12/29/12 ∼2min
3.1. Problem Definition. We consider a sensor node mon-
itoring environmental data. Let the data acquired by the
sensor at time instant 𝑡 be represented, after analog to
digital conversion, by 𝑥(𝑡) ∈ X, where X ⊂ Z. The set
X = {𝑥
0
, 𝑥
1
, . . . , 𝑥
𝑁−1
} is said to be the source alphabet. A
particular source encoder represents each symbol 𝑥
𝑖
∈ X
with an 𝑙
𝑖
bits long codeword, so that the average number
of bits used to represent each source symbol is given by 𝐿 =
∑
𝑁−1
𝑖=0
𝑝
𝑖
𝑙
𝑖
, where 𝑝
𝑖
is the probability that 𝑥(𝑡) = 𝑥
𝑖
. When a
source encoder is absent, it is typical to represent all source
symbols with codewords of equal length, so that the symbol
length is𝐿
𝑢
= ⌈log
2
𝑁⌉ bits/symbol.Moreover, the theoretical
limit for the minimum number of bits/symbol for a discrete
source is the source entropy [21]:
𝐻(X) =
𝑁−1
∑
𝑖=0
𝑝
𝑖
𝐼
𝑖
= −
𝑁−1
∑
𝑖=0
𝑝
𝑖
log
2
(𝑝
𝑖
) , (1)
where 𝐼
𝑖
= −log
2
(𝑝
𝑖
) is the information measure of source
symbol 𝑥
𝑖
.
The efficiency of a compression algorithm can be mea-
sured by comparing the average symbol length after compres-
sion to the source entropy. For instance, consider the case of
a set of integer temperature measurements denoted as Set 1
in Table 1. As the measured integer temperature values range
between −16∘C and +37∘C, without compression we have to
use 𝐿
𝑢
= 6 bits/symbol in order to represent the 54 different
source symbols in that alphabet. The source entropy in this
case is 𝐻 = 5.29 bits/symbol, which can be approached by
simple Huffman coding. Indeed, after designing the Huffman
code for this particular source, only 𝐿 = 5.31 bits/symbol are
required after compression. However, because the probability
distribution of the temperature values is somewhat uniform,
the reduction in the average symbol length is only 0.69 bits or
11.5%.
One can do much better by considering the differences
of consecutive temperature measurements, so that the data
to be transmitted is 𝑑
𝑖
= 𝑥
𝑖
− 𝑥
𝑖−1
. For instance, in the
case of Set 1 the entropy of the difference of consecutive
temperature measurements is only 𝐻
𝑑
= 2.13 bits/symbol,
which is a reduction of 59.7% with respect to the entropy
of the temperatures in Set 1. Such a reduction is due to the
strong correlation between consecutive temperature samples,
making the probability distribution of the differences strongly
nonuniform.Thus, it is muchmore promising to consider the
compression of the differences of consecutive temperatures
than the compression of the temperatures themselves. Such a
fact has been exploited in [2], where the authors compress
the differences by using a scheme similar to the JPEG
compression of the DC coefficients of a digital image.
By applying the method in [2] to the temperatures in Set
1 we obtain 𝐿 = 3.24 bits/symbol, a remarkable reduction
of 46.0% with respect to the original 6 bits/symbol required
by Set 1, but still 18.5% more than the theoretical limit given
by the entropy of the difference of the temperatures (𝐻
𝑑
=
2.13 bits/symbol). The theoretical limit can be approached
by Huffman coding, yielding 𝐿 = 2.16 bits/symbol, a
reduction of 64.0%with respect to the original 6 bits/symbol.
Nevertheless, note that the scheme proposed in [2] uses a
fixed dictionary, which can be applied to any source. An
entropy coding technique such as Huffman coding has to
be matched to the source distribution in order to achieve
optimal performance [21]. Hence, there is a causality issue, as
the exact distribution may not be known a priori. Moreover,
the Huffman alphabet designed for a given source may
perform poorly if used to compress another source with a
different distribution. In order to circumvent these problems
one can make use of an adaptive (or dynamic) Huffman
coding technique [15]. Although in this kind of scenario in
which there is little variation of symbol probability, adaptive
Huffman would tend to perform well; the main drawback of
this approach is that it requires maintaining one dictionary
for each connection between a pair of neighboring nodes
[8]. Given the severe memory constraints of wireless sensor
nodes, this method is utterly impractical.
3.2. Proposed Scheme. Our objective is to devise a simple
compression method which approaches the performance of
optimal entropy coding while relying on a fixed dictionary.
After comparing the probability distribution of the temper-
atures and of the differences of consecutive temperatures
for many datasets of measurements carried out at different
locations, we noticed that the distributions of the differences
are quite similar for all datasets, even though the distributions
of the temperature values vary significantly. This can be
observed in Figure 1, which shows the probability distribu-
tion of the differences between consecutive measurements
for each of the datasets in Table 1. As the figure shows,
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Figure 1: Probability distributions of the differences between
consecutive measurements for each of the temperature datasets.
all the distributions are approximately Laplacian with zero
mean [22]. Since the temperature differences only assume
integer values, the distributions are actually discrete and the
continuous approximations are shown simply to facilitate the
visualization. More importantly, note that for all datasets,
if we list the differences from the most likely to the least
likely, the result is (0, ±1, ±2, ±3, ±4, . . .). Hence, in principle,
it should be possible to use a fixed Huffman alphabet to
compress different measurement sets if we consider the
difference of the temperatures, as all sets have very similar
behavior and the optimalHuffman alphabet for each set tends
to be similar.
Thus, in this paper we propose to construct a fixed alpha-
bet obtained by the application of the Huffman algorithm to
a large dataset of temperature measurements. We consider
Set 1 as our reference dataset, without any particular reason
other than the fact that both the number of samples and
the measured temperature range are quite large. Unlike LEC,
which always uses the same alphabet, our approach uses a
reference dataset to generate a dictionary for a particular
parameter under observation (e.g., temperature). We com-
pute the frequencies of each of the symbols available in the
reference dataset and use them to construct the Huffman tree
that represents the compression alphabet [23]. This alphabet,
shown in Table 2, is then used to compress different temper-
ature datasets. As the alphabet is fixed, the complexity of the
proposed approach is rather low, being nomore complex than
that in [2]. For instance, an implementation of the Huffman
encoding and decoding for AVR microcontrollers, widely
used in sensor nodes, utilizes only 468 bytes of program
memory [24]. In this work, we utilize Huffman coding
due to its utmost simplicity; however, other entropy coding
approaches such as arithmetic coding would likely produce
similar results [25].
Table 2: Proposed fixed Huffman dictionary for temperature
datasets.
𝑑
𝑖
Codeword
−10 0010101000101110
−9 00101010001010
−8 001010100010110
−7 001010100011
−6 001010100111
−5 00101010010
−4 001010101
−3 0010100
−2 00100
−1 01
0 1
+1 000
+2 0011
+3 001011
+4 00101011
+5 00101010000
+6 001010100110
+7 00101010001001
+8 00101010001000
𝛿 0010101000101111
In the proposed compression scheme, as in any
dictionary-based differential compression approach, two
special cases must be considered: (i) in the beginning of
data collection, the first sample, 𝑥
0
, must be transmitted
uncompressed since there is no previous measurement to
compute the difference 𝑑
0
. From the second sample on,
the differences 𝑑
𝑖
= 𝑥
𝑖
− 𝑥
𝑖−1
can be properly computed
and compressed; (ii) in addition, the compression table, for
example, Table 2, covers a limited range of difference values,
according to the data available in the reference dataset.
However, the probability of occurrence of a symbol not
present in the dictionary is extremely low (see Figure 1).
Hence, its value can be sent uncompressed and identified by
the presence of a special marker in the Huffman dictionary.
That is, a codeword which is not part of the original
dictionary and whose presence can be unambiguously
detected may be transmitted to signify that the next symbol
corresponds to an uncompressed value, which can then
be transmitted using a subsequent codeword of a fixed
previously defined length. In Table 2 the special marker is
the 16 bits symbol 𝛿.
4. Results
In this sectionwe investigate the performance of the proposed
schemewhen the fixedHuffman alphabet in Table 2 is used to
compress different datasets. First we consider the temperature
datasets inTable 1. It is important to note that the test datasets,
Set 2 to Set 9, were collected at different locations and times
than those of the reference dataset Set 1, which was used to
construct the alphabet in Table 2. The performance of the
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Figure 2: Average symbol length (𝐿
𝑢
) for the uncompressed case,
entropy of temperature measurements (𝐻), and entropy of the
differences of consecutive measurements (𝐻
𝑑
).
proposed scheme is compared to the theoretical limit given
by the source entropy (considering both the temperatures and
the differences of the temperatures) and to the performance
of the LEC [2] and ALFC [4] algorithms. In order to
meet the assumptions of the proposed method, whenever a
dataset contains measurements with resolutions higher than
1∘C, the data is rounded before being processed by any of
the algorithms under consideration. To further validate our
approach, we also carry out experiments using six datasets of
relative humidity measurements. Again, a resolution of 1%
is assumed, and the data is rounded whenever that is not
the case (although it is possible to easily adapt the proposed
method for higher resolution data, preliminary experiments
showed that as the resolution increases, more subtle phenom-
ena such as sensor noise cause the distributions at different
sites to differ to a larger extent, penalizing the performance
of the approach).
4.1. Comparison with Lossless Entropy Compression. Figure 2
shows the average uncompressed symbol length (𝐿
𝑢
), the
entropy of the temperature measurements (𝐻), and the
entropy of the differences between consecutive temperature
measurements (𝐻
𝑑
) for each of the datasets shown in Table 1.
Figure 3 shows the average symbol length (𝐿) after com-
pression, the compression ratio (𝐶
𝑟
), and the code efficiency
(𝜂) when using the proposed scheme as well as LEC. The
compression ratio is computed as
𝐶
𝑟
= 100 × (1 −
𝐿
𝐿
𝑢
)%, (2)
while the code efficiency with respect to the theoretical limit
is given by
𝜂 = 100 × (
𝐻
𝑑
𝐿
)%. (3)
As the results demonstrate, the proposed fixed dictionary
method outperforms LEC, always achieving a larger com-
pression ratio. Moreover, the code efficiency 𝜂 for the pro-
posed scheme approaches 100% for some of the test datasets
(Sets 2, 3, and 6). Note also that the code efficiency for the
proposed scheme is considerably larger than that obtained
with LEC (in [3], the authors also compare the performance
of LEC with that of a semiadaptive Huffman system in which
the dictionary is generated based on an initial set of samples
and then used to compress the entire dataset. Because that
approach fails to account for longer-term variations in the
measurements collected by the WSN, the improvement over
LEC is at most 4.6% for temperature datasets and 6.2% for
relative humidity datasets, whereas the proposed approach
presents much higher compression ratio gains with respect
to LEC). Even in the case of the datasets for which the
performance of the proposed scheme does not approach the
theoretical limit (notably in datasets of extremely low entropy,
such as Sets 8 and 9), the reduction in symbol length is almost
50%with respect to LEC and the corresponding compression
rates are above 80%. In fact, because those datasets tend to
contain long sequences of measurements that convey very
little information, none of the methods under consideration
can achieve high efficiency for sets of extremely low entropy
(ALFC achieves approximately 10% lower efficiency than the
proposed approach for Sets 8 and 9). In the case of Set
9, for example, the average length of a sequence consisting
exclusively of zeros is 38 measurements. In order to achieve
higher efficiency in datasets of very low entropy, a method
that encodes long sequences of measurement differences as
a single symbol would be needed. Although the proposed
method could be adapted for that purpose, doing so might
jeopardize its versatility.
4.2. Comparison with Adaptive Linear Filtering Compression.
ALFC assumes that the measurements are transmitted in
fixed-length packets which contain enough information so
that the measurements within the packet can be decoded
regardless of communication failures that may have caused
previous packet losses. In order to achieve comparable results,
we modify our approach so that measurements are also
assumed to be contained in fixed-length packets, and the
first measurement in each packet is not compressed. That
allows every measurement within a packet to be decoded
independently of the information contained in previous
packets and adds robustness to packet losses similar to that
obtained by ALFC.
We compare the performance of our approach to that
of ALFC using the same set of parameters employed in the
experimental evaluation presented in [4].That is, we used the
quantization parameters 𝐴 = 15, 𝐵 = 8, and 𝑅 = 14 and the
order of the filter was defined to be𝑀 = 3. As for the number
of bits required to represent the measurements without
compression, we used 𝑏 = 6, since this is the minimum
number of bits required to represent the measurements
in our datasets. As suggested in [4], for each packet we
computed the optimal value of the variable length coding
parameter 𝑘, which has a major impact on the length of the
corresponding coding symbols (ALFC uses 𝑚th Golomb
codes [26], with the restriction that𝑚 = 2𝑘).
Figure 4 shows the average symbol length (𝐿) after com-
pression using ALFC and our proposed approach. Despite
the current popularity of the 802.15.4 protocol, we did not
6 International Journal of Distributed Sensor Networks
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Table 3: Average symbol length (𝐿)whenmeasurements are compressed using dictionaries generated by other sets. Each column corresponds
to the values obtained when the set on the top row is used to generate the dictionary.
Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 𝜎
Set 1 2.16 2.17 2.31 2.21 2.27 2.20 2.21 2.36 2.22 0.07
Set 2 2.16 2.15 2.31 2.21 2.23 2.19 2.18 2.29 2.24 0.06
Set 3 2.59 2.59 2.56 2.70 2.76 2.65 2.66 2.93 2.68 0.11
Set 4 1.38 1.38 2.02 1.38 1.38 1.38 1.39 1.39 1.39 0.21
Set 5 1.23 1.23 2.00 1.22 1.22 1.22 1.23 1.23 1.23 0.26
Set 6 1.80 1.80 2.19 1.81 1.83 1.80 1.81 1.88 1.83 0.13
Set 7 1.40 1.40 2.04 1.40 1.40 1.40 1.40 1.41 1.42 0.21
Set 8 1.07 1.07 2.00 1.07 1.07 1.07 1.07 1.07 1.07 0.31
Set 9 1.04 1.04 2.00 1.04 1.04 1.04 1.04 1.04 1.04 0.32
Avg. 1.65 1.65 2.16 1.67 1.69 1.66 1.67 1.73 1.68 —
want to constrain our analysis exclusively to protocols that
only allow very small payloads; hence we show the results
for packet sizes of 50, 100, and 400 bytes. For comparative
purposes, we also show the average symbol length when the
entire dataset is compressed simultaneously (max). For each
packet size, the average symbol length was computed over all
packets. The results show that the average symbol lengths 𝐿
obtained using the proposed approach are lower than those
obtained using ALFC for any dataset or packet length. When
the entire datasets are compressed simultaneously, we achieve
an average symbol length reduction with respect to ALFC
between 4.8% and 30.9%, whereas for packets of 50 bytes, the
average reduction is between 16.3% and 30.6%. In addition,
unlike ALFC, the proposed method does not require the
user to adjust several different operation parameters, allowing
broader practical applicability, besides being less complex.
4.3. Impact of Encoding Symbols Not Present in the Dictio-
nary. To evaluate the impact of transmitting uncompressed
symbols not present in the dictionary, we augmented each
of the measurement datasets in Table 1 by inserting pairs of
uncompressed symbols along with the corresponding special
marker and computed the corresponding compression ratio
𝐶
𝑟
. Figure 5 shows the impact of varying the percentage of
uncompressed symbols between 0.1% and 3.5% of the total
size of each dataset. In the evaluation, we used the special
16 bit symbol 𝛿 shown in Table 2, and each uncompressed
symbol was represented using 𝐿
𝑢
bits, according to Figure 2.
As Figure 5 shows, even for a relatively high percentage
of uncompressed symbols, the compression ratio difference
is below 15% in the worst case (Set 2) and close to 12% on
average. It is important to note that if a high percentage of
the measurements in a given dataset must be encoded by
symbols which are not present in the original dictionary,
then the dataset clearly violates the basic assumption that
new measurements can be modeled based on the statistics of
previous measurements. In that case, an alternative method
should be employed. In most WSN applications, however,
that situation is rather uncommon. In the nine temperature
measurement datasets presented in Table 1, for example, there
were no symbols that were not represented in the original
dictionary shown in Table 2. As shown in the next section,
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Figure 5: Impact of the insertion of symbols not present in the
dictionary in the compression ratio 𝐶
𝑟
(%).
even when datasets which contain fewer symbols are used
to build the dictionary, the percentage of uncompressed
symbols remains quite low.
4.1. Comparison with Lossless Entropy Compression. With the
purpose of demonstrating the generality of the proposed
approach, we evaluated the performance of ourmethodwhen
datasets other than Set 1 were used to generate the dictionary.
Table 3 shows the results of this evaluation. In the table, each
row shows the average symbol length (𝐿) obtained when
the dataset on the left is compressed using the dictionary
generated by the dataset on the top. The last row shows the
average symbol length over all datasets. We can see that the
average symbol length over all sets is reasonably consistent,
except for that obtained using the dictionary generated by Set
3, which is higher than the average.The last column shows the
standard deviation (𝜎) of the symbol length. We can see that
the variation is generally quite small.
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Table 4: Percentage of symbols not present in the dictionaries generated by the different datasets.
Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9
Set 1 0.00 0.03 0.03 0.79 1.77 0.03 0.23 2.05 0.06
Set 2 0.00 0.00 0.03 0.98 1.17 0.03 0.46 1.28 0.24
Set 3 0.00 0.03 0.00 2.84 3.18 0.03 1.02 4.39 0.19
Set 4 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00
Set 5 0.00 0.00 0.00 0.04 0.00 0.00 0.02 0.01 0.01
Set 6 0.00 0.00 0.00 0.80 1.05 0.00 0.25 1.36 0.08
Set 7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.00
Set 8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Set 9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table 5: Main characteristics of the relative humidity datasets.
Location (lat., lon.) Range (%) Samples Date (mm/dd/yy) Sampling interval
Set 10 Morges, Switzerland (46.494, 6.472) [17] 44 to 95 15,362 08/06/07 to 09/02/07 2min
Set 11 Pas du Chat, Switzerland (46.029, 7.408) [17] 23 to 89 3,041 04/16/08 to 04/20/08 2min
Set 12 Bern, Switzerland (46.948, 7.444) [17] 25 to 91 4,851 03/13/07 to 03/15/07 0.5min
Set 13 Le Ge´ne´pi, Switzerland (46.025, 7.044) [17] 6 to 93 42,141 08/28/07 to 10/31/07 2min
Set 14 Matterhorn, Switzerland/Italy (45.976, 7.658) [18] 25 to 32 42,758 11/03/12 to 12/29/12 ∼2min
Set 15 Chamonix, France (45.879, 6.887) [18] 32 to 44 66,365 10/01/12 to 12/29/12 ∼2min
Despite the longer symbol lengths obtained when Set 3
is used, the proposed method performed better that LEC
in all the cases presented in Table 4. It also outperformed
ALFC’s best case compression in every scenario, except when
the dictionary generated by Set 3 is used to compress the
symbols in sets with very low entropy. Again, one must take
into consideration the simplicity of the proposed method.
Table 4 shows the percentage of symbols present in each
dataset which cannot be represented by the dictionary gen-
erated using the dataset on the top row.The results show that
the percentage of symbols not present in the dictionary is very
close to zero inmost cases.The percentage of symbols outside
the dictionary is at most 4.39%, which would still allow the
proposed method to perform quite well. It is interesting to
notice that the highest percentages of symbols not present
occur exactly when sets which contain a very limited number
of symbols are used to generate the Huffman dictionaries
(i.e., Sets 4, 5, and 8). However, for these very same sets,
the maximum symbol length is significantly shorter (because
fewer symbols are present), and as a consequence so is the
length of the special symbol 𝛿, which mitigates the impact
of the insertion of additional uncompressed symbols. This
can be verified in Table 3, where we can see that the average
symbol lengths obtained using the dictionaries generated
by sets that caused the highest percentages of symbols not
present (especially Set 8) are not significantly higher than
those obtained using other sets.
4.5. Evaluation Using Relative Humidity Measurements. The
proposed approach can be applied to other environmental
datasets. In order to demonstrate that, we consider a set of
relative humidity measurements, whose characteristics are
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Figure 6: Probability distributions of the differences between
consecutivemeasurements for each of the relative humidity datasets.
listed in Table 5. Figure 6 shows the probability distribution
of the differences between consecutive relative humidity
measurements for each of the datasets. Figure 7 shows the
average symbol length for the uncompressed case (𝐿
𝑢
), the
entropy of the relative humidity measurements (𝐻), and the
entropy of the difference of consecutive relative humidity
measurements (𝐻
𝑑
).
The results concerning the utilization of the proposed
scheme and of LEC are shown in Figure 8. In this case,
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Figure 7: Average symbol length (𝐿
𝑢
) for the uncompressed case,
entropy of relative humidity measurements (𝐻), and entropy of the
differences of consecutive measurements (𝐻
𝑑
).
a Huffman dictionary (Table 6) was generated based on the
measurements in Set 10 and used to compress the measure-
ments in Sets 11 to 15 (if a temperature dataset, such as Set 1, is
used to generate the dictionary, a degradation of up to 17.6%
can be seen when compressing relative humidity datasets).
The conclusions are very similar to those obtained for
the temperature datasets. Once again the proposed scheme
performs best, while approaching the theoretical limit for
some of the datasets.
As we did for the temperature datasets, we also compared
the performance of our approach to that of ALFC using the
same set of parameters used in Section 4.2. Figure 9 shows the
average symbol length (𝐿) after compression using ALFC and
our proposed approach for the six relative humidity datasets.
Again, the proposed approach outperforms ALFC for any
dataset or packet length.
5. Conclusions
This paper presents a lightweight compression mechanism
for low resolution sensor nodes based on fixed Huffman dic-
tionaries. Since the proposed scheme presents very modest
computational and memory requirements, it can be easily
employed in practical wireless sensor nodes. In order to
evaluate the method, we computed the compression ratio
obtained in several real datasets containing temperature and
relative humidity measurements collected at different loca-
tions and during distinct periods of time. The compression
ratios obtained using our approach vary between 46% and
82%. The code efficiency results also demonstrate that in
some cases the proposed method closely approaches the
theoretical limit. Finally, the proposed scheme, although
extremely simple, outperforms LEC [2] for all the considered
datasets and ALFC [4] in the vast majority of cases.
The most promising direction we envision for the future
is to improve our ability of understanding the reference
measurement datasets so that we can compensate for defi-
ciencies in the dataset during dictionary generation. That
Table 6: Proposed fixed Huffman dictionary for relative humidity
datasets.
𝑑
𝑖
Codeword
−15 111111001000110
−14 1111110010001111111
−13 11111100100010
−12 1111110010000
−11 1111110010001111110
−10 11111100101
−9 11111100110
−8 1111000000
−7 111100001
−6 11110001
−5 1111001
−4 111110
−3 11001
−2 1101
−1 101
0 0
+1 100
+2 1110
+3 11000
+4 111101
+5 1111111
+6 11111101
+7 111111000
+8 11110000011
+9 11110000010
+10 1111110011101
+11 1111110011100
+12 111111001000111110
+13 111111001001
+14 1111110011111
+15 11111100100011110
+16 1111110011110
𝛿 1111110010001110
is, we would like, for example, to analyze the relationship
between measurement range and sample rate in order to
adjust for any discrepancies before generating the dictionary.
This would mitigate the impact in the performance of the
method seen, for example, when Set 3 was used to generate
the dictionary. In fact, taking one step further, this approach
might allow us to establish synthetic measurement distribu-
tions for different environmental variables (e.g., temperature
or relative humidity) which would allow sensor nodes to
generate measurement dictionaries on-the-fly without the
necessity of referring to reference datasets. For example, the
experiments with temperature measurements in Section 4
showed that very high compression ratios are achieved when
Set 1 is used to generate the Huffman dictionary. As Figure 1
shows, the distribution of the measurement differences in
Set 1 can be obtained by sampling a Laplacian distribution
with mean 0 and scale 1 at integer points. The dictionary in
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Figure 9: Average symbol length (𝐿) (bits/sample) after compression using ALFC [4] and the proposed method for different packet sizes for
relative humidity datasets.
Table 2 can then be generated by constructing aHuffman tree
based on the probabilities of the points [−8, . . . , +10]. This
entire procedure could be carried out by a wireless sensor
node based exclusively on the knowledge of the median and
variance of the distribution and on the range of points that
must be sampled without any additional information about
the original dataset.
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