INTRODUCTION {#s1}
============

Motion capture, the process of quantifying the movement of a subject, is an essential step in understanding animal locomotion. In many situations it is highly desirable to measure three-dimensional data since the movement of interest cannot be easily reduced to a two-dimensional activity. Even when 2D data are required, for free-ranging animals the requirement for the action to occur perpendicular to the camera axis ([@b28]) means that many otherwise usable recorded locomotor bouts have to be discarded. In human movement sciences the current state of the art for motion capture is the use of marker clusters on limb segments ([@b2]), which allow automated, accurate, high speed 3D measurements to be made easily. However, these techniques are much less commonly used in animal studies. Whilst placing markers on a human subject is usually straightforward, in many animal studies this is simply not a practical option, either because the animal does not tolerate the attachment of markers, or because the work is not being performed in a laboratory setting and there is no opportunity to attach markers. Without markers, we need to use a markerless technique, and in the past this has generally meant manual digitisation of video footage. 3D position calculations without markers often have an unacceptably low accuracy because of the need to digitise exactly the same point on multiple cameras, which can be difficult to achieve ([@b21]). A further difficulty is that we need to calibrate the 3D space. This is usually achieved by using a calibration object of known dimensions but in many zoo or free ranging settings it may not be easy to do this. In addition the accuracy of 3D calibration is usually dependent on the number of calibration points and their coverage of the field of view ([@b5]), which further reduces the possible accuracy outside the laboratory. However, recently there has been increasing interest in using non-marker based techniques that rely on photogrammetry, which is seen as having advantages in terms of both potential ease of use and flexibility ([@b14]). Unmarked photogrammetry from multiple, synchronised video cameras has been tried for bird flight studies ([@b24]) but in this case it still required considerable manual intervention to assign common points on multiple camera images. However, 3D photogrammetry has now reached the stage where we can extract 3D objects from uncalibrated 2D images. Perhaps the most striking example to date is the "Building Rome in a Day" project, which used images from the Flikr web site (<https://www.flickr.com>) to generate a 3D model of the whole city ([@b1]).

Automated 3D reconstruction from uncalibrated cameras is essentially a two stage process. Stage one is to reconstruct the camera optical geometry, which requires a number of points that can be identified in multiple images. This reconstruction is achieved using Bundle Adjustment ([@b27]). This process assumes an initial set of camera parameters and calculates the reprojection error of the images coordinates onto 3D space. Successive iterations refine the optical parameters to produce a minimal error consensus model where features are located in 3D space and the camera parameters are solved. The 'bundle' refers to both the bundles of light rays that leave each 3D feature and converge on the optical centre of each camera, and the fact that the solution is for all the cameras simultaneously. The calibration points can be assigned manually but this is time consuming and potentially not very accurate. However, calibration points can be extracted automatically from many scenes. This is commonly achieved using Scale-Invariant Feature Transform (SIFT) algorithms ([@b13]). These algorithms work by decomposing an image into a set of 'feature vectors', which encode areas of the image where there is rapid change of colour and intensity in terms of the underlying morphology. By choosing a suitable encoding system these vectors are largely invariant with respect to the view orientation and can thus be compared between images based on Euclidean distance. Thus in a series of images of the same subject the algorithm can extract large sets of matching features along with a likelihood score for the strength of the match. These can be fed into the bundle adjustment algorithm directly and choosing the correct points can become part of the optimisation task. These techniques rely heavily on rather difficult numerical analysis and only recently have desktop computers become powerful enough for them to become practical options for real-world problems. At the same time considerable work has been done to optimise the required calculations to make this a realistic proposition. Stage two uses the calibrated views to produce a dense point cloud model of the 3D object. There are a number of possible approaches (for a review, see [@b20]). Probably the most widespread current approach is patch-based multi-view stereo reconstruction ([@b11]). This approach consists of finding small matching areas of the image, expanding these patches to include neighbouring pixels, and then filtering to eliminate incorrect matches. Remaining patches are then merged to generate a dense 3D point cloud representing the surface of the objects viewed by the cameras excluding areas where the view is occluded or where there is insufficient texture to allow matching to occur.

This photogrammetric approach has gained wide acceptance for producing 3D models of landscapes and static objects in areas such as archaeology ([@b19]) and palaeontology ([@b10]). However, we wished to ascertain whether it could be used effectively on moving animal subjects to obtain 3D locomotor data by treating individual video frames as still images and using an open source reconstruction work flow. In particular we wanted to know whether the typical resolution of video images and the textural properties of subject animals would allow 3D reconstruction to take place, and if so, to quantify the limitations and inform future work in this area.

MATERIALS AND METHODS {#s2}
=====================

Photogrammetry works best with high resolution, high contrast, overlapping images of objects with strong textural patterns. To achieve this with video we need to extract sets of simultaneous images from synchronised cameras. The choice of camera is important because we need exact synchronisation to prevent temporal blurring between the individual frames, and we need high quality images with minimal compression artefacts. We used four Canon XF105 high definition video cameras synchronised using an external Blackmagic Design Mini Converter Sync Generator. These cameras have a relatively high data rate (50 Mbps) and a 4:2:2 colour sampling pattern. The cameras were mounted on tripods and directed at the target volume. The separation distance between the cameras was measured using tape measure. A reasonable degree of image overlap was ensured by keeping the angle between the individual cameras to approximately 5 to 10 degrees. To ensure that the motion of the subject was completely frozen, a shutter speed on 1/1000 to 1/500 second was chosen, and to maximise the image quality, the sensor gain was set to 0 dB. This meant that we could only film in relatively bright conditions, and required substantial illumination whilst indoors, which was achieved using photographic floodlights. In addition, exposure, focus and zoom were all locked once the cameras were correctly placed so that the optical parameters remained constant throughout the filming period. Sequences were filmed at either 1080p30 or 720p60 depending on the speed of motion being observed. Interlaced modes were not used to simply data processing and to maximise image quality. The video data from each camera were saved directly to compact flash cards mounted in the cameras in Canon MXF format.

We filmed a number of activities under different conditions. In the laboratory we filmed a Japanese macaque walking on a treadmill. Under free ranging outdoor conditions we filmed Japanese macaques, chimpanzees, and also by chance we managed to film a crow flying through the enclosure. All filming took place at the Primate Research Institute, Kyoto University, and all experimental work was approved through the Animal Welfare and Animal Care Committee following the \"Guidelines for Care and Use of Nonhuman Primates of the Primate Research Institute of Kyoto University (3rd edition, 2010)\". We have selected a number of use cases that illustrate the capabilities and limitations of the 3D reconstruction technique. To perform the 3D reconstructions we needed to extract the individual frames from the set of cameras as individual, synchronised image files. It proved impossible to start the cameras with frame specific accuracy even though the external genlock means that the frames are themselves always exactly synchronised. This meant that we needed to align the timing of the individual clips after the recording had taken place. This alignment was achieved by first finding a common event that occurred in all the recorded views and noting the frame number associated with that event. In the laboratory experiments this event was artificially generated by dropping at object into the volume of view and seeing when it hit the ground. In the free-ranging experiments we had to rely on identifying a rapid movement made by the animals themselves such as foot or hand strike during locomotion. Once the number of frames of timing offset between the individual cameras was known, we then identified the start and stop frames that marked the intervals within the clips where the animal was doing something we wished to measure. We then extracted the individual frames from each film clip using the open source tool ffmpeg (<http://www.ffmpeg.org>) and saved them as sequentially numbered JPG files in separate folders, one for each camera.

To perform the 3D reconstruction we initially used *VisualSFM* (<http://ccwu.me/vsfm>) and would certainly recommend this as an initial step. However, it rapidly became clear that with a large number of frame sets to reconstruct we needed some way of automating the reconstruction. To do this we used python to create a script that would (1) select the synchronous images, (2) apply the feature detector program *vlfeat* (<http://www.vlfeat.org>) to extract the feature information using the SIFT algorithm, (3) generate lists of possible matches between the images using *KeyMatchFull* from the Bundler package (<http://www.cs.cornell.edu/~snavely/bundler>), (4) run the program *bundler* (also from the from the Bundler package) to perform the bundle adjustment, and output the camera optical calibration file. Only a single camera calibration file is required for each clip since the cameras do not move. We chose a single image set and checked that the sparse reconstruction produced by *bundler* was correct. We then ran a separate python script that would run the dense point cloud reconstruction program *pmvs2* (<http://www.di.ens.fr/pmvs>) on all the image sets in the clip using a single camera calibration file for each clip. This script calls *Bundle2PMVS* from the Bundler package to perform *RadialUndistort* on the images and then runs *pmvs2*. The end result is a single folder for each clip containing a numbered list of point cloud files in PLY format, with each point cloud representing the 3D reconstruction from an individual frame set.

Once we had a set of point cloud files, we need a way to measure them. These files are produced at an arbitrary orientation and scale so the first task is to orient the file and apply a suitable scale factor so that any measured data are meaningful. Orientation was done by identifying a vertical direction within the image and rotating the points so that this direction aligned with the +Z axis. Then the horizontal direction of locomotion was defined on this new point cloud, and the point cloud was rotated about the +Z axis until this direction was aligned with the +X axis. The reconstructions use a right handed coordinate system so that +Y will now point to the left hand side of the animal going forward. With the point cloud aligned it was now possible to measure individual points and lines directly from the cloud itself. We could not find any existing tools that could achieve these operations easily and interactively so we wrote a new program called CloudDigitiser (<http://www.animalsimulation.org>) to allow all these operations to be achieved in a relatively streamlined fashion. This program was written in C++ using the Qt cross-platform toolkit so that it is able to run on Windows, MacOSX and Linux platforms. It allows points, lines and planes to be fitted to groups of points selected using the mouse. It can also calculate and perform the necessary rotations and translations required to define a suitable origin and coordinate system. Once oriented, there are two options for calibration. The easiest option is to measure a known distance within the point cloud and calculate an appropriate scale factor. The cloud should be undistorted so a single scale factor is all that is required. Alternatively, the reconstruction process outputs the positions of the cameras so that their separation can be calculated. Since the actual camera separation has been measure then we can also use this to calculate a suitable scale factor for the cloud. Once a set of calibrated, oriented clouds have been produced, CloudDigitiser allows the user to step between all the cloud files in a particular folder and measure a set of locations off each cloud. These locations can then be exported as a text file for further analysis in any suitable program.

RESULTS {#s3}
=======

The first example is a laboratory experiment where a male Japanese macaque was trained to walk bipedally on a treadmill. Four cameras were mounted on tripods and positioned at the side of the treadmill, ∼2.5 m from the treadmill and spaced ∼0.35 m apart. The treadmill was brightly illuminated using photographic spotlights enabling a shutter speed of 1/500 s and a gain of 0 dB. The film format was 720p60 giving a frame rate of 60/1.001 frames per second. Orientation and calibration was achieved using the known orientation and dimensions of the wall panels visible in the reconstruction. +X was set as the direction of the treadmill belt, +Z was up and +Y was therefore the right hand side of the monkey. [Supplementary material Fig. S1](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1) shows the images from the cameras cropped around the monkey and the 3D reconstruction produced. The field of view of each camera was actually rather larger and included the whole of the treadmill. The 3D reconstructions were analysed by placing virtual markers on the skin over a series of presumed joint centres at the left shoulder, hip, knee, ankle and metatarsal 5 head. CloudDigitiser outputs the marker locations that have been placed as an XML file that can be read into Matlab for further analysis. [Fig. 1](#f01){ref-type="fig"} shows the 3D positions of the virtual markers over time. Since this is a bipedal walk on the treadmill, it is easy to identify the stance phase by the periods of constant positive X velocity for the metatarsal 5 head virtual marker. The data are quite noisy but this is only to be expected from manually digitised joint centres (e.g. [@b28]). By comparing the movements of the distal elements in [Fig. 1B](#f01){ref-type="fig"} and [Fig. 1C](#f01){ref-type="fig"} it can be seen that there is actually relatively little lateral movement. However, the picture is clearer if we calculate the angles projected into the X = 0, Y = 0 and Z = 0 planes as shown in [Fig. 2](#f02){ref-type="fig"}. It is now clear that there is appreciable abduction at the hip ([Fig. 2A](#f02){ref-type="fig"}) and that the maximum deviations from vertical coincide with the swing phase indicating that this movement makes an appreciable contribution to ground clearance, although the angular changes occurring in the sagittal plane ([Fig. 2B](#f02){ref-type="fig"}) are much bigger.

![Marker trajectories for a Japanese macaque walking bipedally on a treadmill.\
(A) X direction (AP). (B) Y direction (lateral). (C) Z direction (vertical).](bio-03-07-656-f01){#f01}

![Segment angles for a Japanese macaque walking bipedally on a treadmill.\
(A) Around X axis. (B) Around Y axis. (C) Around Z axis.](bio-03-07-656-f02){#f02}

The second example shows an adult male chimpanzee walking bipedally on a series of ropes in an outdoor enclosure ([supplementary material Fig. S2](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1)). This is a fairly typical zoo set up where there is no opportunity to control the location of items within the enclosure, so that there is no control over the movement of the animals. The orientation of the ropes is such that it is impossible to position any cameras perpendicular to the direction of movement, and access to this high location to achieve any in-shot calibration is similarly not possible. In these conditions standard 2D video techniques would only allow qualitative movement descriptions coupled with timing data and this would greatly limit the possible interpretive power. For 3D photogrammetry, we were able to place four cameras on tripods on a convenient balcony some 30 m from the ropes. The camera spacing was set to 2 m between each camera using a tape measure. Filming was done on a bright, sunny day with a shutter speed on 1/1000 s, 0 dB gain, and with the recording format set to 1080p30 and hence a framing rate of 30/1.001 frames per second. [Supplementary material Fig. S3](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1) shows the 3D reconstruction produced from the middle of the locomotor bout with the +Z defined from the verticals on the tower, and +X defined from the single rope used as the foot support. The origin location was taken as a point on the support rope close to where it is tied to the tower. Distance calibration was performed using the mean camera separation. The structure of the towers and rope bridges can be clearly seen, as can the body of the chimpanzee. However, there are significant gaps in the reconstruction in areas where there is no textural variation in the fur colour of the animal. To investigate the types of analysis that are possible with these reconstructions we used CloudDigitiser to digitise the estimated locations of the hip, knee, ankle and hand on the right hand side; the ankle and hand on the left hand side; and the head location. [Fig. 3](#f03){ref-type="fig"} shows the position of the head against time. The positional data are again moderately noisy and although absolute mean velocities can easily be extracted using linear regression (0.85 ms^−1^ in this case), instantaneous velocities are more difficult due to the level of noise. Moderate results can be obtained by spline fitting and differentiation, which is what has been done here ([Fig. 3B](#f03){ref-type="fig"}). Similar results can be obtained using the more typical Butterworth low pass filter (e.g. [@b16]) but because of the noise levels and the relatively low sampling frequency, a very low cutoff frequency (2 Hz) is required ([Fig. 3C](#f03){ref-type="fig"}).

![Position and velocity charts for the head marker of a chimpanzee walking bipedally.\
(A) Position with cubic spline line fit. (B) Velocity derived by differentiating the cubic spline. (C) Velocity derived by linear difference fit to raw (circles) and Butterworth 4 pole low pass bi-directionally filtered data (lines).](bio-03-07-656-f03){#f03}

Individual limb movements can also be extracted. [Fig. 4](#f04){ref-type="fig"} shows the ankle positions as the chimpanzee walks bipedally. These clearly show that the movement during swing phase used to clear the foot from the substrate is a combination of both vertical and lateral deviation with the lateral component being appreciably larger than the vertical component. This lateral component of the movement would be completely missed with a side-on 2D analysis. [Fig. 5](#f05){ref-type="fig"} shows the hand and foot horizontal positions and velocities. These are interesting because the feet show the clear swing and stance phases as would be expected whereas the hands start with a non-phasic movement as they are slid along the support ropes demonstrating a clear hand-assisted bipedalism ([@b25]), which changes into a more phasic pattern suggesting that the animal switches to something more akin to traditionally described quadrumanuous clambering later in the bout ([@b15]).

![Trajectory of the ankle marker of a chimpanzee walking bipedally.\
(A) Y (lateral). (B) Z (vertical).](bio-03-07-656-f04){#f04}

![X position and velocity charts for the hand markers of a chimpanzee walking bipedally.\
(A) X position with cubic spline line fit. (B) Velocity derived by differentiating the cubic spline.](bio-03-07-656-f05){#f05}

We also wished to test the utility of the 3D photogrammetric approach for multi-animal movement studies. We filmed a group of Japanese macaques on a flat area in their enclosure at a distance of ∼20 m using 4 cameras ∼1.7 m apart. Filming was done on a bright, sunny day with a shutter speed on 1/1000 s, 0 dB gain, and with the recording format set to 1080p30. The camera view is shown in [supplementary material Fig. S4](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1) and as can be seen, the camera angle was such that we could only take a steeply raked sideways shot of the area of interest. +Z was defined as the direction perpendicular to the flat surface that the animals were walking across. The choice of X direction in this case was entirely arbitrary and we use the boundary between the gravel and the concrete slope simply because it was a convenient straight line. Distance calibration was performed using the measured camera separation. With animals moving on a flat surface like this, the clearest way of displaying the data is to produce a plan view. However, using 2D approaches, this would require a camera to be mounted above the area of interest, which is rarely possible outside the laboratory. However, as can be seen from [supplementary material Fig. S5](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1), the 3D reconstruction can be viewed from any angle desired and whilst the apparent resolution from above is lower, the positions of the animals can be clearly identified. This allows a fully calibrated plan view of the positions of the animals over time ([Fig. 6A](#f06){ref-type="fig"}), and although the area of interest was predominantly flat, it also allows the vertical space usage to be evaluated too ([Fig. 6B](#f06){ref-type="fig"}).

![Trajectories of the animals observed in the study area over a 30 s period.\
(A) Plan view. (B) Side view.](bio-03-07-656-f06){#f06}

Finally, during the course of these experiments to evaluate 3D photogrammetric video on primates, we were able to capture a brief sequence of a crow flying through the field of view and were able to test whether this technique would be useful for studies on flight. The experiment was set up to film Japanese macaques walking along a pole ∼30 m from the observation platform. Four cameras were set up ∼1.7 m apart and we were using a shutter speed on 1/1000 s, 0 dB gain, and with the recording format set to 1080p30. The pole was of known length so this was used directly for calibration, and the vertical poles in the shot were used to orient the +Z axis. Because of the high shutter speed, the bird\'s motion was frozen very effectively although the relatively low framing rate meant that the temporal resolution of wing movements was comparatively poor ([supplementary material Fig. S6](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1)). The reconstruction algorithm relies on matching textural patterns in the images. It was therefore pleasantly surprising that an essentially black bird was so well resolved ([supplementary material Fig. S7](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1)). The rear view (top right, [supplementary material Fig. S7](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1)) shows the curvature of the wing very clearly. In the point clouds, the +X direction was aligned with one of the horizontal poles but for the analysis the bird\'s direction of motion was used to define the +X direction. This was done by fitting a line to the sequential positions of the bird\'s head and rotating the measurements around the Z axis until this fitted line was parallel to the X axis. This allowed all the extracted measurements to be relative to the horizontal direction of travel. [Fig. 7A](#f07){ref-type="fig"} shows the horizontal and vertical flight paths and by fitting a straight line we can calculate that the mean speed over the ground is 4.74 ms^−1^ and the mean rate of ascent is 0.82 ms^−1^. The instantaneous velocity can also be calculated by differentiation ([Fig. 7B](#f07){ref-type="fig"}) although again care must be taken with data smoothing. Obtaining values such as these from free flying birds is extraordinarily difficult. Similarly the wing 3D trajectory can be obtained by placing virtual markers on the wing tip. Wingtip trajectories are commonly recorded in wind tunnel experiments (e.g. [@b26]) but obtaining equivalent information on free flying birds is much more challenging and allows us to obtain information from non-steady state activities such as turning. The lateral and side views of the wingtip trajectories are shown in [Fig. 8](#f08){ref-type="fig"}.

![Crow horizontal and vertical head movements.\
(A) Position with cubic spline line fit. (B) Velocity derived by differentiating the cubic spline.](bio-03-07-656-f07){#f07}

![Wingtip trajectory plot with bird moving in positive X direction.\
(A) Side view. (B) Top view.](bio-03-07-656-f08){#f08}

DISCUSSION {#s4}
==========

The four examples presented demonstrate the utility of 3D video photogrammetry. The technique obviously works best in a laboratory situation where lighting can be used to maximise the contrast on the surface of the animal. Like any video-based technique, it benefits from situations where the movement of the subject can be restricted so that as much as possible of the field of view can contain useful information. This maximises the resolution and produces the highest quality data. Even so, it is clear that there is considerable resolution loss moving from the original 2D images to the 3D reconstruction ([supplementary material Fig. S1](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1)), and the reconstruction has gaps that mean that marker positions have to be interpolated. On the plus side, the 3D reconstruction removes any parallax errors from the data and these can cause significant errors in 2D data collection when it is not possible to move the cameras to a large enough distance to allow the effects of distance changes to be ignored. If the subject is amenable to the attachment of motion capture markers the accuracy and ease of use would be improved, but if markers are an option then a standard commercial 3D motion capture system will produce better data far more efficiently than the photogrammetric approach presented here. However, there are many laboratory situations such as bird ([@b26]) or insect ([@b9]) flight where attaching markers is difficult or may affect the outcome of the experiment, and this is where video photogrammetry provides a viable option for obtaining 3D data.

The technique really comes into its own outside the laboratory environment. The data presented here on chimpanzee bipedalism would not have been possible to obtain using traditional techniques. It is often the case that calibration is impossible and obtaining any quantitative kinematic data requires time consuming and relatively inaccurate approaches such as surveying the enclosure ([@b4]) or using parallel lasers ([@b18]). 3D video photogrammetry is self-calibrating based on the separation of the cameras so it will always generate absolute magnitudes. The fact that the data produced are 3D means that a much greater proportion of performances can be measured successfully, which is essential for relatively rare occurrences such as bipedalism. It also means that the analysis can take place in 3D. It is certainly true that many locomotor studies are restricted to 2D, not because the phenomenon being studied is well approximated by a 2D model, but because obtaining 3D data is much more difficult. Thus the observation made here that the foot movement laterally in swing phase is greater than the movement vertically would not have been apparent with a 2D technique. In addition, because of practical requirements in terms of laboratory facilities or camera placement, many chimpanzee locomotor studies (e.g. [@b6]; [@b23]; [@b29]) are terrestrial and this means that important features of their locomotor system are not being adequately assessed. The flexibility of 3D photogrammetry means that there are many more opportunities for recording the actual kinematics of animals performing complex locomotor activities in naturalistic enclosures.

This is equally the case when considering group interactions. Outside the laboratory there is little choice in where cameras are placed and without a 3D reconstruction it is not possible to get good quality spatial data from lateral camera views. With a self-calibrating 3D system it is possible to compensate for sub-optimal camera positions and to generate an accurate spatial view from any desired direction ([Fig. 6](#f06){ref-type="fig"}). This opens the possibility of doing a full, quantitative spatial analysis of any group-living animal, which would then allow the quantitative testing of model predictions ([@b12]; [@b8]) and provide inputs for a range of spatial studies such as agent-based modelling ([@b22]) and enclosure use ([@b17]). Furthermore, because this technique demonstrably works on birds in flight ([supplementary material Fig. S7](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1)), groups do not have to be restricted to a plane, and more complex 3D flocking behaviours can potentially be analysed ([@b7]), which may provide a more flexible approach than the current stereoscopic techniques ([@b3]).

However, 3D video photogrammetry is not without its own difficulties. The process of 3D reconstruction reduces the apparent resolution of the video images considerably and this means that detail is much harder to see and it becomes more important that the movement of interest fills the reconstruction volume ([supplementary material Fig. S1](http://bio.biologists.org/lookup/suppl/doi:10.1242/bio.20148086/-/DC1)). We would suggest that the advent of affordable 4K cameras may well prove very useful in this context to maintain a desirable reconstruction accuracy. Photogrammetric 3D reconstruction also requires high quality images to work from. We found that in conditions of poor light or low contrast, the algorithms were much less successful and reconstructions often failed completely. In addition it was important that there was enough texture in the shared fields of view for the bundle adjustment to calibrate the cameras. This was generally the case, but could fail if, for example, there was very little background information because the animal was positioned against the sky, or against a featureless (or indeed a very regular patterned) wall. In laboratory conditions, getting the lighting correct was important, and a bright side light to enhance the shadows created by the fur proved to be useful. Similarly it was helpful if there was plenty of static texture in the field of view -- quite the reverse of the plain backgrounds normally used in video-based motion capture approaches. The reconstruction quality is quite variable and there is a tradeoff between the completeness of the reconstruction and noise level. Getting the exposure level correct so there are no areas where the subject is over-saturated or completely dark is also an important factor. Using high dynamic range cameras would help this, but it is certainly a problem when particular areas of the animal\'s body are not reconstructed due to a lack of texture. In general the requirements for high quality images mean that this technique would benefit from greater skill as a videographer and higher quality cameras than would normally be considered necessary.

The reconstruction process itself is computationally demanding. On a single processor desktop it can take about 30 minutes to reconstruct a single frame set. With multiple processors it is relatively easy to process multiple framesets simultaneous, and some aspects of the reconstruction are implemented to take advantage of multiple processor environments and graphics card processing. However, it can still take a very long time to process a set of clips. The real disadvantage of this is that it may not be possible to check the quality of the reconstruction whilst still on site, and any alterations to data collection protocols may have to wait until the 3D reconstructions have been evaluated. The 3D reconstruction can work with any type of camera but high speed filming would necessarily lead to more images to process and even greater time and computational demands. Currently the computational tools available are not especially easy to use. There are some commercial tools available but these generally do not provide the batch capabilities required to process sets of video images. However, there is a great deal of interest in this research area both from academics and commercial interests so we would predict that there will be appreciable software advances in the next few years. In particular *VisualSFM* now includes batch processing capabilities and uses GPU-based acceleration so might be preferable for new users although the time consuming part of the process is still the *pmvs2* step. Another issue is file size. A great deal of work has been applied to video files so that they can be efficiently compressed and thus reduced to manageable sizes with minimal quality loss. As far as we are aware, no such lossy compressed file formats exist for 3D models. Each individual PLY file can be as large as 30--40 MB depending on the field of view and any objects in the background. Thus a 10 second clip at 60 fps can take up almost 25 GB of space. Thus having adequate storage space is an important consideration.

In terms of analysis, our *CloudDigitiser* tool makes manual measurement of specific points on the body reasonably straightforward. Since we are not restricted to pre-assigned marker locations, there is a great deal of flexibility to choose how the data are analysed after the experiment. However, we feel that the sort of data obtained by this technique would probably benefit from non-traditional forms of analysis. Obviously if the locations of particular points are the direct research goal then the approach presented here is ideal, and certainly straightforward. Often, though, these points are used as methods for generating other derived properties such as joint excursion angles and positions of centres of mass. We would suggest that when working from point cloud surface data, there are better approaches. For example, the angle of a limb segment may be better measured by fitting a line to the 3D body surface, and joint angles calculated directly from this. Similarly, with a point cloud, the centre of mass can best be estimated by fitting a segment outline to the available data. Probably the best option would be to fit the 3D outline of an articulated model of the subject animal to the complete surface data. These approaches would need to be customised for each particular species, which is a great deal of work, but they should provide very much higher quality kinematic data and cope well with the issues associated with blank patches where the reconstruction has failed due to lack of visible texture. In addition, 3D video photogrammetry can provide data that are not normally available. By recording complete surfaces and volumes it becomes possible to consider soft-tissue movements in much greater detail and for particular studies, such as locomotion in obese animals, this could be invaluable. Another advantage of photogrammetric approaches is that they work at any scale, and in any medium. It would therefore be possible to adapt these techniques to perform 3D measurements on very small animals such as insects or to reconstruct fish movements underwater. In addition the point clouds produced may allow novel analysis of a wide range of invertebrates without rigid skeletons. One possible advance is that it is not necessary to keep the cameras fixed. The reconstruction does not need to use any information from previous frames so cameras could be panned and zoomed as necessary to keep the target in the field of view. This would potentially allow a much greater resolution and allow animals to be followed over much greater distances. However, there would then be a need to reassemble multiple 3D reconstructions, which would be computationally challenging. We would also predict that there are likely to be considerable software advances in this area, and with improved quality and reliability, multi-camera 3D reconstruction will become an important archive technique to preserve the forms and locomotion for the sadly increasingly large number of endangered species.

Conclusion {#s4a}
----------

Markerless 3D motion capture is possible using multiple, synchronised high definition video cameras. It provides a way of measuring animal kinematics in situations where no other techniques are possible. However, there are still a number of technical challenges that mean that marker-based systems would still currently be preferred if they are feasible. However, we would predict that this approach is likely to become more prevalent as both hardware and software improve.
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