For a special linear group SL n (K) (K a field) we want to find the minimal integer k (extended covering number) such that 1 ∈ C 1 · · · C k for arbitrary non-central conjugacy classes C i of SL n (K). Using methods from Chevalley groups, length-theorems on products of simple mappings and theorems on products of cyclic mappings we find that k = n + 1, provided n and the field are not too small.
Introduction
Let n ∈ N 2 , K a field and V := K n . GL = GL n (K) denotes the group of regular n × n matrices over K and SL the subgroup of matrices with determinant 1. The center of GL (of SL) consists of the homotheties in GL respectively SL. For k ∈ N we study the property ( * ) 1 ∈ C 1 · · · C k for arbitrary non-central SL-conjugacy classes C i . If k satisfies ( * ) then k + 1 fulfills also ( * ) (as a product C 1 C 2 of non-central SL-conjugacy classes contains a non-homothety). The minimal number k with this property is called the extended covering number. A lower bound is n + 1.
To our knowledge, the best published upper bound (when n 3 and K / = GF2) is 3n + 4 ( [15] , Theorem 2.9).
We will prove that n + 1 is the extended covering number, provided n 3, n / = 4 and K / = GF2.
The case n = 4 requires some specific considerations; when n = 4 and |K| 4 the extended covering number is also n + 1 = 5. This result, together with the remaining cases will be published in an additional paper. If K = GF2 the problem is easier as each GL-conjugacy class is an SLconjugacy class. The case n = 2 is studied in [18] . 1 In this case properties of the underlying field play a role.
For the field of complex numbers the problem is closely akin to the Deligne-Simpson problem.
Our article includes also results to the question when a product of SL-or GL-conjugacy classes contains a cyclic mapping, a question that was treated by various authors. Rodgers and Saxl [15] use methods from Chevalley groups. We need these results. Several arguments in the present paper are part of proofs to propositions in [15] but we write them down nevertheless in order to make the article easy to read and rather self-contained. Through these methods, theorems on permutation groups by Dvir [4] and Boccara [2] contribute to one of our essential propositions 6.9. The minimum rank of a linear mapping equals the index of a certain permutation. Sometimes we need also basic but tedious computations, e.g. in 6.8 when we cope with particular nasty SL-conjugacy classes. Further cornerstones in the proof to the Theorem are results on products of simple mappings (linear mappings with an (n − 1)-dimensional fixed space), e.g. 7.4. We prove also a result 7.11 on the fixed space of an appropriate element in a product of two SL-conjugacy classes, depending on the minimum ranks of the conjugacy classes.
One can define the extended covering number in slightly different ways that coincide:
Remark. Let k ∈ N and let G be a non-abelian group. The following statements are equivalent. 
If a number k as in (ii) exists then G/Z(G) is a simple group.
Remark. The extended covering number of SL n is n + 1.
Indeed, let the SL-conjugacy class C 1 consist of elements ϕ ∈ SL such that V (ϕ − 1) = V and let C 2 = . . . = C n consist of transvections. Then 1 / ∈ C 1 · · · C n (see 'path lemma' in 7.2). All arguments in this article contribute to the main result:
Theorem. Let n 3, n / = 4, and K / = GF2. If k n + 1 and C 1 , . . ., C k are non-central SL nconjugacy classes then 1 ∈ C 1 · · · C k .
As noted above, the result holds true also when n = 4 and |K| 4, but we will prove this in an additional paper.
Concepts

Notation
Let N ⊆ GL denote the group of monomial matrices in GL, i.e. matrices with precisely one entry / = 0 in each row and in each column. Let U denote the group of upper diagonal matrices with all entries equal 1 in the diagonal.
Replacing in a matrix of N each entry / = 0 by 1 we obtain a group-homomorphism of N onto the group of n × n permutation matrices. The kernel H consists of the diagonal matrices in N.
Hence the Weyl group N/H is isomorphic to the group of all permutation matrices. We identify w = nH ∈ N/H with the permutation matrix ∈ w (the use of n for the dimension and for elements of N will not cause any confusion).
Notation: For w ∈ N/H letẇ ∈ N denote a preimage of w.
We identify a permutation matrix P and the permutation ∈ S n induced by P on the set of vectors
Using this agreement, we identify N/H with the group of permutation matrices and also with S n .
Rational form and rational decomposition
where n ∈ N and u ∈ U . The permutation assigned to n is the cycle (1 
We have n ∈ N and u ∈ U . The permutation assigned to n is (1, 2, . . .,
Observe that n 1 u 1 = n 2 u 2 ⇒ n 1 = n 2 and u 1 = u 2 for all n i ∈ N and u i ∈ U (since N ∩ U = {1}).
Rational normal form
Let C be a GL n -conjugacy class. Then C contains a unique element The number δ(w) := n − k is called the index of the permutation w ∈ S n . In other words n − δ(w) is the number of cycles in a cycle decomposition of the permutation w ∈ S n . Clearly, 0 δ(w) n − 1. We have δ(w) = 0 if and only if w = id; δ(w) = n − 1 if and only if w is a cycle of length n.
The decomposition A = n · u (more precisely: the pair n, u) is called the rational decomposition of the GL-conjugacy class C and also the rational decomposition of each element of the GL-conjugacy class C.
Let w = nH be the permutation associated with C. Then the S n -conjugacy class W of w is called the Weyl class of C (and also the Weyl class of the elements of C). All elements of W have the same index.
We have seen that k = n − δ(C) is the number of invariant divisors / = 1 of C. The number δ(C) = n − k where k is the number of invariant divisors / = 1 of C is called the minimum rank of C (and of each element of C).
Hence the minimum rank of C and the index of its Weyl class coincide. The elements of C are cyclic (i.e. each A ∈ C admits v ∈ K n such that v, Av, . . ., A n−1 v is a basis for K n ) if and only if δ(C) = n − 1.
C is a central conjugacy class, i.e. it consists of a single homothety, if and only if δ(C) = 0.
Remark
Let C be a conjugacy class of GL. We observed that C ∩ NU / = ∅, as NU contains the rational normal form of C. However, in general SL NU. There may be distinct elements A 1 , A 2 ∈ C ∩ NU. Then we have distinct decompositions A 1 =ẇ 1 u 1 and A 2 =ẇ 2 u 2 . Then w 1 need not be S n -conjugate to w 2 .
Remark and definition
If D is an SL-conjugacy class then D is a subset of a GL-conjugacy class C. Definition: The rational form (rational decomposition, Weyl class, minimum rank) of D is the rational form (rational decomposition, Weyl class, minimum rank) of C.
Basic propositions
Clearly, any two conjugacy classes of a group commute. Lemma 3.1 (Gordeev, Saxl; Lemma 2.1 in [15] ). Let C be a conjugacy class of SL and letẇu be the rational decomposition of C. Let w be any S n -conjugate of w. Thenẇ u ∈ C for some preimageẇ ∈ N of w and some u ∈ U. 
Proposition 3.4 [17] . Letẇ ∈ N and u ∈ U. If w is a Coxeter element (i.e. a product of the n − 1 transpositions (1 2), . . ., (n − 1 n) in any order where each of these transpositions occurs once) thenẇu is a cyclic mapping.
Remark. The cycle (1 2 3 . . . n) of length n is a Coxeter element: 
Proof. We have w = w 1 · · · w k for some w i ∈ W i . Now 3.1 supplies w i -preimagesẇ i ∈ N and u i ∈ U such thatẇ i u i ∈ C i . Finally, 3.3 yieldsẇ ∈ N and u ∈ U such thatẇu ∈ C 1 · · · C k and w = w 1 · · · w k . Proof. The previous lemma supplies a w-preimageẇ ∈ N and u ∈ U such thatẇu ∈ C 1 · · · C k . Now 3.4 yields the assertion. 
Products of cyclic conjugacy classes
The following result (which we will not use) is due to Lev and very similar to the previous one; we do not know a generalization that covers both theorems. Proposition 4.3 [11] . Let n 3 and |K| 4. Let 1 and 2 be cyclic GL(V )-conjugacy classes such that char 1 
Proposition 4.4 [12] . Let n 3. Proof. Let = ω GL . Let ϕ be a nice cyclic mapping such that det ϕ = det · det .
Corollary 4.7. Let n 3. If 1 , 2 are GL-conjugacy classes in SL and 1 , 2 are cyclic SL-conjugacy classes then SL = 1 2 1 2 .
Proof. Both 1 1 and 2 2 contain all nice cyclic mappings in SL (previous lemma). Hence SL \ Z(SL) ⊆ 1 2 1 2 (see 4.2 and 4.5). Now let λ ∈ K \ {0} be a homothety in SL. Take an arbitrary nice cyclic mapping ϕ ∈ SL. Then λϕ is a nice cyclic mapping and we have λ = λϕ · ϕ −1 ∈ 1 2 1 2 by the initial statement. [6] for similar results. We will apply the special case when α ∈ GL and , are GL-conjugacy classes.
Proposition 4.8. Let n 2 and α : V → V linear and a cyclic similarity class in GL and a cyclic similarity class in K n×n such that
Then α ∈ .
Minimum rank of products Lemma 5.1 (Minimum-rank-lemma). δ(AB) δ(A) + δ(B) for the minimum ranks of
Proof. Let L be an algebraic closure of the field
where λ ranges over L. (This follows from the fact that the tuple of invariant divisors of A ∈ GL(K n ) coincides with the
The following lemma is a special case of 6.2 in the next section. Nevertheless we give a separate proof. [15] ). Let C 1 , . . ., C r be non-central SL-conjugacy classes with minimum ranks
Lemma 5.2 (see
Proof. If r = 1 there is nothing to prove. Let r 2.
Let W 1 , . . ., W r be the Weyl classes.
where O n denotes the S n -conjugacy class of cycles of length n.
In particular, w :
As w is a Coxeter element, 3.8 yields that C 1 · · · C r contains a cyclic mapping.
The proof is easy.
We have δ(A) = n − 1 (as A is a cyclic mapping). Hence equality holds true in the above inequality. This yields δ(S) = δ 1 + · · · + δ s .
Products of conjugacy classes containing cyclic mappings
Observation 6.1 (merely quadratic mappings). Let A ∈ GL and letẇ · u be the rational decomposition assigned to (the GL-conjugacy class of) A.
If all invariant divisors
where each V i is a cyclic A-module and the characteristic polynomial of the restriction of A to each V i is the same quadratic polynomial p. Hence the Weyl element w of (the GL-conjugacy class of) A is a fixed point free involution, i.e. a product of 1 2 n disjoint 2-cycles. The minimum polynomial of A is p and the characteristic polynomial is p t where t = n 2 . Conversely, if the Weyl element w of A is a fixedpoint-free involution, then each cycle in a decomposition of w has length 2 and each invariant divisor / = 1 of A has degree 2. If all invariant divisors / = 1 of A ∈ GL have degree 2 then we call A (and also its GL-conjugacy class) merely quadratic. Lemma 6.2 (see [15] ). Let n 3. Given non-central SL-conjugacy classes C 1 , . . . , C r . Put
Suppose that δ 1 + · · · + δ r − n is odd and
Proof. Let W i denote the Weyl class of C i . From 3.5 we obtain an S n -conjugacy class
As w is a Coxeter element, 3.8 yields the assertion.
Lemma 6.3 (see [15] ). Let n 3. Given non-central SL-conjugacy classes C 1 , . . . , C r . Put
Suppose that r 3, or that r = 2 and C 1 or C 2 is not merely quadratic (see 6.1).
Proof. Let W i denote the Weyl class of C i . We have δ 1 + · · · + δ r n. From 3.5 we obtain a S n -conjugacy class
If r 3 then we may assume that B does not contain involutions.
If r = 2 we can assume that W 2 is not the class of fixedpoint-free involutions. Then δ(B) + δ(W r ) n and δ 1 + · · · + δ r − n is even and B or W r do not consist of fixed-point free involutions. Hence 3.6 (ii) yields
From this fact we will deduce the assertion. At least one of the cycles has length 3. So we assume that the cycle (1 τ σ . . .) of c has length 3 (else switch C 1 and C 2 ). Conjugating the identity ( * ) a suitable number of times with (2 3 . . .n) entails τ = 2. 3.2 suppliesċ ∈ N and u ∈ U such thatċ u ∈ C r and c = c · (1 2). We have b ∈ W 1 · · · W r−1 . Hence 3.7 yieldsḃu ∈ C 1 · · · C r−1 for some preimageḃ ∈ N of b and u ∈ U ; cf. 3.1.
We
is a Coxeter element, the mappinġ bċ u u is cyclic; cf. 3.4.
In [15] the authors prove the following lemma. Then C 1 C 2 C 3 contains a cyclic mapping.
Proposition 6.5 (see [15] 
Under the assumption r = 2 and δ 1 + δ 2 n − 1 and that the characteristic polynomials of C 1 and C 2 split into linear factors Kurtz proved 6.5 in [10] , Theorem 1.2. Kurtz does not use Dvir's and Boccara's theorems. Now we deal with products of two merely quadratic SL-conjugacy classes (the exceptional case in the previous proposition). In the proof of 6.8 we need the following fact; see e.g. [5] . Proof. We may assume K / = GF2. The characteristic polynomial x 2 − tx + 1 of is irreducible, hence the quadratic form K 2 → K, (x, y) → x 2 − txy + y 2 is anisotropic (in particular nondegenerate). As K is finite, the u-invariant of K is 2. Hence each element of K is a value of the quadratic form. This implies that is a GL 2 (K)-conjugacy class.
The previous lemma is a special case of a result by Newman [13] : If is an SL n (K)-conjugacy class and K is finite and some elementary divisor of is irreducible then is a GL n (K)-conjugacy class.
A more general answer to the question how a GL-similarity class splits into SL-similarity classes is given in [19] . contains a cyclic mapping. 
where x 2 − µx − ν is the minimum polynomial of . We can assume ψ ∈ for the above matrix ψ and have some ι ∈ K * such that (i) π ϕ ∈ for each ϕ ∈ GL such that det ϕ = ι. If is a GL-conjugacy class then π ϕ ∈ for each ϕ ∈ GL.
Put
where X, Y ∈ GL t will be properly chosen. Let γ := βν and Z := X −1 Y . We have
where γ := βν and Z := X −1 Y .
(ii) ( ) GL contains each linear mapping Z ⊕ γ Z −1 where Z ∈ GL t satisfies det Z ∈ ιK * 2 (discriminant of Z) and the characteristic polynomial of Z is prime to the characteristic polynomial of γ Z −1 .
If is a GL-conjugacy class then ( ) GL contains each linear mapping Z ⊕ γ Z −1 where Z ∈ GL t and the characteristic polynomial of Z is prime to the characteristic polynomial of γ Z −1 .
Proof. Let Z fulfill the requirements, det Z = ιµ 2 . Take X ∈ GL t such that det X = µ −1 and put Y := XZ. Then det ϕ = det XY = det XXZ = µ −2 · det Z = ι. Hence π ϕ ∈ (see (i)) and π ϕ ψ η ∈ by the above identity. The matrix in the above identity is similar to the matrix Z ⊕ γ Z −1 (as the characteristic polynomial of Z is prime to the characteristic polynomial of γ Z −1 ).
(iii) Suppose a monic polynomial q of degree t exists such that (1) q is prime to γ t · q * (γ −1 x) (where q * denotes the reciprocal polynomial to q), and
Then contains a cyclic mapping. If additionally q has a simple zero in K then contains a nice cyclic mapping (see 4.1). If one of the classes or is a GL-conjugacy class then the requirement (2) can be deleted.
Proof. Apply (ii) where Z is the companion-matrix with characteristic polynomial q. Then γ Z −1 has characteristic polynomial γ t · q * (γ −1 x) and det Z ∈ ι · K * 2 .
Further, q · γ t · q * (γ −1 x) is the characteristic polynomial of the cyclic mapping Z ⊕ γ Z −1 . Now the assertion can be deduced from the construction of appropriate polynomials. If (or ) is a GL-conjugacy class then ι plays no role for the choice of ϕ (see (i) and (ii)). 
Proof of (v).
As |K| 4 we find λ ∈ K * satisfying (1) of (iv). The requirements (2), (3) and (4) of (iv) exclude at most 4 squares / = 0.
• Hence if |K| 11 we find µ 2 as required.
• Now let t = 2 and |K| = 9.
Then we find λ ∈ K * such that (1) holds true and additionally ι −2 γ λ 2 / ∈ K 4 . Hence (2) and (4) are the only obstacles for the choice of µ 2 and we have finished.
• Let t = 2 and |K| = 7 and assume that or is a GL-conjugacy class.
Then ι is arbitrary (see (iii)) and we may assume that ι −1 γ is a non-square, hence (2) plays no role for the choice of µ 2 . Further, as −1 is not a square in GF7, requirement (3) of (iv) excludes at most one square. Hence a proper choice of µ 2 is possible.
• Let t = 2 and |K| = 7 and assume that neither nor is a GL-conjugacy class.
Then the minimum polynomial of is not irreducible (see 6.7). Hence the minimum polynomial is (x − α) 2 , and the minimum polynomial of is (x − β) 2 for some α, β ∈ K = GF7. The elements of α and β are 'big transvections' (i.e. their minimum polynomials are (x − 1) 2 ) and the minimum rank is 2. Then their product contains a transformation with characteristic polynomial (x − 3)(x − 5)(x 2 − 3x + 1) or (x − 3)(x − 5)(x 2 + 1) (see 6.10). Such a transformation is a nice cyclic one. Hence the assertion is also true in this case.
(vi) If t 3 and K is a finite field with |K| 4 then contains a nice cyclic mapping.
= γ (this is possible: GF4 contains 3 squares / = 0 and −1 is a non-square in GF5). Now 6.6 supplies a monic irreducible polynomial p ∈ K[x] of degree t − 1 (here we need We proved statement (a) of the proposition. We turn to (b). For n = 4 and K = GF3 the assertion is 6.10(c). Hence we assume t 3 or |K| 4. We treat first the case 4 |K| 5 and t = 2. If K = GF4 and t = 2 take any monic polynomial q of degree 2 such that q(0) / = 0, 1. Then (1) of (iii) holds true and also (2) (every element of GF4 is a square).
If K = GF5 and t = 2 take a monic polynomial q of degree 2 such that q(0) = 4 respectively a monic polynomial q of degree 2 such that q(0) = 2; see 6.6.
There remains the case 2 |K| 3.
If t is even 6 take monic irreducible polynomials f, g ∈ K[x] such that degreef + degreeg = t and 3 degreef t − 3 is odd and f (0)g(0) = ι; see 6.6. Then q := fg satisfies the requirements (1) and (2) 
in (iii).
If t is odd let q be monic and irreducible of degree t such that q(0) = −ι.
If t = 4 and K = GF2 put q := x 4 + x + 1. If t = 4 and K = GF3 and ι = 1 put q := x 4 + x 2 + x + 1. If t = 4 and K = GF3 and ι = −1 put q := x 4 + x − 1. The proof is finished.
From the previous two propositions we obtain In the final section we need 6.11 for a very special situation. The proof requires the following statements. Then some ϕ ∈ C 1 C 2 is cyclic and its minimum polynomial is x 2 + x + 1 or x 2 − 3x + 1 (hence irreducible in both cases). (g) Let n = 2 and K = GF7. Let C 1 , C 2 be SL-conjugacy classes consisting of transvections.
Then some ϕ ∈ C 1 C 2 is cyclic and its minimum polynomial is x 2 − 3x + 1 or x 2 + 1 (hence irreducible in both cases). Then R, S are cyclic and have minimum polynomials (x − 1) 3 . Hence R, S ∈ C. As
Proof of (a)
where the 2 × 2-matrix T has characteristic polynomial p and T is cyclic the assertion follows.
Proof of (b).
As C 1 and C 2 contain transvections we find λ, µ ∈ K \ {0} such that
This yields immediately statements d),…,g).
When K = GF3 this minimum polynomial is x 2 + 1 or x 2 − x + 1.
Proof of (c).
The minimum polynomials of the C i are (x ± 1) 2 . We may replace e.g. C 1 by −C 1 . Hence we can assume that both C 1 and C 2 have minimum polynomial (x − 1) 2 . This yields τ 1 ⊕ σ 1 ∈ C 1 and τ 2 ⊕ σ 2 ∈ C 2 where τ i and σ i are transvections on a 2-dimensional space. Call a transvection (on a 2-dimensional vector space) a +1-transvection if it is SL-conjugate to R as in the proof of (b) with λν 2 = 1; else a −1-transvection. After eventually switching τ 1 and σ 1 (by conjugation in SL 4 ) we can assume that both τ 1 and τ 2 are +1-transvections or both τ 1 and τ 2 are −1-transvections. The identity
shows that τ SL 1 · τ SL 2 contains a transvection (i.e. cyclic element in SL 2 with minimum polynomial (x − 1) 2 ).
Statement (b) states that we may assume: σ 1 σ 2 is cyclic with a minimum polynomial r such that r(1) / = 1. As r is prime to (x − 1) 2 , C 1 C 2 contains a cyclic transformation.
Proof of (d).
Read the proof of (b). As each element of GF4 is a square C 1 C 2 contains the cyclic mappings ∈ SL with minimum polynomial x 2 + (α + α −1 )x + 1.
Proof of (e).
We proceed as in the proof of c), however apply d) instead of b) and take r = x 2 + (α + α −1 )x + 1 as in d). Then r · (x − 1) 2 has α as a zero of multiplicity 1. Proof. The assumptions yield immediately δ(C 1 ) = 3 = δ(C 2 ); see 4.5. As C i is not a GLconjugacy class it follows that D i := λ i C i is unipotent for an appropriate λ i ∈ K.
Thus each D i contains an element η i ⊕ τ i where η i is cyclic with minimum polynomial (x − 1) 3 and τ i is cyclic with minimum polynomial (x − 1) 2 (i.e. τ i is a transvection). As SL 2 acts transitively on the 1-dimensional subspaces of K 2 we can assume that T := B(τ 1 ) = B(τ 2 ), i.e. τ 1 , τ 2 have the same path.
When K / = GF3 select q ∈ K[x] monic of degree 3 such that q has a zero µ / = 1 of multiplicity 1 and q(0) = −1 (use 6.6); if K = GF3 put q := (x − 1)(x 2 + x − 1).
For an appropriate α ∈ GL 3 the mapping η 1 · η α 2 is cyclic with minimum polynomial q (previous lemma part (a)).
One has β ∈ GL 2 such that det αβ = 1 and If K = GF3 the previous lemma (part (b)) shows that we can assume:
2 is cyclic and its minimum polynomial r satisfies r(1) / = 0.
is cyclic and its minimum polynomial is q · r (as q is prime to r). Due to the choice of q, π is a nice (4.1) cyclic mapping. This is also true for λ
Enlarging the fixed space
The proof of the following lemma is easy and enlightens the more sophisticated proof of the powerful result 7.11.
For ϕ ∈ GL put F(ϕ) := kernel(ϕ − 1).
Lemma 7.1. Let π ∈ GL(V ).
(a) Let be a GL(V )-conjugacy class and t ∈ N such that t [16] or [9] . So take a basis e 1 , . . ., e t , e 1 π, . . ., e t π, e 2t+1 , . . ., e n for V. Also, each ψ ∈ admits a basis e 1 , . . ., e t , e 1 ψ, . . ., e t ψ, e 2t+1 , . . ., e n . We can pick ψ ∈ such that e i = e i π and e i ψ = e i for i = 1, . . ., t and e i = e i for i = 2t + 1, . . ., n. We obtain ( * ) e i πψ = e i for i = 1, . . ., t.
When we replace ψ by α −1 ψα where e i α = e i for i = 1, . . ., n − 1 and e n α = λe n (λ ∈ K \ {0}) then e i π(α −1 ψα) = e i for i = 1, . . ., t remains true when n > 2t; and e i π(α −1 ψα) = e i for i = 1, . . ., t − 1 remains always true. As α has arbitrary determinant λ / = 0 the assertion for an SL-conjugacy class follows. We call ϕ ∈ GL(V ) a path homothety if the restriction π | B(π) is a homothety.
The following results or similar ones are well-known. The following lemma and a special case of 7.7 entail immediately 7.4 and the corollaries, so we keep our arguments self-contained.
, and suppose that π is not a path homothety. Then some simple mapping σ ∈ GL(V ) satisfies det σ = δ and dim F(π σ ) = dim F(π ) + 1.
If dim B(π ) 3 then one can additionally achieve that πσ is not a path homothety.
we have a fixed vector of the form z + αzπ where α ∈ K \ {0} and then
Define σ ∈End(V ) by the requests zπσ := z; zσ :
Now let additionally dim B(π ) 3. Then dim W 1. Select distinct subspaces W, W with property (1). The above definition yields mappings σ and σ .
Assumption: πσ | B(πσ ) is a λ-homothety and πσ | B(πσ ) is a λ -homothety.
The analogue holds true for λ . From z, zπ + F(π ) / = V we obtain λ = λ . Now (3) and (4) yield
We can choose vπσ − vπσ / = 0 and conclude zπ ∈ z + F(π ); a contradiction to z, zπ ∩ F(π) = 0. 
We need two special cases:
If k n and π ∈ GL(V ) is not a homothety and
Proof. Put := ω GL . Suppose that the assertion fails.
(i) π is a path homothety (i.e. the restriction of π to its path is a homothety). Proof of (i). Assume that this is not true.
Now choose ω ∈ such that B(ω) ⊆ B(π ) and B(π ) F(ω). Then B(π ) = B(π ω) ⊆ F λ (π ω) (as the assertion is not true) and B(π ) ⊆ F µ (π ) (see (i)) for some λ, µ ∈ K. Then B(π ) ⊆ F ν (ω) for ν := µ −1 λ. This yields ν = 1 (else F ν (ω) ⊆ B(ω) and we obtain a contradiction) and therefore B(π ) ⊆ F(ω), in contrast to the choice of ω.
The following proposition generalizes 7.1 (where the additional assumption t n 2 was used). We use the concept of a chain space. The authors introduced this concept in [9] . 
., vπ s ).
The definition does not require Cπ ⊆ C. Each π-cyclic subspace is a chain space. For a subset M ⊆ V and a linear mapping π let M π denote the π -module (π -cyclic subspace) generated by M.
Conditions similar to (1), (2) and (3) in the following proposition occur in the study of partitions of numbers or tournament scores (dominance relations). Let z 1 , . . ., z s be integers with the following properties: 
Proof (By induction over s). We can assume that
c j and
The induction hypothesis yields
The proof is finished. Let C 1 , . . ., C k be SL-conjugacy classes and m ∈ {1, . .
Final proof of the Theorem
In this section we assume that n 5 and K / = GF2. Let C 1 , . . ., C n+1 be non-central SL-conjugacy classes, δ i := δ(C i ) and δ 1 δ 2 . . . δ n+1 . We will frequently use 6.9 without referring to this result.
Proof. Let n = 5. We have δ 2 , . . ., δ 6 3. If δ 6 = 4 then C 6 is cyclic and 4.4 provides C
For all i, j ∈ {1, . . ., 6}, i / = j , the product C i C j contains a cyclic mapping. If say C 1 , C 2 are GL-conjugacy classes then 4.7 asserts that SL ⊆ C 1 C 2 (C 3 C 4 )(C 5 C 6 ). Hence we assume that C 3 , . . ., C 6 are not GL-conjugacy classes. Then 6.11 yields nice cyclic mappings π ∈ C 3 C 4 and ψ ∈ C 5 C 6 . Hence 8.1 and 4.2 and 4.5 and imply that C Each C i is a GL-conjugacy class.
(i) If s n then the assertion follows.
Proof. Put ϕ = 1 if s = n + 1, else select ϕ ∈ C s+1 · · · C n+1 such that ϕ is a non-homothety (i.e. δ(ϕ) / = 0). Then λϕ −1 ∈ C 1 · · · C s (see 7.6). Hence 1 ∈ C 1 · · · C s λ −1 ϕ ∈ C 1 · · · C n+1 as claimed.
Thus we assume in the sequel (+) s n − 1, in particular m := n + 1 − s 2. We have 3 s n − 1 and 2 m n − 2. Put r := m 2 + s respectively r := m+1 2 + s.
(ii) If some ϕ ∈ λ −1 C s+1 · · · C n+1 fulfills dim F(ϕ) n + 1 − s then the assertion follows. Proof. In any case we have δ s+1 + · · · + δ r , δ r+1 + · · · + δ k m.
One obtains π ∈ C s+1 · · · C r and ψ ∈ C r+1 · · · C k such that δ(π ), δ(ψ) min{m, n − 1} = m.
We have π GL ⊆ C s+1 · · · C r (as C s+1 , . . ., C r are GL-conjugacy classes; see 4.5). Now 7.11 supplies ϕ ∈ (λ −1 π) GL · ψ SL ⊆ λ −1 C s+1 · · · C r · C r+1 · · · C k such that dim F(ϕ) min{δ(λ −1 π ), δ(ψ)} min{m, n − 1} = m. Hence (ii) yields the assertion.
(iv) The assertion is true when m is even and δ r 3 (in particular, when δ r n 2 ).
Proof. We have δ s+1 + · · · + δ r , δ r+1 + · · · + δ k m + 1. One obtains π ∈ C s+1 · .. · C r and ψ ∈ C r+1 · · · C k such that δ(π ), δ(ψ) min{m + 1, n − 1} = m + 1.
Hence 7.12 supplies ϕ ∈ (λ −1 π) SL · ψ SL ⊆ λ −1 C s+1 · · · C r · C r+1 · · · C k such that dim F(ϕ) min{δ(λ −1 π ), δ(ψ)} − 1 m = n + 1 − s. Hence (ii) yields the assertion.
As (iii) and (iv) cover the case when m is even we can now assume that m is odd. 1 C 2 · · · C s+3 . As det C 1 = det σ −1 and C 1 is a GL-conjugacy class of simple mappings one concludes σ −1 ∈ C 1 = λC 1 . We obtained 1 ∈ C 1 . . .C s+3 .
(vi) The assertion holds true when m is odd and δ n+1 = 2.
Proof. We have δ s+1 = . . . = δ n+1 = 2.
Each C i is a GL-conjugacy class (we need n 5; see 4.5) and m 3. One finds λ s+1 such that the elements of λ s+1 C s+1 have an (n − 2)-dimensional fixed space, hence a 2-dimensional path.
Put λ := λ 1 . . .λ s λ s+1 . We have δ s+2 + · · · + δ r , δ r+1 + · · · + δ n+1 m − 1.
As λ −1 C s+2 , C s+3 , . . ., C n+1 are GL-conjugacy classes, 6.9 and 7.11 yield ϕ ∈ λ −1 C s+2 . . .C n+1 such that dim F(ϕ) min{n − 1, m − 1} = m − 1. Hence dim B(ϕ) n − m + 1 = s.
From 7.7 we obtain η ∈ λ s+1 C s+1 ϕ such that dimB(η) < dimB(ϕ) s, or dimB(η) dimB(ϕ) s and η is not a path homothety, or dim B(ϕ) 2 < s. In the first two cases we have η −1 ∈ C 1 · · · C s ; see 7.4 and 7.5. Hence 1 = η −1 η ∈ (C 1 · · · C s )(λ s+1 C s+1 )λ −1 C s+2 · · · C n+1 = C 1 · · · C n+1 . In the third case ϕ −1 ∈ C 1 · · · C s by 7.5 and 1 = ϕ −1 ϕ ∈ C 1 · . . . · C n+1 .
Proposition 8.3.
If n is even and δ 3 = . . . = δ n+1 = 2 then 1 ∈ C 1 · · · C n+1 .
