Context. Strontium has proven itself to be one of the most important neutron-capture elements in the study of metal-poor stars. Thanks to the strong absorption lines of Sr, they can be detected even in the most metal-poor stars and also in low-resolution spectra. However, we still cannot explain the large star-to-star abundance scatter we derive for metal-poor stars. Aims. Here we compare Galactic chemical evolution (GCE) predictions with improved abundances for Sr i and Sr ii, including updated atomic data, to evaluate possible explanations for the large star-to-star scatter at low metallicities. Methods. We have derived abundances under both local thermodynamic equilibrium (LTE) and non-LTE (NLTE) for stars spanning a large interval of metallicities, as well as a broad range of other stellar parameters. Gravities and metallicities are also determined in NLTE. We employed MARCS stellar atmospheres and MOOG for the LTE spectrum synthesis, while MAFAGS and DETAIL were used to derive the NLTE abundances. We verified the consistency of the two methods in LTE. Results. We confirm that the ionisation equilibrium between Sr I and Sr II is satisfied under NLTE but not LTE, where the difference between neutral and ionised Sr is on average ∼ 0.3 dex. We show that the NLTE corrections are of increasing importance as the metallicity decreases. For the stars with [Fe/H] > −3, the Sr i NLTE correction is ∼ 0.35/0.55 dex in dwarfs/giants, while the Sr ii NLTE correction is < ±0.05 dex. Conclusions. On the basis of the large NLTE corrections to Sr i, Sr i should not be applied as a chemical tracer under LTE, while it is a good tracer under NLTE. Sr ii, on the other hand, is a good tracer under both LTE and NLTE (down to [Fe/H] ∼ −3), and LTE is a safe assumption for this majority species (if the NLTE corrections are not available). However, the Sr abundance from Sr ii lines depends on determining an accurate surface gravity, which can be obtained from the NLTE spectroscopy of Fe lines or from parallax measurements. We could not explain the star-to-star scatter (which remains under both LTE and NLTE) by the use of the Galactic chemical evolution model, since Sr yields to date have been too uncertain to draw firm conclusions. At least two nucleosynthetic production sites seem necessary to account for this large scatter.
Introduction
Strontium is one of the two neutron-capture elements (namely strontium and barium -Ba) that intrinsically show very strong absorption lines even in metal-poor stars. At solar metallicity Sr is synthesised by a variety of nucleosynthetic sources including the weak slow neutron-capture (s-) process that occurs in massive stars (e.g. Heil et al. 2009; Pignatari et al. 2010 ) and in AGB stars (Travaglio et al. 2004) . In comparison, the production of Ba is dominated by the s-process occurring in low-mass AGB stars (Käppeler et al. 1989; Busso et al. 1999; Sneden et al. 2008 ). This picture changes at low metallicity, where Ba may be formed by a main rapid neutron-capture process and Sr by a charged particle process (Hoffman et al. 1997) . Additionally, very metal-poor rapidly rotating massive stars might be significant producers of Sr and Ba via the s-process (Pignatari et al. 2008; Chiappini et al. 2011; Frischknecht et al. 2012) . This may modify the presumption of pure r-process patterns in ultra metalpoor (UMP; −5 < [Fe/H] < −4 cf. Beers & Christlieb 2005) stars. For this reason, disentangling the nucleosynthetic origin of Sr and Ba in metal-poor stars would help us understand the formation and evolution of the early Galaxy.
Only the 4077 Å Sr II line remains detectable in both dwarfs and giants both in high-and low-resolution spectra of metal-poor stars. Studying this line thus provides unique insight into the behaviour of neutron-capture elements at all metallicities and spectral resolutions, ranging from the low-resolution LAMOST survey to the high-resolution Gaia-ESO survey 1 . Clearly, accurate abundances are needed to fully comprehend the chemical evo-lution of Sr. This means that the effects of non-local thermodynamic equilibrium (NLTE) and deviations from hydrostatic equilibrium (3D) must be taken into account in element abundance calculations, if we want to extract the correct information from the future surveys' large flow of data. Clearly, such calculations are a challenge, as was recently demonstrated for O (González Hernández et al. 2010) , Ca (Spite et al. 2012) , Fe (Bergemann et al. 2012a) , and for Ba (Dobrovolskas et al. 2012 ), while Bonifacio et al. (2009) provide 3D corrections for a large number of elements for dwarfs. The estimates of 3D effects for the Sr ii resonance lines have been provided by Collet et al. (2007) , who performed LTE calculations with 3D radiative-hydrodynamics simulations of stellar convection for the metal-poor stars. The 3D LTE corrections are of the order of −0.15 dex, with respect to 1D LTE. The NLTE abundances of Sr were reported in a few studies, such as those of Belyakova & Mashonkina (1997) , Mashonkina et al. (1999) , Andrievsky et al. (2011) , and Bergemann et al. (2012a) . For the Sr ii resonance line, the NLTE abundance corrections are not large, typically within ±0.2 dex 2 , however, they are sensitive to variations in the stellar parameters (Bergemann et al. 2012a ). Full 3D NLTE calculations for Sr have not been performed yet.
Using the NLTE technique presented in Bergemann et al. (2012a) , we have now expanded the stellar sample in order to study the chemical evolution of Sr in the Galaxy. We have derived NLTE Sr abundances and NLTE stellar parameters for a sample of 21 stars, plus comparison samples (51 very metalpoor stars from François et al. 2007 and Bonifacio et al. 2009 ). We also include the predictions of the homogeneous chemical evolution model for the Galactic halo of Chiappini et al. (2008) , computed with the most up-to-date Sr yields available in the literature. Given the still large uncertainties on the stellar yields, the goal of comparing the data and the chemical evolution model is to give a first impression of how far the available stellar yields are from explaining the data. A comparison with inhomogeneous chemical evolution models, more suitable to lowmetallicity environments, is beyond the scope of the present paper, see Cescutti (2008) ; Cescutti & Chiappini (2010) . The paper is structured as follows. Sections 2 and 3 describe the observations, stellar parameters, and NLTE calculations, respectively. Sections 4 and 5 present the results, yields, and the chemical evolution model. Conclusions can be found in Sect. 6.
Sample and data reduction
A sub-sample of stars (marked 'u' in Sect. 4) was taken from Hansen et al. (2012) . These stars were observed with UVES/VLT (Dekker et al. 2000 , R ≥ 40000) between 2000 and 2002, and their spectra were reduced with the UVES pipeline (v. 4.3.0) . The spectra have a signal-to-noise ratio, S/N, > 100 at 3200 Å. Two stars (see 'h' in the following) were observed with HIRES/Keck (R ∼ 60000, Vogt et al. 1994) . Their spectra are of similar quality as the UVES spectra, and they have been retrieved from the HIRES reduced data archive. The pipelinereduced data were wavelength-shifted, co-added, and had their continua normalised before our analysis. For further details we refer to Hansen et al. (2012) .
Three stars (HD 134169, HD 148816, HD 184448) were observed with the FOCES echelle spectrograph at the 2.2 m telescope of the CAHA observatory on Calar Alto, during 1999 and 2000, and were kindly made available to us by T. Gehren. The spectra have a resolution of ∼ 60000 and an S /N of ∼ 200 near 5000 Å. More details on the observations and data reduction can be found in Gehren et al. (2004 Gehren et al. ( , 2006 .
We selected the stars according to the following criteria: 1) the observations cover the spectral range of the Sr i 4607 Å line, 2) accurate photometry is available, and 3) the stars cover a broad stellar parameter space to test the Sr i and Sr ii abundance behaviour at different temperatures, gravities, and metallicities. Our sample thus consists of 21 dwarf, sub-giant, and giant stars. Here we have disregarded carbon enhanced metal-poor stars (CEMP-s/CEMP-no -with and without s-process overabundances). Since the CEMP-s stars tend to have very large sprocess abundances, we are slightly biased against high Sr abundances at low metallicity.
For comparison, we include extremely metal-poor stars from François et al. (2007) and Bonifacio et al. (2009) . For details about the observed data, we refer to these publications.
Methods
In this work, NLTE effects are accounted for in the determination of basic stellar parameters (surface gravity and metallicity), as well as Sr abundances. We describe the analysis in detail below.
Model atmospheres
All calculations in this work were performed with classical 1D LTE plane-parallel model atmospheres. We used the MAFAGS (Grupp 2004a,b) and MARCS (Gustafsson et al. 2008) models, which are both well-adapted to analysis of late-type stars. The model atmosphere codes adopt slightly different prescriptions for the convective flux transport and background opacity. However, comparison of the model T(τ) relation showed that these differences are very small, and reveal themselves only in optically thick layers, where the treatment of convection is important (see Fig. 1 ). A comparison of the MAFAGS and MARCS models was presented in Bergemann et al. (2012b) , where we showed that the differences in Fe abundances obtained with different model atmosphere codes are very small, typically within 0.05 dex. We comment on this further in Sect. 3.3.
Stellar parameters
Stellar parameters for the selected sample of stars were taken from (Hansen et al. 2012 , 'H') and (Bergemann & Gehren 2008; Bergemann et al. 2012b , -'BG';'B'), giving preference to parameters determined with IR photometry and parallaxes. The 'H', 'BG', and 'B' indicate the source of the temperature hereafter. A brief description of these data follows.
The effective temperatures were derived from several different colour indices and calibration methods (Alonso et al. 1996 (Alonso et al. , 1999 Ramírez & Meléndez 2005; Masana et al. 2006; Önehag et al. 2009; Casagrande et al. 2010) . We chose temperature calibrations that fall in the middle of the probed calibration ranges (see Hansen et al. 2012 , for details). The reddening values were taken from Schlegel et al. (1998) , and since all the reddening values are much lower than 0.1 mag (Bonifacio et al. 2000) , we have not applied their corrections to these values. Our chosen stellar parameters are also consistent with the effective temperatures (T eff ) determined from the 1D fitting of Balmer profiles by Gehren et al. (2004 Gehren et al. ( , 2006 . For the few stars (HD 19445, HD 142038, G 64-12) we have in common with Gehren et al. 2004, 2006) , they derive T eff = 5985, 5773, and 6407 K, respectively, with an rms offset of 10 K from our values. This confirms the agreement between the Balmer T eff scale from Gehren et al. (2004 Gehren et al. ( , 2006 and the method described in Alonso et al. (1996) that we used here. Balmer line T eff 's (1D) from the same reference agree with the values we adopted for HD 134169, HD 148816, and HD 184448. The parameters for HD 122563 and G 64-12 are those from Bergemann et al. (2012b) .
For the stars with parallax measurements, the surface gravity was calculated using the classical formula that relates mass, temperature, magnitude and parallax to gravity. Masses and bolometric corrections were taken from Nissen et al. (1997 Nissen et al. ( , 2002 Nissen et al. ( , 2007 . Metallicities were then initially estimated in LTE, and the effects of NLTE were taken into account by applying NLTE abundance corrections to Fe. These corrections were computed for the adopted Fe i line list by interpolation in the Fe NLTE grid presented by Lind et al. (2012) . We note that for stars with metallicity [Fe/H] > −2, the systematic difference between LTE abundances of Fe i and Fe ii is not large (≤ 0.1 dex). The Sr NLTE corrections also stay within 0.05 − 0.07 dex (see Sect. 4) consistent with the results in Bergemann et al. (2012a) Lind et al. (2012, their Sect. 3). The changes in log g due to NLTE effects are significant and have a clear effect on the [Sr/Fe] ratios derived from the gravitysensitive Sr ii lines, compared to the changes in metallicity. The NLTE gravity corrections reach up to ∼ +0.8 dex for the most metal-poor giants in our sample. The influence of T eff on Sr ii is minor. By changing the temperature with its uncertainty, the Sr ii abundance changes by 0.01-0.05 dex, while the change in Sr i is much larger (see Sect. 4.1). The NLTE and LTE stellar parameters are compared in Fig. 2 .
As seen from Fig. 3 the temperatures for seven stars taken from three different sources (Casagrande et al. 2010; Bergemann et al. 2012a; Hansen et al. 2012 ) agree within 40 K in most cases, and for a few stars (e.g. HD106038) the difference between the two IRFM methods (Alonso et al. 1996; Casagrande et al. 2010 ) is 170 K. This difference is within the combined errors, if we include systematic errors, as well as the uncertainty on E(B − V). The dwarfs from the comparison sample (Bonifacio et al. 2009 ) had their temperatures estimated from Hα line profile fitting, which yielded values in good agreement with those determined from Alonso et al. (1996) calibrations. We refer the reader to Bonifacio et al. (2009) and Sbordone et al. (2010) for further details on Hα line profile fitting. The giants from the second comparison sample (François et al. 2007 ) had their temperatures determined by the use of broad range photometry calibrations from (Casagrande et al. 2010; Hansen et al. 2012; Bergemann et al. 2012a , -yellow '*', blue diamond, and green square, respectively) from which the temperatures have been taken. Alonso et al. (1999) . This is the same method we applied here, and the differences/offsets between our temperature determinations and those made for the comparison samples are minimal.
The microturbulence velocity was fixed by requiring that Fe i lines yield the same abundances regardless of their equivalent width. In our parameter space, the NLTE corrections to microturbulence (Lind et al. 2012 ) are smaller than the formal uncertainty of ξ t (±0.15 km/s) and were not considered here.
The main error in our photometric temperatures comes from reddening ( ±0.05 mag). For Balmer lines, the temperature error is largely internal and is determined from the profile fitting. This applies to the six stars marked by a 'B' in the following. The error in the adopted log g values is dominated by that of parallaxes ( ±1.0"). The errors in [Fe/H] and microturbulence are assumed to be 0.1(5) dex and 0.15 km/s, respectively. After propagating all stellar parameter uncertainties, we adopted a common set of uncertainties for our stars of (T eff /log g/[Fe/H]/ξ): ±100 K/0.2 dex/0.1 dex/0.15 km/s. For the most metal-poor stars, we find slightly higher values: ±100 K/0.25 dex/0.15 dex/0.15 km/s. These errors are internal to our method. The differences between LTE and NLTE stellar parameters highlights that systematic errors in LTE are larger than the internal errors.
Sr abundance determinations
The NLTE statistical equilibrium calculations for Sr were performed with the revised version of the DETAIL code (Butler & Giddings 1985) . The new model atom of Sr and other related aspects of the NLTE calculations are described in detail in Bergemann et al. (2012a) . The NLTE effects on the Sr i lines are primarily caused by over-ionisation, which leads to systematically higher NLTE abundances compared with LTE, especially for more metal-poor and hotter stars. In contrast, deviations from LTE in the Sr ii lines are largely driven by strong line scattering. As a consequence, the differences between the LTE and NLTE abundances may be positive or negative, depending on temperature, gravity, and metallicity of a star. The LTE and NLTE abundances of Sr in the selected metalpoor stars were determined as follows. The LTE abundances are synthesised with MOOG, while NLTE synthesised abundances are derived using the SIU code (Reetz 1999) , where the NLTE departure coefficients are computed with DETAIL. In both cases we apply the same atomic data. We note that the LTE abundances from SIU and MOOG agree within 0.1 dex. This difference is a combination of local continuum placement (which can be up to 0.05 dex when set locally by eye) and of the different synthesis codes, since the model atmospheres are very similar, as seen from Fig. 1 , they almost do not contribute to this difference. Only very deep in the atmosphere (close to τ = 1) do the MARCS and MAFAGS models differ due to a more efficient transport of convective flux in the MARCS models, which leads to a cooler atmosphere than in MAFAGS. For 18 stars, with a four-star overlap with the SIU analysis, we first determine LTE abundances by spectrum synthesis with the MOOG code. To obtain NLTE abundances, we then apply the NLTE corrections calculated with DETAIL and MAFAGS. We do not perform differential abundance analysis with respect to the Sun.
In particular, to remain consistent with our previous analysis, we use the van der Waals broadening and g f -values from Bergemann et al. (2012a) (see Table 1 ). According to this study the damping constants for the Sr ii lines could be somewhat uncertain. Variation in log C 6 by ±0.35 (∼ 20%) leads to a change in abundances by ∓0.15 dex for the 4077Å Sr ii line in the metalpoor stars with [Fe/H]> −1.5 (see Fig. 4 ), but only has a minor effect at very low metallicity (∼ ∓0.05 dex). The accuracy of the gf-value for the 4607 Å Sr i line was critically evaluated by the NIST database. The uncertainties are less than one percent and yield accurate abundances even for metal-rich stars (see Fig.  5 ), whereas the Sr ii resonance lines at 4077 and 4215 Å are too blended and strong to give any reliable information about the solar Sr abundance (see Fig. 6 ). We derive our Sr i abundances from the 4607 Å line and the Sr ii abundances from the 4077 Å line, since all our stars have sub-solar metallicities.
We tested the Abfind package in MOOG, which uses the measured equivalent widths (EW) to compute abundance by the curve-of-growth method. We find, however, that this method yields abundances in slight disagreement (±0.04 < [Sr/Fe] EW−syn < ±0.25) with the results obtained by the full profile fitting using the Synth (synthesis) package of the same code (see the online material). Depending on the line properties, in particular equivalent width, the abundance is either over-or under-estimated (Table 2 ). This expected; the Sr i line is very weak in metal-poor stars, and both Sr ii lines are strong, sensitive to damping, and affected by blends. For example, the EWs determined by fitting Voigt and Gaussian profiles in IRAF ('/' separated entries in the 'EW' columns in Table 2 ) differ generally by 5-10% (in a few cases, like the VMP dwarf HD 106038, the difference is approximately a factor of three larger). As a result, abundances derived using the EWs may be discrepant by up to 0.4 dex (Fig. 7) . However, except for one case (the EMP subgiant HD 140283), the largest difference between EW and synthesis determined abundances are of the order of ±0.1 dex (see online material). This value might be slightly over-estimated due to local continuum placement.
Blends influence abundance determinations in both the metal-poor and metal-rich parts of our sample. Features in the blue and red wings of the 4077 Sr ii line, ∼ 0.3 Å away from the line centre, only vanish in the spectra of most metal-poor stars, [Fe/H] < −2. These blends are due to lanthanum, chromium, and dysprosium. The Sr ii line at 4215 Å is blended by the two Fe i lines at 4215.42 and 4216.18 Å. The former is rather strong and clearly distorts the shape of the Sr ii profile, as directly seen in the very high-resolution spectra. Figure 6 shows that even for the very metal-poor giant HD 122563 with [Fe/H] NLTE = −2.5, the abundance is over-estimated by 0.14 dex (when synthesised) if this blend is not taken into account. Therefore, the abundance determined from the 4215 Å Sr ii line is subject to a systematic uncertainty, and the blend is sensitive to T eff , log g, and metallicity.
On these grounds, we do not include the 4215 Å Sr ii line in the abundance calculations. Furthermore, for the comparison samples from François et al. (2007) and Bonifacio et al. (2009) , only measurements for the 4077 Å Sr ii line are available. To be consistent and to retain the full sample size, we therefore only use the 4077 Sr ii line.
The Sr i line is generally weak, and regardless of the profile fitted to this line, the EW-converted abundances tend to be larger than the synthesised abundances. This might be due to an iron blend in the red wing of this neutral strontium line (see Fig. 5 , where a stronger Fe line blends into the red wing of the Sr i line).
The LTE abundances derived for our sample were calculated with LTE stellar parameters (as described in Sect. 3.2) using the 1D LTE synthetic spectrum code MOOG to synthesise spectra for these stars. The EWs for the dwarf comparison sample were taken from Bonifacio et al. (2009 (François et al. 2007, F07) and (Bonifacio et al. 2009, B09) , and only for a handful of stars is the difference greater than 0.2 dex. The correction for NLTE effects is most conveniently performed by differentiating LTE and NLTE curves-of-growth at a given line strength. The method we adopted thus relies on the determination of EWs and subsequent translation to LTE and NLTE abundances. From the comparison sample (the "First Stars" samples), we only have these EWs. When determining EWs by profile fitting with a single component, unresolved blends may play a role, so we derived both LTE and NLTE EW-based abundances and compared them to synthesised abundances to assess the impact the single-line assumption have on the final abundances. For all the tests related to atomic data, blends and profile fitting, we have maintained one set of stellar parameters for each star (those listed in Table 3 ). Thus, the resulting difference in abundance is an expression of uncertainties in the atomic data, unknown blends, and continuum placement.
From Fig. 7 we estimate that the Sr abundances from the metal-rich stars might be overestimated when using the EW method, while Sr in the metal-poor stars will be overestimated with < 0.32 dex. Another part of the over-/under-estimation can be assigned to the line profile fitting and continuum placement.
Results: LTE vs NLTE
The results for our sample are summarised in Table 3 , which provides the mean of synthesised abundances for Sr i and Sr ii. Their differences are shown in Fig. 8 as a function of stellar [Fe/H] and log g. The LTE and NLTE line by line abundances from both EW and synthesis are also given in the online Table A.1 (for our sample).
The LTE approximation fails to establish the ionisation balance of Sr i and Sr ii. Figure 8 shows that the offset between the two ionisation stages is about 0.2 dex for dwarfs, but it increases up to 0.5 dex for giants. This difference is mainly caused by the progressively increasing systematic error in the LTE abundance inferred from the Sr i line, which shows NLTE abundance corrections of up to 0.5 dex at low metallicity and low gravity (online Table A .1). Although the NLTE effects on the resonance Sr ii lines are not significantly pronounced, they depend on stellar parameters, particularly on the [Fe/H] or, equivalently, on the Sr abundance itself (see discussion in Sect. 3.3). In Table 3 , we see that the LTE abundances obtained from the Sr ii lines can be over-or under-estimated by up to 0.1 dex, which may introduce a spurious systematic trend or, more likely give rise to a larger line-to-line scatter. If the gravities are derived from parallaxes, their values will be the same in both LTE and NLTE; however, when derived from ionisation equilibrium, the NLTE corrected log g corr will differ from the LTE Fe i based log g. For our stellar sample, even though the line-to-line scatter is clearly smaller under NLTE, the star-to-star scatter almost remains the same under both LTE and NLTE. The results for the comparison samples (the 'First Stars' samples -F07, and B09) are shown in Table 4 . Figure 9 shows the [Sr/Fe] ratios as a function of [Fe/H] . In the figure, the error bars are the total, propagated uncertainties, computed as described below. The exceptions are HD 3567, HD 19445, HD 122563, and HD 126587 with upper limits on the abundance from the 4607 Å Sr i line.
Uncertainties
A number of test calculations varying the input parameters in the spectrum synthesis were performed for the two representative stars with the same metallicity: HD 106038 (dwarf) and HD 74462 (giant). In particular, we are interested in the sensitivity of the abundances to the model atmosphere parameters: T eff , log g, [Fe/H], and microturbulence ( (Bergemann et al. 2012b, B) , (Bergemann & Gehren 2008, BG) , and (Hansen et al. 2012 , H), respectively. (u, f ,h) Observed spectra from:
u UVES/VLT, f FOCES/Calar-Alto Gehren et al. (2004 Gehren et al. ( , 2006 , h HIRES/Keck (x) Weighted average, which includes an upper limit that was given half weight. The large uncertainty is a reciprocal square root of the summed weights.
the Sr ii line at 4077 Å is very strong and mainly sensitive to log g and ξ. In comparison, the neutral Sr abundance from the weaker 4607 Å line is sensitive to temperature and [Fe/H], but almost not affected by log g and ξ.
Several of the Sr i abundances presented in the online Table  A .1 are only upper limits, which is why we applied a weighted average and a corresponding reciprocal square root of the summed weights (see Taylor 1997) . The final [Sr/Fe] abundances and their uncertainties are shown in Table 3 . The upper limits of Sr i were given half the weight of Sr ii. This overestimates the uncertainty a bit. However, with only two measurements, this approach seems sensible. In some stars only Sr ii could be measured, so the abundance is based on only one trustworthy line. To estimate the uncertainty in this case we made independent measurements of the 4077 Sr ii line, and found the derived abundances to be consistent to within 0.0 -0.1 dex. An average value of ±0.05 dex was adopted instead of the standard deviation otherwise applied to the stars with two detectable lines.
We summarise that the assumption of LTE especially in metal-poor, low-gravity stars will, in addition to not fulfilling Sr ionisation balance, also introduce a weak spurious trend of
Sr abundances with metallicity. The Sr i resonance line would consistently under-estimate the Sr abundance trend, whereas the abundances obtained from the subordinate Sr ii lines would be systematically too large by ∼ 0.05 dex. Whereas the abundances derived from the Sr i line are significantly affected by NLTE line formation, Sr ii lines are less so. However, NLTE effects for Fe must be accounted for in the spectroscopic gravity deter- Bonifacio et al. (2009, B09) , and giants from François et al. (2007, F07) 10. As discussed in Bergemann et al. (2012a) 
Discussion -Chemical evolution of Sr
Since we wish to assess the impact of the LTE assumption vs NLTE on the chemical evolution of Sr, we selected a handful of Sr yields, covering both s-and r-process contributions. We probed how LTE vs NLTE abundances behave in a Galactic chemical evolution scheme. The yields will briefly be outlined below.
Theoretical predictions of stellar Sr yields
Here we consider the weak r-process yields from Arcones & Montes (2011) The yields from Wanajo et al. (2011) describe the ejecta from low-mass (∼ 9M ⊙ ) faint core-collapse electron-capture supernovae (ECSN). These may occur frequently even at low metallicity (e.g. Langer 2012), and their yields can therefore not be neglected when considering the evolution of Sr. The amount of Sr injected into the interstellar medium (ISM) is, based on the self-consistent two-dimensional ECSN model of Wanajo et al. (2011) , 1.79 ·10 −4 M ⊙ , which is obtained from the ejecta with an entropy ranging from 10 to 25 k B /baryon and an electron fraction (Y e ) between 0.4 and 0.56. This corresponds to the standard yield (W stand ). Low Y e values are expected in low-mass progenitors due to their fast explosions. Convective bubbles expand fast enough to inhibit the neutrino reaction that increases the electron fraction. However, owing to the self-consistency of the explosion model there are no free parameters in the simulations once the progenitor model and physics input are chosen. The uncertainties therefore stem from the systematic uncertainties associated with the input to the SN model and possible resolution limitations, but mainly from the progenitor mass range we adopt in the GCE models, which is what gives rise to Wlow and Whigh. Here we have selected two mass intervals for Wlow and Whigh that are representative of the SN mass used for these SN model calculations (see also Langer (2012); Nomoto (1987) ).
Neutrino-driven winds following immediately after supernova explosions, also from more massive progenitors, will likewise contribute to the amount of Sr in the ISM. The wind predictions we have incorporated here are based on the computations presented in Arcones & Montes (2011) . Here we have tested the impact that wind parameters, such as entropy, electron fraction, and expansion time scale, have on the neutroncapture nucleosynthesis in the wind. The effect of progenitor mass and progenitor metallicity remains an open question, since the supernova models still have uncertainties that are too large to constrain these quantities. Nonetheless, we note that since this process is a primary process, the impact of metallicity is not the most important factor when trying to constrain the yields. Assuming a neutron-rich wind with the electron fraction constricted to 0.4 < Y e < 0.49 (as currently suggested by Martínez-Pinedo et al. 2012; Roberts & Reddy 2012; Roberts 2012) , we can try to loosely confine some parameters to realistic ranges by setting an entropy interval of 50 to 150 k B /baryon and a wind expansion time scale limited to a few milliseconds. These are typ-9 ical values found in hydrodynamical wind simulations (Arcones et al. 2007; Fischer et al. 2010 ) and lead to Sr yields spanning 10 −4 − 10 −7 M ⊙ , where the largest contribution comes from 12 -25 M ⊙ supernovae, and the smallest yield could be assigned to 8 -12 M ⊙ SN explosions. Generally speaking, the smaller Sr yields can be assigned to low-mass progenitors, while more massive ones produce larger Sr yields.
The first s-process yield we consider here are those of Bisterzo et al. (2010) , who provide the yields from AGB stars in the mass range 1.3 − 2M ⊙ at different metallicities ([Fe/H]): 0, -0.8, -1.6, and -2.6 (S. Bisterzo, priv. comm.) . These yields have been calculated with the FRANEC (Frascati Phapson-Newton Evolutionary Code) that uses reaction rates from the KADoNiS and NACRE databases. The neutron-capture elements are created in 13 C pockets and brought to the stellar surface during thermal pulses. The AGB star experiences a mass loss in the range 10 −4 − 10 −7 M ⊙ /yr where the interval between successive thermal pulses lasts for about 10 4 − 10 5 years depending on the AGB core mass (e.g., see model data published in Karakas et al. 2012 or Cristallo et al. 2011 . The impact at low metallicity ([Fe/H]< −2.6), which we are interested in, is minor and would need to be extrapolated. However, yields from low-mass AGB stars are important at higher metallicities.
We also use AGB yields based on the nucleosynthesis calculations presented in Karakas et al. (2012) and Lugaro et al. (2012) . These calculations use reaction rates from the NACRE and JINA databases, which includes the KADoNIS neutroncapture cross sections. In comparison to the yields from Bisterzo et al. 2010 , these span a range from 0.9M ⊙ to 6M ⊙ at [Fe/H] = -2.3; at higher metallicities we cover a mass range from 1.25M ⊙ to 6M ⊙ at [Fe/H] = -0.15 and 5M ⊙ to 8M ⊙ at [Fe/H] = +0.14 (slightly super solar). For the heaviest of these stars, the main neutron source is the 22 Ne(α,n) 25 Mg reaction, and a 13 C pocket has been introduced. However, for the lowest mass stars, we introduce some partial mixing of protons at the deepest extent of each third dredge-up episode in order to form a 13 C pocket (see detailed discussion in Lugaro et al. 2012) . For most models the mass-loss rate used on the AGB is the semi-empirically derived Vassiliadis & Wood (1993) mass loss formulae. One of the major uncertainties in AGB modelling is the mass-loss rate, especially at the lowest metallicities, and for this reason we experiment with variations to the mass loss in the intermediate-mass AGB models. We refer to the discussions in Karakas (2010) and Karakas et al. (2012) for more details.
The s-process yields of massive rapid rotating stars are from Frischknecht et al. (2012) ; these results are more recent than Pignatari et al. (2008), and Frischknecht et al. (2012) based their yield predictions on a stellar evolution code. The code used is the Geneva stellar evolution code (GENEC), with reaction libraries from REACLIB, and neutron captures from KADoNiS. Moreover, the results by Frischknecht et al. (2012) are based on the still favoured reaction rate for 17 O(α, γ) by Caughlan & Fowler (1988) . We explore the uncertainty linked to this reaction rate decreasing it by a factor of 10. In this way we can generate upper and lower limits for what we might expect as Sr yields from these massive rotating stars. In general the abovementioned s-process yields are in the range 10 −6 − 10 −9 M ⊙ . (For comparison the non-rotating stars barely produce any Sr.)
The impact of different stellar yields on Galactic chemical evolution (GCE) models
We now show a chemical evolution model computed with the different assumptions for the stellar yields discussed above.
Because the goal of this section is to check for the broad impact of the different stellar yields on the chemical enrichment, we adopt a homogeneous chemical evolution model to guide our discussion. For that we use the halo chemical evolution model of Chiappini et al. (2008) , which we briefly summarise here: 1) the infall law of the primordial gas follows a Gaussian function, 2) the occurring outflow from the system is proportional to the star formation rate (SFR).
The timescale for the formation of the halo is fast (less than 0.5 Gyr). The other crucial element for our study is iron, for which we adopt the predictions from Woosley & Weaver 1995, (WW95) . As shown in Cescutti & Chiappini (2010) , this combination of parameters is able to produce a synthetic metallicity distribution function, which is in good agreement with the one observed in the Galactic halo (Lai et al. 2008; Schörck et al. 2009 ). As a result we assume that this model follows the correct timescale for the chemical enrichment.
We have not run individual models for each set of AGB nucleosynthesis prediction. The reason is that, even though our chemical evolution model calculates the enrichment from lowmass AGB stars and SNe Ia, only the more massive stars (SN II) can be considered drivers of the early chemical enrichment in the halo. This is due to the considerable longer timescales needed to evolve AGBs and SNe Ia. We have only tested the metal-poor yields for Sr (i.e. from the metal-poor extension to the yields from Lugaro et al. 2012) , for which we have predictions up to 6M ⊙ stars (compared to the 2 − 3M ⊙ from Bisterzo et al. 2010; Cristallo et al. 2011) . The massive AGB stars are more likely to contribute to the chemical enrichment during the formation of the halo, i.e. at lower metallicities. Nevertheless, the enrichment produced by the 6M ⊙ AGB stars do not influence the overall results. Only when extremely low yields from even more massive stars (SN II) are adopted (lower than Wlow), is it possible to see the influence of the heavy AGB yields.
We have computed different chemical evolution models with different nucleosynthesis assumptions, namely: In Fig. 11a ) (top) we show the models Wlow and Whigh, which differ in the level of Sr enrichment by the ECSN due to the supernova mass used in the GCE model. The high level of Sr production in a narrow range of masses produces in the case Model AMlow and AMhigh are presented in Fig. 11b ) (middle). In these models the Sr is produced in a wide range of massive stars, which leads to a rather flat [Sr/Fe] trend. The nearly 3 dex difference between the upper and lower curves (AMlow and AMhigh) reflects the variations and uncertainties in the Sr yields.
From the results obtained from the two pairs of models we cannot draw strong conclusions as to the nucleosynthetic origin of Sr in our metal-poor star sample. The only message we can read from them is that some combination of two r-process sites, can roughly explain the observationally derived abundances. At this level, the observations/data can still be used to constrain the theoretical yields, rather than the other way around.
Finally, from the two models generated using the Frischknecht et al. (2012) yields (Fig. 11c ) bottom panel), we can conclude that the s-process from fast-rotating massive stars may be an important source of Sr during the Galactic halo formation (see Cescutti et al. 2013 ). The early s-process taking place in metal-poor, fast rotating, massive stars should be coupled/added to at least one r-process.
Since the difference between the LTE and NLTE Sr abundances is small, despite the slight horizontal shift caused by the positive NLTE effect on metallicity, the methodology does not affect the interpretations in a GCE context (see Fig. 12 ). Therefore only the same GCE conclusions can be drawn under LTE and NLTE. We stress that this is only true for an element like Sr. Owing to the combined NLTE effects in Sr and Fe, there are no stars below [Fe/H] =−3.5 with high strontium abundances ([Sr/Fe]> 0). Our NLTE corrected abundances still show a large star-to-star scatter as is also found in Andrievsky et al. (2011) .
Without precise theoretical yields it is impossible to draw firm conclusions based on the abundance measurements. On the other hand, the presence of the spread can be explained in a stochastic chemical evolution scenario.
Many advances have been made in modelling AGB stars, SN, and the r-process, as well as significant improvements in the determination of atomic data for heavy elements. These have in turn improved the GCE models. However, the r-process yields still need to be better constrained not to span 3 dex. Until these improvements are made, yield predictions should only be used as guiding upper and lower limits. The yields from the fast-rotating stars and the AGB stars also face challenges when trying to constrict the 13 C pockets, pulse duration, mass loss, and poisons in order to improve the networks and, in turn, yields. Only within the last decade have SN models managed to explode, and the treatment of 13 C pockets and mass loss from AGB stars is improving (e.g. Matsuura et al. 2007; Mattsson et al. 2008; Sloan et al. 2012 ). For example, by using AGB stars in star clusters it is possible to constrain uncertain parameters related to convection and mass loss (e.g. Lebzelter et al. 2008; Kamath et al. 2012) , while 13 C pocket sizes can be constrained using data from a variety of observational data (e.g., Lugaro et al. 2003; Bonačić Marinović et al. 2007; Bisterzo et al. 2012 ).
There are still many challenges, including a detailed understanding of the formation mechanism of 13 C pockets, which is currently unknown, and a significant uncertainty in s-process models of AGB stars (e.g., see discussion in Herwig 2005). The yields from fast-rotating massive stars also face some of Best GCE model NLTE the same challenges including an accurate description of mass loss and convection in stellar models (e.g., see review by Langer 2012) .
However, on the basis of Figs. 11 and 12 we believe that at least two different sources (e.g. neutrino-driven winds from massive stars or low-mass ECSN) are needed to explain the [Sr/Fe] abundances we derived under both LTE and NLTE. An early s-process could take place in fast-rotating stars and provide a possible explanation for the low [Sr/Fe] we obtain at very low metallicity.
Conclusions
Cross-disciplinary work is crucial for computing better yields and, in turn, better chemical evolution models. Only then will such calculations allow us to accurately predict the behaviour and evolution of heavy elements such as Sr. This information is needed in the era of high-resolution surveys, where we have a large flow of data coming in. We are now capable of analysing the stars and extracting very accurate abundances with uncertainties < 0.25 dex, compared to what can be obtained from nucleosynthetic yields and evolved stellar models. This indicates that observationally derived abundances are more likely to constrain the parameter space of the yield predictions and the GCE models than vice versa.
On the basis of this study we can conclude the following about Sr in metal-poor stars.
-When deriving Sr I abundances, NLTE corrections should always be applied in order to obtain ionisation equilibrium. We may instead use the observationally derived abundances to constrain the parameter space of the model predictions.
In summary, it is not sufficient to account for NLTE effects in the line formation of the Sr lines. NLTE effects must be taken into account in determining stellar parameters, i.e., surface gravities and metallicities. Alternatively, abundances determined from the lines of the majority species, Sr ii and Fe ii, can be used. The LTE assumption is a trustworthy chemical evolution tracer, in the interval −3 < [Fe/H] < 0, for the Sr II abundances from dwarfs calculated with gravities stemming from parallaxes and temperatures based on accurate photometry. The metal-poor giants, which are the best targets at low metallicity, are biased by the LTE assumption. The parameters of the giants and their abundances must be computed under NLTE.
With the current uncertainties on the stellar yields, which span two to three orders of magnitude, we cannot draw strong conclusions on the chemical evolution of Sr in the early Galaxy. Neither can we precisely extract the various sites that contribute to the creation of the large star-to-star scatter, although at least two sites seem necessary. The yield predictions and the GCE model used in this work provide both upper and lower limits to the highly scattered stellar strontium abundances. 
Notes.
( * ) Larger uncertainty ±0.1 dex in measurement (<) upper limit on the abundance
