Abstract. This paper is concerned with a numerical method for multiscale elliptic problems. Using the framework of the Heterogeneous Multiscale Methods (HMM), we propose a micro-macro approache which combines finite element method (FEM) for the macroscopic solver and the pseudospectral method for the micro solver. Unlike the micro-macro methods based on standard FEM proposed so far in HMM we obtain, for periodic homogenization problems, a method that has almostlinear complexity in the number of degrees of freedom of the discretization of the macro (slow) variable.
1. Introduction. The numerical solution of problems encompassing a variety of strongly coupled scales pose major computational challenges in terms of analysis modeling and simulation. The direct numerical simulation of problems for which significant physical phenomena occur on length scales which differ by several orders of magnitude is often impossible, due to the computational cost for resolving the smallest scale.
For problems with scale separation, mathematical tools, as homogenization theory, have been developed to derive "macro" or "effective" or "homogenized" models (see [7] , [21] , [11] and the references therein). The numerical simulation of these macro models can be done by standard methods. However, beside restrictive assumptions on the media, the simulation techniques based on this macro models suffer from several drawbacks. The parameters of the effective models have usually to be computed numerically so that it is difficult to obtain an error control of the discretized macro model. Furthermore, the small scale information is lost in these approaches. It can be recovered by solving corrector problems, but this procedure is as expensive as solving the full fine scale problem.
Introduced in [13] , the Heterogeneous Multiscale Method (HMM) has been proved to be a useful framework for the design and analysis of multiscale methods. Such methods based on finite elements, the so-called finite element heterogeneous multiscale methods (FE-HMM) have been developed in [2] , [3] , [4] , [5] , [14] .
In these approaches, the unknown effective problem is solved directly with a coarse mesh by a macro FE solver. The unknown data of the macro model are extracted on the fly by testing the microstructure on sampling domains with a micro finite element method (FEM). Recently, a fully discrete error analysis has been derived for these type of methods [3] , [4] , [5] . The analysis in the aforementioned paper shows that for N "macro" degrees of freedom, the overall complexity, taking into account the micro FE discretization, is superlinear in N . More precisely, consider piecewise linear FE space for the micro and macro problem and denote by N mac and N mic the degrees of freedom of the macro FEM and the micro FEM, respectively. Assume further that the costs (floating point operations) of the methods are proportional to their degrees of freedom (as for example when using multigrid linear solver). Since the macro FEM has input data coming from the micro problems, the numerical error when solving these latter problems has an impact on the global error. For the approximation of the homogenized (upscaled) problem, the global error for solving numerically a multiscale elliptic problem with an HMM type method is, as shown in [3] given by err mac + err mic + err b , where err mac is the error of the macro FEM, err mic is the error contribution from the micro FEM and err b comes from the (possibly inexact) boundary conditions and boundary layer terms [14] . We note that err b = 0 with an heterogenous multiscale type method for the numerical approximation of periodic homogenization problems [2] , [3] . When using linear FEM for the micro problem, it has been shown in [3] that err mic = O(N mac ). Finally if we want to approximate the fine scale solution, a reconstruction procedure has been proposed in [13] , [1] and the analysis in [3] shows that the total cost (for linear convergence rate in the H 1 norm) is O(N 2 mac ). Notice that in this latter case, err b = √ ε, where ε is the length of the small scale oscillation.
In this paper, we propose and analyze a numerical method for elliptic multiscale problems based on a coupling of a macro FEM with a micro pseudo-spectral method. Provided sufficient regularity of the conductivity tensor, we show that the micro solution has spectral accuracy. Furthermore, if the the conductivity tensor is analytic, we show that the micro solution has exponential convergence. In this latter situation, the overall complexity is quasi optimal, i.e. almost-linear in the number of degrees of freedom N mac . More precisely, using the above notation, we show that err mic decreases with a spectral or an exponential rate (these statements about spectral and exponential convergence rates will be made precise in the proofs).
For important classes of problems, including problems with periodic coefficients, with random stationary coefficients as well as for some nonlinear problems, the micro problems can be defined in periodic function spaces [13] , [14] , [2] , [3] , [4] , [5] . The use of pseudo-spectral methods is thus well-suited for these micro problems. Furthermore, using spectral method on the micro domains (which can be chosen as squares/cubes) does not prevent to apply the numerical method to domains with complicated geometry. It is the macro triangulation which meshes the domain of the physical problem. Beside the optimal complexity for two scale problems, let us mention several issues in HMM that can be addressed by the method proposed in this paper. An important issue in multiscale computation is high order methods. Theoretically, FE-HMM can be easily constructed using several sampling domains within each macroelements [14] . However, the fully discrete analysis [3] shows that higher order micro solvers should also be implemented, for otherwise, the computational complexity will be governed by err mic , the contribution of the low order micro solvers. By using spectral methods for the micro solver, it is possible to construct efficient high order FE heterogeneous multiscale methods. Another issue is the numerical solution of problems with more than two (separated) scales. For such problems, the FE-HMM consists in a hierarchy of micro-macro methods. Refining simultaneously the whole hierarchy of meshes (based on the rate derived in [3] , [4] , [5] ) can be computationally expensive. In this situation, almost-linear complexity with respect to the macro degrees of freedom N could also be achieved by coupling a macro FEM for the physical domain with pseudo-spectral methods for the hierarchy of micro scales.
The paper is organized as follows. In Section 2 we introduce the multiscale method based on the coupling of a macro FEM and micro pseudo-spectral Fourier methods (FES-HMM), we state the main results and put them in perspective with previously obtained results. Section 3 is devoted to the analysis of the method and the proof of convergence results. In Section 4 we extend our results for higher order macro FEM. Finally, in Section 5, we present numerical examples which illustrate the convergence rates of our method.
Notations. In what follows, C > 0 denotes a generic constant, independent of ε, whose value can change at any occurrence but depends only on the quantities which are indicated explicitely. For r = (r 1 , . . . ,
d . We will consider the usual Sobolev space
We will also consider W 
Spectral Heterogeneous Multiscale Finite Element
Method. In this section we first briefly recall homogenization theory and pseudo-spectral methods and introduce the multiscale FEM with micro problems solved by the pseudo-spectral Fourier method (FES-HMM). At the end of the section we state the main convergence results. Altough the analysis of our method will be performed in the periodic homogenization framework, we emphasize that the numerical method itself is not restricted to periodic homogenization problems.
Homogenization Problems. We consider the following elliptic model problem in the domain
where ε is a small parameter that represents explicitely the multiscale nature (eg. small scale) of the problem. Throughout, we will assume that the tensor a ε (x) is uniformly elliptic and bounded, i.e.,
For several classes of such multiscale problems, it is known from homogenization theory (see e.g. [7, Chap.1] , [26] ) that u ε converges (usually in a weak sense) to a "homogenized solution" u 0 , solving an elliptic problem where the small scale have been averaged out.
The analysis of our methods will be presented for the case when the tensor a ε (x) = a(x, 
where the homogenized diffusion coefficient a 0 is a smooth matrix with coefficients given by a
the solutions of the so called cell problems
where (e j ) d j=1 is the canonical basis of R d . Classical homogenization theory [7] , [26] , [21] gives [17, Remark 7] ). In the nonperiodic case, there still exists a homogenized problem, but the homogenized matrix a 0 (x) is usually unknown [21] . We emphasize that our numerical method is not restricted to the periodic case (see Remark on page 6 and Section 5.3). 
The coefficientsû k are given byû k = (u, e 2ikπy ). We further consider for an integer M > 0 the subspace spanned by span{ψ k = e 2ikπy ; |k| ≤ M } and the L 2 −orthogonal projection
In general it is not possible to calculate explicitely the Fourier coefficientsû k of the orthogonal projection. Let us define a mesh on I with pseudospectral points given by
We next consider the so-called pseudo-spectral method which is a collocation procedure at the pseudospectral points y l of defined above. The discrete Fourier coefficients of a function u ∈ C 0 per (I) with respect to the pseudospectral points I M are given bỹ
and the trigonometric interpolant of u at the pseudospectral points I M is defined by (2.11) where Q d is defined as tensor product of the 1−dimensional pseudospectral points
2.3. Spectral Heterogeneous Multiscale Finite Element Method. We construct now the multiscale FEM with micro problems solved by the pseudo-spectral Fourier method. We concentrate here for simplicity on piecewise linear continuous FEM in the macro spaces. We will consider higher order FEM in Section 4. We assume in the sequel that the domain Ω where the multiscale problem is defined is a convex polygon. Let therefore the macro finite element space be defined by
where P 1 (K) is the space of linear polynomials on the triangle K, and T H is a quasiuniform triangulation of Ω ⊂ R d of shape regular triangles K. By "macro finite elements" we mean that H, the size of the triangulation can be larger than the micro length scale ε.
Remark 2.1. Standard a-priori estimates for an
, (the factor 1/ε is due to the small oscillations in u ε , see [23] . The goal is thus to define a numerical methods with convergence rate independent of ε.
We consider for a macro triangle K ∈ T h a sampling sub-domain centered at the barycenter
d , where δ ≥ ε (see the last paragraph of this section). We define a pseudospectral mesh on K δ based on the mesh defined in (2.12)
We also define
where the quotient denotes the equivalence relation u ≃ v ⇐⇒ u − v is a constant. We will also use S M (Y ) which is defined as (2.15) for the domain
We will use the same notation when working in the space S M (Y ) with a pseudospectral mesh defined in (2.12) and a weight factor given by
This follows from the fact that the integration formula
The FES-HMM for the elliptic homogenization problems, based on the macro space S 1 0 (Ω, T H ), is defined by a modified macro bilinear form
where
d , is a sampling sub-domain centered at the barycenter x K of K and |K|, |K δ | denote the measure of K and K δ , respectively. The (unknown) micro function u M is the solution of the following micro problem:
The macro FES-HMM solution is defined by the following variational problem:
Remark 2.3. Previous FE-HMM methods are based on FEM at the macro and the micro level [13] , [14] , [2] , [3] . In these methods, the macro bilinear form is similar as (2.19) , and the micro functions are such that
and P 1 (T ) is the space of linear polynomials on the triangle T . Notice that setting
, we can reformulate (2.22) as a periodic problem with right hand side involving u H similarly as in (2.20) . Remark regarding the non-periodic case If the problem (2.1) is periodic with period ε one can chose δ = ε in the above method. There are many practical multiscale problems with periodic structures but even more without periodicity or where the period is not known. Semi-discrete convergence but not computational complexity of FE-HMM for these problems was studied in [14] . These problems typically require a computational micro-scale domain with a diameter δ that is larger than the period ε.
For problems with a periodic fast scale but with unknown period there are two error terms with implications for complexity: O(δ) + O(ε/δ) , see [14] . The first occurs if the coefficient is given as a ε and not with explicitly defined dependence on the periodic oscillatory component and the second originates from a mismatch of the boundary conditions. The O(δ) term can actually be improved to O(δ q ) for any given integer q by replacing the simple average used to approximate point wise values in [14] by a weighted average. The weight or kernel should satisfy certain moment and regularity conditions, see theorem 2.7 in [15] . The overall complexity can anyway not be bounded as well as with our periodic assumption. There are, however, cases for which only a narrow boundary layer is affected by the mismatch at the boundary of the microscale domain, see [19] . This is the reason why only a limited over sampling is often effective in the multiscale finite element method. We can then have δ = O(ε) and the overall complexity will be of the same order as in the known periodic case. Notice that in the case that the explicit form of the tensor a ε is not known or in the nonperiodic case, one should replace S M (K δ ) defined in (2.15) by a micro space based on Chebyshev pseudospectral points. One still retains the fast convergence of the micro solutions, provided sufficient regularity of the problem.
Main results.
After showing that (2.21) is well-posed we obtain, for periodic homogenization problems, the following convergence results, proved in Section 3 and extended in Section 4 for higher order macro FE spaces. Let u 0 be the solution of the homogenized problem (2.3), and assume u 0 is H 2 regular. Let u H be the solution of problem (2.21). Provided sufficient regularity of the conductivity tensor a ε (x, x/ε), we have Theorem (3.9).
, where H is the size of the triangulation of the macro finite element space (2.13) and where M d is the number of pseudospectral points of the micro space S M (K ε ) given in (2.15). Corollary.
Provided analycity of the conductivity tensor a ε (x, x/ε), we have Theorem (3.11).
where C 2 depends on B (see Definition 3.4) , where H is the size of the triangulation of the macro finite element space (2.13) and where M d is the number of pseudospectral points of the micro space
Defining a numerical corrector u ε p (see 3.31) constrained by the known computed macro solution u H , we obtain an approximation of the fine scale solution u ε . Provided sufficient regularity of the conductivity tensor a ε (x, x/ε), we have Theorem (3.13).
, where H is the size of the triangulation of the macro finite element space (2.13) and where M d is the number of pseudospectral points of the micro space S M (K ε ) given in (2.15). The normH 1 (Ω) (defined in 3.33) is a broken Sobolev norm which is needed since the reconstructed solution u ε p can be discontinuous across the macro elements K. Provided analycity of the conductivity tensor a ε (x, x/ε), we have Theorem (3.14).
, where H is the size of the triangulation of the macro finite element space (2.13) and where M d is the number of pseudospectral points of the micro space S M (K ε ) given in (2.15) . Under the stated assumptions, we see in Theorems and Corollaries 3.11 and 3.14 that the contribution of the error of the micro solution, M (log M ) d−1 e −αM , decreases exponentially fast. Going back to the notation of the introduction and denoting by N mac the degrees of freedom of the macro FEM, we see that for solving elliptic homogenization problems in the L 2 norm with the usuall quadratic convergence rate we have a total cost of O(N mac ) (up to exponential convergence of the micro problem). The same is true for the H 1 norm and for the reconstructed solution. With the [5] . Thus, the proposed method achieves an almost-linear complexity (independent of ε) with respect to the number of macro degrees of freedom.
Higher order macro FEM. In Section 4 we will extend the numerical method for conforming higher order macro FE spaces of polynomials of degree p ≥ 1 on quasiuniform meshes, provided u 0 and f , the right hand side of (2.3), are smooth enough ( u 0 ∈ H l+1 and f ∈ H l will suffice in what follows). For the original FE-HMM, using conforming FE spaces of polynomials of degree p ≥ 1 for the macro solver while keeping piecewise linear FE space for the micro-solver one would obtain following [3] and [14] 
, where s = min(p, l). Thus, not only the complexity is superlinear in the number of macro macro degrees of freedom N mac , but for any p, l ≥ 1 the global convergence rate cannot be faster than O(N −2/d mic ), (quadratic rate) unless higher order FEM are used for the micro problems. For the proposed approach, the same pseudo-spectral method, as defined in Section 2.3 can be used for the micro problems with higher order macro FEM. Provided sufficient regularity of the conductivity tensor a ε (x, x/ε), we obtain in Section 4
Provided analytic conductivity tensor we obtain in Section 4 results of the form
i.e., up to exponentially decreasing micro error, an overall almost linear complexity of O(N mac ) for a macro convergence rate of H min(p,l) . Convergence results for the L 3. Error analysis. We start by showing that the method is well posed and then prove the main convergence results. In the sequel, we set δ = ε in the FES-HMM defined in Section 2.3.
3.1. Well-posedness. We show in the following proposition that the bilinear form (2.19) is elliptic and bounded, thus (2.21) has a unique solution.
Proposition 3.1. The problem (2.21) has a unique solution which satisfies
Proof. We first show that the problem (2.20) has a unique solution. The coercivity of the bilinear form defined in (2.20) follows from
where we used the coercivity of a(x, x/ε) (see (2.2)), the equivalence of discrete and continuous scalar products for functions in S M (K ε ) (see Remark 2.2) and the norm
where we used the boundedness of a(x, x/ε), the Cauchy-Schwarz inequality and as above, the equivalence of discrete and continuous scalar products and norms. Thus, the existence and uniqueness of a solution of problem (2.20) follows from the LaxMilgram theorem. It remains to show that (2.21) has a unique solution.
H is constant over a macro triangle K, we have 
where u (respectively v) is the solution of the micro problem (2.22) 
It can be shown similarly as in Lemma 3.2 that (see also [3] for details)
is the standard basis of R d and were we set as usual y = x/ε. We define a semi-discrete macro solution by u H , solution of the problem: find u
Similarly as for Problem 2.21, it can be shown that this problem has a unique solution which satisfies u
Following [3] , the error estimates for the FES-HMM can be obtain as sketched below. Let u H , u H be the solution of problems 2.21 and 3.9, respectively. Let u 0 be the solution of the homogenized problem (2.3). Then,
where we used the triangle inequality and the estimation u 0 − u [3] ). The second term of the right-hand side of the inequality can be estimated in the following way. Denoting by v H = u H − u H , we have
and thus
This is the basis of our convergence analysis. For sufficiently smooth tensor a(x, x/ε), we prove in the sequel that the right-hand side of (3.12) is spectrally decaying, i.e., decays faster than any fixed degree polynomial rate. Provided analycity of a ε (x), we prove that the right-hand side of (3.12) is exponentially decaying. L 2 convergence rates will be derived as well.
3.3. Spectral and exponential convergence. We start with a lemma needed to derive the spectral accuracy of the method (see Appendix A for a proof).
Lemma 3.3. Assume w(y) ∈ H s per (Y ), with s ≥ 2, then
where for a function w ∈ L 2 per (Y ), the spectral interpolant Q M w is defined in (2.11) and M d is the number of pseudospectral points of the micro space S M (Y ) (see (2.15) ). For the proof of the exponential decay estimate, we first need some notations. Remark 3.5. It is known that if the coefficients of an elliptic operator are real analytic in the closure of the domain of considerationD and if the right-hand side is real analytic, then the solution of the corresponding elliptic equation is a real analytic function inD. We refer the reader to [27] , [9] for a precise discussion and proof of the above statement. For the problem (3.8), we note that the coefficients of the elliptic operator and the right-hand side are given by the same functions a ij (x K , ·). Assuming a ij (x K , ·) ∈ A B,α (Y ) ∀i, j = 1, . . . , d it follows from the above consideration that the solutions χ j (x K , y) of (3.8) are also analytic for all j = 1, . . . , d. The following lemma is proved in the Appendix A. Lemma 3.6. Let w ∈ A B,α (Y ) Then
where for a function w ∈ L 2 per (Y ), the spectral interpolant Q M w is defined in (2.11) and M d is the number of pseudospectral points of the micro space S M (Y ) (see (2.15)).
be the bounded coercive tensor of problem (2.1). We set a ij (x K , x/ε) = a ij (x K , y). In view of (3.10) and (3.12), we prove the main results of this section, leading to spectral and exponential convergence of the micro solver.
Lemma 3.7. Assume that a ij (x, y),
, where the bilinear forms B(·, ·), B(·, ·) are defined in (2.19) and (3.6), respectively, and where M d is the number of pseudospectral points of the micro space S M (K ε ) given in (2.15).
where the constant C depends on B, where the bilinear forms B(·, ·), B(·, ·) are defined in (2.19) and (3.6), respectively, and where M d is the number of pseudospectral points of the micro space S M (K ε ) given in (2.15).
The proof of both Lemmas follows the same lines. We prove Lemma 3.8 and indicate after the proof the modifications which lead to the proof of Lemma 3.7.
Proof. [Lemma 3.8] Using the definitions of (2.19) and (3.6) following Lemma 3.3 of [3] we have
We observe that the first member of the last line of (3.20) is zero
Using the same argument and replacing u M by u M − u in the second expression we have
where we used that the bilinear form is bounded. We have next to estimate
It remains to estimate
, where j m is the index corresponding to the maximum in the above expression. In view of (3.5) and (3.8) using Strang lemma we get
We chose z M = χ jm M for the infimum in (3.24) and using Lemma 3.6, we obtain
For the second term of the right-hand side of (3.24) (with z M = χ jm M ) we have
where we used Remark 2.2. The second term is zero and the first term is bounded by
using the assumptions and Lemma 3.6. For the third term of the right-hand side of (3.24) we write g jm = a(x K , y)e jm and Q M g jm the spectral interpolant of g jm in S M (Y ). Using Remark 2.2 and Lemma 3.6 we obtain
using Lemma 3.6. Summing all the terms together and using that ∇u H is constant, we obtain
The second term of (3.22) , ∇v M − ∇v L 2 (Kε) , is treated similarly. Finally summing up over K ∈ T we find that (3.22) is bounded by
and the proof is complete. Proof. [ Lemma 3.7] The first part of the proof until inequality (3.24) is identical as for Lemma 3.8. We next discuss the estimation of the three terms on the right hand side of the inequality (3.24). We chose z M = χ jm M for the infimum in (3.24) and the first term can be bounded using Lemma 3.3 by
For the second term on the right-hand side of (3.24) (with
which is obtained similarly as in Lemma 3.8. Notice that since χ
For the third term of the right-hand side of (3.24) we write g jm = a(x K , y)e jm and Q M g jm the interpolant of gj m in S M (Y ). Similarly as in Lemma 3.8 and using Lemma 3.3 we obtain
Summing all the terms together and using that ∇u H is constant, we obtain
Using similar argument for the second term of (3.22), summing over K ∈ T and using that a ij (x, y),
) we find that (3.22) is bounded by
and the proof is complete.
Error estimates for the FES-HMM.
We can now give the error estimate between the homogenized solution and the solution of the FES-HMM.
Theorem 3.9. Let u 0 be the solution of the homogenized problem (2.3), and assume u 0 is H 2 -regular. Let u H be the solution of problem (2.21) and suppose that the assumptions of Lemma 3.3 hold. Then
, where H is the size of the triangulation of the macro finite element space (2.13) and where M d is the number of pseudospectral points of the micro space S M (K ε ) given in (2.15).
Proof. Using (3.10),(3.12) and Lemma 3.3 gives the result. Corollary 3.10. Suppose that the assumptions of Theorem 3.9 hold. Then we have the following estimates
for the solution of (3.9) (see [2, App. A]), the estimation for (3.12) obtained in Lemma 3.3 and the triangle inequality. Estimation (3.27) follows from (2.5), (3.26) and the triangle inequality.
Using Lemma 3.6 instead of Lemma 3.3 we obtain Theorem 3.11. Let u 0 be the solution of the homogenized problem (2.3), and assume u 0 is H 2 -regular. Let u H be the solution of problem (2.21) and suppose that the assumptions of Lemma 3.6 hold. Then
where C 2 depends on B, where H is the size of the triangulation of the macro finite element space (2.13) and where M d is the number of pseudospectral points of the micro space S M (K ε ) given in (2.15).
Corollary 3.12. Suppose that the assumptions of Theorem 3.11 hold. Then we have the following estimates
3.5. Retrieving microscopic information. So far we gave a numerical procedure to approximate the macro (homogenized) solution of the problem (2.3). Following [28] (see also [14] , [3] ) we consider a procedure to retrieve the microscopic information in order to approximate the microscopic solution of problem (2.1). We define u ε p by
where | P K denotes the periodic extension of the fine scale solution (u M − u H ), available in K ε , on each element K. This extension is defined for a function w ∈ H 1 (K ε ) or in
The function u ε p which can be expressed by
using (3.4) for the whole macro element K, defines a fully discrete fine scale approximation of the solution u ε of problem (2.1). Since u ε p can be discontinuous across the macro elements K, we define a broken H 1 norm by
Similarly as in (3.32), we define
the reconstructed semi-discrete function based on the formula (3.7), where u H is the solution of problem (3.9) . In the sequel we will skip the notation | P K for the functions assume that the solution of the homogenized problem (2.3) satisfies u 0 ∈ H l+1 (Ω) and that the right hand side satisfies f ∈ H l (Ω). We also consider a pth-order numerical quadrature scheme (ω i ,
Theorem 4.2. Let u 0 be the solution of the homogenized problem (2.3), and assume u 0 ∈ H l+1 (Ω) and f ∈ H l (Ω), 2l > d. Let u H be the solution of problem (4.5) and suppose that the assumptions of Lemma 3.3 hold. Then
, where H is the size of the triangulation of the macro finite element space (2.13), and where M d is the number of pseudospectral points of the micro space M d is the number of meshpoints of the micro space S M (K ε ) given in (2.15).
Theorem 4.3. Let u 0 be the solution of the homogenized problem (2.3), and assume u 0 ∈ H l+1 (Ω) and f ∈ H l (Ω), 2l > 2. Let u H be the solution of problem (4.5) and suppose that the assumptions of Lemma 3.6 hold. Then
Numerical experiments.
We end this paper with a few numerical experiments illustrating our theory.
5.1. Example 1: Uniformly periodic problem. In order to see the effect of the spectral micro solver and to compare it with a FEM-type micro solver we consider the (quasi 1-d) model problem (see [3] )
where a(y) = (cos 2πy 1 + 2), y = (y 1 , y 2 ) ∈ Y = (0, 1) 2 , and f (x) ≡ 1. The homogenized solution is a quadratic polynomial depending on the homogenized tensor which can be easily computed for this simple problem (see [3] for details). The purpose of the following numerical experiments is to illustrate the different impact of the errors in the micro solver at a macroscale, when solving the micro problem with either a FEM or a spectral method. We therefore consider only the homogenized problem in order to be free of the boundary layer term when comparing the fine scale solution with the reconstructed heterogeneous multiscale solution (see Section 3.5).
In the Figures below, we study the macro convergence of the FE-HMM (Finite Element Heterogeneous Multiscale Method with macro and micro piecewise linear FE spaces) and the FES-HMM (Finite Element Spectral Heterogeneous Multiscale Method with macro piecewise linear FE space and micro pseudospectral method). In both cases, the macro mesh is denoted by H and we denote by h ε L = h L /ε the meshsize of the micro FEM, where h L = 1/L. When using pseudo-spectral methods h ε L = h L /ε will denote the equidistant spacing of the pseudospectral points and L the number of pseudospectral points (in one dimension).
We first study in Figures 5.1 and 5 .2 for a given macro mesh H the influence of the micro mesh refinement on the macro error (for H chosen, h L = 1/2, 1/4, 1/10, 1/22, 1/46). An horizontal line indicates that the micro calculation are precise enough so that the global error is given by the macromesh size (which is kept constant for each experiment). We see for the FES-HMM in Figure 5 .1, both for the L 2 error (left picture) and the H 1 error (right picture), that after a short transient h L < 1/8 we have a perfect horizontal line, indicating that the influence of micromesh refinement can no longuer be seen. For the FE-HMM, we see in Figure 5 .2 (left) that for the L 2 norm, the micro mesh has to be refined, until h L ≃ H in order to stabilize the global error. We see in Figure 5 .2 (right) that for the H 1 norm, the influence of the micro error is less severe and the micro mesh has to be refined, until h L ≃ √ H. These behaviours for the FE-HMM are in accordance with the fully discrete error analysis of [3] (see (2.32) for l = 1) which indicates that both micro and macro meshes have to be refined simultaneously for the L 2 norm and that micro and macro meshes should be refined according to h L ≃ √ H for the H 1 norm. We next study macro mesh refinements in Figures 5.3 and 5.4. Here we fix the micromesh h L and refine the macromesh H = 2 −α , α = 1, . . . , 8. We see for the FES-HMM in Figure 5 .1, for both the L 2 error (left picture) and the H 1 error (right picture) and for all h L ≥ 1/8 we have perfect quadratic and linear convergence. This again confirms our theoretical results: up to exponential convergence, the error of the FES-HMM is given by the usual error of the macro FEM, i.e. independent of the micro solver. For the FE-HMM, we see in Figure 5 .3 (left) that for the L 2 norm, the quadratic macro convergence rate can be observed until H ≃ h L . Refining further the macromesh does not decrease the global error any further. For the H 1 error, the refinement rate h L ≃ √ H can be observed. Again, these behaviours for the FE-HMM are in accordance with the fully discrete error analysis of [3] (see (2.32) for l = p = 1) 2 . 
Example 2:
Two-scale problem. We next consider a truly two-scale problem (also considered in [25] ) given by
2 Observe that the convergence plots for the H 1 norm are slightly different than the similar one in [3] . The numerical computation in [3, Figure 4 .1, right picture] show a more severe micro error influence than h L ≃ √ H as predicted by the theory given in [3] . This is due to a small error in the code which has been corrected in the present paper. Here, the micro-macro refinement h L ≃ √ H can be observed where
where f = 10 and x = (x 1 , x 2 ). This multiscale problem does not have periodic coefficients but the fast scale is periodic (see Figure 5 .5, right picture). In contrast to the previous example, we do not have an analytical solution for the homogenized problem. We will compute a reference solution of the fine scale problem on a very fine mesh of 10 6 degrees of freedom with a classical FE method. As a measure of convergence (see Corollaries 3.10,3.12) study
We monitor in Figure 5 .5 the convergence results for macromesh refinement (H = 1/2, 1/4, 1/8, 1/16/1/24, 1/32). We study the case when δ the cell size is equal to the periodicity ε and the case when the ratio δ/ε = 5/3 is non integer. The number of pseudospectral points are fixed (M = 10 if δ = ε and M = 17 if δ/ε = 5/3). We see that we obtain the expected convergence results independent of M if δ = ε. For noninteger cell size, the convergence deteriorates at the finest macromesh, but is much better than the a-priori estimates one expect for this case, which should involve a boundary layer term C(ε/δ) [14] . In general the boundary layer influence for the case of a non-integer ratio between period and cellsize might be larger.
Example 3:
Random porous media problem. For the last example, we consider the multiscale elliptic problem (5.4) with random coefficients a ε (x) = a(x/ε, ω). This is the typical pressure equation for porous media problems. In such a modeling, the natural media is seen as a statistically homogeneous realization of a random field and the permeability a ε (x) varies on a ε length scale much smaller than the characteristic macroscopic length scale of observation. We chose a ε to be a log-normal stochastic field with mean-zero, variance σ = 1 and correlation length ε 1 = 0.02, ε 2 = 0.03. We generate a realization of this stochastic field by the moving ellipse averaging method [30] . We then compute a reference solution on a fine 1024 × 1024 grid and compare the solution with the FES-HMM (the reference solution can be seen as the exact solution of a finite difference version of (5.4)) [25] . We compute a solution on a coarse 32 × 32 grid for the FES-HMM with a sampling domain of size 0.06 × 0.06. The error estimates for random coefficients are much weaker (see [14] ) and a realistic complexity estimates will require improved analysis. were we used (A.4) for the x and y variables in the first and second terms of the right-hand side of the inequality, and successively (A.4) for the x variable and for the y and variable. Using the continuous embedding H s (Y ) ⊂ H 1 (I, H s−1 (I)) concludes the proof of (A.9). To prove (A.10) we first estimate 
