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Fig. 1: Our design space maps out the aspects of a machine learning model that can be explained through visualization and
verbalization techniques, and discusses strategies on how these explanations can be achieved. We argue that certain aspects of a
model are more suitable to be explained visually, some verbally, but most importantly, through effective combinations of both. The
combinations can be curated by the user (e.g., the visual and verbal components are generated on-the-fly), or can be predefined
(e.g., where both visualization and text are static), and they can emphasize different concepts such as the algorithmic process, key
individual examples, or patterns observed in the output.
Abstract—In this position paper, we argue that a combination of visualization and verbalization techniques is beneficial for creating
broad and versatile insights into the structure and decision-making processes of machine learning models. Explainability of machine
learning models is emerging as an important area of research. Hence, insights into the inner workings of a trained model allow users
and analysts, alike, to understand the models, develop justifications, and gain trust in the systems they inform. Explanations can
be generated through different types of media, such as visualization and verbalization. Both are powerful tools that enable model
interpretability. However, while their combination is arguably more powerful than each medium separately, they are currently applied
and researched independently. To support our position that the combination of the two techniques is beneficial to explain machine
learning models, we describe the design space of such a combination and discuss arising research questions, gaps, and opportunities.
Index Terms—Verbalization, Visualization, Explainability, Interpretability, Machine Learning
1 INTRODUCTION
According to Mohri et al. [17, p. 1], machine learning (ML) “can be
broadly defined as computational methods using experience to improve
performance or to make accurate predictions.” It is a powerful tool
to solve complex problems; thus, it has been applied to a variety of
fields such as machine translation, image recognition, patient diagnos-
tics, spam and malware filtering, fraud detection, customer support, etc.
ML systems are generally black boxes as they usually provide no ex-
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planation as to how the models evolve in the training phase, nor how
the predictions are made. However, in various fields, explainability is
crucial, as it makes reasons governing predictions transparent, high-
lights capabilities and limitations of learned models and enables their
improvement.
More formally, explainability (frequently called interpretability, un-
derstandability) is “the degree to which a human can understand the
cause of a decision.” [2], and Ehsan et al. [5] write that an explanation
focuses on sequential problems and is grounded in natural language
communication. The concept of explainability has gained more and
more relevance in the recent years, as evidenced, for example, by the
explainable AI DARPA program1 – a program with a goal to generate
a set of methods to provide developers different design options in creat-
ing an understandable representation of ML models.
1https://www.darpa.mil/program/explainable-artificial-intelligence accessed
on the 5th of July 2018
Explanations of ML models can have many facets. Krause et al. [10]
argue that, while a ML technique is often defined as being more or less
interpretable, it is hard to assign a level of interpretability to the whole
class. The aspects to be explained depend on various factors such as
the learning type of a model (e.g., supervised vs. unsupervised), the
model’s type (e.g., decision tree vs. neural network), the task, and also
user preferences and expertise. This will also impact the methods that
are used to generate explanations: explainability methods can be model-
agnostic [23] or specific to a type of model.
Several media can be utilised to explain ML models. Most com-
monly used techniques are visualizations [7, 13, 14, 29, 32] with also
verbalization [5,8,27] being frequently considered in explaining model
decisions. In the state-of-the-art applications for explainable ML, these
techniques are used separately. In 2007, Google Sheets2 presented a
new feature called Explore to enable users ask questions in a natural
language regarding the data and gather insights presented visually and
verbally. Although it only presents statistics of the data, it is a nice use
case for an effective combination of the two media. We argue that a
combination of visualization and verbalization techniques is also ben-
eficial for creating a more comprehensive and more versatile insight
into a ML model’s working mechanisms. The combination not only
supports a better understanding of the transmitted message and more
robust decision making, but also integrates complementing advantages
of the two techniques. For instance, while a visualization represents a
powerful means of summarizing a large amount of information, natu-
ral language has evolved over the millenia precisely in order to explain
complex patterns across space and time. Commonly, visualizations
contain some level of natural language (e.g., in the title or labels). In
their recent survey on Natural Language Generation (NLG), Gatt and
Krahmer [6] write that “Other important dimensions [...] include the
role of graphics in text, an area where there is the potential for further
interaction between the NLG and visualization communities, address-
ing such questions as which information should be rendered textually
and which can be made more accessible in a graphical modality [...].”
We propose a deep combination of visualization and verbalization to
explain ML models and their decisions.
In this position paper, we introduce a design space that presents
the scope and the benefit of combining visualization and verbalization
techniques to explain ML models. The combination is not trivial; for
different models, tasks, and user preferences, the best solution needs to
be determined. Furthermore, we discuss open research questions and
motivate researchers to work on potential solutions.
2 BACKGROUND AND RELATED WORK
In this section, we describe existing techniques to explain ML mod-
els. Here, we look at visualization and verbalization approaches sepa-
rately, as for ML model explainability they are currently applied and
researched independently.
2.1 Visualization
Many visualization techniques have been developed to help experts bet-
ter understand ML models [14]. By designing perceptually effective
visual representations, one can enable efficient, accurate, and trustwor-
thy interpretations [10].
The choice and design of techniques depends on the ML approach
and the explanation model. In supervised learning, it is possible to
use both white box and black box models. Some interactive visualiza-
tions for the white box model have focused on helping users to take
informed decisions when building models through algorithmic support,
such as the BaobabView [29] system for interactive construction and
analysis of decision trees, the partition-based framework for regression
models [19], and parallel coordinates for association rule mining [30].
Network-based techniques [7] represent a neural network as a directed
acyclic graph (DAG). In this case, size, color, and glyphs can be used
to encode important information from the network, such as neurons or
connections between neurons belonging to different layers [14].
2https://www.google.com/sheets/about/ accessed on the 5th of August 2018
Due to the complexity of neural networks, research has also focused
on interpretation methods that enable visualizing the structures to
improve the performance of these models. Examples include techniques
that map the structure into pixel space [32] and clustering techniques
for layers and neurons [13].
For black box models, popular approaches include using dimension-
ality reduction techniques such as t-SNE [15] and Principal Compo-
nent Analysis (PCA) [9] to visualize the relationship between input
and output with point-based techniques [31]. For image classifiers,
saliency [26] and gradient maps [24] are also used to identify the most
important parts of the input that affect a prediction.
2.2 Verbalization
According to Reiter et al. [22, p. 1], NLG “focuses on computer systems
that can produce understandable texts in English or other human lan-
guages.”. Generating verbalized explanations has been explored in the
context of ML with different paradigms. In human-robot interaction, AI
rationalization consists of using NLG to explain agent behaviour. Ehsan
et al. [5] state that this process has several potential benefits over other
explainability techniques. Firstly, explanations in a natural language are
intuitive to humans, which can lead to a higher level of satisfaction, con-
fidence, and willingness to use autonomous systems. Secondly, rational-
ization is fast, thus appropriate for real-time human-agent collaboration.
Natural language explanations have been investigated in rule-based
systems and classifiers, where a major challenge is deciding which
aspects should be explained, a problem that we address in further
sections. Stumpf et al. [27] test three types of explanations in e-mail
classification: why a rule has been applied, which keywords triggered
a rule, and which similar e-mails direct the classification. Hendricks
et al. [8] explore the use of textual descriptions of images that involve
justification for a decision and a visual description of an image, in
contrast with explanations that focus only on one of these aspects.
3 ON COMBINING VISUALIZATION AND VERBALIZATION FOR
EXPLAINABLE MACHINE LEARNING
Explanations of ML models are crucial for various fields and applica-
tions. Both visualization and verbalization are powerful means for the
explanation of decisions, data relations, and a model’s inner structures.
Nevertheless, they both may also work as complementary elements
uniting their strength into a single and powerful explanation medium.
It is challenging to provide guidelines for the best combination of visu-
alization and verbalization methods, as they depend on several factors.
These factors include model specifications, user preferences, user level
of expertise, data type, etc. Also, the separation of aspects for visual-
ization and verbalization is difficult. The speculation of what should
be visualized and what verbalized is subjective. Therefore, our paper
aims to start a discussion on potentially relevant aspects and motivate
further research in this particular field of combining visualization and
verbalization techniques for explainable ML.
Several factors favor the combination of visualization and verbaliza-
tion techniques to explain ML models. When the complete information
describing a model is double-encoded, more user groups might poten-
tially be served (those who prefer visualizations and those who prefer
verbalization). Borkin et al. [3] performed a study to determine what
components of a visualization attract people’s attention, and what infor-
mation is encoded into memory. Authors write that “when redundancy
is present, to communicate quantitative values (data redundancy) or
the main trends or concepts of a visualization (message redundancy),
the data is presented more clearly as measured through better-quality
descriptions and a better understanding of the message of the visualiza-
tion at recall.” They also discuss the importance of textual elements to
explain visualizations. In their study, across all visualizations, the ele-
ments that were refixated the most were the textual descriptions (e.g.,
legend, table header row, and title).
Double-encoding can be useful in some cases and inefficient in oth-
ers. For instance, an explanation of each decision made by a model in
natural language would generate a large amount of text, overwhelming
the user. Instead of double-encoding everything, we suggest comple-
menting the strengths of one method with that from another. For ex-
ample, one known strength of visualization is to present large volumes
of diverse information in compact forms concurrently. This is often
achieved with the presentation of trends and patterns through various
viewpoints and abstraction levels, which in turn minimizes the need for
observing individual data points closely. Verbalization, on the other
hand, could be effectively used in explaining specific constraints, rules,
or patterns in detail. It can describe particular interrelationships be-
tween individual data items and unravel complex concepts better than a
visualization. It might thus be appropriate, for a particular case, to em-
phasize this strength of visualization in providing high level summaries
with detailed and focused explanations achieved through verbalization.
To support our position for a combination of both media, we introduce
a new design space (shown in Fig. 1). It illustrates which aspects of a
model can be explained and which strategies can be used for the gen-
eration and presentation of the explanations. To cover more specific
aspects, we describe unsupervised and supervised learning separately,
and provide application use cases for each in Section 4.
3.1 Model Aspects for Explanation Generation
The aspects of a model to be explained are generally based on two
modalities of explanations: white box or transparent models and black
box or post-hoc interpretability [10, 12]. Explanations of white box
models focus on the model structure, enabling users to understand the
inner mechanisms of models and techniques. Important properties of
such a transparent model are simulatability (the final model is transpar-
ent and simple enough that a human can interpret its calculations), and
decomposability (each part of the model, e.g., inputs, parameters, and
calculations, has an intuitive explanation themselves); and algorithmic
transparency (the learning algorithm can be understood) [12].
Post-hoc interpretability is focused on model representation, that is,
an explanation that uses the relationship between the output of a model
and the input instead of an explanation of model’s inner working mech-
anisms [18]. To explain a black box model, one can learn a transparent
model on the predictions of the black box model, or observe changes of
model’s predictions when input features are changed [23]. Lipton [12]
writes that “common approaches to post-hoc interpretations include
natural language explanations, visualizations of learned representations
or models, and explanations by example.”
In both modalities, explanations can include validation metrics, the
influence of hyperparameters, and overviews of the input data. The
next section discusses strategies of how to combine these aspects to
generate explanations.
3.2 Strategies for Explanation Generation
Combinations of generated text and visualizations to explain ML mod-
els only use their full potential when they complement each other. De-
ciding the best representation—visual or verbal—for information re-
mains a largely unexplored and open research question. Here we dis-
cuss some ideas on how to combine the two methods.
Double—Encoding: The most
straightforward approach to combine
visualization and verbalization is to
double-encode every relevant aspect of
a model. The information redundancy
achieved by the two channels could
help users reach a better understanding of the described model.
Overview and Summary: It is un-
likely that a complete double-encoding
strategy is the most efficient. Due to
the perceptional strength of visualiza-
tions for the summarization of a large
amount of information, it is a powerful
medium for providing an overview of the relationship between input
and output or the model structure. In this case, textual summaries us-
ing natural language could facilitate a close examination of the main
patterns in the model.
Overview and Metadata: Instead of summarizing the model, nat-
ural language could be used to explain the different aspects of its
metadata. Textual summaries or tables can give an overview of in-
put data characteristics (e.g., size of the data, balance of labels),
parameters of the machine learning ap-
proach (e.g., number of neuron layers,
selected activation function, etc.), the
training process (e.g., number of itera-
tions), and quality of results (e.g., pre-
cision and recall measures).
Overview and Detail: Another strat-
egy is to complement visualization-
based overviews with natural language
being used to explain individual in-
stances of decisions. Explanations
could describe features and their rele-
vance for a particular decision.
3.3 Strategies for Explanation Presentation
After deciding which level of information should be used by each type
of medium, one needs to decide how the specific content should be
selected and presented.
Interaction In some cases, the separation of the information for
verbalization and visualization tasks can be defined in advance. One
important aspect is that the content to be visualized or verbalized
frequently depends on the targeted users. Thus, we might enable the
user to choose these specifications. Given an interactive user interface
where users explore predictions made or steps taken by a model, the
visualization and verbalization components could be generated on-
the-fly, since generation in advance would be impractical if too many
combinations are possible.
Details on Demand: When visualiza-
tion is used to provide an overview of
results and verbalization is used for the
details, information overload can be
minimized by showing details through
interactions such as mouse hovering.
This type of interaction works for both types of integration (visualiza-
tion into text and text into visualization), as shown in Section 4.1.
Data-Driven Guidance: In addition
to showing an overview, visualization
could guide the user through the data
or decision space and provide expla-
nations of the most interesting items
in natural language. Verbalization can
also be used for sensitivity analysis. A text could describe what-if situ-
ations, where potential changes of (classification) results being influ-
enced by sensitive data attributes might get highlighted.
Agent-based Dialogue Systems: In
these interactive systems, users are able
to specify concrete questions and re-
ceive explanations via both channels.
Proactive systems can also decide the
adequate form based on the flow of the
conversation.
Exploration: Users with different pref-
erences or expertise levels might favor
different settings. Thus, the user could
specify aspects of the model to be ex-
plained; additionally, an appropriate
medium for the explanation could be
selected by the user or suggested by the system.
Integration The previous examples show that explaining ML has
a great potential to profit from the composition of both representations.
Traditional usage of text and figures treats text and figures as separate
entities, placing related entities close to each other and linking them by
informal or formal references [11]. Whereas the two representations
can be connected in this way, the connection stays weak because the
reader might search for the figure first. Hence a closer integration is
desirable. The two components have to be tightly integrated in each
other; thus, both of them should also use the same design principles.
An Interactive Integration of Text
into Visualizations: Currently, the in-
tegration of text into visualization is
usually limited to manually created an-
notations such as the title of visualiza-
tion and its labels. If visualization is
used as the main component and text is used to display detailed infor-
mation about single decisions or data points, then the integration of text
can be done on demand (e.g., on mouse hover). There, however, the
location of the textual description needs to be selected carefully as it
can influence the perception of the presented information. By interact-
ing with the visualization, the textual description can be continuously
updated concerning the observed model space.
An Interactive Integration of Visual-
ization into Text: Beck [1] writes that
integration of word-sized graphics into
text could avoid additional cognitive
load caused by splitting the readers at-
tention between figures and text. Such
micro visualizations can act at three levels: at the abstraction level,
where the visualization reveals the overall structure of the text; at the
amplification level, supporting, contextualizing, or questioning the writ-
ten statements visually; or at the detail level, by adding new informa-
tion to the text [20].
4 APPLICATION EXAMPLES
In this section, we present several applications where the explanation
of a model can be made more versatile using a combination of visu-
alization and verbalization. We cover different model types, such as
an explanation of hierarchical clustering results, a decision tree solv-
ing the two-class classification problem, and an example of an agent-
based dialogue system which is used to question the system regarding
k-means clustering results.
4.1 Understanding Clustering Results
Clustering algorithms are unsupervised learning approaches whose goal
is the identification of groups of similar objects. Typically, multivariate
data is used as an input (i.e., various numeric and categorical variables
describing the available data points) and distances of data vectors define
similarity. Hierarchical clustering algorithms output a tree structure
which shows in which order the algorithm suggests merging the data
points into clusters. An advantage over algorithms that produce a
flat clustering (i.e., a partition of the data points) is that hierarchical
clustering makes transparent the clustering process and allows the user
to choose a granularity level without rerunning the algorithm.
As an application example, Fig. 2 presents a mock-up report, based
on a combination of overview and metadata and overview and sum-
mary strategies, that represents the hierarchical clustering result visu-
ally while providing textual explanations on noteworthy findings and
additional information. The first sentence gives an explanation of what
the report is about and what clustering algorithm and data have been
used. Next, a dendrogram—the established standard visualization for
hierarchical clustering results—represents the clustering result and pro-
cess. Then, the report suggests cut levels, which are the recommen-
dations of an additional analysis of the clustering result to produce a
meaningful partition of data points. The final two paragraphs highlight
remarkably similar groups of data points. In addition to pointing the
reader to these interesting patterns, the explanations also report on con-
textual details, for instance, how the data points are similar or dissimi-
lar. This information is not visible in the dendrogram and is difficult to
extract manually from the raw data.
We envision these reports to be used as part of interactive documents
through the details on demand paradigm. Users might request explana-
tions for results of applied data analysis methods and heuristics by click-
ing on the small info icons. These explanations can be tailored accord-
ing to the data the method was applied to and illustrating examples can
be taken from this data. Also, the text can be linked to the dendrogram
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Fig. 2: Example report (mock-up) summarizing the result of a hierar-
chical clustering algorithm (unsupervised learning). Symbols i© rep-
resent options to retrieve on demand additional explanations on the
applied procedure or definition. Bold font indicates text that can be
interacted with, highlighting an element in the figure or providing addi-
tional textual or visual content.
interactively. All bold-font text indicates options for interaction in our
example. For instance, we can highlight the respective data point in the
diagram when the name of the data point is selected in the text. In addi-
tion to simple highlighting, we can generate further explanations on de-
mand, for example, when selecting a cluster, describing the cluster size
and main variables that discriminate the cluster from other data points,
or by letting the user move the cut-line and describe the new clusters
(patterns) verbally. One could also provide arguments for decisions as
part of the text, e.g., “Given the suggested cut levels, the number of clus-
ters is 3 and 9, which is a good number since this would be well in the
limits of human capacity for processing [16]. Thus, if this model is to
be used or maintained by humans, this amount of clusters is advised.”
4.2 Explaining Classification Instances
Classification algorithms try to identify which of a set of categories a
new observation belongs to. In Fig. 3, visualization is used to present
a decision tree model which solves a two-class classification problem.
The visual representation shows an overview of the classified data
instances and the tree structure of the model. Here, we might use
natural language to describe the decisions made for each data instance
separately where a decision is a set of Boolean functions, usually
constructed by the syntax like if... then... else... For example, the user
might hover over a data instance to receive detailed information about
the features which influenced the particular outcome, such as “This
home is classified as San Francisco because its elevation is above 34
feet, the price per square feet is in the range between 1,078$ and 1432$,
it has been built before 2009, and...” by using the details on demand
paradigm.
Results from sensitivity analysis lend themselves to being verbalized
with the overview and metadata strategy. For example, it could be
expressed which small changes in the attributes of a classified entity
Fig. 3: Decision tree which distinguishes homes in New York from
homes in San Francisco. On the left hand side, a visualization is used
to present an overview of the decisions. On the right hand side, a text
described the sensitivity of the model according to used attributes. The
visualization example is taken from 3.
would lead to the entity being classified differently, thus suggesting
sensitivity towards certain changes, or which big changes would not
affect the entity’s classification, thus suggesting tolerance towards
certain changes. In the example in Fig. 3, the verbalization of the
selected entity could contain the following text: “Note that, if the size
would be smaller by just 1%, then the entity would be classified not as
San Francisco but instead as New York. The classification is relatively
stable given the other attributes, where changes only in the range of
50%-72% would affect the classification.” These findings could be
discovered through a task that in the NLG literature [6] is referred to
as Content Selection. In this task, interesting patterns in the data are
searched and added to the content that is to be communicated to the
user.
4.3 Agent-based Dialogue System
An agent-based dialog system would allow a user to engage in a conver-
sation with a cognitive agent in natural language for the purpose of un-
derstanding a ML model or a decision that is made based on that model
and to perform explorations such as via sensitivity analysis. The use of
visualization and verbalization can be applied in a highly interactive
context, where both users and systems combine the media in the flow of
the conversation. For instance, the user may be able to filter input data
using natural language or interactive visualization. At the same time,
the agent may apply any of the previously described strategies in its re-
sponses. Fig. 4 is an example of a conversation following the overview
and metadata and overview and detail strategies: cluster results—the
output—are shown visually, whereas the explanation requested by the
user is provided in textual form. The agent’s answer also provides a
hint to the user regarding a parameter of the algorithm (the number of
clusters) and how the results could change. One needs to take into con-
sideration that besides NLG, Natural Language Understanding (NLU)
is another core component of agent-based dialogue systems. NLU is
“the process of mapping natural language into internal computer repre-
sentations” [22, p. 1], which is a complex research field on its own.
5 OPPORTUNITIES, CHALLENGES, AND OPEN RESEARCH
QUESTIONS
In this position paper, we introduce ideas on how and when a combina-
tion of visualization and verbalization techniques is beneficial. How-
ever, designing such combinations effectively is challenging due to
their dependencies on several factors such as the task, model, and users.
Currently, no clear guidelines exist to support designers of such sys-
tems and many research questions remain still open.
Adapting to Different Users: Users’ preferences and their level of
expertise will have a strong influence on the strategies used to combine
visualization and verbalization. It is well known that people have
different learning styles. The visual learners process the information
best if they can see it; the auditory learners like to hear information;
3http://www.r2d3.us/visual-intro-to-machine-learning-part-2 accessed on the
5th of July 2018
Fig. 4: Example of a conversation with an agent for a clustering prob-
lem. The user—gray boxes—addresses the agent by explicitly request-
ing a command and also conveying doubt about the results. The agent,
in addition to answering the question, also proactively makes sugges-
tions to the user. In this example, the explanation about a validation
metric—silhouette scores—is provided verbally.
the read-write learners prefer to see the written words, however the
kinaesthetic learners like to acquire information through experience
and practice [21]. Collecting and analyzing this information could help
to decide which generation strategy to apply, as well as the integration
strategies. An interesting open question is investigating how these
various strategies can be used in adaptive interfaces to cater for the
needs of different user groups.
Identifying Relevant Data Enrichments: It would be interesting to
semantically enrich ML approaches and models with the schema of the
data that the algorithm is applied on. This would allow the generation
of messages to be communicated in visual or textual form based on
reasoning. For example, in unsupervised clustering, one could have a
taxonomy that is used when explaining the clustering results. Cluster
labels could then be generated based on the taxonomy, such as mammals
for a cluster that contains instances from sub-classes of mammals, or
mammals without rodents if rodents were the only mammal instance
assigned to another cluster.
Identifying Optimal Media: As seen in the agent-based example
above, verbal explanations might be used as part of the learning process
with user interaction. For example, for each instance of a trained model,
verbal explanations about the differences between models can be given.
This is also applicable in what-if situations and proactive feedback,
when it is not computationally expensive for the system to provide such
feedback. Besides task-related requirements, the challenge here is in
identifying the situations where the different explanation strategies may
be applied to improve results.
Balancing Different Media: When a textual representation is added
to the visualization, one needs to take into account that the user should
not get overwhelmed by it, otherwise the text might be ignored. Thus,
a balance between the needed amount of text to explain the particular
data point or decision and the amount which can be easily handled by
the user needs to be discovered (e.g., using evaluation studies).
Generating Text Effectively: Another open question is how to build
vocabularies that are used to generate explanations and also interpret
users intents in agent-based systems. Empirical methods are commonly
used as part of the design process for user input [25]—the same vocab-
ulary and methodology could be used to define explanation templates,
for example. Automated methods, such as topic modelling or text seg-
mentation, could be utilised to extract parts from a text corpus com-
prising scientific papers where explanations of results from a machine
learning model are included as part of the discussions on the analysis.
Traditionally, the NLG process can be divided into two main cat-
egories: template-based (including canned-text) and standard (also
know as deep-linguistic or advanced) methods [28]. Although the
template-based methods are assumed to generate poorer output than
advanced methods [22, p. 60], some researchers argue that there is no
important difference between the two types of methods and their perfor-
mances [4]. The challenge is that the generation of a meaningful text
can become complex even when simple template-based approaches are
used.
6 CONCLUSION
This paper argues for a combination of visualization and verbalization
techniques to explain ML models. To support our position, we pre-
sented a design space which maps out the aspects of a ML model that
can be explained through visualization and verbalization techniques;
moreover, we discussed different strategies in order to achieve and
present the generated explanations. Using multiple application exam-
ples, we demonstrated the benefit of the combination of the two media.
Designing such combinations is challenging; thus, many aspects still
need to be explored and researched.
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