Document retrieval methods that utilize relevance feedback often induce a single query model from the set of feedback documents, specifically, the relevant documents. We empirically show that for a few state-of-theart query-model induction methods, retrieval performance can be significantly improved by constructing the query model from a subset of the relevant documents rather than from all of them. Motivated by this finding, we propose a new approach for relevance-feedback-based retrieval. The approach, derived from the risk minimization framework, is based on utilizing multiple query models induced from all subsets of the given relevant documents. Empirical evaluation shows that the approach posts performance that is statistically significantly better than that of applying the standard practice of utilizing a single query model induced from the relevant documents. While the average relative improvements are small to moderate, the robustness of the approach is substantially higher than that of a variety of reference comparison methods that address various challenges in using relevance feedback.
44:4 F. Raiber and O. Kurland Using these estimates results in the following ranking principle (Lafferty and Zhai 2001) 2 : U (d |q, U, A) ∝ sim(θ q ,θ d ).
(2)
That is, ranking is based on comparing a model induced from the query with that induced from the document-e.g., using the cross-entropy measure between language models as noted above.
The choice of the model induction approach is based on the implicit assumption that the resultant model is the posterior mode.
Utilizing Relevance Feedback
To perform a second retrieval over the corpus using information induced from the relevant documents set, D r , we cast the ranking task, again, as utility estimation; that is, the goal is to estimate U (d |q, D r , U, A). To that end, Equation (1) can be used by changing the posterior of the query model so it also relies on D r : p(θ q |q, D r , U ).
In the vast majority of previous work on using relevance feedback, a single query modelθ q is estimated using the query and given relevant documents; then, ranking is performed using Equation (2). For example, in Rocchio's method (Rocchio 1971) , when using only relevant documents (Ide 1971) ,θ q is the linear interpolation of the query vector and the centroid of the vectors representing the relevant documents. In the language modeling framework, various techniques can be applied to induce a single query language model,θ q , from a set of relevant documents (Dehghani et al. 2016; Croft 2001, 2003; Zhai 2009b, 2014; Zhai and Lafferty 2001b) .
The standard practice of inducing a single model from the relevant documents has several potential drawbacks, as mentioned in Section 1. Relevant documents can contain much non-relevant information (Harman 1992; Ounis 2009a, 2009b; Terra and Warren 2005) . Furthermore, different relevant documents can emphasize different aspects of relevance (e.g., for queries with multiple such aspects) and/or represent the entire set of relevant documents in the corpus to varying degrees (Dehghani et al. 2016; Raiber and Kurland 2010) . As a result, a single query model, which is often based on commonalities between the given relevant documents (e.g., shared terms), can (i) over-emphasize non-relevant aspects; (ii) under-emphasize some relevance aspects; and, (iii) over-emphasize relevant aspects manifested by some, but not all, given relevant documents. Hence, using the single query model induced from D r as the posterior mode (or, in other words, assuming it is the model most likely to represent the information need) can hurt retrieval performance. We support this observation in Section 4 by showing that for a few state-of-the-art query-model induction techniques, inducing a query model from a subset of documents in D r yields much better retrieval performance than inducing it from all documents in D r .
To further illustrate the potential drawbacks of using a single query model induced from all given relevant documents, consider the following example: Suppose that the information need is about pros and cons of drinking wine. Suppose also that we are provided with 10 relevant documents, 8 of which discuss only the pros and 2 of which discuss only the cons. Assuming that each of the 2 subsets of documents shares many term occurrences, and given that term clipping is applied to query models, 3 as is standard, it is quite likely that the support of a query model induced from all 8 relevant documents will mainly include-or even only include-terms related to pros of drinking wine. Now let us assume that the majority of relevant documents in the corpus actually discuss only the cons of drinking wine. This can happen, since the documents for which relevance feedback is provided are essentially "sampled" from the entire corpus using some initial ranking-often, the ranking is based on query-document surface-level similarities. Thus, the resultant sample of relevant documents need not necessarily represent the distribution of relevant documents in the corpus. Now, the result of using a query model that is mostly focused on the pros of drinking wine would be that the majority of relevant documents, i.e., those that discuss the cons, might not be highly ranked. Among the subsets of the 10 given relevant documents there is one that is composed of the 2 documents discussing the cons of drinking wine. Furthermore, for quite a few of the subsets (specifically, of size 2), the induced relevance model will focus on terms related to both pros and cons. Hence, ranking with respect to these multiple query models will allow relevant documents discussing the cons of drinking wine to be highly scored. This example is also aligned with our finding that was mentioned above: There is often a subset of the given relevant documents that is a more effective basis for inducing a query model than the entire given relevant-documents set.
The example just discussed touches on the potential merits of sampling and model averaging. Using the posterior mode for the query model-specifically, that which is induced from all given relevant documents-amounts to relying on two un-substantiated assumptions with regard to Equation (1): (i) that the query model distribution is concentrated around the posterior mode; and (ii) that the query model induced from all given relevant documents is indeed the posterior mode. Sampling subsets of relevant documents, and applying model averaging as in Equation (1), allows to alleviate the reliance on these two assumptions. Similar considerations with respect to sampling pseudo-relevant documents for inducing query models were discussed elsewhere (Collins- Thompson and Callan 2007; Soskin et al. 2009 ).
The observations stated above motivate our approach, which utilizes multiple query models induced from subsets of documents in D r . Viewing these query models as representing aspects of relevance, documents can be ranked by the extent to which they manifest (many of) the aspects.
Using Subsets of Relevant Documents
Formally, we assume a method M for inducing a query model, θ [M;X] q , from a given document set, X, and the query. Corpus-based information can also be used. In Section 4, we evaluate our approach using several such language-model-based methods. To estimate the expected utility of retrieving document d for the query, we leverage the query models induced from all subsets of D r . The expectation is computed at the posterior mode of the document model,θ d . Since the number of subsets is finite, the approximation of the expected utility based on Equation 1 is 4 :
the summation is over all subsets of D r (including D r itself) excluding the empty set (∅). By Equation (3), document d is ranked based on the expected similarity of its model with those induced from subsets of relevant documents.
The suggested approach has several potential advantages with respect to using a single query model induced from all given relevant documents. We avoid the commitment to a single query model, however induced, and the reliance on the (somewhat unrealistic) assumption that it is indeed the posterior mode. Along these lines, the approach becomes less dependent on properties of the distribution of p(θ [M;D r ] q |D r , q), or more specifically, on the quality of the approximation based on the posterior mode. More generally, we conceptually move from using a single query 44:6 F. Raiber and O. Kurland representation to using multiple query representations, a practice that is known to be of merit in work on fusion (Croft 2000b; Kurland and Culpepper 2018) . These potential merits are not specific to using subsets of relevant documents. We argued above how subsets of relevant documents can potentially be an effective basis to inducing query models, i.e., query representations.
To estimate a query-model posterior, p(θ
where f i is the ith (non-negative) feature function and w i is the corresponding weight. (We describe the feature functions used in Section 2.3.) That is, the estimate is based on feature functions quantifying the properties of the query model using information induced from the subset of relevant documents (D r ) and method (M) used to induce it, the given relevant document set D r , and the query q. Plugging Equation (4) into Equation (3) and re-arranging the summations, we arrive at:
Defining
results in:
Equation (7) is a linear (in feature functions h i ) document ranking function. Hence, the weights w i can be learned using any linear learning-to-rank approach (Liu 2009 ). In Section 4, we use SVM r ank (Joachims 2006) . Inspired by the Markov Random Field framework for retrieval (Metzler and Croft 2005) , we found that using log h i (d, q; D r , M) in Equation (7) instead of h i (d, q; D r , M) improves retrieval effectiveness. This log transformation amounts to using the geometric mean rather than the arithmetic mean of the h i (d, q; D r , M) values.
Feature Functions
We now turn to describing the feature functions, f i . High values of f i (θ
) for brevity, result in high values of the query model posterior estimate, (4)); i.e., higher estimated likelihood that the query model represents the information need. As noted above, the query and document models we use for evaluation in Section 4 are language models; specifically, unigram models defined over the vocabulary.
Coherence. The coherence feature function, Coherence, quantifies the extent to which a query model θ
induced from the relevant-documents subset D r (⊂ D r ) using the query-model induction method M, is similar to models (e.g., Dirichlet smoothed maximum likelihood estimates), θ d , induced from documents d in D r :
The assumption is that high similarity to the models of relevant documents in D r potentially implies high similarity to models of other relevant documents in the corpus.
Entropy. Another approach for quantifying coherence is measuring the entropy, ENT, of the query model θ
w is a term in the vocabulary and θ
is the probability assigned to it by the query language model. Low entropy corresponds to concentration of the probability mass over a few terms, implying coherence.
Relevance priors. The next two feature functions are inspired by work on devising document relevance priors in Web retrieval (Bendersky et al. 2011) . It was shown that high occurrence of stopwords in a Web page is an indicator of the page (prior) relevance. This high occurrence was argued to attest to content breadth (Bendersky et al. 2011) . Here, we conjecture that high occurrence of stopwords in relevant documents makes them an effective basis for inducing a query model. Indeed, significant occurrence of stopwords in the query model support 5 can promote in the ranking documents with substantial presence of stopwords, and consequently with high relevance prior. Hence, we use the SW1 and SW2 feature functions. These are the ratio of stopwords to non-stopwords and the percentage of stopwords in a stopword list in the query model's support, respectively. We use the 100 most frequent alphanumeric terms in the corpus as a stopword list (Bendersky et al. 2011 ).
Ranking-based features. We consider an additional two feature functions that are based on ranking the initially retrieved list, D init , using sim(θ
For documents, the posterior mode model,θ d , is used as was the case above. The resultant ranking is denoted π (θ
effectively represents the information need if relevant documents in D r , and more specifically, those not in D r (⊂ D r ), are highly ranked. Documents in D init \ D r are considered non-relevant.
Ranking effectiveness can be estimated using a variety of measures. For example, the standard average (non-interpolated) precision (AP) is the arithmetic mean of precision values at ranks with relevant documents. However, by virtue of being an arithmetic mean, AP can be relatively high even if some of the averaged precision values are quite small. In our setting, this could be a major drawback, as it means that θ q is not necessarily highly similar to all/most given relevant documents. A more conservative averaging approach is the geometric mean, which penalizes small values. An even more extreme approach for penalizing a ranking where not all relevant documents are highly ranked is using the minimum of precision values, 6 which was found in our experiments to be more effective than the arithmetic and geometric means; see Section 4.7 for empirical comparison.
Formally, let P (π ; X) be the set of precision values computed at ranks with relevant documents in the ranking π ; X is the set of relevant documents using which precision is computed. The MinPrec feature function is defined as:
5 The support is the set of terms assigned a non-zero probability by the model. 6 Note that all given relevant documents, D r , are included in all rankings induced over D init . Thus, there is no recall effect. In case the subset of relevant documents, D r , used to induce the ranking is not the set of all given relevant documents (D r ), we found that using documents in D r but not in D r for relevance judgments yielded better retrieval performance than using D r to that end. (Actual numbers are omitted, as they convey no additional insight.) The sixth and last feature function, PrecContrib, is a measure of the "ranking-effectiveness contribution" of the query model induced from D r , θ
, with respect to those induced from relevant-document supersets of D r :
(11) n = |{X : D r ⊂ X ⊂ D r }|; the exponent is used to avoid negative values. High values of PrecContrib potentially attest to θ
representing much of the provided relevance information.
EXPERIMENTAL SETUP
In this section, we describe the details of the experimental settings used in our experiments. We start by describing in Section 3.1 the datasets used for experiments, the approach used for inducing an initial ranking in response to a query, and the query-model-induction methods we used. Section 3.2 provides details about the evaluation measures we use and statistical-significance testing. In Section 3.3, we provide additional details about the implementation of the approach. The obvious baseline for our approach is using standard practice and inducing a query model from all given relevant documents. In Section 3.4, we describe a suite of additional baselines we use for evaluation. In Section 3.5, we describe the cross-validation approach used to set free-parameter values as well as the value ranges for free parameters. Section 3.6 discusses the efficiency aspect of applying our approach.
Data, Initial Ranking, and Query-model Induction Methods
The TREC datasets used for experiments are specified in Table 1 . ClueWeb is the category B of the ClueWeb09 collection, GOV2 is a crawl of the .gov domain and ROBUST is a small (mostly) newswire collection. We used topic titles as queries. Stopwords on the INQUERY list were removed from queries but not from documents. Krovetz stemming was applied to queries and documents. The Indri toolkit (www.lemurproject.org/indri) was used for experiments.
As noted above, we use query and document language models. The similarity between language models θ x and θ y is measured using negative cross entropy:
The initial ranking from which the initial retrieved list, D init , is derived was induced using sim(θ q ,θ d ); namely, a standard language-model-based retrieval approach (Lafferty and Zhai 2001) . Unsmoothed unigram language model (i.e., maximum likelihood estimate) is used as the posterior mode of the query model,θ q , in this case. The posterior mode of the document model,θ d , is in all cases the standard Dirichlet-smoothed unigram language model with the smoothing parameter μ = 1,000 (Lafferty and Zhai 2001) . As is common, for ClueWeb, documents assigned with a score below 50 by Waterloo's spam classifier were filtered out from the initial ranking (Cormack et al. 2011) .
The set of relevant documents, D r , is constructed by scanning the initial list, D init , top down until a predefined number of relevant documents were found or rank 50 was reached. This standard approach in work on relevance-feedback-based retrieval (Buckley and Robertson 2008; Carpineto and Romano 2012; Ruthven and Lalmas 2003) simulates a user browsing the result list top down and marking relevant documents. We use rank 50, as it is generally a standard threshold in work on utilizing top-retrieved documents, e.g., in pseudo-feedback-based query expansion (Carpineto and Romano 2012) . 7 We use two experimental settings with respect to the number of relevant documents considered for each query: |D r |. In the first (and main) setting, we set |D r | to the same value for all considered queries. Unless otherwise stated, we set |D r | = 5. In Section 4.6, we set |D r | to additional values: 3, 4, and 6. Using 5 relevant documents was shown in past work to be highly effective with diminishing (to none) performance improvements observed when using more relevant documents (Buckley and Robertson 2008; Raiber and Kurland 2010; Ruthven and Lalmas 2003) . At the same time, using 5 relevant documents results in a decent number of subsets, which allows us to demonstrate the potential of using subsets of relevant documents. Queries for which |D r | is lower than the number of required relevant documents in this experimental setting are discarded. Specifically, the resultant number of queries considered for (ClueWeb,GOV2,ROBUST) is (152, 142, 227) , (144, 140, 212) , (133,137,196), and (131,130,182) for |D r | ∈ {3, 4, 5, 6}. This experimental setting, of using the exact same number of relevant documents for all considered queries, allows to focus on the ability of the different methods (ours and the baselines) to effectively use this number of relevant documents and to study the effects of varying this number. That is, the goal is to neutralize effects of varying number of relevant documents per query to focus on the methods themselves.
In the second experimental setting, discussed in Section 4.6, no queries are removed for evaluation. That is, all TREC queries per corpus (see Table 1 ) are used. In this setting, |D r | is set on a per-query basis to the minimum between 5 and the number of relevant documents found until rank 50 in D init was reached. For |D r | = 0 in this case (i.e., no relevant documents are found among the 50 highest ranked), the initial document ranking is used. In this setting, in contrast to that discussed above, the number of relevant documents used, |D r |, varies across queries with values in {0, 1, . . . , 5}.
We use four highly effective query-model induction methods, M, that operate in the languagemodeling framework: relevance model #3 (RM3 (Abdul-Jaleel et al. 2004; Lavrenko and Croft 2001) ), mixture model (MM (Zhai and Lafferty 2001a)), maximum-entropy divergence minimization model (MEDMM (Lv and Zhai 2014) ), and the recently proposed significant words language model (SWLM (Dehghani et al. 2016) ). The standard practice, and therefore baseline to our approach, is using the methods to induce a single query model from D r . Subsets(M) denotes the instantiation of our approach with M ∈ {RM3, MM, MEDMM, SWLM}. 44:10 F. Raiber and O. Kurland
Evaluation Metrics
Ranking large-scale corpora, such as ClueWeb, using query models that essentially constitute (long) expanded queries is computationally challenging. Hence, following some standard practice-e.g., Bendersky et al. (2011 ), Diaz (2015 , and Wang et al. (2008) -we use our approach and all the baselines to (re-)rank the top 1K documents from the initial ranking described above, excluding the relevant documents in D r . Such a residual corpus evaluation paradigm (Buckley and Robertson 2008; Cirillo et al. 1971 ) was recommended for evaluating relevance-feedback-based retrieval methods. To measure retrieval effectiveness, we use mean average precision computed for the 1K documents (MAP) and normalized discounted cumulative gain of the top 20 documents (NDCG).
In the performance tables presented below, we adopt the following markup conventions: (i) underline marks performance numbers that are the best among those considered for a query-modelinduction method, evaluation measure, and corpus; (ii) boldface marks performance numbers that are the best among those considered for an evaluation measure and corpus; (iii) "m" marks a statistically significant difference with inducing a query model from all given relevant documents, and (iv) "s" marks a statistically significant difference with our approach.
The two-tailed paired t-test with p ≤ 0.05 is used to test statistically significant differences of retrieval effectiveness. For the comparisons of our approach with the baselines, we address the issue of multiple hypothesis testing (Carterette 2012; Fuhr 2017; Sakai 2016) . There are three dimensions: multiple datasets, two evaluation measures, and multiple baselines. We address each by adopting a recently proposed paradigm for comparing two algorithms over multiple datasets (Dror et al. 2017) . Specifically, we test the following hypotheses:
• HypoA: method A is superior to method B over at least X (∈ {1, 2, 3}) out of 3 datasets for an evaluation measure; • HypoB: method A is superior to method B for at least X (∈ {1, 2}) out of 2 evaluation measures across datasets; • HypoC: method A is superior to at least X out of Y baselines for an evaluation measure across datasets.
For HypoA, we applied both Fisher and Bonferroni corrections (Dror et al. 2017 ); Fisher can be used, since the datasets are independent. For HypoB and HypoC, the assumption of independence does not hold and, therefore, we only use Bonferroni. In all cases, p ≤ 0.05 was used. For hypotheses HypoB and HypoC, we followed Demsar (2006) and used all queries from all three datasets together and then applied the Bonferroni test. All statistical significance markups in the performance tables presented below represent findings before corrections for multiple hypothesis testing were applied. The text that refers to each table discusses the markups unless it is stated that it refers to findings with regard to the three hypotheses after corrections have been applied. When we note below that method A is statistically significantly better or worse than, or statistically significantly superior or inferior to method B, for an evaluation measure and a corpus, we mean that the performance of A is better or worse than that of B and the performance difference is statistically significant.
Additional Implementation Details
We found that limiting the minimal size, α (∈ {1, . . . , |D r | − 1}), of a subset of relevant documents used in our approach can be of merit; e.g., to avoid using subsets of a single relevant document where the resulting query model is prone to query drift. Further clipping subsets by utilizing only the η (∈ {1, . . . , ( | D r | i )}) subsets of size i (∀i ≥ α) per feature function f j that are assigned the highest score by f j also showed merit. (See Section 4.8 for empirical analysis.) The values of α and η were set using cross-validation as described below. This subset clipping, which serves as a noise-reduction technique, is conceptually reminiscent of term clipping in query-model induction approaches (Lavrenko and Croft 2001; Lv and Zhai 2014; Zhai and Lafferty 2001b) : The probability of all terms, except for those assigned the highest probabilities to begin with, are set to zero. Following standard practice, the query models used in our approach are of the form:
where θ
is a term-clipped query model induced from a set of relevant documents and whose support includes δ terms; θ MLE q is the maximum likelihood estimate of the query; γ is a free parameter. 8 The Coherence, ENT, SW1, and SW2 feature functions are applied to θ clipped [M] q;δ and the MinPrec and PrecContrib feature functions are applied to θ [M] q;γ ,δ . Feature values are sum-normalized across all subsets of relevant documents. We use SVM r ank to learn the w i weights with a linear kernel and default free-parameter values (Joachims 2006) .
Additional Baselines
We compare the retrieval effectiveness of our approach with that of an additional five relevancefeedback-based methods. Unless otherwise specified, the implementation of a baseline method is the same as in its original report.
The Passage method accounts for the fact that long relevant documents can contain much non-query-pertaining information (Allan 1995) . If the document length exceeds ψ terms, then the document passage most similar to the query is used for query model construction rather than the entire document; otherwise, the entire document is used.
The PredictM learning-to-rank method was proposed for estimating individual-document effectiveness for pseudo-feedback-based query-model induction (Keikha et al. 2011) . We apply Pre-dictM to documents in D r and rank them based on the predicted retrieval effectiveness of using each document. The highest-ranked documents form the final subset used to induce the query model. The size of this subset is set using cross-validation as detailed in Section 3.5. 9 The next three methods were originally proposed for estimating document-set (cluster) effectiveness in terms of relevance to the query: ClustLTR (Raiber and Kurland 2010 ) was applied to clusters created from all relevant documents in TREC's qrels file; ClustMRF (Raiber and Kurland 2013a) was applied to clusters created from the top-retrieved documents in an initial ranking. Herein, we apply these methods to all subsets of D r . The methods are trained based on the resulting retrieval effectiveness of using the subset's constituent documents to induce a query model; the highest-ranked subset is selected. 10 The ClustDrift method integrates multiple query models, each of which is induced using one of D r 's subsets and employs the drift faithfulness measure to estimate subset effectiveness (Soskin et al. 2009 ). 11 An additional baseline, Select(M), is the middle ground between Subsets(M) and ClustLTR/ClustMRF: It uses the feature functions employed 8 Such query models can conceptually be viewed as the analogs of queries created by integrating the original query with an expanded query. 9 We used SVM r ank to train the model, as we found it to be more effective than gradient-boosted regression trees as originally proposed (Keikha et al. 2011) . 10 For ClustLTR, we used cross-entropy instead of KL divergence (Raiber and Kurland 2010) to measure inter-document and document-query similarities. The UInDeg, UPR, and BaseDense features were not used, as they are not applicable in our setting. 11 The drift faithfulness measure was shown to be the most effective compared to the alternatives (Soskin et al. 2009). by Subsets(M) (see Section 2.3) to rank the subsets and selects the top-ranked one as in ClustLTR and ClustMRF.
We hasten to point out that compared to the supervised baselines (PredictM, ClustLTR, ClustMRF, and Select(M)), our approach does not require more extensive training nor does it incorporate a higher number of features or free parameters. Specifically, all supervised baselines are trained using SVM r ank as is the case for our approach. PredictM uses 11 features; ClustLTR uses 8 features and incorporate an additional free parameter ν ; ClustMRF uses 25 features for ClueWeb and 19 features for GOV2 and ROBUST; and, Select(M) uses the exact same set of features as Subsets(M). In comparison, our approach uses 6 features and incorporates two additional free parameters: α and η.
To summarize, the baselines we use, in addition to inducing a query model from all given relevant documents, span several different dimensions: (i) passage-based (Passage) vs. documentbased (the remainder); (ii) unsupervised (Passage and ClustDrift) vs. supervised (the remainder); (iii) individual-document-based (PredictM) vs. document-set-based (the remainder); (iv) originally proposed for using true feedback (Passage, ClustLTR) vs. proposed for using pseudo feedback (Pre-dictM, ClustMRF, ClustDrift); and (v) selecting a single subset (ClustMRF, ClustLTR, Select(M)) vs. using all subsets (ClustDrift). In addition, in Section 4.5, we study many specific cases of our approach, which also serve as baselines.
Free-parameter Values
The values of free parameters of all methods were set using 10-fold cross-validation performed over queries per corpus; train-test folds were determined based on query IDs; MAP served as the optimization criterion for training. Each query was part of a single test fold. Performance evaluation as well as statistical significance testing was performed over all the considered queries in a dataset when these were part of a test fold. In our approach, the feature weights in SVM r ank were learned using each train fold for each setting of all other free parameters. Then, the setting of free-parameter values that yielded the best (MAP) performance over the train fold was selected.
For all query models and baselines, the weight of the original query model (γ ) and the number of terms used in the query-model support (δ ) were selected from {0, 0.1, . . . , 0.9} and {25, 50, 100}, respectively. For MEDMM, we set λ ∈ {0.1, 0.2} and β ∈ {1.2, 1.4}. 12 The weight of the corpus language model when constructing MM was selected from {0.1, 0.3, 0.5, 0.7, 0.9}. We found that assigning uniform weights to documents for inducing RM3 (as suggested by Lavrenko and Croft (2003) ) and MEDMM is more effective than using query-based (namely, query likelihood) weights; hence, all relevant documents in a subset are considered equi-relevant by all query models. To construct RM3 and Passage, we used unsmoothed document language models, which were found to be more effective than Dirichlet-smoothed language models with μ = 1,000 when using all documents in D r to induce a query model. For the Passage baseline, passages in a document are ranked using their Dirichlet-smoothed language models with the smoothing parameter set to 1,000. We use half-overlapping windows of 250 13 terms as passages and set ψ to values in {250, 500, 750, 1, 000}. For ClustLTR, the value of the parameter ν used in the graph-based method WPR was selected from {0.2, 0.8}.
Efficiency Considerations
Our approach is used to re-rank an initially retrieved list D init . As noted above, and as we further show in Section 4.6, the retrieval effectiveness of using relevance feedback levels off at around 5−6 relevant documents. Furthermore, in practical settings such as Web and enterprise retrieval, one would not expect many more relevant documents provided as feedback. 14 Furthermore, we show in Section 4.8 that using a low value of η (i.e., a small number of subsets of a given size) is often the most effective choice. Specifically, η = 5 often yields (near) optimal performance across corpora. This means, for example, that for 5 given relevant documents, 21 subsets should be considered to yield (near) optimal performance. Thus, documents in D init are re-ranked, in this case, with respect to 21 subsets. Now, to rank documents in the initial list using these subsets, the query model induced from a subset is compared with that induced from the document using the crossentropy measure. Subsets are essentially weighted using feature functions applied to them. We next discuss the computational cost of these steps.
Computing feature functions. The Coherence, MinPrec, and PrecContrib feature functions rely only on the ranking of documents with respect to the subsets. Hence, these can be computed when inducing the rankings with respect to the subsets. The other three feature functions, ENT, SW1, and SW2, are all computed simultaneously using a single pass over the support of a query model induced from a subset, and can be computed while creating the query model. Thus, the overall computational cost of computing the feature functions for the subsets is dominated by that of the steps of inducing the query models and using them to rank the documents in the initial list.
Query-model induction and ranking. The computational cost of inducing a query model depends on the model-induction technique. For example, a relevance model induced from a set of documents is a linear arithmetic mixture of language models induced from documents in the set. Similarly, MEDMM (Lv and Zhai 2014 ) is based on a geometric mixture of these language models. The models are then linearly interpolated with a maximum likelihood estimate induced from the original query as described above. Hence, going back to the example above of using 5 given relevant documents with 21 subsets, we mix-using either an arithmetic mean or a geometric mean-55 language models. (Five subsets for each of the sizes 1 to 4 and a single subset of size 5.) This mixture incurs a computational overhead with respect to the case where a single model is induced from the 5 given relevant documents. Now, each document in the initial list has to be scored with respect to each query model, which is essentially an expanded query. Considering again the example from above, the result is scoring each document against 21 queries instead of a single query in the case where a single query model is induced from all given relevant documents. It is important to make the following observations about this computational overhead:
If no term clipping is applied to query models-that is, all terms assigned a non-zero probability by the query model are used-then the support of each query model induced from a subset of the relevant documents is a subset of the support of the query model induced from the entire given set of relevant documents. For the running example from above, this means that the 21 queries are-in terms of bag-of-words representations-subsets of the query representing the entire set of given relevant documents. The consequence is that the same posting lists used for ranking using a query model induced from the entire given set of relevant documents are used for ranking in the suggested approach. However, the "stronger" the term clipping, i.e., the smaller the support of the query models used, the use of query models induced from subsets of the relevant documents is likely to result in using more posting lists than those used by a single model induced from all given relevant documents. Yet, in this case, the running time of each query becomes smaller with increased clipping as the query becomes shorter.
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A second important observation is that the documents ranked by the induced query models are part of a relatively short initially retrieved list (e.g., of 1K documents). That is, we use multiple queries (21 in the example from above) for re-ranking a short document list. It is important to note, in that respect, that the computational cost of inducing the query models and using them for re-ranking is (substantially) lower than that of previously proposed re-ranking approaches that utilize inter-document similarities. A case in point, in these approaches, each document in the list is compared with all other documents in the list (e.g., Diaz (2005) , Liu and Croft (2004) , and Raiber and Kurland (2013b) ). Considering each document as a long query, then the number of queries used for inducing rankings (i.e., computing inter-document similarities) in these approaches is the number of documents in the list. Another reference comparison in terms of computational costs of re-ranking using multiple queries is learning-to-rank approaches that utilize multiple features (Liu 2011) . These approaches re-rank an initially retrieved list, as is the case for our approach. For example, many features (e.g., those in the Microsoft learning-to-rank challenge 15 ) require comparing a query with the document title, its body, and the anchor texts on hyperlinks pointing to the document. These features are based on comparisons performed using multiple retrieval models-e.g., Okapi BM25, Dirichlet smoothed language models, Jelinek-Mercer smoothed language models and Absolute-Discount smoothed language models. Hence, this is also a scenario, as in our approach, of running multiple queries against documents in the list to be re-ranked, although these queries are shorter than those used by our approach.
Summary of computational cost. From a macro-level point of view, the main computational overhead incurred by our suggested approach is inducing-and using for ranking an initially short retrieved list-multiple query models induced from the subsets of relevant documents rather than a single query model induced from all given relevant documents. Per the example from above, this can translate in the worst-case scenario to inducing and running 21 queries rather than a single one. As discussed above, depending on the term clipping employed, the overhead can be in practice lower than that of running 21 queries with respect to running a single query; and, ranking is performed over a relatively short document list. Furthermore, we qualitatively compared the incurred computational cost and overhead to that of other re-ranking paradigms; namely, using inter-document similarities and feature-based learning-to-rank approaches.
EXPERIMENTAL RESULTS
We next present and analyze the results of our experiments. Section 4.1 presents empirical analysis that provides motivation for using subsets of relevant documents. In Section 4.2, we present our main result: the performance improvements our approach posts with respect to the standard practice of inducing a single query model from all given relevant documents. Section 4.3 presents the comparison of our approach with the additional baselines described in Section 4.5. Then, in Section 4.4, we present an analysis of the performance robustness of our approach compared to that of the various baselines. Section 4.5 provides an in-depth analysis of the performance contribution of the different aspects that our approach relies on, including the use of subsets of relevant documents, the use of feature functions, and the learning of feature-functions' weights. In Section 4.6, we study the performance of our approach when varying the number of relevant documents that are used. Section 4.7 presents an in-depth analysis of the relative contribution to performance of the different feature functions used. Finally, in Section 4.8, we study the effect on performance of varying the values of the two hyper-parameters incorporated in our approach (α and η). Table 2 sheds light on the fundamental motivation for using query models induced from subsets of the given 5 relevant documents. For each query and subset size i, a single optimal subset of i relevant documents is used for inducing a query model; that is, the subset whose induced query model yields the best (average precision) retrieval performance. The average performance over queries is reported. The performance of the initial ranking, which is substantially inferior to that of using relevance feedback, is presented for reference. In addition, we report the (average) percentage of subsets of size i whose query model yields retrieval performance that transcends that of using the query model induced from all 5 given relevant documents. We see in Table 2 that for all query-model induction methods, inducing a query model from all 5 given relevant documents yields in the vast majority of relevant comparisons (4 query models ×3 corpora ×2 evaluation measures) statistically significantly worse performance than inducing a query model from an optimal subset. The exceptions are for subsets of size 1, and mainly for the MEDMM query-model induction method. Indeed, a query model induced from a single relevant document can manifest substantial query drift (Terra and Warren 2005). 16 Evidently, in most cases, the best performance is attained by using an optimal subset of 2 relevant documents. Furthermore, it is often the case that more than one-third of the subsets (specifically, of size ≥2) are a better basis for inducing a query model than all 5 given relevant documents. The findings presented above, which are novel to this study, provide empirical support to the potential merits of inducing query models from subsets of a given relevant-documents set rather than from the entire set, even if the query-model induction method is highly effective, and in fact, state-of-the-art. Table 3 compares the performance of our approach, applied with each of the four query-model induction methods, with that of the standard practice of using the methods to induce a single query model from the 5 given relevant documents. We see that in almost all relevant comparisons (4 query models ×3 corpora ×2 evaluation measures) our approach yields better retrieval performance. (Refer to the underline marks for each query-model induction method; the two exceptions are for MEDMM over ROBUST.) The vast majority of improvements are statistically significant, although small to moderate in relative terms. Furthermore, the best performance per corpus and evaluation measure is attained by using our approach with either RM3 or with MEDMM. (Refer to the boldfaced numbers.)
Motivation
Main Results
For the multiple-testing hypotheses HypoA and HypoB, the results of the Bonferroni and Fisher tests were the same. HypoC cannot be applied, as there is no comparison of the same method with multiple baselines. For HypoA, Subsets(RM3) significantly outperforms RM3 across all datasets for both MAP and NDCG. The differences between Subsets(MM) and MM and between Subsets(SWLM) and SWLM are significant for all datasets for NDCG, and for at least one dataset for MAP. The differences between Subsets(MEDMM) and MEDMM are significant for at least one dataset for MAP. For HypoB, except for MEDMM, the differences between Subsets(M) and M are significant for both evaluation measures across all datasets. 17 Overall, the findings presented above attest to the merits of our approach, which utilizes query models induced from subsets of the given relevant-documents set. In Section 4.5, we show that using subsets of relevant documents in our approach to produce multiple query models and estimating their representativeness of the information need using multiple feature functions are the main factors that contribute to the performance gains; much less is contributed by the learning of the relative importance (weights) of the feature functions. 
Comparison with Additional Baselines
In Table 4 , we compare the performance of our approach with that of the baselines described in Section 3. Since RM3 was used in the original reports of some of these baselines as a query model (PredictM, ClustLTR, and ClustDrift), and given the effectiveness of our approach when using RM3 as demonstrated above, we use RM3 as the query-model induction technique for all methods in Table 4 . We see in Table 4 that our approach, Subsets(RM3), almost always outperforms each of the baselines. Many of the improvements are statistically significant. Our approach is also the only method in Table 4 that posts statistically significant performance improvements over RM3 (induced from all 5 given relevant documents) in all six relevant comparisons (3 corpora ×2 evaluation measures). Subsets(RM3) outperforms Select(RM3) in all relevant comparisons; half of the improvements are statistically significant. This finding attests to the merits of using our feature-based approach to integrate multiple query models rather than to select a single model.
We found for the HypoA and HypoC multi-test hypotheses that Subsets(RM3) significantly outperforms at least three baselines for at least two datasets for MAP (Bonferroni) and NDCG (Bonferroni and Fisher). While Subsets(RM3) significantly outperforms RM3 across all datasets, all baselines do not significantly outperform RM3 for more than one dataset. For HypoB, Subsets(RM3) significantly outperforms all baselines for both evaluation measures.
Robustness Analysis
An additional aspect of retrieval performance is its robustness across queries. For example, one notion of robustness is the risk-reward tradeoff in applying a retrieval method with respect to a baseline alternative. In addition to contrasting average performance over a query set, the tradeoff can be quantified in terms of the number of queries for which each of the two outperforms the other (Collins-Thompson 2009; Sakai et al. 2005) . Specifically, the reliability of improvement index (RI) (Sakai et al. 2005) for an evaluation measure is the number of queries for which a method outperforms a baseline (number of wins) minus the number of queries for which the reverse holds (number of losses), divided by the number of queries. Thus, RI values are in [−1, 1] . In our setting, the fundamental baseline is the standard approach of inducing a single query model from all given relevant documents. In Table 5 , we compare the RI of our approach with that of the other baselines considered in Section 4.3, wherein the query-model, and the fundamental baseline with respect to which RI is computed, is the relevance model. In Table 6 , we also present the number of wins, ties, and losses. We clearly see in Tables 5 and 6 that the robustness of our approach substantially transcends that of the baselines across corpora and evaluation measures.
Deeper Inside Subsets(M)
The effectiveness of our Subsets(M) approach can be attributed to several factors. These include the use of multiple subsets of relevant documents for inducing multiple query models, the use of feature functions for estimating the posterior of these models-i.e., the extent to which they presumably represent the information need-and the learning of the relative importance of the feature functions. In addition, our approach incorporates two hyper parameters (α and η). We now study the relative contribution to performance of all these factors. Subsets(M) uses query models induced from all subsets of the given relevant documents. An alternative is using query models induced from each document in D r . In reference to Equation (5), we mark the original formulation as D r ∈ 2 D r \ ∅ and the alternative as D r ∈ D r .
The feature functions f i together with their associated weights w i serve to induce a posterior mode estimate for each query model. An alternative approach is to assume that all query models are equi-likely to represent the information need. This amounts to not using the feature functions together with using uniform w i ; i.e., uniform posterior-mode estimates. The learned weights w i are also a factor. The alternative is to use uniform weights; i.e., assuming that the feature functions are equi-important in establishing posterior-mode estimates. Finally, the alternative to using the values learned for α (minimal size of a subset) and η (maximal number of subsets of a given size) is to not pose these constraints.
In Table 7 , we study the effectiveness of the resultant instances of Subsets(M). We see that, except for MM, in most relevant comparisons using subsets of the given relevant documents as a basis for inducing multiple query models yields significantly better performance than using individual documents (compare row 9 with row 7 in each block). Moreover, the latter is significantly outperformed for MEDMM and SWLM by using a single model induced from all given relevant documents (row 1 in each block). The performance of using uniform w i weights is often on par with that of learning them using SVM r ank (see row 5 vs. row 9 in a block); the differences are rarely significant. This implies that the feature functions f i already convey much valuable information about the likelihood that a query model represents the information need. Indeed, we see that not using the feature functions f i and using uniform weights w i (i.e., assuming all query models are equi-likely to represent the information need) yields performance that is often inferior to that of our approach (rows 2 and 3 vs. row 9); for RM3 and MM, in more than half of the relevant comparisons the performance differences are statistically significant. Yet, not using the feature functions and using uniform weights w i yields-sometimes statistically significant-improvements over the standard approach of using all 5 relevant documents to construct a single query model. Hence, we conclude that the main strength of our approach stems from using multiple subsets of relevant documents for inducing multiple query models and using feature functions (even with uniform weights) to estimate the posterior of these query models.
We also see that not imposing the constraints of α and η (row 8) yields in many relevant comparisons performance inferior to that of our approach (row 9) that does use these values; while most performance differences are not statistically significant, our approach posts many more statistically significant improvements over inducing the query model from all given relevant documents (row 1) than this alternative.
Varying the Number of Relevant Documents
Heretofore, the given relevant-documents set, D r , included 5 documents. In Table 8 , we study the effect of varying the number of given relevant documents, |D r |, to values in {3, 4, 5, 6}. We follow the practice described in Section 3.1 and consider for each number of relevant documents, |D r |, only queries with at least this number of relevant documents among the 50 most highly ranked in the initial ranking. As argued above, and as is common, this setting allows us to neutralize acrossquery effects of varying numbers of relevant documents when contrasting relevance-feedbackbased models. An additional setting we consider is that which includes all queries in each dataset. In that case, we set |D r | to the minimum between 5 and the number of relevant documents among the top-50. We use 0 − 5 to refer to this setting. RM3 is used as the query model.
We see in Table 8 that in all cases, both when |D r | is set on a per-query basis (0 − 5) (i.e., all queries in a dataset are used, and for each, at most 5 relevant documents are utilized), and when a predefined number of relevant documents is used per each query ({3, 4, 5, 6}), Subsets(RM3) outperforms the standard method of inducing a single query model (RM3). In general, when increasing the number of relevant documents available, more performance differences become statistically significant. We also see that all improvements for 0 − 5, which could be considered the practical/production setting, are statistically significant. These (relative) improvements are on par with those attained for |D r | ∈ {3, 4} and lower than those attained for |D r | ∈ {5, 6}, specifically for ClueWeb and GOV2. Indeed, there are queries for which there are not 5 or 6 relevant documents among the top-50 in the initial ranking as detailed in Section 3.1.
Multi-hypothesis testing revealed the following: For HypoA, the MAP differences between Subsets(RM3) and RM3 are significant for all three datasets for |D r | = 6 and when |D r | is set on a per-query basis according to both Bonferroni and Fisher; for |D r | ∈ {3, 4} the differences are significant for at least one dataset according to both tests. For HypoB, the differences between Subsets(RM3) and RM3 are significant for both evaluation measures. HypoC cannot be applied here, as was the case for Table 3 .
Feature-function Analysis
We next turn to analyze the relative importance of the feature functions described in Section 2.3. These are used in our approach to estimate the posterior of a query model induced from a subset of relevant documents. Specifically, Table 9 presents the learned (using linear SVM r ank ) values of w i 's averaged across the 10 train folds; w i is the weight corresponding to feature function f i .
(Since feature values are sum-normalized to [0, 1] the weights are comparable.) We also present the performance of our approach when excluding feature functions one at a time and when using each feature function individually. Herein, we continue to focus on a setting where 5 relevant documents are available (|D r | = 5) for the RM3 query model induction method. We can see in Table 9 that feature functions assigned the highest weights are corpus-dependent. While weights are learned per each corpus, an interesting future avenue would be to devise feature functions that are highly effective for all corpora. For ClueWeb, the feature functions assigned the highest weights are the stopword-based feature functions SW1 and SW2. As noted in Section 2.3, stopword-based features were shown to be highly effective document-relevance priors in Web search (Bendersky et al. 2011) . Therefore, in our setting, the variety and prevalence of stopwords in the support of a query model, quantified by SW1 and SW2, is somewhat correlated with the likelihood of the query model to promote in the ranking documents with high relevance prior. For GOV2 and ROBUST, however, the highest weight is assigned to the PrecContrib feature function, which quantifies the effectiveness of a ranking induced over the initial list D init using the query model at hand.
We now turn to examining in Table 9 the effect of the exclusion of, and that of using alone, the feature functions. As most exclusions result in very small performance differences, and the performance differences between using single feature functions are not large, we focus on the statistical significance, or lack thereof, of performance differences, which attests to performance robustness. We see in Table 9 that our method statistically significantly outperforms RM3 in all relevant comparisons only when all 6 feature functions are considered. The removal of a single feature function results in at least one statistically significant degradation with respect to RM3. When each feature function is used alone, it is outperformed by Subsets(RM3) in most relevant comparisons (3 corpora ×2 evaluation measures); Coherence is the only feature function that is always statistically significantly outperformed by Subsets(RM3); it never statistically significantly outperforms RM3 by itself. PrecContrib, however, is the only feature function that posts more than one statistically significant improvement over RM3.
In Section 2.3, we argued that in the MinPrec and PrecContrib feature functions, the effectiveness of a ranking of the initial list D init produced using a query model induced from a subset of relevant documents should be measured using a conservative measure that heavily penalizes low ranking of the given relevant documents. Hence, we used the minimum of precision values attained. In Table 10 , we provide empirical support to this argument by comparing the minimum with two alternatives: using the arithmetic mean of precision values and the geometric mean in both feature functions. RM3 serves as the query-model induction method. Table 10 shows that the geometric mean yields at least as good retrieval performance as that of the arithmetic mean in all relevant comparisons. Indeed, the former is a more conservative average than the latter. Furthermore, using the minimum, which is more conservative than both averages, posts the best performance (although the performance differences are not large), yields a few statistically significant performance improvements over both averages, and is the only method in Table 10 that statistically significantly outperforms RM3 (when used to induce a single query model from all 5 relevant documents) in all relevant comparisons, which attests to increased robustness.
Free-parameter Values
In Figure 1 , we study the MAP effect of varying the values of α and η. The former is the minimal size of a subset considered and the latter is the number of subsets considered per subset size. (Refer to Section 3 for further details.) We see that in most cases, setting α > 1 (i.e., imposing a lower bound on the subset size) hurts retrieval performance. The notable exceptions are when using MEDMM. We also see that the value of η has moderate effect on MAP performance. For ClueWeb and GOV2, and mostly for ROBUST, using a low value of η (i.e., a small number of subsets of a given size) often yields better performance than that attained by using large values.
Further Analysis
The best performance reported in Table 2 was in most cases for inducing a query model from optimal subsets of 2 relevant documents. Hence, we present in Table 11 the performance of our approach when considering only subsets of 2 documents (|D r | = 2) and when using all subsets as was the case thus far (1 ≤ |D r | ≤ |D r |). We focus on a setting where 5 relevant documents are available (|D r | = 5); the RM3 query-model induction method is used.
We see in Table 11 that the performance in terms of MAP and NDCG when using all subsets in Subsets(RM3) almost always transcends that of using only subsets of 2 documents by a small margin. In addition, using all subsets yields more statistically significant performance improvements over RM3 than using only subsets of 2 relevant documents. However, the MAP and NDCG performance differences between the two instantiations of our approach (with all subsets and with subsets of size 2) are statistically significant in a single case. Although the MAP performance robustness-as measured using RI(MAP)-of using all subsets is consistently higher than that of using subsets of size 2, for NDCG the robustness as measured using RI(NDCG) is higher in two out of three corpora when using subsets of 2 documents. In addition, we note that the computational "r " and "s" mark statistically significant differences with RM3 and and Subsets(RM3) when considering all subsets, respectively. Bold: the best result in a column.
overhead of using only subsets of size 2 (10 subsets are used) is lower than that of using all subsets. Thus, we conclude that using our approach only with subsets of 2 relevant documents strikes a good balance between efficiency and effectiveness/robustness.
RELATED WORK
There has been much work on devising methods for inducing a query model from a set of (pseudo) relevant documents (Carpineto and Romano 2012; Ruthven and Lalmas 2003) . The standard practice is inducing the query model from all given (pseudo) relevant documents. We demonstrated the merits of using our approach, with respect to this standard practice, with a few highly effective query-model induction methods: relevance model (Abdul-Jaleel et al. 2004; Lavrenko and Croft 2001) , mixture model (Zhai and Lafferty 2001a) , MEDMM (Lv and Zhai 2014) , and SWLM (Dehghani et al. 2016 ). The query models induced from subsets of relevant documents in our approach could be viewed as query representations. There is past work on fusing document lists retrieved in response to manually devised query representations (Belkin et al. 1993; Saracevic and Kantor 1988) . Modeling the information need as a distribution over query reformulations is an additional approach for utilizing multiple query representations (Xue and Croft 2013) .
Another line of work focuses on sampling top-retrieved documents to create a single pseudofeedback-based query model (Collins-Thompson and Callan 2007; Lee et al. 2008; Sakai et al. 2005) . Sampling can be based, for example, on estimating the effectiveness of a query model induced from a single pseudo-relevant document (Keikha et al. 2011 ); a feature-based approach was used to this end. This method served as a baseline (PredictM) in our evaluation and was shown to underperform our approach.
An alternative approach to inducing a single query model is using multiple query models. For example, multiple pseudo-feedback-based query models induced from clusters of similar topretrieved documents were used for retrieval (Soskin et al. 2009 ). Feature functions were used to estimate the effectiveness of query models, but were not integrated in contrast to our approach. We demonstrated the merits of feature-function integration in Section 4.7.
There has also been work on ranking clusters of similar (pseudo) relevant documents. Clusters of similar relevant documents, created from all those available in TREC's qrels files, were ranked by the probability that they represent the information need using a learning-to-rank approach (Raiber and Kurland 2010) . A learning-to-rank approach was also used to rank clusters of pseudorelevant documents by the presumed percentage of relevant documents they contain (Raiber and Kurland 2013b) . These two methods served as baselines-ClustLTR and ClustMRF, respectivelyin the evaluation. The average effectiveness of our approach, and its robustness, were higher than those of these baselines, as we showed in Section 4.3.
Long relevant documents are likely to contain much non-query-pertaining information (Allan 1995; Ounis 2009a, 2009b )-this is one of the several reasons we mentioned for utilizing subsets of relevant documents. To address the potential consequences for constructing a query model, a passage-based approach was proposed (Allan 1995) . Specifically, the passage most similar to the query in a relevant document, rather than the entire document, was used to induce a query model (Allan 1995) . This method was used as a baseline in the evaluation, Passage, which underperformed our approach. As we discuss below, using passage-based query-model induction methods is a future avenue we intend to explore.
As already noted, one of the potential drawbacks of using a single query model induced from the given set of relevant documents is the fact that different relevant documents can emphasize/manifest different relevant aspects. Recent work (Dehghani et al. 2016 ) addresses this issue by using a single mixture-model-based query model that further emphasizes commonalities between the given relevant documents and downplays their differences. The use of multiple query models induced from subsets of the given relevant document set still shows merit on top of this query-model induction approach, SWLM, as we showed in Section 4.2.
To the best of our knowledge, there is no past work on utilizing relevance feedback by using subsets of the given relevant-documents set-the core idea underlying our approach. Furthermore, while our approach is derived from the risk minimization framework, this is not the case for the methods we discussed above, which utilize clusters of (pseudo) relevant documents. In addition, the feature functions MinPrec and PrecContrib we proposed in Section 2.3 are novel to this study. More specifically, the methods discussed above differ from our approach in several ways: using pseudo vs. true relevance feedback, inducing a single query model vs. inducing multiple query models, estimating the effectiveness of single documents vs. sets of documents, using different feature functions for documents sets, and more.
There are additional lines of work on utilizing relevance feedback that are outside the scope of this article and could be viewed as complementary to our approach. For example, supervised feature-based methods were used to select expansion terms in pseudo-feedback-based retrieval (Cao et al. 2008) and to automatically tune the weight assigned to the query terms in a single query model induced from relevant documents (Lv and Zhai 2009a) . Using information induced from non-relevant documents was shown to improve retrieval effectiveness (Ide 1971; Wang et al. 2008) , specifically for very difficult queries (Wang et al. 2008) . In contrast, we use a supervised feature-based approach to estimate the extent to which subsets of relevant documents represent the information need and do not utilize negative relevance feedback. Thus, one could use these past techniques (Cao et al. 2008; Lv and Zhai 2009a ) on top of our approach to potentially further improve performance and/or extend our framework by utilizing negative relevance feedback.
CONCLUSIONS AND FUTURE WORK
We proposed a novel approach to utilizing a given set of relevant documents in the ad hoc retrieval setting. The approach is based on the risk minimization framework and uses query models induced from subsets of the relevant-documents set rather than the standard practice of committing to a single model induced from all given relevant documents. Applying a feature-based approach to estimate the posterior of these query models resulted in a document ranking function that can be learned using any learning-to-rank approach.
We presented empirical analysis that shows the considerable potential in using subsets of a given relevant-documents set: There are many subsets that are a much more effective basis for inducing a query model than the entire given set. We then showed that our approach yields small-to-moderate statistically significant performance improvements with respect to the standard practice of inducing a single query model from all given relevant documents. The most notable empirical merit of the approach is its performance robustness with respect to a wide variety of baselines that we considered.
In-depth analysis of the performance of our approach revealed that the main factors that contribute to its effective performance are the use of subsets and feature functions that serve to estimate the posterior of query models induced from these subsets. Additional empirical exploration shed light on the relative importance of the proposed feature functions, performance sensitivity to values of free parameters, and additional design choices.
By virtue of using subsets of a given relevant-document set, the computational cost rises. We presented analysis of the computational overhead incurred by our approach on top of the initial ranking. The main overhead is inducing and using multiple queries for re-ranking an initially retrieved short list rather than a single one. All in all, there is a clear efficiency-effectiveness/robustness tradeoff incurred by using our approach: It helps to gain small to moderate average performance improvements, which are statistically significant, resulting in substantial performance-robustness improvements, yet clearly increases the computational cost.
Our focus in this article has been on the documents (as whole units) used for inducing query models. For future work, we plan to study the integration of term-selection methods (e.g., Cao et al. (2008) ) and passage-based query-model induction methods (e.g., Bendersky and Kurland (2010) and Liu and Croft (2002) ) with our approach. Using these approaches, and others, can help to enrich the space, and improve the quality, of query models we use in our approach. Indeed, our approach is based on a specific sample of query models induced from subsets of relevant documents. This sample might not be representative enough of the underlying information need and/or the query models themselves might not be effective enough. Furthermore, the feature functions we use do not induce a perfect ranking of the query models-i.e., our estimate for the effectiveness of the query models used should be improved. All these factors, and others, can explain the cases where our method was not much more effective than the standard practice and/or baselines used.
An additional future direction is evaluating our approach for specific domains, such as patent, medical, and library retrieval, where the number of relevant documents available might be much higher than that considered in our experiments here. Given the increased computational overhead in this case, one should devise more advanced subset-selection methods to keep the number of subsets used by our approach at a reasonable level. Studying the performance of our approach with additional search tasks (e.g., home-page finding) and devising feature functions specific to this end is also an interesting future avenue.
