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Abstract We present a semi-Lagrangian scheme for the approximation of a
class of Hamilton-Jacobi-Bellman equations on networks. The scheme is ex-
plicit and stable under some technical conditions. We prove a convergence
theorem and some error estimates. Additionally, the theoretical results are
validated by numerical tests. Finally, we apply the scheme to simulate traffic
flows modeling problems.
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1 Introduction
The attention to the study of linear and nonlinear partial differential equations
on networks raised consistently in the last decades motivated by the extensive
use of systems like roads, pipelines, and electronic and information networks.
In particular, extensive literature has been developed for vehicular traffic
systems modeled through conservation laws. Existence results can be found in
[16], and some partial uniqueness results (for a limited number of intersecting
roads) in [15,2]. Nonetheless, the lack of uniqueness on the junction point
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obliges to add some additional conditions that may be ambiguous or difficult
to derive. More recently, another kinds of macroscopic models appears. These
models rely on the Moskowitz function and make appear an Hamilton-Jacobi
equation (see [21]).
The theory of Hamilton-Jacobi (HJ) equations on networks is very recent.
It is difficult to extend the classic framework to the network context because
these equations do not have in general regular solutions and the notion of weak
solution (viscosity solution) must be adapted to preserve some properties on
the junction points. An additional difficulty comes from possible discontinu-
ities on data of the problem. Some theoretical results are contained in the
early works [1,7,18,19,23] where, using some appropriate definitions of weak
solutions, the authors prove the well-posedness of the problem. We also refer
to the works [5,20] for simplified proof of uniqueness. Concerning numerical
schemes for this kind of equations, there is very few theoretical results. Let us
mention the finite differences scheme proposed in [7,10] and the paper [17] in
which they prove some error estimates for this scheme.
In this paper, we adopt the notion of solutions as introduced in [18], which
has some good advantages in term of generality, and we introduce a new nu-
merical scheme for HJ equations on a network. For the sake of simplicity, we
consider a simplified network (a junction), but the result can be extended to
a more general class of problems, including more complex structures.
We propose a semi-Lagrangian (SL) scheme by discretizing the dynamic
programming principle presented in [18]. This scheme generalizes what in-
troduced in [8], and it enables discrete characteristics to cross the junctions.
This property makes the scheme absolutely stable, allowing large time steps,
and it is the main advantage compared to finite differences and finite elements
schemes. We prove consistency and monotonicity which imply the convergence
of the scheme.
We also derive some consistency errors for the numerical solution that we
can obtain in two different cases: for state independent Hamiltonians, where
controls are constant along the arcs, and in a more general scenario. In the
simplified case, we obtain a first order convergence estimate. In the second
case, the key result is a consistency estimate that leads to an a priori error
estimate. The proof is obtained combining some techniques derived from the
papers on regional optimal control problems [4,5].
Structure of the paper: in Section 2 we recall some basic notions for junc-
tion networks, the definition of flux-limited viscosity solutions and the relation
with optimal control problems on networks. In Section 3, we derive the SL
scheme and prove its basic properties: consistency, monotonicity, and conver-
gence. In Section 4, we present the main result (Theorem 5) concerning the
error estimate. In Section 5, we discuss the connection between HJ equations
and traffic flow model. Finally, in Section 6, we show through numerical sim-
ulations the efficiency and the accuracy of our new method.
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2 Hamilton-Jacobi equations on networks
A network is a domain composed of a finite number of nodes connected by
a finite number of edges. To simplify the description of such system we focus
on the case of a junction, which is a network composed of one node and a
finite number of edges. We follow [18] and the notations therein to describe
the problem.
Given a positive number N , a junction J is a network of N half lines Ji :=
{k ei, k ∈ R+} (where each line is isometric to [0,+∞) and ei is a unitary
vector centered in 0) connected in a junction point that we conventionally
place at the origin. We then have
J :=
⋃
i=1,...,N
Ji, Ji ∩ Jj = {0}, ∀i 6= j, i, j ∈ {1, ..., N}.
J1 J2
J3
J4
J5
e1
e3
e2
e4
e5
0
Fig. 1 Junction with N = 5 edges.
We consider the geodesic distance function on J given by
d(x, y) =
{ |x− y|, if x, y ∈ Ji for one i ∈ {1, ..., N},
|x|+ |y|, otherwise.
For a real-valued function u defined on J , ∂iu(x) denotes the (spatial) deriva-
tive of u at x ∈ Ji and the gradient of u is defined as:
ux :=
{
∂iu(x) if x ∈ Ji \ {0},
(∂1u(x), ∂2u(x), ..., ∂Nu(x)) if x = 0.
(1)
We can now describe our problem. Consider the following evolutive HJ equa-
tion on the network J{
∂tu(t, x) +Hi(x, ux(t, x)) = 0 in (0, T )× Ji \ {0},
∂tu(t, x) + FA(ux(t, x)) = 0 in (0, T )× {0}, (2)
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with the initial condition
u(0, x) = u0(x) for x ∈ J, (3)
where u0(x) is globally Lipschitz continuous on J . We suppose that standard
assumptions on the Hamiltonian H (cf. i.e. [3]) hold:
(H1) (Regularity) for all L > 0 there exists a modulus of continuity ωL such
that for all |p|, |q| ≤ L and x ∈ Ji
|Hi(x, p)−Hi(x, q)| ≤ ωL(|p− q|);
in addition, H(·, p) is Lipschitz continuous w.r.t. the space variable.
(H2) (Uniform coercivity) Hi(x, p) → +∞ for |p| → +∞ uniformly for every
x ∈ Ji ∪ {+∞}, i = 1, ..., N ;
(H3) (Convexity) {Hi(x, ·) ≤ λ} is convex for every choice of λ ∈ R and a fixed
x ∈ J .
Using the convexity hypothesis and the coercivity, there exists a pˆi such
that the Hamiltonian Hi is non-increasing in (−∞, pˆi] and non-decreasing
in [pˆi,∞). We introduce the (respectively) non-increasing and non-decreasing
functions
H−i (x, p) :=
{
Hi(x, p) for p ≤ pˆi
Hi(x, pˆi) for p > pˆi
and H+i (x, p) :=
{
Hi(x, p) for p ≥ pˆi
Hi(x, pˆi) for p < pˆi.
Given a parameter A ∈ R ∪ {−∞} (flux limiter), we define the operator FA :
RN → R on the junction point as
FA(p) := max
(
A, max
i=1,...,N
H−i (0, pi)
)
. (4)
In order to introduce the notion of viscosity solution, we introduce the class
of test functions. For T > 0, set JT = (0, T ) × J . We define the class of test
functions on JT and on J as
Ck(JT ) = {ϕ ∈ C(JT ), ∀i = 1, . . . , N, ϕ ∈ Ck((0, T )× Ji)},
Ck(J) = {ϕ ∈ C(J), ∀i = 1, . . . , N, ϕ ∈ Ck(Ji)}.
We recall also the definition of upper and lower semi-continuous envelopes u∗
and u∗ of a (locally bounded) function u defined on [0, T )× J ,
u∗(t, x) = lim sup
(s,y)→(t,x)
u(s, y) and u∗(t, x) = lim inf
(s,y)→(t,x)
u(s, y).
We say that a test function ϕ touches a function u from below (respectively
from above) at (t, x) if u − ϕ reaches a minimum (respectively maximum) at
(t, x) in a neighborhood of it.
Definition 1 (Flux-limited solutions) Assume that the Hamiltonians sat-
isfy (H1)-(H3) and let u : [0, T )× J → R.
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i) We say that u is a flux-limited sub-solution (resp. flux-limited super-solu-
tion) of (2) in (0, T ) × J if for all test function ϕ ∈ C1(JT ) touching u∗
from above (resp. u∗ from below) at (t0, x0) ∈ JT , we have
ϕt(t0, x0) +Hi(x0, ϕx(t0, x0)) ≤ 0 (resp. ≥ 0) if x0 ∈ Ji,
ϕt(t0, x0) + FA(ϕx(t0, x0)) ≤ 0 (resp. ≥ 0) if x0 = 0. (5)
ii) We say that u is a flux-limited sub-solution (resp. flux-limited super-solu-
tion) of (2) on [0, T )× J if additionally
u∗(0, x) ≤ u0(x) (resp. u∗(0, x) ≥ u0(x)) for all x ∈ J. (6)
iii) We say that u is a flux-limited solution if u is both a flux-limited sub-
solution and a flux-limited super-solution.
Thanks to the work of Imbert and Monneau [18], we have the following
result which gives an equivalent definition of viscosity solutions for (2). We
use this equivalent definition in particular in the definition of the consistency
in Section 3.
Theorem 1 (Equivalent definition for sub/super-solutions) Let H¯0 =
maxj minpHj(p) and consider A ∈ [H¯0,+∞). Given solutions pAi ∈ R of
Hi
(
pAi
)
= H+
(
pAi
)
= A (7)
let us fix any time independent test function φ0(x) satisfying, for i = 1, . . . , N ,
∂iφ
0(0) = pAi .
Given a function u : (0, T )× J → R, the following properties hold true.
i) If u is an upper semi-continuous sub-solution of (2) with A = H0, for
x 6= 0, satisfying
u(t, 0) = lim sup
(s,y)→(t,0), y∈R∗i
u(s, y), (8)
then u is a H0-flux limited sub-solution.
ii) Given A > H0 and t0 ∈ (0, T ), if u is an upper semi-continuous sub-
solution of (2) for x 6= 0, satisfying (8), and if for any test function ϕ touching
u from above at (t0, 0) with
ϕ(t, x) = ψ(t) + φ0(x), (9)
for some ψ ∈ C2 ((0,+∞)), we have
ϕt + FA (ϕx) ≤ 0 at (t0, 0),
then u is a A-flux limited sub-solution at (t0, 0).
iii) Given t0 ∈ (0, T ), if u is a lower semi-continuous super-solution of (2)
for x 6= 0 and if for any test function ϕ satisfying (9) touching u from above
at (t0, 0) we have
ϕt + FA (ϕx) ≥ 0 at (t0, 0),
then u is a A-flux limited super-solution at (t0, 0).
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2.1 Optimal control interpretation and dynamic programming principles
We describe a natural application of equations (2) for a finite-horizon optimal
control problem on the network J . We recall several results contained in [18]
that are useful in the next sections.
Let us define the set of admissible dynamics on the network J connecting the
point (s, y) to (t, x) as
Γ t,xs,y :=

(X(·), α(·)) ∈ Lip([s, t]; J)× L∞([s, t];RN+1)
X˙(τ) = α(τ), τ ∈ [s, t]
X(s) = y, X(t) = x
 . (10)
We denote by (α0, α1, ..., αN ) the N + 1 components of the control function
α : (0, T ) → RN+1, where αi(t) is the control function defined on the branch
Ji for i = 1, ..., N and α0(t) is the control function defined on the junction
point.
We define a cost function,
L(x, α) :=
{
Li(x, αi) if x ∈ Ji,
L0(α0) if x = 0,
where for i = 1, . . . , N and we assume the following
(A1) Li : R+ × R → R are strictly convex (w.r.t. the second argument) and
uniformly Lipschitz continuous functions,
(A2) Li are strongly coercive w.r.t. the control argument uniformly in x (Li(x, αi)/|αi| →
+∞ for |αi| → +∞ uniformly in x ∈ R+).
In addition, L0 : R→ R is defined as
L0(α0) :=
{
L¯0 if α0 = 0,
+∞ otherwise,
for a given L¯0 ∈ R. We define the value function of the optimal control problem
as
u(t, x) = inf
y∈J
inf
(X(·),α(·))∈Γ t,x0,y
{
u0(X(0)) +
∫ t
0
L(X(τ), α(τ))dτ
}
. (11)
It has been proved in [18] that the following dynamic programming principle
(DPP) holds.
Proposition 1 For all x ∈ J , t ∈ (0, T ], s ∈ [0, t), the value function u
defined in (11) satisfies
u(t, x) = inf
y∈J
inf
(X(·),α(·))∈Γ t,xs,y
{
u(s,X(s)) +
∫ t
s
L(X(τ), α(τ))dτ
}
. (12)
A direct approximation of the DPP (12) is the basis for the scheme which we
describe in the next section.
The following Theorem characterizes the value function (11) as the solution
of a HJ equation (for the proof see [18]).
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Theorem 2 The value function u defined in (11) is the unique viscosity so-
lution of (2) with
Hi(x, p) := sup
αi∈R
{αi p− Li(x, αi)} , and A = −L¯0. (13)
Proposition 2 Under assumption (A1)-(A2) the following assertions hold
true:
i) for every x ∈ R+ ∪ {+∞}, αi ∈ arg supαi∈R{αip− Li(x, αi)} is bounded.
ii) the non increasing part of Hi(x, p) with respect of pi is given by
H−i (x, pi) = sup
αi≤0
{αipi − Li(x, αi)}.
furthermore the Hamiltonian (13) satisfies properties (H1)− (H3).
Proof From assumption (A1)-(A2), αip − Li(x, αi) is a continuous function
(negatively) coercive therefore there exists a compact interval [−µ, µ], µ ∈ R,
such that
sup
αi∈R
{αi p− Li(x, αi)} = sup
αi∈[−µ,µ]
{αi p− Li(x, αi)} .
Then, i) holds. Assertion ii) follows from Lemma 6.2 in [18].
From i), we have
Hi(x, p)−Hi(x, q) ≤ α¯|p− q|
where α¯ is the minimizer in Hi(x, q). Exchanging the role of p, q, we get (H1).
Taking α = 1 in (13) we have
Hi(x, p) ≥ p− Li(x, 1).
The same argument for α = −1 gives Hi(x, p) → +∞ for |p| → +∞, then
(H2) holds. Finally (H3) holds since Hi is the superior envelope of convex
functions. uunionsq
3 Numerical resolution: a semi-Lagrangian scheme
Let us introduce a uniform discretization of the network (0, T )×J . The choice
of a uniform discretization is not restrictive, and the scheme can be easily ex-
tended to non-uniform grids. Given ∆t and ∆x in R+, we define ∆ = (∆x,∆t),
NT = bT/∆tc (b·c is the truncation operator) and
G∆ := {tn : n = 0, . . . , NT } × J∆x
where
J∆x :=
⋃
i=1,...,N
J∆xi , J
∆x
i = {k∆x ei : k ∈ N}.
We call tn = tn for n = 0, . . . , NT and we derive a discrete version of the
dynamic programming principle (2) defined on the grid G∆. To do so, as usual
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in first-order SL schemes, we discretize the trajectories in Γ
tn+1,x
tn,y by one step
of Euler scheme. For i ∈ {1, . . . , N}, let x ∈ Ji and let α ∈ RN+1 be such that
αi∆t ≤ |x|, then the approximated trajectory gets
x ' y + αi∆t.
In this case, the discrete backward trajectory x − ∆tαi remains on Ji, and,
by also applying a rectangle formula, the discrete version of (12) at the point
(tn+1, x) is
u(tn+1, x) ' u(tn, x− αi∆tei) +∆tLi(x, αi).
In opposite case αi∆t > |x|, the discrete trajectory has passed through the
junction. Denoting s0 ∈ [0, ∆t − |x|αi ] the time spent by the trajectory at
the junction point, Jj the arc from which the trajectory comes and tˆ :=(
∆t− s0 − |x|αi
)
the time spent by the trajectory on the arc Jj , the approxi-
mation of (12) at the point (tn+1, x) becomes
u(tn+1, x) ' u
(
tn,−αj tˆej
)
+ tˆ Lj(0, αj) + s0L0(α0) +
|x|
αi
Li(x, αi).
We call B(J∆x) and B(G∆) the spaces of bounded functions defined respec-
tively on J∆x and on G∆. To compute the value function on the foot of the dis-
crete trajectories, which, in general, are not grid nodes, we approximate these
values by a piecewise linear Lagrange interpolation I[uˆ](z), where u ∈ B(J∆x)
and z ∈ J . The basic properties of the interpolation operator are summarized
in the following lemma (for the proof see for instance [22]).
Lemma 1 Given the piecewise linear interpolation operator I : B(J∆x) ×
J → R and a function ϕ ∈ C(J), we denote by ϕˆ the collection of values
{ϕ(xk)}xk∈J∆x . We have the following properties:
– (Monotonicity) If ψ ∈ C(J) such that ψ(x) ≤ ϕ(x) for every x ∈ J∆x then
I[ψˆ](x) ≤ I[ϕˆ](x), for all x ∈ J.
– (Polynomial base) There exists a set {φi}i=I (I is the set of the indexes
of the elements of J∆x) of lagrangian bases [22], such that φi(xk) = δi,k
where δ is the Kronecker symbol; and
I[ϕˆ](x) =
∑
i∈I
ϕ(xi)φi(x), for all x ∈ J.
– (Error estimate) If ϕ ∈W s,∞(J) with s = 1, 2, then there exists a constant
C > 0 such that
|I[ϕˆ](x)− ϕ(x)| ≤ C∆xs, for all x ∈ J.
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– (Error estimate, smooth case) If ϕ ∈ C2(J) then
|I[ϕˆ](x)− ϕ(x)| ≤ 1
2
sup
ξ∈[a,b]
|ϕxx(ξ)|
∣∣∣∣∣
2∏
i=1
(x− xi)
∣∣∣∣∣ , (14)
for all x ∈ [x1 = a, x2 = b] ∈ J .
We finally define a fully discrete numerical operator S : B(G∆)×J∆x → R
as, if x ∈ Ji
S[vˆ](x) := min

inf
α,αi<
|x|
∆t
I[vˆ](x− αi∆tei) +∆tLi(x, αi),
inf
α,αi≥ |x|∆t
inf
s0∈[0,∆t− |x|αi ]
min
j,αj≤0
{
I[vˆ]
(
−
(
∆t− s0 − |x|αi
)
αjej
)
+
(
∆t− s0 − |x|αi
)
Lj(0, αj) + s0L0(α0) +
|x|
αi
Li(x, αi)
}
,
and, if x = 0
S[vˆ](x) := inf
α,j,αj≤0
inf
s0∈[0,∆t]
{I[vˆ] (− (∆t− s0)αjej)
+ (∆t− s0)Lj(0, αj) + s0L0(α0)} .
We define recursively the discrete solution w ∈ B(G∆) as
w(tn+1, x) = S[wˆ
n](x), n = 0, . . . , NT − 1, x ∈ J∆x (15)
where wn := {w(tn, x)}x∈J∆x for n = 0, . . . , NT − 1 and w0 = {u0(x)}x∈J∆x .
Next, we prove some basic properties satisfied by the scheme (15), assuming
that assumptions (A1)-(A2) hold.
Proposition 3 (Monotonicity) The numerical scheme (15) is monotone,
i.e. given two discrete functions v1, v2 ∈ B(J∆x) such that v1 ≤ v2 we have
S[vˆ1](x) ≤ S[vˆ2](x), ∀x ∈ J∆x.
Proof Let us fix a x ∈ J∆xi . We assume that the trajectory relative to v1 passes
through the junction and the one relative to v2 does not. The other cases are
easier and they can be treated in a similar way. Let us call (α¯i, s¯0, j¯, α¯j¯ , α¯0) the
optimal strategy relative to v1, and let us call αˆi the optimal control relative
to v2. The optimal controls are bounded since Prop. 2 holds. We have
S[vˆ1](x) = I[vˆ1]
(
−
(
∆t− s¯0 − |x|
α¯i
)
α¯j¯ej¯
)
+
(
∆t− s¯0 − |x|
α¯i
)
Lj(0, α¯j¯)
+s¯0L0(α¯0) +
|x|
αi
Li(x, αˆi) ≤ I[vˆ1](x− αˆi∆tei) +∆tLi(x, αˆi) = S[vˆ2](x).
uunionsq
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Proposition 4 Let w(tn, x) be a solution of (15). If u0 is uniformly Lipschitz
continuous then for x, y ∈ J∆x there exists a C > 0 such that
|w(tn, x)− w(tn, y)| ≤ C (∆t+ d(x, y)) n = 0, . . . , Nt
Proof In this proof, we denote by C a universal constant that depends only
on Li and that may change line to line and with Lf the Lipschitz constant of
a generic function f .
Let just assume that x, y ∈ Ji ∩ J∆x. The latter is not restrictive since if
x ∈ Jj ∩ J∆x, y ∈ Ji ∩ J∆x with j 6= i, we come back to the case of a
comparison between point belonging to the same arc writing
|w(tn, x)− w(tn, y)| ≤ |w(tn, x)− w(tn, 0)|+ |w(tn, 0)− w(tn, y)| .
We call α¯i the optimal control of S[w
n−1](y) associated to the i-arc. We con-
sider three different cases:
1) α¯i < |y|/∆t with y 6= 0.
In this case, we consider αi such that
x−∆tαiei = y −∆tα¯iei.
This means in particular that
|αi − α¯i| = |x− y|
∆t
(16)
Using the suboptimal control αi for S[wˆ
n−1](x) yields
w(tn, x)− w(tn, y) ≤ I[wˆn−1] (− (x− αi∆tei)) +∆tLi(x, αi)
− I[wˆn−1] (− (y − α¯i∆tei))−∆tLi(y, α¯i) ≤ ∆tLLi |αi− α¯i| ≤ LLi |x− y|
2) 0 < |y|∆t ≤ α¯i. This means in particular that the discrete trajectory starting
from y passes through the junction. We denote by (α¯i, s¯0, α¯0, j¯, α¯j¯) the
optimal control associated with S[wˆn−1](y). We distinguish two sub cases:
2.i) x = 0. In this case, we choose the suboptimal control (s¯0 +
|y|
α¯i
, α¯0, j¯, α¯j¯)
(if α¯0 6= 0, we replace it by 0 in order to stay in the origin) and get
w(tn, x)− w(tn, y)
≤I[wˆn−1]
(
−
(
∆t− s¯0 − |y|
α¯i
)
α¯j¯ej¯
)
+
(
∆t− s¯0 − |y|
α¯i
)
Lj¯(0, α¯j¯)
+
(
s¯0 +
|y|
α¯i
)
L0(α¯0)− I[wˆn−1]
(
−
(
∆t− s¯0 − |y|
α¯i
)
α¯j¯ej¯
)
−
(
∆t− s¯0 − |y|
α¯i
)
Lj¯(0, α¯j¯) − s¯0L0(α¯0)−
|y|
α¯i
Li(y, α¯i)
≤|y|
α¯i
(L0(α¯0)− Li(y, α¯i)) . (17)
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If α¯i ≥ 1, using that Li is Lipschitz continuous, we get that there exists
a constant C (depending only on Li(y, 0) and the Lipschitz constant of
Li) such that
|Li(y, α¯i)|
|α¯i| ≤ C.
Injecting the estimate above in (17) and using that L0(0) is bounded,
we get
w(tn, x)− w(tn, y) ≤ C|y| = Cd(x, y).
If α¯i ≤ 1, since L0(0) and Li(α¯i) are bounded, we get that there exists
a constant C such that
w(tn, x)− w(tn, y) ≤ C |y|
α¯i
≤ C∆t.
We finally get that in all the cases,
w(tn, x)− w(tn, y) ≤ C (∆t+ d(x, y)) .
2.ii) |x| > 0. In this case, we choose αi such that |x|αi =
|y|
α¯i
. This implies in
particular that
x− |x|
αi
αiei = y − |x|
αi
α¯iei
and so
|x|
αi
|αi − α¯i| = |x− y| = d(x, y).
Using the suboptimal control (αi, s¯0, α¯0, j¯, α¯j¯) for S[w
n−1](x), we get
w(tn, x)− w(tn, y)
≤ I[wˆn−1]
(
−
(
∆t− s¯0 − |x|
αi
)
α¯j¯ej¯
)
+
(
∆t− s¯0 − |x|
αi
)
Lj¯(0, α¯j¯)
+ s¯0L0(α¯0) +
|x|
αi
Li(x, αi)− I[wˆn−1]
(
−
(
∆t− s¯0 − |y|
α¯i
)
α¯j¯ej¯
)
−
(
∆t− s¯0 − |y|
α¯i
)
Lj¯(0, α¯j¯)− s¯0L0(α¯0)−
|y|
α¯i
Li(y, α¯i)
≤ LLi
|x|
αi
|αi − α¯i| ≤ LLid(x, y)
3) y = 0. We denote by (s¯0, α¯0, j¯, α¯j¯) the optimal control associated to the
operator S[wn−1](y). We distinguish two sub-cases again:
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3.i) : s¯0 = ∆t. We choose αi ≥ max(1, |x|∆t ) and the suboptimal control
(αi, s¯0 − |x|αi , α¯0) for S[wn−1](x). We then get
w(tn, x)− w(tn, y)
≤ I[wˆn−1] (0) +
(
s¯0 − |x|
αi
)
L0(α¯0) +
|x|
αi
Li(x, αi)− I[wˆn−1] (0)
− s¯0L0(α¯0) ≤ |x|
αi
(Li(x, αi)− L0(α¯0)) ≤ LLid(x, y)
Using that Li is Lipschitz continuous, we get that there exists a constant
C (depending only on Li(0), L0(0) and on the Lipschitz constant of Li)
such that
|Li(x, α¯i)|+ |L0(α¯0)|
|α¯i| ≤ C.
This implies that
w(tn+1, x)− w(tn+1, y) ≤ C|x| = Cd(x, y).
3.ii) : s¯0 < ∆t. We choose αi ≥ max(1, |α¯j¯ |) such that
|x|
αi
≤ ∆t− s¯0
2
and
∆t− s¯0
∆t− s¯0 − |x|αi
|α¯j¯ | ≤ αi. (18)
We also set
αj¯ =
∆t− s¯0
∆t− s¯0 − |x|αi
α¯j¯ ,
which satisfies in particular αi ≥ |αj¯ |. Taking the suboptimal control
(αi, s¯0, α¯0, j¯, αj¯) for S[w
n−1](x), we get
w(tn, x)− w(tn, y) ≤ I[wˆn−1]
(
−
(
∆t− s¯0 − |x|
αi
)
αj¯ej¯
)
+
(
∆t− s¯0 − |x|
αi
)
Lj¯(0, αj¯) + s¯0L0(α¯0) +
|x|
αi
Li(x, αi)
− I[wˆn−1] (− (∆t− s¯0) α¯j¯ej¯)− (∆t− s¯0)Lj¯(0, α¯j¯)− s¯0L0(α¯0)
≤ |x|
αi
(
Li(x, αi)− Lj¯(0, αj¯)
)
+ (∆t− s¯0)
(
Lj¯(0, αj¯)− Lj¯(0, α¯j¯)
)
≤ |x|
αi
(
Li(x, αi)− Lj¯(0, αj¯)
)
+ (∆t− s¯0)LLj¯ |αj¯ − α¯j¯ |. (19)
Using that αi ≥ 1, we get that |Li(x,αi)αi ≤ C. In the same way (using
that αi ≥ αj¯)
|Lj¯(0, αj¯)|
αi
≤ 1
αi
(
Lj¯(0, 0) + LLj¯ |αj¯ |
) ≤ Lj¯(0, 0) + LLj¯ |αj¯ |αi ≤ C.
A semi-Lagrangian scheme for HJ equations on networks 13
Finally, using the definition of αj¯ , we get
(∆t− s¯0)|αj¯ − α¯j¯ | = |x|
|αj¯ |
αi
≤ |x|.
Injecting these estimates in (19), we arrive to
w(tn, x)− w(tn, y) ≤ C|x| = Cd(x, y).
uunionsq
Proposition 5 (Stability) Let w(tn, x) be a solution of (15), then there is
a positive constant K such that for any (tn, x) ∈ G∆
|w(tn, x)− u0(x)| ≤ Ktn.
Proof Let K ∈ R be such that
K ≥ max
{
sup
x∈J∆x
[S[uˆ0](x)− u0(x)]+
∆t
, sup
x∈J∆x
[u0(x)− S[uˆ0](x)]+
∆t
}
,
where u0 := {u0(x)}x∈J∆ . The discrete function u(x, tn) := u0(x) + Ktn is a
super discrete solution, i.e. u(x, tn+1) ≥ S[uˆ(·, tn)](x) for all (x, tn) ∈ G∆. In
fact, since for all (x, tn) ∈ G∆
K∆t+Ktn ≥ sup
x∈J∆x
[S[uˆ0](x)− u0(x)]+ +Ktn ≥ S[uˆ0](x)− u0(x) +Ktn,
we have
u(x, tn+1) = u0(x) +Ktn+1 ≥ u0(x) +S[uˆ0](x)−u0(x) +Ktn = S[uˆ(·, tn)](x).
The discrete function u(x, tn) := u0(x)−Ktn is a sub discrete solution, i.e.
u(x, tn+1) ≤ S[uˆ(·, tn)](x), for all (x, tn) ∈ G∆.
In fact, since for all (x, tn) ∈ G∆
K∆t+Ktn ≥ sup
x∈J∆x
[u0(x)− S[uˆ0](x)]+ +Ktn ≥ u0(x)− S[uˆ0](x) +Ktn,
we have
u(x, tn+1) = u0(x)−Ktn+1 ≥ u0(x)−(u0(x)−S[uˆ0](x)+Ktn) = S[uˆ(·, tn)](x).
By monotonicity, we have that u(x, tn) ≤ w(x, tn) ≤ u(x, tn) for any (x, tn) ∈
G∆ and this implies the conclusion.
uunionsq
Remark 1 (Bounded control) By Prop. 5, w solution of (15) is bounded and
then the discrete problem (15) is well posed. We observe also that the same
argument of Proposition 2 (based on (A2)) can be used to prove that the
control α in (15) is bounded. We call
µ = sup
(x,t)∈J×(0,T ]
max
i=1,...,n
|α∗i |, (20)
the maximal absolute value of the optimal control.
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Proposition 6 Given ∆t > 0 and ∆x > 0, let us assume
µ
∆t
∆x
≤ 1 (21)
(with µ as in (20)), then for any ϕ ∈ C2(J) the following consistency error
estimates hold for the scheme (15):
i) if x ∈ J∗i ,
∣∣∣∣ϕ(x)− S[ϕˆ](x)∆t −Hi(ϕx(x))
∣∣∣∣ ≤ K‖ϕxx‖∞(∆x2∆t +∆t
)
,
(22)
ii) if x = 0,
∣∣∣∣ϕ(x)− S[ϕˆ](x)∆t − FA(ϕx(x))
∣∣∣∣ ≤ K‖ϕxx‖∞(∆x2∆t +∆t
)
,
(23)
where K is a positive constant.
Proof i) Let x ∈ Ji. We remark that the condition (21) implies in particular
that the scheme reads
S[ϕˆ](x) = inf
αi<
|x|
∆t
(I[ϕˆ](x−∆tαiei) +∆tLi(x, αi))
= inf
αi∈R
(I[ϕˆ](x−∆tαiei) +∆tLi(x, αi)).
By (14) and by Taylor expansion we have
I[ϕˆ](x−∆tαiei) = ϕ(x)−∆tαi∂iϕ(x) +O(∆t2 +∆x2),
then
ϕ(x)− S[ϕˆ](x)
∆t
=− inf
αi∈R
(−αi∂iϕ(x) + Li(x, αi)) +O
(
∆t+
∆x2
∆t
)
= sup
αi∈R
(αi∂iϕ(x)− Li(x, αi)) +O
(
∆t+
∆x2
∆t
)
=Hi(ϕx(x)) +O
(
∆x2
∆t
+∆t
)
.
ii) Let x = 0. In this case
S[ϕˆ](0) = inf
s0∈[0,∆t]
min
j,αj≤0
(I[ϕˆ](−(∆t−s0)αjej)+(∆t−s0)Lj(0, αj)+s0L0(α0)).
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Let us define K∆t :=
s0
∆t , since s0 ∈ [0, ∆t] we have K∆t ∈ [0, 1]. Again by
Taylor expansion, by Prop. 2 and by (14), we have
ϕ(0)− S[ϕˆ](0)
∆t
+O
(
∆t+
∆x2
∆t
)
=− inf
K∆t∈[0,1]
min
j,αj≤0
(−(1−K∆t)αj∂jϕ(0) + (1−K∆t)Lj(0, αj) +K∆tL0(α0))
=− inf
K∆t∈[0,1]
[
(1−K∆t) min
j,αj≤0
(−αj∂jϕ(0) + Lj(0, αj)) +K∆t min
α0
(L0(α0))
]
= sup
K∆t∈[0,1]
[
(1−K∆t) max
j,αj≤0
(αj∂jϕ(0)− Lj(0, αj)) +K∆t max
α0
(−L0(α0))
]
= sup
K∆t∈[0,1]
{
(1−K∆t) max
j
H−j (∂jϕ(0)) +K∆tA
}
= max
(
max
j
H−j (∂jϕ(0)), A
)
.
This ends the proof of the proposition.
uunionsq
Remark 2 (Counterexample for consistency errors) The case that we study
behaves differently from classic SL schemes, where consistency error estimate
is not limited by a CFL-like condition. This difference is due to the presence of
discontinuities on the Hamiltonians in correspondence with the junction point.
We provide a counterexample clarifying the scenario.
Let us consider a simple junction J := J1∪J2 = (−∞, 0]∪[0,+∞), provided
with the Hamiltonians
H1(p) =
|p|2
2
−1 = max
α1
(
α1 · p− α
2
1
2
− 1
)
, H2(p) = max
α2
(
α2 · p− α
2
2
2
− 2
)
,
and the flux limiter A = −1 = max minpHi(p) (small enough to not be consid-
ered). We check the consistency at x = ∆x for the smooth function ϕ = 1−x.
We can check that the scheme (15) reads, if α2 ≤ ∆x/∆t
S[ϕ](∆x) = inf
α2
(
1 + (∆x− α2∆t) +∆t
(
α22
2
+ 2
))
= 1 +∆x+
3
2
∆t (24)
(the minimum is reached for α2 = 1) and if α2 > ∆x/∆t
S[ϕ](∆x) =
inf
α2
inf
α1
[
1 +
(
∆t− ∆x
α2
)
α1 +
(
∆t− ∆x
α2
)(
α21
2
+ 1
)
+
∆x
α2
(
α22
2
+ 2
)]
= 1 +
√
3∆x+
∆t
2
, (25)
where the minimum corresponds to α1 = −1 and α2 =
√
3. The minimum
between the two options depends on the rate ∆t/∆x: simply comparing the
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two output we notice that for ∆t∆x ≤
√
3−1 the scheme assumes the form (24),
while if ∆t∆x >
√
3−1, (25). We notice that (24) is consistent with the equation
since
ϕ(∆x)− S[ϕ](∆x)
∆t
−H2(ϕx(∆x)) =
1 +∆x− (1 +∆x+ 3/2∆t)
∆t
−
( |ϕx(∆x)|2
2
− 2
)
= 0
while instead for (25)
ϕ(∆x)− S[ϕ](∆x)
∆t
−H2(ϕx(∆x)) =
1 +∆x− (1 +√3∆x+ 1/2∆t)
∆t
−
( |ϕx(∆x)|2
2
− 2
)
= 1 +
√
3
(
∆x
∆t
)
.
The latter means that if ∆t∆x >
√
3− 1, no consistency error can be found for
the scheme (15).
It is worth to underline that consistency (without consistency error esti-
mate) holds without assuming (21), and consequently the scheme is convergent
without any CFL condition, as we show at the end of this section.
Definition 2 Let x ∈ J and (∆xm, ∆tm) → 0 as m → ∞. Let ym ∈ J∆xm
be a sequence of grid points such that ym → x as m→∞. The scheme S∆t is
said to be consistent with (2) if the following properties hold:
i) If x ∈ Ji, for all test function ϕ ∈ C2(J), we have
ϕ(ym)− S[ϕˆ](ym)
∆t
→ Hi(ϕx(x)) as m→∞, (26)
ii) If x = 0, for all test function ϕ ∈ C2(J) such that ∂iϕ(0) = pAi for i =
1, . . . , N , where pAi ∈ R are such thatHi(pAi ) = H+i (pAi ) = A andH+i (p) :=
supαi≥0(αi · p− Li(α)), we have
ϕ(ym)− S[ϕˆ](ym)
∆tm
→ FA(ϕx(x)) as m→∞. (27)
Proposition 7 Assume that ∆x2/∆t → 0 Then, the scheme (15) is consis-
tent according to Definition 2.
Proof Let us consider a sequence ym such that ym → x as ∆m → (0, 0). For
notational convenience we drop the index m of the sequence of grid points. In
case the limit point x is not on the junction since x is fixed for every sequence
(∆xm, ∆tm)→ (0, 0), y definitely verifies |y| > µ∆tm independently from the
rate ∆tm/∆xm. Then, the consistency follows as Case 1 in the proof of Prop.
6 (without the condition ∆t/∆x ≤ 1/µ).
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The situation is more complex when the limit point x is 0. If y ≡ 0, this
case is equivalent to Case 2 in the proof of Prop. 6. If y is such that y → 0 and
y 6= 0, up to a subsequence, we can assume that y ∈ Ji, for some i independent
of m. In that case, the optimal trajectory can cross the junction in one time
step. Let ϕ ∈ C2(J) such that ∂iϕ(0) = pAi for i = 1, . . . , N and let us define
the two quantities:
I1 := inf
αi<
|y|
∆t
(I[ϕˆ](y −∆tαiei) +∆tLi(y, αi)),
I2 := inf
α,αi≥ |y|∆t
inf
s0∈[0,∆t− |y|αi ]
min
j,αj≤0
{
I[ϕˆ]
(
−
(
∆t− s0 − |y|
αi
)
αjej
)
+
(
∆t− s0 − |y|
αi
)
Lj(αj) + s0L0(α0) +
|y|
αi
Li(αi)
}
.
We remark that S[ϕ](y) = min(I1, I2). We begin with the term I1. Using (14)
and a Taylor expansion, we get
I1 = inf
αi≤ |y|∆t
{ϕ(y)− αi∆t∂iϕ(y) +∆tLi(y, αi)}+O(∆x2 +∆t2)
=ϕ(y)−∆t sup
αi≤ |y|∆t
{αi∂iϕ(y)− Li(y, αi)}+O(∆x2 +∆t2) (28)
Using that
sup
αi≤ |y|∆t
{αi∂iϕ(y)− Li(y, αi)} ≤ sup
αi∈R
{αi∂iϕ(y)− Li(y, αi)}
=Hi(y, ∂iϕ(y)) = A+ o(1),
we deduce that
I1 ≥ ϕ(y)−∆tA+∆t o(1) +O(∆x2 +∆t2). (29)
For the term I2, with (14), adding into the argument of ϕ the term y− |y|αi αiei =
0 and using the Taylor expansion twice we obtain
I[ϕ]
(
−
(
∆t− s0 − |y|
αi
)
αjej
)
=
ϕ(y)− |y|
αi
αi∂iϕ(y)−
(
∆t− s0 − |y|
αi
)
αj∂jϕ(0) +O(∆t2 +∆x2).
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This implies
I2 +O(∆t2 +∆x2)
= inf
αi≥ |y|∆t
inf
s0∈[0,∆t− |y|αi ]
{
min
j
min
αj≤0
{
−
(
∆t− s0 − |y|
αi
)
(αj∂jϕ(0)− Lj(0, αj))
}
+ ϕ(y)− |y|
αi
(αi∂iϕ(y)− Li(y, αi)) + s0L0(α0)
}
= ϕ(y) + inf
αi≥ |y|∆t
inf
s0∈[0,∆t− |y|αi ]
{
− |y|
αi
(αi∂iϕ(y)− Li(y, αi)) + s0L0(α0)
−
(
∆t− s0 − |y|
αi
)
max
j
max
αj≤0
{(αj∂jϕ(0)− Lj(0, αj))}
}
= ϕ(y) + inf
αi≥ |y|∆t
inf
s0∈[0,∆t− |y|αi ]
{
− |y|
αi
(αi∂iϕ(y)− Li(y, αi)) + s0L0(α0)
−
(
∆t− s0 − |y|
αi
)
max
j
H−j (0, ∂jϕ(0))
}
Using maxj H
−
j (0, ∂jϕ(0)) = maxj minpHj(p) = H¯
0, and L0(α0) = −A, we
deduce that (we use H¯0 ≤ A)
I2 +O(∆t2 +∆x2)
= ϕ(y) + inf
αi≥ |y|∆t
{
− |y|
αi
(αi∂iϕ(y)− Li(y, αi))
+ inf
s0∈[0,∆t− |y|αi ]
{
s0(H¯
0 −A)−
(
∆t− |y|
αi
)
H¯0
}}
= ϕ(y) + inf
αi≥ |y|∆t
{
− |y|
αi
(αi∂iϕ(y)− Li(y, αi))−
(
∆t− |y|
αi
)
A
}
(30)
= −∆tA+ ϕ(y)− sup
αi≥ |y|∆t
{ |y|
αi
(αi∂iϕ(y)− Li(y, αi)−A)
}
Using |y|αi ≤ ∆t in the last sup, and αi∂iϕ(y)− Li(y, αi)−A ≤ o(1), we get
I2 +O(∆t2 +∆x2) ≥ −∆tA+ ϕ(y) +∆to(1). (31)
Using (29) and (31), we finally get
S[ϕ](y) = min(I1, I2) ≥ −∆tA+ ϕ(y) +∆to(1) +O(∆t2 +∆x2). (32)
We now want to show that this inequality is in fact an equality. We denote by
α¯i the solution of
sup
αi∈R
{αi∂iϕ(y)− Li(y, αi)},
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and we distinguish two cases. Firstly, we consider the case α¯i ≤ |y|∆t . This
implies in particular that
sup
αi≤ |y|∆t
{αi∂iϕ(y)− Li(y, αi)} = sup
αi∈R
{αi∂iϕ(y)− Li(y, αi)}
=Hi(y, ∂iϕ(y)) = A+ o(1).
Using (28), we deduce that
I1 = −∆tA+ ϕ(y) +∆to(1) +O(∆t2 +∆x2)
and so (32) is an equality.
We now consider the case α¯i ≥ |y|∆t . We define
I¯2 := sup
αi≥ |y|∆t
{ |y|
αi
(αi∂iϕ(y)− Li(y, αi)−A)
}
.
Using that 0 ≤ |y|αi ≤ ∆t and that αi∂iϕ(y)− Li(y, αi)−A ≤ o(1), we get
∆t o(1) ≥ I¯2 ≥∆t
 sup
αi≥ |y|∆t
{ |y|
αi
(αi∂iϕ(y)− Li(y, αi)
}
−A

=∆t(Hi(y, ∂iϕ(y))−A) = ∆t o(1).
This implies again that (32) is an equality and ends the proof.
uunionsq
Theorem 3 (Convergence) Assume that ∆x
2
∆t → 0 and let T > 0 and u0
be a Lipschitz continuous function on J . Then the numerical solution of (15)
w(t, x) converges locally uniformly as ∆→ (0, 0) to the unique (weak) viscosity
solution u(t, x) of (2) on any compact set K contained in the domain (0, T )×J ,
i.e.
lim sup
∆x,∆t→0
sup
(t,x)∈K∩G∆
|w(t, x)− u(t, x)| = 0.
Proof Since the scheme is consistent (for a subsequence verifying ∆x2/∆t →
0), monotone and stable. We can follow [6,10,18] and obtain the result. Note
that the choice of the test functions in the definition of the consistency at the
junction is consistent with Theorem 1 ii) uunionsq
4 Convergence estimates
In this section, we introduce the main result of the paper. We formulate the
result under two possible cases: firstly for special Hamiltonians, and secondly
in a more generic scenario.
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4.1 Space independent Hamiltonians.
We suppose
(A3) the lagrangians Li(x, αi) ≡ Li(y, αi) for every choice of x, y ∈ Ji.
We observe that as consequence of (A3) the optimal control α¯i is constant
along the arc.
Theorem 4 Let (A1)-(A3) verified. Considered u a viscosity solution of (2),
and w a solution of the scheme (15). Then, there exists a positive constant C
depending only on the Lipschitz constant of u such that
sup
(t,x)∈G∆
|u(t, x)− w(t, x)| ≤ CT∆x. (33)
Proof The proof is made by induction assuming that for n ≥ 1
|wn−1(x)− u(tn−1, x)| ≤ (n− 1)C∆x ∀x ∈ J∆x. (34)
Note that it is clearly satisfy for n = 1. We then want to show that
|wn(x)− u(tn, x)| ≤ nC∆x ∀x ∈ J∆x.
From Proposition 1, we know that
u(tn, x) :=
inf
y∈J
inf
(X(.),α(.))∈Γ tn,xtn−1,y
u(tn−1, y) +
tn∫
tn−1
L(X(τ), α(τ))dτ
 . (35)
We call α¯ = (α¯0, α¯1, ..., α¯N ) and s¯0 the optimal argument of S[w
n−1](x)
and we treat only the case where x ∈ J i\{0} and |x|/α¯i < ∆t (this corresponds
to the more difficult case in which the optimal trajectory cross the junction).
We also denote by X¯(t) (with t ∈ [tn−1, tn]) the trajectory obtained applying
the control α¯. Clearly such trajectory belongs to Γ tn,x
tn−1,X¯(tn−1)
with X¯(tn−1) =(
∆t− s0 − |x|α¯i
)
ej and

X¯(t) ∈ Ji for t ∈
[
tn − |x|α¯i , tn
)
,
X¯(t) = 0 for t ∈
[
tn − |x|α¯i − s¯0, tn −
|x|
α¯i
)
,
X¯(t) ∈ Jj for t ∈
[
tn−1, tn − |x|α¯i − s¯0
]
.
(36)
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Then
u(tn, x)− wn(x)
= inf
y∈J
inf
(X,α)∈Γ tn,xtn−1,y
u(tn−1, y) + tn∫
tn−1
L(X(τ), α(τ))dτ
− S[wn](x)
≤u(tn−1, X(tn−1)) +
∫ tn
tn−1
L(X(τ), α(τ))dτ − S[wn](x)
≤u(tn−1, X(tn−1))− I[wn−1](X¯(tn−1))|
+
∫ ∆t− |x|α¯i −s¯0
0
L(X¯(τ), α¯(τ))dτ −
(
∆t− s¯0 − |x|
α¯i
)
Lj(α¯j)
+
∆t− |x|α¯i∫
∆t−s¯0− |x|α¯i
L(X¯(τ), α¯(τ))dτ − s0L0(α¯0) +
∆t∫
∆t− |x|α¯i
L(X¯(τ), α¯(τ))dτ − |x|
α¯i
Li(α¯i).
Using that L(., α) is constant along an arc, we deduce that the cost terms
cancel. Moreover, using that
u(tn−1, X(tn−1))− I[wn−1](X¯(tn−1))|
=u(tn−1, X(tn−1))− I[u(tn−1, ·)](X(tn−1)) + (n− 1)C∆x
+ I[u(tn−1, ·)− (n− 1)C∆x](X(tn−1)) + I[wn−1](X¯(tn−1))
≤nC∆x,
where we have used Lemma 1 (iii) to control the first term and Lemma 1 (i)
joint to (34) for the last one. This implies that
u(tn, x)− wn(x) ≤ nC∆x.
For the inverse inequality, we invert the whole argument. An additional
difficulty comes for the choice of the good control for the S[wn−1] term. We
proceed considering a continuous optimal control α¯(·) for u(tn, x) in (35).
Without loss of generality we assume that the associated trajectory X¯(t) is
such that  X¯(t) ∈ Ji, for t ∈ (t¯2, tn] ,X¯(t) = 0, for t ∈ (t¯1, t¯2] ,
X¯(t) ∈ Jj , for t ∈ [tn−1, t¯1] ,
(37)
Indeed, we can exclude that an optimal trajectory pass in one other arc or
touch multiple times the junction point thanks to the convexity of the functions
L. In fact, in such case, it would be necessary for an optimal trajectory to pass
twice for the same point, i.e. X(t˜1) = x˜ and X(t˜2) = x˜, with X(t) 6= x˜ for
t ∈ (t˜1, t˜2). This means that since X˙(t) = α¯(t), we have that∫ t˜2
t˜1
α¯(τ)dτ = X(t˜1)−X(t˜2) = 0.
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Then, the average control on [t˜1, t˜2] is zero. Using the strict convexity and the
Jensen’s inequality, we find that the optimal control α¯ should be zero. This
contradicts the definition of X.
We can now build a discrete control and an associated trajectory (αˆ, Xˆ)
for S[ϕˆ](x) such that
αˆi =
|x|
tn − t¯2 =
1
tn − t¯2
∫ tn
t¯2
α¯i(τ)dτ, sˆ0 = t¯2 − t¯1,
αˆj =
1
t¯1 − tn−1
∫ t¯1
tn−1
α¯j(τ)dτ.
Then, for construction Xˆ(tn−1) = X¯(tn−1) and
S[wn−1](x)− u(tn, x)
=S[wn−1](x)− u(tn−1, y) +
∫ tn
tn−1
L(X¯(τ), α¯(τ))dτ
≤I[wn−1](Xˆ(tn−1))− u(tn−1, X¯(tn−1))
+
(
(∆t− t¯2)Li(αˆi)−
∫ ∆t
t¯2
L(X¯(τ), α¯(τ))dτ
)
+
(
(t¯2 − t¯1)L0 −
∫ t¯2
t¯1
L(X¯(τ), α¯(τ))dτ
)
+
(
t¯1Lj(αˆj)−
∫ t¯1
tn−1
L(X¯(τ), α¯(τ))dτ
)
.
Using Jensen’s inequality knowing that the L-functions are convex, we get
t¯1Lj(αˆj)−
∫ t¯1
tn−1
L(X¯(τ), α¯(τ))dτ
=t¯1Lj
(
1
t¯1 − tn−1
∫ t¯1
tn−1
α¯j(τ)dτ
)
−
∫ t¯1
tn−1
Lj(α¯j(τ))dτ
≤
∫ t¯1
tn−1
Lj(α¯j(τ))dτ −
∫ t¯1
tn−1
Lj(α¯j(τ))dτ = 0
The two others cost terms can be treat in a similar way. Finally, using that
I[wn−1](Xˆ(tn−1))− u(tn−1, X¯(tn−1)) ≤ I[wn−1](Xˆ(tn−1))
− I[u(tn−1, ·) + (n− 1)C∆x](X¯(tn−1)) + I[u(tn−1, ·)](X¯(tn−1))
+ (n− 1)C∆x− u(tn−1, X¯(tn−1)) ≤ nC∆x
where we have used Lemma 1 (i) joint to (34) to control the first term and
Lemma 1 (iii) for the last one. This implies that
wn(x)− u(tn, x) ≤ nC∆x
and concludes the proof. uunionsq
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4.2 Space dependent Hamiltonians
We prove an error estimate for stable schemes for which a consistency error
estimate holds.
Theorem 5 Considered u a viscosity solution of (2), and w a solution of a
scheme for which the results Lemma 3 (monotonicity), Prop. 5 (stability) and
a result similar to Prop. 6 (consistency error estimate) hold, then there exists
a positive constant C independent from ∆t and ∆x such that
sup
(t,x)∈G∆
|u(t, x)−w(t, x)| ≤ CT
(E(∆t,∆x)√
∆t
+
√
∆t
)
+ sup
x∈J∆x
|u0(x)−w(0, x)|;
(38)
being E(∆t,∆x) the consistency error of the scheme.
Corollary 1 In the specific case of the scheme (15), if we assume moreover
(21), we have
sup
(t,x)∈G∆
|u(t, x)− w(t, x)| ≤ C
(√
∆t+
∆x2√
∆t3
)
. (39)
Proof As standard in this kind of proof, we only prove that
u(t, x)− w(t, x) ≤ C
(E(∆t,∆x)√
∆t
+
√
∆t
)
+ sup
x∈J∆x
|u0(x)− w(0, x)| in G∆,
(40)
since the reverse inequality is obtained with small modifications. Assume that
T ≤ 1 (the case T ≥ 1 is obtained by induction).
For i ∈ {1, . . . , N} and j ∈ N, wet set xij = j∆xei. We then define the
extension in the continuous space of w by
w#(tn, x) = I[wˆ(tn, ·)](x).
Firstly, we assume that
u0(x
i
j) ≥ w#(0, xij) for all i ∈ {0, . . . , N} and j ∈ N.
We define
0 ≤ µ0 := sup
x∈J
{|u0(x)− w#(0, x)|},
and we assume that µ0 ≤ K. For every β, η ∈ (0, 1) and σ > 0, we define the
auxiliary function, for (t, s, x) ∈ [0, T )× {tn : n = 0, . . . , NT } × J
ψ(t, s, x) := u(t, x)− w#(s, x)− (t− s)
2
2η
− β|x|2 − σt,
Using Proposition 5, the inequality |u(x, t)−u0(x)| ≤ CT (which holds for the
continuous solution, see Theorem 2.14 in [18]), we deduce that ψ(t, s, x)→ −∞
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as |x| → +∞ and then the function ψ achieves its maximum at some point
(tβ , sβ , xβ). In particular, we have
ψ(tβ , sβ , xβ) ≥ ψ(0, 0, 0) = u0(0)− w#(0, 0) ≥ 0.
We denote by K several positive constants only depending on the Lipschitz
constants of u.
Case 1: xβ ∈ Ji \ {0}.
In this case, we duplicate the space variable by considering, for ε ∈ (0, 1),
ψ1(t, s, x, y) =u(t, x)− w#(s, y)− (t− s)
2
2η
− d(x, y)
2
2ε
− β
2
(|x|2 + |y|2)− σt
− β
2
|x− xβ |2 − β
2
|y − x¯β |2 − β
2
|t− tβ |2 − β
2
|s− sβ |2,
for (t, s, x, y) ∈ [0, T )× {tn : n = 0, . . . , NT } × J × J.
Using Proposition 5 again, the inequality |u(x, t) − u0(x)| ≤ CT , and the
fact that u0 is Lipschitz continuous, we deduce that ψ1(t, s, x, y) → −∞ as
|x|, |y| → +∞ and then the function ψ1 achieves its maximum at some point
(t, s, x, y), i.e.
ψ1(t, s, x, y) ≥ ψ1(t, s, x, y) for all (t, x), (s, y) ∈ [0, T )× J.
It is also easy to show that (t, s, x, y) → (tβ , sβ , xβ , xβ) as ε goes to zero and
so x, y ∈ Ji \ {0}, for ε small enough.
Step 1. (Basic estimates). The maximum point of ψ1 satisfy the following
estimates:
d(x, y) ≤ Kε, |t− s| ≤ Kη. (41)
β
(|x|2 + |y¯|2) ≤ K, β (|x¯− x¯β |2 + |y¯ − x¯β |2 + |t¯− t¯β |2 + |s¯− s¯β |2)≤ K
(42)
From
ψ1(t, s, x, y) ≥ ψ1(tβ , sβ , xβ , xβ)=ψ(tβ , sβ , xβ) ≥ 0,
we get, (using 0 ≥ −(t¯− s¯)2/2η − d(x¯, y¯)2/2ε− σt¯)
β
2
(|x¯|2 + |y¯|2) + β
2
(|x¯− x¯β |2 + |y¯ − x¯β |2 + |t¯− t¯β |2 + |s¯− s¯β |2)
≤u(t¯, x¯)− w#(s¯, y¯) ≤ u0(x¯)− w#(0, y¯) +Kt¯+Ks¯ ≤ K(1 + |x¯|+ |y¯|) (43)
where we have used Proposition 5 (extended to all the points of J thanks to the
monotonicity of the interpolation operator Lemma 1) and [18, Theorem 2.14]
for the second inequality and the fact that T ≤ 1 for the last one. Using Young’s
inequality, (i.e. the fact that |x¯| ≤ 1/β + β/4|x¯|2 since (β/2|x¯| − 1)2 ≥ 0) (43)
implies in particular that
β
2
(|x¯|2 + |y¯|2) ≤ K
(
1 +
2
β
+
β
4
(|x¯|2 + |y¯|2)
)
.
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Multiplying by β and using the fact that β ≤ 1, we finally deduce that
β|x¯|, β|y¯| ≤ K.
Using (43) again, the equation above implies that
β
(|x¯− x¯β |2 + |y¯ − x¯β |2 + |t¯− t¯β |2 + |s¯− s¯β |2) ≤ K (1 + 1
β
)
and so
β (|x¯− x¯β |+ |y¯ − x¯β |+ |t¯− t¯β |+ |s¯− s¯β |) ≤ K.
From ψ1(t, s, x, y) ≥ ψ1(t, s, y, y) we get
d(x, y)2
2ε
≤ u(t, x)− u(t, y) + β
2
(|y¯|2 − |x|2) + β
2
(|y¯ − x¯β |2 − |x¯− x¯β |2)
≤ Kd(x¯, y¯) + β
2
(|x¯|+ |y¯|)d(x¯, y¯) + β
2
(|x¯− x¯β |+ |y¯− x¯β |)d(x¯, y¯) ≤ Kd(x¯, y¯)
(44)
which implies the first estimate of (41). The second bound in (41) is deduced
from ψ(t, s, x, y) ≥ ψ(s, s, x, y) in the same way.
If we include the estimate
u(t¯, x¯)− w#(s¯, y¯) ≤ u0(x¯) +Kt¯− w#(0, y¯)+Ks¯ ≤ K(µ0 + d(x¯, y¯) + 1) ≤ K
in the first part of (43), we finally deduce (42).
Step 2. (Viscosity inequalities). We claim that for σ large enough,
the supremum of ψ1 is achieved for t = 0 or s = 0. We prove the assertion by
contradiction. Suppose t > 0 and s > 0.
Using the fact that (t, x)→ ψ1(t, s¯, x, y¯) has a maximum in (x¯, t¯) and that
u is a sub solution, we get
t¯− s¯
η
+ σ + β(t¯− t¯β) +Hi
(
d(x¯, y¯)
ε
+ β|x¯|+ β(|x¯− x¯β |)
)
≤ 0. (45)
Since s¯ > 0 we know that ψ1(t¯, s¯, x¯, y¯) ≥ ψ1(t¯, s¯−∆t, x¯, y) for a generic y and,
by defining ϕ(s, y) = −
(
(t¯−s)2
2η +
d(x¯,y)2
2ε +
β
2 |y|2 + β2 |y − x¯β |2 + β2 |s− s¯β |2
)
,
it implies that for a generic y holds
w#(s¯, y¯)− ϕ(s¯, y¯) ≤ w#(s¯−∆t, y)− ϕ(s¯−∆t, y).
In particular, we have that for any z ∈ J∆x
w#(s¯, y¯)− ϕ(s¯, y¯) ≤ w(s¯−∆t, z)− ϕ(s¯−∆t, z).
By the monotonicity of the scheme and the fact that the scheme commutes
by constant, i.e. S[ϕˆ + C](z) = S[ϕˆ](z) + C for any constant C, choosing
C = w#(s¯, y¯)− ϕ(s¯, y¯) we get for any z ∈ J∆x
w(s¯, z) = S[wˆ(s¯−∆t)](z) ≥ S[ϕˆ(s¯−∆t)](z) + C.
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By the monotonicity of the interpolation operator, this implies
w#(s¯, y¯) = I[wˆ(s¯, ·)](y¯) ≥ I[S[ϕˆ(s¯−∆t)](·)](y¯) + w#(s¯, y¯)− ϕ(s¯, y¯),
Simplifying by w#(s¯, y¯), we get
−
∑
i
φi(y¯)S[ϕˆ(s¯−∆t)](yi) = −I[S[ϕˆ(s¯−∆t)](·)](y¯) ≥ −ϕ(s¯, y¯),
where φi are the basis functions of the interpolation operator (cf. Lemma 1).
Adding and subtracting I[ϕˆ(s¯, ·)](y¯) − I[ϕˆ(s¯ −∆t, ·)](y¯) and dividing by ∆t ,
we get
∑
i
φi(y¯)
(
ϕ(s¯−∆t, yi)− S[ϕˆ(s¯−∆t)](yi)
∆t
+
ϕ(s¯, yi)− ϕ(s¯−∆t, yi)
∆t
)
≥ O
(
(∆x)2
ε
)
,
where we have used the fact that ϕxx = O( 1ε ) joint to Lemma 1. We observe
that ϕ(s¯,yi)−ϕ(s¯−∆t,yi)∆t = ϕs(s¯, yi)+O(∆t/η), then, using the consistency result
– Prop 6, we arrive to∑
φi(y¯) (−ϕs(s¯, yi) +Hi(ϕx(s¯−∆t, yi)))
≥ O
(
∆t
η
+
(∆x)2
ε
)
+
E(∆t,∆x)
ε
.
By the regularity of ϕ and H (Lipschitz continuous) and the interpolation
error for Lipschitz function (see Lemma 1), there exists a positive constant K
such that
ϕs(s¯, y¯) +Hi(ϕx(s¯−∆t, y¯)) ≥ −K
(
∆t
η
+
(∆x)2
ε
)
+
E(∆t,∆x)
ε
. (46)
We subtract (46) to (45) and expliciting ϕ, obtaining
σ + β(s¯− s¯β) + β(t¯− t¯β) +Hi
(
d(x¯, y¯)
ε
+ β|x¯|+ β(|x¯− x¯β |)
)
−Hi
(
d(x¯, y¯)
ε
− β|y¯| − β(|y¯ − x¯β |)
)
≤ K
(
∆t
η
+
(∆x)2
ε
)
+
E(∆t,∆x)
ε
.
Then, using that Hi is Lipschitz continuous and the basic estimates of the
Step 1, we arrive to
σ < K
√
β +K
(
∆t
η
+
(∆x)2
ε
)
+
E(∆t,∆x)
ε
=: σ∗. (47)
Therefore, we have that for a σ ≥ σ∗ at least one between t¯ and s¯ is equal to
zero.
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Step 3. (Conclusion). If t = 0 we have
ψ1(0, s¯, x¯, y¯) ≤u0(x)− w#(s, y) ≤ u0(x)− u0(y) + Cs+ µ0
≤Kε+Kη + µ0.
A similar argument applies if s¯ = 0.
Taking σ = σ∗, we get
u(t, x)− w#(t, x)− β
2
(|x|2 + |y|2 + |x− x¯β |2 + |y − x¯β |2 + |t− t¯β |2 + |s− s¯β |2)
−
(
K
√
β +K
(
∆t
η
+
(∆x)2
ε
)
+
E(∆t,∆x)
ε
)
T
≤Kε+Kη + µ0.
Sending β → 0 and choosing ε = η = √∆t, we get the desired estimate.
Case 2: xβ = 0.
Firstly we observe that assuming
σ > K
√
β +K
(E(∆t,∆x)
ε
+
∆t
ε
+
∆x
ε
)
(48)
(which is compatible with σ > σ∗) then, there exists a A¯ ∈ R such that
s¯β − t¯β
η
−K
(E(∆t,∆x)
ε
+
∆t
ε
)
+K
√
β > A¯ >
s¯β − t¯β
η
− σ +K
√
β. (49)
Using the fact that (t, x)→ ψ(t, s¯β , x) has a maximum in (t¯β , x¯β) and that u
is a sub solution, we get
t¯β − s¯β
η
+ σ + FA (∂xϕ(t¯β , 0)) ≤ 0, (50)
with ϕ(t, x) = w#(s¯β , x) +
(t−s¯β)2
2η + β|x|2 + σt and from (50) and (49),
A¯ > FA (∂xϕ(t¯β , 0)) . (51)
We use (51) the definition of FA, and the coercivity of the Hamiltonians to
obtain the existence of values λi such that
Hi(λi) = H
+
i (λi) = A¯ (52)
(cf. Fig. 2) that will be useful in the following of the proof.
Now we pass to identify the right test function to treat this case. We
duplicate the space variable differently than in Case 1. We consider, for ε ∈
(0, 1),
ψ2(t, s, x, y) = u(t, x)− w#(s, y)− (t− s)
2
2η
− d(x, y)
2
2ε
− β
2
(|x|2 + |y|2)
− σt− (h(x) + h(y))− β
2
(t− tβ)2 − β
2
(s− sβ)2,
for (t, s, x, y) ∈ [0, T )× {tn : n = 0, . . . , NT } × J × J.
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Fig. 2 An example of H+i functions.
where h(x) = λix if x ∈ Ji and the λi are defined in (52).
We denote by (t, s, x, y) the maximum point of Ψ2 (we keep the same nota-
tion than the previous case, but they are possibly different points). We remark
(t, s, x, y)→ (tβ , sβ , xβ , xβ) as ε→ 0.
Step 2. (Viscosity inequalities). We claim that for σ large enough,
the supremum of ψ1 is achieved for t = 0 or s = 0. We prove the assertion by
contradiction. Suppose t > 0 and s > 0. We can have different scenarios: if x
and y belong to the same arc (junction point excluded) the case is included in
Case 1. If instead x¯ ∈ Ji \ {0}, y¯ ∈ Jj (x¯ and y¯ belong to different arcs), we
can repeat the same argument to obtain (45) with the test function ψ2. We
have:
t¯− s¯
η
+ β(t¯− t¯β) + σ +Hi
(
d(x¯, y¯)
ε
+ 2β|x¯|+ λi
)
≤ 0.
Observing that the argument inside the Hamiltonian is bigger than λi, we use
(52) arriving to
0 ≥ t¯− s¯
η
+ β(t¯− t¯β) + σ +H+i (λi) =
t¯β − s¯β
η
+ σ + A¯+K
√
β,
which contradicts (49). Then, this case cannot appear.
We pass to the last case to consider: x¯ = 0, y¯ ∈ Ji \ {0}. First of all, we
notice that the basic estimates (41)-(42) are still valid for (t, s, x, y) maximum
point of ψ2 since the added terms h(x), h(y) are easily included in the other
linear elements of the estimates.
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In this case, the difficulty comes comparing two Hamiltonians evaluated,
respectively, on the junction point and on one arc. Using the subsolution prop-
erty with the test function ψ2, we have as first equation:
t¯− s¯
η
+ β(t¯− t¯β) + σ + FA
(−|y¯|
ε
+ λi
)
≤ 0, (53)
where
FA
(−|y¯|
ε
+ λi
)
= max
(
A, max
j
(
H−j
(−|y¯|
ε
+ λi
)))
.
From the definition of FA it is also valid
t¯− s¯
η
+ β(t¯− t¯β) + σ +H−i
(−|y¯|
ε
+ λi
)
≤ 0. (54)
Since y¯ ∈ Ji \ {0} with the same argument to obtain (46) (but for the test
function ψ2) and using the consistency result, we have
t¯− s¯
η
+β(s¯− s¯β)+Hi
(−|y¯|
ε
− 2βy¯ + λi
)
≥ K
(E(∆t,∆x)
ε
+
∆t
η
+
(∆x)2
ε
)
.
Now recalling that H+(λi) = A¯,
t¯− s¯
η
+ β(s¯− s¯β) +H+i
(−|y¯|
ε
− 2βy¯ + λi
)
−K
(E(∆t,∆x)
ε
+
∆t
η
+
(∆x)2
ε
)
≤ t¯− s¯
η
+ β(s¯− s¯β) +H+i (λi)−K
(E(∆t,∆x)
ε
+
∆t
η
+
(∆x)2
ε
)
≤ t¯β − s¯β
η
+K
√
β + A¯−K
(E(∆t,∆x)
ε
+
∆t
η
+
(∆x)2
ε
)
< 0
for ε small enough, where we used β(s¯ − s¯β) ≤ K
√
β (basic estimates). We
can claim that
t¯− s¯
η
+β(s¯−s¯β)+H−i
(−|y¯|
ε
− 2βy¯ + λi
)
≥ K
(E(∆t,∆x)
ε
+
∆t
η
+
(∆x)2
ε
)
.
(55)
We can finally subtract (55) to (53), obtaining the desired estimate on σ
σ ≤ K
√
β +K
(E(∆t,∆x)
ε
+
∆t
ε
+
∆x
ε
)
:= σ∗. (56)
In this case we obtain a contradiction with (48). Then, We have that assuming
σ > σ∗ at least one between t and s is equal to zero.
Step 3. (Conclusion). We obtain the same estimate as in Case 1.
It just remains to prove the general case (for which we do not assume
that u0(x) ≥ w#(0, x),∀x ∈ J∆x). Remarking that u¯ = u + µ1 with µ1 =
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supx∈J∆x(w#(0, x)− u0(x)) is a solution of the same equation of u but satis-
fying u¯(0, x) ≥ w#(0, x),∀x ∈ J∆x, we deduce that u¯ satisfies
sup
(t,x)∈G∆
(u(t, x) + µ1 − w(t, x))
≤C
(E(∆t,∆x)√
∆t
+
√
∆t
)
+ sup
x∈J∆x
|u0(x) + µ1 − w(0, x)|.
which implies (40) and ends the prooof of the Theorem.
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5 Application to traffic flows models
Traffic flow models aim to understand the motion of agents in structures such
as highways or roads and to develop optimal networks avoiding congestions.
Typically in these models, differently from crowd motion models [11], the dy-
namic is described on a finite number of one-dimensional pathways (e.g., travel
lanes) connected by junction points. In a microscopic model, the behavior of
every single agent is considered, whereas a macroscopic model considers the
density of the agents. The relation between micro and macroscopic scale is still
an active subject of research.
In the literature, most of the macroscopic models describe the evolution of
the density of cars ρ : J × [0, T ]→ [0, ρmax] through a system of conservation
laws, see for instance [14,9]. Recently, a different framework based on HJ has
been proposed. The two models are connecting by duality properties. Following
[19], we introduce a cumulative density function
u(x, t) = g(t) +
1
γi
∫ x
0
ρ(y, t)dy, for x ∈ Ji (57)
where γi are constant parameters modeling the incoming/outgoing fluxes for
each arc Ji at the junction points. The function g(t) has to be determined with
respect to the conservation of the total density and the initial conditions.
In the same work the authors show that considering ρ solution of a con-
servation law with flux f(ρ), u(x, t) defined in (57) is formally the solution of
(2) with the Hamiltonian as
Hi(p) =
{− 1γi f(γip) for p ≥ 0 (’incoming’ edges),
− 1γi f(−γip) for p < 0 (’outgoing’ ones) .
(58)
In [13], a similar macroscopic model of the form (2) is derived from a
microscopic model by an homogenization procedure. The microscopic model
is based on a system of ordinary differential equations describing the flow
of each single agent. Generally the f -functions are often called fundamental
diagram (cf. for various examples [24]), and they establish a relation between
speed and density of the agents.
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5.1 Network framework and boundary conditions
In realistic situations, traffic flows are defined on finite networks. We briefly
extend our framework in the case of networks: we call N a network composed
by N edges Ei isometric to a real interval [ai, bi] or, in the unbounded case to
[ai,∞), and a collection of M points Vi, called nodes, such that
N :=
⋃
i=1,...,N
Ei, V := {Vi, i = 1, ...,M}
and for any i, j ∈ {1, ...,M}, i 6= j, if Ei ∩ Ej 6= ∅, then, Ei ∩ Ej = Vl,
with Vl ∈ V. Clearly, a junction can be represented by a network N . Some
details explaining how to extend the results obtained on a junction to a general
network are contained in [18, Appendix B], intuitively since the complexity of
the dynamic can be described locally on one node of the network, the presence
of multiple nodes does not drastically change the study.
Some conditions on in-flow, and out-flow boundaries need to be defined.
We call B ⊂ V the set that contains the boundary nodes of the network. We
also assume that these nodes are simply connected, i.e. we assume that
if Vi ∈ B, there exists one and only one j ∈ {1, ..., N} s.t. Vi ∩ Ej 6= ∅.
Hence, we define two possible types of boundary conditions on B. Let BN , BD
be two sets such that B = BN ∪ BD, BN ∩ BD = ∅ and let us consider{
ux(t, x) = fN (t), if x ∈ BN ,
u(t, x) = fB(t), if x ∈ BD. (59)
The first equation corresponds to Neumann-like boundary conditions and it
model traffic fluxes entering in the network. The second one is a Dirichlet-like
condition, and it represents the cost to enter from inflow nodes.
We consider the following problem, strictly related to (2):{
∂tu(t, x) +Hi(ux(t, x)) = 0 in (0, T )× Ei \ V,
∂tu(t, x) + FA(ux(t, x)) = 0 in (0, T )× V \ B. (60)
provided with (59). The theory discussed for a junction can also be extended
to (60)-(59). Some hints can be found in [18].
6 Numerical tests
In this section, we develop some tests showing the convergence and the effi-
ciency of the scheme. Firstly, we consider two simple tests to verify the con-
vergence error estimate proved in Section 4 numerically. Then, we focus on a
complex case coming from traffic flows in a more realistic scenario.
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Test 1 We consider a basic network composed by two edges connecting the
nodes (−1, 0) and (1, 0) with a junction in (0, 0). This case can be seen as an
1D problem in Ω = Ω1 ∪Ω2 = [−1, 0]∪ [0, 1] = [−1, 1] with a discontinuity on
the Hamiltonian at the origin.
We consider the following Hamiltonian on Ω:
H(x, p) =
{
p2
2 − 12 , x ∈ Ω1
p2
2 − 1, x ∈ Ω2.
(61)
This example has been used as a benchmark also in [17]. Using the Legendre
transform, we rewrite (61) as
H(x, p) =

max
α∈R
(
α1p− α
2
1
2
)
− 1
2
, x ∈ Ω1
max
α∈R
(
α2p− α
2
2
2
)
− 1, x ∈ Ω2,
(62)
We chose the initial condition
u0(x) = sin(pi|x|), (63)
and we impose Dirichlet boundary conditions u(t,−1) = u(t, 1) = 0.
In Fig. 3, we show the numerical solution at time t = 0.1 and t = 2 for
different choices of the parameter A on the junction point x = (0, 0). We can
observe as the asymmetry of the Hamiltonian with respect to the origin induces
an asymmetric behavior of the solution. We can also observe how the choice
of parameter A influences globally the value function of the problem. In fact,
when A = 0 the optimal control in x = 0 is simply α0 = 0 that corresponds
to a zero cost, and since u0(0) = 0, the solution u(t, 0) = 0 for each t ∈ [0, T ].
In the case of A < 0 the situation is different: the control α0 = 0 does not
correspond to a null cost. A trajectory, which remains on the junction point,
entails a cost. Furthermore, we observe that for values of |A| sufficiently large,
the stationary solution does not change anymore. This is due to the fact that
remaining in the junction point is no more a convenient choice.
In the case of A = 0 and A = −0.2, we show the convergence rates. In
absence of an analytic exact solution, we compare the approximated solution
w(T, x) with an approximation u(T, x) obtained on a very fine grid with ∆x =
10−4 and ∆t = ∆x. We evaluate the error with respect to the uniform discrete
norm defined as following
E∆∞ := max
x∈J∆x
(|w(T, x)− u(T, x)|). (64)
We show the results in Figure 4 for T = 0.2 and ∆t = 2.5∆x. We observe
in the case A = 0 a linear decay of the E∆∞ error, in particular, the E
∆
∞
errors fit with a linear regression curve of ratio K1 = 4.5. We also observe
the same convergence order in the case A = −0.2, even though the linear
convergence has a smaller ratio around K1 = 2. We underline, by Theorem
4, that we aspect a convergence of order 1 independently by the choice of ∆t.
This appears confirmed by the test.
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Fig. 3 Initial solution and numerical solution at time t = 0.2 (above) with various choices
of the parameter A. Solution (stationary) at time t = 2 (below) with various choices of the
parameter A.
Test 2 We consider still a simple junction network composed by three edges
connecting the nodes (0, 1), (−1,−1), (1,−1) with the junction point placed
in (0, 0). We denote by J1 the edge connecting (0, 1) to (0, 0) and by J2, J3 the
edges connecting (0, 0) to (1,−1) and (−1,−1), respectively. The cost function
Li, i = 0, 1, 2, 3 are defined as follows
Li(αi) =
{
α2i
2 + 1 if i = 1, 3,
α2i
2 + 2 if i = 2, 0.
We impose Dirichlet boundary conditions on the boundary nodes:
u(t, x) =
{
0 if x = {(−1,−1), (1,−1)}√
2 + 1 if x = {(0, 1)}.
The initial value u0 is chosen as the restriction of 1 + x2 on J , where we de-
note (x1, x2) = x. In Figure 5, we show the color map of the initial condition
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Fig. 4 Graphic of E∆∞(◦) with respect the space step, together with the line K∆x. Left
A = 0, with K = 4.5, right A = −0.2, with K = 2.
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Fig. 5 Projection on the state coordinate plane of the Initial Condition (top left), numerical
solution at time t = 0.4 (top right), t = 0.8 (bottom left) and t = 1.25 (bottom right).
and of the numerical solution at time t = 0.4, 0.8, 1.25, projected on the state
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Fig. 6 Graphic of E∆∞(◦) with respect the space step, together with the line K∆x with
K = 6.5.
coordinate plane. We can observe that the initial datum u0 (Fig. 5 left/top)
quickly evolves to the stationary solution (Fig. 5 right/bottom), which repre-
sents a weighted distance from the boundary points, with exit costs equal to
the Dirichlet boundary conditions.
We compare the approximate solution at T = 2 with the exact solution of
the corresponding stationary problem; this makes sense since the approximate
solution has already reached the steady state at time T = 2. The exact steady
state solution is
u(x) =

√
2 + x2, if x ∈ J1,
min
(
2
√
(x1 − 1)2 + (x2 + 1)2,
√
2 + 2
√
x21 + x
2
2
)
, if x ∈ J2,√
(x1 + 1)2 + (x2 + 1)2, if x ∈ J3.
(65)
In Figure 6, we show the behavior of the error (64) for various values of ∆,
fixing the ratio between the spatial and the time step as ∆t = 2.5∆x. We
underline that this is possible thanks to the stability property of SL methods
for large time steps (i.e. the classical hyperbolic CFL condition [12] may not
be verified). We observe as in the first test a linear decay of the E∆∞ error.
Test 3 We conclude this section with a more realistic test where multiple
edges are composing a complex traffic network. We consider the main net-
work of the city of Rouen (Figure 7, above) and after some simplifications,
we arrive at the network represented in Figure 7, below. Here the edges in
continuous blue line are large capacity roads, and in dashed red are smaller
roads. The network is contained in the planar set [0, 1200] × [0, 2100] ⊂ R2,
that corresponds to the pixels of the reference map from which we extracted
the network. For practical purposes, we scale it in the domain [0, 1]2.
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Fig. 7 Map of the city of Rouen and simplified network modeling the structure of the road
networks. In blue/solid line the bigger roads, in red/dotted line the smaller roads. The map
c© OpenStreetMap contributors.
Using the traffic flow interpretation of an HJ equation, as sketched in Sec-
tion 5, we choose the initial datum u(x, 0) = v(x) where v(x) is the solution
of the following stationary HJ equation{
|vx(x)| = 0.7− (x−(0.5,0.5))
2
2 , x ∈ J
v(x) = 0, x ∈ B.
This case can be viewed as a special case of the stationary state of (2), where
the analysis is simpler since the Hamiltonian is continuous (cf. [8] for a detailed
presentation). This choice of the initial datum models higher concentration of
vehicles in correspondence of the city center (center of the domain).
We are interested in the evolution of the density of the vehicles ρ. We
could derive it using (57). This procedure may be nontrivial (cf. [10,19]) on
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Fig. 8 Evolution of the approximation of the density of vehicles at time t = 0, 0.5, 1, 1.5.
the junctions and it is still a point that deserves further investigation. Instead,
we adopt a numerical heuristic procedure using the relation ρ(x, t) = −ux(x, t)
along every edge and defining
ρ(x, t) = −
∑
i
min(∂iu(x, t), 0), if x ∈ V
where the spatial derivatives are approximated thorough standard finite dif-
ferences. The numerical test that we present confirms that this procedure
provides reasonable results.
We want to study the network in a case of an evacuation. We impose null
Dirichlet boundary conditions on the exits of the network in correspondence
of the red squares of Figure 7 (below). We adopt the simple Hamiltonian
Hi(p) =
{ 1
λi
p2 − p if p ≥ 0 ,
1
λi
p2 + p if p < 0,
where λi is the capacity of the arc i namely λi = 4/5 in the red edges and
λi = 1 elsewhere.
We observe that it is possible to obtain these Hamiltonians following [19]
for the classic LWR model (cf. [14]) with flux (1 − ρ)ρ on the blue arcs and
(1 − 5/4ρ)ρ for the choice of A = −0.4. The red edges have then a reduced
capacity compared to the blue ones.
We uniformly approximate the arcs using the discretization step ∆x = 0.01
and we sample the time with ∆t = 0.05. Due to the stability properties of the
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SL scheme no CFL condition is needed, and we can adopt large time steps,
fundamental to approximate the behavior of the system for long time scenarios.
In Figure 8, we can see the initial distribution of the density and its evo-
lution in various moments. We observe the following. First of all the den-
sity, starting from a smooth configuration (the initial data is for construction
ρ(t, x) = 0.7 − 0.5(x − (0.5, 0.5))2) rapidly concentrates reaching some areas
of maximal density. Those congested areas typically appear before a junction
point. It is an intrinsic characteristic already observed in traffic flows litera-
ture. This phenomenon can only become more evident in the case of merging
bifurcations where the outgoing roads have a reduced capacity. This is the case
of the junction in the proximity of the point (0.5, 0.82) where some congested
areas are formed and take more time to disappear.
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