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Multi-Fidelity Simulation of a Turbofan Engine with Results

Zoomed into Mini-Maps for a Zero-D Cycle Simulation
INTRODUCTION
This paper presents recent work on a full engine simulation that is part of a broader effort that has been under development at NASA Glenn Research Center for some time. A detailed account of the background of this effort was presented by Reed et al. [1] . A brief account of the background is described in this section as well as a layout of the rest of the paper.
The NASA Glenn Research Center is developing the capability to decrease aerospace product development time through the use of computational simulation technology known as Numerical Propulsion System Simulation (NPSS). NPSS will be capable of analyzing a propulsion system in sufficient detail to resolve effects of multidisciplinary processes and component interactions currently only observable in large-scale tests as described by Lytle [2, 3] .
Historically, the design of an aircraft engine begins with a study of the complete engine using a relatively simple aerothermodynamic "cycle" analysis. The operating characteristics of the engine's components (fan, compressor, turbine, etc.) are represented in the study by performance maps, which are based on experimental test data of existing components. As the process continues, component designs are refined until component and engine performance goals are met.
Component design teams rely on advanced numerical techniques to understand component operation and achieve the best performance. Streamline curvature methods as described by Smith [4] and Adkins and Smith [5] calculate flow properties on multiple streamlines across the component's span, and are still widely used in turbomachinery design and analysis. More recently, improvements in the speed and availability of computer processors have enabled advanced 3D numerical techniques to be applied to the design of isolated components. Methods for simulating multistage turbomachinery have also been developed, and are now being applied in the design process as described by Adamczyk [6] and Hall [7, 8] .
It is important to consider the engine as a system of components which influence each other, and not simply as isolated components. A high-fidelity full-engine simulation can provide more details about component interactions than using performance maps alone. Toward that end, the present work was undertaken to extend engine simulation capability from isolated components to the full engine, by integrating advanced component simulations to form a full, 3D turbofan engine simulation.
The detailed simulation of a complete aircraft engine requires considerable computing capacity. To be an effective design tool, the wall-clock execution times for a full engine simulation must be reduced to the point where it can impact the design process. This translates into approximately 15 hours so that the simulation may be run overnight. In addition to highperformance computing capabilities, improved modeling techniques are necessary to reduce the computing requirements for detailed simulation of the entire engine. One technique is variable complexity analysis, often referred to as "zooming" in NPSS publications by Follen and auBuchon [9] and Hall et al. [10] , allows a designer to vary the level of detail of analysis throughout the engine based upon the physical processes being studied.
In this paper, the progress made towards demonstrating a 3D aerodynamic simulation of a complete turbofan engine is described. The simulation is comprised of coupled 3D, computational fluid dynamics (CFD) component simulations for both the core and bypass flow paths. A form of variable complexity analysis (zooming and unzooming) is used to reduce setup and simulation times for the 3D analysis by coupling a cycle model to the 3D model. The cycle model uses partial performance maps ("mini-maps") to obtain a balanced steadystate engine condition. The balanced cycle model then provides boundary conditions, such as flows and wheel speeds, to run the complete 3D engine simulation. The mini-maps are generated from 1D meanline programs whose input data is obtained from the unzoomed 3D component's flow solutions.
The rest of the paper includes the methodology used including the mini-map generation, the full engine simulation process, results, conclusions and future work.
METHODOLOGY
The GE90-94B turbofan engine, a production engine offered on the Boeing 777-200ER aircraft, was used in this demonstration (see Fig. 1) . A sea-level, Mach 0.25, take-off condition was selected for the simulation. The main reason for this selection was that cooling flows for the turbine represent a significant amount of boundary condition information for the simulation, and these are best known at take-off. This represents the heat transfer design point, and also represents a condition where there are the highest temperatures and most stress in the engine.
The fan is 120 inches in diameter and consists of 22 composite wide-chord blades. The fan outlet guide vane (OGV) has several types with differing camber; only the nominal type is modeled in the simulation. The booster consists of 3 stages (7 blade rows). A frame strut separates the booster and HPC, The full-turbofan engine simulation utilizes the NPSS thermodynamic cycle system modeling software described by Evans et al. [11] , along with toolkits developed for NPSS, to couple the high-fidelity 3D CFD software. NPSS is a component-based, object-oriented, engine cycle simulator designed to perform cycle design, steady state and transient offdesign performance prediction.
An NPSS engine model is assembled from a collection of interconnected elements and sub-elements, and controlled by an appropriate numerical solver. The model is defined using the NPSS programming language, and executed in interpreted or compiled form by the NPSS software. For the GE90-94B, the NPSS model consists of forty-three elements representing the primary and secondary bleed flow, shaft and control system components. The input data for the model was obtained from a General Electric cycle model of the GE90-94B at the take-off conditions described above. This GE data was also used to verify and validate the NPSS cycle model.
The high-fidelity full-engine model consists of 3D CFD models of the fan, booster, high-pressure compressor (HPC), combustor, and full turbine comprising both the high-pressure turbine (HPT) and low-pressure turbine (LPT). The combustor model is simulated using the National Combustor Code (NCC) combustor model described by Liu and Quealy [12] , Liu [13] , Ryder and McDivitt [14] and Ebrahimi et al. [15] . The turbomachinery component models are simulated using APNASA described by Adamczyk et al. [16] and Kirtley et al. [17] . These component blocks are shown in Fig. 2 . All turbomachinery component simulations have been analyzed and compared with GE90 component test data to validate and calibrate the simulation. These efforts have been presented by Turner [18] , Turner et al. [19] , and Adamczyk [6] . Figure 3 shows the 3D features in HPC rotor 6 that are only a small feature in this large complex simulation.
NCC is a parallel-unstructured solver that uses a preconditioner to efficiently handle low Mach number flows. The Navier-Stokes equations are solved using an explicit fourstage Runge-Kutta scheme. Turbulence closure is obtained via the standard k-ε model with a high Reynolds number wall function, or a non-linear k-ε model for swirling flows. NCC can be run with different fuel models and combustion models. Figures 4, 5 and 6 show the geometry, grid and total temperature contours from the NCC simulation.
The average passage approach of Adamczyk et al. [16] is incorporated into the APNASA program. The foundation of the APNASA Navier-Stokes solver is an explicit four-stage RungeKutta scheme with local time-stepping and implicit residual smoothing to accelerate convergence. Second and fourth difference smoothing as applied by Jameson and Baker [20] is employed for stability and shock capturing. A k-ε turbulence model is solved using an implicit upwind approach similar to that presented by Turner and Jennions [21] and Shabbir et. al. [22] . Wall functions are employed to model the turbulent shear stress adjacent to the wall without the need to resolve the entire boundary layer.
Mini-map Generation
As described in the introduction, performance characteristics of the 3D CFD components are represented in the cycle simulation by partial performance maps. These "mini-maps" define component operating characteristics over a small operating range around some desired point. They provide a physics-based estimate of component performance and replace the default maps within the NPSS cycle model.
Because it takes a large amount of computational time to converge the CFD simulations and the convergence levels would have to be very tight to eliminate noise in a CFD generated mini-map, a strategy has been implemented to utilize only one CFD simulation of a component to generate the mini-map. Circumferentially averaged quantities are extracted from the 3D multistage simulations and used as input to 1-D meanline programs. This has been demonstrated for the HPC and presented by Reed et al. [1] . The APNASA flow solution is averaged to obtain input for the 1D meanline stage-stacking program (STGSTK) described by Steinke [23] , which generates a compressor mini-map. Pressure ratio and efficiency are input for each stage along with the absolute flow angle at the mean line into each rotor. Hub and casing radii are needed at each station. The rotor and stator leading edge angles at the meanline are used to define the incidence angles which are used along with solidity in an efficiency loss correlation. The main assumption in STGSTK is that the maximum efficiency at each stage is defined by the input data, which is assumed to be the design point. Because the input comes from an APNASA simulation at the operating point it was run at, that will most likely not be the maximum efficiency point.
Currently, the fan, booster and HPC are using the STGSTK generated mini-maps from the 3D simulation. The HPT and LPT mini-maps have used a different approach, the details of which will be described in a future paper. An entropy-based 1D blade row model has been developed for turbines written using the NPSS programming language. This allows many features of the 1D model to be entirely consistent with the zero-D or cycle, including the thermodynamics and cooling flows. At this point there is no automatic coupling, and the cooling flows are not yet perfectly consistent. The HPT has a significant amount of cooling flows added in the blade row. This has been modeled in the blade row code as a constant pressure mixing process with the cooling flow added at the upstream interface of the blade row. The entropy generation due to mixing is bookkept separately. The entropy rise due to losses is defined as a bladerow entropy loss coefficient as defined by Denton [24] . For the mini-map generation, this loss coefficient is kept constant for the other flow conditions. The LPT model has added hub seals for nozzles and casing seals for the rotors to represent the shrouded blades. The continuity, angular momentum, and energy equations are satisfied across each blade row. An entropy equation is applied which accounts for mixing loss and other loss mechanisms. The unshrouded rotor in the HPT has an extra term in the energy equation that is calculated in the high fidelity simulation and described by Lyman [25] .
In order to be as consistent as possible between the high fidelity APNASA simulation and the STGSTK and turbine 1D models, the circumferential averaging has been defined consistently. Stations between the blade rows or at leading and trailing edges are used to define the hub and casing radii. This same station is post-processed in the 3-D simulation. The massaveraged values of total pressure , total enthalpy , and angular momentum are evaluated. The mass flow rate ( ) and the annular area ( ) are also needed. The annular area comes from the hub and tip radii ( and ) . Quantities with an under-bar are derived.
(1) where the radial component of velocity is ignored in STGSTK and this analysis. (6) and come from and , and the enthalpy-temperature relation used in APNASA.
Equations (5)- (9) are iterated to convergence.
This equation system is evaluated at each station, and the meanline flow angles are input into STGSTK or the 1D turbine meanline code.
Full Engine Simulation Process
The full-engine simulation has followed the following process:
1. Started using the GE GE90-94B cycle point.
2. All turbomachinery components were run and compared to GE90 component test data to validate and calibrate the simulations. These efforts have been presented by Turner [18] , Turner et al. [19] , and Adamczyk [6] .
3. The combustor was run and compared to expected profiles and pressure drop for this configuration.
4. The core was run by coupling the HPC, Combustor and Turbine in an upstream to downstream sequence. This effort was reported by Turner et al. [26] .
5. The high-fidelity full engine simulation was run in an upstream to downstream sequence starting at the inlet. Shaft speeds were set by the GE cycle model. The BCs are applied to each 3D model through the APNASA and NCC input files. The loosely-coupled CFD engine component simulations exchange radial profile boundary conditions at the inlet and exit plane of each adjacent component. Script files on the SGI Origin submit runs to the Portable Batch System [27] to execute the programs, and manipulate files (such as "fliping" the APNASA output files). The APNASA program, using mesh files and other input files, generates a set of flow solution files. The APNASA Circumferential Averaging Tool, APNASACAT, uses these files to generate the 2-D averaged flow solution. This data is then used to generate the inlet profile for the downstream component. Special processing is required between the HPC and combustor due to differences in modeling methodologies between APNASA and NCC, and another averaging tool is used to extract the profiles from NCC and pass them onto the HPT. Figure 7 shows the balance of properties and their deviation from the GE cycle after proceeding from inlet to exit. The "numerical machine" did not operate exactly at the cycle condition. The torque balance for each shaft is shown in Fig. 8 for this initial simulation. Much of this effort has been presented by Turner et al. [28] .
6. The NPSS cycle model of the GE90-94B has been developed, tested and verified against the GE cycle. In a comparison of 131 key cycle parameters, the NPSS model deviated no more than 0.5% from the GE baseline data, with a majority of the parameters deviating less than 0.01% from the baseline. Figure 9 is a schematic of the cycle model.
7. The 3D turbomachinery component simulations are averaged using the APNASACAT code to supply information to STGSTK or the turbine meanline code. Mini-maps for the component are generated. These maps will be presented in the Results section. Special processing is done for the fan and booster to duplicate the model used in the cycle. This model assumes the splitter is upstream of the fan and the lower part of the fan is part of the booster component. The fan has been run in APNASA with a multi-block approach. The inner block is assumed to be only core flow and part of the booster. The outer block is part of the bypass.
8. The NPSS cycle of the full engine is run using the minimaps for the fan, booster, HPC, HPT and LPT. The duct losses for the strut following the booster, the strut following the HPT and the OGV following the LPT are also obtained and used from the CFD simulation. The combustor 3D model at this point has not been used. That is because the combustor efficiency and pressure drop numbers compare well and the comparison at this point is with the turbomachinery only. It should be emphasized that the mini-maps have been used as they come from the 1D blade row codes. The only manipulation is to get them in the right tabular format used by NPSS. A comparison is presented in the Results section between the cycle information from NPSS calibrated to the GE cycle (design) and the NPSS simulation using the mini-maps and duct losses from the 3D CFD (off-design).
The process defined by items 5-8 is illustrated in Fig. 10 .
RESULTS
The GE90 has its roots in the NASA/GE EEE engine development program which led to component tests in the early 1980's. The first production GE90 HPC was a direct scale of the EEE HPC that is discussed in a GE contractor report to NASA [29] . The GE90-94B HPC is an improved version of that. For comparison purposes, the EEE HPC map is plotted in Fig. 11 .
The component mini-maps have been calculated with the 1D blade row codes. They are plotted in Figs. 12-16 for the fan, booster, HPC, HPT and LPT. The STGSTK approach was used for the fan, booster and HPC. The entropy-based blade row model using NPSS was used for the HPT and LPT. On each plot are the speed lines calculated by the blade row codes and 3 points. They are labeled as:
1. Cycle, Take-Off which is the NPSS cycle run based on the GE cycle, 2. CFD which is the condition the CFD 3D simulation ran to after running the upstream to downstream sequence, and 3. Cycle, w/Mini-maps which is the result of running NPSS using the mini-maps and CFD derived duct losses.
These maps will be discussed further below.
A comparison is given in Table I between the Cycle run based on the GE cycle (design) and the Cycle with mini-maps (offdesign). These two cycle simulations held the specified fuel flow constant. It must be recalled that the mini-maps have been used as is without any scale factors or adders. The total temperature at the LPT exit, or EGT is 1.6 degrees C higher for the Cycle with mini-maps. Plybon [30] suggests a representative new engine-to-engine variation for the purpose of comparing a fully predictive code to engine data and limiting expectations on the level of agreement are plus or minus 4 degrees C EGT (LPT exit), 0.25% SFC, or 0.5% Thrust. Table 1 shows the difference in efficiency, and relative difference in corrected flow, pressure ratio and corrected speed for each component for both the Cycle based on the GE cycle and the Cycle using mini-maps. The corrected-speeds, as well as both mechanical shafts speeds, are about 1% higher for the Cycle with mini-maps than the GE based cycle. The relative difference in Specific Fuel Consumption (SFC), Bypass Ratio (BPR) and Overall Pressure Ratio (OPR) are also tabulated. The relative difference of SFC is almost 1% lower for the Cycle with mini-maps. The EGT difference is smaller than an engine-toengine variation, although the SFC is not.
The mini-maps shown in Figs. 12-16 plot corrected flow, pressure ratio and efficiency. By comparing with Table I the scale of the plots can be inferred. It is apparent that these maps are only for a small region of the component characteristic. It can also be seen how the efficiencies are the main difference between the CFD components and the GE cycle. There are three known issues. One is that the CFD assumes turbulent flow everywhere. This is probably not the case for part of the LPT, and is probably why the LPT efficiency is low in the cycle with mini-maps. This is also most likely why the corrected flow is low for the LPT from the mini-maps. The comparison of the APNASA solutions compared to rig data show a similar trend for flow as reported by Turner et al. [19] with the HPT 2.5% high and the LPT 2.5% low relative to rig data. Other CFD modeling discrepancies also play a role, such as fan OGV differences might have the CFD efficiencies higher for the fan than actual. The other issue is that the loss models are crude in the 1D blade row models. In the STGSTK approach, the "design" value is set to the highest efficiency. For the entropybased approach, the blade row entropy loss coefficient is treated as a constant. This is not necessarily the case, especially if running low in flow. Future work will address improvements in the loss models.
This cycle with mini-map simulation is good although improvements can be made. It must be remembered that it is based solely on numerical simulation of an engine that consists of 49 blade rows of turbomachinery. The combustor model in the cycle with mini-maps is consistent in overall parameters with the CFD simulation. This is therefore the first engine simulation with power balance to be entirely run based on numerical simulation.
CONCLUSIONS AND FUTURE WORK
A Zero-D cycle simulation of the GE90-94B high bypass turbofan engine has been achieved utilizing mini-maps generated from a high-fidelity simulation.
Three dimensional CFD simulations of the fan, booster, HPC, HPT and LPT have been performed using the APNASA turbomachinery code. The combustor flow and chemistry were simulated using the National Combustor Code, NCC. A cycle model of the engine was developed and verified, and used to provide boundary conditions to the 3D CFD component simulations for the 0.25 Mach, sea-level take-off condition. first method for the compression components utilize the stagestacking program, STGSTK. The Fan, booster, and HPC minimaps were generated with this approach. The second method uses an entropy-based blade-row model for turbines written using NPSS. This allows thermodynamics and cooling flow to be consistent between the cycle (zero-D) and 1D models. The LPT has seal models to simulate the shrouded nozzles and rotors. The HPT and LPT mini-maps were generated this way.
The mini-maps of the turbomachinery components and the CFD generated duct losses have been used to run the NPSS cycle model of the GE90-94B engine. The mini-maps were used as is, with no adders or scaling. A comparison of the NPSS model calibrated using the GE cycle model of the engine and the NPSS model using the mini-maps has been made. The comparison shows that the fan and HPT CFD solutions are at a higher efficiency than the GE model, whereas each other component using the CFD-1D model-generated mini-maps is lower in efficiency than the GE model. This difference in efficiency causes the engine to operate at a 1% higher wheel speed in both the low pressure spool and core. The EGT difference between the models is 1.6 degrees C which is smaller than new engine-to-engine differences.
Although the agreement can improve, it is good and this simulation represents the first time a full engine simulation, including the power balance, has been achieved through computational simulation alone. This is also a useful demonstration of the full power of multi-fidelity simulation utilizing zooming and unzooming. By integrating the cycle modeling and high-fidelity simulations, both approaches will be improved. Several areas have also been identified to improve the simulation. The loss models in the 1D blade row codes used to create the mini-map are very crude, and will restrict the efficiency to a low value based on the 3D component simulation. Better consistency between bleed flows and cooling flows must also be achieved. The next step in this research is to run the full simulation to reach a power-balance in the 3D CFD engine model. One aspect of the simulation we expect to address at that point will be consistency between the CFD and cycle models, especially with addressing the thermodynamic inconsistencies between APNASA, NCC and NPSS. With consistent models it is expected that the whole system will close. Other issues such as techniques for modeling bleeds and cooling flows must also be addressed. One way to address consistency better will be to switch from the STGSTK method for the compression system to a modified form of the entropy-based blade row turbine model using NPSS appropriate for a compressor. The cycle model will also be modified to move the splitter downstream of the fan. NPSS would then be used for both zero-D and 1D modeling. Another advantage of using a blade row model is to understand the impact of global changes on a component in matching or flow capacity. This added understanding can then be used to tweak the 3D CFD to better align with expectations. For example by slightly changing the stagger angle of an IGV in the compressor or a turbine nozzle.
