Abstract. Let (X A , σ A ) be the right one-sided topological Markov shift for an irreducible matrix with entries in {0, 1}, and Γ A the continuous full group of (X A , σ A ). For two irreducible matrices A and B with entries in {0, 1}, it will be proved that the continuous full groups Γ A and Γ B are isomorphic as abstract groups if and only if their one-sided topological Markov shifts (X A , σ A ) and (X B , σ B ) are continuously orbit equivalent.
Introduction
Giordano-Putnam-Skau have introduced studies of orbit equivalences for minimal homeomorphisms on Cantor sets ( [9] , [10] , cf. [8] , [12] , [18] , etc.). Minimal homeomorphisms on Cantor sets are now called Cantor minimal systems. In their theory, the full groups play crucial rôle to classify Cantor minimal systems under orbit equivalences. The full groups are defined as groups of homeomorphisms of the Cantor sets whose orbits are contained in the orbits of the minimal homeomorphisms. Giordano-Putnam-Skau have proved thet the full groups as groups are complete invariants for orbit equivalences of Cantor minimal systems ( [10] ). (For measure theoretic studies for orbit equivalences of ergodic transformations, see [3] , [6] , [7] , [11] , [13] , etc.).
The class of topological Markov shifts is another important class of topological dynamical systems on Cantor sets. The author has introduced a study of orbit Let N and M be the size of matrix A and that of B respectively. Denote by I N and by I M the identity matrix of size N and that of size M respectively. In [16] , under the condition that det(A − I N ) det(B − I M ) ≥ 0, an isomorphism between Cuntz-Krieger algebras induces an isomorphism between them which preserves their canonical maximal abelian subalgebras. Hence we have Therefore we know that there are many mutually nonisomorphic continuous full groups of one-sided topological Markov shifts such as the following corollary. The main part of the paper is devoted to proving the implication (i) =⇒ (ii) of Theorem 1.1. The paper is organized to prove it as in the following way. In Section 2, some basic properties of continuous full groups will be stated. In Section 3, an open set of X A will be described in termes of a pair, called a strong commuting pair, of subgroups of Γ A . In Section 4, a condition under which an open set of X A becomes clopen will be described in terms of algebraic conditions of a strong commuting pair. In Section 5, support of a strong commuting pair will be defined and proved to be clopen. In Section 6, an clopen set of X A will be completely replaced in terms of a pair of subgroups of Γ A with some algebraic conditions. The pair of subgroups are called Dye pairs. In Section 7, the main result and its corollaries will be stated. The above sterategy to prove Theorem 1.1 basically follows [10] . However several proofs of in particular Lemma 4.6, Lemma 4.8, Lemma 4.11 and Lemma 6.3 are essentially different from the paper [10] . The discussions of Section 4 and Section 6 are tough parts in this paper.
The continuous full groups and the local subgroups
Let A = [A(i, j)] N i,j=1 be an N × N matrix with entries in {0, 1}, where 1 < N ∈ N. The matrix A is always assumed to be essential, which means that it has no zero columns or zero rows. We assume that A is irreducible and satisfies condition (I) in the sense of Cuntz-Krieger [5] . In what follows, we fix the matrix A. We denote by X A the shift space X A = {(x n ) n∈N ∈ {1, . . . , N } N | A(x n , x n+1 ) = 1 for all n ∈ N} over {1, . . . , N } of the right one-sided topological Markov shift for A. It is a compact Hausdorff space in natural product topology. The condition (I) for A is equivalent to the condition that X A is homeomorphic to a Cantor discontinuum. The shift
It is a continuous surjective map on X A . The topological dynamical system (X A , σ A ) is called the (right) one-sided topological Markov shift for A. A word µ = (µ 1 , . . . , µ k ) for µ i ∈ {1, . . . , N } is said to be admissible in X A if µ appears in somewhere in some element x in X A . The length of µ is k, which is denoted by |µ|. We denote by B k (X A ) the set of all admissible words of length k ∈ N. For k = 0 we denote by B 0 (X A ) the empty word ∅. We set B * (X A ) = ∪ ∞ k=0 B k (X A ) the set of admissible words of X A . For x = (x n ) n∈N ∈ X A and positive integers k, l with k ≤ l, we put the word
Hence y = (y n ) n∈N ∈ X A belongs to orb σA (x) if and only if there exist k, l ∈ Z + and an admissible word (µ 1 , . . . , µ k ) ∈ B k (X A ) such that
We denote by Homeo(X A ) the group of all homeomorphisms on X A . We have defined in [15] the continuous full group Γ A for (X A , σ A ) as in the following way. Definition ( [15] ). Let τ be a homeomorphism on X A such that τ (x) ∈ orb σA (x) for all x ∈ X A . Hence there exist functions k, l :
Let Γ A be the set of all homeomorphisms τ such that there exist continuous functions k, l : X A → Z + satisfying (2.1). The set Γ A is a subgroup of Homeo(X A ) and is called the continuous full group of (X A , σ A ). The functions k, l above are called the orbit cocycles for τ . They are not necessarily uniquely determined by τ . We note that the group Γ A has been written as [σ A ] c in the earlier papers [15] , [16] . A continuous map τ :
. We see that a homeomorphism τ of X A belongs to Γ A if and only if τ is a cylinder map ( [17] ).
We will first study local structure of elements of Γ A . Following [10] , we will use the notations as follows:
CL(X A ) = The set of all closed sets of X A .
CO(X A ) = The set of all clopen sets of X A .
We note that an open set of X A is a countable disjoint union of cylinder sets and a clopen set of X A is a finite disjoint union of cylinder sets.
Proof. Take a cylinder set U µ for some word
There exists a word ν = (ν 1 , . . . , ν m ) ∈ B m (X A ) such that m > n + k + 1 and x ∈ U ν ⊂ U . Now A is irreducible so that one may find a word ,n+k+1] and |ν| = m > n + k + 1, at least eitherμ [1,n+k+1] or µ ′ [1,n+k+1] is different from ν [1,n+k+1] . We assume thatμ [1,n+k+1] 
For clopen sets U, V of X A , if there exists γ ∈ Γ A such that γ(U ) = V , then U is said to be Γ A -equivalent to V and written as U ∼
Proof. Let γ ∈ Γ A satisfy γ(U ) = V . One may define α ∈ Γ A by setting
x otherwise for x ∈ X A . As both U and V are clopen, α defines an element of Γ A which satisfies (2.2).
Lemma 2.3 (cf. [10, Lemma 3.4] ). For any U ∈ CO(X A ) and x ∈ U , there exists α ∈ Γ A such that
Proof. Take clopen sets
Since
We follow the notations below from [10] .
A subgroup of Γ A of the form Γ U for U ∈ CO(X A ) is called a local subgroup of Γ A . We note that the notation Γ A for matrix A is fixed and always denoting the continuous full group of (X A , σ A ). For a subgroup H of Γ A the commutant of H will be denoted by H ⊥ :
which is a subgroup of Γ A . The following proposition shows that the action of local subgroups Γ O on the underlying space X A is different from that of loclal subgroups of the full groups of Cantor minimal systems. Proof. Suppose that there is a regular Borel probability measure µ on O such that
so thatζξ = x [1,i+k] . As i − 1 ≥ |ν|, one has Uζξ ⊂ U ν and µ(Uζξ) > 0. Since the matrix A is irreducible and satisfies condition (I), there exists η ∈ B * (X A ) such that |η| > 1, uηu ∈ B * (X A ) and
Since U ζ ⊂ U ν , one sees that
Hence we have ψ, ϕ ∈ Γ O and ψ 2 = ϕ 3 = id. We put F = Uζξ ⊂ U ν so that µ(F ) > 0 and
By hypothesis, µ is Γ O -invariant, we have µ(F ) = 0 a contradiction. Therefore we conclude that there is no Γ O -invariant regular Borel probability measure on O.
By using the above proof, one may prove that the subgroup ψ, ϕ generated by ψ, ϕ is isomorphic to the free product Z 2 * Z 3 and hence Γ O contains the free group F 2 on two generators. We will not use this fact in the discussions henceforth so that we will not give its detailed proof (see [17] ). We note the following lemma.
The following notations also follow from [10] . (
We note the following lemma.
Since Lemma 2.3 is the same statement as [10, Lemma 3.4] , the lemma below holds by the same proof as the proof of [10, Lemma 3.9] .
Strong commuting pairs
In this section, we will find algebraic conditions of the pair (
, and prove Proposition 3.3.
Following [10, Definition 3.10], we say that a pair (H, K) of subgroups of Γ A is a commuting pair if the following condition called (D1) holds:
A commuting pair (H, K) is called a strong commuting pair if the following extra condition called (D2) holds:
(D2) For any nontrivial normal subgroup N of H (resp. of K), then N ⊥ = K (resp. N ⊥ = H) holds. We may see similar statements in [10] as Lemma 3.11 and Lemma 3.12 to the following two lemmas. The proofs of [10, Lemma 3.11] and [10, Lemma 3.12] need [10, Lemma 3.3] . In our setting, we do not have a corresponding lemma to [10, Lemma 3.3] . We give complete proofs for the following two lemmas for the sake of completeness.
Proof. The proof below is basically similar to [10, Lemma 3.11] . Take a nonempty clopen partition
is a proper subset of O and take a nonempty clopen subsetŨ ⊂ O\(U ∪ γ(U )). For the clopen setŨ and η ∈ Γ O with η = id, by applying the proof of the preceding lemma, we have a nontrivial clopen partitioñ U 1 ⊔Ũ 2 =Ũ , a nonempty clopen subsetŨ
Hence we have a disjoint Γ A -equivalent clopen partition:
and
3)
In fact, by applying Lemma 2.1 for U ′ and Y 1 , we have V 1 ⊂ U ′ and α 1 ∈ Γ A such that
By applying Lemma 2.1 for γ(V 1 ) and Y 2 , we have V ′ 1 ⊂ γ(V 1 ) and α 2 ∈ Γ A such that
we have
By a similar manner to the above discussion, we have β ∈ Γ A with β 2 = id satisfying (3.2) and (3.4). We define ψ ∈ Γ A by setting
We then have
By using Lemma 3.1 and Lemma 3.2 with Lemma 2.6, one may show the following proposition in a similar manner to the proof of [10, Proposition 3.13].
is a strong commuting pair.
The clopen condition
In this section, we will find algebraic conditions of the strong commuting pair (Γ O , Γ O ⊥ ) of subgroups of Γ A for a clopen set O ∈ CO(X A ), and prove Proposition 4.12. The proposition comes from Lemma 4.11, which is based on Lemma 4.6 and Lemma 4.8. There are similar statements to Lemma 4.6 and Lemma 4.8 in [10] as [10, Lemma 3.18] and [10, Lemma 3.19] . In their proofs of the latter lemmas, [10, Lemma 3.3] has been used. In our setting, we do not have a version of [10, Lemma 3.3] , so that we must modify the given proofs in [10] of [10, Lemma 3.18] and [10, Lemma 3.19] . In particular, we must provide several lemmas to prove Lemma 4.6.
As A is irreducible, there exists a word (ξ 1 , . . . , ξ l ) ∈ B l (X A ) such that µξν ∈ B * (X A ). Hence we have
Then α defines an element of Γ A which has the desired properties.
for i, j = 1, . . . , n with i = j.
Proof. Since U is clopen, there exist words ν(1), . . . , ν(n) ∈ B * (X A ) such that U is a disjoint union of cylinder sets U = U ν(1) ⊔ · · · ⊔ U ν(n) . Put V = V \U a nonempty clopen set. Take V 1 ⊂ V a clopen subset of V such that V 1 = V . For U ν(1) and V 1 , Lemma 4.1 ensures that there exists α 1 ∈ Γ A such that
By applying Lemma 4.1, recursively, we have clopen sets V 1 , . . . , V n ⊂ V with V i ∩ V j = ∅ for i = j and α i ∈ Γ A , i = 1, . . . , n such that
for i = 1, . . . , n. By putting U i = U ν(i) , the proof ends.
Proof. By the preceding lemma, we have clopen partitions:
for i = 1, . . . , n. The homeomorphisms α i , i = 1, . . . , n commute with each other. The homeomorphism α = α 1 • · · · • α n ∈ Γ A has the desired properties.
Lemma 2.2, one may assume that γ 2 = id and γ| (U∪V ) c = id. Since γ is a cylinder map, there exist words ν(1), . . . , ν(n), µ(1), . . . , µ(n) ∈ B * (X A ) such that
. . , n. By the proof of Lemma 4.2, one may find α i ∈ Γ A such that
One may similarly find β i ∈ Γ O ⊥ having the desired properties by putting 
Proof. Put the nonempty clopen sets
By the preceding lemma, there exist disjoint clopen partitions of U and of V :
2) for i = 1, . . . , n.
By Lemma 2.2, there exist γ i ∈ Γ O ⊥ , i = 1, . . . , n such that
We put
It then follows that
As
Since χ i χ j = χ j χ i for i, j = 1, . . . , n, we have
Proof. We first assume that U = O and V = O c . If both of the conditions
hold, then the assertion follows from the previous lemma. We next assume that
and hence
By Lemma 4.3, there exist clopen sets U ′ ⊂ O and V ′ ⊂ O c , and homeomorphisms α ∈ Γ O and β ∈ Γ O ⊥ such that
Since U ′ and V ′ are Γ A -equivalent, they satisfy the assumption of the preceding lemma, so that there exists χ ∈ Γ O , Γ O ⊥ , η such that
We then see that the homeomorphism
and similarly χ(V ) = U . We note that α commutes with β.
This shows that χ| (U∪V ) c = id.
3), and apply the preceding lemma for
we symmetrically have a desired homeomorphism.
We will finally consider general clopen sets U ⊂ O and V ⊂ O c . The conditions U = O, V = O c are not necessarily assumed. Suppose that U and V are Γ Aequivalent so that there exists γ ∈ Γ A such that γ(U ) = V . Take nonempty clopen sets
c , by the above discussions, one may find
The homeomorphisms γ 1 , γ 2 satisfy γ 1 ∈ Γ O , γ 2 ∈ Γ O ⊥ and γ = γ 1 γ 2 .
The same statement as the following lemma is seen in [10, Lemma 3.19] . The proof of [10, Lemma 3.19] however does not well work in our setting. We give a different proof as in the following way.
Proof. For an arbitrary fixed homeomorphism ψ ∈ Γ A , we will show that ψ ∈
. By Lemma 4.6, one may take
c , by using Case 1 for ψ we see that ψ and hence ψ belongs to
The following lemma is seen in [10, Lemma 3.20] . Proof. Suppose that E = X A . Take an arbitrary point x ∈ E. Since E c is a nonempty open set, one may find clopen sets U, V ⊂ X A such that
By Lemma 4.3, there exists γ ∈ Γ A such that γ(U ) ⊂ V . Since γ(x) ∈ V ⊂ E c , we have a contradiction, so that E = X A .
A similar statement to the following lemma is seen in [10, Lemma 3.21] . The proof below is also similar to that of [10, Lemma 3.21] . We give the proof for the sake of completeness. 
Therefore by Lemma 2.7, we have
As (H, K) is a strong commuting pair, we have K = {id} and hence H = Γ A so that
Therefore we may assume that there exists η ∈ H such that
Hence by Lemma 4.8, we have 
Support of a strong commuting pair (H, K)
As in the preceding section, a clopen set O (and O ⊥ ) yields a strong commuting pair (Γ O , Γ O ⊥ ) of subgroups of Γ A satisfying condition (D3) (Proposition 4.12). In this section, we will conversely define a clopen set P H (and P K ) of X A from a strong commuting pair (H, K) satisfying condition (D3).
Folllowing [10, Definition 3.14], we use the notations below. For γ ∈ Γ A , denote by X γ A the set of elements of X A fixed by γ: X γ A = {x ∈ X A | γ(x) = x}. Denote by P γ the support of γ defined by
We note that P γ is a regular closed set and hence
We in fact see that the inclusion relation (P γ ) • ⊂ P γ is clear. For the converse inclusion relation, we see
Remark.
1. P H is a regular closed set such that both P H and (P H )
• are H ⊥ -invariant. We in fact see that the inclusion relation (P H ) • ⊂ P H is clear. Conversely, the inclusion relation ∪ η∈H (P η )
•
We will next see that ξ(
A . This implies ξ(P η ) = P η for η ∈ H. As ξ is a homeomorphism, we have ξ((P η )
• ) = (P η )
• . Hence we have ξ(P H ) = P H for ξ ∈ H ⊥ and ξ((P H )
Its proof is the following. As γ is a cylinder map, there exist L ∈ N and words
c is a disjoint union of the following two clopen sets:
This implies that (X
c is clopen, and so is P γ .
The proof is the following. In general, H 1 ⊂ H 2 ⊂ Homeo(X A ) implies P H1 ⊂ P H2 . Hence the condition H ⊂ Γ U implies P H ⊂ P ΓU . By the lemma below, one has P ΓU = U so that P H ⊂ U . 
• . Hence x ∈ ∪ γ∈ΓU (P γ )
• . Since Γ U ⊂ Γ O , we have x ∈ ∪ γ∈ΓO (P γ ) • = P ΓO . Therefore we have O ⊂ P ΓO and hence O ⊂ P ΓO .
We will next show that if (H, K) satisfies condition (D3), then the sets P H and P K are both clopen. We provide a lemma.
Proof. (i) Since we have
(ii) We note that P η is clopen for η ∈ H. We have for ζ ∈ H ⊥ , ζ(P H ) = ∪ η∈H ζ(X Proof. Put O = (P H )
• . As P H is a regular closed set, O is a regular open set satisfying O = P H . We have a strong commuting pair (Γ O , Γ O ⊥ ) of subgroups of Γ A . We will prove that P H = O. By Lemma 5.1, one knows that O = P ΓO so that P H = P ΓO . By the above lemma, η(y) = y for all η ∈ H and y ∈ (P H ) c . As O c = (P H ) c , we have η(y) = y for all η ∈ H and y ∈ O c so that H ⊂ Γ O . We have two cases.
Case 1:
. By the hypothesis, we see that (Γ O , Γ O ⊥ ) satisfies condition (D3). Hence O is clopen by Proposition 4.12 so that
Symmetrically by considering U = (P K )
• one sees that P K is clopen.
Dye Pairs
This section is devoted to proving Proposition 6.6 which asserts that a strong commuting pair (H, K) with extra conditions (D4) and (D5) is of the form (Γ O , Γ O ⊥ ) for some clopen set O of X A . The key lemma is Lemma 6.3 below. We use the same conditions (D4) and (D5) as [10, Definition 3.25] . Definition. A strong commuting pair (H, K) is said to satisfy conditions (D4) and (D5) if it satisfies the following conditions:
(D4) For a homeomorphism α ∈ Γ A \HK, there exists η ∈ H with η = id (resp. κ ∈ K with κ = id) such that αηα −1 ∈ K (resp. ακα −1 ∈ H). (D5) If N is a subgroup of Γ A with N = id such that ηN η −1 = N for all η ∈ H, and N ⊂ K, (resp. κN κ −1 = N for all κ ∈ K, and N ⊂ H), then N ∩ H = {id} (resp. N ∩ K = {id}).
Following [10] , we will define the notion of Dye pair as in the following way. Definition. A strong commuting pair (H, K) satisfying condition (D3) is said to be a Dye pair if it satisfies the conditions (D4) and (D5).
The following two lemmas and their proofs are similar to [10, Lemma 3 .26] and [10, Lemma 3.27 ]. We omit their proofs. [10, Definition 2.2] ). Following [10] , for two homeomorphisms α, β on X A , the closed set F (α, β) of X A is defined by
The statement of the following lemma is similar to [10, Lemma 3.24 ]. An invariant measure is used in the proof of [10, Lemma 3.24] . As in Proposition 2.4, there is no Γ A -invariant regular Borel probability measure on X A , so that we must modify its proof as in the following way. 
There exist a nonempty clopen set U 0 ∈ CO(X A ) and homeomorphisms
Hence we have
• is a K-invariant open set. By Lemma 6.2, we see that F (η 1 , η 2 )
• is dense in X A and hence η 1 = η 2 on X A . Let C(η 0 ) be the conjugacy class {ζη 0 ζ −1 ∈ H | ζ ∈ H} of η 0 in H. We similarly define the conjugacy class C(κ 0 ) of κ 0 in K. For α, β ∈ C(η 0 ) with α = β, we have F (α, β)
• = ∅. For η ∈ H and α ∈ C(η 0 ), we have
• . We thus have with symmetric discussions for C(κ 0 ),
be the subgroup of Γ A generated by elements of ∪ α∈C(η0) Γ F (α,κ0) • and that of Γ A generated by elements of ∪ β∈C(κ0) Γ F (η0,β) • respectively. Since for η ∈ H, α ∈ C(η 0 )
we know that ηN H η −1 = N H for all η ∈ H, and similarly
We will first show that
• , we have
By (6.2) and (6.3), we have
By condition (D5), we see that N K ∩ K = {id} and similarly N H ∩ H = {id}. We set
so that N K is a normal subgroup of K and N H is a normal subgroup of H. By condition (D2), we see that
Let η 0 and κ 0 be previously defined homeomorphisms on X A . In this setting we will show that η 0 ∈ H and κ 0 ∈ K as follows:
Hence each F (η 0 , β)
• for β ∈ C(κ 0 ) is globally invariant under N K and N K . Let κ ∈ N K be an arbitrary element. For x ∈ F (η 0 , κ 0 )
Hence we have κ η 0 = η 0 κ for all κ ∈ N K so that we have is not K-invariant. Proof. As P H = X A , there exists γ ∈ H and x ∈ X A such that γ(x) = x. One may take a clopen neighborhood V of x such that
c is dense in X A . This contradicts to (6.4) . Hence X α A is not K-invariant.
Before reaching the final proposition, we provide a lemma below. (i) For a nonempty clopen set
Proof. The proof is the same as that of [10, Lemma 3.17 ].
Therefore we have 
Proof. By Lemma 5.3, both P H and P K are clopen. Suppose that
-invariant, the set P H ∩ P K is an H-and K-invariant clopen set. By Lemma 6.5, we have P H ∩ P K = P H = P K . As in the proof of Lemma 5.3, the inclusion relations H ⊂ Γ PH , K ⊂ Γ PK hold. Hence we have
so that (P H ) c = ∅. Therefore we have P H = P K = X A . By Lemma 6.3, we have c . Hence (6.5) implies η −1 α = κ = id and α = η ∈ H, a contradiction, so that α does not belong to the subgroup HK. By condition (D4), one may find η ∈ H\{id} such that αηα −1 ∈ K. Since αηα
, we obtain η = id a contradiction. Thus we conclude P H ∩ P K = ∅.
This implies P H ⊂ (P K ) c = (P K ) ⊥ . It then follows that
Therefore we have Γ PH = H, P H = (P K ) ⊥ and similarly Γ PK = K, P K = (P H ) ⊥ .
Main result and its corollaries
Let A, B be two irreducible square matrices with entries in {0, 1} satisfying condition (I). Proof. We will show the implication (i) =⇒ (ii). Let (H, K) be a Dye pair of Γ A . Since α : Γ A −→ Γ B is an isomorphism of groups, one knows that (α(H), α(K)) satisfies (D1), (D2) and (D3), and hence it is a strong commuting pair of Γ B satisfying condition (D3). The conditions (D4) and (D5) are also determined by group structure, so that (α(H), α(K)) satisfies (D4) and (D5). Hence (α(H), α(K)) is a Dye pair of Γ B .
An isomorphism α : Γ A −→ Γ B of groups is said to be spatial if there exists a homeomorphism h : X A −→ X B such that α(γ) = h • γ • h −1 for γ ∈ Γ A . We arrive at the main result of the paper. Let N and M be the size of matrix A and that of B respectively. Denote by I N and by I M the identity matrix of size N and that of size M respectively. In [16] , under the condition that det(A − I N ) det(B − I M ) ≥ 0, an isomorphism between Cuntz-Krieger algebras induces an isomorphism between them which preserves their canonical maximal abelian subalgebras. Hence we have Therefore we know that thre are many mutually nonisomorphic continuous full groups of one-sided topological Markov shifts such as the following corollary. 
