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RESUMO 
 
O presente trabalho propõe a criação de um protótipo de software para o 
reconhecimento de características faciais de indivíduos durante o procedimento de 
registro de ponto. Sua aplicação destina-se ao controle de frequências e o seu 
conceito é utilizado por empresas de todo o mundo para registro de horários de 
entrada e saída de seus funcionários. O protótipo de software apresentado neste 
estudo foi projetado para ser uma ferramenta simples e de fácil utilização, facilmente 
expansível (possibilitando a adição de novas funcionalidades) e com um grau de 
precisão suficiente para que os resultados sejam bastante reais e eficazes. A 
arquitetura proposta foi testada e avaliada com base no uso de uma aplicação real 
considerando a captura de dados experimentais e reprodução do cenário de uso. 
Entre as ferramentas de desenvolvimento utilizadas, considera-se o uso do sistema 
operacional Windows; da linguagem de programação CSharp; da ferramenta de 
desenvolvimento Visual Studio 2010; do software de desenvolvimento de banco de 
dados Mysql; e da biblioteca de visão computacional OpenCV (Open Source 
Computer Vision Library, http://opencv.org). Em relação ao hardware utilizado, 
destaca-se o uso do dispositivo Kinect da Microsoft juntamente de uma webcam de 
alta definição acoplada ao dispositivo e responsável pela captura de imagens. Na 
etapa final deste estudo, é apresentada uma análise de viabilidade do uso do sensor 
Kinect como dispositivo de captura de dados em um sistema biométrico de 
reconhecimento facial. É proposto um modelo de software para auxiliar na captura 
de dados fornecidos pelo sensor Kinect, gerando uma base de dados de imagem 
local, que será utilizada no reconhecimento de pessoas e/ou indivíduos em 
ambientes indoor. Como resultado, é verificada a performance do algoritmo no 
processo de detecção e reconhecimento de indivíduos presentes na cena a partir de 
dados obtidos pelo sensor. A validação destes dados é obtida por meio de testes 
práticos utilizando o protótipo, que demonstram a viabilidade do sistema tornando a 
sua arquitetura adequada à solução. 
 
Palavras-chave: Kinect; Biometria; Reconhecimento Facial. 
  
 
 
 
 
ABSTRACT 
 
This paper proposes to create a software prototype able to recognize features of 
people's faces during the restricted access sign-in process. This software prototype 
is intended to control the frequency and its concept is used by companies around the 
world to register the work time their employeesThe software prototype presented in 
this study was designed to be a simple and easily to use tool, easily expandable 
(enabling the addition of new features), and with a sufficient degree of precision so 
that the results are very real and effectiveThe proposed architecture was tested and 
evaluated based on the use of a real application considering the capture of 
experimental data and reproduction of the usage scenario. Among the development 
of the tools used, we should highlight the use of the Windows operating system; the 
CSharp programming language; the Visual Studio 2010 development tool; the Mysql 
database software development and the computer vision library (Open Source 
Computer Vision Library, http://opencv.org). Analizing the hardware used we highlight 
the use of the Microsoft Kinect device coupled to a high-definition webcam attached 
to the device and which is responsible for capturing images. In the final stage of the 
study, we present a feasibility analysis of the use of Kinect sensor as a data capture 
device to a biometric facial recognition system.  A software model is proposed to 
assist in the capture of data from the Kinect sensor, generating a local image 
database, which will be used to recognize people in indoors. As a result, we verify the 
algorithm's performance during the detection process and recognition of individual's 
features at the place from data obtained by the sensor. The validation of these data is 
obtained through practical tests using the prototype system demonstrating the 
viability of its architecture as a suitable solution. 
 
Keywords: Kinect; Biometrics; Facial Recognition. 
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CAPÍTULO 1  
1. INTRODUÇÃO 
 
O reconhecimento facial tem assumido um papel cada vez mais importante no 
cenário de tecnologia, sendo um dos principais motivadores para o desenvolvimento 
de novas aplicações baseadas em biometria. A biometria é o estudo das 
características físicas e comportamentais de um indivíduo, sendo utilizadas na 
identificação de pessoas de maneira única (KAZIENKO, 2003). Para Pinheiro (2007), 
características relacionadas ao uso da biometria não podem ser perdidas ou 
esquecidas, são consideravelmente mais seguras e difíceis de serem copiadas. Sua 
utilização em mecanismos de autenticação é uma tendência na busca por 
autenticações mais seguras. 
 
Existem muitos tipos de biometria, como, por exemplo, a identificação pela íris, pela 
face, pela digital e pelos movimentos. As principais dificuldades encontradas em um 
modelo de identificação biométrico estão ligadas a proposta de como garantir alta 
confiabilidade e fidelidade do sistema, de forma que não seja facilmente burlado e 
que tenha um baixo custo e um baixo tempo de resposta de acordo com a 
necessidade apresentada (SHIEH e HSIEH, 2013). 
 
Sistemas de identificação biométrica devem identificar a pessoa de maneira única, 
evitando transtornos como acesso indevido a informações importantes. Seu conceito 
está relacionado à possibilidade de criação de mecanismos de identificação única de 
forma simplificada. Um exemplo disso é o desenvolvimento de sistemas biométricos 
com base no uso de câmeras de profundidade de tempo real (JAIN et al., 2004).  
 
O Microsoft Kinect (MICROSOFT, 2011) é um sensor de movimento lançado em 
novembro de 2010 capaz de fornecer várias informações em tempo real, como a 
distância de uma pessoa do dispositivo, assim como uma imagem do seu esqueleto. 
A tecnologia de captura de dados em tempo real permite utilizar o dispositivo em 
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sistemas biométricos que necessitem de respostas rápidas. 
 
Novos modelos de sistemas biométricos estão surgindo. Entre eles, estão os 
sistemas de reconhecimento facial que têm sido constantemente aprimorados por 
profissionais da área de tecnologia da informação.  
 
Desenvolver um modelo computacional de reconhecimento facial não é uma tarefa 
fácil, já que as faces e os estímulos visuais multidimensionais possuem 
características de modelagem complexa. A grande dificuldade está na modelagem 
de uma face que abstraia as características que possibilitem distingui-la de outra 
face, já que essas apresentam poucas diferenças entre si. Embora diferentes, todas 
as faces possuem características comuns, tais como: boca, olhos e nariz.  
 
O reconhecimento biométrico pela face envolve vários campos da ciência, 
especialmente na ciência da computação. Outros campos interessados nesta 
tecnologia são: Mecatrônica, Robótica, Criminalística.  
 
Trabalhos recentes vêm demonstrando a utilização de imagens Red, Green, Blue e 
Deth (RGB-D) para análise de detecção e reconhecimento de faces (GOSWAMI, 
BHARADWAJ, VATSA e SINGH, 2013). Para Kumar e Shashidhara (2014), a 
tecnologia de reconhecimento de face pode ser aplicada a diversas categorias 
incluindo sistemas de monitoramento de imagem, sistemas de reuniões e 
conferências remotas e sistemas baseados em interação humano-computador (IHC). 
 
Segundo Kim et al. (2013), o reconhecimento de faces tem muitas aplicações, por 
exemplo, sistemas de biometria, sistemas de controle de acesso, sistemas de 
vigilância, sistemas de segurança, sistemas de verificação de cartão de crédito e 
sistemas de recuperação de vídeo baseados em conteúdo. Até o momento, muito 
dos sistemas utilizados na biometria são aplicados para o reconhecimento de 
características da face de indivíduos baseados no uso de técnicas conhecidas como: 
análise de componentes principais (PCA - Principal Component Analysis) (TURK e 
PENTLAND, 1991; RAMA, BABU e KISHORE, 2012); a análise discriminante linear 
(LDA) (RAMA, BABU e KISHORE, 2011; XU e LEE, 2012); análise de componentes 
independentes (ICA) (LIU e WECHSLER, 1999); análise bidimensional de 
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componentes principais (PCA-2D) (JIAN, DAVID, ALEJANDRO e YANG, 2004); 
redes neurais artificiais (LAWRENCE, GILES, TSOI e BACK, 1997), incorporando 
modelos ocultos de Markov (EHMM) (KIM, CHUNG e HONG, 2010); Gabor wavelets 
(TAN e TRIGGS, 2007), e assim por diante. Geralmente, os sistemas de 
reconhecimento facial podem alcançar um bom desempenho em ambientes 
controlados. No entanto, esses tipos de sistemas tendem a sofrer variações de 
diferentes formas tais como iluminações variadas, poses, expressões não 
características e oclusão. Em particular, variações de iluminação que ocorrem em 
imagens da face degradam drasticamente a precisão do reconhecimento. 
 
Para muitos autores, o reconhecimento facial tem sido um estímulo para a conquista 
de grandes desafios baseados em diferentes cenários. Entre eles estão 
características desafiadoras quanto ao tratamento da iluminação, posição e ponto de 
vista, assim como variações de distorção e variações específicas de expressão facial 
com alta similaridade de rostos humanos.  
 
Imagens 2D, geralmente utilizadas no reconhecimento facial, podem abranger uma 
quantidade limitada de informações sobre um rosto ou face. Por esse motivo, 
pesquisadores consideram o uso de informações 3D essencial para o processo de 
reconhecimento facial. Embora a incorporação de imagens 3D tenha conduzido a 
melhorias significativas em relação às imagens 2D, o alto custo de sensores 
especializados neste assunto limitam a popularização e a disseminação de seu uso 
pelo mundo (GOSWAMI, BHARADWAJ, VATSA e SINGH, 2013). 
 
A combinação de imagens RGB-D derivadas de dispositivos de captura como, por 
exemplo, o Kinect da Microsoft, são capazes de fornecer informações detalhadas 
sobre o objeto capturado se diferenciando de uma imagem colorida tradicional 
(imagem 2D). Imagens RGB-D podem ser aplicadas a uma variedade de situações, 
tais como: reconhecimento geral de objetos; modelagem de superfície e de 
rastreamento; modelagem de ambientes internos com localização de objetos em 
cena; e visão robótica. 
 
Com o surgimento do sensor Kinect, tornou-se mais acessível o desenvolvimento de 
aplicações para a captura de imagens 3D, devido ao baixo custo de aquisição do 
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dispositivo. Por meio de seu uso, é possível realizar o rastreamento da posição de 
uma pessoa no ambiente incluindo o mapeamento e a identificação de sua face, 
assim como a movimentação de seu corpo, braços, pernas, mãos e cabeça 
(ALVARENGA et al., 2012; ZABULIS et al., 2009; CARDOSO, 2012). 
 
Nesse cenário, a presente pesquisa fez uso de tecnologias no sentido de aprimorar 
o reconhecimento da face como ferramenta de apoio à identificação de pessoas.  
 
A tecnologia utilizada neste estudo se apresenta como fator motivacional, cujo 
principal objetivo é desenvolver um protótipo de software de reconhecimento facial 
de tempo real para registro eletrônico de ponto utilizando o sensor Kinect. Seu 
propósito é apresentar um estudo relacionado ao uso de um modelo software de 
reconhecimento facial em ambientes indoor baseado no uso da biometria. Espera-se 
com este estudo, avaliar a viabilidade da utilização do sensor Kinect na identificação 
de pessoas, por meio do mapeamento de características especificas de cada face 
encontrada, relacionando-as a sua identidade. Todos os dados utilizados neste 
estudo foram coletados a partir do modelo desenvolvido, sendo os experimentos 
realizados com pessoas em um determinado ambiente previamente definido. 
 
Quanto a análise dos dados, é importante que alguns pontos sejam destacados. 
Entre eles, a necessidade de armazenamento dos dados que serão coletados pelo 
algoritmo para posterior análise das características da face de um indivíduo. O 
algoritmo desenvolvido neste estudo juntamente de sua base de dados 
implementada fará a coleta e o armazenamento de imagens da face de indivíduos 
podendo auxiliar no desenvolvimento de futuras pesquisas que envolvam o uso 
dessa mesma base de dados para o desenvolvimento de novos conteúdos.  
 
Neste trabalho, será utilizado o EmguCV (EMGUCV, 2014), como plataforma de 
acesso as funções da biblioteca OpenCV compatíveis com a linguagem .Net, 
incluindo C# (CSharp), VB (Visual Basic) e VC++ (Visual C++). A finalidade de seu 
uso é permitir a captura e o processamento da imagem por meio de um dispositivo 
de tempo real (BRADSKI e KAEHLER, 2008; LAGANIÈRE, R., 2011). 
 
A escolha na utilização desta plataforma se deu pela possibilidade de criação de um 
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ambiente gráfico amigável e de fácil interação com outros sistemas. 
 
1.1. Problema 
 
Diante de tal situação baseada no uso do dispositivo Kinect como alternativa viável e 
de baixo custo para a implementação de uma solução de software para registro de 
ponto, surge a seguinte pergunta: de que maneira novas tecnologias associadas ao 
uso da biometria como solução de software baseada no reconhecimento facial 
poderão contribuir de forma significativa na identificação de indivíduos cadastrados 
em um sistema de registro de ponto? Quais as vantagens no uso de um software de 
reconhecimento facial, se aplicado a um sistema de marcação e registro de ponto? 
 
1.2. Justificativa 
 
Atualmente, interagir com computadores tornou-se tão comum que já quase 
ninguém parece perceber o quão grande é a distância entre os computadores e os 
humanos. No entanto, essa distância torna-se evidente quando usuários de idade 
mais avançada interagem com computadores pela primeira vez, pois muitas vezes 
não têm o conhecimento necessário ou intuição para executar até mesmo as tarefas 
mais simples. O grande progresso na velocidade e complexidade do hardware e 
software durante as últimas décadas têm levado à criação de interfaces mais 
naturais que diminuem consideravelmente a disparidade entre computadores e 
humanos (HURK, 2012). 
 
A detecção facial é uma das tarefas visuais que os humanos conseguem fazer sem 
qualquer esforço. Contudo, em termos de visão computacional, essa tarefa não é tão 
simples quanto parece. Uma definição geral do problema pode ser feita da seguinte 
forma: dada uma imagem estática ou em vídeo, detectar e localizar o número de 
faces existentes. A solução para este problema envolve a extração, segmentação e 
verificação de faces encontradas, considerando-se as características faciais a partir 
de um background não definido (PHILLIPS et al., 2003). 
 
O propósito da detecção de características faciais consiste em descobrir a presença 
e a localização de características da face de indivíduos, assumindo que exista por 
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vez apenas uma única face na imagem analisada (AGARWAL et al., 2010). Já o 
reconhecimento ou identificação de faces realiza uma possível comparação entre 
uma imagem de entrada capturada e a base de imagens armazenada, informando 
se existem semelhanças entre si (BRADSKI e KAEHLER, 2008; LAGANIÈRE, 2011). 
A autenticação de faces tem por objetivo a verificação da identidade pessoal a partir 
de uma imagem de entrada adquirida por um dispositivo (JAIN et al., 2004). 
 
A evolução das técnicas de reconhecimento de imagem provocou o aparecimento de 
diversos contextos baseados em múltiplas formas de reconhecimento. Com o uso de 
uma câmara, é possível reconhecer certos traços de uma pessoa por meio de 
marcadores comuns. Essa tecnologia, aliada ao surgimento de novos dispositivos, 
como o sensor Kinect, possibilita a criação de novas formas de identificação, 
resultando em uma experiência virtual orientada ao indivíduo, ao invés de uma 
experiência genérica. Assim, a criação de ferramentas com as quais seja possível 
criar este tipo de aplicação será uma importante contribuição. 
 
Nesse contexto, o presente estudo foi fundamentado sob a ótica motivacional de 
desenvolvimento de um protótipo de sistema de ponto eletrônico aplicado ao uso do 
sensor Kinect. Dessa forma, tem-se como principal motivação o atendimento à 
necessidade de desenvolvimento de um algoritmo de identificação e reconhecimento 
de faces para a marcação do ponto eletrônico dos funcionários de uma empresa. A 
implementação de um sistema de ponto eletrônico baseado nos padrões de 
identificação da face favorecerá o processo de gestão de serviços permitindo a 
identificação de pessoas quanto a suas características, sendo um estímulo para o 
desenvolvimento de uma base centralizada de imagens de face, o que possibilita o 
registro de ponto de pessoas devidamente cadastradas no sistema a partir da 
identificação de imagens de sua face. 
 
Com a implementação de um sistema de identificação facial de ponto eletrônico, 
será possível tratar a validação do ponto eletrônico de um funcionário via 
reconhecimento de sua face. No caso de empresas e instituições de ensino, são 
geradas muitas solicitações de ocorrências com justificativas ao esquecimento da 
validação do ponto em horários específicos, como início e término do expediente, 
por exemplo. Este processo é o que normalmente chamamos de "bater o ponto", 
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uma ação registrada em períodos distintos e em conformidade com o expediente de 
contratação do funcionário pela empresa, sendo a marcação diária dentro de 
intervalos ou ciclos de horários previamente definidos.  
 
Com base no modelo de proposta apresentado, pretende-se utilizar o 
reconhecimento facial como uma segunda opção ao tratamento de ocorrências 
associadas a esquecimentos durante o processo obrigatório de marcação de ponto.  
 
Para viabilizar o desenvolvimento dessa aplicação, o uso do sensor Kinect foi 
adotado como alternativa viável a construção do protótipo sendo responsável pelo 
registro e marcação do ponto eletrônico. Ele deverá ser instalado em um local 
específico no ambiente, podendo atuar como um mecanismo de coleta de dados, 
auxiliando no processo de captura de imagens e informações. 
 
1.3. Objetivos 
 
1.3.1. Objetivo Geral 
 
O objetivo geral do trabalho é construir um protótipo de software de reconhecimento 
facial responsável pelo registro e marcação de ponto dos funcionários de uma 
empresa, utilizando o sensor Kinect como instrumento de detecção e extração de 
características faciais de pessoas, promovendo a identificação biométrica por meio 
da utilização de imagens da face armazenadas pelo sistema, gerando uma base de 
dados de imagens local. 
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1.3.2. Objetivos Específicos 
 
São estabelecidos os seguintes objetivos específicos: 
1. Gerar documentação sobre o uso do Kinect e sua SDK (Software Development 
Kit); 
 
2. Gerar um banco de dados de imagens da face de pessoas cadastradas no 
sistema; 
 
3. Adquirir conhecimento sobre o uso de técnicas de detecção e reconhecimento de 
faces; 
 
4. Estudar os processos de Detecção de Face e quais as condições favoráveis e 
desfavoráveis para essa tarefa; 
 
5. Estudar a biblioteca de Visão Computacional OpenCV (Open Source Computer 
Vision Library ); 
 
6. Estudar o modelo de detecção de face proposto por Viola e Jones; 
 
7. Identificar os requisitos para elaboração do protótipo de software; 
 
8. Desenvolver o protótipo; 
 
9. Testar o protótipo; 
 
10. Analisar a percepção dos impactos no uso do sistema sob o ponto de vista dos 
funcionários e voluntários do sistema. 
 
1.4. Estrutura da Dissertação 
 
A elaboração deste estudo envolve o desenvolvimento de um protótipo de software 
de detecção e reconhecimento de face que tem como base o modelo descrito por 
Viola e Jones (2001; 2004). O presente estudo promoverá a definição de estratégias 
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para o desenvolvimento de recursos que possam mensurar as taxas de detecção de 
face com base no uso de ferramentas fornecidas pela biblioteca OpenCV (Open 
Source Computer Vision Library), tendo consciência das limitações impostas pelas 
suas funções implementadas. 
 
Esta dissertação está dividida em sete capítulos. No Capítulo 1, são apresentados 
os módulos de inicialização do projeto baseado nos tópicos de introdução, problema, 
justificativa, objetivos e estrutura da dissertação. Considerou-se neste capítulo, o 
contexto de cada um dos principais assuntos levantados pelo problema de detecção 
e reconhecimento de faces, a fim de contextualizar e fornecer informações 
necessárias para suporte ao conteúdo da pesquisa.  
 
No Capítulo 2, é dado início a fundamentação teórica na qual é apresentada a base 
de sustentação desta pesquisa sob o ponto de vista conceitual. Neste capítulo, é 
apresentado o conceito de biometria e suas diferentes aplicações no cenário atual 
de tecnologia incluindo processamento digital de imagem relacionados a detecção 
de face com o uso do dispositivo Kinect, demonstrando exemplos de sua aplicação 
em projetos acadêmicos e de pesquisa. 
 
No Capítulo 3, é apresentada uma revisão bibliográfica sobre o tema proposto 
demonstrando técnicas de detecção e reconhecimento de face, com destaque para 
o modelo de detecção de face proposto por Viola e Jones (2001; 2004). São 
apresentadas três contribuições chave no uso deste modelo incluindo uma 
representação da imagem denominada de "Imagem Integral", o uso de 
características do tipo Haar; o uso de um algoritmo de aprendizado "boosting", e 
uma estrutura chamada de "cascata de classiﬁcadores" com o objetivo de otimizar o 
processo de detecção de face. Ainda, nesse capítulo, é realizada uma descrição do 
dispositivo Kinect, sua origem e seu funcionamento, e ainda sua aplicação na tarefa 
de detecção e reconhecimento de faces. Ao final deste capítulo, são apresentadas 
algumas bibliotecas utilizada na implementação do projeto, com um foco especial no 
uso de algoritmos de detecção implementados pela biblioteca OpenCV. 
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No Capítulo 4, é descrita a metodologia utilizada na elaboração do protótipo, 
juntamente das características relacionadas ao seu desenvolvimento, seguido do 
arcabouço conceitual e do cronograma de implementação.  
 
O Capítulo 5 trata dos experimentos realizados incluindo o uso de métodos de 
segmentação de imagens e análise da performace do algoritmo testando a 
capacidade e usabilidade do protótipo de software desenvolvido. Este capítulo 
descreve a forma como foram feitos os testes, apresentando os experimentos 
utilizados no processo de detecção e reconhecimento de face demonstrando o uso 
da aplicação e suas potencialidades. 
 
Por fim, no Capítulo 6, são apresentados os resultados obtidos com base em testes 
realizados no local e, no Capítulo 7, são discutidas as conclusões e os trabalhos 
futuros, elucidando alguns pontos de interesse que poderão ser analisados e 
implementados de forma a promover a continuidade deste estudo. 
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CAPÍTULO 2 
2. FUNDAMENTAÇÃO TEÓRICA 
 
2.1. Biometria 
 
A Biometria é o estudo das características físicas e comportamentais dos seres vivos 
que podem ser utilizadas para a identificação de indivíduos de forma única 
(CAVALCANTI, 2005). Este capítulo abordará uma breve introdução sobre a 
biometria, sua história e relevância para a sociedade, assim como sua aplicação 
baseada no uso de técnicas que retratam as características físicas e 
comportamentais de indivíduos. 
 
2.1.1. Introdução 
 
A biometria é uma técnica utilizada na identificação de indivíduos a partir do uso de 
características mensuráveis como medidas fisiológicas ou comportamentais que 
permitem diferenciar de forma confiável um indivíduo dos demais. 
 
Segundo Dos Santos (2007), a biometria é um conceito associado ao uso eficiente 
de técnicas de identificação sendo utilizada há muito tempo pelos povos egípcios no 
tratamento de extrações de características de um indivíduo com base no uso de 
métodos e técnicas primordiais relacionadas à existência de marcas de cicatrizes e 
ate mesmo de aparências pessoais para auxiliar no processo de identificação.  
 
Os Sistemas biométricos atuais são compostos por processos automatizados sem a 
necessidade de intervenção humana. O primeiro processo é aplicado à captura de 
um sinal digital ou analógico das características de uma pessoa. O segundo é 
responsável pelo processamento e classificação dos padrões. Já o último é o 
processo de decisão que retorna o resultado com muita precisão, e, na maioria dos 
casos acontece em tempo real (INTERNATIONAL BIOMETRIC GROUP, 2014 apud 
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BOECHAT, 2008). A precisão biométrica é entendida como o maior objetivo e 
também o maior desafio da biometria, sendo necessária a aplicação de vários casos 
de testes baseados em amostras heterogêneas de análise e validação do sistema 
biométrico. A precisão biométrica é medida por situações nas quais sua aplicação 
alcance resultados satisfatórios, proporcionando casos sem falsos negativos, 
quando a aplicação não reconhece o indivíduo mesmo estando devidamente 
cadastrado na base de dados do sistema, e nem falsos positivos, quando o sistema 
reconhece um indivíduo como sendo outro. 
 
A grande maioria dos sistemas biométricos também possui vários fatores externos 
ao sistema que podem atrapalhar a sua utilização, como a iluminação, no caso de 
utilização de imagens, ou da qualidade da digital, que é a característica mais 
estudada e difundida e, em alguns casos, até considerada sinônimo de biometria 
(TEIXEIRA, 2011).  
 
Os sistemas biométricos se dividem em dois grandes grupos: 1) os invasivos, que 
necessitam a colaboração do sujeito para a sua identificação; e 2) os não invasivos, 
que podem ser utilizados até mesmo sem o conhecimento do identificado. Entre os 
métodos invasivos, encontram-se os mais conhecidos de biometria, como a 
biometria pela digital, pela face, pela íris, pela assinatura, entre outros. No que se 
refere aos métodos invasivos, há métodos biométricos que possuem grande 
distinguibilidade, ou seja, métodos que conseguem distinguir dois indivíduos 
identificando-os corretamente. Tais métodos desempenham com louvor o objetivo 
comum da biometria que é a identificação de um indivíduo (TEIXEIRA, 2011). 
Devido a essa característica, eles costumam ser muito utilizados para a 
identificação, como, por exemplo, na criação de documentos ou cadastro de 
funcionários. Porém, esses métodos necessitam a colaboração do sujeito que está a 
ser identificado, o que nem sempre é o caso. 
 
Em casos nos quais ou o sujeito não está disposto a colaborar na sua identificação 
ou se deseja identificar alguém sem que a pessoa saiba que está sendo identificada, 
podem ser utilizados os sistemas biométricos não invasivos. Esses sistemas não se 
resumem a esses casos citados, mas são ótimos para essas situações. Sistemas 
biométricos não invasivos costumam se utilizar de métodos que não necessitam de 
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contato com o sujeito para a sua identificação como a utilização de imagens, que 
podem ser obtidas a distância com o uso de uma câmera. Enquadra-se nesse tipo 
de biometria a identificação facial, a antropométrica pela caminhada, entre outras. 
 
O presente estudo está centrado na biometria não invasiva, em especial no 
processo de identificação e reconhecimento de características da face de indivíduos 
que tem chamado cada vez mais a atenção de pesquisadores e cientistas da área 
de visão computacional.  
 
2.1.2. História 
 
Apesar da evolução de novos campos da ciência da computação, os princípios 
básicos relacionados ao uso da biometria já são compreendidos e praticados pelos 
povos, desde a antiguidade, quando o homem distinguia uma pessoa de outra por 
meio de sua aparência que julgava conhecer. No entanto, esta tarefa assumiu uma 
posição cada vez mais desafiadora à medida que as populações aumentavam e 
novos indivíduos iam surgindo em comunidades pequenas (NSTC, 2007 apud 
BOECHAT, 2008). 
 
Ao contrário do senso comum, a biometria não é um conceito novo. Inédita é apenas 
sua aplicação em sistemas computacionais. Sabe-se, por exemplo, que os faraós do 
Egito usavam características físicas de pessoas para distingui-las: utilizavam como 
informação de identificação cicatrizes, cor dos olhos, arcada dentária, entre outros 
(BOECHAT, 2008).  
 
Na China, no período de 800 D.C., as impressões digitais eram grafadas no barro 
para confirmar a identidade da pessoa em transações comerciais. No século XIV, os 
chineses usavam a biometria carimbando as mãos e os dedos das crianças em 
papel, de forma a distinguir uma criança de outra, após o nascimento. Esse fato foi 
reportado pelo explorador João de Barros em sua expedição a China (MORAES, 
2006). 
 
Na Europa, a biometria se fez presente em um período muito mais recente sendo 
datada no final do século XIX. Em 1890, um antropologista e delegado policial de 
29 
 
 
 
Paris, Alphonse Bertillon, encontrou na biometria uma forma de identificação de 
criminosos e transformou-a em uma nova área de estudos (MORAES, 2006). 
Alphonse Bertillon era um francês que tinha grande interesse em pesquisas 
criminalistas, na intenção de relacionar as medidas do corpo humano que eram 
escritas em cartões constituídos pelo diâmetro transversal da cabeça, comprimento 
dos pés, dedos, antebraços, estatura entre outros, resultando na produção de uma 
variedade de dispositivos para mensuração (ARAUJO e PASQUALI, 2003 apud 
BOECHAT, 2008).  
 
Todavia, as categorias criadas no sistema de Bertillon não eram únicas, ocorreram 
muitos erros, causando o descrédito do sistema. Um dos mais conhecidos foi a 
prisão de um homem que alegou nunca ter estado preso. No entanto, ao verificar as 
informações, confirmou-se que havia outro homem com as mesmas características 
do primeiro que estava detido em outro presídio (ARAUJO e PASQUALI, 2003 apud 
BOECHAT, 2008). 
 
Os resultados obtidos por Bertillon não foram conclusivos, porém a ideia de 
relacionar as medidas do corpo humano mensurando suas características físicas 
prosseguiu, sendo utilizado por autoridades policiais em todo o mundo. Este método 
recebeu o nome de “Bertillonage”.   
 
A Figura 1 ilustra algumas técnicas de medição desenvolvidas pelo método de 
Bertillon, como: medida dos braços, das pernas, da cabeça, e inclusive das orelhas. 
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Figura 1: Método de Bertillon.  
Fonte: Moraes (2006, p. 18). 
 
O método de Bertillon era dividido em três partes: 
 Medida das partes do corpo, conduzida com precisão e sobre cuidadosas 
condições de algumas partes do corpo; 
 
 Descrição morfológica da aparência e do formato do corpo e suas medidas 
relacionadas aos movimentos; 
 
 Descrições de marcas peculiares no corpo, resultante de doenças, acidentes, 
deformidades, como cicatrizes, amputações, deficiências e tatuagens. 
 
Tal método deixou de ser utilizado quando se chegou a conclusão de que era 
comum encontrar duas pessoas com medidas idênticas, como tamanho das orelhas 
e do nariz.  
 
Na Suíça, com o aparecimento da fotografia, passou-se a utilizá-la como instrumento 
nos processos exclusivos de identificação criminal. Na Índia, um inglês chamado 
William James Hersche, descontente com os comerciantes locais que não cumpriam 
os seus contratos, passou a pedir que colocassem suas assinaturas mais a 
impressão das digitais nos documentos. A ideia, segundo o próprio Herschel, era 
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"assustar os comerciantes, de modo que não pudessem repudiar sua assinatura" 
(ARAUJO e PASQUALI, 2003 apud BOECHAT, 2008). 
 
Na Segunda Guerra Mundial, os exércitos transmitiam suas mensagens utilizando 
de código Morse, que incluiam a digitação de pontos e traços seguindo uma 
sequência de ritmos distintos ajudando a distinguir um aliado de um inimigo 
(GAINES et al., 1980 apud BOECHAT, 2008). 
 
Novos modelos de sistemas biométricos começaram a aparecer durante a última 
metade do século passado, quando novas aplicações biométricas passaram a ser 
desenvolvidas tornando-se uma realidade comercial.  
 
Hoje, as principais aplicações dos sistemas biométricos estão nas áreas jurídica, 
comercial e social. Na área jurídica, a biometria pode ser utilizada em investigações 
e em identificações de corpos. Na área comercial, é possível verificar rapidamente 
se um comprador é quem ele diz ser e possui capital suficiente para que a transação 
seja realizada sem perigo de fraude. Na área social, essas aplicações vêm restringir 
o acesso de pessoas a locais ou informações importantes. 
 
Atualmente, vivemos em um período de constante inovação tecnológica em se 
tratando de modelos de sistemas biométricos disponíveis no mercado. A busca por 
novas plataformas de interação em sistemas biométricos tem como foco a indústria 
especializada direcionada a um mercado globalmente equilibrado (BOECHAT, 2008). 
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2.1.3. O Sistema Biométrico 
 
Um sistema biométrico é a composição de um modelo que envolve a utilização de 
técnicas avançadas para a identificação de pessoas por meio de suas 
características definidas pelo uso da impressão digital, face, íris, voz, entre outros. O 
sistema biométrico é muito usado para limitar o acesso de indivíduos a determinados 
estabelecimentos públicos e privados. 
 
É válido destacar que sistemas biométricos apresentam elevada precisão e 
sensibilidade sendo bastante utilizados no controle de acesso a determinadas áreas 
de risco ou de sigilo. Centros de Formação de Condutores também fazem uso de 
sistemas biométricos como forma de comprovação da presença de alunos. A nível 
mundial, boa parte dos países da Europa vem avaliando a adoção de tecnologias 
biométricas em seus portos e aeroportos reforçando a segurança na validação e 
autenticidade de passaportes (MORAES, 2006). 
 
Alguns exemplos de sistema biométrico utilizam equipamentos mais caros, enquanto 
outros são mais acessíveis e baratos para a aquisição. 
 
2.1.4. Técnicas Biométricas 
 
Os sistemas biométricos são formados por dois modelos de classes distintas: o 
primeiro modelo é baseado nas características físicas, enquanto que o segundo é 
baseado nas características comportamentais dos indivíduos. A característica física 
é uma medida fisiológica ou anatômica relativamente estável de uma parte do corpo 
humano basicamente imutável tal como a face, impressão digital, íris, retina, 
geometria da mão, padrão das veias entre outras (COSTA, 2006 apud BOECHAT, 
2008). 
 
Por outro lado, uma característica comportamental é baseada nas ações únicas do 
indivíduo aprendida e adquirida ao longo da vida, capturada durante certo período 
de tempo (NSTC, 2007 apud BOECHAT, 2008). Também na característica 
comportamental pode ser incorporado o tempo como medida, como o tempo inicial, 
médio e final (INTERNATIONAL BIOMETRIC GROUP, 2014 apud BOECHAT, 2008). 
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Dentre as características comportamentais estão: o modo de andar, a assinatura, a 
dinâmica da digitação, a fala, entre outras. As características comportamentais do 
indivíduo também são conhecidas como sendo uma característica não estática, ou 
seja, tendem a variar com o tempo e podem sofrer algumas alterações, dependendo 
do estado emocional da pessoa. Por exemplo, a voz de um indivíduo pode sofrer 
alterações quando em estado de medo, gripado ou correndo perigo e, por esse 
motivo, a maioria dos sistemas biométricos permite que sejam feitas atualizações de 
suas amostras biométricas à medida que vão sendo utilizados, tornando o sistema 
de identificação mais eficiente (SILVA FILHO, 2005; COSTA, 2006 apud BOECHAT, 
2008). 
 
A distinção de característica comportamental e fisiológica é ligeiramente artificial, 
pois uma característica de comportamento é baseada em uma parte fisiológica, 
como a forma das cordas vocais (reconhecimento de voz) ou a agilidade de mãos e 
dedos (assinatura). E uma característica fisiológica é capturada conforme o 
comportamento do indivíduo, por exemplo, a maneira como um usuário apresenta 
um dedo ou um olhar no dispositivo biométrico (INTERNATIONAL BIOMETRIC 
GROUP, 2014 apud BOECHAT, 2008). 
 
Características de um sistema biométrico definem quais atributos classificatórios 
este possui (CAVALCANTI, 2005). Os atributos podem ser: aceitabilidade do sistema 
por parte do usuário; unicidade; universalidade; longevidade; vulnerabilidade e 
facilidade de captura da característica; escalabilidade; desempenho e tamanho de 
armazenamento do sistema e custo; tamanho e tipo do sensor que captura a 
característica.  
 
 Sistemas biométricos baseados na face, por exemplo, possuem boa aceitação, sua 
característica é universal e como sensor basta uma simples câmera de computador. 
Em contrapartida, a face é uma característica que muda com o tempo, fazendo com 
que o banco de dados fique ultrapassado em um curto espaço de tempo. Também, 
possuindo a face muitos traços importantes que a definem, o tempo de 
processamento é demorado em relação às outras características e existe a 
necessidade de que o espaço de armazenamento do banco de dados seja grande. 
Todos os sistemas biométricos possuem a mesma estrutura básica definida a partir 
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da captura, padronização, codificação e comparação das características. Essa 
comparação pode ser de dois tipos: verificação ou reconhecimento (CAVALCANTI, 
2005). Na verificação, a característica é comparada com as outras daquele mesmo 
indivíduo estando armazenadas no banco de dados (1:1). No reconhecimento, a 
característica é comparada com todas do banco de dados (1:n). 
 
A Figura 2 apresenta um organograma com exemplos dos tipos de biometria para as 
características físicas e comportamentais definidas. 
 
 
 
Figura 2: Características Biométricas. 
Fonte: Boechat (2008, p. 9). 
 
A seguir são apresentados alguns métodos biométricos existentes. 
 
2.1.4.1. Impressão Digital 
 
Conforme ilustrado na Figura 3, as impressões digitais são utilizadas há séculos pela 
sociedade no processo de identificação pessoal, tendo sua aplicação em registros 
civis e em investigações criminais (JAIN, HONG, PANKANTI e BOLLE, 1997). 
Segundo Prabhakar (2001), a formação digital em um feto é definida durante os 
primeiros sete meses de gestação não sofrendo alterações durante todo o ciclo de 
vida, exceto em casos específicos que envolvam acidentes. Mesmo em gêmeos, as 
impressões digitais são distintas umas das outras para cada um dos dedos (JAIN, 
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HONG e PANKANTI, 2000). Outro ponto interessante está relacionado à rapidez e à 
segurança dos dados aliadas ao baixo custo de aquisição e implementação com um 
nível de confiança satisfatório. 
 
A extração de características relacionadas as impressões digitais fundamenta-se em 
encontrar pequenos pontos especiais, chamados de minúcias, presentes nas 
digitais, tais como, pontos de finalização de linhas, pontos de junção de linhas, 
quantidade de vales e sulcos existentes entre os pontos (BOTHA e COETZEE, 1993 
apud BOECHAT, 2008). Um problema com essa tecnologia é a sua falta de 
aceitabilidade por parte da sociedade que ainda associa a impressão digital com 
questões jurídico-criminais. Outro problema esta relacionado a possíveis alterações 
nas digitais devidos a cortes, queimaduras, razões ambientais, ou profissionais 
(JAIN, HONG e PANKANTI, 2000). 
 
 
 
Figura 3: Modelo de Impressão Digital. 
Fonte: Boechat (2008, p. 10). 
 
2.1.4.2. Face 
 
Segundo Boechat (2008), a face é a característica biométrica mais comumente 
usada para identificação pessoal. O reconhecimento facial ou facial recognition 
(Figura 4) analisa as características faciais das imagens da face, como os olhos, 
sobrancelhas, nariz, lábios, e forma de queixo, capturadas por uma câmera digital de 
forma manual ou automática (JAIN, HONG e PANKANTI, 2000). 
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Figura 4: Imagem de Captura da Face. 
Fonte: Boechat (2008, p. 10). 
 
Por se tratar de uma técnica bastante aceita pela sociedade em geral, o 
reconhecimento facial é muito eficiente no processo de identificação de pessoas, 
não exigindo do usuário longos períodos de espera ou qualquer envolvimento que 
não esteja relacionado apenas na captura da imagem por uma câmera digital (JAIN, 
BOLLE, PANKANTI,1999). 
 
O sistema de reconhecimento facial não garante 100% no processo de identificação 
de um indivíduo podendo falhar quando houver alteração de algum atributo estético 
como: cabelo, barba, bigode ou até mesmo o uso de acessórios como óculos, 
chapéu e lenço (CAVALCANTI, 2005). Outros fatores também podem influenciar 
negativamente no processo de localização das características faciais de um 
indivíduo, tais como a posição da face estando parcialmente ou totalmente obstruída 
por objetos, expressões faciais, complexidade no fundo da imagem, ângulo da 
câmera, condições da luz (BRUNELLI e POGGIO, 1992). 
 
2.1.4.3. Geometria da Mão 
 
A geometria da mão (hand geometry) envolve uma variedade de medidas e análise 
da forma da mão da pessoa, incluindo largura e área da mão, comprimento e largura 
dos dedos, contornos externos, linhas internas e veias. A Figura 5 representa uma 
imagem da captura de dados da mão de um indivíduo. Essa é uma técnica bastante 
simples, barata, fácil de usar e está sendo utilizada para controle de acesso a áreas 
restritas (JAIN, HONG e PANKANTI, 2000). 
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Figura 5: Imagem da Captura da Mão. 
Fonte: Boechat (2008, p. 11). 
 
As características da mão são passíveis de mudanças ao longo dos anos 
provocadas por ganho de peso, cicatrizes ou inchaços. Para estes casos torna-se 
necessário o recadastramento do usuário no sistema. Entretanto, anomalias 
individuais, como pele seca, geralmente não afetam a precisão do reconhecimento 
(JAIN, ROSS e PRABHAKAR, 2004 apud BOECHAT, 2008). Sistemas baseados 
nesse tipo de tecnologia são encontrados em ambientes fechados e de temperatura 
controlada, pois a luz solar incidindo diretamente sobre o dispositivo biométrico pode 
influenciar o desenho do contorno da mão (SUCUPIRA, 2004). 
 
2.1.4.4. Íris 
 
O reconhecimento da íris (iris-scan) é um método relativamente novo, existente 
desde 1994. O método reconhece uma pessoa analisando a íris, anéis coloridos do 
tecido que circunda a pupila, responsável por regular o tamanho da pupila e 
controlar a quantidade de luminosidade que entra no olho (NSTC, 2007 apud 
BOECHAT, 2008). A imagem da íris requer o uso de dispositivo biométrico de alta 
qualidade e luz infravermelha tipicamente para iluminá-la sem causar danos ou 
incômodos ao indivíduo. 
38 
 
 
 
 
 
Figura 6: Imagem do Olho Humano. 
Fonte: Moraes (2006, p. 68). 
 
A íris é uma característica biométrica que não sofre alteração com o passar do 
tempo. Além de ser extremamente difícil de mexer cirurgicamente na textura de uma 
íris, nem o uso de óculos ou lentes de contato prejudicam o processo de 
reconhecimento (DAUGMAN, 1993 apud BOECHAT, 2008). Para Jain et al. (2000), a 
utilização da íris requer a presença do indivíduo e ainda possui custos elevados. A 
Figura 6 apresenta uma imagem característica de um olho humano na qual é 
possível verificar a presença da íris. 
 
O reconhecimento biométrico através da íris é um dos métodos mais seguros de 
autenticação e identificação, graças à extração de suas características. Depois que 
ocorre a captura da imagem da íris por uma câmera padrão, o processo de 
autenticação realiza uma comparação da íris do sujeito atual com a versão 
armazenada no sistema, sendo um dos mais precisos recursos de identificação com 
taxas mínimas de falsa aceitação e rejeição pelo sistema (BOECHAT, 2008). 
 
2.1.4.5. Voz 
 
Aplicações atuais de reconhecimento de voz são mais utilizadas em situações onde 
a verificação de identidade remota é necessária. Exemplos disso envolvem as 
aplicações de call center e também as aplicações decorrentes de transações por 
telefone ou computador. As aplicações mais populares de reconhecimento 
biométrico por voz estão associadas às transações financeiras como, por exemplo, 
transferências, pagamentos e negociações. Outro caso se aplica a validação e 
atualização de informações relacionadas aos dados cadastrais de um indivíduo 
como mudança de endereço ou de telefone.  
39 
 
 
 
 
 
Figura 7: Reconhecimento de Voz. 
Fonte: Boechat (2008, p. 12). 
 
De acordo com Magalhães (2003 apud Silva, Carvalho e Neto, 2010), a autenticação 
biométrica pelo reconhecimento da voz é baseada no fato de que as características 
físicas de um indivíduo implicam à sua voz características únicas. O aspecto físico 
mais relevante é a forma do intervalo vocal, que é composto por todos os órgãos e 
cavidades que participam da produção da fala. A Figura 7 ilustra uma imagem 
característica de um sistema de reconhecimento de voz. 
 
Características no uso da voz são sensíveis a algumas situações que envolvem 
ruído do ambiente e também o estado emocional e físico do locutor. Vozes parecidas 
podem reduzir a precisão e a eficiência do reconhecimento (JAIN, HONG e 
PANKANTI, 2000). 
 
2.1.4.6. Assinatura 
 
De acordo com Abbas (1994 apud BOECHAT, 2008), o reconhecimento da 
assinatura (signature-scan) pode ser realizado de forma estática (off-line) ou 
dinâmica (on-line). O reconhecimento da assinatura estática utiliza apenas a imagem 
de uma assinatura feita com o uso de uma caneta normal, sendo extraídas 
características geométricas da assinatura como a inclinação dos traços da escrita, 
altura, comprimento e a quantidade de palavras (SUCUPIRA , 2004). 
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Figura 8: Assinatura. 
Fonte: Pereira (2012, p. 39). 
 
Um bom referencial de uso dos sistemas biométricos baseados em assinatura é sua 
aceitação como um método de identificação pessoal e intransferível que pode ser 
incorporada de forma transparente por instituições financeiras para a verificação de 
assinaturas em cheques ou cartões de créditos (JAIN, HONG e PANKANTI, 2000). A 
Figura 8 representa uma imagem ilustrativa da assinatura digital de um indivíduo. 
 
2.1.4.7. Dinâmica da Digitação 
 
A Dinâmica da Digitação (Keystrokes dynamics) é uma técnica relativamente barata, 
que necessita apenas de um teclado e um software para autenticação. Seu uso se 
destaca em relação a outras técnicas biométricas por não necessitar de um elevado 
custo de aquisição de dispositivos biométricos de captura e análise dos dados 
necessários para a autenticação. 
 
 
 
Figura 9: Dinâmica da Digitação. 
Fonte: Diário Catarinense (2013). 
 
Segundo Araújo (2004 apud BOECHAT, 2008), para este tipo de técnica biométrica, 
quanto maior for a habilidade do usuário na digitação, mais fácil e confiável será a 
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maneira como é reconhecido, visto que sua variação intrapessoal será pequena. A 
Figura 9 ilustra uma imagem representativa dessa tecnologia. 
 
2.1.5. Trabalhos Relacionados ao Uso da Biometria 
 
2.1.5.1. Registro de Frequência de Discentes por Meio de Biometria 
 
Desenvolvido por Marcos Paulo Sanchez (SANCHEZ, 2011), esse projeto consiste 
na implementação de um modelo de software aplicado ao uso da biometria capaz de 
realizar a coleta de frequência de discentes em uma instituição de ensino baseado 
no uso da impressão digital. Desenvolveu-se neste projeto um método de pesquisa a 
fim de otimizar o processo de localização da informação biométrica em um banco de 
dados reduzindo o tempo de comparação dos dados capturados. Esse trabalho fez 
uso de um algoritmo de busca linear com utilização de variáveis de ambiente pré-
cadastradas no sistema reduzindo o universo de informações biométricas avaliadas 
em tempo de processamento. 
 
 
 
Figura 10: Software de Identificação de Discentes – (Universidade de Taubaté/SP). 
Fonte: Sanchez (2011, p. 59). 
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2.1.5.2. Sistema Biométrico para Registro de Presença de Alunos em Sala de 
Aula com Gestão de Merenda Escolar 
 
Desenvolvido em parceria entre a fabricante Madis e a secretaria de educação do 
município de Praia Grande (SP), esse sistema faz uso da biometria de 
reconhecimento da digital para controle de faltas e gestão da merenda escolar 
(INFO, 2011). As informações coletadas pelo sistema são repassadas aos 
responsáveis durante a preparação da merenda escolar para que possam, com base 
no número de alunos, calcular a quantidade de alimentos necessários no preparo 
das refeições evitando o desperdício de comida. Além de um controle no preparo 
das refeições, o sistema disponibiliza um relatório diário que é enviado aos pais com 
os horários de entrada e saída dos alunos além de um alerta por SMS em caso de 
ausência dos mesmos. 
 
 
 
Figura 11: Sistema Biométrico de Registro de Faltas. 
Fonte: Info (2011). 
 
2.1.5.3. Sistema de Reconhecimento Biométrico da Íris 
 
O trabalho de Lucas (2011) propõe a criação de uma base de dados com imagens 
da íris de indivíduos cadastrados no sistema em condições controladas de 
iluminação do ambiente. O estudo apresentou a criação de um modelo linear com 
cálculo de coeficientes em função da base de dados obtida e um modelo neuronal 
treinado. Foram utilizados procedimentos de segmentação e de normalização de 
imagens da íris. O processo de aquisição e registro de imagens foi constituído de 
43 
 
 
 
três fases, incluindo o posicionamento óptico experimental para efeito de 
alinhamento central da íris. O Software apresentado foi desenvolvido em linguagem 
Matlab. 
 
 
 
Figura 12: Sistema Biométrico de Reconhecimento Através da Íris. Processo de Aquisição de 
Imagem pelo Sistema Óptico experimental. 
Fonte: Lucas (2011). 
 
2.1.5.4. VoiceAnalisys - Sistema Biométrico de Voz de Apoio a Perícia 
 
Software de apoio à perícia baseado no reconhecimento de voz, o VoiceAnalisys 
desenvolvido por Silva (2012) propõe uma solução de apoio ao perito 
proporcionando uma análise acústica entre dois sinais de voz específicos. Sua 
aplicação é capaz de efetuar a extração de parâmetros temporais de domínio das 
frequências e comparação estatística. Segundo o autor, a aplicação possui uma 
interface intuitiva, simples e amigável ao usuário do sistema. 
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Figura 13: Interface do software VoiceAnalisys. 
Fonte: Silva (2012, p. 452). 
 
Figura 14: Análise e Processamento de Voz. 
Fonte: Silva (2012, p. 453). 
 
2.1.6. Trabalhos Relacionados ao Uso do Kinect 
 
As primeiras câmeras de captura de imagem 3D existentes no mercado eram muito 
caras e exigiam consideráveis recursos computacionais. Dessa forma, o interesse na 
investigação e no desenvolvimento de algoritmos para análise desses tipos de 
dados eram limitados. Tal fato veio a mudar radicalmente com o lançamento do 
dispositivo Kinect, pois com o surgimento deste novo dispositivo houve um crescente 
aumento na investigação de novos tipos de algoritmos (PANIAGUA, 2011). O Kinect 
foi desenvolvido pela Microsoft com o propósito apenas de interação com o console 
Xbox 360 sem a necessidade de qualquer tipo de contato físico, apenas utilizando o 
próprio corpo a partir de movimentos do usuário. Com o seu surgimento no mercado, 
surgiu grande interesse por parte da comunidade científica devido às suas grandes 
vantagens e potencialidades aliadas a um baixo custo na aquisição do dispositivo. 
 
Alguns trabalhos relacionados ao uso do dispositivo Kinect foram surgindo com o 
tempo dando espaço a alguns projetos interessantes apresentados a seguir. 
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2.1.6.1. Fusion 4D – Interface Natural e Imersiva para Manipulação de Objetos 
3D 
 
Desenvolvimento pela Universidade de São Paulo (USP), o projeto Fusion 4D, tem 
por objetivo a implementação de uma interface gestual para a manipulação de 
objetos 3D com utilização do dispositivo Kinect (MATSUMURA, 2011). De acordo 
com Matsumura (2011), a interação no uso do software se faz presente por meio de 
gestos com disponibilidade de utilização de comandos de voz proporcionando um 
ambiente natural ao usuário. Sua aplicação está relacionada a partes do corpo 
humano visualizadas em 3D com o uso de óculos estereoscópicos anaglifos. 
 
De acordo com o autor, o projeto é viável e poderá ser utilizado como uma interface 
de interação para aplicações médicas e educacionais proporcionando um ambiente 
virtual imersivo. Sua aplicação busca criar um Ambiente Virtual onde o aluno tem a 
sensação real de manipulação direta de objetos virtuais. Também apresenta 
modelos 3D da anatomia humana incluindo o cérebro, feto e parte torácica. 
 
Este projeto surge da necessidade de evolução da interface de gestos do projeto 
VIDA1 aliada ao interesse por novas tecnologias. Com o uso do dispositivo Kinect, foi 
possível a definição de comandos de manipulação eficazes com suporte a objetos 
3D. Sua implementação é baseada em linguagem C# com utilização da plataforma 
.NET juntamente do kit de desenvolvimento oficial para Kinect SDK e tem como 
público alvo professores e estudantes da área de saúde. 
 
O autor ressalta a necessidade de métodos de captura de imagem 3D juntamente de 
algoritmos de reconhecimento de gestos capazes de fornecer recursos utilizados na 
manipulação de objetos. A descrição dos métodos utilizados na detecção e 
manipulação de objetos não foi descriminado pelo autor em seu estudo. A 
implementação de algoritmos baseados no uso do Kinect está disponível em sua 
SDK. Conforme Figura 15, é possível imaginar que o usuário tenha a ilusão de que 
os objetos flutuam ao alcance das mãos. 
                                                   
1
 TORI, R.; NUNES, F.; GOMES, V.; TOKUNAGA, D. Vida: atlas anatômico 3D interativo para 
treinamento a distância. [S.I.: s.n.], 2009. p. 1801-1810. 
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a) 
 
b) 
 
 
Figura 15: a) Ações de Manipulação do Objeto 3D; b) Visualização do objeto 3D. 
Fonte: Matsumura (2011, p. 70 e p. 64). 
 
O autor cita alguns métodos de codificação de cor em anaglifos e eliminação de 
fantasmas que permite a visualização e geração de objetos virtuais 3D. Quanto à 
detecção da posição capturada por um frame, utiliza-se uma análise de 
agrupamento baseado no vizinho mais afastado, sendo que a distância entre 
diferentes poses é calculada com base na distância euclidiana máxima das 
articulações. 
 
 
 
Figura 16: Resultados Preliminares de Testes de Reconhecimento de Voz. 
Fonte: Matsumura (2011, p. 85). 
 
A figura anterior (Figura 16) representa o percentual de falsos positivos e negativos 
para a análise de reconhecimento de voz do sistema. 
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2.1.6.2. PADEVI – Protótipo de Auxílio a Deficientes Visuais 
 
Projeto participante da feira de ciência e energia DOESEF – TURQUIA. Segundo 
Baggio (2015), esse projeto foi desenvolvido a partir de pesquisas realizadas em 
instituições parceiras que atendem pessoas com necessidades especiais. O projeto 
propôs a utilização do sensor Kinect para auxilio a pessoas com deficiência visual, 
facilitando sua locomoção no ambiente por meio da utilização de comandos de voz. 
O autor afirma que usuários do sistema sentiram-se mais seguros após a utilização 
do protótipo. Sua aplicação consiste no uso do Kinect juntamente de uma bengala 
com um microfone acoplado. Durante o uso da aplicação, sinais sonoros são 
enviados para o fone de ouvido com o aviso de qualquer perigo no ambiente. 
 
A escolha da linguagem C# ocorreu por motivos de compatibilidade com o Kinect e a 
utilização da biblioteca de recursos avançados Microsoft Kinect for Windows SDK 
com variados recursos e utilidades. As imagens capturadas pelo sensor Kinect são 
avaliadas de acordo com a profundidade através da câmera de infravermelho do 
dispositivo que converte os valores da distância em metros utilizando uma equação 
matemática. 
 
 
 
Figura 17: Imagem da Bengala Utilizada no Protótipo. 
Fonte: Baggio (2015, p. 54). 
 
Os resultados apresentam uma análise simples de imagens capturadas pelo Kinect 
considerando uma margem de erro. Os dados obtidos permitem avaliar uma melhor 
performace e qualidade para as distâncias entre 0,5 metros até 3,5 metros. 
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Distâncias superiores ou inferiores a está margens demonstraram altos índices de 
erros. A Figura 18 demonstra que para distâncias inferiores a 0,5 metro do 
dispositivo, o sensor Kinect não reconhece um obstáculo, desta forma, não sendo 
capaz de calcular a sua distância. Em contrapartida, para distâncias superiores a 6 
metros, as informações vão sendo perdidas gerando maiores índices de erros. 
 
 
 
Figura 18: Análise Gráfica da Variação de Profundidade. 
Fonte: Baggio (2015, p. 55). 
 
O autor finaliza dizendo que foi possível o desenvolvimento de tal aplicação 
melhorando a segurança na locomoção de deficientes visuais sendo de fácil 
utilização quanto à detecção de obstáculos no ambiente. 
 
2.1.6.3. Akihiro Eguchi 
 
Esse estudo é apresentado na tese de Eguchi (2011) e tem como objetivo combinar 
o uso do sensor Kinect com técnicas aprendizagem de máquinas (Machine 
Learning) a fim de implementar um modelo de reconhecimento de objetos capaz de 
associar elementos de aprendizagem semelhantes à forma de como crianças 
adquirem conhecimento. Projeto desenvolvido na linguagem C# com integração ao 
dispositivo Kinect para o tratamento de imagens. 
 
Segundo o autor, foram avaliados, nesse projeto, o uso de algoritmos de redes 
neurais e técnicas de localização do vizinho mais próximo (K-nearest neighbor). A 
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partir de resultados obtidos entre ambas as técnicas, o algoritmo de K-nearest 
neighbor foi escolhido para aplicação devido sua velocidade e simplicidade. Seu uso 
permitiu a identificação de objetos baseados em sua forma. Para o tratamento de 
objetos 3D foi utilizado a biblioteca OpenGL (Open Graphics Library). No tratamento 
de redução de ruído, o autor cita o uso de técnicas de interpolação horizontal.  
 
O projeto foi estruturado em quatro passos considerando a análise de conteúdo e a 
familiaridade com o uso de técnicas de aprendizagem de máquina (Machine 
Learning), seguido de testes de capacidade do algoritmo, a fim de reconhecer 
objetos com base em sua forma. Posteriormente a essa etapa, desenvolveu-se as 
funcionalidades do objeto capturado de forma a reconhecer algumas atividades do 
corpo. Ao final, combinou-se o uso de técnicas para reconhecer objetos de forma 
semelhante ao aprendizado de crianças. Dentre os passos citados, há dois passos 
principais: o reconhecimento da forma e o reconhecimento da função. 
 
Testes de precisão do modelo foram realizados com dois objetos semelhantes, 
porém, com aplicação diferente. Considerou-se para os testes o uso de uma lata de 
antitranspirante e outra de inseticida seguido também de outros dois objetos 
relacionados a uma cadeira. De acordo com o autor, o modelo foi testado em três 
bases diferentes, sendo: o reconhecimento de acordo com a forma dos objetos; o 
reconhecimento da atividade humana baseado no movimento das articulações do 
corpo; e o reconhecimento de ambas as funções. 
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Figura 19: Imagem do Sistema em Execução Durante a Etapa de Aprendizagem. 
Fonte: Eguchi (2011). 
  
Diante dos resultados obtidos, o programa reconheceu com sucesso o objeto 
cadeira durante todo o tempo de análise. Para o objeto lata de inseticida e de 
antitranspirante, o sistema se mostrou confuso por diversas vezes devido à forma 
semelhante de ambos os objetos. 
 
Para o autor, os resultados dos testes mostraram que o modelo funcionou conforme 
o esperado, porém, com possíveis melhorias para um projeto futuro. 
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2.1.6.4. Wi-GO 
 
A cada dia surgem novos projetos interessantes com utilização do Kinect, um 
desses projetos é o Wi-GO. Segundo Reis (2013), esse projeto consiste na 
formação de um dispositivo autônomo composto por um Kinect e um computador 
portátil capaz de permitir que um indivíduo com necessidades especiais realize 
compras em um supermercado. Dessa forma, é possível que pessoas com 
mobilidade reduzida possam ir as compras de forma autônoma, dinâmica e segura 
minimizando as dificuldades e evitando riscos com obstáculos e perigos (ver Figura 
20). 
 
 
 
Figura 20: Dispositivo Wi-GO.  
Fonte: Reis (2013, p. 25). 
 
Conforme descrito pelo site oﬁcial do produto, outro cenário de aplicação do Wi-GO 
é o ambiente industrial onde, por exemplo, poderá ser programado um dispositivo 
para transportar objetos entre seções de uma empresa ou para seguir certo 
funcionário em uma rota (WIGO, 2013). Segundo a revista Reis (2013), O Wi-Go se 
beneficia da mais avançada tecnologia de reconhecimento em profundidade por 
meio da utilização do sensor Kinect da Microsoft, que possui a capacidade de 
detecção de pessoas, bem como o reconhecimento do ambiente. O autor desse 
projeto não oferece muitos detalhes técnicos sobre a forma interna de 
funcionamento do Wi-GO, mas os resultados apresentados mostram ser uma 
solução com grande qualidade e sofisticação. 
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2.1.7. Reconhecimento Facial com o Uso do Kinect 
 
Atualmente, algumas características do Kinect relacionadas ao reconhecimento 
facial têm sido exploradas nos mais diversos seguimentos, tanto no ambiente 
acadêmico, quanto no ambiente empresarial. Algumas dessas características podem 
ser demonstradas pelos projetos a seguir. 
 
2.1.7.1. Faceshift 
 
O Faceshift 2 é um framework que realiza a análise de movimentos faciais de um 
indivíduo e os descreve a partir da mistura de expressões características da face 
juntamente dos movimentos da cabeça e dos olhos. Essa mistura de movimentos é 
então utilizada para a animação de personagens virtuais podendo ser utilizado na 
produção de filmes e jogos (WEISE 2011). 
 
De acordo com o criador do produto Thibaut Weise, a utilização do software permite 
o desenvolvimento de avatares que reproduzam emoções e movimentos em tempo 
real. Com um tempo de resposta quase instantâneo, seu uso pode auxiliar no 
desenvolvimento de jogos e aplicativos estimulando um ambiente de animação 
baseado no controle de expressões faciais. Durante a execução do software, o 
usuário é registrado em um ambiente natural, não intrusivo, estimulado através do 
sensor Kinect. A simplicidade de aquisição deste dispositivo possibilita a análise de 
níveis de ruído nos dados adquiridos. Quanto ao mapeamento de imagens 2D de 
baixa qualidade e mapas de profundidade 3D com expressões faciais realistas, foi 
utilizado um algoritmo de detecção e rastreamento de características da face que 
combina cálculos geométricos em um ambiente virtual otimizado. O método utilizado 
explora facilidades de implementação e desempenho em tempo real. Sua aplicação 
é baseada no uso de mapas de profundidade e imagens da performance do usuário 
no espaço de expressões faciais definidas antes da animação.  
 
O software permite a reconstrução da imagem em tempo real, sem a utilização ou 
uso de marcadores ou algum tipo de hardware avançado de digitalização. Para o 
                                                   
2
 Disponível em: <http://www.faceshift.com/ > Acesso em: 17 de outubro de 2014. 
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autor, Isso faz com que o sistema seja fácil de implantar podendo ser adaptado a 
uma gama de novas aplicações, por exemplo, na jogabilidade digital ou em soluções 
de interações sociais. 
 
 
 
Figura 21: Utilização do Software Considerando as Etapas de Treinamento, Captura e Animação. 
Fonte: Weise (2011). 
 
O autor cita que mesmo em um sistema de aquisição de baixa robustez de cálculos, 
o uso do Kinect pode ativar animações faciais em tempo real convincentes. Para o 
Thibaut Weise, qualquer usuário pode operar o sistema após a gravação de algumas 
expressões padrão que são usadas na adaptação de um modelo de expressão 
facial. O Thibaut Weise, cita em seu artigo Realtime Performance-Based Facial 
Animation3 o uso do método de Viola e Jones na detecção de face no primeiro 
quadro de aquisição da imagem processada adquirindo imagens coloridas a fim de 
se obter níveis de textura da pele utilizando técnicas de Poisson Surface 
Reconstruction4. 
 
A contribuição desse projeto se aplica a utilização de um novo modelo de algoritmo 
de localização de face que combina geometria 3D e 2D de forma sistemática 
geradas a partir de sequencias de animação de faces existentes. Desenvolvido com 
o uso de análises probabilísticas para o problema de otimização, o método se 
mostrou viável na obtenção de características faciais. 
 
  
                                                   
3 WEISE, Thibaut et al. Realtime performance-based facial animation. In: ACM Transactions on 
Graphics (TOG). ACM, 2011. p. 77. 
4
 PEREZ ´ , P., GANGNET, M., AND BLAKE, A. 2003. Poisson image editing. ACM Trans. Graph. 22, 
313–318. 
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2.1.7.2. Kinect – Innovative Face Recognition System 
 
Esse projeto teve como principal objetivo a criação de um sistema de 
reconhecimento de características faciais. O sistema proposto foi estruturado de 
forma a poder ser usado como uma framework independente e de fácil utilização, 
sendo facilmente expansível (possibilitando a adição de novas funcionalidades) e 
com um grau de precisão suﬁciente para que os resultados fossem bastante reais e 
eﬁcazes. Foi dada atenção a escalabilidade do sistema, utilizando-se de boas 
práticas da engenharia de software como design patterns (MARTINS, 2013). 
 
Para o desenvolvimento desse sistema, foi adotado o uso do dispositivo Kinect da 
Microsoft juntamente de uma webcam de alta definição em conjunto com a biblioteca 
de visão computacional OpenCV. O Kinect foi escolhido essencialmente pelo seu 
SDK de desenvolvimento ser bastante completo, pela qualidade da captura dos 
dados associado ao baixo custo de investimento e pela sua grande comunidade de 
desenvolvedores, onde facilmente pode-se encontrar suporte para eventuais 
problemas ocorridos. A escolha do OpenCV se deve ao fato de sua grande 
comunidade assim como, seu vasto repertório de algoritmos e classificadores. Entre 
os algoritmos implementados, destacam-se os classificadores como o Cascade e os 
algoritmos como o Eigenface (MARTINS, 2013). 
 
Para a realização de testes em imagens de treino, o autor fez uso da base de dados 
implementado por Libor Spacek5. Quanto à utilização do dispositivo Kinect, o autor 
cita que uma das vantagens de sua utilização é o fato de possuir uma câmera de 
profundidade (depth cam) que possibilita a identificação de indivíduos no ambiente 
como também a indentificação de partes relativas ao corpo humano como as mãos e 
a cabeça. Por meio de sua utilização no projeto foi possível eliminar grande parte 
dos frames capturados que não possuem a presença do indivíduo garantindo assim 
a utilização de recursos de processamento somente após a detecção do indivíduo 
em cena. De acordo com o autor, ao detectar um indivíduo em cena, o algoritmo 
implementado obtém as coordenadas da posição de sua cabeça por meio de pontos 
de identificação do esqueleto gerado pelo SDK do dispositivo Kinect. Por meio das 
                                                   
5
 L. Spacek, “Description of the Collection of Facial Images,” Computer Vision Research Projects, Jun. 
2008. 
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coordenadas desses pontos, como, por exemplo, o ponto referente à cabeça do 
indivíduo, cria-se um frame reduzido considerando apenas a imagem da cabeça 
obtendo assim, informações de interesse reduzindo também o custo computacional 
através do descarte de informações desnecessárias com redução significativa do 
número de falsos positivos. 
 
Testes realizados pelo estudo consideram que a aplicação deve ser executada 
quando o usuário se posiciona a frente do dispositivo Kinect localizado a cerca de 
sessenta centímetros do indivíduo. Diante do campo de visão do dispositivo, tem-se 
início o processo de detecção. Os testes apresentados pelo estudo consideraram 6 
(seis) indivíduos do sexo masculino e feminino com variações de idade entre 
dezenove anos a cinquenta e um anos. 
 
A Figura 22 ilustra o modelo de interface gráfica utilizada na etapa de testes 
realizados pelo framework. 
 
 
 
Figura 22: Interface da aplicação teste. 
Fonte: Martins (2013, p. 66). 
 
Após o teste inicial, foram realizadas três perguntas para cada usuário voluntário do 
sistema seguida da análise dos resultados conforme observado pela Figura 23.  
 
As perguntas realizadas aos voluntários durante a etapa de entrevista foram: 
 Numa escala de 1 (pouco) até 5 (muito), acha o sistema útil? 
 Em que outros tipos de cenário pode vir a ser útil? 
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 Como poderia o sistema ser melhorado?  
 
 
 
Figura 23: Resultados da Pesquisa para os Indicadores: 1 (pouco) até 5 (muito). 
Fonte: Martins (2013, p. 67). 
 
O resultado apresentado pela pesquisa ilustrada na figura 23 demonstra uma análise 
gráfica dos indicadores analisados com base nas respostas dos participantes. De 
acordo com o resultado, dois dos seis participantes consideram o sistema com 
pontuação máxima, ou seja, pontuação cinco (muito útil). Já três dos seis 
participantes consideram o sistema com pontuação quatro, tendendo a muito útil. E, 
por fim, apenas um participante considerou o sistema com pontuação três, nem 
muito útil e nem pouco útil.  
 
O autor faz uma observação quanto à última pergunta elaborada na entrevista na 
qual, foram sugeridas respostas referentes a possíveis melhorias na utilização do 
sistema. As respostas obtidas com mais frequência foram o aumento no número de 
características que a framework consegue detectar assim como a velocidade e a 
qualidade da detecção esperada. Os resultados relacionados ao tempo de uma 
previsão pode variar entre 5 (cinco) e 10 (dez) segundos dependendo do grau de 
precisão e da posição do usuário durante a captura da imagem pelo sistema. 
 
Ao final, o autor cita que o uso do dispositivo Kinect foi essencial para a solução 
proposta, uma vez que possibilitou a detecção de indivíduos apenas quando 
detectado em cena, o que permitiu melhor desempenho do algoritmo. Outro ponto 
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de interesse citado pelo autor foi o fato de possuir funções específicas de detecção 
de partes do corpo humano, como a cabeça de um indivíduo, eliminando assim 
informações desnecessárias para o processamento do algoritmo. 
 
Pontos específicos de melhorias citados pelo autor se resumem a suscetibilidade às 
variações de luz do ambiente, assim como a utilização de um conjunto de treino 
mais completo e redução do tempo gasto de detecção do indivíduo em cena. 
 
2.2. Conceitos de Processamento Digital de Imagem 
 
2.2.1. Introdução 
 
Conceitos de processamento de imagens estão diretamente relacionados às 
diferentes formas de tratamento de uma imagem. A imagem é a representação 
gráfica de um objeto ou pessoa, podendo ser um reflexo na água, um desenho, ou 
até mesmo uma representação mental (GOYA, 2011). 
 
Atualmente, tem-se a utilização de computadores como dispositivo auxiliar na 
execução de tarefas antes executadas visualmente pelo homem. Na última década, 
observou-se um crescimento notório no uso de computadores em tarefas que antes 
pareciam ser impossíveis, tais como o reconhecimento do conteúdo de imagens e 
cores. O constante desenvolvimento dessa área só foi possível graças ao fato de 
que nos últimos anos surgiram máquinas com capacidade para execução de tarefas 
aplicadas ao reconhecimento de padrões visuais complexos. 
 
Sistemas atuais de reconhecimento de dados em imagens auxiliam profissionais de 
diversas áreas, como, por exemplo, na área de saúde, auxiliando no diagnóstico de 
doenças identificadas por meio de imagens obtidas por tomografias 
computadorizadas e radiografias (SIQUEIRA, 2010). Outra finalidade da aplicação 
de processamento de imagens está no uso de imagens obtidas por satélites 
auxiliando no reconhecimento de dados meteorológicos. Além desses, a indústria 
também se beneficia da utilização desses recursos, como na área da segurança 
com o desenvolvimento de sistemas de reconhecimento de faces e expressões de 
indivíduos a partir de imagens do sistema. Muitas são as aplicações voltadas ao uso 
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da imagem em diversas áreas. Tais aplicações estão fundamentadas no 
desenvolvimento e no uso de técnicas de processamento de imagens. 
 
As imagens depois de capturadas são processadas e reconhecidas, possibilitando a 
execução de tarefas trabalhosas e repetitivas, na qual, sem a utilização de máquinas 
e dispositivos de processamento como o computador, seria impossível viabilizar 
tamanho benefício no uso de radares, satélites, ultra-som, ultravioleta, raio-X, entre 
outros. O processamento de imagens é um processo pelo qual a informação de 
entrada do sistema é uma imagem, e a de saída é um conjunto de valores 
numéricos que podem ou não compor outra imagem. 
 
O processamento e a análise quantitativa de imagens é atualmente uma importante 
ferramenta utilizada em diferentes áreas, dentre as quais é possível citar: ciências 
biológicas (biologia, genética, botânica); geografia (meteorologia, fotografias aéreas 
e de satélites); ciências da terra (geologia); ciência dos materiais (metalurgia, 
microscopia, nanoscopia, magnetismo); astronomia e robótica.  
 
Para Esquef (2002), o que faz da análise de imagens uma área interdiciplinar é o 
fato de que imagens dão suporte físico para o transporte de informações. Uma 
imagem contém uma quantidade imensa de informação que um ser humano 
interpreta. Para extrair as informações contidas em uma imagem, é necessário 
transformá-la sucessivamente com o objetivo de extrair a informação nela contida.  
 
2.2.2. Processamento Digital de Imagens (PDI) 
 
Assim como os humanos reconhecem características do ambiente por meio da 
visão, as máquinas também podem obter informações e características do ambiente 
a sua volta de forma similar à percepção humana. Este fato se deve ao uso de 
imagens produzidas por diferentes dispositivos físicos como câmeras digitais, 
equipamentos de radiografia, microscópios, raio-X, ressonância magnética, entre 
outros. A produção e utilização de imagens podem favorecer o reconhecimento de 
cenários e objetos, assim como o reconhecimento de pessoas, explorando diversos 
ambientes e estimulando a interação com os humanos (ESQUEF, 2002; 
PRODOSSIMO, 2013). 
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Um sistema de processamento digital de imagens admite um conjunto de imagens 
de entrada e retorna um conjunto de imagens de saída de forma adequada às 
necessidades do problema abordado (GOMES e VELHO, 2002). 
 
Segundo Spring (1996), entende-se por Processamento Digital de Imagens (PDI) a 
manipulação de imagens por computador de modo que a entrada e a saída do 
processo sejam imagens.  
 
O Processamento Digital de Imagens pode ser subdividido em algumas etapas, 
iniciando-se pela formação e digitalização da imagem, seguida das etapas de pré-
processamento, segmentação, pós-processamento e finalmente pela extração de 
atributos, medidas, classificação e reconhecimento (ESQUEF, 2002). 
 
Dentre as diversas etapas do Processamento Digital de Imagens, a segmentação é 
considerada a etapa mais crítica de todo o processo. Nessa etapa, a imagem é 
dividida em diferentes regiões, que serão posteriormente utilizadas para a 
identificação e extração de informações relevantes. Essa característica faz da 
segmentação um ponto crítico, pois quaisquer erros ou distorções ocorridos neste 
processo são transmitidos às demais etapas, intensificando a possibilidade de 
obtenção de resultados indesejados (ESQUEF, 2002). Posterior à etapa de 
segmentação, é realizada a etapa de reconhecimento que consiste na classificação 
dos objetos segmentados a partir de informações extraídas da própria imagem 
(ESQUEF, 2002). 
 
A finalidade da análise de imagens, seja por um observador humano ou por uma 
máquina, é extrair informações úteis e relevantes para cada aplicação desejada 
(ESQUEF, 2002). 
 
O objetivo de se usar processamento digital de imagens é melhorar o aspecto visual 
de certas feições estruturais para o analista humano e fornecer outros subsídios 
para a sua interpretação, inclusive gerando produtos que possam ser posteriormente 
submetidos a outros processamentos (SPRING,1996).  
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De acordo com Gonzalez e Woods (2009), o interesse por métodos de 
processamento de imagens digitais decorre de duas áreas principais de aplicação. 
São elas: a melhoria da informação visual para a interpretação humana e o 
processamento de dados de cenas para a percepção automática por meio de 
máquinas, sendo o processamento dessas imagens realizado por meio de softwares 
específicos. 
 
As formas possíveis de manipulação de imagens são teoricamente infinitas. 
Entretanto, de um modo geral, podem ser categorizadas em um ou mais 
procedimentos incluindo tipos abrangentes de operações computacionais 
(QUEIROZ, 2003). 
 
2.2.3. Reconhecimento de Faces 
 
2.2.3.1. Introdução 
 
O Reconhecimento Facial é uma área da visão computacional que se apresenta em 
constante evolução se tornando um importante referencial para o desenvolvimento 
de aplicações na área de segurança e gestão administrativa. Na área de segurança, 
mais precisamente na área de segurança pública, o reconhecimento facial é utilizado 
como ferramenta de apoio na identificação de suspeitos que já praticaram algum tipo 
de ato ilícito, ou que já possuem ficha policial, cujas características da face se 
encontram armazenada em uma base de imagens da polícia. O Reconhecimento 
facial é também utilizado por empresas no controle de acesso a lugares restritos 
(PRODOSSIMO; CHIDAMBARAM; LOPES, 2011). 
  
61 
 
 
 
2.2.3.2. Definição 
 
O reconhecimento facial é um dos processos de identificação mais utilizados pelos 
seres humanos, que permite identificar de forma rápida qualquer pessoa definindo o 
tipo mais apropriado de interação. Embora o reconhecimento facial seja uma tarefa 
simples para os seres humanos, é extremamente complexo implementar esse 
processo em uma máquina, pois não se sabe ao certo como o cérebro humano 
realiza essa tarefa. O cérebro humano pode identificar corretamente uma pessoa a 
partir de sua imagem facial mesmo estando em condições desfavoráveis para o 
reconhecimento, como, por exemplo, em ambientes com variações de iluminação, 
ou até mesmo com variações de distorções ou deformações. 
  
O reconhecimento facial é o primeiro passo na implementação de um sistema 
automático de reconhecimento que analisa a informação contida em cada face (por 
exemplo, a identidade, o sexo, a expressão, a idade, entre outros). Sistemas atuais 
de reconhecimento facial são capazes de detectar faces de indivíduos com bastante 
precisão e em tempo real.  
 
2.2.3.3. Aplicação e Uso 
 
O sistema de reconhecimento facial se aplica ao conceito de detecção de faces a 
partir de etapas do processo de aquisição, pré-processamento e extração de 
características da face em uma imagem. Essas etapas são responsáveis por avaliar 
a imagem obtida eliminando informações desnecessárias. Por exemplo, se o 
algoritmo encontra uma ou mais faces, elas são extraídas da imagem original de 
modo que sejam analisadas separadamente. É importante salientar que caso a 
entrada do sistema seja uma sequência de vídeo, a informação temporal também é 
levada em conta e, neste caso, é necessário que o algoritmo seja rápido e de tempo 
crítico, uma vez que a detecção é em tempo real. 
 
Muitos algoritmos de detecção facial precisam ser treinados na intenção de se obter 
resultados satisfatórios. Tal treinamento ocorre por meio da detecção de diferentes 
imagens de faces e objetos distintos. Pode-se tratar o problema de detecção facial 
utilizando reconhecimento de padrões de duas classes, sendo uma classe referente 
62 
 
 
 
a tudo o que corresponde a faces e outra referente a tudo o que não for face. Para 
esses casos, a dificuldade está em não se saber de antemão em qual região da 
imagem podem existir faces e em quais escalas elas estão. A resolução também 
deve ser levada em consideração uma vez que pode vir a dificultar uma correta 
análise e avaliação da imagem. É válido ressaltar que tanto a detecção de faces 
quanto a extração de características faciais podem ser realizadas simultaneamente, 
dependendo do tipo de algoritmo utilizado (BRAGA, 2013). 
 
Duas medidas são importantes na avaliação da qualidade do algoritmo: a 
quantidade de objetos identificados incorretamente como face (falso positivo) e a 
quantidade de faces que não foram identificadas (falso negativo) (VIOLA e JONES, 
2001; 2004).  
 
Algoritmos de reconhecimento de face são capazes de identificar indivíduos a partir 
de algumas características específicas como o tamanho dos olhos, nariz e boca. 
Tais características são utilizadas na busca por imagens correspondentes que se 
assemelham a imagem da face capturada. Algoritmos desse tipo normalmente 
armazenam informações específicas apenas da parte da imagem onde há interesse. 
Segundo Brunelli (1993), um dos primeiros sistemas de reconhecimento de face foi 
baseado no modelo de técnicas aplicadas a um conjunto de características faciais, 
proporcionando um tipo comprimido de representação facial correspondente. 
 
Para Tavares (2009) técnicas de reconhecimento facial incluem: 
 Técnicas Tradicionais que utilizam algoritmos que realizam cálculos entre 
pontos únicos de uma face Nixon (1985 apud Tavares et. al., 2009) e Turk 
(2001 apud Tavares et. al., 2009), com ou sem uso de eigenfaces (ATALAY, 
1996 apud TAVARES, 2009); 
 Reconhecimento de Faces Tri-dimensional (PHILLIPS, 2007; WILLIAMS; 
BRONSTEIN apud TAVARES, 2009);  
 Análise da Textura da Pele (BONSOR e JOHNSON, 2008 apud TAVARES, 
2009);  
 Mesclagem de fotos de uma mesma pessoa (STAEDTER, 2008; JENKINS e 
BURTON, 2008 apud TAVARES, 2009). 
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2.2.3.4. O Sistema de Reconhecimento Facial 
 
Segundo Stan (2011 apud Diniz et al., 2013), o modelo de sistema de 
reconhecimento facial consiste basicamente nas seguintes etapas: (a) aquisição das 
imagens; (b) pré-processamento; (c) extração de características; (d) classificação e 
verificação. Na Figura 24, é apresentada a arquitetura do sistema de 
reconhecimento facial citado por Diniz et al. (2013). 
 
 
 
Figura 24: Arquitetura do Sistema. 
Fonte: Diniz et al. (2013). 
 
O início do processo de reconhecimento facial se dá a partir do módulo de aquisição 
da imagem obtida com base no uso de uma câmera. Nesse módulo, o dispositivo de 
entrada de dados do sistema realiza a captura da imagem da face do indivíduo, que 
será  utilizada posteriormente pelo algoritmo de reconhecimento facial (DINIZ et al., 
2013). Para a etapa de detecção de face, foi utilizado o algoritmo de Viola e Jones 
(2001; 2004). Esse algoritmo tenta encontrar em uma imagem características que 
codificam alguma informação da classe a ser detectada. Para essa tarefa, são 
utilizadas as chamadas características de Haar, responsáveis por codificar 
informações sobre a existência de contrastes orientados entre regiões da imagem 
(DINIZ et al., 2013). As imagens capturadas pelo sistema são amostradas quadro a 
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quadro e as faces então são detectadas e extraídas pelo algoritmo de Viola e Jones 
(VIOLA e JONES, 2001; 2004) por meio da implementação da biblioteca OpenCV 
(OPENCV, 2001). 
 
De acordo com Diniz et al. (2013), durante o pre-processamento da imagem, as 
imagens da face detectadas pelo algoritmo Viola e Jones (VIOLA e JONES, 2001; 
2004) são automaticamente normalizadas e corrigidas para melhorar o 
reconhecimento da face. Com o uso desse algoritmo, as imagens poderão sofrer 
alterações nas suas dimensões, por exemplo, 120x90, 32x24, 24x24 e 12x9, na 
resolução (300 dpi) e na iluminação, podendo ser alteradas para escala de cinza. 
Esse módulo é útil para poder fazer as comparações com as imagens de faces 
cadastradas no sistema. 
 
Após o pré-processamento, a imagem resultante da face normalizada serve de 
entrada para o módulo de extração de características com o objetivo de encontrar as 
características principais a serem implementadas no módulo de classificação. Cada 
imagem representante do indivíduo é transformada em uma matriz de tamanho w x 
h, onde w e h são, respectivamente, os números de pixels referentes à largura e à 
altura da imagem (OPENCV, 2001). Cada valor do pixel da imagem corresponde a 
um componente do vetor. 
 
Devido à alta dimensionalidade no tratamento de vetores, é utilizada a técnica de 
Análise de Componentes Principais (PCA - Principal Component Analysis) de forma 
a reduzir a quantidade de características de uma imagem. Dessa forma, é possível 
diminuir o custo computacional e melhorar a precisão do classificador. Se o espaço 
característico contiver somente as características mais visíveis ao classificador, ele 
será mais rápido e ocupará menos memória (AGARWAL; AGRAWAL; JAIN e 
KUMAR, 2010). 
 
Juntamente com as características da aplicação do modelo de Análise de 
Componentes (PCA - Principal Component Analysis), tem-se a técnica de 
Eigenfaces. Essa técnica tem por objetivo fornecer um conjunto de vetores de 
distribuições probabilísticas de forma a resolver o problema relacionado à detecção 
de padrões em imagens, tendo como fundamento básico, a utilização de vetores 
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para gerar uma informação matemática da face de um indivíduo para a sua futura 
identificação. 
  
Com o uso de um classificador, as características extraídas da imagem da face de 
um indivíduo são comparadas às amostras obtidas do conjunto de treinamento de 
face. Por fim, a imagem da face é classificada como conhecida ou desconhecida 
(DINIZ et al., 2013). 
 
2.2.3.5. Métodos e Técnicas 
 
Nessa seção, serão abordadas as técnicas de reconhecimento facial considerando 
os algoritmos Viola e Jones (VIOLA e JONES, 2001; 2004), Análise de 
Componentes Principais (PCA - Principal Component Analysis) e Eigenface. Os 
métodos aqui apresentados são compostos por vários algoritmos que apoiam o 
processamento de imagens em geral e o processamento biométrico em particular, 
abordados neste trabalho para a realização do reconhecimento facial. 
 
2.2.3.6. O Algoritmo de Viola e Jones 
 
Um dos algoritmos mais eficazes para a detecção de faces em imagens estáticas é 
o algoritmo Viola e Jones (VIOLA e JONES, 2001; 2004), que se encontra 
implementado na biblioteca Intel OpenCV (Open Source Computer Vision Library) e 
que visa localizar em uma imagem características que codifiquem alguma 
informação do padrão sendo detectado. Esses padrões são baseados nas 
características de Haar (Figura 25) que codificam informações sobre a existência de 
contrastes orientados entre regiões da imagem (BRADSKI e PISAREVSKY, 2000). 
A Figura 25 apresenta algumas características de Haar propostas para a detecção 
de faces em imagens estáticas.  
 
A detecção de faces realizada pelo método de Viola e Jones (VIOLA e JONES, 
2001; 2004) é implementada pela biblioteca OpenCV (Open Source Computer 
Vision Library), de forma a proporcionar a detecção de objetos em imagens se 
baseando em conceitos como: características retangulares simples chamados Haar, 
que apresenta um quadro completo para a detecção precoce de características: o 
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método de aprendizado de máquina AdaBoost (FREUND et al., 1994); e um 
classificador em cascata para combinar de forma eficiente as características 
(OLIVEIRA, 2011). 
 
 
 
Figura 25: Características de Haar usadas em detecção de faces. 
Fonte: Viola e Jones (2004). 
 
Quando as características de Haar são aplicadas em uma imagem, são examinados 
os contrastes naturais proporcionados pelas características da face, considerando 
suas relações de espaço, como ilustrado na Figura 26.  
 
 
 
Figura 26: Contrastes Naturais da Face.  
Fonte: Viola e Jones (2004). 
 
A fim de computar as características de Haar de forma eficiente, uma representação 
intermediária para a imagem original é gerada. Essa imagem é conhecida como 
imagem integral e é gerada de tal modo que o valor armazenado no pixel (x, y) da 
imagem integral corresponde à soma dos valores de todos os pixels acima e à 
esquerda de (x,y), inclusive.   
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Para se gerar a imagem integral em um único passo sobre a imagem original, usa-se 
recorrentemente a equação 2.1: 
 
 s ( x, y ) = s ( x, y − 1) + i ( x, y )  
 ii ( x, y ) = ii ( x − 1, y ) + s ( x, y )        (2.1)  
 
onde ii é a imagem integral, s(x,y) é a soma cumulativa da linha, s(x, -1) = 0 e ii(-1, y) 
= 0.  
 
A representação da imagem integral pode ser observada na Figura 27. O ponto ii(x, 
y) na imagem armazena o somatório de todos os pixels desde a origem (0,0) até o 
ponto (x,y), inclusive. 
 
 
 
Figura 27: Representação da Imagem integral. 
Fonte: Viola e Jones (2004). 
 
A partir da imagem integral, a soma dos valores dos pixels de uma região retangular 
qualquer da imagem pode ser calculada de modo eficiente usando apenas os 
valores dos quatro pontos da imagem integral que delimitam o retângulo, e 
operações aritméticas simples de soma e subtração, conforme ilustrado pela Figura 
28. 
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Figura 28: Imagem integral nos vértices identificados por 1, 2, 3 e 4. 
Fonte: Viola e Jones (2004). 
 
A partir da imagem integral acima, a soma da região D pode ser eficientemente 
calculada, utilizando-se apenas os valores da imagem integral nos vértices 
identificados por 1, 2, 3 e 4. 
 
O cálculo da região D, ilustrado na Figura 28, pode ser representado pela fórmula:  
D = ii(4) – ii(2) – ii(3) + ii(1)        (2.2) 
 
Apesar da facilidade de se encontrar as características de Haar em uma imagem 
integral, como ilustrado na Figura 28, em uma subjanela de qualquer tamanho, a 
quantidade possível de combinações das características de Haar é muito grande, de 
modo que, a fim de se agilizar o processo de classificação, obtém-se um pequeno 
subconjunto composto das características mais representativas excluindo a maioria 
das características disponíveis. O método escolhido para esta etapa do processo é o 
método AdaBoost (VIOLA e JONES, 2001; 2004), cujo funcionamento visa construir 
um classificador “forte” baseado na combinação de subclassificadores “fracos” que 
dependem de uma única característica.   
 
Assim, uma estrutura em cascata, resultado da combinação dos classificadores 
fracos, é utilizada a fim de obter uma redução no tempo de processamento desse 
algoritmo. O princípio de funcionamento desse procedimento em cascata ajusta os 
classificadores para conseguirem altas taxas de detecção e, então, determina que a 
avaliação de um segundo classificador só será invocada caso a avaliação do 
primeiro seja positivo. Caso contrário, o procedimento é interrompido e a subjanela 
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rejeitada. Portanto, é necessário um resultado positivo em todos os classificadores 
para que a detecção do padrão em uma subjanela tenha êxito (VIOLA e JONES, 
2001; 2004). Esse procedimento é ilustrado na Figura 29.  
 
 
 
Figura 29: Funcionamento do algoritmo em cascata. 
Fonte: Viola e Jones (2004). 
 
A justificativa para a escolha dessa técnica de detecção de faces utilizada no 
sistema que foi proposto e implementado neste trabalho se justifica pela sua 
característica principal: o bom desempenho, essencial para equipamentos que 
apresentam restrições no que tange à capacidade computacional, como os 
dispositivos móveis. Esse bom desempenho é propiciado pelo conjunto de passos 
do algoritmo permitindo que ele apresente uma taxa de detecção tão boa quanto 
outras apresentadas na literatura, porém com um tempo de processamento 
substancialmente menor (VIOLA e JONES, 2001; 2004).  
 
2.2.3.6.1. Principais Contribuições do Modelo de Detecção e Reconhecimento 
de Faces Proposto pelo Algoritmo de Viola e Jones. 
 
A base teórica aplicada na fundamentação deste estudo se baseia no modelo de 
detecção de faces proposto por Viola e Jones (2001; 2004). Seu conceito possui 
como principais contribuições:  
 a filtragem das imagens através do filtro Haar-like; 
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 a construção de um classificador que envolve um pequeno conjunto de 
características a partir do Adaboost; 
 a utilização de um classificador completo em cascata possibilitando o aumento na 
velocidade do detector focando apenas em regiões de interesse. 
 
2.2.3.7. PCA 
 
A análise de componentes principais (PCA - Principal Component Analysis) é uma 
técnica matemática que descreve um conjunto de dados usando “componentes 
principais”, escrita como combinações lineares dos dados originais. Os componentes 
principais são determinados em ordem decrescente de importância. A primeira 
componente possui mais informação do que a segunda e assim por diante. O PCA 
(Principal Component Analysis) tenta construir um pequeno conjunto de 
componentes que resumem os dados originais, reduzindo a dimensionalidade deles, 
preservando os componentes mais significativos (KSHIRSAGAR, BAVISKAR, 
GAIKWAD, 2011). 
 
O PCA (Principal Component Analysis) é baseado nos autovetores e autovalores da 
matriz covariância dos dados (DINIZ et al., 2013). O objetivo é encontrar um 
conjunto de vetores ortonormais  que melhor descreve a distribuição dos dados 
de entrada. Seja C a matriz covariância estimada: 
C =XXT = VΛVT   Rnxn     (1) 
 
Em que Λ = diag {1,..., n}  é a matriz diagonal contendo n autovalores, vi é o 
autovetor associado a i e V= [v1,..., vn]   Rnxn é a matriz dos autovetores, vi, da 
matriz covariância 
 
      
       
   
       
        (2) 
onde X é a matriz de dados originais, em que xij   R, i = 1,..., n e j = 1,..., m. O PCA 
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(Principal Component Analysis) determina uma transformação linear dos elementos 
de X, tal que: 
 
y = VTX    (3) 
onde y = [y1, y2,..., yn] é o vetor das componentes principais. 
 
2.2.3.8. Eigenface 
 
O método Eigenfaces busca um conjunto de características que não depende das 
formas geométricas da face (olhos, nariz, orelhas e boca), utilizando toda a 
informação da representação (KSHIRSAGAR, BAVISKAR, GAIKWAD, 2011). Seu 
funcionamento é similar ao funcionamento do PCA, entretanto, é utilizada uma leve 
otimização para reduzir a matriz de covariância, reduzindo o processamento 
necessário para fazer o cálculo de seus autovetores e autovalores. 
 
Baseadas na Teoria da Informação, as Eigenfaces buscam identificar um pequeno 
número de características que são relevantes para diferenciar uma face de outras 
faces. Essas características podem ser analisadas apenas com a variação dos 
valores assumidos pelos pixels, em um conjunto de imagens de faces. 
 
Os autovetores da matriz de covariância de um conjunto de imagens de faces 
descreve a variação dos pixels em uma região diferente das imagens, ou seja, 
significa que cada autovetor descreve a variação dos pixels associados a diferentes 
características faciais (TURK e PENTLAND, 1991). 
 
Depois de encontrar os autovetores, as imagens de faces são projetadas em um 
espaço de características “espaço de faces” que melhor representa a variação entre 
faces conhecidas.  Esse espaço é definido pelas Eigenfaces, que são os autovetores 
do conjunto de faces. O reconhecimento de uma face é realizado pela sua projeção 
no subespaço gerado pelas Eigenfaces e então pela comparação da posição obtida 
com a posição de indivíduos conhecidos (TURK e PENTLAND, 1991). 
 
Para Cheon e Kim (2008 apud Diniz et al., 2013), a sequência dos procedimentos da 
geração das Eigenfaces consiste em: 
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I. Adquirir um conjunto de M faces. Onde i (i   N) é cada face do conjunto 
da base de treinamento. 
                 = [    1,     2...,     M ]                                           (4) 
 
II. Calcular a face média ᴪ (5), para eliminar muita informação redundante na 
face, isto é, uma imagem de face poderia ser representada com poucas 
componentes principais devido à sua redundância. 
 
      ᴪ =                (5) 
                   
III. Criar uma matriz com as faces de treino com os pixels dispostos em linhas 
e as M faces do conjunto de treinamento dispostas em colunas. 
 
IV. Subtrair a imagem média ᴪ de cada imagem de  gerando uma nova 
matriz A (6) que contém somente as variações de cada face em relação à 
face média. O vetor  (7) contém todas as variações de uma determinada 
face  em relação à face média ᴪ. 
 
A =[1, 2,..., m]                                         (6) 
 =  -      (7) 
 
V. Sendo M menor que a dimensionalidade (largura multiplicado pela altura 
das imagens de treinamento) das imagens em , calcular a matriz de 
covariância C (8). 
 
 
C = AAT 
                
(8) 
 
VI.  Calcular os autovetores v e autovalores  da matriz C. 
 
VII. Criar a matriz de transformação. A matriz μ (9) conterá M - 1 autovetores 
significativos. Entretanto, ainda é possível realizar a eliminação de alguns 
desses M-1 autovetores pela ordem de importância de seus correspondentes 
autovalores , gerando M’ autovetores escolhidos. 
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µ = v  
      
(9) 
 
VIII.  Normalizar os M’ vetores da matriz μ. 
 
IX. As imagens do conjunto de treinamento são projetadas no espaço de 
faces, efetuando-se a operação de transformação (9). Em seguida, o novo 
padrão passa para a fase de classificação. 
 
Ω = μT     (10) 
 
A Figura 30 apresenta a face média do conjunto de treinamento e algumas 
Eigenfaces calculadas para o conjunto de imagens de treino de exemplo.  
 
 
Figura 30: Face média e Eigenfaces utilizadas para o conjunto de treino. 
Fonte: Viola e Jones (2004). 
 
2.2.4. Interação Homem-Computador – IHC 
 
Diante de novas tecnologias, é cada vez maior o número de pessoas que utilizam 
sistemas complexos. ”Isso exige interações que consistem em receber informações 
e atuar, baseando-se nelas” (DUL et al., 2004).  
 
Nas últimas décadas, tem se dado cada vez mais importância ao uso de interfaces 
computacionais. “A interface de uma aplicação computacional envolve todos os 
aspectos de um sistema com o qual mantemos contato”. Segundo ele, “é através da 
interface que os usuários têm acesso às funções da aplicação”. (MORAN, 1981 
apud SOUZA, 1999). 
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Para Preece (1997 apud Santos, 2000), IHC diz respeito ao entendimento de como 
as pessoas usam sistemas computacionais para que sistemas melhores possam ser 
projetados a fim de atender melhor as necessidades dos usuários.  
 
Moran (1981) definiu a interface-usuário como: “aqueles aspectos do sistema com 
os quais o usuário entra em contato”. 
 
Segundo o dicionário Aurélio, uma interface é o “Meio físico ou lógico pelo qual um 
ou mais dispositivos ou sistemas incompatíveis conseguem comunicar-se entre si”. A 
Interação Homem-Computador (IHC) é a área da computação que investiga o 
design, avalia e implementa interfaces para que seres humanos possam interagir 
com sistemas computacionais de maneira eficiente e intuitiva (SANTOS e TEIXEIRA, 
2010). É errado associar o conceito de IHC apenas a computadores pessoais assim 
como o próprio nome sugere, uma vez que toda interação entre objetos distintos é 
implementada com base em uma interface. Como exemplo prático do dia-a-dia, é 
possível assimilar seu conceito ao uso de uma ponte que pode ser entendida como 
um meio de comunicação ligando uma determinada parte a outra, permitindo que 
lados opostos se comuniquem.  
 
Segundo Rehem et al. (2011), a Interação Homem-Computador (IHC) é uma área 
multidisciplinar que envolve as demais áreas da ciência da computação, psicologia, 
linguística, artes, dentre outras. O conhecimento sobre as limitações da capacidade 
humana, restrições e evoluções das tecnologias existentes devem ser levados em 
conta para que possa oferecer aos usuários uma forma adequada de interação entre 
plataformas computacionais existentes.  
 
A aplicação do conceito de Interface Homem Computador (IHC) associada ao uso do 
dispositivo Kinect mostrou ser de grande importância no desenvolvimento deste 
projeto, permitindo demonstrar o uso de uma aplicação prática com interface 
amigável e de fácil manuseio. Este projeto buscou associar o uso de interfaces 
menos intrusivas ao contato físico e com boa aparência aos olhos do usuário do 
sistema elevando o nível de satisfação no uso da aplicação. Compreende-se neste 
estudo aspectos relacionados à interação Homem-Computador explorando de modo 
mais intuitivo, natural e rápido o uso do Kinect como ferramenta de suporte a 
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interação. 
 
No geral, as boas práticas descritas pela IHC podem ser aplicadas em diversas 
áreas sempre que haja a necessidade da criação de uma interface para que 
sistemas diferentes se comuniquem. Um dos grandes desafios para a área de IHC 
está na maneira de como se manter atualizado sobre novos avanços tecnológicos 
disponíveis, assegurando-se que eles sejam aproveitados em prol de um benefício 
comum. 
 
2.2.5. Introdução ao Microsoft Kinect 
 
Anunciado pela primeira vez em junho de 2009, durante a conferência E3 (Eletronic 
Entertainment Expo), que acontece anualmente para exposição de novas 
tecnologias de computadores e video-game, o dispositivo Kinect foi apresentado ao 
mercado dos jogos com a proposta de desenvolvimento de um novo modelo de 
interface natural de usuário que proporcionaria ao mundo dos jogos um novo padrão 
de sistema de interação que não exige o uso de controles físicos na obtenção e no 
reconhecimento de gestos e movimentos do corpo. Essa tecnologia foi possível 
graças a utilização de uma câmera capaz de capturar informações de profundidade 
em imagens obtidas pelo dispositivo (EURO GAMER, 2011). 
 
O Kinect é um produto desenvolvido pela Microsoft Corporation, empresa com sede 
nos Estados Unidos da América e que atualmente e fabrica licenças com suporte a 
uma ampla gama de produtos incluindo diversos softwares para computadores e 
dispositivos móveis. Nos últimos anos, a Microsoft tem se destacado na área de 
jogos digitais através da fabricação do console Xbox 360 que fornece suporte ao 
Kinect (MICROSOFT, 2011). 
 
LaBelle (2011) define o Kinect como um dispositivo que vai muito além das tentativas 
anteriores de criar um controle baseado na captura de movimentos. Com base na 
utilização de vídeo, áudio e sensores de profundidade, o Kinect é capaz de detectar 
movimentos, identificar rostos, reconhecer voz e sons de jogadores, o que 
proporciona a sensação natural de interação utilizando o próprio corpo como 
controle de movimento. Ao contrário dos demais dispositivos do tipo, o Kinect não 
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requer um acessório ou dispositivo específico que faça com que o jogador precise 
manter contato físico. 
 
2.2.5.1. Origem 
 
Originalmente, o Kinect foi chamado de “Projeto Natal” pelo criador desta tecnologia, 
o brasileiro Alex Kipman, que escolheu esse nome em tributo a seu país, o Brasil, 
fazendo uma referência a palavra “Natal” em homenagem a cidade de Natal no Rio 
Grande do Norte (EURO GAMER, 2011). O Kinect teve o seu lançamento oficial no 
mercado em 4 de novembro de 2010, nos Estados Unidos, com o propósito de 
desenvolvimento de jogos eletrônicos para o console XBox 360, da Microsoft que, 
atualmente, lidera o ranking mundial de dispositivo eletrônico mais rapidamente 
vendido, alcançando a marca de 8 milhões de vendas em 60 dias (GUINNESS 
WORLD RECORDS, 2011; WASH, 2010). 
 
A tecnologia empregada no sensor de profundidade do Kinect foi desenvolvido em 
2005 por um grupo de pesquisadores israelenses Zeev Zalevsky, Alexander Shpunt, 
Aviad Maizels e Javier Garcia (ZALEVSKY et al., 2007). Mais tarde foi cedida a 
Microsoft em prol de uma parceria firmada entre as duas empresas sendo de 
fundamental importância na concepção do dispositivo que, com base no acesso ao 
hardware desenvolvido pela empresa israelita, a Microsoft pode reescrever o 
software tornando o reconhecimento do esqueleto do sensor Kinect mais preciso em 
detectar articulações (LEADBETTER, 2010). 
 
A tecnologia inovadora do Kinect possibilita o reconhecimento de gestos e a captura 
de movimentos proporcionando uma melhor interação com o usuário. Além disso, 
permite a captura de imagens de profundidade e fluxos de RGB a um preço muito 
mais baixo do que os sensores gama tradicionais, tornando-se uma nova sensação 
na área da visão computacional (MUKERJEE e GUHA, 2012). 
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2.2.5.2. Descrição 
 
De acordo com Brooks e Czarowicz (2012), o Kinect é um sistema bem 
documentado tido por muitos consumidores como o primeiro produto que utiliza um 
padrão de pontos de infravermelho projetados gerando uma imagem 3D com 
informação real de uma cena. 
 
O Kinect é dotado de uma câmera RGB, um sensor de profundidade composto por 
um projetor, uma câmera que usa infravermelho capaz de mapear o ambiente em 3 
dimensões, 4 microfones alinhados em conjunto, um motor para alterar seu ângulo 
de visão, um acelerômetro interno e uma interface USB 2.0 para conexão com o 
videogame (Xbox) ou mesmo com um PC comum (Windows ou Linux) (ALVARENGA 
et al., 2013). A Figura 31 apresenta os principais componentes do dispositivo Kinect 
que são explicados individualmente nos tópicos abaixo. 
 
 
 
Figura 31: O Microsoft Kinect. 
Fonte: MICROSOFT (2010). 
 
 Câmera RGB: obtém imagens coloridas com uma resolução de 640 por 480, 
com uma taxa de atualização de 30 quadros por segundo. Cada pixel é 
representado por 32 bits, sendo que apenas 24 deles são usados, com cada 8 
determinando o valor de uma componente (TOGORES, 2011). Mais 
especificamente, a câmera RGB presente no Kinect suporta uma resolução 
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de 640 x 480 pixels a 30fps, até 1280 x 960 pixels a 12fps, com um filtro de 
Bayer (BAYER, 1976 apud COSTA, 2013). 
 
 Sensor de Profundidade: um emissor de luz infravermelho (emissor de IR) 
espalha um padrão pseudo-aleatório sobre o ambiente juntamente de um 
sensor CMOS monocromático que compara a luz refletida (receptor de IR) 
com um padrão gravado no firmware. Dessa maneira, é calculado um mapa 
de profundidade com resolução de 640 por 480, a uma velocidade de 30 
quadros por segundo (TOGORES, 2011). 
 
 Motor: rotaciona o aparelho em +-27 graus na vertical acompanhando os 
movimentos do usuário com a finalidade de calibragem do ambiente. 
Possibilita também o controle de zoom da câmera, de forma que o Kinect 
possa ampliar o enquadramento de acordo com o posicionamento de outros 
usuários (TOGORES, 2011). 
 
 Microfones multi-vetorial: são quatro microfones autodirecionáveis para o 
usuário, capazes de isolar o som ambiente da fala do jogador. Também 
captam comandos por voz (TOGORES, 2011). 
 
O quadro abaixo (Quadro 1) apresenta as especificações do dispositivo segundo o 
fabricante: 
Quadro 1: Especificações do Kinect. 
Fonte: MICROSOFT (2010). 
 
Kinect Array Specifications 
Ângulo de Visão  43° na vertical e 57° na horizontal formando o ângulo de visão. 
Inclinação Vertical ± 27° 
Taxa de quadros 30 frames por segundo (FPS). 
Formato de Vídeo 16-kHz, 24-bit código de modulação de pulso (PCM). 
Entrada de Áudio 
Sequência de quatro microfones com conversor analógico-digital 
(ADC) de 24-bit.  Processamento de sinais residente incluindo o 
cancelamento de eco acústico e supressão de ruído. 
Acelerômetro 
A 2G/4G/8G acelerômetro configurado para a faixa de 2G, com 
um limite superior de precisão. 
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De acordo com informações do fabricante do Kinect, o stream de vídeo RGB utiliza 
por padrão a resolução VGA 8-bit (640 × 480 pixels), com um filtro de Bayer, mas o 
hardware é capaz de atingir resoluções de até 1280 x 1024 (a uma taxa de quadros 
mais baixa). 
 
A Figura 32 ilustra uma imagem do hardware do dispositivo Kinect. 
 
 
 
Figura 32: Imagem do Hardware do Kinect. 
Fonte: Kristen (2010). 
 
Sua arquitetura é composta de um acelerômetro com 3 eixos, configurado para uma 
variação 2G, em que G representa a aceleração devido à gravidade, possibilitando 
assim determinar a cada instante a orientação do sensor (COSTA, 2013).  
 
As câmeras de vídeo (RGB) do Kinect fornecem imagens em alta resolução 
chegando a 1280x1024 pixels. Além disso, o dispositivo possui quatro microfones na 
sua parte frontal colocados estrategicamente e um motor para controle do ângulo de 
inclinação variando entre -27 e +27 graus, como se pode observar na Figura 33 
(MILES, 2012; PIRES, 2012 apud VIEIRA, 2013). 
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Figura 33: Microfones e Motor (tilt) do Kinect. 
Fonte: Vieira (2013). 
 
De acordo com a Figura 34, o Kinect contém 2 sensores de profundidade 3D. O 
projetor de infravermelhos, ou Infrared Projector, que projeta um campo de pontos 
para o cenário capturado e a câmera de infravermelhos, ou Infrared Camera, que 
captura esses pontos projetados no cenário. O Kinect utiliza de informações destes 
pontos para elaborar um “mapa de profundidade” de uma imagem para definir a 
distância de cada elemento dessa imagem (VIEIRA, 2013). 
 
 
 
Figura 34: Sensores de Profundidade do Kinect. 
Fonte: Vieira (2013). 
 
Algumas limitações devem ser respeitadas quanto ao uso dos sensores de 
profundidade do Kinect. Estas limitações estão relacionadas a distância dos objetos 
capturados pelo dispositivo. A Figura 35 apresenta as distâncias suportadas pela 
câmera de profundidade do Kinect em seus dois diferentes modos de execução 
(VIEIRA, 2013). 
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 Desconhecido 
 Demasiado Perto 
 Demasiado Longe 
 Valores Normais 
 
Figura 35: Campo de Visão do Kinect.  
Fonte: Vieira (2013). 
 
Seu campo de visão tem a forma de uma pirâmide o que incorpora algumas 
limitações. Também possibilita o reconhecimento de objetos ou indivíduos de forma 
mais precisa entre os 40 cm e os 4m, como pode ser observado nas Figuras 36 e 
37, tendo um ângulo de visão de 57º graus na horizontal e 43º graus na vertical 
(COSTA, 2013). 
 
 
 
Figura 36: Padrão do campo de visão vertical do Kinect. 
Fonte: MICROSOFT (2010). 
 
No Kinect, o campo de visão dos usuários é determinado pelas configurações da 
câmera de IR (infrared), que são definidas por um range de profundidade 
denominado DepthRange. 
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No modo padrão do Kinect, o dispositivo pode reconhecer pessoas em pé entre 0,8 
metros (2,6 pés) e 4,0 metros (13,1 pés) de distância; sugerindo um alcance prático 
de 1,2 a 3,5 metros (MICROSOFT, 2010). 
 
 
 
Figura 37: Campo de Visão Horizontal Padrão do Kinect. 
Fonte: MICROSOFT (2010). 
 
O emissor infravermelho de um sensor Kinect projeta um padrão de luz 
infravermelha. Esse padrão de luz é usado para calcular a profundidade do povo no 
campo de visão que permite o reconhecimento de pessoas diferentes e de diferentes 
partes do corpo. Se for usado mais de um sensor de Kinect para iluminar a área de 
destino, poderá ser notada uma redução na exatidão e precisão de rastreamento 
esquelético devido à interferência com as fontes de luz infravermelhas 
(MICROSOFT, 2010). 
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2.2.5.3. Funcionamento 
 
O Kinect é um dispositivo do tipo RGB-D, que permite a captura de imagens 
representando as cores (Red, Green, Blue) e a profundidade de uma cena (D – 
Depth). Portanto, uma cena capturada pelo Kinect é usualmente representada por 
um par de imagens de resolução 640x480, com uma imagem em formato colorido 
RGB (24 bits/pixel), representado pela Figura 38, e outra imagem da profundidade 
de cada pixel (Depth), representado pela Figura 39. A profundidade representa a 
distância dos pixels em relação ao sensor, formando um mapa LxCxP (Linha x 
Coluna x Profundidade). 
 
 
 
Figura 38: Imagem da Câmera RGB do Kinect.  
Elaboração: Rafael Miranda Guimarães. 
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Figura 39: Imagem da Câmera de Profundidade do Kinect. 
Elaboração: Rafael Miranda Guimarães. 
 
2.2.5.4. Captura de movimentos 
 
Seria conveniente que computadores pudessem compreender instruções de 
comando fornecido pelos usuários de forma simples ao invés de procedimentos 
manuais de comando baseados em digitação ou sucessivos cliques do mouse para 
acesso as opções de menus. 
 
Em 1999, Segen e Kumar utilizaram uma câmera e uma fonte de luz calibrada para 
calcular a profundidade (SEGEN e KUMAR, 1999 apud CORREIA, 2013).  Ferris et 
al. (2004) utilizaram de uma série de fontes de luz externas para iluminar o cenário 
aplicando geometria de vários ângulos de visão para construir uma imagem de 
profundidade (FERRIS et al. 2004). Em uma abordagem um pouco diferente, em 
1998, Starner et al. (1998 apud Correia, 2013) utilizaram uma câmera central 
juntamente com uma câmera montada na cabeça do indivíduo e apontada para as 
mãos para ajudar no reconhecimento de gestos. Em 2010, com o surgimento do 
Kinect, a proposta foi permitir o computador “sentir” diretamente a terceira dimensão 
do jogador ou do ambiente, a profundidade (COSTA, 2013). A proposta consistia em 
divulgar um novo modelo de dispositivo de captura de imagem de profundidade a um 
preço acessível. 
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O Kinect utiliza uma estrutura ótica para fazer a leitura dos seus movimentos em 
tempo real. Trata-se de uma tecnologia que, embora não exatamente revolucionária, 
tinha utilizações restritas e também extremamente caras até pouco tempo atrás 
(MICROSOFT, 2010). 
 
O sistema de captura é composto de duas partes: um projetor e uma câmera IR 
VGA. O projetor emite um conjunto de lasers que faz a leitura do seu ambiente, 
permitindo que a câmera diferencie jogadores de mobílias no que é chamado de 
“profundidade de campo” (MICROSOFT, 2010). 
 
Essencialmente, o sistema fará uma leitura dos corpos dos jogadores em tons de 
vermelho, azul e verde, enquanto tudo o que estiver além será encarado como 
cinza. Depois disso, as imagens são enviadas para diversos filtros do Kinect, de 
forma que o aparelho possa diferenciar o que são e o que não são pessoas 
(MICROSOFT, 2010). 
 
Esse sistema utilizará parâmetros como a altura do jogador e o número de braços e 
pernas para diferenciá-lo de uma cafeteira ou de um cão, por exemplo. Além disso, o 
algoritmo é suficientemente preciso para perceber uma roupa desalinhada ou 
cabelos sobre os ombros (MICROSOFT, 2010). 
 
Os dados coletados do corpo humano são convertidos em um esqueleto virtual com 
juntas móveis (Figura 42) (MICROSOFT, 2010). Para o Kinect com SDK (Software 
Development Kit), um esqueleto mapeado em detalhes fornece informações 
completas sobre sua posição e articulações (Figura 40) (MICROSOFT, 2010). 
. 
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Figura 40: Mapa de Articulações do SDK (Joint Map). 
Fonte: MICROSOFT (2010). 
 
O esqueleto mapeado pelo dispositivo é composto pelas coordenadas 
tridimensionais X, Y, e Z de cada articulação, permitindo sua representação e 
manipulação 3D. Cada articulação tem informações de coordenadas referentes à 
posição que está à frente do dispositivo, os eixos X e Y são números entre -1 e 1 e o 
eixo Z é à distância em metros em que a articulação está do dispositivo (Figura 41) 
(MICROSOFT, 2010). 
 
O algoritmo implementado responsável pela captura de pontos específicos as 
articulações de um indivíduo assim como a distância de profundidade em relação ao 
Kinect encontra-se descrito no apêndice B – Figura B.1. Neste algoritmo estão 
descritos pontos específicos as articulações de um indivíduo baseado na posição 
relativa à cabeça (JointType.Head), ombro (JointType.ShoulderCenter) e mãos 
(JointType.HandLeft e JointType.HandRight).  
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Figura 41: Representação de eixos de uma articulação. 
Fonte: MICROSOFT (2010). 
 
O Kinect possui um processamento interno que utiliza um algoritmo de redes neurais 
artificiais que mapeia até 20 articulações do usuário formando um “esqueleto” que 
pode ser observado na Figura 42. 
 
 
 
Figura 42: Imagem do esqueleto de um indivíduo capturado pelo sensor Kinect na qual é possível 
visualizar as posições das articulações. 
Elaboração: Rafael Miranda Guimarães. 
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2.2.5.5. Reconhecimento de voz 
 
Um dos maiores problemas enfrentados pela Microsoft no desenvolvimento da 
captura de voz do Kinect é o fato de seu sistema de microfones ter que captar sons 
a até três metros de distância e, simultaneamente, evitar toda uma série de ruídos 
do ambiente. Para resolver possíveis problemas deste tipo, a Microsoft realizou 
testes com diferentes posições de microfone no dispositivo, a fim de determinar qual 
seria a melhor posição para o microfone. 
 
O resultado demonstrou uma solução final composta de quatro microfones, um na 
esquerda e três na direita. O sistema também foi “educado” para evitar ruídos vindos 
de home theaters, enquanto que um software chamado “Beam Forming” se 
encarrega de criar uma “barreira de som” à sua volta focando-se somente na voz 
principal do indivíduo ignorando possíveis ruídos a sua volta como conversas de 
familiares. 
 
No mais, o microfone ativo do Kinect vem preparado para reconhecer diversos 
idiomas incluindo diversas nacionalidades. 
 
2.2.6.  Bibliotecas e API’s 
 
Nessa seção, serão abordadas as API’s OpenCV e EmguCV, essa última, destinada 
ao uso da linguagem de programação C#. 
 
2.2.6.1. OpenCV 
 
OpenCV (Open Source Computer Vision Library, http://opencv.org) é o nome dado a 
uma biblioteca de código aberto, que inclui uma coleção de poderosas ferramentas 
destinadas ao desenvolvimento de aplicativos na área da Visão Computacional 
(MARENGONI, 2010).  
 
O OpenCV é totalmente livre para uso acadêmico e comercial, tendo sido 
desenvolvida pela Intel no ano de 2000, e destinada para o uso em aplicações de 
tempo real no campo da visão computacional. Desenvolvida originalmente na 
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linguagem de programação C/C++, ela é portável para todas as plataformas de 
sistemas operacionais. Seu código fonte está disponível para que usuários possam 
alterá-lo, adequando-o a uma eventual necessidade particular. Sua biblioteca possui 
módulos de processamento de imagens e vídeo, estrutura de dados, álgebra linear, 
interface gráfica do usuário (GUI), controle de mouse e teclado, além de mais de 
2500 algoritmos, muitos dos quais são considerados estado da arte, tais como 
segmentação, reconhecimento de faces (método Viola e Jones), aprendizado de 
máquinas, filtragem de imagens, rastreamento de movimento, entre outros métodos 
(DINIZ et al., 2013). 
 
A biblioteca OpenCV é composta de funções para processamento de imagens e 
vídeos, entrada e saída de dados, estrutura de dados, álgebra linear, interface 
gráfica básica do usuário com sistema independente de janelas, controle de teclado 
e mouse, além de centenas de algoritmos destinados a área de visão 
computacional.  
 
Dentre suas muitas funções, encontra-se a implementação da técnica de Viola e 
Jones (VIOLA e JONES, 2001; 2004), para detecção de faces, e uma 
implementação da técnica Análise de Componetes Principais (PCA - Principal 
Component Analysis) para reconhecimento de faces, ambas utilizadas neste estudo.  
 
Segundo Khalili (2007), os principais módulos da biblioteca OpenCV (Open Source 
Computer Vision Library) são:  
 
 cv: contempla as funcionalidades e algoritmos destinados a visão 
computacional;  
 cvaux: contempla os algoritmos destinados a área de visão computacional 
que ainda estão em fase experimental;  
 cxcore: módulo de estruturas de dados e álgebra linear;  
 highgui: módulo de controle de interface e dispositivos de entrada;  
 ml: módulo de Machine Learning. Trata-se de um conjunto de classes e 
funções para a classificação estatística, clustering, entre outros.;  
 cvcam: módulo portável para processamento de vídeo digital de câmeras.  
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A Figura 43 apresenta uma visão geral da biblioteca OpenCV (Open Source 
Computer Vision Library) e seus principais módulos segundo Khalili (2007): 
 
 
 
Figura 43: Principais Módulos da Biblioteca OpenCV. 
Fonte: Khalili (2007). 
 
2.2.6.2. EmguCV 
 
O Emgu CV é um wraper (“tradutor”) para a plataforma .Net da biblioteca de 
processamento de imagem Intel OpenCV. Utilizando o Emgu CV, pode-se utilizar 
funções do OpenCV a partir de linguagens .NET, tais como C#, VB, VC++. Este 
wraper (“tradutor”) pode também ser executado nas plataformas Linux, Mac OS X, 
iPhone, iPad and Android (EMGUCV, 2014).   
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CAPÍTULO 3 
3. REVISÃO BIBLIOGRÁFICA 
 
3.1. Detecção de Faces 
 
Uma das principais áreas da Visão Computacional é a da detecção de faces em 
imagens. Nas últimas décadas, tem-se observado grandes investimentos em 
soluções de software de detecção de face capazes de reproduzir 
computacionalmente funcionalidades de um sistema de visão humano. Exemplo 
disso são sistemas de detecção facial que permitem a extração de características 
específicas de um indivíduo como boca, nariz e os olhos (CARVALHO, 2008). 
 
A detecção de face é visto por muitos como sendo uma das atividades primordiais 
do reconhecimento de face. Detectar a face antes de características particulares de 
um indivíduo, polpa tempo e consumo de hardware, pois elimina grande parte da 
imagem capturada a ser tratada pelo algoritmo de busca (LOPES, 2005). Limitar a 
busca por uma região específica da imagem garante melhorias significativas no 
desempenho do algoritmo.  
 
3.1.1. Introdução 
 
A interação humano-computador tem se tornado uma ativa área de pesquisa em que 
interfaces mais amigáveis e efetivas vem sendo desenvolvidas (MARIN, 2006). 
Segundo Marin (2006), diversos tipos de protótipos de sistemas implementam o 
modelo baseado na detecção de faces humanas que é um dos meios mais efetivos 
e utilizados pelo processo de detecção uma vez que carrega consigo grande 
quantidade de informação representada por características específicas como boca, 
olhos e nariz. Para Rosário (2008), o uso de informações por meio de computadores 
poderia estimular o comportamento do conhecimento das emoções do usuário, por 
meio de suas expressões faciais. Toda face humana possui estas características e a 
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partir dela é possível, por exemplo, descrever as emoções de um indivíduo. Nota-se 
que diferentes formas de reconhecimento de face têm despertado grande interesse 
da comunidade científica atraindo muita atenção, embora já venha sendo estudada 
há mais de vinte anos por psicólogos, neurocientistas e engenheiros. 
 
É cada vez maior a necessidade de soluções robustas de identificação pessoal que 
estimule a adoção de métodos baseados em características do indivíduo como 
características fisiológicas e comportamentais. Segundo Lopes (2005), a localização 
das características faciais representam um importante papel em diversas aplicações 
como em sistemas de reconhecimento de face, análise de expressões faciais, 
interação humano-computador, rastreamento de faces, entre outros. 
 
O processo de detecção implica na localização da face em uma imagem ou 
sequência de imagens. Para Ascenso et. al. (2004), a face localizada deve estar 
contida no ambiente que a rodeia, e diante de uma análise mais profunda em uma 
imagem pode ser mais ou menos complexo. Ainda segundo Ascenso et. al. (2004), 
no princípio do processo de detecção tem-se a necessidade de isolamento da face 
do restante da imagem para que se possa aplicar sobre ela os passos seguintes. 
Alguns sistemas não distinguem a fase de extração, que pode estar integrada tanto 
na fase de detecção quanto na fase de reconhecimento. O importante é 
entendermos que o papel da detecção de face é fundamental para o bom 
desempenho e qualidade do sistema. 
 
Segundo Ben-Yacoub et al. (1999) a confiabilidade assim como o intervalo de 
resposta esperado de um sistema de detecção de faces impacta diretamente no 
desempenho podendo inviabilizar sua utilização. 
 
Marin (2006) afirma que diferentes expressões faciais assim como alterações nas 
condições de iluminação do ambiente dificultam a detecção da face alterando por 
completo a aparência do indivíduo. De acordo com o autor, as imagens obtidas pelo 
dispositivo de captura variam conforme a posição do indivíduo e o dispositivo. Os 
desafios relacionados à detecção de face podem envolver os seguintes fatores: 
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 Posições: faces em diferentes posições omitindo características específicas 
da face; 
 Presença ou ausência de características estruturais: alteração da 
aparência baseada em diferentes características tais como barba, bigode e 
óculos. 
 Expressões faciais: influência na alteração da aparência causada por 
mudanças de expressões faciais; 
 Oclusões: face parcialmente omitidas por objetos ou outras faces; 
 Condições de Formulação da Imagem: fatores externos ou sistêmicos 
ocorridos durante o processo de obtenção da imagem. Exemplos: escala 
utilizada pelo algoritmo e condições de iluminação do ambiente durante o 
processo de captura da imagem. 
 
3.1.2. Métodos de Detecção de Faces Humanas 
 
Vários são os métodos utilizados para a detecção de face em uma imagem. Para 
Carvalho (2004), tais métodos podem ser divididos em quatro grandes grupos 
baseados no conhecimento, na aproximação de características invariantes, em 
modelos de protótipos e de aparência. Ainda de acordo com Carvalho (2004), o 
modelo de conhecimento possui um conjunto de regras em relação a características 
faciais, já as características invariantes buscam por características que já existam 
independentes de fatores externos que prejudiquem a qualidade da imagem como a 
posição da face ou a luminosidade do ambiente. Nos métodos baseados em 
modelos de protótipos, utilizam-se padrões que caracterizam a face fazendo uso da 
correlação entre padrões e modelos implementados baseados na captura da face do 
indivíduo no ambiente. Para o método baseado na aparência, utilizam-se modelos 
parecidos com o cenário anterior fazendo uso de um conjunto de imagens de treino 
que buscam capturar a variabilidade representativa da aparência da face. 
 
Para Filipe (2008), métodos de detecção de faces humanas estão vinculados às 
informações prévias adquiridas. O uso de métodos em sistema de detecção e 
reconhecimento de face são implementados através do uso de algoritmos 
específicos. Tais métodos variam conforme sua aplicação, sendo baseados na 
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utilização de informações em imagens de tons de cinza descrito em Rowley (1996), 
Kay (1998), Tresset (2006). Alguns outros métodos baseiam-se em informações de 
arestas de uma imagem conforme Wang (2000). Observa-se também o uso 
considerável de métodos que utilizam informações de cor durante a detecção de 
face citado por Goshtasby (1999), Chen (1995), Daí (1996). Por último, destaca-se a 
existência de métodos que utilizam a informação da geometria da face conforme 
Jeng (1998) e Lin (2001). 
 
O método escolhido e utilizado neste estudo baseia-se em escala de cinza 
utilizando-se de características pré-definidas da imagem. As imagens obtidas pelo 
algoritmo utilizado são treinadas para que se possa constituir um modelo. Vários são 
os tipos de modelos baseados na utilização de imagens em tons de cinza, destes é 
possível citar: o modelo desenvolvido por Rowley et al. (1998) que realiza a analisa 
de subjanelas de uma imagem filtrando aquela que considera a existência de uma 
face. Esse modelo faz uso de redes neurais artificiais com utilização do algoritmo de 
bootstrap auxiliando na detecção de imagens que não possuem faces em conjunto 
de treino. Segundo Rowley et al. (1998 apud FILIPE, 2008), esse algoritmo pode 
detectar entre 77.9% e 90.3% de faces em um conjunto de 130 imagens com um 
número aceitável de falsos positivos. Nesse modelo de algoritmo, é possível a 
identificação tanto de faces frontais quanto de faces de perfil. 
 
Para Rowley et al. (1998 apud FILIPE, 2008), alguns resultados podem ser 
obervados na Figura 44. Para cada uma das imagens é possível observar no canto 
superior esquerdo o número total de faces da imagem, seguido do número de 
imagens detectadas pelo sistema e do número de falsas aceitações 
respectivamente. 
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Figura 44: Resultados Encontrados pelo Algoritmo. 
Fonte: Rowley et al. (1998). 
 
De acordo com a Figura 44 é possível avaliarmos algumas observações citadas pelo 
autor em relação a cada ponto da imagem. Na imagem A, observa-se que todas as 
faces foram detectadas, porém o sistema apresentou um falso positivo. Já na 
imagem B, o autor enfatiza a existência de uma face rotacionada não identificada 
pelo algoritmo. Na imagem C é possível observar que uma das faces não foi 
detectada. Na imagem D, apesar de detectar corretamente a presença de uma face 
na imagem, o autor relata a existência de um falso positivo na região do pescoço. 
Por fim, na imagem E, todas as possíveis faces foram detectadas com a ressalva da 
presença de imagens de face em formato de desenho sendo passíveis de absorção 
pelo algoritmo. O autor sinaliza atenção nesses casos nos quais mesmo com 
imagens de faces humanas treinadas no banco de dados, o algoritmo é sucessível a 
possíveis falhas quanto a detenção não conseguindo relacionar as possíveis 
diferenças encontradas em uma imagem real de uma abstrata. 
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3.1.3. Trabalhos Relacionados a Detecção de Face 
 
3.1.3.1. Detecção e Rastreamento de Faces em Vídeos 
 
O Projeto de Campos (2011) foi baseado na capacidade de detecção e rastreamento 
de faces para a criação automática de índices em hipervídeos6. Esse estudo fez uso 
do algoritmo de Viola e Jones para o tratamento de detecção de faces no ambitente. 
De acordo com o autor, além do algoritmo de Viola e Jones foi implementado 
também um modelo de rastreamento baseado no algoritmo Camshift7 (Continuously 
Adaptive Mean Shift) para o tratamento da localização probabilística de um objeto 
que se altere dinamicamente. Na etapa de classificação de características da face, 
foram utilizados os conceitos de correlação, transformação e kmeans8.  
 
Para o autor, os resultados apresentados na etapa de detecção demonstram ser 
satisfatórios para imagens de faces frontais capturadas pelo sistema durante sua 
execução. Ainda segundo o autor, o método de Viola e Jones mostrou ser viável e 
com bons resultados tanto na detecção de uma face quanto de múltiplas faces. Uma 
observação do autor ao projeto refere-se à etapa de rastreamento da imagem na 
qual é possível a movimentação do objeto detectado pelo vídeo com baixo custo 
operacional uma vez que, identificada a face pelo algoritmo de Viola e Jones (VIOLA 
e JONES, 2001; 2004), foi possível manter a trajetória das faces detectadas em 
qualquer parte do vídeo em um custo computacional consideravelmente menor. 
 
O autor ressalta dois problemas relacionados ao rastreamento com utilização do 
algoritmo de Camshift2 entre eles o funcionamento baseado em cores, o que 
determina o tamanho do retângulo da face, podendo ser maior do que o esperado 
acarretando na localização de regiões do corpo não esperadas como o pescoço ou 
do tórax do indivíduo. Outro problema citado pelo autor condiz com os casos em que 
há duas ou mais faces em cena estando lado a lado. Nesse caso, o algoritmo 
                                                   
6
 TIELLET, C.A.B.; LIMA, J.V.; REATEGUI, E.B.; Hvet: um Modelo de Hipervídeo Aplicado ao Ensino 
de CirurgiaVeterinária Revista Novas Tecnologias na Educação, v. 6, p. 17-27, 2008. 
7
 BRADSKI, G. R. Real time face and object tracking as a component of a perceptual user interface. In 
Proceedings of the Fourth IEEE Workshop on Applications of Computer Vision (WACV98), 1998.  
8
 LINDEN, R. Técnicas de Agrupamento. Revista de Sistemas de Informação da FSMA N.º4. (2009) 
pp. 18-36 Faculdade Salesiana Maria Auxiliadora. Visconde de Araújo, 2009. 
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poderia “invadir” áreas de outra face na imagem. 
 
O autor não dá detalhes dos indicadores e resultados obtidos, cita apenas a 
aplicação em termos práticos sem análise ou comparação de resultados. 
 
 
 
 
 
 
 
Figura 45: Imagem do Sistema Incluindo as Etapas de Detecção e Rastreamento, Classificação e 
Reconhecimento.  
Fonte: Campos (2011). 
 
3.1.3.2. Sistema Baseado em Vídeo para Detecção de Sonolência em 
Motoristas 
 
Trata-se de um projeto de Queiroz (2011) que tem como objeto implementar uma 
solução de software capaz de detectar sonolência em motoristas utilizando uma 
estrutura de baixa complexidade computacional sob diversas condições de 
luminosidade, sendo adaptado a veículos de grande porte. O sistema consiste de 3 
partes incluindo uma unidade de processamento que analisa imagens obtidas pela 
câmera extraindo informações específicas da face como o movimento dos olhos e 
das pálpebras. O ponto de conexão refere-se ao local que se posiciona o motorista 
diante da câmera de captura de imagens localizada a uma distância máxima de 
1,2m incluindo um indicador sonoro para o monitoramento do status do motorista. As 
Figuras 46 e 47 ilustram o momento exato da detecção de face realizado pelo 
algoritmo de Viola e Jones (VIOLA e JONES, 2001; 2004) e implementado através 
da biblioteca OpenCV. 
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Figura 46: Detecção de face em tempo 
real com utilização de óculos pelo condutor 
durante o turno vespertino (17:30 hs). 
Fonte: Queiroz (2011). 
 
 
Figura 47: Detecção de face em tempo 
real com utilização de óculos em horário 
noturno (22:35 hs). 
Fonte: Queiroz (2011). 
 
Diante da aplicação desenvolvida, assume-se que para o monitoramento do 
ambiente interno veicular, haverá apenas uma pessoa presente no vídeo 
possibilitando a detecção apenas de uma face em cena. Para isso, o motorista 
deverá estar a uma distância máxima de 120 cm do dispositivo de captura. 
 
De acordo com autor, os resultados encontrados na detecção de face dos motoristas 
considerando os horários diurnos e noturnos foi de 98,8%. Para os olhos, o 
resultado encontrado foi de 95%. 
 
Esse estudo fez uso de funções e métodos específicos para o tratamento e 
localização do centro dos olhos e distância entre os pontos antropométricos9 
utilizando a biblioteca OpenCV aplicada a linguagem C++. 
 
Ressalta-se que o autor não realiza em seu estudo uma descrição sobre os 
indicadores utilizados bem como a discriminação dos valores da tabela de cálculos 
referentes aos valores de falso positivo, falso negativo entre outros. 
 
Contudo, o sistema proposto apresentou satisfatório quanto ao seu objeto 
demonstrando índices de desempenho superiores a 94% de acerto para o 
reconhecimento de características específicas dos olhos como informações das 
pálpebras e o modo de piscar, permitindo a aferição do nível de fadiga. 
                                                   
9
 Ciência biológica que atua na medição do corpo humano e suas diferentes partes. 
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3.1.3.3. Controle de Acesso Baseado em Biometria Facial 
 
Este projeto visa construir um sistema de controle de acesso baseado unicamente 
na detecção e no reconhecimento de face. Utilização do algoritmo de Viola e Jones 
(VIOLA e JONES, 2001; 2004) para o tratamento de detecção facial e uso de redes 
neurais para o reconhecimento de face baseado no uso de técnicas probabilísticas.  
 
O software desenvolvido pelo autor propõe que a partir da implementação do 
algoritmo de Viola e Jones (VIOLA e JONES, 2001; 2004) é possível realizar a 
identificação de faces humanas e de objetos relacionados conforme ilustrado na 
Figura 48 na qual, demonstra a captura da face humana assim como a identificação 
de um objeto representado pela própria mão do indivíduo.  
 
 
 
Figura 48: Imagem do Sistema Demonstrando a Detecção da Captura da Face do Indivíduo. 
Fonte: Moraes (2010). 
 
Para o tratamento de detecção de face baseado no algoritmo de Viola e Jones 
(VIOLA e JONES, 2001; 2004) definiu-se uma janela com parâmetros de 
escalonamento de 3% e tamanho mínimo de 30x30 pixels para a face. Segundo o 
autor, na detecção de face, os resultados foram perfeitos com 100% de acerto sobre 
as imagens treinadas pelo algoritmo a uma taxa de falsa aceitação (FAR) próxima 
de zero. 
 
Este trabalho fez uso de experimentos baseados em imagens estáticas e dinâmicas. 
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As imagens estáticas utilizadas pelo autor foram retiradas do banco de imagens da 
FERET  10 (Face Recognition Technology) em um total de 3.700 imagens de 991 
indivíduos diferentes. Cada indivíduo possui no mínimo duas fotos frontais com um 
tamanho padrão definido (767 x 512 pixels). A avaliação de performance do controle 
de acesso foi dividido em três conjuntos considerando subconjuntos de treino e 
subconjuntos de testes variando o número de pessoas em cada um dos grupos. 
 
Já a avaliação relacionada a captura de imagens de vídeo, o autor define também 
um conjunto de avaliação dividido em subconjuntos de testes e de treino. Para o 
subconjunto de treino, as imagens adquiridas foram feitas em cooperação com o 
indivíduo que se posicionava em frente à câmera, a uma distância de dois metros do 
dispositivo. Testes de treino foram realizados com um total de 29 indivíduos, com 
uma única imagem capturada de cada indivíduo de forma controlada no ambiente. 
Consideram-se pertencentes a estes subconjuntos os usuários “legítimos”. 
 
Foram realizados vários conjuntos de avaliações simulando um ambiente controlado 
com 50, 100 e 200 usuários. Para os testes realizados em um conjunto de 200 
usuários, o sistema apresentou uma taxa de acerto de 93% com uma taxa de falsa 
aceitação (FAR - False Aceptance Rate) de 0,77%; considerando os testes para um 
conjunto de 100 usuários, a taxa de acerto foi de 90,25% com uma taxa de falsa 
aceitação (FAR - False Aceptance Rate) de 1,79%; e considerando um conjunto de 
50 usuários o sistema apresentou uma taxa de 93,11% de acerto com uma taxa de 
falsa aceitação (FAR - False Aceptance Rate) de 4,76%. 
 
Para os subconjuntos de testes utilizando a base de acesso da UFES (Universidade 
Federal do Espírito Santo), o indivíduo deveria se posicionar olhando para a câmera 
e levantando a mão direita para gerar o evento de solicitação de entrada gerado pelo 
sistema. A partir deste momento processa-se a imagem adquirida liberando ou não o 
acesso de entrada, armazenando em seguida a imagem na base. Para esse 
subconjunto foi possível avaliar possíveis tentativas de acesso baseado em usuários 
legítimos e usuários impostores ao subconjunto de treino. 
 
                                                   
10
 PHILLIPS, J.; RAUSS, P. and FERET, S. Der. Face Recognition Technology – Recognition 
Algorithm  Development and test results. U.S. Army Laboratory. 1996. 
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Quanto às métricas de desempenho utilizadas, considerou-se a utilização da matriz 
de confusão como medida de avaliação e análise de desempenho para os seguintes 
indicadores: verdadeiro positivo, verdadeiro negativo, falso positivo e falso negativo. 
Para a avaliação de precisão dos indicadores foi utilizado o mapa da Curva ROC 
(PRATI, 2008) como modelo de comparação de performance entre os 
classificadores. O autor ressalta que para um classificador perfeito é necessário um 
ponto nas coordenadas (0,1) para qualquer variação de limiar utilizado sendo 0% de 
falsos positivos e 100% de verdadeiros positivos. 
 
Para o autor a abordagem proposta por Viola e Jones (VIOLA e JONES, 2001; 2004) 
se mostrou bastante adequada aos testes de detecção de face atendendo as 
necessidades. Quanto ao tratamento de reconhecimento, a utilização de Redes 
Neurais Sem Peso VG-RAM (Virtual Generalizing RAM) também se mostrou com 
bons resultados dentro dos limites apresentados. 
 
Os resultados finais apresentados chegaram a demonstrar uma taxa de 93% de 
autenticações corretas, com uma taxa de falsa aceitação (FAR - False Acceptance 
Rate) de 0,79%. De acordo com o autor este projeto se mostrou viável, porém, não 
sendo indicado para aplicações que envolvam níveis rígidos de segurança sem 
margem para erros. 
 
Ainda de acordo com o autor, a comparação com outros algoritmos que tratam do 
problema de identificação é unicamente para que se possa avaliar parâmetros de 
performance do sistema. Segundo o autor, não foram encontradas publicações 
específicas de controle de acesso utilizando o reconhecimento facial. 
 
3.1.3.4. Person Detection in the Restaurant of the Future 
 
Desenvolvido pela Universidade de Groningen, na Holanda, esse estudo proposto 
por Batenburg (2010) apresenta a ideia de um restaurante do futuro onde é possível 
a identificação de clientes através da face. No estudo, foram realizados alguns 
testes com diferentes algoritmos de detecção de face incluindo o algoritmo de Viola 
e Jones. Segundo o autor, este algoritmo obteve melhor desempenho mesmo sobre 
forte influência a variação de backgound. 
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O objetivo deste projeto é detalhar o perfil de cada cliente por meio de seu 
comportamento. Câmeras espalhadas no ambiente permitem a gravação de suas 
ações que ao final poderão ser salvas no banco de dados do sistema. O sistema 
além de detectar padrões dos clientes, realiza a coleta de informações adicionais 
como tempo de visita e o peso de forma a construir um perfil detalhado de consumo 
de alimentos. Para o autor, diante de um sistema inteligente, torna-se necessário 
personalizar a comunicação criando um ambiente de fácil interação. Para que fosse 
possível obter diferentes abordagens na detecção de faces dos clientes, foram 
utilizadas duas câmeras direcionadas para a área de check-out dos clientes. Com o 
objetivo de determinar o desempenho deste experimento foram realizados testes 
com quatro algoritmos diferentes incluindo Viola e Jones (VIOLA e JONES, 2001; 
2004), o de rede neural de Rowley (ROWLEY et. al. 1996), o SNoW detector11 e o 
Picasa12. 
 
O experimento selecionou 100 imagens sendo, 25 com ninguém visível em cena, 25 
com apenas uma face visível, 25 com duas faces visíveis e os últimos 25 
considerando três ou mais visíveis. Segundo o autor esta divisão foi necessária para 
a qualidade do algoritmo no processo de detecção de vários indivíduos em cena. 
 
 
a) ninguém 
 
b) 01 pessoa 
 
c) 2 pessoas 
 
d) +3 pessoas 
 
Figura 49: Imagem de Execução do Sistema com Detecção de Diferentes Números de Faces. 
Fonte: Batenburg (2010). 
 
O Quadro 2 a seguir demonstra a avaliação de desempenho encontrada para os 
diferentes tipos de detectores implementados. Foram avaliadas as medidas de 
precisão, recall e F1-measure, incluindo também o tempo de execução. Para o 
Picasa, não houve determinação do tempo de execução. 
                                                   
11
 D. R. M. Yang, and N. Ahuja, “A snowbased face detector,” in Neural Information Processing, vol. 
12, 2000. 
12
 Picasa web album. http://picasa.google.com/. 
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Quadro 2: resultados comparativos aos indicadores de Recall, Precision, F1-measure e tempo de 
execução para as quatro abordagens utilizadas no experimento. 
Fonte: Batenburg (2010). 
 
 Recall Precision F1-measure Time(in s) 
Picasa 0.063 0.140 0.09 - 
Rowley 0.057 0.423 0.10 1449 
SNoW 0.021 0.364 0.04 1684 
Viola - Jones 0.349 0.090 0.14 60 
 
Para o ambiente restaurante utilizado no estudo, observa-se que os algoritmos de 
Redes Neurais de Rowley, SNoW detector e Picasa detectaram menos de 10% das 
faces. Já a implementação de Viola e Jones possibilitou a detecção de quase 35% 
das faces. De acordo com o autor, verificou-se que todos os métodos retornaram 
grande quantidade de falsos positivos resultando em uma baixa precisão. 
 
Ao final, o desempenho obtido foi menor do que o esperado devido a várias causas 
provocadas pela baixa qualidade das gravações, mudanças angulares e variações 
de luz no ambiente. Considerando um elevado número de falsos positivos, o melhor 
recall ficou abaixo de 35%. 
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CAPÍTULO 4 
4.  METODOLOGIA 
 
Metodologia é conceituada por Vergara (2009) como “um caminho, uma forma lógica 
de pensamento”. Demo (1995, p.11) conceitua metodologia como o “estudo dos 
caminhos, dos instrumentos usados para se fazer ciência. É uma disciplina 
instrumental a serviço da pesquisa”. 
 
Com a intenção de construir uma solução de software de baixo custo que favoreça o 
desenvolvimento de um mercado voltado para o conceito de computação visual e 
processamento de imagens, será aplicado um modelo de pesquisa experimental, 
com base em prova de conceito. Para Santos (2014), a prova de conceito é um 
termo utilizado para denominar um modelo prático que possa provar um conceito 
teórico. Sua aplicação faz uso de um protótipo de software desenvolvido a partir de 
um conceito teórico. 
 
A pesquisa experimental caracteriza-se por manipular as variáveis 
relacionadas com o objeto de estudo. Neste tipo de pesquisa, a 
manipulação das variáveis proporciona o estado da relação entre 
causas e efeitos de determinado fenômeno (RAMPAZZO, 2005).  
 
Segundo Cervo, Bervian e Silva (2006,) o método de experimentação é o conjunto 
de processos utilizados para verificar as hipóteses, sendo a hipótese, o 
estabelecimento de uma relação de causa e efeito ou de antecedente e consequente 
entre dois fenômenos. ”Convém esclarecer que a pesquisa experimental não se 
resume a pesquisas de laboratório, assim como a descritiva não se resume a 
pesquisa de campo” (CERVO; BERVIAN; SILVA, 2006). 
 
Conforme dito por Juristo e Moreno (2010) a experimentação em engenharia de 
software é importante pelo fator social da mesma, onde os métodos, ferramentas e 
paradigmas são influenciados por experiência, conhecimento e capacidade do 
usuário. Assim, uma diferença importante entre a engenharia de software e outras 
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engenharias é a importância do elemento humano. Segundo Travassos, Gurov e 
Amaral (2002), novas ferramentas, métodos e linguagens não deveriam ser apenas 
publicados, sugeridos ou apresentados para venda sem antes passar por um 
processo de experimentação e validação. A abordagem mais apropriada para a área 
de engenharia de software é o método experimental, que considera a proposição e 
avaliação do modelo com estudos experimentais (TRAVASSOS; GUROV; AMARAL, 
2002). O método científico pode ser utilizado, por exemplo, para entender como o 
software está sendo desenvolvido por uma empresa, de forma que a ferramenta 
possa ser utilizada para automatizar o processo. Outro exemplo poderia ser a 
comparação de desempenho entre diferentes ferramentas. 
 
Neste estudo, são abordados os principais aspectos relativos à experiência de 
desenvolvimento de um estudo qualitativo em que é adotada como método de coleta 
de dados a observação participante com base na experimentação. Para Gil (1999), 
ciência é conhecimento, porém, não qualquer forma de conhecimento, mas uma 
forma que tem por objetivo formular leis que regem os fenômenos, comprovados por 
meio da observação e da experimentação. Segundo Keller e Bastos (1991, p. 54), 
na pesquisa experimental o pesquisador procura refazer as condições de um fato a 
ser estudado, para observá-lo sob controle. Para tal, utilizam-se de local apropriado, 
aparelhos e instrumentos de precisão para demonstrar o modo ou as causas pelas 
quais um fato é produzido, proporcionando assim, o estudo de suas causas e efeitos 
(KELLER; BASTOS, 1991, p. 54). 
 
Quanto à natureza da pesquisa, será conforme Casarin e Casarin (2012), pois 
haverá um interesse em adquirir novos conhecimentos, porém orientada para a 
aplicação prática. Esse tipo de pesquisa, apesar de ligado a prática, não pode deixar 
de incluir uma reflexão teórica (MASCARENHAS, 2010). 
 
A abordagem do problema será qualitativa, que, segundo Mascarenhas (2010), é o 
tipo de pesquisa que se faz quando se deseja descrever o objetivo do estudo com 
mais profundidade, apresentando assim estudos descritivos. “O objetivo de uma 
pesquisa qualitativa envolve a descrição de certo fenômeno, caracterizando sua 
ocorrência e relacionado-o com outros fatores” (CASARIN; CASARIN, 2012). Nesse 
tipo de pesquisa, a quantificação dos objetos estudados não é priorizada. Há 
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também uma preocupação de descrever sua ocorrência em modelos que não são 
empíricos, utilizando-se de modelos contextuais variados. Dessa forma, a pesquisa 
tem o objetivo relacionado ao contexto pelo qual o objeto pesquisado está inserido. 
Também existe a preocupação em fazer associações entre as variáveis que estão 
englobadas no contexto que está sendo pesquisado (CASARIN; CASARIN, 2012). 
 
Abaixo estão listados os procedimentos metodológicos para atingir os objetivos: 
 
1. Realização de uma extensa pesquisa bibliográfica a procura de ontologias 
(mapas conceituais) para a representação de software; 
 
2. A partir da pesquisa bibliográfica deseja-se saber com quais tecnologias e 
métodos os autores de trabalhos relacionados estão conseguindo os 
resultados, e também será feita uma busca por outros trabalhos que possam 
embasar a construção do arcabouço conceitual; 
 
3. Construção do arcabouço conceitual para a criação do protótipo de Software 
de reconhecimento facial para registro eletrônico de ponto; 
 
4. Construção de algoritmos básicos de captura e registro das informações 
geradas pelo sensor Kinect; 
 
5. Construção de uma base de dados local com informações capturadas pelo 
sensor Kinect; 
 
6. Realização de experimentos práticos com o objetivo de identificação de 
pessoas por meio de dados fornecidos pelo sensor Kinect; 
 
7. Prova de conceito para verificar se o arcabouço proposto atende o problema 
inicialmente encontrado. 
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4.1.  Arcabouço Conceitual 
 
Este trabalho tem como objetivo o desenvolvimento de um protótipo de software de 
reconhecimento facial capaz de realizar o registro ou marcação eletrônica de ponto 
dos funcionários de uma empresa, utilizando de algoritmos de detecção e 
reconhecimento responsáveis pela extração de características da face de indivíduos 
baseado no uso do sensor Kinect juntamente de uma câmera de alta definição 
acoplada ao seu dispositivo atuando como ferramenta de captura e coleta de dados. 
  
O processo de criação e desenvolvimento do projeto começa com a identificação do 
problema relacionado ao desenho da solução. Características específicas ao 
processo de reconhecimento e identificação de padrões em imagem devem ser 
melhor avaliadas. O algoritmo de Viola e Jones será o modelo utilizado na 
implementação e os requisitos da aplicação serão avaliados para que esteja de 
acordo com o modelo de proposta apresentado. 
 
A arquitetura conceitual, mostrada na Figura 50, tem como objetivo identificar os 
principais componentes que irão fazer parte do sistema, sem aprofundar nos 
detalhes de especificação da interface. Com essa arquitetura, será possível o 
desenvolvimento da solução, que terá como objetivo final um modelo de software de 
reconhecimento facial de baixo custo aplicado ao processo de marcação e registro 
eletrônico de ponto. A implementação do código fonte correspondente a arquitetura 
conceitual do projeto representada pela Figura 50 é demonstrada no Apêndice B, 
Figura B.3 na qual, exibe o código fonte gerado para atendimento aos passos 
necessários de operação do sistema (ver Figura 50). 
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 Estação de Captura e Reconhecimento da Face 
 Registro do Ponto Eletrônico 
 
Figura 50: Arquitetura Conceitual do Projeto. 
Elaboração: Rafael Miranda Guimarães. 
 
Abaixo estão descritos os passos necessários para operação do sistema proposto: 
 Passo 01: Captura da imagem da face do indivíduo; 
 Passo 02: Reconhecimento da face do indivíduo (anexo a esta etapa estão 
os passos necessários para a extração das características da imagem da face 
do indivíduo); 
 Passo 03: Marcação e registro de ponto do indivíduo. Considera-se nesta 
etapa a emissão da foto do indivíduo e os dados relacionados ao horário do 
ponto; 
 Passo 04: Envio de confirmação por e-mail. 
 
Este estudo se aplica como requisito parcial na elaboração de um protótipo de 
software para a detecção de faces utilizando o modelo proposto por Viola e Jones 
(2001; 2004) baseado em filtros de Haar em cascata (FERNANDEZ e WILSON, 
2006). Tal protótipo fará uso da biblioteca EmguCV (2014), que é uma plataforma 
em .NET para a biblioteca OpenCV onde se permite que se invoquem as funções do 
OpenCV nas linguagens compatíveis com.NET como C#, VB, VC++ (EMGUCV, 
2014). 
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O primeiro passo do projeto será compreender o Kinect e sua SDK, fornecida pelo 
fabricante, verificando as suas capacidades e limitações. Essa etapa envolve gerar 
algoritmos básicos de captura e registro das informações obtidas pelo sensor Kinect 
juntamente do uso de uma webcam de alta definição proporcionando uma melhor 
qualidade da imagem capturada. Nessa etapa, inúmeros testes de implementação e 
uso do dispositivo serão realizados, verificando sua funcionalidade em ambientes 
com diferentes condições de luminosidade. Nos testes realizados, também será 
verificado o seu funcionamento com diferentes indivíduos. 
 
Na segunda etapa, será gerada uma base de dados local com informações 
capturadas pelo Kinect. Para auxiliar no processo de captura das informações, serão 
realizados experimentos práticos com o objetivo de proporcionar a identificação de 
pessoas por meio de dados capturados pela webcam acoplada ao sensor Kinect e, 
que deverão ser armazenados pelo sistema ao longo de diferentes ciclos ou 
períodos do dia. Os experimentos realizados irão permitir que os dados coletados 
sejam úteis para a biometria, de forma a permitir uma futura expansão do trabalho 
realizado. 
 
Durante a etapa de experimento, ficará estabelecido que para cada imagem 
adquirida da face de uma pessoa, um novo arquivo com extensão do tipo .jpeg (Joint 
Photographics Experts Group) ou .bmp (bitmap) será gerado representando a foto 
daquela pessoa. Esse arquivo corresponde a imagem do rosto (face) de uma pessoa 
capturada em cena por meio de uma webcam de alta definição acoplada ao sensor 
Kinect. Todos os arquivos de imagem de faces capturados pelo sensor Kinect 
deverão ser armazenados em uma pasta do sistema compondo a base de dados de 
imagem do sistema. 
 
Para início do processo de captura de imagens é necessário que o usuário do 
sistema se posicione dentro da área de cobertura do Kinect mais precisamente entre 
120 e 130 centímetros conforme Figura 59. Essa medida equivale a área 
denominada como posição ideal de reconhecimento implementado pelo algoritmo. 
Ao posicionar acerca desta medida permanecendo de frente ao dispositivo Kinect, o 
usuário do sistema deverá levantar os dois braços acima da cabeça para que ocorra 
a chamada do evento dando inicio ao processo de registro e/ou marcação de ponto 
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no sistema.  
 
O modelo de protótipo proposto neste estudo consiste em verificar as características 
específicas da face de uma pessoa a partir de imagens armazenadas pelo sistema. 
Para o processo de reconhecimento e identificação facial, será necessário ter pelo 
menos uma imagem da face de uma pessoa cadastrada na base do sistema 
possibilitando, assim, o seu reconhecimento. Ao executar a aplicação proposta neste 
estudo, a câmera (webcam) de alta definição acoplada ao sensor Kinect será ativada 
e a imagem do usuário será capturada. Uma vez inicializada a câmera acoplada ao 
dispositivo, o aplicativo fará o resto para si, capturando, identificando e 
armazenando as faces detectadas em miniatura, no formato .bmp ou .jpg, dentro da 
pasta TrainedFaces do sistema. 
 
Toda imagem capturada pelo sistema deverá ser armazenada na base de dados 
local. Cada indivíduo seja ele, funcionário ou voluntário do sistema terá no máximo 
três imagens (fotos) de sua face atualizada. A cada nova imagem adquirida pelo 
sistema uma será substituída garantindo a permanente atualização de 
características físicas do indivíduo mantendo o sistema atualizado quanto ao 
processo de reconhecimento.  
 
A biblioteca OpenCV utilizada nesse projeto, já possui uma implementação do 
método explicado, bem como um filtro em cascata treinado para detectar faces. Para 
a manipulação e ajuste desse método, a função responsável do OpenCV possui 
alguns parâmetros que devem ser passados, entre eles encontram-se: fator de 
escala para a janela, o número mínimos de vizinhos, o menor tamanho possível para 
cada face e a opção de procurar faces em áreas que provavelmente elas não 
existem. 
 
A função haarcascade é utilizada para o reconhecimento da face e das 
características do indivíduo, que são arquivos .xml com os padrões pré-
reconhecidos de uma face, tais como, boca, nariz, olhos, dentre outras; e não há 
necessidade de fazer um haarcascade para cada indivíduo, pois todos os seres 
humanos possuem os mesmo padrões, porém suas características são únicas. 
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Figura 51: Detecção de faces com o parâmetro 
de vizinhos igual a zero (0). 
Fonte: <http://goo.gl/2TVsIQ> 
 
 
Figura 52: Detecção de faces com o parâmetro 
de vizinhos igual a zero (0). 
Elaboração: Rafael Miranda Guimarães. 
 
 
O fator de escala da janela é responsável pelo crescimento que a janela recebe em 
cada ciclo de passagem pela imagem, assim, para um valor de 1,1, a janela cresce 
10% (dez por cento) em cada ciclo. Para um valor de 1,2 cresceria 20% (vinte por 
cento) o que resultaria em menos janelas a serem verificadas e que resulta em um 
menor tempo de processamento, no entanto, uma maior chance de se perderem 
faces. 
 
O número mínimo de vizinhos serve para resolver o problema apontado pela Figura 
51 retirada de (SUAREZ e MURPHY, 2012), e Figura 52. Nesse caso, o valor 
adotado foi zero, o que mostrou todas as regiões da imagem que o detector julgou 
serem faces. Normalmente, o local onde realmente existe uma face recebe diversas 
marcações que se sobrepõem. Assim, para obtermos um resultado mais adequado, 
utiliza-se esse parâmetro para definir o número mínimo de regiões sobrepostas 
necessárias para que uma face seja retornada. 
 
O parâmetro referente ao menor tamanho de uma janela é utilizado para a definição 
do tamanho mínimo de localização de uma face podendo ser analisado em 
diferentes formatos pelo qual o filtro em cascata foi treinado, que em geral é de 
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20×20 ou 30×30 pixels. Dessa maneira, quanto maior for o tamanho da janela de 
localização, maiores as chances de uma face ser encontrada com a intenção de que 
não se perca tempo de processamento tentando detectar faces que não interessam 
para a aplicação. 
 
O último parâmetro permite evitar a procura de faces em áreas onde provavelmente 
elas não existem. Isso também é útil para evitar que se perca tempo de 
processamento em áreas que, após a passagem de um detector de bordas na 
imagem, acredita-se que não existam faces. 
 
Após implementar o método proposto, diversos ajustes são necessários para 
maximizar seu desempenho.  Os parâmetros da função do OpenCV do algoritmo de 
Viola e Jones (VIOLA e JONES, 2001; 2004) sofreram variações  para melhor 
desempenho combinando-se a função específica com outras etapas de 
processamento da imagem antes de sua detecção, como o aumento e a diminuição 
da imagem.  
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CAPÍTULO 5 
5. EXPERIMENTOS 
 
Neste capítulo, será descrito o modelo de protótipo desenvolvido no intuito de testar 
a usabilidade e capacidade da ferramenta. Será avaliada a performance dos 
métodos de segmentação de imagens da face apresentados, assim como a 
performance global do protótipo de sistema de reconhecimento facial. Visando o 
cumprimento destes objetivos, é apresentado um protótipo de software de 
reconhecimento facial utilizando a linguagem de programação csharp (C#), que 
consiste nas seguintes etapas: segmentação, extração de características e 
comparação com a base de dados. 
 
Os resultados obtidos e/ou coletados pelo uso do protótipo de software apresentado 
neste estudo serão analisados com base na implementação de métodos estatísticos 
aplicados no processo de detecção e reconhecimento facial. 
 
5.1. Aplicação 
 
De modo a testar as características relacionadas a capacidade, usabilidade e 
performance do sistema, foi desenvolvido um protótipo de software de detecção e 
reconhecimento facial. Esse protótipo pode ser entendido como uma ferramenta 
modelo que possibilitará a demonstração de uso do sistema no processo de 
detecção e reconhecimento de características da face de indivíduos. Com o uso do 
protótipo, será possível uma demonstração ampla do modo de utilização da 
ferramenta assim como de suas potencialidades. 
 
A aplicação proposta neste estudo consiste na captura de imagens da face de 
indivíduos devidamente cadastrados no sistema onde aguardam o início de um 
evento. Tal evento pode ser definido pelo início do processo de captura da imagem 
do indivíduo, que ocorrerá se o indivíduo se posicionar próximo ao dispositivo de 
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captura. A aplicação proposta neste estudo está preparada para receber os 
seguintes resultados possíveis: 
 Indivíduos do gênero masculino; 
 Indivíduos do gênero feminino; 
 Indivíduos com óculos; 
 Indivíduos sem óculos; 
 Indivíduos com barba e/ou bigode; 
 Indivíduos sem barba e/ou bigode; 
 Indivíduos com boné; 
 Indivíduos sem boné. 
 
Para a utilização do protótipo proposto neste estudo, basta que um indivíduo entre 
no campo de visão do Kinect que automaticamente será analisado pelo software que 
deverá retornar um valor à aplicação, baseando-se nas características faciais 
adquiridas. 
 
5.2. Aquisição de Dados 
 
O processo de criação da base de imagens faciais foi realizado de acordo com a 
lógica utilizada na implementação do sistema a partir da coleta de dados de 
voluntários. Todo o processo de construção da base de imagens faciais levou 
aproximadamente oito meses para ser concluída. Nesse período, estão inclusos a 
escolha do local, as modificações e adaptações necessárias do ambiente, a busca 
por voluntários na participação do processo, testes iniciais preparatórios para a 
composição da base de dados definitiva, captura e armazenamento de imagens que 
formarão a base de imagens faciais do projeto. 
 
Testes incluindo a validação de captura de imagens pelo sistema foram realizados 
com um número reduzido de voluntários a fim de garantir a fidedignidade do 
processo possibilitando ajustes eficientes e com um menor número de falhas. A 
Figura 53 apresenta algumas imagens geradas a partir de testes realizados. 
1. Na primeira sequência de testes do sistema, realizou-se a captura de imagens 
em diferentes locais considerando diferentes backgrounds. As imagens 
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capturadas em diferentes ambientes apresentaram variações significativas no 
processo de reconhecimento uma vez que o próprio ambiente exerceu forte 
influência sobre as imagens capturadas pelo sistema. Nesse primeiro teste, 
constatou-se a incidência de imagens com sombra no plano de fundo. Foram 
capturadas imagens de 8 voluntários gerando um total de 8 imagens. 
 
 
 
Figura 53: Sequências de imagens resultantes de testes preliminares. 
Elaboração: Rafael Miranda Guimarães. 
 
2. Para a segunda sequência de testes demonstrada pela Figura 54, a 
iluminação ambiente mostrou ser um importante fator relacionado a eficiência 
do processo de reconhecimento. Observou-se que em ambientes com alta 
incidência de luminosidade, sombras apareciam com mais evidência ao fundo 
dificultando o reconhecimento. 
  
(a) (b) 
 
Figura 54: Imagens (a) e (b) com presença de sombra ao fundo. 
Elaboração: Rafael Miranda Guimarães. 
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3. Para ambientes com baixa incidência de luminosidade, identificou-se uma 
redução significativa no número de imagens com sombra no plano de fundo. 
Contudo, houve redução no processo de reconhecimento uma vez que 
considerando pouca luminosidade no ambiente as imagens obtidas não eram 
satisfatórias ao processo de reconhecimento do sistema. A imagem abaixo 
(Figura 55) apresenta um exemplo de representação deste teste. 
 
 
(c) 
 
Figura 55: Imagem (c) obtida pelo sistema durante a etapa de reconhecimento em um ambiente com 
pouca luminosidade. 
Elaboração: Rafael Miranda Guimarães. 
 
4. Imagens rotacionadas e/ou descentralizadas também provocaram forte 
influência no processo de reconhecimento, pois, quando não centralizadas 
junto ao dispositivo de captura de imagens do sistema, aumentavam as 
chances de erros diminuindo a confiabilidade do resultado.  
 
(d) 
 
Figura 56: Falha durante o reconhecimento associada ao posicionamento da face: (d) face 
descentralizada, detectada e não reconhecida.  
Elaboração: Rafael Miranda Guimarães. 
 
Ao final da sequência de testes preliminares, trabalhou-se a formação da base de 
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dados definitiva do sistema. Considerando-se o ambiente escolhido e preparado de 
acordo com o padrão estabelecido, ou seja, isolado de qualquer fonte de iluminação 
externa, os equipamentos foram dispostos de acordo com as Figuras 57, 58 e 59. O 
ambiente final, já com os equipamentos devidamente dispostos, pode ser observado 
na Figura 60.   
 
 
 
Figura 57: Disposição dos equipamentos e das medidas da distância no 
ambiente (visão superior). 
Elaboração: Rafael Miranda Guimarães. 
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Figura 58: Mais detalhes da disposição dos equipamentos e medidas 
da distância no ambiente (visão lateral superior). 
Elaboração: Rafael Miranda Guimarães. 
 
 
A imagem a seguir (Figura 59) apresenta as medidas da distância entre o usuário do 
sistema e o dispositivo Kinect. É possível observar a definição da posição ideal de 
reconhecimento estabelecida entre as distâncias de 120 e 130 centímetros. Trata-se 
da posição pelo qual o sistema fará a captura de imagens durante o processo de 
reconhecimento. 
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Figura 59: Medidas da distância entre o usuário do sistema e o 
dispositivo de Kinect. 
Adaptado de MICROSOFT (2010). 
 
A imagem abaixo (Figura 60) apresenta a visão geral do ambiente analisado 
considerando as distâncias relativas entre o usuário e o dispositivo Kinect. 
 
 
 
 
  
Figura 60: Análise geral do ambiente e as distâncias relativas ao dispositivo Kinect. 
Elaboração: Rafael Miranda Guimarães. 
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As imagens a seguir (Figura 61) apresentam o ambiente final preparado, 
considerando os equipamentos devidamente dispostos e o protótipo do sistema em 
operação. As imagens detalham o ambiente todo preparado e protegido da 
incidência de luz externa considerando a instalação dos equipamentos utilizando-se 
um rack móvel, um monitor de saída de dados, um sensor Kinect, um suporte de 
conexão do Kinect acoplado a uma câmera de alta definição responsável pela 
captura dos dados de entrada.  
 
  
 
 
 
Figura 61: Imagens com o protótipo de software em funcionamento no ambiente de execução das 
atividades. Para maiores detalhes consultar a Figura 60. 
Elaboração: Rafael Miranda Guimarães. 
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A Figura 62 apresenta o modelo de interface utilizado pelo protótipo de software 
durante o processo de registro de ponto baseado no reconhecimento facial. De 
acordo com a imagem, é possível visualizar a captura, deteção e reconhecimento da 
face de um indivíduo através do uso do dispositivo Kinect juntamente de uma 
webcam de alta definição configurado para a validação de registro eletrônico de 
ponto, em um intervalo de profundidade pré-definido entre 120 cm e 130 cm. Para 
mais detalhes sobre a interface gráfica e seus componentes visuais, vide Apêndice A 
- Figura A.1, Figura A.2 e Figura A.3. 
 
 
 
Figura 62: Protótipo do sistema em execução de acordo com a posição ideal de reconhecimento 
definido entre 120 cm e 130 cm. 
Elaboração: Rafael Miranda Guimarães. 
 
Por haver algumas imagens com variações de plano de fundo e/ou coloração 
alterada devido à luz refletida pelo ambiente ou por causa da roupa dos voluntários, 
algumas imagens foram removidas da base de dados sendo novamente capturadas 
pelo sistema conforme a disponibilidade dos voluntários. A seguir são apresentados 
os principais motivos que levaram a remoção das imagens da base de dados: 
 
 Plano de fundo modificado; 
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 Presença de barba cobrindo grande parte da face; 
 Cabelo cobrindo parte da face, por exemplo, os olhos; 
 Voluntário olhando para os lados em posição desalinhada com a câmera do 
dispositivo. 
 
Por conta da presença de imagens com os motivos acima citados, realizou-se a 
validação manual das imagens capturada pelo dispositivo com o intuito de 
padronizar a formação da base de dados definitiva do sistema. Com as imagens 
indesejadas excluídas, uma nova base de dados de imagens faciais definitiva foi 
construída. A Figura 63 ilustra a base de dados de imagem definitiva do sistema. 
 
 
 
 
Figura 63: Base de dados de imagens definitiva do sistema. 
Elaboração: Rafael Miranda Guimarães. 
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O Apêndice B – Figura B.2 demonstra o código fonte responsável pela conexão com 
o banco de dados. As imagens armazenadas no banco de dados e representada 
pela Figura 63, fazem uso do método getConexao() a cada nova demanda 
comunicação com o banco. Este processo define o estabelecimento de novas 
conexões de acordo com a demanda de novas requisições para o banco de dados. 
 
De forma a organizar a base de dados adquirida, todas as imagens receberam uma 
codificação baseada no número de registro do funcionário e voluntário do sistema. 
Do total de 59 imagens capturadas pelo protótipo e relatadas no presente estudo, 11 
foram removidas da base de dados oficial, restando 48 imagens (Figura 63). O 
número total de voluntários foi de 17, dentre os quais 13 são homens e 4 são 
mulheres. Abaixo é apresentada uma tabela (Tabela 1) resumida com as 
características da base de imagens faciais construída. 
 
Tabela 1: Informações resumidas da base de dados de imagens faciais do sistema. 
Elaboração: Rafael Miranda Guimarães. 
 
Pessoas 
 
17 
Máximo de Imagens por Pessoa 
 
3 
Resolução da Câmera 
 
1920 x 1080 
Iluminação Artificial 
 
1 
Imagens de Homens 
 
13 
Imagens de Mulheres 
 
4 
Total de Imagens na Base 
 
 
48 
 
 
 
A base de dados resultante das análises realizadas foi baseada em um número 
máximo de dezessete pessoas devido à dificuldade em garantir a disponibilidade e 
presença dos funcionários e voluntários participantes do processo durante todo o 
período de 1 mês no ambiente de avaliação. Foram convidados a participar do 
processo de avaliação um total de 37 pessoas entre funcionários e voluntário dos 
quais, apenas 17 se mostraram disponíveis para a realização dos testes.  
 
Este projeto não faz uso de um banco de dados pronto com imagens de faces 
disponíveis de pessoas desconhecidas como é o caso de alguns dos trabalhos 
relacionados e citados neste estudo, pelo contrário, o protótipo proposto neste 
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estudo estimula a criação de uma base de dados com imagens atualizadas de 
indivíduos participantes do processo de avaliação. Estas imagens poderão 
posteriomente compor uma nova base de dados afim de contribuir com novas 
pesquisas. Estudos como o de Martins (2013) optou pelo uso de uma análise 
reduzida quanto ao número de voluntários para a sua pesquisa. Já Moraes (2010) 
realizou testes de treino com apenas um total de 29 indivíduos, com uma única 
imagem capturada de cada indivíduo de forma controlada no ambiente pelo qual, 
chamou de subconjuntos de usuários “legítimos”. Ainda de acordo com Moraes 
(2010), em seu estudo foi considerado em grande parte o uso de imagens estáticas 
retiradas do banco de dados de imagens da FERET (Face Recognition Technology) 
(PHILLIPS et al. 1998). 
 
5.3. Métricas e Avaliações Utilizadas 
 
O principal objetivo de um sistema baseado em biometria facial é ter a capacidade 
de distinguir faces de pessoas conhecidas de faces desconhecidas ou não 
cadastradas no sistema. Em um sistema ideal de detecção e reconhecimento, todas 
as faces devem ser reconhecidas e identificadas como faces de pessoas 
previamente cadastradas no sistema restringindo o reconhecimento de faces não 
cadastradas. 
 
Sistemas biométricos são projetados para encontrar similaridade entre um valor 
padrão de entrada e valores armazenados em uma base de conhecimento. Tal nível 
de similaridade raramente será de 100%. Em sua essência, a biometria possui 
grande variação intraclasse, e padrões do mesmo indivíduo podem variar conforme 
a sua posição, uso de barba, óculos, bonés e maquiagem. 
 
Em função da variação no processo de identificação do indivíduo, as métricas de 
avaliação utilizadas são baseadas em um modelo de pontuação utilizado para definir 
se as amostras coletadas pelo sistema coincidem ou não com um determinado 
padrão armazenado. Tem-se que quanto maior a pontuação, maior a certeza de que 
a amostra de entrada pertence a um determinado padrão. 
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A seguir são apresentadas duas métricas de avaliação que se pode utilizar na 
análise dos resultados, são elas: medida de desempenho e medida de 
concordância. Primeiramente, serão apresentadas as medidas de desempenho 
baseadas na utilização da matriz de confusão como ferramenta de apoio na análise 
dos dados do sistema. A medida da análise de desempenho tem como objetivo 
quantificar os resultados de uma empresa quanto a sua eficiência e eficácia, 
avaliando o nível dos processos de negócio e das atividades realizadas, informando 
em tempo hábil os processos de tomada de decisão. Uma empresa necessita de 
estratégia de produção a fim de guiar seus processos de fabricação e serviços e as 
medidas de desempenho obtidas permitem que haja um correto acompanhamento e 
controle da estratégia (ROCHA, 2008 apud NEELY et al., 2005; PLATTS et al., 1998; 
LEBAS, 1995). 
 
Em seguida, será apresentada a medida de concordância Kappa com o intuito de 
identificar o nível de dificuldade na realização de uma determinada tarefa. O índice 
Kappa ou coeficiente Kappa é uma medida de concordância estatística formulada 
por Jacob Cohen (1960). Sua aplicação torna-se adequada para tarefas de 
classificação realizada por vários juízes sendo estes humanos ou não (por exemplo, 
o uso de algoritmos de classificação) que tem como responsabilidade definir a qual 
classe pertence sendo utilizada como material de treinamento para aprendizado 
supervisionado (CARLETTA, 1996). 
 
A Matriz de Confusão é utilizada para analisar o resultado de uma classificação, a 
fim de avaliar a qualidade dos dados das amostras definidas no mapa. A 
confiabilidade da Matriz de Confusão depende da amostragem, registro e 
conhecimento (Congalton e Green, 1999). 
 
Para avaliar a performance dos modelos de classificação desenvolvidos, foram 
adotados alguns critérios baseados na percentagem de classificação correta, 
incluindo indicadores de sensibilidade, especificidade, acurácia entre outros. Esses 
critérios são obtidos a partir da matriz de confusão apresentada no Quadro 3. 
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As seguintes métricas são avaliadas: 
a. Verdadeiro Positivo (True Positive - TP) 
O padrão é verdadeiro e o classificador o classifica como tal, confirmando 
sua identidade ou acesso a determinado recurso. 
 
b. Verdadeiro Negativo (True Negative - TN) 
O padrão é falso e o classificador o classifica como tal, recusando a 
identidade ou negando o acesso a determinado recurso. 
 
c. Falso Positivo (False Positive - TP) 
O padrão é falso, porém o classificador o classifica como verdadeiro. Nesse 
caso, trata-se de um “estranho” identificado como sendo um indivíduo da 
base de dados do sistema. 
 
d. Falso Negativo (False Negative - FN) 
O padrão é verdadeiro, mas o classificador o classifica como falso. Neste 
caso trata-se de um indivíduo legítimo que possui sua identidade recusada 
ou negada pelo sistema. 
 
O Quadro a seguir (Quadro 3) apresenta a Matriz de Confusão, também chamada 
de tabela de contingência, que demonstra graficamente as situações citadas acima. 
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Quadro 3: Matriz de Confusão com as representações possíveis para um classificador binário. 
Fonte: Adaptado de (FAWCETT, 2006; MARQUES, 2011). 
 
 
Legenda: 
 
VP (Verdadeiro Positivo) 
VN (Verdadeiro Negativo) 
FP (Falso Positivo) 
FN (Falso Negativo) 
Classe Real 
 
Positivo Negativo 
 
Classe 
Sugerida 
Pelo 
Classificad
or 
Positivo VP FN 
Valor de Predição Positivo 
 
 
Negativo FP VN 
 
Valor de Predição Negativo 
 
 
 
  
Sensibilidade 
 
 
Especificidade 
 
 
Classificação Correta 
 
 
  
 
A partir da Matriz de Confusão ilustrada no Quadro 3, tem-se, a seguir listados, as 
métricas básicas mais utilizadas para medir o desempenho de um classificador 
binário: 
 
 FAR - False Acceptance Rate ou Taxa de Falsa Aceitação, ou ainda, Taxa de Falsos 
Positivos (TFP): é a probabilidade de um indivíduo desconhecido ser considerado 
legítimo pelo sistema. Sua métrica é dada pela divisão do total de falsos positivos 
(FP) pelo número total de negativos (FP + VN). 
 
 
  
     
 
 
 FRR – False Rejection Rate ou Taxa de Falsa Rejeição, ou ainda, Taxa de 
Falsos Negativos (TFN): é a probabilidade de indivíduos legítimos serem 
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considerados desconhecidos. É dada pela divisão do total de falsos negativos 
(FN) pelo total de positivos(VP + FN). 
 
 
  
     
 
 
 TPR – True Positive Rate ou Taxa de Verdadeiro Positivo (TVP) ou 
Sensibilidade: porcentagem de amostras positivas classificadas corretamente 
sobre o total de amostras positivas. 
 
 
  
     
 
 
 TNR – True Negative Rate ou Taxa de Verdadeiro Negativo (TVN) ou 
Especificidade: porcentagem de amostras negativas identificadas corretamente 
sobre o total de amostras negativas. 
 
 
  
     
 
 
 Precisão: taxa com que todos os exemplos classificados como positivo são 
realmente positivos. Nenhum modelo negativo é incluído. Porcentagem de 
amostras positivas classificadas corretamente sobre o total de amostras 
classificadas como positivas. 
 
 
  
     
 
 
 Acurácia: mais frequentemente utilizada para avaliação de problemas de 
classificação de aprendizado de máquina. Representa a proporção entre o 
número de estudantes corretamente classificados pelos algoritmos em sua 
respectiva classe e o número total de estudantes considerados no estudo. 
Representa a porcentagem de amostras positivas e negativas classificadas 
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corretamente sobre a soma de amostras positivas e negativas. Sua análise é 
medida por meio da seguinte fórmula: 
 
 
     
           
 
 
A seguir é apresentada uma análise de desempenho baseada na curva de 
características do operador – receptor (ROC – receiver operator characteristic) 
(HANCZAR et al., 2010), (PRATI, 2008). Conhecida popularmente como curva 
ROC, esta é uma ferramenta visual útil para comparar classificações dos 
modelos. O eixo vertical do gráfico da curva ROC representa a taxa de 
verdadeiros positivos, ou seja, a sensibilidade. Já o eixo horizontal representa a 
taxa de falsos positivos. 
 
A análise da Curva ROC foi recentemente inserida no segmento de 
Aprendizagem de Máquina e Mineração de Dados. É tida como uma poderosa 
ferramenta de avaliação dos modelos de classificação (BRADLEY, 1997). Seu 
uso se faz muito útil para análises de amostras com elevados índices 
desproporcionais entre diferentes classes avaliadas e/ou que consideram 
diferentes avaliações de custo/benefício para diferentes valores de classificação 
considerando possíveis erros e acertos. 
 
A utilização de gráficos ROC contribui significativamente para o correto 
entendimento e análise dos dados demonstrando ser uma poderosa ferramenta 
de avaliação dos modelos de classificação (PRATI et. al., 2008). 
 
A Figura 64 ilustra um exemplo de curva ROC considerando a classificação de 
dois modelos (curva azul e curva verde). O gráfico ilustra também uma linha 
diagonal, onde para cada verdadeiro positivo do modelo há a mesma 
probabilidade de encontrar um falso positivo, isto é, os resultados do modelo de 
classificação são completamente aleatórios. Assim, quanto mais perto da 
diagonal, menos preciso é o modelo. 
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Figura 64: Gráfico da curva ROC de três classificadores hipotéticos. O eixo X indica a taxa de FAR 
(False Acceptance Rate) e/ou taxa de falsos positivos; o eixo Y indica a taxa de verdadeiros positivos 
(Recall). 
Fonte: Moraes (2010). 
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CAPÍTULO 6 
6. RESULTADOS 
 
Para uma melhor percepção das capacidades reais do protótipo de software 
proposto neste estudo, é apresentado, a seguir, o uso de algumas métricas de 
análise dos dados, para que sejam tiradas conclusões realistas de forma a obter 
uma noção mais clara do que deve ser melhorado futuramente. 
 
O cenário de teste apresentado neste estudo consiste no uso do dispositivo Kinect 
juntamente de uma câmera (webcam) de alta definição ligado a um computador 
portátil, promovendo a captura de imagens da face de indivíduos. Considerando a 
aplicação em modo operacional, o usuário voluntário do sistema deve se posicionar 
próximo do ângulo de visão do Kinect, mais precisamente entre 120 e 130 
centímetros sendo essa a posição ideal de reconhecimento (ver Figuras 57, 58 e 
59). Com o usuário do sistema presente em cena, tem-se início o processo de 
detecção e reconhecimento facial a partir da captura de imagens da face de 
indivíduos e posterior comparação com a base de dados. 
 
Os resultados obtidos no presente estudo foram analisados a partir da aplicação e 
uso da matriz de confusão ou tabela de contingência, juntamente de quadros e 
gráficos. De acordo com a matriz de confusão representada pelas figuras 65 e 66, as 
linhas da tabela representam a classe prevista enquanto que as colunas 
representam a classe real. A Figura 65 demonstra o formato de análise da matriz de 
confusão classificada em face e algo que não seja face. Tal matriz está relacionada 
ao processo de reconhecimento de face e tudo aquilo que for diferente de face. 
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  Classe Real 
  Face 
Algo que não 
seja face 
Classe Sugerida pelo 
Classificador 
Face 243 29 
Algo que não 
seja face 
43 32 
 
Figura 65: Matriz de Confusão Classificada em Face e Algo diferente de face. 
Elaboração: Rafael Miranda Guimarães. 
 
De acordo com a matriz de confusão da Figura 65 foi realizada a análise entre a 
base de dados de imagens do sistema e as possíveis faces de indivíduos e 
voluntários do sistema. Conforme análise da matriz de confusão é possível avaliar 
que: 
 Na primeira linha, das 272 faces reais, o protótipo de software localizou 243 
como sendo face e 29 como não sendo face; 
 Na segunda linha, das 75 não faces reais, o protótipo localizou 43 como sendo 
face e 32 como não sendo face. 
 
A porcentagem de acertos de faces reconhecidas foi de 63,69% enquanto que de 
erros foi de 36,31%. 
 
Após apresentar a porcentagem de faces reconhecidas pelo protótipo para qualquer 
valor de entrada capturado pelo dispositivo Kinect (face ou algo que não seja face), 
faz-se necessário a apresentação dos dados de forma mais criteriosa considerando-
se, desta vez, apenas análises baseada na face de indivíduos (face e não face) 
como requisito ao processo de identificação que constitui o conjunto de faces do 
sistema. 
 
A matriz de confusão abaixo (Figura 66) foi classificada seguindo o critério de 
avaliação considerando apenas imagens da face de indivíduos. 
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  Classe Real 
  Face Não Face 
Classe Sugerida pelo 
Classificador 
Face 196 13 
Não Face 37 25 
 
Figura 66: Matriz de Confusão Classificada em Face e Não Face. 
Elaboração: Rafael Miranda Guimarães. 
 
Essa matriz pode ser interpretada da seguinte forma: 
 Na primeira linha, das 209 faces reais, o protótipo de software localizou 196 
como sendo face e 13 como não sendo face; 
 Na segunda linha, das 62 não faces reais, o protótipo localizou 37 como sendo 
face e 25 como não sendo face. 
 
A porcentagem de acertos no reconhecimento de faces foi de 81,55%, já os erros 
foram de 18,45%. De acordo com esses resultados, é possível dizer que o número 
de acertos foi maior que o número de erros. 
  
A partir da análise da matriz de confusão apresentada pela Figura 66, é possível 
relacionar o uso de algumas métricas e avaliações conforme abaixo: 
 
 Taxa de Falsa Aceitação ou Taxa de Falsos Positivos (TFP): o resultado 
encontrado destina-se a probabilidade de um indivíduo desconhecido ser 
considerado legítimo pelo sistema. Os dados apresentam o valor de 60%. O 
índice é relativamente alto se aplicado no cenário das empresas, uma vez 
que a possibilidade de identificação de indivíduos desconhecidos como sendo 
conhecidos pelo sistema é alta. 
 
 Taxa de Verdadeiro Positivo (TVP) ou Sensibilidade: o resultado aponta a 
porcentagem de amostras positivas classificadas corretamente sobre o total 
de amostras positivas. Nesse cenário o algoritmo conseguiu predizer uma 
taxa de 94% de acerto. 
134 
 
 
 
 Taxa de Falsa Rejeição ou Taxa de Falsos Negativos (TFN): o resultado 
aponta a probabilidade de indivíduos legítimos serem considerados 
desconhecidos. A taxa de falsa rejeição apresentada pela matriz de confusão 
foi de apenas 6%, considerando o uso eficiente do protótipo por meio do 
algoritmo de reconhecimento de faces utilizado.  
 
 Taxa de Verdadeiro Negativo (TVN) ou Especificidade: o resultado 
encontrado aponta a porcentagem de amostras negativas identificadas 
corretamente sobre o total de amostras negativas. Nesse cenário, o valor 
encontrado foi de 40%. Considera-se para esta medida apenas os exemplos 
negativos para o tratamento. 
 
 Precisão: ilustra a porcentagem de amostras positivas classificadas 
corretamente sobre o total de amostras positivas. A precisão mostrou ser 
eficiente quanto a capacidade de rejeitar o que não se espera como face. 
Como pode ser observado, o resultado da precisão foi de 84%, demonstrando 
que os exemplos classificados como positivos mostraram ser realmente 
positivos. 
 
 Acurácia: fornece o percentual de acerto de todas as classes do classificador 
dentre as instâncias totais. O resultado encontrado foi de 82%, que 
corresponde a porção de classificações corretas para o total de elementos 
classificados. 
 
 Eficiência: representa a média aritmética da Sensibilidade e Especificidade. 
Em um método de decisão perfeito, ou seja, 100% de sensibilidade e 100% 
especificidade, raramente é alcançado, e um balanço entre ambos deve ser 
atingido. Como resultado foi obtido uma taxa de 67%. 
 
 Medida-F ou F-Score balanceada: o valor obtido para a medida-F foi de 89%, 
demonstrando que a classificação obteve bom desempenho se aproximando 
mais do valor 1 do que do valor 0, o que segundo Delgado et al. (2010) 
implica em um modelo com bom desempenho para predição. 
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A seguir é ilustrado um modelo gráfico de análise da curva ROC com base nas 
amostras encontradas na Figura 66 (face e não face) e analisadas a partir dos 
resultados obtidos pelo Quadro 4. O gráfico a seguir (Figura 67) apresenta a análise 
de desempenho baseada na curva de características do operador (curva ROC) 
considerando a probabilidade de acerto no reconhecimento de faces sobre o total de 
faces amostradas. O grau de acerto é representado pelo eixo das ordenadas que 
corresponde ao parâmetro de sensibilidade (sensitivity) ou taxa de verdadeiro 
positivo. A esse eixo determina-se o percentual de faces corretamente classificadas 
e reconhecidas pelo sistema. Associado a este parâmetro tem-se o eixo das 
abscissas, que corresponde aos valores de especificidade relacionada a taxa de 
falsos positivos ou taxa de falsa aceitação ou FAR (False Acceptance Rate). Esse 
percentual representa a taxa de faces de indivíduos incorretamente classificadas e 
reconhecidas pelo sistema. Considerando-se a análise da curva ROC, quanto mais 
acima do eixo das ordenadas e à esquerda do eixo das abscissas, melhor será o 
desempenho avaliado. A partir da análise do gráfico, é possível observar que o 
protótipo do sistema conseguiu reconhecer corretamente 94% das faces analisadas 
considerando uma taxa de falso positivo de 60%, que representa a análise genuína 
de uma face para algo que não era face. 
 
 
 
Figura 67: Gráfico de análise da curva ROC para o conjunto de classes da Figura 65. 
Elaboração: Rafael Miranda Guimarães. 
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O Quadro 4 apresenta de forma resumida as análises realizadas sobre as métricas 
de desempenho observadas na matriz de confusão da Figura 66 classificadas em 
face e não face.  
 
Quadro 4: Resultado das métricas obtidas a partir da análise dos dados. 
Elaboração: Rafael Miranda Guimarães. 
 
 Matriz de Confusão 
  
Diagnóstico Verdadeiro 
 
Teste 
Positivo 
Teste 
Negativo 
 
Resultado do 
Teste 
Teste 
Positivo 
Verdadeiro 
Positivo (VP) 
Falso 
Negativo 
(FN) 
 
Teste 
Negativo 
Falso 
Positivo (FP) 
Verdadeiro 
Negativo 
(VN) 
 
Métrica: Resultado: 
 
Precisão 0,84 
 
Acurácia 0,82 
 
Eficiência 0,67 
True Positive Rate 
(sensibility) 
TPR 0,94 
False Positive Rate FPR 0,60 
True Negative Rate 
(specificity) 
TNR 0,40 
False Negative Rate FNR 0,06 
 
Medida-F 0,89 
 
Ainda de acordo com os resultados obtidos na etapa de testes, observou-se que o 
tempo médio gasto no processo de detecção e reconhecimento da face de 
indivíduos foi de 9,4 segundos, considerando um desvio padrão oscilando entre 0,6 
a 2,9 segundos. A análise da média representa o intervalo de tempo gasto para a 
marcação e/ou registro de ponto pelos usuários e voluntários do sistema. Esse 
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tempo se deve a fatores internos e externos da aplicação como o ajuste da posição 
ideal do indivíduo dentro do ângulo de visão do Kinect que é de 120 e 130 
centímetros, o ajuste vertical do ângulo de visão do Kinect necessário para a 
adequação da posição da face do indivíduo, o que pode vir a oscilar de acordo com 
a estatura do indivíduo, pois se ele (indivíduo), por exemplo, não estiver em uma 
posição frontal em relação à câmera do dispositivo (ocultando, por exemplo, uma 
parte signiﬁcativa da face), a informação recolhida não vai gerar nenhum resultado.  
 
O Quadro 5 a seguir apresenta os dados de tempo médio gasto em segundos por 
cada funcionário e voluntário do sistema durante o registro de ponto sendo analisado 
de acordo com as colunas de tempo médio na posição ideal e de tempo médio fora 
da posição ideal tanto para os dados de entrada (check-In) quanto para os dados de 
saída (check-Out). Ainda de acordo com o Quadro 5, a coluna referente ao tempo 
médio na posição ideal representa o intervalo de tempo médio em que o usuário do 
sistema esteve presente na posição de reconhecimento de acordo com seu 
algoritmo. Já a coluna que representa a posição de tempo médio fora da posição 
ideal demonstra o intervalo de tempo em que o usuário do sistema esteve presente 
fora dos limites da área de reconhecimento definidos pelo algoritmo. De acordo com 
os testes realizados têm-se os seguintes resultados: 
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Quadro 5: Média de tempo gasto em segundos para os indicadores de check-In e check-Out. A 
considerar a análise de tempo médio na posição ideal e de tempo médio fora da posição ideal para o 
total de amostras de cada registro. 
Elaboração: Rafael Miranda Guimarães. 
 
Registro do 
Funcionário 
CHECK-IN CHECK-OUT 
Tempo Médio 
Posição Ideal 
(em segundos) 
Tempo Médio Fora 
da Posição Ideal 
(em segundos) 
Tempo Médio 
Posição Ideal 
(em segundos) 
Tempo Médio Fora 
da Posição Ideal 
(em segundos) 
9099773 8,2 5,7 12,5 5,2 
9100000 11,27 8,68 11,18 8,45 
9102938 13,3 6,65 14,85 7,1 
9104316 13,62 3,10 15,57 4,67 
9104362 15,23 5,82 18,05 5,27 
9105507 8,59 7,73 10,14 6,36 
9105537 10,24 10,29 8,43 10,48 
9105867 8,59 10,18 9,55 7,05 
9107334 7,05 9,38 10,14 7,43 
9107937 9,23 8,36 7,91 7,27 
9108283 10,41 6,95 12,59 8,59 
9108284 9,22 7,57 9,74 6,70 
9108319 7,90 8,24 10,90 11,57 
9108820 8,59 7,64 12,18 6,64 
9111111 9,05 9,68 9,36 10,64 
9122222 9,55 13,41 12,82 8,95 
9133333 9,47 9,68 8,89 11,05 
 
De acordo com os dados do Quadro 5, considerou-se, nessa análise, o tempo médio 
das colunas de check-In e check-out distribuídos entre os indicadores de tempo na 
posição ideal e posição não ideal conforme ilustrado. 
 
O Quadro 6 apresenta as informações relativas ao tempo médio gasto em segundos 
pelos funcionários e voluntários do sistema durante o procedimento de marcação e 
registro de ponto. As amostras foram obtidas durante o mês de setembro do ano de 
2014, de acordo com os dias úteis da semana, e representam a média de tempo 
gasto pelos funcionários e/ou voluntários durante procedimento de registro do ponto. 
A coluna de check-in apresenta o tempo médio gasto para registro de início do 
expediente, enquanto que a coluna de check-out apresenta o tempo médio gasto 
para registro de final do expediente. Para o cenário de testes, considerou-se um 
número total de dezessete voluntários.  
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Quadro 6: análise da média de tempo das amostras de check-In e check-Out. Representa o tempo 
médio total por indicador de registro. 
Elaboração: Rafael Miranda Guimarães. 
 
Registro do 
Funcionário 
Amostras 
Tempo Médio  
de CHECK-IN  
(em segundos) 
Tempo Médio 
de CHECK-OUT 
(em segundos) 
Tempo Médio 
CHECK-IN / CHECK-OUT 
(em segundos) 
9099773 20 7 8,9 7,9 
9100000 22 10 9,8 9,9 
9102938 20 10 11 10,5 
9104316 21 8,4 10,1 9,2 
9104362 22 15,2 11,7 11,1 
9105507 22 8,2 8,3 8,2 
9105537 21 10,3 9,5 9,9 
9105867 22 9,4 8,3 8,8 
9107334 21 8,2 8,8 8,5 
9107937 22 8,8 7,6 8,2 
9108283 22 8,68 10,6 9,6 
9108284 23 8,4 8,2 8,3 
9108319 21 8,1 11,2 9,7 
9108820 22 8,11 9,4 8,8 
9111111 22 9,4 10,0 9,7 
9122222 22 11,5 10,9 11,2 
9133333 19 9,6 10,0 9,8 
 
A seguir são apresentadas as análises gráficas dos resultados de acordo com o 
Quadro 6. Os dados apresentados correspondem aos indicadores de tempo médio 
gasto para registro de ponto de acordo com as informações de entrada (check-In) e 
saída (check-Out) obtidos pelo sistema. Destaca-se, nesta análise, o tempo médio 
total obtido a partir do somatório dos valores das amostras correspondentes aos 
intervalos de tempo de check-In e check-Out. As análises de tempo médio foram 
apresentadas em três modelos distintos de gráficos de forma a facilitar o 
entendimento. 
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Figura 68: Gráfico de Colunas do Quadro 6 Considerando a Média dos Resultados. 
Elaboração: Rafael Miranda Guimarães. 
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Com base na análise dos dados, observou-se que o funcionário e voluntário do 
sistema cujo registro é 9104362 obteve menor desempenho para o indicador de 
tempo médio de check-In chegando a 15,2 segundos. Já o indicador de tempo 
médio de check-Out fora da posição ideal se manteve com baixo desempenho, se 
aproximando de 12 segundos. Na análise geral dos resultados, na coluna do 
indicador de tempo médio para check-in e check-out, observa-se pouca variação 
entre o valor mínimo de 7,9 e o valor máximo de 11,2, considerando uma variação 
de 3,3 segundos de acordo com o cálculo de sua amplitude. Essa análise permitiu 
identificar o tempo médio gasto por cada funcionário e voluntário do sistema sobre o 
total de amostras apuradas. 
 
Visando obter uma análise mais precisa do nível de variação ou dispersão das 
amostras em relação a média, foi apresentado o cálculo do desvio padrão como 
ferramenta de apoio na análise da dispersão dos dados em relação a média 
calculada. O Quadro 7 apresenta os dados de desvio padrão com base na análise 
da média. 
 
Quadro 7: Análise do desvio padrão sobre a média apurada considerando os indicadores das 
colunas de check-In e check-Out.  
Elaboração: Rafael Miranda Guimarães. 
 
Registro do 
Funcionário 
Tempo Médio Tempo Médio  
CHECK-IN / 
CHECK-OUT 
(em segundos) 
Desvio Padrão Desvio Padrão  
CHECK-IN / 
CHECK-OUT 
(em segundos) 
CHECK-IN 
(em segundos) 
CHECK-OUT 
(em segundos) 
CHECK-IN 
(em segundos) 
CHECK-OUT 
(em segundos) 
9099773 7,0 8,9 7,9 1,25 3,65 2,9 
9100000 10,0 9,8 9,9 1,30 1,37 1,3 
9102938 10,0 11,0 10,5 3,33 3,91 3,6 
9104316 8,4 10,1 9,2 5,26 5,52 5,4 
9104362 15,2 11,7 11,1 6,65 6,41 5,6 
9105507 8,2 8,3 8,2 0,43 1,89 1,4 
9105537 10,3 9,5 9,9 0,02 1,10 0,8 
9105867 9,4 8,3 8,8 0,80 1,36 1,2 
9107334 8,2 8,8 8,5 1,17 1,39 1,3 
9107937 8,8 7,6 8,2 0,43 0,68 0,7 
9108283 8,68 10,6 9,6 1,73 2,22 2,1 
9108284 8,4 8,2 8,3 0,83 1,52 1,2 
9108319 8,1 11,2 9,7 0,17 1,62 1,6 
9108820 8,11 9,4 8,8 0,48 2,85 2,1 
9111111 9,4 10,0 9,7 0,32 0,71 0,6 
9122222 11,5 10,9 11,2 1,93 1,95 2,0 
9133333 9,6 10,0 9,8 0,11 1,10 0,8 
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Figura 69: Gráfico de linhas da análise do desvio padrão sobre a média em relação ao Check-In e Check-Out. 
Elaboração: Rafael Miranda Guimarães. 
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De acordo com a análise dos gráficos, considerando-se o cálculo do desvio padrão 
sobre o tempo médio total representado pela coluna de check-In e check-Out, é 
possível verificar um maior índice de dispersão dos dados em relação a média para 
os registros 9102938 e 9104362, os quais respondem pelos resultados de 5,4 e 5,6 
segundos, respectivamente. Com a observação dos indicadores de tempo de forma 
isolada, tem-se que para análise da coluna de check-In o desvio padrão máximo 
encontrado foi de 5,3 e 6,7 segundos, enquanto que para a coluna de check-out 
esses valores correspondem a 5,5 e 6,4 segundos. Tais resultados representam a 
análise dos dados dos registros citados anteriormente, os quais demonstram um 
elevado índice de dispersão se comparado aos demais resultados. Quanto a análise 
dos dados considerando os valores mínimos de dispersão obtidos pelo cálculo do 
desvio padrão em relação a coluna de tempo médio de check-In e check-Out 
descrita no Quadro 7 os resultados obtidos pelos registros 9111111 e 9107937 
equivalem aos respectivos valores de 0,6 e 0,7, verificando-se um baixo índice de 
dispersão se comparado a análise global dos resultados. 
 
 A análise de dispersão dos dados pode ser observada em cada um dos registros 
apresentados nos gráficos anteriores e correspondem a variação da distância em 
relação à média, possibilitando identificar de forma mais eficiente a performance de 
atuação do funcionário e/ou voluntário na utilização do sistema durante o processo 
de reconhecimento. É importante ressaltar que a análise da dispersão dos dados 
realizada com base no cálculo do desvio padrão permitiu identificar a taxa de 
variação sobre o intevalo total de tempo gasto para check-in, check-ou ou check-in e 
check-out do funcionário e/ou voluntário do sistema na marcação de seu registro de 
ponto. Por meio dessa análise é possível observar o comportamento de cada um 
dos indivíduos participantes do sistema identificando aqueles que se mostraram 
mais estáveis quanto às variações de tempo gasto durante o registro do ponto. 
Quanto maior for à taxa de dispersão encontrada, maior a dificuldade de interação 
com o sistema.   
 
Como característica de utilização do sistema e análise do processo de 
reconhecimento de face proposto pelo algoritmo, foi verificado que o fato de um 
usuário e/ou indivíduo estar sentado ou levantado não altera a qualidade ou 
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velocidade do processo de reconhecimento, pois o que será avaliado é a zona facial 
do indivíduo. No entanto, se parte da face for ocultada, como um de seus lados ou 
ate mesmo os olhos, não será possível fazer o reconhecimento. Isso acontece 
porque a imagem capturada pelo dispositivo deixa de ter as características que se 
espera que existam em uma face (exemplo: dois olhos, uma boca, um nariz), 
deixando então de ser considerada como tal. 
 
É de extrema importância atentar-se a posição da face, já que sua posição poderá 
afetar a qualidade do reconhecimento. Diante de testes realizados no protótipo do 
sistema, ficou constatado que se a face de um indivíduo não estiver corretamente 
alinhada frontalmente ao dispositivo de captura, a face não será detectada e 
tampouco reconhecida. Há também, no entanto outra variável relevante neste 
processo: a luz ambiente. Avaliou-se ao longo dos testes que a luz era um fator 
importante e que quando havia bastante luz no ambiente direcionada frontalmente 
para o usuário do sistema, os resultados melhoravam substancialmente, sendo as 
previsões mais rápidas e mais corretas se comparadas com as de outros ambientes 
com pouca iluminação. É importante destacar que o cenário de melhor rendimento 
no atendimento ao processo de detecção e reconhecimento da face de indivíduos foi 
aquele que se manteve com um background único e inalterável, com iluminação 
adequada ao ambiente sendo nem muita e nem tão pouca luz.  
 
O algoritmo desenvolvido e utilizado no protótipo deste estudo apresenta grande 
dependência de iluminação, o que torna necessário um controle rígido do ambiente 
principalmente quando relacionando ao surgimento de sombras em imagens. Outro 
fator se deve à maneira como a face está posicionado na imagem, o que justifica a 
necessidade de que as imagens armazenadas no banco de faces estejam 
centralizadas e em uma mesma escala de posição. 
 
Por ﬁm, observa-se que as avaliações de detecção e reconhecimento do sistema 
eram mais assertivas quando se mantinha o ambiente inalterado. 
 
A partir dos resultados obtidos, pode-se também avaliar que o algoritmo 
desenvolvido por Viola e Jones (2001; 2004), apesar de apresentar uma 
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implementação relativamente simples, alcança um bom resultado no 
reconhecimento de faces mesmo em rostos com variação de expressão facial e com 
pequenas rotações e oclusões (Figura 70). 
 
  
 
 
Figura 70: Resultados positivos obtidos durante a etapa de reconhecimento facial. 
Elaboração: Rafael Miranda Guimarães. 
 
Comparando os resultados obtidos pelo presente estudo em relação a outros 
trabalhos da área de visão computacional fundamentados na implementação do 
reconhecimento de face assim como no uso do dispositivo Kinect, destacam-se os 
seguintes pontos: 
 Se comparado à análise do estudo de Baggio (2015), os resultados obtidos 
pelo uso do dispositivo Kinect superaram as expectativas permitindo avaliar 
com sucesso uma melhor performance de reconhecimento do sistema para 
distâncias entre 1,20 e 1,30 metros consideradas como posição ideal de 
reconhecimento. Assim como na proposta de Baggio (2015), distâncias 
superiores ou inferiores as medidas relacionadas à posição ideal de 
reconhecimento apresentaram resultados suscetíveis a erros durante o 
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processo de reconhecimento. Fato este, se deve a características de 
hardware do dispositivo utilizado. 
 
 A análise de desempenho relacionado ao tempo de detecção e de 
reconhecimento de faces do presente estudo demonstrou ser satisfatório se 
comparado aos resultados do estudo de Martins (2013) na qual, de acordo 
com o autor, sua previsão esteve entre 5 a 10 segundos dependendo do grau 
de precisão da análise e da posição do usuário do sistema. Assim como no 
estudo de Martins (2013), o dispositivo Kinect se mostrou essencial para a 
solução proposta no presente estudo permitindo a detecção de usuários 
apenas quando estivessem presentes em cena melhorando a performance do 
algoritmo. 
 
 Analisando o estudo de Moraes (2010) na qual, o autor descreve a 
implementação de um protótipo de software de controle de acesso baseado 
em biometria facial com utilização do algoritmo de Viola e Jones e de redes 
neuras para o tratamento de detecção e reconhecimento facial, o autor 
demonstra a implementação de um modelo viável ao tratamento de detecção 
e reconhecimento da face de indivíduos. Segundo o autor, os parâmetros do 
algoritmo de detecção de face proposto por Viola e Jones fizeram uso de uma 
taxa de escalonamento de 3% com um tamanho mínimo de 30 x 30 pixels 
para cada imagem da face detectada. Se comparado aos parâmetros do 
algoritmo de Viola e Jones utilizado no presente estudo, o indicador de 
escalonamento implementado foi de 2% com um tamanho mínimo de 20 x 20 
pixels em cada face. Assim como no estudo de Moraes (2010), foram 
realizados no presente estudo testes de treino preliminares com utilização de 
um subconjunto de imagens de testes de 8 voluntários sendo uma imagem 
por indivíduo conforme ilustrado na Figura 53. Para o estudo de Moraes 
(2010), foram realizados testes de treino em 29 indivíduos considerando 
também uma imagem por indivíduo. Todas as imagens adquiridas pelo 
sistema tanto no estudo de Moraes (2010) quanto no presente estudo foram 
obtidas de forma controlada no ambiente considerando a utilização de um 
background único e com controle de iluminação do ambiente. Em relação aos 
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resultados finais demonstrados pelo estudo de Moraes (2010), o autor cita 
uma taxa de 93% de autenticações corretas, com uma taxa de falsa aceitação 
(FAR - False Acceptance Rate) de 0,79%. De acordo com o autor, o projeto 
se mostrou viável quanto a sua aplicação, exceto em ambientes que 
necessitam de elevados índices de segurança. Ainda de acordo com o autor, 
a abordagem proposta por Viola e Jones se mostrou bastante adequada aos 
testes de detecção de face atendendo as reais necessidades da proposta. 
Para o presente estudo, considerando a análise da matriz de confusão 
apresentada pela Figura 66, os resultados obtidos demonstraram uma taxa de 
94% de acerto relacionadas as autenticações corretas, com uma taxa de falsa 
aceitação (FAR - False Acceptance Rate) de 6%. Assim como na proposta 
apresentada por Moraes (2010), o presente estudo demonstra ser satisfatório 
as reais necessidades de sua aplicação atendendo ao objeto proposto. 
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Capítulo 7 
7. CONCLUSÕES E TRABALHOS FUTUROS 
 
Este estudo teve como objetivo principal a implementação de um protótipo de 
software para registro de ponto capaz de realizar o reconhecimento de indivíduos a 
partir da análise de suas características faciais. Para tanto, foi desenvolvido um 
protótipo funcional de um sistema de reconhecimento de faces que detecta, captura, 
processa e reconhece uma face em uma imagem obtida pelo sistema.  
 
Esta pesquisa possibilitou a aplicação e o uso de técnicas de detecção e 
reconhecimento facial destinada à implementação de um protótipo de software para 
registro eletrônico de ponto. 
 
Foram propostos métodos e técnicas para o tratamento de problemas encontrados 
no processo de reconhecimento facial. A utilização do algoritmo de Viola-Jones se 
mostrou bastante robusto no tratamento de diferentes imagens faciais, em suas 
diversas posições e profundidades. 
 
A escolha do Kinect como dispositivo de captura de dados foi essencial para se 
chegar à solução final. Com o uso do Kinect, foi possível evitar o envio constante de 
dados decorrente a análise do ambiente garantindo que ocorra a validação dos 
dados de imagens capturadas pelo dispositivo somente após a presença de um 
indivíduo no recinto. Outra funcionalidade adquirida pelo uso do Kinect foi a 
capacidade de ajuste de posicionamento dos indivíduos quanto ao alinhamento da 
posição ideal, quando é dado o início do processo de reconhecimento. Esses foram 
exemplos práticos de como o Kinect contribuiu no desenvolvimento do sistema, 
permitindo a implementação de novos mecanismos, melhorando a performance e a 
qualidade dos resultados. 
 
Contudo, o protótipo de software mostrou ser sensível ao tratamento de imagens 
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com condições de iluminação não controladas, logo, em um trabalho futuro, poderão 
ser realizados testes em bases de dados de imagens faciais consolidadas de forma 
a obter novos resultados. Também se sugere a aplicação de novos testes 
juntamente a outras bases de dados de aplicações existentes, a fim de verificar a 
acurácia com os resultados de outros trabalhos relacionados ao reconhecimento 
facial. Outro ponto de destaque está relacionado ao intervalo de tempo gasto para 
registro de ponto variando em média entre 7 a 15 segundos conforme análise. Para 
esse caso, se for levado em consideração uma possível redução, haveria um 
impacto significativo na análise dos resultados viabilizando melhorias no indicador 
de performance do protótipo apresentado. 
 
Quanto à funcionalidade do sistema proposto, foram detectadas algumas limitações, 
como, por exemplo, o uso de óculos escuros, os quais podem vir a prejudicar a 
performance do sistema ocultando parte da face do indivíduo durante o processo de 
reconhecimento. Outro ponto de interesse refere-se à questão de não ter havido a 
implementação de nenhum tipo de teste para a detecção de vida do indivíduo. 
Dessa forma, de posse de uma imagem, o indivíduo poderá registrar o ponto 
podendo ou não se passar por outro indivíduo cadastrado na base do sistema.  
 
Neste estudo, foram discutidas métricas que podem ser utilizadas para avaliar o 
resultado de algoritmos de classificação e técnicas de extração de informação. De 
acordo com Krauthammer e Nenadic (2004), normalmente o desempenho de 
sistemas de reconhecimento automático é avaliado em termos de precisão e 
revocação (sensibilidade) e o desempenho global é medido com base na avaliação 
da Medida-F. 
 
Sistemas de detecção e reconhecimento de face demonstram uma abordagem 
extremamente atrativa para pesquisa e desenvolvimento, estimulando uma 
crescente demanda por tecnologia das soluções apresentadas.  
 
Há pouco tempo atrás, leitores digitais tidos como uma inovação tecnológica, 
ofereciam pouca performance com o mínimo de acerto das análises. Hoje, essa 
tecnologia oferece performance garantida e com o mínimo de erro, sendo utilizado 
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por diversas instituições de áreas afins. Avalia-se que se as técnicas de 
reconhecimento facial avançarem consideravelmente, provavelmente em pouco 
tempo, teremos a aplicação prática de sistemas de reconhecimento baseado em 
biometria facial como um padrão homologado de identificação. 
 
A solução proposta, neste estudo, se mostrou bastante viável e de fácil utilização, 
considerando o uso de uma interface gráfica prática e intuitiva elevando o grau de 
precisão e acerto das análises durante o processo de reconhecimento. Grande parte 
dos testes realizados obtiveram resultados satisfatórios demonstrando ser esta uma 
solução viável para utilização, salvo algumas observações como, por exemplo, a 
necessidade permanente de um ambiente inalterado com baixa variação de luz e um 
background (fundo) único. Seu uso ainda não é indicado para aplicações que 
necessitam de um nível de segurança elevado. Seu conceito não mais está 
associado a “algo que o indivíduo tem” ou a “algo que o indivíduo sabe”, e sim a ele 
próprio como sendo o seu código de identificação. 
 
Como proposta de trabalhos futuros, destacam-se: 
 A implementação de técnicas de detecção de vida (liveness detection) para 
sistemas de reconhecimento de face assegurando a restrição de imagens para 
acesso a determinados recursos; 
 A realização de testes em bases de dados de imagens faciais consolidadas 
de forma a obter novos resultados verificando a acurácia com os resultados 
de outros trabalhos relacionados; 
 A redução no intervalo de tempo gasto para registro de ponto garantindo 
melhorias na performance dos resultados; 
 O aumento na robustez do sistema em relação ao tratamento da posição do 
usuário; 
 Uso da versão mais recente do dispositivo Kinect (Kinect One).  
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APÊNDICE A 
 
As Figuras A.1, A.2 e A.3 ilustram com detalhes a descrição dos componentes 
utilizados na interface gráfica do sistema biométrico de reconhecimento de face 
implementado: 
 
 
 
Figura A.1: Descrição dos componentes gráficos da interface do sistema com uso da câmera RGB. 
Elaboração: Rafael Miranda Guimarães. 
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Figura A.2: Descrição dos componentes gráficos da interface do sistema com uso da câmera de 
profundidade do Kinect. 
Elaboração: Rafael Miranda Guimarães. 
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Figura A.3: Descrição das funções do painel principal de controle de horário do sistema. 
Elaboração: Rafael Miranda Guimarães. 
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APÊNDICE B 
 
A Figura B.1 demonstra a estrutura do código fonte implementado com base no uso 
da biblioteca de recursos avançados fornecida pela Microsoft por meio do SDK do 
Kinect (MICROSOFT, 2010) que permite ao desenvolvedor a manipulação dos 
dados de entrada referente aos pontos das articulações do esqueleto de um 
indivíduo (Figura 470) capturado pelo sensor Kinect. O reconhecimento do esqueleto 
do indivíduo pelo sensor Kinect é parte vital ao funcionamento do protótipo uma vez 
que, permite ao software controlar informações da distância do usuário no ambiente 
ajustando a posição ideal, posicionamento e ação de marcação de pontos através 
da identificação de movimentos dos braços. Definido sobre a perspectiva de pacotes 
utilitários do projeto. 
 
 
using System; 
using System.Collections.Generic; 
using System.Linq; 
using System.Text; 
using System.IO; 
using System.Windows; 
using System.Windows.Controls; 
using System.Windows.Data; 
using System.Windows.Documents; 
using System.Windows.Input; 
using System.Windows.Media; 
using System.Windows.Media.Imaging; 
using System.Windows.Shapes; 
 
using Microsoft.Kinect; 
using Microsoft.Samples.Kinect.SwipeGestureRecognizer; 
using Microsoft.Win32; 
using FaceRecog; 
 
using System.Threading; 
using FaceRecog.modelo; 
using MultiFaceRec; 
using FaceRecog.controle; 
 
 
namespace Microsoft.Samples.Kinect.ControlsBasics 
{ 
    public partial class KinectGesture : Window 
    { 
        // Atributos privados para análise do calculo da distancia. 
        private Double distanceToScreen; 
 
        private Double alturaToScreen; 
 
        private Double alturaToHead;  
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        private int quantEsqueletos;  
 
        // constantes de configuração 
        // Ativação de filtros 
        private static bool ACTIVATE_SMOOTHING_FILTER = true; 
 
        // Ativação de dados de rastreamento do kinect 
        private static bool SHOW_KINECT_SKELETON = true; 
 
// Ativação de informações de rastreamento com utilização de    
rótulos/labels  
        private static bool SHOW_KINECT_TRACKING_INFO = true; 
 
        // Ativação de ações de reconhecimento de gestos 
        private static bool USE_GESTURE_RECOGNIZER = true; 
 
        // Desenha a cor do esqueleto em vídeo identificado pelo dispositivo 
        private Color drawingColor = Colors.Yellow; 
 
        Funcionario fun; 
 
        /// <summary> 
        /// Dados de rastreamento de entrada do Kinect 
        /// </summary> 
        /// <param name="skeletons"></param> 
        private void ProcessTrackingData(Skeleton[] skeletons) 
        { 
// iteração sobre todos os esqueletos identificados em cena em tempo 
real. Em caso de valores nulos, nenhum participante será identificado 
            foreach (Skeleton skeleton in skeletons) 
            { 
                if (skeleton.TrackingState == SkeletonTrackingState.Tracked) 
                { 
// Converte pontos 3D da imagem capturada em pixels para cada 
parte do esqueleto 
                    Point shoulderPosition = 
this.SkeletonPointToScreen(skeleton.Joints[JointType.ShoulderCenter].Position); 
                    Point leftHandPosition = 
this.SkeletonPointToScreen(skeleton.Joints[JointType.HandLeft].Position); 
                    Point rightHandPosition = 
this.SkeletonPointToScreen(skeleton.Joints[JointType.HandRight].Position); 
                    Point headPosition = 
this.SkeletonPointToScreen(skeleton.Joints[JointType.Head].Position); 
 
// Define a quantidade de esqueletos identificados pelo sensor 
Kinect 
                    quantEsqueletos = skeletons.Length; 
// Obtém o valor da altura do ponto central do ômbro do 
voluntário 
                    alturaToScreen = 
skeleton.Joints[JointType.ShoulderCenter].Position.Y * 100; 
                    // Obtém o valor da altura do ponto central da cabeça do 
voluntário 
                    AlturaToHead = skeleton.Joints[JointType.Head].Position.Y * 
100; 
 
                    // Cálcula a distancia de profundidade entre a pessoa e o 
sensor 
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                    distanceToScreen = 
skeleton.Joints[JointType.ShoulderCenter].Position.Z * 100; 
                    // exibe a distância na saída do label específico 
                    this.labelInfo.Content = "Distancia da Tela: " + 
distanceToScreen.ToString("0") + " cm"; 
                    telaPrincipal.Posicao.Text = 
(string)distanceToScreen.ToString("0"); 
                    telaPrincipal.DistanciaAtual = (Double)distanceToScreen; 
 
                    Joint shoulder = skeleton.Joints[JointType.ShoulderRight]; 
                    Joint handRight = skeleton.Joints[JointType.HandRight]; 
                    Joint handLeft = skeleton.Joints[JointType.HandLeft]; 
                    Joint head = skeleton.Joints[JointType.Head]; 
 
                    // estrutura condicional de validação para registro de ponto  
                    if (telaPrincipal.TextBox2.Text != "" && handLeft.Position.Y > 
head.Position.Y && handRight.Position.Y > head.Position.Y && 
telaPrincipal.DistanciaAtual >= 120 && telaPrincipal.DistanciaAtual <= 130) 
                    { 
                        Funcionario fun = new Funcionario(); 
                        HorarioControle hc = new HorarioControle(); 
                        EmailControle ec = new EmailControle(); 
 
                        int x = 0; 
                        Int32.TryParse(telaPrincipal.Registro, out x); 
                        fun.Registro = x; 
 
                        fun = telaPrincipal.Fun; 
                        hc.validaRegitroDeHorario(fun, telaPrincipal); 
 
                    } 
                } 
 
        // Métodos Acessores 
        public Double AlturaToHead 
        { 
            get { return alturaToHead; } 
            set { alturaToHead = value; } 
        } 
 
        public int QuantEsqueletos 
        { 
            get { return quantEsqueletos; } 
            set { quantEsqueletos = value; } 
        } 
 
        public Double AlturaToScreen 
        { 
            get { return alturaToScreen; } 
            set { alturaToScreen = value; } 
        } 
    } 
} 
 
 
Figura B.1: Código Fonte Responsável Pelas Funções de Tratamento do Objeto Esqueleto do Kinect. 
Elaboração: Rafael Miranda Guimarães. 
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A Figura B.2 demonstra a estrutura do código fonte utilizada para estabelecer 
conexão com o banco de dados. Referente ao padrão de projeto de acesso a banco 
de dados, conhecido popularmente como DAO (Data Access Object). 
 
 
using System; 
using System.Collections.Generic; 
using System.Linq; 
using System.Text; 
using System.Data.SqlClient; 
using MySql.Data.MySqlClient; 
using System.Windows; 
 
namespace FaceRecog.dao 
{ 
    public class Conexao 
    { 
        private MySqlConnection connection; 
        private string server; 
        private string database; 
        private string uid; 
        private string password; 
 
        //Constructor 
        public Conexao() { 
        } 
         
        public MySqlConnection getConexao() 
        { 
            server = "localhost"; 
            database = "dbtimeface"; 
            uid = "root"; 
            password = "lab123"; 
            string connectionString; 
            connectionString = "SERVER=" + server + ";" + "DATABASE=" + 
            database + ";" + "UID=" + uid + ";" + "PASSWORD=" + password + ";"; 
 
            connection = new MySqlConnection(connectionString); 
             
            return connection; 
        } 
 
        // abre a conexão com o banco de dados 
        private bool OpenConnection() 
        { 
            try 
            { 
                connection.Open(); 
                return true; 
            } 
            catch (MySqlException ex) 
            { 
 
                switch (ex.Number) 
                { 
                    case 0: 
                        MessageBox.Show("Não foi possível se conectar no banco de  
dados.  Contate o administrador"); 
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                        break; 
 
                    case 1045: 
                        MessageBox.Show("Usuário e/ou senha inválido, por favor tente 
novamente"); 
                        break; 
                } 
                return false; 
            } 
        } 
 
        // fecha a conexão com o banco de dados 
        private bool CloseConnection() 
        { 
            try 
            { 
                connection.Close(); 
                return true; 
            } 
            catch (MySqlException ex) 
            { 
                MessageBox.Show(ex.Message); 
                return false; 
            } 
        } 
    } 
} 
 
 
 
Figura B.2: Classe de conexão com o banco de dados. 
Elaboração: Rafael Miranda Guimarães. 
 
A figura B.3 demonstra a estrutura do código fonte relacionada a classe principal do 
protótipo que é baseada na utilização da biblioteca de visão computacional OPENCV 
(Open Source Computer Vision Library) (OPENCV. 2001) utilizada no tratamento e 
manipulação de características inerentes ao processo de detecção e 
reconhecimento de face implementado pelo algoritmo através dos métodos 
DetectHaarCascade() e EigenObjectRecognizer(). Nesta classe estão definidas as 
chamadas aos métodos de ativação do sistema, captura de imagens, detecção e 
reconhecimento de face baseado no modelo de Viola e Jones, controle e ajuste do 
ângulo do Kinect com implementação de threads, utilização da câmera de infra-
vermelho (depth cam) e controle de profundidade com o uso da biblioteca de 
mapeamento de pontos do esqueleto humano desenvolvida pela Microsoft para uso 
do Kinect  disponível para o ambiente de desenvolvimento conforme pode ser visto 
em Microsoft (2010).  
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using System; 
using System.Collections.Generic; 
using System.Drawing; 
using Emgu.CV; 
using Emgu.CV.Structure; 
using Emgu.CV.CvEnum; 
using System.IO; 
using System.Diagnostics; 
 
using Microsoft.Kinect; 
using Microsoft.Samples.Kinect.InfraredBasics; 
using Microsoft.Samples.Kinect.ControlsBasics; 
 
using System.Threading; 
using TelaPrincipal.modelo; 
using TelaPrincipal.controle; 
using System.Runtime.InteropServices; 
using TelaPrincipal.modelo.dao; 
using System.Windows.Forms; 
using TelaPrincipal.visao; 
using Microsoft.Samples.Kinect.WpfViewers; 
using Microsoft.Kinect.Toolkit; 
using System.Drawing.Imaging; 
 
namespace TelaPrincipal 
{ 
    public partial class FrmPrincipal : Form 
    { 
        private const Double distanciaIdealCm = 120; 
        private const Double alturaIdealRectRostoMax = 65; 
        private const Double alturaIdealRectRostoMin = 40; 
        private const Double alturaJanela = 242; 
        private const Double anguloVisaoCamera = 56; 
        private const int anguloInclinacaoMax = 20; 
        private const int anguloInclinacaoMin = -10; 
 
        private Double distanciaAtual; 
        private Double alturaAtualRectRosto; 
        private Horario h; 
        private KinectGesture temp1; 
        private FrmCadastro1 frmCadastro1; 
        private Funcionario fun; 
 
        MCvAvgComp[][] facesDetected; 
        Image<Bgr, Byte> currentFrame, currentFrame2; 
        Capture tela, tela2; 
        HaarCascade face; 
        MCvFont font = new MCvFont(FONT.CV_FONT_HERSHEY_COMPLEX_SMALL, 0.9, 0.9); 
        Image<Gray, byte> result, result2, TrainedFace = null; 
        Image<Gray, byte> gray = null; 
        Image<Gray, byte> gray2 = null; 
        List<Image<Gray, byte>> imgTreino = new List<Image<Gray, byte>>(); 
        List<string> nomes = new List<string>(); 
        List<string> nomesArquivosPersons = new List<string>(); 
        List<string> registros = new List<string>(); 
        List<string> NamePersons = new List<string>(); 
        List<string> nomeArquivo = new List<string>();      
        int ContTrain, NumLabels, t, contTrainRegistros, numRegistros; 
        List<string> registroPersons = new List<string>(); 
        string name, names = null, registro, registro_s, nomeArquivo_, nomeArquivos_s; 
        Bitmap img; 
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        List<Funcionario> listarImagens; 
        private int totalDeImagens; 
 
        DateTime horaAtual; 
        TimeSpan horaFinal; 
        TimeSpan tempoFimExpediente; 
        TimeSpan horaAtualMenosCheckIn; 
        TimeSpan horaCheckIn; 
        TimeSpan tempoFimCicloDiario; 
        TimeSpan horasJornadaDeTrabalho = new TimeSpan(8, 0, 0); 
 
        private static DepthImagePixel[] _depthPixels; 
        private static ColorImagePoint[] _mappedDepthLocations; 
 
        // Atributos de controle de tempo 
        int cont = 0; 
        int distancia1 = 0; 
        Boolean acimaDeSessenta = false; 
 
        KinectSensor kinectSensor = null; 
        //DepthImageFormat imageFormat = DepthImageFormat.Resolution640x480Fps30; 
        DepthImageFormat imageFormat = DepthImageFormat.Resolution320x240Fps30; 
        private static Bitmap DepthBitmap; 
 
        ColorStream temp2; 
        Boolean threadIsAlive = false; 
        Thread tr; 
        bool isConnected = false; 
 
        public List<string> NamePersons1 
        { 
            get { return NamePersons; } 
            set { NamePersons = value; } 
        } 
      
        public List<string> RegistroPersons 
        { 
            get { return registroPersons; } 
            set { registroPersons = value; } 
        } 
 
        public int T 
        { 
            get { return t; } 
            set { t = value; } 
        } 
         
        public string Registro_s 
        { 
            get { return registro_s; } 
            set { registro_s = value; } 
        } 
 
        public string Names 
        { 
            get { return names; } 
            set { names = value; } 
        }      
 
        internal Funcionario Fun 
        { 
            get { return fun; } 
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            set { fun = value; } 
        } 
 
        public Bitmap Img 
        { 
            get { return img; } 
            set { img = value; } 
        } 
        
        public Boolean AcimaDeSessenta 
        { 
            get { return acimaDeSessenta; } 
            set { acimaDeSessenta = value; } 
        } 
 
        public MCvFont Font1 
        { 
            get { return font; } 
            set { font = value; } 
        } 
 
        public Image<Bgr, Byte> CurrentFrame2 
        { 
            get { return currentFrame2; } 
            set { currentFrame2 = value; } 
        } 
 
        public Image<Bgr, Byte> CurrentFrame1 
        { 
            get { return currentFrame; } 
            set { currentFrame = value; } 
        } 
 
        public int ContTrain2 
        { 
            get { return ContTrain; } 
            set { ContTrain = value; } 
        } 
 
        public string Name1 
        { 
            get { return name; } 
            set { name = value; } 
        } 
 
        public int TotalDeImagens 
        { 
            get { return totalDeImagens; } 
            set { totalDeImagens = value; } 
        } 
 
        public int ContTrainRegistros 
        { 
            get { return contTrainRegistros; } 
            set { contTrainRegistros = value; } 
        } 
 
        public int ContTrain1 
        { 
            get { return ContTrain; } 
            set { ContTrain = value; } 
        } 
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        public MCvAvgComp[][] FacesDetected 
        { 
            get { return facesDetected; } 
            set { facesDetected = value; } 
        } 
 
        public Image<Bgr, Byte> CurrentFrame 
        { 
            get { return currentFrame; } 
            set { currentFrame = value; } 
        } 
 
        public Capture tela 
        { 
            get { return tela; } 
            set { tela = value; } 
        } 
 
        public HaarCascade Face 
        { 
            get { return face; } 
            set { face = value; } 
        } 
 
        public Image<Gray, byte> Result 
        { 
            get { return result; } 
            set { result = value; } 
        } 
 
        public List<Image<Gray, byte>> imgTreino 
        { 
            get { return imgTreino; } 
            set { imgTreino = value; } 
        } 
 
        public List<string> Nomes 
        { 
            get { return nomes; } 
            set { nomes = value; } 
        } 
 
        public List<string> Registros 
        { 
            get { return registros; } 
            set { registros = value; } 
        } 
 
        public string Registro 
        { 
            get { return registro; } 
            set { registro = value; } 
        } 
 
        public Double DistanciaAtual 
        { 
            get { return distanciaAtual; } 
            set { distanciaAtual = value; } 
        } 
 
        public Image<Gray, byte> Gray 
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            get { return gray; } 
            set { gray = value; } 
        } 
 
 
        public FrmPrincipal() 
        { 
            InitializeComponent(); 
 
            // Carrega a função haarcascades para a detecção de faces. 
            face = new HaarCascade("haarcascade_frontalface_default.xml"); 
 
            // Metodo responsável por carregar a base de informações de imagens, nomes 
e registros cadastrados 
            inicializaDados(); 
 
            // Método responsável por inicializar o(s) dispositivo(s) de captura de 
imagem(ns) 
            AtivaSistema(); 
 
            cmbDisplayMode.Items.Add(DepthImageFormat.Resolution320x240Fps30); 
            cmbDisplayMode.Items.Add(DepthImageFormat.Resolution640x480Fps30); 
            cmbDisplayMode.SelectedIndex = 0; 
 
            PopulateAvailableSensors(); 
        } 
 
        private void AtivaSistema() 
        { 
             
            // Inicializa o dispositivo de captura, e um evento framePrincipal que 
realiza a detecção e processamento de imagens para cada frame 
capturado. 
            tela = new Capture(0); // Ativa a câmera de captura (WebCam). 
            tela.QueryFrame();  // Exibe/Desenha a imagem obtida através da câmera. 
 
            tela2 = new Capture(0); // Ativa a câmera de captura (WebCam). 
            tela2.QueryFrame(); // Exibe/Desenha a imagem obtida através da câmera. 
 
            // Initialize the FrameGraber event 
            // Inicializa o evento FrameGraber 
            Application.Idle += new EventHandler(FramePrincipal); 
 
            // Constrói um Objeto da Classe KinectGesture 
            temp1 = new KinectGesture(this); 
 
            // Obtém o valor da distancia do Z da variável DistanceToScreen 
            Posicao.Text = temp1.DistanceToScreen.ToString(); 
 
            temp1.Show(); // Exibe a tela do objeto temp1 
            temp1.Hide(); // Esconde a tela do objeto temp1 
 
        } 
 
        void FramePrincipal(object sender, EventArgs e) 
        { 
            textBox2.Text = ""; 
            label3.Text = "0"; // inicializa a variável inteira referente ao número de 
faces detectadas. 
            NamePersons.Add(""); 
            registroPersons.Add(""); 
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            //nomesArquivosPersons.Add(""); 
 
            string src = DateTime.Now.ToString("HH:mm:ss", null); 
            pic1.Text = src.Substring(0, 1); 
            pic2.Text = src.Substring(1, 1); 
            pic3.Text = src.Substring(3, 3); 
            pic4.Text = src.Substring(4, 4); 
            pic5.Text = src.Substring(6); 
            pic6.Text = src.Substring(7); 
 
            lblData.Text = DateTime.Now.ToString("dd/MM/yyyy", null); 
            axiLinearGaugeX1.Position = temp1.DistanceToScreen; //Régua de medida  
             
// Obtem o quadro (frame) atual do dispositivo de captura. 
            currentFrame = tela.QueryFrame().Resize(320, 240, 
Emgu.CV.CvEnum.INTER.CV_INTER_CUBIC); 
            currentFrame2 = tela2.QueryFrame().Resize(320, 240, 
Emgu.CV.CvEnum.INTER.CV_INTER_CUBIC); 
 
            // Converte o quadro(frame) para escala de cinza. 
            gray = currentFrame.Convert<Gray, Byte>(); 
            gray2 = currentFrame2.Convert<Gray, Byte>(); 
 
            // Mostrar as Faces processadas e reconhecidas. 
            imageBoxFramePrincipal.Image = currentFrame; 
            imageBox2.Image = currentFrame2; 
 
          
            if (distanciaAtual >= 120 && distanciaAtual <= 130) 
            { 
                // Detecção de Face. 
                facesDetected = gray.DetectHaarCascade( 
                face, 
                1.2, //1.1, 
                2, //3, 
                Emgu.CV.CvEnum.HAAR_DETECTION_TYPE.DO_CANNY_PRUNING, //0, 
                new Size(20, 20)); 
 
                // Ação para cada elemento detectado. 
                foreach (MCvAvgComp f in facesDetected[0]) 
                { 
                    t = t + 1; 
                    result = currentFrame.Copy(f.rect).Convert<Gray, 
byte>().Resize(150, 150, Emgu.CV.CvEnum.INTER.CV_INTER_CUBIC); 
 
                    // Desenhar o rosto detectado no canal 0 (cinza) com a cor azul. 
                    currentFrame.Draw(f.rect, new Bgr(Color.Green), 2); 
                    currentFrame2.Draw(f.rect, new Bgr(Color.Red), 2); 
 
                    alturaAtualRectRosto = (Double)f.rect.Top; 
                    teste.Text = alturaAtualRectRosto.ToString(); 
 
                    if (imgTreino.ToArray().Length != 0) 
                    { 
                        // TermCriteria para o reconhecimento facial com o número de 
imagens treinados como maxIteration. 
                        MCvTermCriteria termCrit = new MCvTermCriteria(ContTrain, 
0.001); 
                        EigenObjectRecognizer recognizer = new EigenObjectRecognizer( 
                        imgTreino.ToArray(), 
                        nomesArquivosPersons.ToArray(), 
                        8700, 
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                        fun.Imagem.NomeArquivo = recognizer.Recognize(result); 
                         
                        ImagemControle imgControle = new ImagemControle(); 
                        fun = imgControle.listarNomeRegistro(fun); 
                        name = fun.Nome; 
                        registro = fun.Registro.ToString(); 
 
                        if (fun.Imagem.NomeArquivo.Length == 11 || 
fun.Imagem.NomeArquivo.Length == 7 || 
!fun.Imagem.NomeArquivo.Trim().Equals(null) || 
!fun.Imagem.NomeArquivo.Trim().Equals("") || 
temp1.QuantEsqueletos >= 1 && facesDetected[0].Length >= 
1) 
                        { 
                                                         currentFrame.Draw(fun.Nome, ref font, new Point(f.rect.X 
- 2, f.rect.Y - 4), new Bgr(Color.White)); // Cor do 
LABEL indentificação da Face! 
                            currentFrame.Draw(fun.Registro.ToString(), ref font, new      
Point(f.rect.X - 2, f.rect.Y - 20), new 
Bgr(Color.White)); // Cor do LABEL indentificação da 
Face! 
                            currentFrame2.Draw(fun.Nome, ref font, new Point(f.rect.X 
- 2, f.rect.Y - 5), new Bgr(Color.White)); // Cor do 
LABEL indentificação da Face!                                          
                            currentFrame2.Draw(fun.Registro.ToString(), ref font, new 
Point(f.rect.X - 2, f.rect.Y - 21), new 
Bgr(Color.White)); // Cor do LABEL indentificação da 
Face!                                          
 
                            h = new Horario(); 
                            int y = 0; 
                            Int32.TryParse(fun.Registro.ToString().Trim(), out y); 
                            h.Funcionarios_registro = y; 
 
                            img = new Bitmap(Application.StartupPath + 
"/TrainedFaces/" + y + "/" + fun.Imagem.NomeArquivo); 
                            this.pictureBox1.Image = img; 
                        } 
                        else 
                       { 
                           this.pictureBox1.Image = null; 
                       } 
                     } 
 
                    NamePersons[t - 1] = fun.Nome; 
                    NamePersons.Add(""); 
 
                    registroPersons[t - 1] = 
fun.Imagem.Funcionarios_registroFuncionarios.ToString(); 
                    registroPersons.Add(""); 
 
                } 
 
                t = 0; 
 
                // Concatenação de nomes de pessoas reconhecidas. 
                for (int nnn = 0; nnn < facesDetected[0].Length; nnn++) 
                { 
                    names = names + NamePersons[nnn] + "                          \n"; 
                    registro_s = registro_s + registroPersons[nnn] + 
"                       \n"; 
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                    nomeArquivo_ = nomeArquivos_s + nomesArquivosPersons[nnn] + "                   
\n"; 
                } 
 
                // Mostrar as Faces processadas e reconhecidas. 
                textBox2.Text = registro; 
                listBox1.Items.Add(Convert.ToString(names) != null ? 
Convert.ToString(names) : ""); 
                listBox1.SelectedIndex = listBox1.Items.Count - 1; 
 
                names = ""; 
                registro_s = ""; 
                //nomeArquivo_ = ""; 
 
                // Limpa a lista(vetor) de nomes. 
                NamePersons.Clear(); 
                registroPersons.Clear(); 
                //nomesArquivosPersons.Clear(); 
 
                // Define o número de rostos detectados em cena. 
                label3.Text = facesDetected[0].Length.ToString(); 
 
                if (temp1.QuantEsqueletos >= 1 && facesDetected[0].Length >= 1 && 
fun.Imagem.Funcionarios_registroFuncionarios != null) 
                { 
                lblTempoRegistroPosicaoIdeal.Text = 
(Convert.ToInt32(lblTempoRegistroPosicaoIdeal.Text) + 1).ToString(); 
 
                     
                    HorarioControle hc = new HorarioControle(); 
                    FuncionarioControle fc = new FuncionarioControle(); 
 
                    hc.validaCheckInCheckOut(h); 
                    fun = fc.validaTurno(h, fun); 
                    String turno = fun.Turno; 
 
                    txtCheckIn.Text = Convert.ToString(h.CheckIn); 
                    txtCheckOut.Text = Convert.ToString(h.CheckOut); 
                    if (!h.BancoDeHoras.ToString().Equals("00:00:00")) 
                    { 
                        txtBancoDeHoras.Text = Convert.ToString(h.BancoDeHoras); 
                    } 
                    else 
                    { 
                        txtBancoDeHoras.Text = "_"; 
                    } 
 
                   
 
                    if (h.DtAtual == DateTime.Now.Date) 
                    { 
                        horaAtual = DateTime.Now; 
                        switch (turno) 
                        { 
                            case "Matutino": 
                                horaFinal = new TimeSpan(17, 0, 0); 
                                if (horaAtual.TimeOfDay <= new TimeSpan(12, 0, 0)) 
                                { 
                                    tempoFimExpediente = 
horaFinal.Subtract(horaAtual.TimeOfDay) - new 
TimeSpan(1, 0, 0); 
                                } 
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                                else if ((horaAtual.TimeOfDay > new TimeSpan(12, 0, 
0)) && (horaAtual.TimeOfDay < new TimeSpan(13, 0, 
0))) 
                                { 
                                tempoFimExpediente = 
horaFinal.Subtract(horaAtual.TimeOfDay); 
                                } 
                                else if (horaAtual.TimeOfDay >= new TimeSpan(13, 0, 
0)) 
                                { 
                                tempoFimExpediente = 
horaFinal.Subtract(horaAtual.TimeOfDay); 
                                } 
 
                                if (tempoFimExpediente > horaFinal || 
tempoFimExpediente < TimeSpan.Zero) 
                                { 
                                    txtFimExpediente.Text = "ENCERRADO!"; 
                                    this.txtFimExpediente.Location = new 
System.Drawing.Point(6, 138); 
                                    this.txtFimExpediente.Font = new 
System.Drawing.Font("Quartz MS", 27F, 
System.Drawing.FontStyle.Regular, 
System.Drawing.GraphicsUnit.Point, ((byte)(0))); 
                                    txtFimExpediente.ForeColor = Color.Red; 
                                } 
                                else 
                                { 
                                    txtFimExpediente.Text = 
tempoFimExpediente.ToString(@"hh\:mm\:ss"); 
                                    txtFimExpediente.ForeColor = Color.Red; 
                                } 
                                break; 
                            default: 
                                //case "Vespertino": 
                                horaAtual = DateTime.Now; 
                                horaFinal = new TimeSpan(22, 30, 0); 
                                tempoFimExpediente = 
horaFinal.Subtract(horaAtual.TimeOfDay); 
 
                                if (horaAtual.TimeOfDay <= new TimeSpan(12, 0, 0)) 
                                { 
                                    tempoFimExpediente = 
horaFinal.Subtract(horaAtual.TimeOfDay); 
                                } 
                                else if ((horaAtual.TimeOfDay > new TimeSpan(12, 0, 
0)) && (horaAtual.TimeOfDay < new TimeSpan(13, 0, 
0))) 
                                { 
                                    tempoFimExpediente = 
horaFinal.Subtract(horaAtual.TimeOfDay); 
                                } 
                                else if (horaAtual.TimeOfDay >= new TimeSpan(13, 0, 
0)) 
                                { 
                                    tempoFimExpediente = 
horaFinal.Subtract(horaAtual.TimeOfDay); 
                                } 
 
                                if (tempoFimExpediente > horaFinal || 
tempoFimExpediente < TimeSpan.Zero) 
                                { 
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                                    txtFimExpediente.Text = "ENCERRADO!"; 
                                    this.txtFimExpediente.Location = new 
System.Drawing.Point(6, 138); 
                                    this.txtFimExpediente.Font = new 
System.Drawing.Font("Quartz MS", 27F, 
System.Drawing.FontStyle.Regular, 
System.Drawing.GraphicsUnit.Point, ((byte)(0))); 
                                    txtFimExpediente.ForeColor = Color.Red; 
                                } 
                                else 
                                { 
                                    txtFimExpediente.Text = 
tempoFimExpediente.ToString(@"hh\:mm\:ss"); 
                                    txtFimExpediente.ForeColor = Color.Red; 
                                } 
                                break; 
                        } 
 
                        if (h.CheckOut == TimeSpan.Zero) 
                        { 
                            TimeSpan horaAtualMenosCheckIn; 
                            if (horaAtual.TimeOfDay <= new TimeSpan(12, 0, 0)) 
                            { 
                                horaAtualMenosCheckIn = 
(horaAtual.TimeOfDay.Subtract(h.CheckIn)); 
                                txtFimCicloDiario.Text = 
horaAtualMenosCheckIn.ToString(@"hh\:mm\:ss"); 
                                lblAlmoco.Visible = false; 
                            } 
                            else if ((horaAtual.TimeOfDay > new TimeSpan(12, 0, 0)) && 
(horaAtual.TimeOfDay < new TimeSpan(13, 0, 0))) 
                            { 
                                horaAtualMenosCheckIn = new TimeSpan(12, 0, 
0).Subtract(h.CheckIn); 
                                txtFimCicloDiario.Text = 
horaAtualMenosCheckIn.ToString(@"hh\:mm\:ss"); 
                                lblAlmoco.Visible = true; 
                            } 
                            else if (horaAtual.TimeOfDay >= new TimeSpan(13, 0, 0)) 
                            { 
                                DateTime horaCheckIn = Convert.ToDateTime(h.DtAtual + 
h.CheckIn); 
                                horaAtualMenosCheckIn = 
(horaAtual.Subtract(horaCheckIn)); 
 
                                if ((horaAtualMenosCheckIn < horasJornadaDeTrabalho) 
&& (horaAtualMenosCheckIn < new TimeSpan(4, 0, 0))) 
                                { 
                                    lblAlmoco.Visible = false; 
                                    txtLabelEx.Visible = false; 
                                    txtLabelEx.ForeColor = Color.LightGray; 
                                    txtFimCicloDiario.ForeColor = Color.LightGray; 
                                    txtFimCicloDiario.Text = 
horaAtualMenosCheckIn.ToString(@"hh\:mm\:ss"); 
                                } 
                                else 
                                    if ((horaAtualMenosCheckIn < 
horasJornadaDeTrabalho) && 
(horaAtualMenosCheckIn > new TimeSpan(4, 0, 0))) 
                                    { 
                                        lblAlmoco.Visible = false; 
                                        txtLabelEx.Visible = false; 
184 
 
 
 
                                        txtLabelEx.ForeColor = Color.LightGray; 
                                        txtFimCicloDiario.ForeColor = Color.LightGray; 
                                        txtFimCicloDiario.Text = 
horaAtualMenosCheckIn.ToString(@"hh\:mm\:ss")
; 
 
                                    } 
                                    else 
                                        if ((horaAtualMenosCheckIn - new TimeSpan(1, 
0, 0)) > horasJornadaDeTrabalho) 
                                        { 
                                            TimeSpan horaRestante = 
(horaAtualMenosCheckIn - 
horasJornadaDeTrabalho) - new TimeSpan(1, 
0, 0); 
                                            lblAlmoco.Visible = false; 
                                            txtLabelEx.Visible = true; 
                                            txtLabelEx.ForeColor = Color.DarkOrange; 
                                            txtFimCicloDiario.ForeColor = 
Color.DarkOrange; 
                                            
txtFimCicloDiario.Text = 
horaRestante.ToString(@"hh\:mm\:ss"); 
                                        } 
                            } 
                        } 
                        else 
                        { 
                            TimeSpan horaChekOutMenosHoraCheckIn; 
                            TimeSpan horaChekOut = h.CheckOut; 
                            if (horaChekOut <= new TimeSpan(12, 0, 0)) 
                            { 
                                horaChekOutMenosHoraCheckIn = (h.CheckOut - 
h.CheckIn); 
                                txtFimCicloDiario.Text = 
horaChekOutMenosHoraCheckIn.ToString(@"hh\:mm\:ss"); 
                                lblAlmoco.Visible = false; 
                            } 
                            else if ((horaChekOut > new TimeSpan(12, 0, 0)) && 
(horaChekOut < new TimeSpan(13, 0, 0))) 
                            { 
                                horaChekOutMenosHoraCheckIn = new TimeSpan(12, 0, 
0).Subtract(h.CheckIn); 
                                txtFimCicloDiario.Text = 
horaChekOutMenosHoraCheckIn.ToString(@"hh\:mm\:ss"); 
                                lblAlmoco.Visible = true; 
                            } 
                            else if (horaChekOut >= new TimeSpan(13, 0, 0)) 
                            { 
                                horaChekOutMenosHoraCheckIn = (h.CheckOut - 
h.CheckIn); 
 
                                if ((horaChekOutMenosHoraCheckIn < 
horasJornadaDeTrabalho) && 
(horaChekOutMenosHoraCheckIn < new TimeSpan(4, 0, 
0))) 
                                { 
                                    lblAlmoco.Visible = false; 
                                    txtLabelEx.Visible = false; 
                                    txtLabelEx.ForeColor = Color.LightGray; 
                                    txtFimCicloDiario.ForeColor = Color.LightGray; 
                                    txtFimCicloDiario.Text = 
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horaChekOutMenosHoraCheckIn.ToString(@"hh\:mm\:ss"); 
                                } 
                                else 
                                    if ((horaChekOutMenosHoraCheckIn < 
horasJornadaDeTrabalho) && (horaChekOutMenosHoraCheckIn > new TimeSpan(4, 0, 0))) 
                                    { 
                                        lblAlmoco.Visible = false; 
                                        txtLabelEx.Visible = false; 
                                        txtLabelEx.ForeColor = Color.LightGray; 
                                        txtFimCicloDiario.ForeColor = Color.LightGray; 
                                        txtFimCicloDiario.Text = 
horaChekOutMenosHoraCheckIn.ToString(@"hh\:mm\:ss"); 
 
                                    } 
                                    else 
                                        if ((horaChekOut > horasJornadaDeTrabalho) && 
(horaChekOut >= new TimeSpan(13, 0, 0))) 
                                        { 
                                            horaChekOutMenosHoraCheckIn -= new 
TimeSpan(1, 0, 0); 
                                            TimeSpan horaRestante = 
horaChekOutMenosHoraCheckIn - 
horasJornadaDeTrabalho; 
 
                                            lblAlmoco.Visible = false; 
                                            txtLabelEx.Visible = true; 
                                            txtLabelEx.ForeColor = Color.DarkOrange; 
                                            txtFimCicloDiario.ForeColor = Color.DarkOrange; 
                                            txtFimCicloDiario.Text = 
horaRestante.ToString(@"hh\:mm\:ss"); 
                                        } 
                            } 
                        } 
                    } //Final do laço IF() 
                } 
                else 
                { 
                    imageBox1.Image = null; 
                    txtBancoDeHoras.Text = "_"; 
                    txtCheckIn.Text = "00:00:00"; 
                    txtCheckOut.Text = "00:00:00"; 
                    txtFimExpediente.Text = "00:00:00"; 
                    //txtFimExpediente.ForeColor = Color.Red; 
                    this.txtFimExpediente.Font = new System.Drawing.Font("Quartz MS", 
29F, System.Drawing.FontStyle.Bold); 
                    this.txtFimExpediente.ForeColor = System.Drawing.Color.Red; 
                    this.txtFimExpediente.Location = new System.Drawing.Point(25, 
136); 
                    txtLabelEx.Visible = false; 
                    lblAlmoco.Visible = false; 
                    txtFimCicloDiario.Text = "00:00:00"; 
                    txtFimCicloDiario.ForeColor = Color.LightGray; 
                    pictureBox1.Image = null; 
                } 
 
                lblSinalizador.Text = "2"; 
            } 
            else 
            { 
                listBox1.Items.Add(Convert.ToString(names) != null ? 
Convert.ToString(names) : ""); 
                listBox1.SelectedIndex = listBox1.Items.Count - 1; 
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                listBox1.ResetText(); 
 
 
                int h = (Convert.ToInt32(lblControleDeTempo.Text)); 
                h = h % 5; 
 
 
                if (Convert.ToInt32(lblSinalizador.Text) % 2 == 0) 
                { 
                        lblControleDeTempo.Text = (Convert.ToInt32(0)).ToString(); 
 
                    lblSinalizador.Text = "1"; 
                } 
                if ((distanciaAtual < 120 || distanciaAtual > 130) && (h == 0) && 
lblTempoRegistroPosicaoIdeal.Text.Equals((Convert.ToInt32(0)).ToString())) 
                { 
                    lblControleDeTempo.Text = (Convert.ToInt32(0)).ToString(); 
                    lblTempoRegistroPosicaoIdeal.Text = 
(Convert.ToInt32(0)).ToString(); 
                    lblTempoRegistroSemDetecaoDeFace.Text = 
(Convert.ToInt32(0)).ToString(); 
                } 
                else 
                    if ((Convert.ToInt32(lblControleDeTempo.Text) + 1) % 11 == 0) 
                    { 
                        lblControleDeTempo.Text = (Convert.ToInt32(0)).ToString(); 
                        lblTempoRegistroPosicaoIdeal.Text = 
(Convert.ToInt32(0)).ToString(); 
                        lblTempoRegistroSemDetecaoDeFace.Text = 
(Convert.ToInt32(0)).ToString(); 
                    } 
            } 
        } 
 
        private void imageBox2_Click(object sender, EventArgs e) 
        { 
 
        } 
        private void imageBox1_Click(object sender, EventArgs e) 
        { 
 
        } 
        private void imageBoxFramePrincipal_Click(object sender, EventArgs e) 
        { 
 
        } 
 
        private void ThreadMotorKinect() 
        { 
            lock (this) 
            { 
                if (null != temp1.sensor) 
                { 
                    if (temp1.QuantEsqueletos >= 1 && facesDetected[0].Length >= 1 && 
distanciaAtual >= 120 && distanciaAtual <= 130) 
                    { 
                        if (alturaAtualRectRosto < alturaIdealRectRostoMin) 
                        { 
                            int posicaoTopoY = ((int)alturaAtualRectRosto - 
(int)alturaIdealRectRostoMin); 
                            posicaoTopoY = (int)(posicaoTopoY % 
alturaIdealRectRostoMin); 
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                            if ((posicaoTopoY > -10)) 
                            { 
                                temp1.sensor.ElevationAngle += 1; 
                            } 
                            else 
                                if (posicaoTopoY >= -30) 
                                { 
                                    temp1.sensor.ElevationAngle += 2; 
                                } 
                                else 
                                    if (posicaoTopoY >= -50) 
                                    { 
                                        temp1.sensor.ElevationAngle += 3; 
                                    } 
                                    else 
                                        if (posicaoTopoY >= -70) 
                                        { 
                                            temp1.sensor.ElevationAngle += 4; 
                                        } 
                                        else 
                                        { 
                                            temp1.sensor.ElevationAngle += 5; 
                                        } 
 
                        } 
                        else if (alturaAtualRectRosto > alturaIdealRectRostoMax) 
                        { 
                            int posicaoTopoY = ((int)alturaAtualRectRosto - 
(int)alturaIdealRectRostoMax); 
                            posicaoTopoY = (int)(posicaoTopoY % 
alturaIdealRectRostoMax); 
 
                            if ((posicaoTopoY <= 10) && ((temp1.sensor.ElevationAngle 
- 1) >= anguloInclinacaoMin)) 
                            { 
                                temp1.sensor.ElevationAngle -= 1; 
                            } 
                            else 
                                if (posicaoTopoY <= 30 && 
((temp1.sensor.ElevationAngle - 2) >= anguloInclinacaoMin)) 
                                { 
                                    temp1.sensor.ElevationAngle -= 2; 
                                } 
                                else 
                                    if (posicaoTopoY <= 50 && 
((temp1.sensor.ElevationAngle - 3) >= anguloInclinacaoMin)) 
                                    { 
                                        temp1.sensor.ElevationAngle -= 3; 
                                    } 
                                    else 
                                        if (posicaoTopoY <= 70 && 
((temp1.sensor.ElevationAngle - 4) >= anguloInclinacaoMin)) 
                                        { 
                                            temp1.sensor.ElevationAngle -= 4; 
                                        } 
                                        else 
                                            if (((temp1.sensor.ElevationAngle - 5) >= 
anguloInclinacaoMin)) 
                                            { 
                                                temp1.sensor.ElevationAngle -= 5; 
                                            } 
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                        } 
                    } 
                    //else if (distanciaAtual >= 120 && distanciaAtual <= 130) 
                    else if (facesDetected[0].Length == 0 && distanciaAtual >= 120 && 
distanciaAtual <= 130) 
                    { 
                        if (((temp1.sensor.ElevationAngle + (int)temp1.AlturaToScreen) 
<= anguloInclinacaoMax) && ((temp1.sensor.ElevationAngle + (int)temp1.AlturaToScreen) 
>= anguloInclinacaoMin)) 
                        { 
                            if (((temp1.sensor.ElevationAngle + 
(int)temp1.AlturaToScreen) >= 0) && ((temp1.sensor.ElevationAngle + 
(int)temp1.AlturaToScreen) <= anguloInclinacaoMax)) 
                            { 
                                temp1.sensor.ElevationAngle = 
temp1.sensor.ElevationAngle + (int)temp1.AlturaToScreen; 
                            } 
                            else 
                                if ((temp1.sensor.ElevationAngle + 
(int)temp1.AlturaToScreen) >= anguloInclinacaoMin && (temp1.sensor.ElevationAngle + 
(int)temp1.AlturaToScreen) <= 0) 
                                { 
                                    temp1.sensor.ElevationAngle = 
temp1.sensor.ElevationAngle + (int)temp1.AlturaToScreen; 
                                } 
                        } 
                        else if ((temp1.sensor.ElevationAngle + 
(int)temp1.AlturaToScreen) > anguloInclinacaoMax) 
                        { 
                            temp1.sensor.ElevationAngle = anguloInclinacaoMax; 
                        } 
                        else  
                        { 
                            temp1.sensor.ElevationAngle = anguloInclinacaoMin; 
                        } 
 
                        } 
                        else  
                        if (distanciaAtual < 120 || distanciaAtual > 130) 
                        { 
                            temp1.sensor.ElevationAngle = 0; 
                        } 
                        Thread.Sleep(2000); 
                    } 
                } 
            threadIsAlive = true; 
            } 
         
        private void FrmPrincipal_Load(object sender, EventArgs e) 
        { 
            // Seta o campo texto POSICAO com o valor ZERO (0) 
            posicao.Text = "0"; 
 
            // Inicializa o ângulo do kinect na posição ZERO (0) 
            temp1.sensor.ElevationAngle = 0; 
             
            //inicializa o componente TIME 
            timer1.Start(); 
 
            //inicializa o componente TIME do motor do kinect 
            timerTempoRegistroPonto.Enabled = true; 
            timerThread.Start(); 
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            //inicializa o componente TIME dos Contadores de Tempo 
            timerTempoRegistroPonto.Start(); 
 
            //cria uma instancia de HorarioControle      
            HorarioControle hc = new HorarioControle(); 
             
            //atribui o datatable ao datagridview para exibir o resultado 
            dataGridView1.DataSource = hc.atualizaTabela(); 
             
            if (dataGridView1.RowCount != 0) 
            { 
                dataGridView1.CurrentCell.Selected = false; 
                for (int i = 0; i < dataGridView1.Rows.Count; i++) 
                { 
                    if ((i % 2) == 0) 
                    { 
                        dataGridView1.Rows[i].DefaultCellStyle.BackColor = 
Color.FromArgb(193, 211, 232); 
                        dataGridView1.Rows[i].DefaultCellStyle.ForeColor = 
Color.Black; 
                    } 
                    else 
                    { 
                        dataGridView1.Rows[i].DefaultCellStyle.BackColor = 
Color.FromArgb(232, 238, 247); 
                        dataGridView1.Rows[i].DefaultCellStyle.ForeColor = 
Color.Black; 
                    } 
                } 
            } 
        } 
 
        private String validarDiaDaSemana() 
        { 
            String diaSemana = DateTime.Now.DayOfWeek.ToString(); 
            switch (diaSemana) 
            { 
                case "Sunday": 
                    diaSemana = "Dom."; 
                    break; 
                case "Monday": 
                    diaSemana = "Seg."; 
                    break; 
                case "Tuesday": 
                    diaSemana = "Ter."; 
                    break; 
                case "Wednesday": 
                    diaSemana = "Qua."; 
                    break; 
                case "Thursday": 
                    diaSemana = "Qui."; 
                    break; 
                case "Friday": 
                    diaSemana = "Sex."; 
                    break; 
                case "Saturday": 
                    diaSemana = "Sab."; 
                    break; 
            } 
            return diaSemana; 
        } 
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        private void timer1_Tick_1(object sender, EventArgs e) 
        { 
            if (textBox2.Text == "" ) 
            { 
                imageBox1.Image = null; 
                teste.Text = "_"; 
                txtBancoDeHoras.Text = "_"; 
                txtCheckIn.Text = "00:00:00"; 
                txtCheckOut.Text = "00:00:00"; 
                txtFimExpediente.Text = "00:00:00"; 
                txtFimExpediente.ForeColor = Color.Red; 
                this.txtFimExpediente.Font = new System.Drawing.Font("Quartz MS", 29F, 
System.Drawing.FontStyle.Bold); 
                this.txtFimExpediente.ForeColor = System.Drawing.Color.Red; 
                this.txtFimExpediente.Location = new System.Drawing.Point(25, 136); 
                txtLabelEx.Visible = false; 
                txtFimCicloDiario.Text = "00:00:00"; 
                txtFimCicloDiario.ForeColor = Color.LightGray; 
                pictureBox1.Image = null; 
                lblLevanteAsMaos.Visible = false; 
                lblLevanteAsMaos2.Visible = false; 
            } 
 
            InternetConnectionState flags = 0; 
            isConnected = InternetGetConnectedState(out flags, 0); 
            if (!isConnected) 
            { 
                lblConexao.Visible = true; 
                lblConexao.Text = "Desconectado"; 
                lblConexao.Location = new Point(727, 4); 
                lblConexao.ForeColor = System.Drawing.Color.FromArgb(255, 0, 0); 
                pictureBox3.Image = 
Image.FromFile("C:\\kinect\\RGBDemo\\RGBDemo\\img\\imgWirelessIcone4.png"); 
                pBoxConexao1.Visible = true; 
                pBoxConexao2.Visible = true; 
            } 
            else  
            { 
                lblConexao.Visible = true; 
                 
                lblConexao.Text = "Conectado"; 
                lblConexao.ForeColor = System.Drawing.Color.FromArgb(12, 73, 118); 
                lblConexao.Location = new Point(747, 4); 
                pictureBox3.Image = 
Image.FromFile("C:\\kinect\\RGBDemo\\RGBDemo\\img\\imgWirelessIcone2.png"); 
                pBoxConexao1.Visible = false; 
                pBoxConexao2.Visible = false; 
            } 
        } 
 
        private void funcionárioToolStripMenuItem_Click(object sender, EventArgs e) 
        { 
            frmCadastro1 = new FrmCadastro1(this, totalDeImagens); 
            frmCadastro1.Show(); 
        } 
 
        private void inicializaDados() 
        { 
            ImagemControle imgControle = new ImagemControle();// 
            fun = new Funcionario(); 
            listarImagens = new List<Funcionario>(); 
191 
 
 
 
            listarImagens = imgControle.listarImagens(fun);// 
            totalDeImagens = listarImagens.Count; 
            try 
            { 
                foreach (Funcionario fun_ in listarImagens) 
                { 
                    imgTreino.Add(new Image<Gray, byte>(fun_.Imagem.UrlPessoal + "\\" 
+ fun_.Imagem.NomeArquivo)); // Cria uma imagem raster (bmp) em tons de cinza. 
                    nomes.Add(fun_.Nome.ToString()); 
                    
registros.Add(fun_.Imagem.Funcionarios_registroFuncionarios.ToString()); // Constroi 
um  
                    nomesArquivosPersons.Add(fun_.Imagem.NomeArquivo.ToString()); 
                } 
 
                txtDiaSemana.Text = validarDiaDaSemana(); 
            } 
            catch (Exception e) 
            { 
               // Exibe a mensagem abaixo caso não haja imagens salvas na pasta  
                MessageBox.Show("Não há imagens salvas ou armazenadas no sistema, 
adicione ao menos uma face para identificação.", "Informação Importante!", 
MessageBoxButtons.OK, MessageBoxIcon.Exclamation); 
            } 
        } 
 
        private void btnActivateSensor_Click(object sender, EventArgs e) 
        { 
 
            DeActivateSensor(); 
 
            string sensorID = cmbSensors.SelectedItem.ToString(); 
 
            foreach (KinectSensor sensor in KinectSensor.KinectSensors) 
            { 
                if (sensor.UniqueKinectId == sensorID) 
                { 
                kinectSensor = sensor; 
                SetupSensorVideoInput(); 
                } 
            } 
        } 
 
        private void btnRefresh_Click(object sender, EventArgs e) 
        { 
            PopulateAvailableSensors(); 
        } 
 
        private void PopulateAvailableSensors() 
        { 
            cmbSensors.Items.Clear(); 
 
            foreach (KinectSensor sensor in KinectSensor.KinectSensors) 
            { 
                cmbSensors.Items.Add(sensor.UniqueKinectId); 
                cmbSensors.SelectedItem = sensor.UniqueKinectId; 
            } 
        } 
 
        private void SetupSensorVideoInput() 
        { 
            if (kinectSensor != null) 
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            { 
                imageFormat = (DepthImageFormat)cmbDisplayMode.SelectedItem; 
                kinectSensor.DepthStream.Enable(imageFormat); 
 
                kinectSensor.AllFramesReady += new 
EventHandler<AllFramesReadyEventArgs>(kinectSensor_ColorFrameReady); 
                kinectSensor.Start(); 
            } 
        } 
 
        private void DeActivateSensor() 
        { 
            if (btnActivateSensor.Text.Equals("Ativar")) 
            {         
                pictureBox2.Visible = true; 
                imageBox2.Visible = false; 
                btnActivateSensor.Text = "Desativar"; 
                axiLinearGaugeX1.SectionColor2 = Color.Orchid; 
                axiLinearGaugeX1.SectionColor4 = Color.Orchid; 
            } 
            else  
            { 
                pictureBox2.Visible = false; 
                imageBox2.Visible = true; 
                btnActivateSensor.Text = "Ativar"; 
                axiLinearGaugeX1.SectionColor2 = Color.Red; 
                axiLinearGaugeX1.SectionColor4 = Color.Red; 
            } 
             
            if (kinectSensor != null) 
            { 
                kinectSensor.AllFramesReady -= new 
EventHandler<AllFramesReadyEventArgs>(kinectSensor_ColorFrameReady); 
            } 
        } 
 
        private void kinectSensor_ColorFrameReady(object sender, 
AllFramesReadyEventArgs e) 
        { 
            using (DepthImageFrame depthFrame = e.OpenDepthImageFrame()) 
            { 
                if (depthFrame == null) 
                { 
                    return; 
                } 
 
                if (depthFrame != null) 
                { 
                    byte[] pixels = convertdepthtoRGB(depthFrame); 
                    int stride = depthFrame.Width * 4; 
 
                    Bitmap bitmapFrame = new Bitmap(depthFrame.Width, 
depthFrame.Height, PixelFormat.Format32bppRgb); 
                        _depthPixels = new 
DepthImagePixel[depthFrame.PixelDataLength]; 
                        _mappedDepthLocations = new 
ColorImagePoint[depthFrame.PixelDataLength]; 
                    var _pixelData = new short[depthFrame.PixelDataLength]; 
                    depthFrame.CopyPixelDataTo(_pixelData); 
                    BitmapData DepthBitmap = bitmapFrame.LockBits(new Rectangle(0, 0, 
depthFrame.Width, depthFrame.Height), ImageLockMode.WriteOnly, 
bitmapFrame.PixelFormat); 
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                IntPtr ptr = DepthBitmap.Scan0; 
                Marshal.Copy(pixels, 0, ptr, 4*depthFrame.PixelDataLength); 
                bitmapFrame.UnlockBits(DepthBitmap); 
                PictureBox2.Image = bitmapFrame; 
 
                } 
            } 
        } 
 
        protected override void OnClosing(System.ComponentModel.CancelEventArgs e) 
        { 
            base.OnClosing(e); 
            DeActivateSensor(); 
        } 
 
        byte[] convertdepthtoRGB(DepthImageFrame dif) 
        { 
            // BLUE GREEN RED Vazio (32 Bits) 
            //16 Bits 
            short[] depthRAW = new short[dif.PixelDataLength]; 
 
            dif.CopyPixelDataTo(depthRAW); 
 
            //RBG Vazio 
            byte[] pixels = new byte[dif.Height * dif.Width * 4]; 
 
            //Profundidade e Jogador 
            short depth = 0; 
            int colorindex = 0; 
            //byte blue, green, red; 
 
            for (int i = 0; i < depthRAW.Length; i++) 
            { 
                depth = (short)(depthRAW[i] >> 
DepthImageFrame.PlayerIndexBitmaskWidth); 
 
                if (depth < 990) 
                { 
                    pixels[colorindex++] = 0; 
                    pixels[colorindex++] = 0; 
                    pixels[colorindex++] = 255; 
                } 
 
                else if (depth >= 990 && depth < 1080)  
                { 
                    pixels[colorindex++] = 214; 
                    pixels[colorindex++] = 112; 
                    pixels[colorindex++] = 214; 
                } 
                else if (depth >= 1080 && depth <= 1280) 
                { 
                    //green = 255; 
                    pixels[colorindex++] = 0; 
                    pixels[colorindex++] = 240; 
                    pixels[colorindex++] = 0; 
                } 
                else if (depth > 1280 && depth <= 1350) 
                { 
                    pixels[colorindex++] = 214; 
                    pixels[colorindex++] = 112; 
                    pixels[colorindex++] = 214; 
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                } 
                else if (depth > 1350) 
                { 
                    //red = 255; 
                    pixels[colorindex++] = 0; 
                    pixels[colorindex++] = 0; 
                    pixels[colorindex++] = 255; 
                } 
 
                colorindex++; 
            } 
            return pixels; 
        } 
 
        private void button3_Click(object sender, EventArgs e) 
        { 
 
            if (temp2.IsActive == false) 
                { 
                    temp2.Show(); 
                } 
        } 
 
        private void timerThread_Tick(object sender, EventArgs e) 
        { 
            if (null != temp1.sensor && temp1.QuantEsqueletos >= 1 && distanciaAtual 
>= 120 && distanciaAtual <= 130) 
            { 
                System.Threading.ThreadStart ts = new 
System.Threading.ThreadStart(ThreadMotorKinect); 
                tr = new System.Threading.Thread(ts); 
                tr.IsBackground = true; 
 
                if (threadIsAlive == true) 
                { 
                    tr.Abort(); 
                    threadIsAlive = false; 
                } 
                else 
                { 
                    tr.Start(); 
                } 
 
                MemoryManagement obj = new MemoryManagement(); 
                obj.FlushMemory(); 
            } 
        } 
 
        private void checkBox1_CheckedChanged(object sender, EventArgs e) 
        { 
            if (chkAjusteAutomatico.Checked == true) 
            { 
                btnAjusteManual.Enabled = false; 
                timerThread.Start(); 
                if (temp2.IsVisible == true) 
                { 
                    try 
                    { 
                        temp2.Hide(); 
                    } 
                    catch (IOException) 
                    { 
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                        MessageBox.Show("Falha ao Tentar Finalizar Tela de Ajuste de 
Ângulo!"); 
                    } 
                }                 
            } 
            else  
            { 
                btnAjusteManual.Enabled = true; 
                timerThread.Stop(); 
                temp2 = new ColorStream(); 
            } 
        } 
 
 
      [DllImport("wininet.dll", SetLastError = true)] 
        private extern static bool InternetGetConnectedState(out 
InternetConnectionState lpdwFlags, int dwReserved); 
 
        [Flags] 
        enum InternetConnectionState : int 
        { 
            INTERNET_CONNECTION_MODEM = 0x01, 
            INTERNET_CONNECTION_LAN = 0x02, 
            INTERNET_CONNECTION_PROXY = 0x04, 
            INTERNET_RAS_INSTALLED = 0x10, 
            INTERNET_CONNECTION_OFFLINE = 0x20, 
            INTERNET_CONNECTION_CONFIGURED = 0x40 
        } 
 
        private void timerTempoRegistroPonto_Tick(object sender, EventArgs e) 
        { 
 
            lblControleDeTempo.Text = (Convert.ToInt32(lblControleDeTempo.Text) + 
1).ToString(); 
 
            if (temp1.DistanceToScreen > 0 && temp1.QuantEsqueletos >= 1 && 
textBox2.Text == "") 
            { 
                lblTempoRegistroSemDetecaoDeFace.Text = 
(Convert.ToInt32(lblTempoRegistroSemDetecaoDeFace.Text) + 1).ToString(); 
            } 
 
            distancia1 = (int)temp1.DistanceToScreen;     
            cont++; 
 
            if (temp1.DistanceToScreen == 0 || posicao.Text.Equals("0")) 
            { 
                lblTempoRegistroSemDetecaoDeFace.Text = "0"; 
                lblTempoRegistroPosicaoIdeal.Text = "0"; 
                cont = 0; 
            } 
 
 
            if (distanciaAtual >= 120 && distanciaAtual <= 130) 
            { 
            if (Convert.ToInt32(lblControleDeTempo.Text) % 2 == 0) 
            { 
                lblLevanteAsMaos.Visible = true; 
                lblLevanteAsMaos2.Visible = true; 
            } 
            else 
            { 
196 
 
 
 
                lblLevanteAsMaos.Visible = false; 
                lblLevanteAsMaos2.Visible = false; 
            } 
            } 
 
        } 
 
        private void resetTempoToolStripMenuItem_Click(object sender, EventArgs e) 
        { 
            resetDeTempo(); 
            temp1.DistanceToScreen = 0; 
            posicao.Text = "0"; 
        } 
 
        public void resetDeTempo()  
        { 
            lblTempoRegistroPosicaoIdeal.Text = "0"; 
            lblTempoRegistroSemDetecaoDeFace.Text = "0";     
        } 
 
    } 
} 
 
 
 
    /// <summary> 
    /// Força a limpeza de memória ultilizada pelo programa. 
    /// </summary> 
    public class MemoryManagement 
    { 
        [DllImport("kernel32.dll")] 
        private static extern int SetProcessWorkingSetSize(IntPtr process, int 
minimumWorkingSetSize, int maximumWorkingSetSize); 
 
        public MemoryManagement() 
        { 
        } 
 
        public void FlushMemory() 
        { 
            GC.Collect(); 
            GC.WaitForPendingFinalizers(); 
            if (Environment.OSVersion.Platform == PlatformID.Win32NT) 
                SetProcessWorkingSetSize(Process.GetCurrentProcess().Handle, -1, -1); 
        } 
    } 
 
 
 
Figura B.3: Classe principal do protótipo.  
Elaboração: Rafael Miranda Guimarães. 
 
 
 
