"Machine learning" (ML) is a subfield of artificial intelligence. The term applies broadly to a collection of computational algorithms and techniques that train systems from raw data rather than a priori models. ML techniques are now technologically mature enough to be applied to particle accelerators, and we expect that ML will become an increasingly valuable tool to meet new demands for beam energy, brightness, and stability. The intent of this white paper is to provide a high-level introduction to problems in accelerator science and operation where incorporating ML-based approaches may provide significant benefit. We review ML techniques currently being investigated at particle accelerator facilities, and we place specific emphasis on active research efforts and promising exploratory results. We also identify new applications and discuss their feasibility, along with the required data and infrastructure strategies. We conclude with a set of guidelines and recommendations for laboratory managers and administrators, emphasizing the logistical and technological requirements for successfully adopting this technology. This white paper also serves as a summary of the discussion from a recent workshop held at SLAC on ML for particle accelerators [1].
I. INTRODUCTION
Machine learning (ML) is a subfield of artificial intelligence centered on algorithms that can learn to complete tasks using data. ML is currently experiencing a renaissance thanks to recent computational, theoretical, and practical advances in the field. Recently, various ML approaches have been successfully demonstrated in real-world tasks for computer vision [2], anomaly detection [3] , and language translation [4] . Those wishing to use ML are able to access an increasingly wide variety of high performance computing resources. For example, computing clusters at universities and other research institutions are now widely accessible, along with a variety of web-based services. The greater availability of large data sets and the variety of new open source high-level software libraries has also helped to improve the reach of existing ML techniques and to facilitate rapid prototyping of new algorithms. These technical advances go hand-in-hand with new real-world applications that motivate ML research and funding in the public and private sectors, as well as provide feedback that informs further algorithmic development.
Particle accelerators in particular are some of the largest, most data-intensive, and most complex scientific systems in existence. The interrelations between machine subsystems are complicated and often nonlinear, the system dynamics involve large parameter spaces that evolve over multiple relevant time scales, and accelerator systems can be difficult to model a priori. Relevant problems for accelerators include, for example, analysis of large quantities of archived data, accurate and fast modeling of accelerator systems, detection of aberrant machine behavior, optimization of accelerator design, and active tuning and control. At present, ML-based approaches are technologically mature enough to be brought to bear on a wide variety of problems within these domains.
We expect that ML will become an increasingly valuable tool to meet new demands for beam energy, brightness, reliability, and stability. In this white paper we review ML techniques currently being investigated at particle accelerator facilities, including several promising experimental demonstrations. We also identify new applications and discuss their feasibility, along with the required data and infrastructure strategies. 
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II. GENERAL APPLICATIONS OF MACHINE LEARNING
ML has been successfully applied to a variety of other scientific/engineering problems.
Here we review some applications beyond accelerator science for historical context.
The modern wave of ML algorithms (e.g. deep neural networks), first began to see success in computer vision applications. For a high-level overview of some recent successes in classic computer vision domains, e.g. object recognition in natural scenes, see Refs. [2, 7] . In astronomy, neural networks have been used extensively for automated sorting and analysis of sky survey images and rejection of artifacts [8] [9] [10] [11] [12] . In particle detectors, ML methods are used to identify and classify particle tracks [13] . More recently, this has included deep neural networks [14] [15] [16] [17] , and a review of these developments can be found in [18] . Notably, a 2014 "Kaggle" code competition also drew numerous solutions from the public to identify ATLAS detector signals related to the Higgs boson. Contestants used neural networks, decision trees, and ensemble methods [19] .
In the medical community, ML has been used for automated diagnosis of medical conditions. ML algorithms have recently shown improvements over traditional screening techniques in identifying/classifying skin and cervical cancers [20, 21] . Other efforts showed that a ML algorithm was able to beat cardiologists at detecting heart arrhythmia viewed on an electrocardiogram [22] As an industrial example, robotic arms have been controlled using ML algorithms to perform sorting and packaging operations. These algorithms have been used reliably in operation for years [23] . Additionally, ML has been in use by the U.S. post office for the interpretation of hand-written addresses since the 1990s with an accuracy of above 98%, saving 100 million dollars during the first year of deployment [24] With regard to anomaly detection and machine protection, the Joint European Torus has used ML for instability detection [25, 26] and fault prediction [26, 27] in its fusion research facility. ML was also recently used to optimize tokamak settings for plasma confinement, resulting in over 50 percent improvement in key performance metrics such as energy loss rate and total plasma energy [28].
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III. EARLY HISTORY OF USAGE FOR PARTICLE ACCELERATORS
ML techniques have been applied to particle accelerators since the late 1980s. Much early discussion during the late 1980s and early 1990s focused on applying rule-based systems to accelerator control and tuning [29] [30] [31] [32] [33] . In the early 1990s, scientists at Los Alamos National Lab had some experimental success with neural-network-based ion source control [34] [35] [36] . Other early studies at the University of New Mexico focused on orbit/trajectory control [37] [38] [39] [40] [41] , fault detection and management [42, 43] , and root-cause analysis of errors (e.g. distinguishing between bending magnet misalignment and field defects [44] ). General AI/ML platform for beamline tuning were also planned [45] [46] [47] [48] . None of these systems were eventually used routinely as part of an accelerator's main control system. The lack of clear success in bringing ML to regular use in accelerator systems was partly due to limitations in the then-available hardware, algorithms, and software packages, as well as the limited accessibility of good data sets and simulation tools. Similar situations were encountered in other scientific fields where ML approaches were tried before they had reached sufficient technological maturity relative to the challenges of the particular application.
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IV. AREAS OF APPLICABILITY FOR PARTICLE ACCELERATORS ML-based solutions to challenges encountered in particle accelerators are now under development and yielding promising results. As ML becomes a routine tool in this field, other applications are likely to emerge. Here we review several use cases.
A. Anomaly detection and machine protection
The operation of today's particle accelerators is increasingly complex and data-intensive, and it typically involves a large number of process variables, nonlinear behavior, and many interacting subsystems. The identification of conditions that could negatively impact machine performance requires monitoring of many interacting subsystems, and conventional analysis methods are often insufficient. Using machine data to identify poor conditions and the root cause of errors encountered during operation is therefore a growing challenge. In addition, improving the reliability of machine protection systems can help pave the way to producing beams of higher intensity/stored energy.
Anomaly and breakout detection algorithms may provide added capabilities beyond those of existing machine protection systems by detecting subtle behaviors of key variables prior to negative events. This approach has been used for detection of quench precursors in both superconducting magnets [49] and superconducting RF cavities [50] .
In the context of system control, anomaly detection algorithms can also be used to identify and throw away bad signals. The LHC has used such algorithms to identify bad readings from beam position monitors and remove them prior to a standard correction procedure [51] , as well as to assist in automated collimator alignment [52] .
B. System Modeling
Another challenge in accelerator science is the need to obtain machine models that (a) are sufficiently accurate and (b) can execute quickly enough to be useful during operations, possibly with input from machine instrumentation (i.e. online modeling), and in largescale offline optimization.
Many simulation tools are too slow in practice to be used directly in control systems or to provide guidance to operators during machine operation. In recent years, some hardware-accelerated modeling codes have been developed that only require modest computing resources, for example, GPU-accelerated elegant [53] and HPSim, a GPU-accelerated code for online modeling of ion linacs [54, 55] . However, most online models at present rely on simplified representations of the relevant physics: accuracy is traded for speed. Furthermore, ensuring these models accurately represent the behavior of a particular machine still requires substantial work in most cases and is not always possible due to practical constraints (e.g. lack of diagnostics, lack of personnel, lack of time for systematic machine studies).
System modeling with ML enables one to learn representations that combine information from physics-based simulations with measured data, which can be useful when measured data only covers a limited portion of the system behavior that needs to be included for prediction or control. This has been demonstrated for the injector and low-energy beamline at Fermilab's FAST facility [56] . Furthermore, the execution speed of such ML models can be faster than conventional accelerator simulations, enabling fast-executing representations of slowly-executing, high-fidelity simulations to be created. This technique is known as surrogate modeling. For example, in one early study a neural network surrogate model of the RF gun and low-energy beamline at FAST sped up the simulation time from around 20 minutes to under a millisecond [57] . The resulting simulation tools can be useful for providing real-time results in a control room environment or for planning experiments and doing offline controller design. For some examples, see [57] [58] [59] .
Neural networks in particular are also well-suited to tasks which deal with image data, and this enables image-based diagnostics to be used directly in accelerator models, both as outputs and inputs. For example, to take into account variability in a drive laser for a photocathode gun, a virtual cathode image of the laser spot has been used as one input to a model to predict downstream beam parameters at FAST [57] .
In terms of offline optimization and design, current approaches take advantage of heavy parallelization when a high-fidelity physics model is required (for example see [60, 61] ).
However, gaining access to the necessary computing resources for this is not always possible, and in practice simulation speed often limits the extent of parameter space exploration during the optimization and design process. In this case, ML models that are sufficiently well-validated could be used instead to interpolate across optimum fronts of accelerator performance from a set of sparsely-sampled training examples. This ultimately could lead to an increase in the throughput of optimization for challenging accelerator design problems 8 (such as dynamic aperture maximization for diffraction-limited storage ring light source [62] ) or allow faster exploration of various trade-offs between competing parameters.
C. Virtual Instrumentation / Virtual Diagnostics
Accelerators are outfitted with a variety of instruments to provide measurements of both the beam itself and other key variables that impact the beam (e.g. RF signals). These instruments are often referred to as "diagnostics," in the sense that they provide some indication of the performance and operating state of the accelerator. A virtual instrument (also referred to as a "virtual diagnostic") provides an estimate of what an instrument would read when such a reading is unavailable, thus allowing non-invasive "measurements" in locations where it may be impossible to put an instrument, where only destructive instruments are available and thus cannot be used during normal operations, where the update rate of an existing instrument is lower than needed for experimental analysis or for control, or where the instrument is not sensitive across the entire operating range.
For example, a virtual instrument for the beam phase space based on high-fidelity, GPUaccelerated physics simulations has been demonstrated at LANSCE. The simulation reads inputs from the machine and within seconds provides predictions about the resulting beam, including live plots of the phase space [55] . In a slightly different approach demonstrated at FACET, free parameters in an online model with only simple physics included were automatically tuned to match the output of one instrument reading (in this case the output of a transverse deflecting cavity) by using the prediction accuracy on a separate instrument as a guide (in this case a spectrometer) [63] . This approach can provide estimates of what the additional instrument would show non-invasively when only the more readily available diagnostics can be used, and it also only requires a simple physics model. New kinds of virtual instrumentation can also be created using ML. For example, artificial neural networks and support vector regression techniques have been used at LCLS to identify correlations between information obtained from slowly-updating instruments (e.g. photon energy, spectral shape of X-ray pulses) and more abundant, quickly-updating outputs (e.g. readings from beam position monitors). These correlations can be exploited to extract information that is of interest to the users about each X-ray pulse quickly and with high fidelity [64] .
Taking this concept a step further, the output of image-based diagnostics can also be predicted directly (thus creating a virtual version of the instrument). This has been used, for example, to predict the images produced by a destructive multi-slit transverse phase space measurement [1, 56, 65] and to predict the longitudinal phase space as displayed by a transverse deflecting cavity [66, 67] .
D. Tuning, Control, and Rapid Switching Between Operating Conditions
Particle accelerator facilities have a wide range of operational needs when it comes to tuning, optimization, and control. For example, free electron laser (FEL) user facilities have a strong incentive to reduce time spent switching between user-requested operating conditions. For other machines, users may require long-term machine stability or longterm optimization of specific beam parameters. Facilities focused on neutrino science, for example, may seek to maximize the number of protons per hour on a target. In order to meet these demands, particle accelerators rely on databases of previous settings, on fine-tuning of machine settings by operators or online optimization routines, and dedicated feedback and control systems to maintain stable operation. In each of these cases, ML can supplement existing techniques and procedures.
ML-based methods can reduce the need to restore old settings directly from a database.
For example, ML models mapping a desired system output (such as particular beam parameters) to the required settings could cut down on the time it takes to switch between different operating conditions. The model could also be re-trained over time, as new data accumulates and as operations change. This would shorten the time required to determine settings for some previously unseen operating state. For an exploratory example in simulation, see [59] , in which a neural network was trained to switch between settings needed in the injector and beamline of a compact FEL for different electron beam energies while maintaining a good match into the FEL's undulator.
ML can also be used to learn specific update rules for moving closer to an optimum. By building up representations of machine behavior, these algorithms implicitly use examples of past machine behavior to help guide the search toward optimal settings for a given operating condition. One approach, reinforcement learning using neural networks, has been used at LCLS for tuning the undulator taper, resulting in a doubling of the power in self-seeding mode [68] .
Another approach, Bayesian optimization using Gaussian process models, has been used to tune quadrupole settings in the LCLS beamline [69] . Bayesian optimization can also explicitly learn to avoid disruptive combinations of settings during tuning [70, 71] .
ML models and control policies can also be useful for systems that need to be controlled at a rate that is faster than the system settling time. For example, ML-based models have been trained on measured data to predict the temperature response of a photoinjector [6, 72] and the resonant frequency response of a radio frequency quadrupole at Fermilab [73] , both of which exhibit long-period thermal behavior but benefit from rapid control adjustments. Predictive control over the photoinjector using the model resulted in a substantially faster settling time, making it faster to switch between RF power settings while staying on-resonance.
Similarly, researchers at the Korea Atomic Energy Research Institute have created a steadystate ion source model from measured data (mapping input parameters to their final steady state output values), with the eventual aim of using it in model predictive control [74] .
Ion sources are particularly difficult to model from physics principles alone and typically exhibit highly nonlinear behavior and long response times, making them appealing targets for ML-based modeling and predictive control.
E. Advanced Data Analysis
ML methods can aid data analysis and discovery of new physics, as already seen in other fields. Section II describes computer vision algorithms that are used for high-throughput galaxy classification in astronomical surveys, or particle track identification in high energy physics detectors. At accelerator laboratories, computer vision can also be useful for processing data from image-based beam diagnostics. For example, one could automatically incorporate image data into machine models and controllers, use image data to automatically flag aberrant behavior, or automatically extract useful information for users and accelerator physicists.
Modern computational methods and ML can also be exploited to handle reconstruction tasks, such as recovering additional information about the beam from limited measurements.
For example, kernel density estimation (KDE), is an unsupervised method to describe a density distribution. KDEs were used at the Muon Ionization Cooling Experiment (MICE) to measure the phase space density of muon beams. This method enhances the precision of beam emittance measurements [75, 76] . As another example, the field of compressed sensing incorporates prior knowledge from physical models, data, or simulations to reconstruct under-sampled targets. Researchers at UCLA and SLAC have used compressed sensing and priors trained on simulations to speed-up convergence of electron ghost imaging at the Pegasus beam line [77] .
Clustering and correlation analysis can also aid exploration of complicated data sets found in accelerator simulations and measurements. Researchers at Karlsruhe Institute of Technology used K-means clustering to identify dominant modes of the microbunching instability at the Karlsruhe Research Accelerator (KARA) ring. The results led to identification of new features in the longitudinal phase space density [78] . Similarly, clustering has been used to identify different types of quenches in superconducting RF cavities at DESY [79] .
Such analysis can also provide guidance on promising avenues of research during early stages of larger projects. Finally, at the Paul Scherrer Institut's High Intensity Proton Accelerator (HIPA), researchers used correlation analysis to investigate which machine parameters contributed most to beam losses at different points along the accelerator [1].
V. TECHNICAL CONSIDERATIONS
Researchers should be aware of the practical requirements that must be met in order to apply ML to accelerator systems successfully. This includes, for example, the proper retention and formatting of machine data and improving the availability and scale of computing resources (both for training and deployment).
A. Data Requirements and Availability
The success of ML algorithms depends on the amount of available training data; specifically, the quality of a given ML solution can improve substantially with a larger numbers of training examples. Fortunately, particle accelerators are typically instrumented to accommodate this requirement. Control at many modern facilities is driven by either digital signal processors (DSPs) or field programmable gate arrays (FPGAs), and signal monitoring can occur at MHz rates or faster. Some modern facilities can produce terabytes of data per day, and this typically covers only the most relevant diagnostics information.
At most facilities, data is archived but typically only used for post-mortem analysis after failures, or for transient studies on a specific topic of interest. In many cases there is already a sufficient amount of data in the archive to be put to use more routinely for ML applications.
Much effort, however, will need to be spent in data preprocessing in order to make use of this data. Some ML techniques could also enable researchers to analyze a greater proportion of this data (for example, clustering), thus enabling it to be put to better use for improving operations and for understanding machine behavior.
B. Availability and scale of computing resources
ML-enabled data analysis is computationally intensive and often requires high-performance computing (HPC) platforms. Fortunately, these resources are becoming more accessible and can be made available for accelerator data processing. In addition, newer computing architectures, such as GPUs designed specifically for ML [80] , have enabled faster training of ML algorithms. GPUs can currently be purchased for just a few hundred dollars (e.g. NVIDIA GeForce GTX 1080) to a few thousand dollars (e.g. NVIDIA Tesla P100) and can easily support a small group of users. 
C. Data formatting considerations
Common ML scenarios in industry assume either structured data (hashed data relating, e.g., customer name and visits to a website) or homogeneous data sets such as text entered into search engines. The relevant data for accelerator operations is mostly unstructured and heterogeneous: floating point data and images. Furthermore, in some cases the data may not all be logged in a uniform way. Different instruments may log data to different storage systems, or use different timestamps.
We can divide our data into two major domains: accelerator data and experiment-related data (e.g. data generated in collider detectors or light sources). The needs of these domains, as well as the corresponding data flow and infrastructure, can greatly differ. For many years, the HEP and light source user community has been using carefully designed data infrastructures to allow processing and analysis of data sets. By contrast, the accelerator domain mostly stores and handles data in a very heterogeneous and ad hoc manner. These subsystems may store data on local disks, store data at a low rate, or not store data at all.
In order to extract unknown correlations or error signatures using ML, more comprehensive data processing, faster data transport, and increased data storage capacity will be needed. To make accelerator data available for ML algorithms, laboratories must standardize and classify this data as early as possible in the acquisition chain. To facilitate the use of ML frameworks, the accelerator community needs to consider classification, labeling, and storage requirements in the control system architecture, ensuring synchronicity while limiting the data rates to appropriate levels.
Much of the software requirements for making use of this data are already available and not accelerator-specific. Free platforms and software libraries already exist for manipulating large datasets. Furthermore, data analysis, ML, numerical, and visualization libraries in modern programming languages (e.g. Python and its associated scientific libraries, such 14 as scikit-learn) can help to facilitate rapid development and deployment of ML algorithms.
Person-hours at accelerator laboratories can be focused on the application of these tools to specific problems. In addition, examples of code using ML for different use cases is widely available.
15
VI. RECOMMENDATIONS A. Institutional support
The successful completion of ML projects in accelerator facilities depends on laboratory support beyond individual researchers. This includes support for instrumentation, control, operations, and computing staff, and their coordination. If possible, we recommend that accelerator laboratories form a dedicated ML group.
Facilities may also need to provide additional funding and personnel for infrastructure improvements to make full use of ML. This might include actions such as investing in or facilitating access to additional computing resources, or making improvements to data archiving systems.
Managers should not underestimate the effort needed to curate data to be used for ML.
In addition to making use of archived data, development and testing of some algorithms (e.g. for control) will require dedicated machine time and studies.
B. Education and Intersection with Other Fields
Mutually-beneficial collaboration between laboratories, universities, and industrial partners is essential to bring the latest developments in computer science to particle accelerators.
Laboratories should actively seek these collaborations.
Physicists tend to already have a good grounding in probability, statistics, and data analysis. Therefore, they already have the fundamentals in place to appreciate how ML algorithms function. At the university level, physics students could be offered optional courses in ML, which build upon what they would have covered in probability and statistics courses.
Lectures in ML could be introduced in the various particle accelerator schools, such as the US Particle Accelerator School or the CERN Accelerator School. Existing education/research networks, such as the Center for Bright Beams in the US, could be leveraged to recruit graduate students to work on a common problem. In addition, accelerator facilities could host a local seminar series aimed at exposing accelerator physicists to current applied ML research.
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C. Outreach and Citizen Science
Encouraging non-physicists to collaborate on ML problems could allow laboratories to outsource some of this work. Examples of fora in which this could take place are online competitions such as Kaggle, in which participants are asked to provide a solution to a specific problem, with the winner being awarded a prize. As an example, a successful competition was organized in 2014 by the high energy physics community [19] , and it attracted over 1700 participants. This can also serve as a public relations and outreach exercise, as well as a way to attract students and outside researchers to work with accelerator facilities. Hackathons are an alternative way of getting accelerator physicists and ML experts together in the same room for a couple of days to work intensely on domain specific ML related problems.
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