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Abstract. This paper studies the tracking and almost disturbance
decoupling problem of the nonlinear AMIRA ball and beam system
based on the feedback linearization approach. The main contribution of
this study is to construct a controller, under appropriate conditions, such
that the resulting closed-loop system is valid for any initial condition and
bounded tracking signal with the following characteristics: input-to-state
stability with respect to disturbance inputs and almost disturbance
decoupling. Two examples on the almost disturbance decoupling prob-
lem, which cannot be solved via Ref. 1, are proposed in this paper
exploiting the fact that the tracking and the almost disturbance
decoupling performances are easily achieved by our proposed approach.
Key Words. Almost disturbance decoupling, feedback linearization,
composite Lyapunov approach, AMIRA ball and beam system,
singularly-perturbed system.
1. Introduction
The well-known tasks of stabilization and tracking are important topics
in the ﬁeld of control. The tracking problem is generally more complicated
than the stabilization problem for nonlinear control systems. For nonlinear
systems, many approaches have been introduced including feedback
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linearization, variable structure control (sliding mode control), backstep-
ping, regulation control, nonlinear H1 control, internal model principle,
and H1 adaptive fuzzy control.
Recently, variable structure control has been introduced to deal with
nonlinear systems (Ref. 2); however, chattering behavior, that may create
unmodeled high-frequency due to discontinuous switching and imperfect
implementation and may even drive the system to instability, is inevitable
for a variable structure control scheme. Backstepping has been a powerful
tool for synthesizing the controller for a class of nonlinear systems; however,
a disadvantage with the backstepping approach is the complexity caused by
repeated diﬀerentiations of some nonlinear functions (Refs. 3–4).
An output tracking approach utilizes the scheme of output regulation
control (Ref. 5) in which the outputs are assumed to be excited by an
exosystem; however, the nonlinear regulation problem requires achieving
the diﬃcult solution of a partial-diﬀerential algebraic equation. Another
problem of output regulation control is that the exosystem states need to be
switched to describe changes in the output and this creates transient tracking
errors (Ref. 6). In general, the nonlinear H1 control must solve the
Hamilton-Jacobi equation, which is a diﬃcult nonlinear partial-diﬀerential
equation (Refs. 7–9). Only for particular nonlinear systems we can derive a
closed-form solution.
The control approach based on internal model principle converts the
tracking problem to a nonlinear output regulation problem. This approach
depends on solving a ﬁrst-order partial-diﬀerential equation of the center
manifold (Ref. 5). For some special nonlinear systems and desired trajec-
tories, asymptotic solutions of the above equation via ordinary diﬀerential
equations have been developed (Refs. 10–11). Recently, H1 adaptive fuzzy
control has been proposed to deal systematically with nonlinear systems
(Ref. 12). The drawback with H1 adaptive fuzzy control is that the complex
parameter update law makes this approach impractical.
During the past decade, signiﬁcant progress has been made in the
research of control approaches for nonlinear systems based on feedback
linearization theory (Refs. 2 and 13–15). Moreover, the feedback lineari-
zation approach has been applied successfully to address many real control
problems. These include the control of an electromagnetic suspension
system (Ref. 19), pendulum system (Ref. 17), spacecraft (Ref. 18), electro-
hydraulic servosystem (Ref. 19), car-pole system (Ref. 20), and bank-to-turn
missile system (Ref. 21).
The almost disturbance decoupling problem, that is, the design of a
controller which attenuates the eﬀect of the disturbance on the output
terminal to an arbitrary degree of accuracy, was developed originally for
linear control systems (Ref. 1) and nonlinear control systems (Ref. 22).
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Henceforward, the problem has attracted considerable attention and many
signiﬁcant results have been obtained for both linear and nonlinear control
systems (Refs. 23–25). Reference 1 shows that, for nonlinear SISO systems,
the almost disturbance decoupling problem may not be solvable, as the
following examples show:
ðiÞ _x1ðtÞ ¼ tan 1x2 þ hðtÞ; _x2ðtÞ ¼ u;
y ¼ x1;
ðiiÞ _x1ðtÞ ¼ x2 þ h1ðtÞ; _x2ðtÞ ¼ x32h2ðtÞ þ u;
y ¼ x1:
Here u; y denote the input and output; h; h1; h2 are the disturbances. On the
contrary, these examples can be solved easily via the approach proposed in
this paper. Moreover, to show a signiﬁcant application, this paper has
derived a successful tracking controller with almost disturbance decoupling
for the famous AMIRA ball and beam system.
Throughout the paper, the notation k  k denotes the usual Euclidean
norm or the corresponding induced matrix norm.
2. Mathematical Model of the AMIRA Ball and Beam System
Figure 1 shows the hardware structure of the AMIRA ball and beam
system. U-type aluminium proﬁles construct the platform and the organi-
zation of the ball and beam system which is covered at the side by four
sheets of Plexiglas. The steel ball rolls freely on the beam and its position is
measured by a camera unit and lighting module mounted below a small
platform on top of the system. The beam is located in the center of
the system and is driven by a toothbelt, a tooth wheel, and a DC motor. The
angle of the beam is measured by an incremental encoder mounted at the
rear end of the beam shaft. Two limiting switches are located below
the beam to detect whether or not the beam reaches its maximum angle. The
unmeasurable states, the speed of the ball and the angular speed of
the beam, are estimated via a Luenberger reduced-order observer. Due to
the mounting of the beam, the maximum angle is amax  0:24 rad.
Considering all the forces acting upon the system, it is easy to evaluate
the kinetic energy, potential energy, dissipative forces, and generalized
forces of the system. Inserting them into the Lagrange equation, we obtain
the motion equations in higher-order form (Ref. 26),
mþ Ib=rrð Þ€x0 þ mr2 þ Ib
 ð1=rÞ€amx0 _a2 ¼ mg sin a; ð1aÞ
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m x0ð Þ2þIb þ Iw
h i
€aþ 2m _x0x0 þ bl2  _a
þ kz l2aþ mr2 þ Ib
 ð1=rÞ€x0 mgx0 cos a ¼ u l cos a; ð1bÞ
and in ﬁrst-order form,
_x1 ¼ x2; ð2aÞ
_x2 ¼ A=Bþ 0:1h1; ð2bÞ
_x3 ¼ x4; ð2cÞ
_x4 ¼ C=D E=F G=Hþ ð1þ J=KÞL=M; ð2dÞ
with
A ¼ a2 b2x1x2 þ b3ð Þx4 þ b4x3  b6x1 cos x3½ 
þ mx21 þ b1
 
a3 sin x3 þmx1x24
  a2l u cos x3;
B ¼ a1 mx21 þ b1
  a2b5;
C ¼  b2x1x2 þ b3ð Þx4  b4x3 þ b6x1 cos x3;
D ¼ mx21 þ b1;
E ¼ b5½a3 sin x3 þmx1x24;
Fig. 1. The AMIRA ball and beam experimental equipment.
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F ¼ a1ðmx21 þ b1Þ  a2b5;
G ¼ a2b5 b2x1x2 þ b3ð Þx4 þ b4x3  b6x1 cos x3½ ;
H ¼ mx21 þ b1
 
a1 mx
2
1 þ b1
  a2b5 ;
J ¼ a2b5;
K ¼ a1 mx21 þ b1
  a2b5;
L ¼ lu cos x3;
M ¼ mx21 þ b1;
where m ¼ mass of the ball, r ¼ roll radius of the ball, Ib ¼ inertia moment
of the ball,
a2 ¼ mr2 þ Ib
 ð1=rÞ; b2 ¼ 2m;
b ¼ friction coeﬃcient of the drive mechanics, l ¼ radius of force
application,
b3 ¼ bl2;
lw ¼ radius of beam, K ¼ stiﬀness of the drive mechanism, b4 ¼ Kl2;
g ¼ acceleration of gravity, b6 ¼ mg; Iw ¼ inertia moment of the beam,
b1 ¼ Ib þ Iw; a3 ¼ mg; u ¼ force of the drive mechanics, a1 ¼ mþ Ib=r2;
b5 ¼ mr2 þ Ib
 ð1=rÞ; x1 ¼ x0 ¼ position of the ball, x2 ¼ _x0 ¼ velocity of
the ball, x3 ¼ a ¼ angle of the beam to the horizontal, amax ¼ maximum
angle of the beam to the horizontal, x4 ¼ a ¼ angular velocity of the beam;
h1 is assumed to be the disturbance item. The experimental values adopted
are as follows: r ¼ 0:02 m, l ¼ 0:48 m, m ¼ 0:0162 kg, b ¼ 1:0 Ns/m,
K ¼ 0:001 N/m, lw ¼ 0:5 m, M ¼ 1:122 kg.
3. Tracking and Almost Disturbance Decoupling Controller Design
In this paper, we consider the following nonlinear control system with
disturbances:
_x1
_x2


_xn
2
66666664
3
77777775
¼
f1ðx1; x2; . . . ; xnÞ
f2ðx1; x2; . . . ; xnÞ


fnðx1; x2; . . . ; xnÞ
2
66666664
3
77777775
þ
g1ðx1; x2; . . . ; xnÞ
g2ðx1; x2; . . . ; xnÞ


gnðx1; x2; . . . ; xnÞ
2
66666664
3
77777775
uþ
Xp
i¼1
qi hi; ð3aÞ
yðtÞ ¼ hðx1; x2; . . . ; xnÞ; ð3bÞ
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that is,
_xðtÞ ¼ fðxðtÞÞ þ gðxðtÞÞuþ
Xp
i¼1
qi hi;
yðtÞ ¼ hðxðtÞÞ;
where
xðtÞ :¼ x1ðtÞ; x2ðtÞ; . . . ; xnðtÞ½ T2 <n
is the state vector, u 2 <l is the input, y 2 <l is the output,
h :¼ h1ðtÞ; h2ðtÞ; . . . ; hpðtÞ
 T
is a bounded time-varying disturbance vector, f; g; q1; . . . ; q

p are smooth
vector ﬁelds on <n, and hðxðtÞÞ 2 <l is a smooth function. The nominal
system is then deﬁned as follows:
_xðtÞ ¼ fðxðtÞÞ þ gðxðtÞÞu; ð4aÞ
yðtÞ ¼ hðxðtÞÞ: ð4bÞ
The nominal system (4) consists of the relative degree r (Ref. 27); i.e., there
exists a positive integer 1  r <1 such that
LgL
k
f hðxðtÞÞ ¼ 0; k<r 1; ð5Þ
LgL
r1
f hðxðtÞÞ 6¼ 0; ð6Þ
for all x 2 <n and t 2 ½0;1Þ, where the operator L is the Lie derivative
(Ref. 13). The desired output trajectory ydðtÞ and its ﬁrst r derivatives are
all uniformly bounded and
ydðtÞ; yð1Þd ðtÞ; . . . ; yðrÞd ðtÞ
h i   Bd; ð7Þ
where Bd is some positive constant.
Under the assumption of well-deﬁned relative degree, it has been shown
(Ref. 13) that the mapping
/<n ! <n ð8Þ
deﬁned as
/iðxðtÞÞ :¼ niðtÞ ¼ Li1f hðxðtÞÞ; i ¼ 1; 2; . . . ; r; ð9Þ
/kðxðtÞÞ :¼ gkðtÞ; k ¼ rþ 1; rþ 2; . . . ; n; ð10Þ
and satisfying
Lg/kðxðtÞÞ ¼ 0; k ¼ rþ 1; rþ 2; . . . ; n; ð11Þ
is a diﬀeomorphism onto image. For the sake of convenience, deﬁne the
trajectory error to be
eiðtÞ :¼ niðtÞ  yði1Þd ðtÞ; i ¼ 1; 2; . . . ; r; ð12Þ
eðtÞ :¼ e1ðtÞ; e2ðtÞ; . . . ; erðtÞ½ T2 <r; ð13Þ
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the trajectory error multiplied by some adjustable positive constant e,
eiðtÞ :¼ ei1eiðtÞ; i ¼ 1; 2; . . . ; r; ð14Þ
eðtÞ :¼ e1ðtÞ; e2ðtÞ; . . . ; erðtÞ½ T2 <r; ð15Þ
and
nðtÞ :¼ n1ðtÞ; n2ðtÞ; . . . ; nrðtÞ½ T2 <r; ð16aÞ
gðtÞ :¼ grþ1ðtÞ; grþ2ðtÞ; . . . ; gnðtÞ
 T2 <nr; ð16bÞ
qðnðtÞ; gðtÞÞ :¼ Lf/rþ1ðtÞ;Lf/rþ2ðtÞ; . . . ;Lf/nðtÞ
 T
:¼ qrþ1 qrþ2    qn½ T: ð16cÞ
Deﬁne the phase-variable canonical matrix Ac,
Ac :¼
0 1 0 . . . 0
0 0 1 . . . 0
..
. ..
.
0 0 0 . . . 1
a1 a2 a3 . . . ar
2
6666664
3
7777775
rr
; ð17Þ
where a1; a2; . . . ; ar are chosen parameters such that Ac is Hurwitz and the
vector B is
B :¼ ½0; 0; . . . 0; 1T r1: ð18Þ
Let P be the positive-deﬁnite solution of the following Lyapunov equation:
ATc Pþ PAc ¼ I; ð19Þ
kmaxðPÞ :¼ maximum eigenvalue of P; ð20Þ
kminðPÞ :¼ minimum eigenvalue of P; ð21Þ
Assumption A1. For all t  0; g 2 <nr; and n 2 <r; there exists a
positive constant M such that the following inequality holds:
q22ðt; g; eÞ  q22ðt; g; 0Þk k M ek kð Þ; ð22Þ
where
q22ðt; g; eÞ :¼ qðn; gÞ:
Assumption A2. There exists a known function b2ðÞ : <n ! <þ such
that
KTxx
   b2 ek k; ð23Þ
where Kx :¼ kx1; kx2; . . . ; kxn½ Tn1 and kxi; i ¼ 1; 2; . . . ; n; are real constants.
For the sake of stating precisely the problem investigated, deﬁne
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d :¼ LgLr1f hðxðtÞÞ; c :¼ LrfhðxðtÞÞ; ð24aÞ
and
e :¼ a1e1 þ a2e2 þ    þ arer: ð24bÞ
Deﬁnition 3.1. See Ref. 2. A continuous function a : ½0; aÞ ! ½0;1Þ is
said to belong to class K if it is strictly increasing and að0Þ ¼ 0.
Deﬁnition 3.2. See Ref. 2. A continuous function b : ½0; aÞ  ½0;1Þ !
½0;1Þ is said to belong to class KL if, for each ﬁxed s, the mapping bðr; sÞ
belongs to class K with respect to r and , for each ﬁxed r, the mapping bðr; sÞ
is decreasing with respect to s and bðr; sÞ ! 0 and s!1.
Deﬁnition 3.3. See Ref. 2. Consider the system _x ¼ fðt; x; hÞ; where
f : ½0;1Þ  <n <n ! <n is piecewise continuous in t and locally Lipschitz
in x and h. This system is said to be input-to-state stable if there exists a class
KL function b, a class K function c, and positive constants k1 and k2 such
that, for any initial state x t0ð Þ with x t0ð Þk k < k1 and for any bounded input
hðtÞ with sup
tt0
hðtÞk k < k2, the state exists and satisﬁes
xðtÞk k  b xðt0Þk k; t t0ð Þ þ c sup
t0  s t
hðsÞk k
 
; ð25aÞ
for all t  t0  0.
Now, we formulate the almost disturbance decoupling problem as
follows.
Deﬁnition 3.4. See Ref. 24. The tracking problem with almost
disturbance decoupling is said to be globally solvable by the state feedback
controller u for the transformed error system by a global diﬀeomorphism (8)
if the controller u enjoys the following properties:
(i) It is input-to-state with respect to disturbance inputs.
(ii) For any initial value xe0 :¼ eðt0Þ; gðt0Þ½ T, for any t  t0, and for any
t0  0,
yðtÞ  ydðtÞj j  b11 xðt0Þk k; t t0ð Þ þ 1=
ﬃﬃﬃﬃﬃﬃ
b22
p	 

b33 sup
t0  s t
hðsÞk k
 
;
ð25bÞZ t
t0
yðsÞ  ydðsÞ½ 2ds  1=b44ð Þ b55 xe0k kð Þ þ
Z t
t0
b33 hðsÞk k2
	 

ds
2
4
3
5;
ð25cÞ
where b22; b44 are some positive constants, b33; b55 are class K functions,
and b11 is a class KL function.
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Theorem 3.1. Suppose that there exists a continuously diﬀerentiable
function V : <nr ! <þ such that the following three inequalities hold for
all g 2 <nr:
(a) x1 gk k2 VðgÞ  x2 gk k2; x1;x2 > 0; ð26aÞ
(b) rtVþ ðrgVÞTq22ðt; g; 0Þ  2axkgk2; ax > 0; ð26bÞ
(c) rgV
   -3kgk; -3 > 0: ð26cÞ
Then, the tracking problem with almost disturbance decoupling is globally
solvable by the controller deﬁned by
u¼ LgLr1f hðxðtÞÞ
h i1
fLrfhðxÞþyðrÞd  era1 L0f hðxÞyd
h i
 e1ra2 L1f hðxÞyð1Þd
h i
  e1ar Lr1f hðxÞyðr1Þd
h i
þKTxXg; ð27Þ
where K :¼ ½k1; k2;    ; kn is some adjustable real matrix. Moreover, the
inﬂuence of disturbances on the L2 norm of the tracking error can be
attenuated arbitrarily by increasing the value of the following adjustable
parameter NN2 > 1:
HðeÞ :¼ H11 H12
H12 H22
 
:¼
2ax  x23=x1
 
/g
 2  1= ﬃﬃﬃﬃﬃﬃﬃﬃkðeÞp  w3M= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2w1kminðPÞp 
 1= ﬃﬃﬃﬃﬃﬃﬃﬃkðeÞp  w3M= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2w1kminðPÞp  1=ekmaxðPÞð Þ 2er BTP b2þ 2 kðeÞ=eð Þ /n 2kPk2=ekminðPÞh i
2
4
3
5
ð28aÞ
asðeÞ :¼ H11 þH22  ðH11 H22Þ2 þ 4H222
h i1=2 
4; ð28bÞ
N :¼ 2asðeÞ; ð28cÞ
N2 :¼ min x1; kðeÞ=2
 
kminðPÞ
 
; ð28dÞ
/nðeÞ :¼
eð@=@XÞhq1    eð@=@XÞhqp
..
. ..
.
erð@=@XÞLr1f hq1    erð@=@XÞLr1f hqq
2
6664
3
7775; ð28eÞ
/gðeÞ :¼
ð@=@XÞ/rþ1q1    ð@=@XÞ/rþ1qp
..
. ..
.
ð@=@XÞ/nq1    ð@=@XÞ/nqq
2
6664
3
7775; ð28fÞ
where H is a positive-deﬁnite matrix and kðeÞ : <þ ! <þ is any continuous
function satisfying
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lim
e!o kðeÞ ¼ 0 and lime!o½e=kðeÞ ¼ 0: ð28gÞ
Proof. Applying the coordinate transformation (8) yields
_n1ðtÞ ¼ ð@/1=@xÞðdx=dtÞ
¼ ½@hðxðtÞÞ=@x fþ g  uþ
Xp
i¼1
qi hi
" #
¼ L1f hðxðtÞÞ þ ½@hðxÞ=@x
Xp
i¼1
qi hi
¼ n2ðtÞ þ
Xp
i¼1
½@hðxÞ=@xqi hi; ð29Þ
..
.
_nr1ðtÞ ¼ @/r1=@xð Þðdx=dtÞ
¼ @Lr2f hðxðtÞÞ=@x fþ g  uþ
Xp
i¼1
qi hi
" #
¼ Lr1f hðxðtÞÞ þ @Lr2f hðxðtÞÞ=@x
h iXp
i¼1
qi hi
¼ nrðtÞ þ
Xp
i¼1
@Lr2f hðxðtÞÞ=@x
h i
qi hi; ð30Þ
_nrðtÞ ¼ @/r=@xð Þðdx=dtÞ
¼ @Lr1f hðxðtÞÞ=@x fþ g  uþ
Xp
i¼1
qi hi
" #
¼ LrfhðxÞ þ LgLr1f hðxÞuþ
Xp
i¼1
@Lr1f hðxðtÞÞ=@x
h i
qi hi;
¼ cþ duþ
Xp
i¼1
@Lr1f hðxðtÞÞ=@x
h i
qi hi; ð31Þ
_gkðtÞ ¼ @/kðxÞ=@x½ ½dx=dt
¼ @/kðxÞ=@x½  fþ g  uþ
Xp
i¼1
qi hi
" #
ð32Þ
¼ Lf/k þ
Xp
i¼1
@/kðxÞ=@x½ qi hi; k ¼ rþ 1; rþ 2; . . . ; n:
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Since
cðnðtÞ; gðtÞÞ :¼ LrfhðxðtÞÞ; ð33Þ
dðnðtÞ; gðtÞ :¼ LgLr1f hðxðtÞÞ; ð34Þ
qkðnðtÞ; gðtÞÞ ¼ Lf/kðxÞ; k ¼ rþ 1; rþ 2; . . . ; n; ð35Þ
the dynamic equations of the system (3) in the new coordinates are as
follows:
_fðtÞ ¼ niþ1ðtÞ þ
Xp
i¼1
ð@=@XÞLi1f hqi hi; i ¼ 1; 2; . . . ; r 1; ð36Þ
_nrðtÞ ¼ cðnðtÞ; gðtÞÞ þ dðnðtÞ; gðtÞÞuþ
Xp
i¼1
ð@=@XÞLr1f hqi hi; ð37Þ
_gkðtÞ ¼ qkðnðtÞ; gðtÞÞ þ
Xp
i¼1
ð@=@xÞ/kðXÞqi hi; k ¼ rþ 1; . . . ; n; ð38Þ
yðtÞ ¼ n1ðtÞ: ð39Þ
Deﬁne
v :¼ yðrÞd  era1 L0f hðxÞ  yd
h i
 e1ra2 L1f hðxÞ  yð1Þd
h i
     e1ar Lr1f hðxÞ  yðr1Þd
h i
þ KTxx: ð40Þ
According to equations (9), (12), (33), (34), (40), the tracking controller can
be rewritten as
u ¼ d1½cþ v: ð41Þ
Substituting equation (41) into (37), the dynamic equations of the system (3)
can be shown as follows:
_n1ðtÞ
_n2ðtÞ
..
.
_nr1ðtÞ
_nrðtÞ
2
666666666664
3
777777777775
¼
0 1 0  0
0 0 1 0 0
..
. ..
.
0 0 0  1
0 0 0  0
2
666666666664
3
777777777775
_n1ðtÞ
_n2ðtÞ
..
.
_nr1ðtÞ
_nrðtÞ
2
666666666664
3
777777777775
þ
0
0
..
.
0
1
2
666666666664
3
777777777775
vþ
Xp
i¼1
ð@=@xÞhqi hi
Xp
i¼1
ð@=@xÞLlf hqi hi
..
.
Xp
i¼1
ð@=@xÞLr1f hqi hi
2
66666666666664
3
77777777777775
; ð42Þ
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_grþ1ðtÞ
_grþ2ðtÞ
..
.
_gn1ðtÞ
_gnðtÞ
2
666666664
3
777777775
¼
qrþ1ðtÞ
qrþ2ðtÞ
..
.
qn1ðtÞ
qnðtÞ
2
666666664
3
777777775
þ
Xp
i¼1
ð@=@xÞ/rþ1qi hi
Xp
i¼1
ð@=@xÞ/rþ2qi hi
..
.
Xp
i¼1
ð@=@xÞ/n1qi hi
Xp
i¼1
ð@=@xÞ/nqi hi
2
66666666666666664
3
77777777777777775
; ð43Þ
y ¼ ½1 0    0 0r1
n1ðtÞ
n2ðtÞ
..
.
nr1ðtÞ
nrðtÞ
2
666666666664
3
777777777775
r1
¼ n1ðtÞ: ð44Þ
Combining equations (12), (14), (17), (40), it can be veriﬁed easily that
equations (42)–(44) can be transformed into the following form, which is
organized as a singularly-perturbed system (Refs. 28–29):
_gðtÞ ¼ qðnðtÞ; gðtÞÞ þ /gh
:¼ q22ðt; gðtÞ; eÞ þ /gh; ð45aÞ
e _eðtÞ ¼ Aceþ BerKTxxþ /nh; ð45bÞ
yðtÞ ¼ n1ðtÞ: ð46Þ
We consider Lðe; gÞ deﬁned by a weighted sum of VðgÞ and WðeÞ,
Lðe; gÞ :¼ VðgÞ þ kðeÞWðeÞ; ð47Þ
as a composite Lyapunov function of the subsystems (45) Refs. 30–31,
where WðeÞ satisﬁes
WðeÞ :¼ ð1=2ÞeTPe: ð48Þ
In view of (19), (22), (23), (26), (27), the derivative of L along the trajectories
of (45) is given by
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_L¼ rtVþ rgV
 T
_g
h i
þðk=2Þ _e TPeþ eTP _e h i
¼ rtVþ rgV
 T
_g
h i
þðK=2eÞ _eT ATc PþPAc
 
e
 
þðk=2Þer1 2BTPe KTxx
  þk ð1=eÞhT/TnPen o
 rtVþ rgV
 T
q22ðt;gðtÞ;0Þ
h i
þ rgV
  q22ðt;gðtÞ;eÞq22ðt;gðtÞ;0Þk k
þ rgV
  /g khk k=ekmaxðPÞ½ Wþker1 BTP kek KTxX  
þðk=eÞkhk /n
 kPkkek
 2axVþ x3kgkMkek þ x3kgk /g
 khk  k=ekmaxðPÞ½ W
þ ker1 BTP b2 2W=kminðPÞ½ 
þ ðk=eÞkhk /n
 kPkkek
  2ax  ðx23=x1Þ /g
 2	 
Vþ 2 W3M= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2W1kminðPÞp	 
 ﬃﬃﬃﬃVp ﬃﬃﬃﬃﬃWp
 k=ekmaxðPÞ  er1 k BTP
 b2=ð1=2ÞkminðPÞ
 k2 /n
 2kPk2= e2=2 kminðPÞÞWþ ð1=2Þkhk2
¼ 
ﬃﬃﬃﬃ
V
p
;
ﬃﬃﬃﬃﬃﬃﬃ
kW
ph i
H
ﬃﬃﬃﬃ
V
pﬃﬃﬃﬃﬃﬃﬃ
kW
p
" #
þ ð1=2Þkhk2; ð49Þ
i.e.,
_L  kminðHÞLþ ð1=2Þkhk2; ð50Þ
where kminðHÞ denotes the minimum eigenvalue of the matrix H. Utilizing
the fact that
kminðHÞ ¼ 2a;
We obtain
_L  2asLþ ð1=2Þkhk2
 2asðVþ kWÞ þ ð1=2Þkhk2
 2as x1kgk2 þ ðk=2ÞkminðPÞkek2
	 

þ ð1=2Þkhk2
 NN2 kgk2 þ kek2
	 

þ ð1=2Þkhk2: ð51Þ
Deﬁne
e1r :¼
e2
..
.
er
2
64
3
75: ð52Þ
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Hence,
_L  NN2 kgk2 þ e1k k2þ e1rk k2
	 

þ ð1=2Þkhk2: ð53Þ
Utilizing (53) yields easilyZ t
t0
yðsÞ  ydðsÞð Þ2ds  L t0ð Þ=NN2 þ 1=2NN2ð Þ
Z t
t0
khðsÞk2ds; ð54Þ
so that the statement (25c) is satisﬁed. From (51), we get
_L  NN2 ytotalk k2
	 

þ ð1=2Þkhk2; ð55aÞ
where
ytotalk k2 :¼ kek2 þ kgk2: ð55bÞ
By virtue of Ref. 2, Theorem 5.2, (55a) implies the input-to-state stability
for the closed-loop system. Furthermore, it is easy to see that
Dmin kek2 þ kgk2
	 

 L  Dmax kek2 þ kgk2
	 

; ð56Þ
i.e.,
Dmin kytotalk2
	 

 L  Dmax kytotalk2
	 

; ð57Þ
where
Dmin :¼ min w1; ðk=2ÞkminðPÞf g;
Dmax :¼ min w2; ðk=2ÞkmaxðPÞf g:
From (51) and (57), we get
_L   NN2=Dmaxð ÞLþ ð1=2Þ sup
t0  s t
khðsÞk
 2
: ð58Þ
Hence,
LðtÞ  Lðt0Þ exp  NN2=Dmaxð Þ t t0ð Þ½ 
þ ðDmax=2NN2Þ sup
t0  s t
khðsÞk
 2
; tP t0;
ð59Þ
which implies
e1ðtÞj j 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2Lðt0Þ=kkminðPÞ
p
exp  NN2=2Dmaxð Þ t t0ð Þ½ 
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dmax=kkminðPÞNN2
p
sup
t0  s t
khðsÞk
 
; ð60Þ
so that the statement (25b) is proved and then the tracking problem with
almost disturbance decoupling is globally solved.
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Applying Theorem 3.1 to the AMIRA ball and beam system now, we
have completed some experiments and achieved the almost disturbance
decoupling performance and the goal of ﬁnding a tracking controller u that
steers the angle of beam x3 and the position of ball x1, starting from any
initial values, to track the desired zero function (i.e. yd ¼ 0). In order to
achieve the goal, we choose
hðXÞ ¼ x1 þ x2 þ x3 þ x4:
Based on the constraint of hardware, hðXÞ ! 0 implies x1 ! 0 and x3 ! 0.
Let us choose arbitrarily a1 ¼ 0:007 and Kx ¼ ½0:7;0:7;0:7;0:7T such
that Ac ¼ 0:007 is Hurwitz and P ¼ 71:43. The AMIRA ball and beam
system is a system of relative degree one. It can be veriﬁed that, with the choice
VðgÞ ¼ g22 þ g23 þ g24;
conditions (26) and (28) are satisﬁed with
e¼ 0:0025; b2¼ 0:7; M¼
ﬃﬃﬃ
3
p
; x1¼ 1; x2¼ 1; ax¼ 1;
x3¼ 2; H11¼ 2; H12¼1:296; H22¼ 3:8; N¼ 1:325; N2¼ 1:
From (27), we obtain the desired tracking controller
u ¼ b11=b22 þ að Þ1 2:8x1  3:8x2  3:5x3  4:5x4f
 a12 þ a34ð Þ=a5  z12 þ z34 þ z56ð Þ=z7g: ð61Þ
where
a12 ¼ 0:0000561038x1x2x4 þ 0:000415:7x4
þ 0:000000415757x3  0:00027490882x1 cos x3
a34 ¼ 0:0025719x21 sin x3 þ 0:00026244x31x24 þ 0:03711015 sin x3
þ 0:00378675x1x24
a5 ¼ 0:0015x21 þ 0:021642252
z12 ¼  0:0000486x31x2x4  0:00036018x21x4  0:00000036x21x3
þ 0:000238x31 cos x3
z34 ¼  0:0007013x1x2x4  0:005197x4  0:000005197x3
þ 0:003436x1 cos x3
z56 ¼  0:00000445x21 sin x3  0:000000454x31x24  0:0000643 sin x3
 0:00000655x1x24
z7 ¼ 0:0000243x41 þ 0:00070126x21 þ 0:021645
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Fig. 2A. Position of ball for AMIRA ball and beam system without disturbance.
Fig. 2B. Angle of beam for AMIRA ball and beam system without disturbance.
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Fig. 3A. Position of ball for AMIRA ball and beam system with disturbance.
Fig. 3B. Angle of beam for AMIRA ball and beam system with disturbance.
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Hence, the tracking controller will steer the angle of beam x3 and the
position of ball x1 to track the desired trajectory
ydðtÞ ¼ hðxÞ ¼ x1 þ x2 þ x3 þ x4 ¼ 0
in view of Theorem 3.1. Figures 2 and 3 show the experimental results based
on our proposed tracking controller without and with disturbance respec-
tively. It is clear that the tracking controller acheives the stable tracking and
the almost disturbance decoupling performance.
4. Comparison with Existing Approaches
Reference 1 exploits the fact that, for nonlinear single-input single-
output systems, the almost disturbance decoupling problem cannot be
solved, as the following example shows:
Fig. 4. Output trajectory of feedback-controlled system for (62).
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_x1ðtÞ
_x2ðtÞ
 
¼ tan
1 x2
0
 
þ 0
1
 
uþ 1
0
 
hðtÞ; ð62aÞ
yðtÞ ¼ x1ðtÞ :¼ hðxðtÞÞ; ð62bÞ
where u; y denote the input and output respectively, hðtÞ :¼ 0:5 sin t is the
disturbance. On the contrary, this problem can be solved easily via the
approach proposed in this paper. Following the same procedures shown in
the demonstrated example, the tracking problem with almost disturbance
decoupling problem can be solved via the state feedback controller u deﬁned
as
u¼ 1þx22
 ½sintð0:03Þ2ðx1sintÞð0:03Þ1ðtan1x2costÞ: ð63Þ
The output trajectory of the feedback-controlled system for (62) is shown in
Fig. 4 via MATLAB. It is also shown in Ref. 1 by the following example:
_x1ðtÞ
_x2ðtÞ
 
¼ þ x2
0
 
þ 0
1
 
uþ h1ðtÞ
x32h2ðtÞ
 
; h1ðtÞ ¼ h2ðtÞ ¼ 0:5 sin t; ð64aÞ
yðtÞ ¼ x1ðtÞ :¼ hðXðtÞÞ ð64bÞ
that the tracking and almost disturbance decoupling problem is not
achieved. The feedback control algorithm proposed in this paper solves
Fig. 5. Output trajectory of feedback-controlled system for (64).
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it perfectly. Applying the same design procedures of Theorem 3.1 yields
the desired tracking and almost disturbance decoupling controller as
follows:
u ¼  sin t ð0:03Þ2ðx1  sin tÞ þ ð0:03Þ1ðx2  cos tÞ: ð65Þ
The output trajectory of the feedback-controlled system for (64) is
shown in Fig. 5 via MATLAB. From Figs. 4–5, it is obvious that the
desired tracking and almost disturbance decoupling performance are
achieved.
5. Conclusions
In this paper, we have constructed a feedback control algorithm which
globally solves the tracking problem with almost disturbance decoupling for
the AMIRA ball and beam system. The discussion and practical application
of feedback linearization of nonlinear control systems by parametrized
coordinate transformation have been presented. Two comparative examples
are proposed to show the signiﬁcant contribution of this paper with respect
to existing approaches. Moreover, a practical example of the AMIRA ball
and beam system demonstrates the applicability of the proposed diﬀerential
geometry approach and the composite Lyapunov approach. Simulation
results exploited the fact that the proposed methodology is successfully
applied to feedback linearization problem and achieves the desired tracking
and almost disturbance decoupling performances of the controlled system.
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