In this paper, we analyze journal data from twelve student projects to help identify design processes that achieve higher quality in less time. Journal data are coded for the number of engineering hours spent on different design activities at three design levels.
INTRODUCTION
Product development organizations are under increasing pressure to provide innovative products at a lower cost in shorter time.
To simultaneously increase quality and throughput while reducing cost requires a better understanding of the underlying principles of design. Also, from an educational standpoint, a deeper understanding of the design process will enable educators to better equip engineering graduates to work productively and thereby supply industry with more capable designers.
In an effort to better align accredited institutions with the needs of industry, ABET increasingly focuses on the outcomes of the education engineers receive in accredited programs. Specifically, ABET sets as a criterion that students should have "an ability to design a system, component, or process to meet desired needs" and thus contribute their knowledge, skills, and abilities to increasingly competitive fields such as product development [1] . Academic programs will need to continue improving design education to preserve ABET accreditation.
An objective of our current research effort is to better understand the role that process plays in engineering design. To accomplish this, mechanical, industrial, and electrical engineering students at Montana State University keep journals as part of their capstone course. The journals serve the dual purpose of instructional aid and data source. The present study analyzes journal data from mechanical engineering projects in order to identify patterns associated with productive processes.
To characterize the process data, we define design process attributes along two dimensions [2] . First, we delineate four broad categories of activities: problem definition, idea generation, engineering analysis, and design refinement. Second, we distinguish three design levels, namely concept, system, and detail design, to indicate the progression of design work from ambiguous to specific, with a middle step focused on system architecture. Table 1 lists these attributes and their definitions. Journals are coded for the amount of time spent doing each activity at each design level.
The objective of the present study is to provide empirical support for Costa and Sobek's framework for design iteration [3] , specifically the recommendation to transition from concept to detail design without skipping intermediate design levels. The transition between conceptual and detailed work should involve spending time at an intermediate design level that considers solution structure and interfaces between modules or subsystems. This intermediate level is defined as system-level design in this work [2] . [4, 5] , Markov chains, and fuzzy logic.
Design structure matrices have been used widely to decompose and integrate components in a design, team members in an organization, activities in a process, and parameters in design decisions [6] . Specifically, DSM has helped model design iteration [7, 8] , assess the probability of rework [9] , and predict system interactions [10] . Smith and Eppinger [11] combine DSM with a Markov chain model to study sequential versus parallel iteration in design. The applications of DSM to engineering design and product development continue to grow.
Fuzzy logic techniques, such as the Method of Imprecision, have been used to model uncertainty in early design stages [12] . The method is designed to mathematically represent uncertainty in design, which helps deal with uncontrollable noise factors to achieve a more robust design, select better alternatives based on customer and designer preferences, or reduce overall performance uncertainty [13, 14] .
Our study differs from previous work in three important ways. First, our approach uses data from 12 actual design projects, in contrast to design process models based on stylized versions of the design process. Second, we use designer productivity as our primary dependent variable. Productivity combines quality and development cost (that is, the level of quality achieved for expended effort) as opposed to treating either measure alone. Third, unlike many studies of actual design processes, we use powerful statistical analysis tools to gain insight into the data rather than qualitative, case-based techniques.
RESEARCH METHODOLOGY
Our analysis approach uses factor analysis on 12 process variables (total times spent at each activity at its design level) to group common variability and assign it to factors. The factor scores for each of the projects become the predictor variables in a multivariate linear regression analysis with productivity as the dependent variable. The contribution each activity has to productivity can be inferred by multiplying the standardized scoring coefficients from the factor analysis by the regression coefficients.
The following paragraphs describe this analysis approach in greater detail, preceded by a discussion of the study sample and variables used in analysis.
Sample and Variables
The sample consists of twelve mechanical engineering capstone design projects, with each project involving three to four senior-level mechanical engineering students and having a duration of 15 weeks. Students were required to record their design activity on paper journals, indicating the date and beginning and end times of project related activities. Figure 1 presents a sample journal entry, followed by a brief explanation of how these entries were coded on design level and activity.
Figure 1: Sample Journal Entry
In this sample journal entry, the initial text was coded as detail problem definition and the top sketch as detail idea generation because in the text the student notes the plunger's function with its constraints and then visualizes an aspect of the plunger's design to better perform its function. However, the sketch that illustrates the relation between the cutter, the potato, the sausage, and the core was considered system design refinement. It was not considered idea generation because the same idea appears earlier, only now the student considers the layout again before exploring possible design problems at a detailed level. The notes on the sketch were coded as detail problem definition and the sketch at the bottom as detail idea generation as the student asks some questions on the design's constraints and then sketches a possible solution.
Students were free to include any design activity they considered necessary and were not conditioned to record using a particular representation. The journals were retained at semester's end. Research assistants coded the journals to indicate the activity they performed and the corresponding design level for every journal entry. The principal investigator (second author) reviewed the coding to ensure both internal and inter-evaluator consistency.
Input to the journals was monitored throughout the course of the project to ensure students followed minimum form and content requirements. The recorded activity is limited to the paper journal, and any record of computer use has the form of printouts and explanations of purpose and outcome of the computer work.
The coding for individual journals were entered into a database, then aggregated to the project level by summing the data from individual journals for that project. The variables for factor analysis are the total number of person hours spent on each of the twelve activity / design level combinations (see Table 2 ). To evaluate a project's outcome, Jain [15] developed two validated outcomes assessment instruments. Practicing engineers evaluated the final reports for each project in the sample and assigned scores using a carefully designed rubric intended to measure the overall quality of the design (Q). Two basic metrics (requirements and feasibility), two advanced (creativity and simplicity), and a metric of the overall impression of the design solution compose the rubric. Each metric is on a scale of 1 to 7, with 7 being the best. The quality score (Q) is the average of the five metrics across evaluators.
In addition, Jain [15] administered a client satisfaction questionnaire and computed a customer satisfaction score (S) for each project using two metrics: quality and overall. The quality metric relates to design objectives and customer expectations, while the overall metric addresses feasibility of implementation, willingness to implement, and overall satisfaction with the design outcome. Each metric is on a scale of 1 to 5 (5 being best). The client satisfaction score (S) is the sum of the two measures.
The present study uses a productivity measure (P) calculated by:
where t is the total number of student engineering hours spent on design activities in the project. Productivity measures in the sample range from 0.0012 to 0.0035.
Factor Analysis and Multivariate Linear Regression
Factor analysis isolates latent constructs that explain the common variance among a set of variables. Using the factors as substitutes for the variables helps reduce dimensionality and allows more error degrees of freedom for the subsequent analysis. Factor analysis of the 12 predictor variables resulted in four latent constructs. The standard scoring coefficients for each construct were multiplied by the corresponding variable value for each project and summed to obtain one score for each factor for each project.
We then created a multivariate linear regression model to determine whether the factors can predict productivity. The independent variables are the factor scores, with team productivity as the dependent variable. Thus, each factor's regression coefficient represents the contribution to a unit increase in productivity.
In order to relate the regression model back to the original variables, the regression coefficients were multiplied by the factor scoring coefficients to arrive at a productivity coefficient for each of the original variables.
ANALYSIS RESULTS

Factor Analysis on Total Times
Factor analysis resulted in four factors that combined explain 84% of the total variance in time spent on activities at the three design levels. Table 3 presents the breakdown of variance explanation for each of the factors. Factors are independent from one another, so there is no covariance. Factors 1 and 2 explain substantially more variance than factors 3 and 4. System engineering analysis 89
System design refinement 87
System idea generation 85
Conceptual engineering analysis 85
Detail design refinement 84
Conceptual idea generation 84
System problem definition 79
Detail engineering analysis 72
Detail problem definition 68
Each project's factor scores were derived by multiplying the original variable values and the corresponding standardized scoring coefficients, then summing. This transforms the data set from 12 observations of 12 independent variables, to 12 observations of four latent process attributes, or factors.
Multivariate Linear Regression on Factor Scores
As a preliminary step before regression analysis, the factor scores were analyzed to identify possible outliers that would distort the results. This preliminary analysis identified one project which obtained a score for Factor 3 that, assuming normality, lay outside of the 95% t-distribution confidence interval. The possible outlier score may be explained by the nature of the project, which involved equipment selection rather than the design of a mechanical device.
After removing this project from the sample, linear regression for all variable combinations resulted in a best-fit model that includes factors 1, 3, 4 and explains 91.5% of the variance in productivity (see Table 5 ). Factor 2 had a p-value of 0.83 and was removed from the model. The intercept was set to zero, which added an error degree of freedom. The extremely low p-values indicate the coefficients differ significantly from zero at any reasonable confidence level. Also, the high R-squared value suggests the model is an excellent fit for the data. The model has 8 error degrees of freedom, which is satisfactory given the small sample size but is still under the 10 considered desirable.
The regression coefficients indicate the contribution of one factor to a unit increase in productivity while holding all others constant. The coefficient's sign indicates whether the factor relates to increased or decreased productivity. 
Productivity Coefficients
To translate the factor coefficients back to the twelve activity / design-level combinations, we simply multiplied the regression coefficients of the three remaining factors by the standardized scoring coefficients from the factor analysis. The resulting productivity coefficients shown in Table 6 indicate the expected contribution from a given variable to a unit increase in productivity holding all others constant. The productivity coefficient is multiplied by 10 4 for scaling purposes. The data in Table 6 indicate that system-level idea generation strongly relates to increased productivity, far more than any other activity, with system-level problem definition following at about one-third the contribution. Only two other activities contribute positively to productivity -detail-level problem definition activity and concept-level analysis.
At the other end of the scale, refining the design at a conceptual level is associated with lower productivity. This seems to indicate that, rather than spending time refining the concept, designers that improve the state of information [16] by transitioning to the system level-that is, increasing the amount of detail on interfaces and product structure-achieve quality designs in less time. System-level engineering analysis and detail idea generation also relate to decreased productivity, but to a lesser degree.
In the middle are activities that seem to have little effect on productivity. These are: conceptual level problem definition and idea generation, detailed level engineering analysis and design refinement, and system-level design refinement.
To put these results in perspective with respect to the data, Figures 2 and 3 present two sample entries related to the same project but from different student journals.
Figure 2: Sample Entry for System Problem Definition
The sample entry for System Problem Definition shows how a student attempts to determine the constraints derived from the synchronization of two functions in the design (cut and plunge) refraining from introducing possible solutions, while the System Idea Generation entry presents a student's idea of how the complete system would look like and includes the interfaces between the different functional sub-systems. 
DISCUSSION
Project Phases
Engineering design research often characterizes design as a process composed of phases, with particular emphasis placed on the initial concept creation and selection steps. For example, Ulrich and Eppinger [17] define problem definition, concept design, system-level design, detail design, and production phases in product development. In a similar fashion, Pahl and Beitz [18] consider design as a highly iterative process through three stages: concept, embodiment, and detail design. However, as Otto and Wood point out [19] , there is no clear transition between concept and embodiment design. By the same token, Ulrich and Eppinger discuss system-level design, but the discussion revolves around degrees of modularity in the system architecture, and the relationship with concept design is left unstated. In fact, it can be a bit confusing as "modularity" can be a concept-level objective. It seems therefore that there is no clear definition of the design process during the transition from concept to detail design.
Observation of timing patterns in our design journal data has uncovered affinities among certain activities that allow grouping them into phases. Conceptual problem definition and idea generation dominate the first three weeks in our sample, thus defining the first phase -the front end (see Figure 1) . Other activities at different design levels are present in the first three weeks, but do not show up consistently or in significant amounts in the sample.
At the other end, detailed engineering analysis and design refinement dominate the last seven weeks, and can be used to define the back end phase of the project. Together, these activities represent the single most important productivity predictor because they correspond heavily with total project hours but not to quality. However, their predictive power is less actionable because they appear at the last stage of the project. In between the front and back ends is a transition phase, where concept-level problem definition and idea generation begin to phase out and detail-level engineering analysis and design refinement begin to pick up. No single activity or design level dominates this phase, although most of the systemlevel activity for the project can be observed during these three weeks.
In comparing these observations with the results reported in Table 6 , an interesting pattern emerges. The amount of time spent in the activities that dominate the front and back ends (concept-level problem definition and idea generation, and detail-level engineering analysis and design refinement) does not affect productivity, positively or negatively. On the other hand, those activities most closely associated with positive or negative productivity coefficients are found in greatest abundance in the transition phase. The right-most column of Table 6 displays this information. It seems, then, that the transition between concept and detail design is much more critical to designer productivity than either the front or back end design effort, at least in terms of distinguishing among the projects within our sample. This supports Costa and Sobek's [3] proposition that skipping design levels can be detrimental to project outcomes. In addition, these results suggest that system-level problem definition and idea generation are more fruitful during this transition phase than refining conceptual ideas or generating new ideas at the detail level.
Limitations
While the variable values represent a great deal of data (for instance, 12 data points represent 400-500 pages of journal data and hundreds of hours of student work for one project), the number of projects in the sample relative to the number of variables of interest results in few degrees of freedom. The analysis results should be interpreted in this light. In addition, the numerical values used are to a significant extent based on subjective assessments.
We took great pains to minimize this effect by aggregating to the project level, performing 100% cross-check of all coding work, validating the assessment instruments, and in the case of the external quality assessment, obtaining multiple scores for each project. We also coded the projects before performing the outcomes assessment, and obtained the outcomes data without the evaluators' knowledge of the process results. However, bias in the study is still possible.
Our sample is limited to mechanical engineering students at Montana State University. MSU does not have an ethnically diverse engineering student population, and has only about 10% female representation in mechanical engineering (about the national average). Thus, our results may not be applicable to other settings, such as an urban population or an experienced professional engineering organization.
CONCLUSIONS
Our results indicate that the transition phase is the distinguishing factor in a design team's productivity. Neither front nor back end activities associate with productivity, probably because the data does not present much variability in either phase. On average, student teams spend 79% of the front end's design effort on conceptual problem definition and idea generation, and 75% of effort at the back end on detailed engineering analysis and design refinement.
Given the variability in the sample, we are 99% confident that the true means of these effort allocations are greater than zero. The processes differ the most at the transition phase.
In an earlier paper, we recommend that design iterations should not skip design levels [3] . This relates to the importance of the transition phase in the process and specifically to the role that system-level work plays. This study provides empirical support for the recommendation because generating ideas and defining the problem at system level present the highest positive association with increased productivity. These results are consistent with Jain [15] , who identified system-level activities as one of the most significant factors contributing to higher design quality and customer satisfaction in a virtual designed experiment performed based on a comparable data set.
Future Work
We have not yet looked at the factor loads, or patterns, for the original variables (see Table 7 ). Interpreting these factors may yield additional insight into how these design activities affect overall performance. For instance, Factor 2 clearly separates detail-level engineering analysis from the rest of the activities, which might indicate that this factor captures spending time on detailed calculations to the detriment of all other activities. The rest of the factors are not as readily interpretable. Future efforts will focus on interpreting the meaning of these factors, as they are powerful predictors of design team performance. The predictive power of these factors will become more attractive if the meanings relate to "a priori" conditions of the design team or controllable factors. Also, the model can be validated by predicting the productivity of projects not used to create the model.
