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Abstract
All things appear and disappear
because of the concurrence of causes
and conditions. Nothing ever exists
entirely alone; everything is in
relation to everything else.
Gautama Buddha (Siddhartha),
563 BC- 483 BC
The design and development of solid rocket motor (SRM) need to predict the
internal gas-dynamic phenomena that happen during the SRM operative life. The
operative life of a SRM can be divided in a sequence of different phases: the first
phase is the ignition transient during which the solid propellant is ignited; the sec-
ond phase is the quasi-steady phase during which the SRM reaches the design op-
erative conditions; finally there is the combustion-tail during which the combus-
tion of solid propellant extinguishes. The phenomena happening during ignition
transient are often more critical than those occurring in the subsequent phases;
within a fraction of a second hot igniter gases flow in the combustion chamber
reaching supersonic conditions; pressure jumps of tenths of atmospheres and tem-
perature peaks of thousands of Kelvin degrees can occur. The ignition transient
unsteady behaviour can cause net thrust and pressure transients, overpressure
peaks, hang-fires or misfires, propellant grain stresses, dynamic loads on the
launch vehicle (and on its payload) and on the ground segment etc. . .
All the above phenomena can compromise the performances of the SRM and
often the successfull of the launch. The study of the SRM ignition transient is the
research background of this Ph.D. dissertation.
It is common and well confirmed practice in industry to analyze ignition tran-
sient using zero-dimensional, volume-filling or one-dimensional physical mod-
els, and only recently two-dimensional approaches can be found. Presently the
increasing of the computational capabilities allows to a fully three-dimensional
study. The reasons to develop a three-dimensional model are numerous: first
of all the combustion chamber of a common SRM has often a three-dimensional
geometry; second the igniter nozzles has a three-dimensional configuration with
both axial and radial nozzles. Therefore the gas-dynamic phenomena generated
by the igniter jets have strong three-dimensional behaviour that is impossible to
study by means of a non fully three-dimensional model.
The aim of this research is to present and provide suitable three-dimensional
model and numerical tools able to describe the SRM ignition transient with par-
ticular interest to study the gasdynamical aspects of SRM ignition transient.
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Part I
Research Background
1
Introduction
The problems that exist in the world
today cannot be solved by the level
of thinking that created them.
Albert Einstein, 1879-1955
In this introductive chapter a general description of Solid Rocket Motors (SRM)is presented. Once shown the different typologies currently used, the attention
is focused on the SRM Ignition Transient phase: the causes of pressure oscillations
generation during ingition transient and the possible design modifications are the
goal of the present doctoral research. This chapter also presents the state of the
art of the SRM numerical simulations. Finally a brief overview of the structure of
this dissertation is presented.
1.1 Solid Rocket Motor
We can define “Propulsion System” a system able to achieve a prefixed state of
motion: the system must be able to determine the thrust (propulsive force) in one
or more its features (intensity, direction, verso and duration). All actual propul-
sion systems are based on the action-reaction principle: generating a variation
of the propulsive flow momentum it is achieved a momentum variation of the
propulsion system itself. If part or all the propulsive fluid is stored into the
propulsion system the system is referred as “jet engine”; this broad definition of
jet engines includes air-breathing engines like turbojets, turbofans, ramjets, pulse
jets and pump-jets and nor-air-breathing engines like rockets. A rocket engine
is a jet engine that takes all its propulsive mass from within propulsion system
itself. Our study concerns rocket engines.
Rocket engines can be classified according to the type of energy conversion
from primary energy to kinetic energy:
Thermal Rocket enthalpic energy is converted to kinetic energy by a thermo-
dynamic transformation.
2
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Electric Rocket electric energy is converted to kinetic energy by the applica-
tion of electrostatic or electromagnetic fields to electrical charged particles.
Nuclear Rocket nuclear energy is converted to kinetic energy by the discharge
of fast moving particles (nuclear reaction products).
This thesis is focused only on the first type, the thermal rockets. More in
depth there is large variety of thermal rockets; we are interested in the chemical
thermal rocket: the thermal energy is obtained by the exothermic reactions that
characterized combustion processes of rocket propellants; the thermal energy is
then transformed into kinetic energy by the propulsive nozzle.
Presently the chemical thermal rocket engines constitute the motors of modern
launch vehicle. The word “launcher” means space vehicle, constituted by one or
more propulsive stages, able to give suitable velocity to its payload (in order to
put the payload into the designed orbit).
Figure 1.1. Generic SRM Scheme
Among the different propellants of chemical
thermal rockets we can distinguish between
solid propellants, liquid propellants and hy-
brid propellants. Solid and liquid propellants
rocket engines have very different characteris-
tics. The Solid Rocket Motors (SRM) type is
conceptually very simple: the oxyder and com-
bustive agent are mixed together in a single
“plastic grain”; this propellants grain cannot
burn itself: it has to be ignited by an external
source of energy, that are the igniter hot jets.
The operative life of a SRM can be briefly
summarized as follows: the pyrogen igniter is
started and hot jets start to flow into the com-
bustion chamber from the igniter nozzles; the
hot igniter jets propagate into the combustion
chamber that is now pressurizing by means of
the jets adduction. During this phase the pres-
sure of the combustion chamber can increase
5-10 times with respect its initial value. Be-
fore the analysis of the subsequent phases it is
important to point out the contributions that
constitute the thrust. The simpliest and well-
known expression of the thrust is:
T = m˙juj +
(
pj − pa
)
Aj (1.1)
where m˙j is the exhaust gas mass flow, uj is the actual jet velocity at nozzle exit
plane, pj is the static pressure at nozzle exit plane, pa is the ambient (or atmo-
spheric) pressure and Aj is the flow area at nozzle exit plane. The simplicity of
this expression can cover up the fact that the thrust is made up by the integral
of the pressure over the combustion chamber walls. Even if the propulsive noz-
zle is absent the the thrust is not null. . . The contribution of the pressure integral
still remains. Therefore in the very earliest phase of the SRM operative life the
3
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igniter jets contribute to the thrust. When the thermal exchange between the hot
igniter jets and the propellant grain is enough the grain starts to burning. From
the propellant grain walls the combustion gas flows into the combustion chamber
pressurizing the chamber itself. When the value of the internal pressure is enough
the seal diaphragm placed into the propulsive nozzle throat breaks and the pres-
surizing gas and the residual igniter gas are ejected. The combustion chamber
pressure value quickly increase (up to 50-100 times the initial value) reaching the
steady state phase of the SRM operative life. During this phase the propellant
grain burns with the design velocity in order to obtain the design thrust pro-
file. When this phase is reached the igniter has not any effects on the thrust: its
function is finished. Finally the combustion continues until the grain is finished.
During the steady state the moving mechanical system is essentially reduced to
the control vector system of the propulsive nozzle; therefore the number and the
complexity of SRM moving mechanical systems are very small, there aren’t any
turbomachinery; this simplicity means minor design and development costs with
more reliability (solid propellants can be stored for years without damages). Us-
ing the segmentation technique it is possible to develop very large SRM joining
different segments together: this technique allow the development of very high
thrust SRM. In other respects the SRMs are less efficient than the liquid engines:
SRMs have in general a smaller specific impulse Isp
1 (that for the state of the
art is about 300s) than the liquid rocket motors. Moreover the SRMs cannot be
re-ignited once propellant grain combustion has been extinguished. On the con-
trary liquid rockets are more complex, but have an higher specific impulse and are
more flexible than SRMs: the cryogenic oxyder and combustive agent, typically
oxygen and hydrogen respectively, have a more efficient combustion generating a
very high specific impulse (at the state of the art is about 450s); liquid rockets can
also be re-ignited numerous times until there are enough oxyder and combustive
agent; on the other hand the complexity of turbomachinery makes more expen-
sive the design and the development of liquid rockets and also the reliability is
more critical.
The presented dissertation is focused on SRM. A simple scheme of a generic
SRM is shown in figure 1.1. The geometry of the combustion chamber is deter-
mined by the shape of the propellant grain.
The grain shape influences the behaviour of the thrust: because the mass flow
rate and pressure of gas generated by grain combustion depends on the grain
surface itself (and on nozzle throat) modifying the grain shape one can mod-
ify the thrust behaviour. This is reason because the grain shape is often very
complex with the presence of three-dimensional region: the presence of a three-
dimensional surface allows a suitable thrust curve; often the three-dimensional
regions are “star-shaped” or “finocyl” (finocyl stands for fins on cylinder). The
three-dimensional region can be placed either at the forward end or at the aft end
of the motor.
1 Specific impulse is a way to describe the efficiency of rocket and jet engines. It represents the impulse
(change in momentum) per unit of propellant. The higher the specific impulse, the less propellant is
needed to gain a given amount of momentum. In rocketry specific impulse is defined as the change
in momentum per unit weight-on-Earth of the propellant Isp =
uj
g0
where g0 is the acceleration at
the Earth’s surface.
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Besides the grain shape, the internal gas-dynamics depends on the igniter and
propulsive nozzle geometry characteristics. Their shape combines to bring up the
combustion chamber shape. The igniter jet nozzles configuration is essential for
the pre-ignition transient: the number and the inclination of igniter jet nozzles
influence the impingement of the jets on grain surface, they influence the spread-
ing into the cross sections, etc. . . The igniter introduces three-dimensional effects
while the propulsive nozzle is essential an axisymmetric component.
Figure 1.2. Vega Launcher,
courtesy of ESA
Once the combustion chamber geometry is fixed
the ignition transient is driven by the igniter jets:
it is important to study the igniter jets formation,
impingement and propagation. In particular the
interaction between the igniter jets, the pressuriz-
ing gas and the combustion chamber geometry is
the key to understand the phenomena happening
during SRM ignition transient. As a matter of fact
the molecular weight (the compressibility) of pres-
surizing gas plays a fundamental role [Favini et al.,
2005a].
Because of the complexity of the physical phe-
nomena to obtain experimental data is very diffi-
cult. The static firing test of a common SRM is
very costly and so the number of tests that can be
done is limited. Moreover the number and the kind
of probes that can be placed into the combustion
chamber are also limited: the high values of pres-
sure and temperature make the combustion cham-
ber a very critical environment for the probes: these
must be specifically designed for this environment
and so they are very costly. Because of the cost the
experimental tests must be integrated with a tool
able to predict and analyze the SRM operative life
with minor costs and in minor time; the possibility
to predict the impact of a design change before the
static firing test is a great advantage. The numerical
simulation tools provided by the modern computational fluid dynamics approach
are exactly what the designers need. On the contrary, the development of suitable
mathematical and numerical models and the implementation of a simulation tool
need to know accurate experimental data; the SRM combustion chamber designs
are fundamental to simulate a real case; the experimental measures made during
the SRM static firing tests are essential in order to validate the models and the
tool. Thus a theoretical approach, as this research, cannot be successful with-
out the support of the industries. The presented research has been made with
the support of AVIO Group S.p.A. an aerospace company, at the leading edge of
propulsion technology. AVIO is now developing the Vega launcher (see the fol-
lowing subsection) for ESA, the European Space Agency: Vega has 3 stages made
up by 3 new SRM. In the framework of the Vega construction AVIO has supported
this research providing the necessary SRM designs and the experimental data.
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Vega
The European Space Agency (ESA) is now developing a new small/medium
launcher, Vega, able to place 300 to 2000 kg satellites, economically, into the po-
lar and low-Earth orbits used for many scientific and Earth observation missions.
Vega has been designed as a single body launcher with three solid propulsion
stages, the P80 first stage (the largest European mono-segment filament-wound
case solid propellant motor ever developed 2), the Zefiro 23 (Z23) second stage,
the Zefiro 9 (Z9) third stage, and a liquid rocket upper module called AVUM used
for attitude and orbit control and satellite release. The technology developed for
the P80 program shall also be used for future Ariane developments.
(a) P80 (b) Zefiro 23 (c) Zefiro 9
Figure 1.3. Three SRM Stages of Vega, courtesy of ESA
Vega has the following features:
Height 30 m.
Diameter 3 m.
Liftoff mass 137 tons.
Payload mass 1500 kg.
Development of the Vega launcher started in 1998. The first launch is planned
for 2009 from Europe’s Spaceport at the Centre Spatial Guyanais (CSG) in Kourou,
French Guyana, where the Ariane 1 launch facilities are being adapted for its
use. Italy is the leading contributor to the Vega program with 65%, other par-
ticipants being France (12.43%), Belgium (5.63%), Spain (5%), The Netherlands
(3.5%), Switzerland (1.34%) and Sweden (0.8%).
Each of the three engine types intended for the three stages of the Vega had
to be commissioned with two static firing-tests: one for design evaluation (DM,
Development Motor), one in final flight configuration (QM, Qualified Motor).
P80 The first firing test of the P80 first stage engine took place on November
30th 2006 in Kourou, and the test was concluded successfully. Also the
second firing test took place on November 4th 2007 in Kourou, and also
this test was concluded successfully. P80 has the following features:
2 The Italian industry Avio Group S.p.A. is the leading designer/builder/developer of the Vega
launcher; at the Colleferro (Rome, Italy) factories of Avio the three stages of Vega are designed and
developed: the second and third SRMs, Zefiro 23 and Zefiro 9 respectively, are assembled at Colle-
ferro factories while the first SRM, P80, has its final assembly at the Europe’s Spaceport at the Centre
Spatial Guyanais (CSG) in Kourou, French Guyana.
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Height 10.5 m.
Diameter 3 m.
Propellant mass 90 tons.
Thrust (max) 3040 kN.
Nozzle expansion ratio 16.
Burn time 107 s.
Zefiro 23 The Zefiro 23 second stage engine was first fired on June 26th 2006
at Salto di Quirra on the Mediterranean coast in southeast Sardinia. This
test was successful, too. The second firing test of the Zefiro 23 second stage
engine took place on March 27th 2008 also at Salto di Quirra. This test was
concluded successfully again which qualified the rocket engine. Zefiro 23
has the following features:
Height 7.5 m.
Diameter 1.9 m.
Propellant mass 23.9 tons.
Thrust (max) 1200 kN.
Nozzle expansion ratio 25.
Burn time 71.6 s.
Zefiro 9 The first engine completed was Zefiro 9, the third stage engine. The
first firing test was carried out on December 20th 2005, at the Salto di Quirra
Inter-force Test Range. The test was a success. After a critical design review
based on the completed first firings test, on March 28th 2007, the second fir-
ing test of the Zefiro 9 took place at Salto di Quirra. After 35 seconds, there
was a sudden drop in the motor’s internal pressure, leading to an increased
combustion time. This firing test was not a success and the necessity to
improve the specific impulse Isp; after this test the Zefiro 9 design has been
changed and new DM and QM tests are planned for the end of 2008. Zefiro
9 has the following features:
Height 3.85 m.
Diameter 1.9 m.
Propellant mass 10.1 tons.
Thrust (max) 313 kN.
Nozzle expansion ratio 56.
Burn time 117 s.
At the present time P80 and Zefiro 23 have been qualified, while Zefiro 9 have
not been yet. P80, Zefiro 23 and Zefiro 9 constitute a single family of SRM, that
is the Zefiro-like family. As a demonstrative prototype of Zefiro-like SRM AVIO
has designed and developed the Zefiro 16. For Zefiro 16 3 static firing tests have
been done; Zefiro 16 is completely qualified: the experimental data of Zefiro 16
are the largest set of data and the best analyzed data of the all static firing tests
done. For this reason Zefiro 16 is taken as reference for this research.
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The Vega’s SRMs constitute a single “family” of engines, they have a lot of
similar features but among this family the single SRM has strong peculiarities
distinguishing it from the others. All three motors share the same technology:
wide use of composite material (filament-wound case, composite nozzle, etc. . . ),
high energy pyrogen igniter and finocyl propellant grain geometry. Anyway there
are a lot of differences, at least from the internal gasdynamics point of view. First
of all the igniter nozzles configurations differ between the 4 engines (including
Zefiro 16):
Zefiro 16 The igniter has only 3 radial nozzles: 100% of igniter mass flow rate is
radial.
Zefiro 9 The igniter has 6 radial nozzles and 1 axial: about 80% of igniter mass
flow rate is radial and the rest 20% is axial.
Zefiro 23 The igniter has 6 radial nozzles and 1 axial: about 60% of igniter mass
flow rate is radial and the rest 40% is axial.
P80 The igniter has 6 radial nozzles and 1 axial: about 50% of igniter mass flow
rate is radial and the rest 50% is axial.
From the igniter nozzles configuration point of view Zefiro 16 and P80 constitute
two extremes.
Also the internal volume of the 4 engines constitutes a difference. Zefiro 9 and
P80 are the two outmosts for the internal volume point of view: Zefiro 9 has an
extent of about 2.5m at the nozzle seal diaphragm while P80 has an extent of
more than 8m. The internal volume value has a strong effect on the pressurizing
dynamics.
Finally also the kind of pressurizing gas is different among the 4 SRMs. P80
and Zefiro 16 use nitrogen has pressurizing gas while Zefiro 9 and Zefiro 23 use
helium. From this point of view P80 is very interesting: it is the only engine that
has been tested both with helium and nitrogen and so it is the ideal candidate to
understand the pressurizing gas effects.
The above considerations can be summarized noting that although the 4 SRMs
belong to the same family a direct comparison between them is not easy. They can
share the same main phenomenology of ignition transient but their differences are
so many that the ignition transients have very different behaviours.
It is important to note that all of the 3 Vega stages and the prototype Zefiro 16
have been designed as High Performance SRM. High performance SRM means
that the specific impulse is greater than 270s, a value of a very good SRM at
the state of the art. The attainment of this high performance involves a strong
sensitivity by all design’s parameters: even a small design changing can produce
a significant impact on the whole launcher system. Because of this sensitivity it
is important for the designers to have a tool able to predict and to analyze the
internal gas-dynamics during ignition transient in order to predict the impact of
each changes on the SRM design. The purpose of this work is just to present
and to develop a three-dimensional numerical tool able to predict and to analyze
SRM ignition transient.
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Although ignition transient is very a short phase compared to the overall combus-
tion time of the SRM, the occurrence of several unsteady phenomena contributes
to makes ignition transient a very critical operative phase. In particular the pres-
sure time history of the combustion chamber, the chamber filling delays and the
maximum pressure gradients depend on the ignition transient behaviour. As a
matter of fact during the ignition transient, sudden variations in the flow condi-
tions inside the chamber, consequently to the violent pressurization, have been
caused many launch failures (e.g. SS Challenger). Despite of its very short time
ignition transient is an operative phase that needs to be understand in depth.
The ignition transient of a SRM can be defined as
SRM Ignition
Transient Definitionthe time interval between the first electric signal for the motor start-up and the at-
tainment of the steady design operative condition of the engine [Serraglia, 2003].
Ignition transient can be divided into 4 different sub-phases (figure 1.4):
1. Electric Delay: in between the application of the electric signal to the
start-up of the igniter (few milliseconds);
2. Induction Interval: in between the start-up of the igniter and the very
first detection of the flame on the propellant surface (about 1/5 of the igni-
tion transient);
3. Flame Spreading: in between the first detection of the flame on the pro-
pellant surface and the instant of the complete ignition of the grain (about
1/5 of the ignition transient);
4. Chamber Filling: in between the complete ignition of the propellant
grain and the reaching of the “equilibrium condition” into the combustion
chamber, corresponding to the attainment of the design equilibrium pres-
sure characterizing the quasi-steady operative phase of the SRM (about 3/5
of the ignition transient during which the pressure rises by a factor of 5).
One of the main issue in the study of SRM ignition transient is the appearance
of an overpressure peak that is considered as the reference upper limit for the
structural resistance design of the motor case; in the current literature the over-
pressure peak is typically considered to be the result of a dynamic coupling phe-
nomenon among the adduction by igniter, the sudden chamber pressurization,
complex transient burning phenomena and the enhancement of the burning rate
due to erosive burning, caused by high flow velocity. This behaviour is typical
of High Velocity Transient (HVT) motors that have a very low area ratio between
the chamber port area and the propulsive nozzle throat section, Ap/Ath. This
phenomenon is also strongly driven by the igniter behaviour and by the local
conditions established in the igniter jets impact zone on the propellant surface
(impingement region). The local conditions of impingement region are funda-
mental for the first 2 sub-phases of the ignition transient. In particular during the
induction sub-phase the igniter jets impinging on the propellant surface generate
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Figure 1.4. Common Pressure Time History of SRM Ignition Transient
a very complex waves set that interact between them and between the combus-
tion chamber geometry. There are experimental evidences [Peretz et al., 1973] of
the igniter jets waves propagation and their multiple reflections inside the com-
bustion chamber. The formation and propagation of igniter jets waves into the
combustion chamber influence the propellant grain ignition; grain ignites when
proper conditions of pressure and temperature are able to activate a self-sustained
combustion reaction.
For the above reasons it is evident that each sub-phases of the ignition transient
is dependent on the previous sub-phase and so the quasi-steady conditions can be
altered by the ignition transient. As a matter of fact the ignition transient model-
ing has had major impact on motor design: the ability to model ignition transient
phenomena had consequences after the first Shuttle flight (STS-1) preventing a
costly and erroneous design changes that were necessary to fix the damage of
orbiter control surfaces by the shock reflected off the launch pad [Salita, 2001].
During the Zefiro 16 development it has been pointed out a strange behaviour
of ignition transient that could compromise the operative life of the motor: during
the Zefiro 16 ignition transient the experimental data have presented the genera-
tion of pressure oscillations potentially harmful [Favini et al., 2005a,b]. This unex-
pected ignition transient behaviour has enhanced the interest on understanding
this phase. The aim of this research is just to study the ignition transient phase
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with particular interest on the induction interval. The purpose is to provide
suitable tools to predict and analyze the igniter jets formation and propagation
(pre-ignition transient, that is the transient immediately before the first grain ig-
nition is reached) with the goal to understand the causes of pressure oscillations
generation. The main features of the pre-ignition transient can be summarized as
following:
1. The main phenomena are strongly unsteady.
2. The main phenomena have multidimensional (in the most cases 3D) be-
haviour.
3. The main phenomena belong to the gas dynamics field: they are “acoustic”
phenomena.
Among the other two possible approaches are viable: the first is to use empir-
ical models for the main phenomena involved decreasing the complexity of the
physical models solved; the second is to completely avoid the use of any empirical
model obtaining more complex models that must be solved. The use of empirical
models has many advantages: first this approach let to develop very fast tool
to study the ignition transient; the computational costs of this kind of tool are
very low because they adopt often zero-dimensional, one-dimensional or at most
quasi-1Dmodels. Moreover after an accurate set of “a posteriori” calibrations this
kind of tool can produce very accurate results at least for the pressurizing history
of the combustion chamber. However there are a lot of disadvantages; first, in or-
der to correctly develop an empirical model, there is the necessity of a very wide
set of accurate experimental data (that are hard to obtain); then even when the
proper empirical model has been develop for a certain phenomenon the empirical
parameters must be calibrated “a posteriori”: potentially every different engine
has a different set of empirical parameters and so the “a posteriori” calibration
must be made for each different engine. The prediction ability of the empirical
models based tool is very limited. The only way to improve the prediction ability
is to limit the use of empirical models that means to increase the complexity of
the models solved: the zero dimensional and one dimensional model must be
improved. As a matter of fact a quasi-1D model can limit the use of empirical
models reaching a good prediction ability. Nevertheless a quasi-1D model still
needs empirical models. A critical aspect of the ignition transient is the igniter jet
impingement on the propellant grain walls; with a quasi-1D approach the igniter
jets (both radial and axial jets) must be modeled as source terms into the numer-
ical cell filling instantly the cell that have only one dimension: as matter of fact
there is the necessity of an empirical model for the jet impingement that find the
extension and the behaviour of the impingement region; in a quasi-1D approach
there is no distinction between an axial jet and a radial one. . . the angle between
the radial jets and engine longitudinal axis is an empirical parameter. The use
of 2D model can avoid the use of empirical models for the impingement phe-
nomenon, but the three dimensional effects of the combustion chamber geometry
are not accurately simulated.
Only a three dimensional approach can avoid the use of empirical model. With
a 3D model the impingement phenomenon is correctly captured without any em-
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pirical parameter. All the critical aspects of the ignition transient that has three di-
mensional behaviour (igniter jet formation/impingement/propagation, pressure
waves propagation and their interaction with the combustion chamber geome-
try) can be accurately predicted by means of a proper three dimensional models
achieving a better prediction ability than the empirical approach.
1.3 Analysis and Prediction of Ignition Transient of SRM:
State of the Art
Early ignition transient modeling was accomplished using volume-filling meth-
ods whereby the equation of mass conservation for the combustion chamber was
solved for the history of chamber pressure assuming isothermal filling; propellant
ignition was defined by specifying empirical ignition delay time; since the cham-
ber pressure was assumed spatially uniform this kind of approach was referred
as “zero-dimensional” [Salita, 2001].
In the early 1970s the first viable one-dimensional analysis was developed at
Princeton by Peretz [Peretz et al., 1973]. The unsteady conservation laws were
solved on a one-dimensional computational domain representing the combustion
chamber.
In the 1990s the improved computational power available for the researchers
produced the first two-dimensional studies that improved the modeling in the
nozzle submergence and intersegment slot regions. The publications of Johnston
were of those years [Johnston, W.A., 1995].
In the last years of 1990s limited three-dimensional studies have been presented.
Presently the Center for Simulation of Advanced Rockets (CSAR) at the Univer-
sity of Illinois is developing a fully-coupled structural/fluid dynamic model for
the ignition transient and propellant burnback under a contract with the Depart-
ment of Energy (DOE) of U.S. Government [Fiedler et al., 2005; Brandyberry et al.,
2005; Wasistho et al., 2005; Dick et al., 2005]. The mission of CSAR is very chal-
lenging: it is to enable accurate prediction of the performance, reliability, and
safety of complex physical systems through computational simulation, in the
specific context of solid propellant rockets. The effort of over 7 years of CSAR
researchers has produced the “Rocstar” code an extremely complex numerical
simulation code. The Rocstar code is a comprehensive, integrated, highly parallel
software suite for complex three-dimensional multiphysics simulations. Its indi-
vidual component codes are based in turn on basic research and development in
turbulence modeling, multiphase flow, constitutive modeling, combustion chem-
istry, computational mechanics, coupling methodology, etc. . . All components of
Rocstar are designed to run efficiently on massively parallel computers, enabling
the use of detailed, science-based physical models in complex 3-D geometries.
The fluid and structural dynamics applications integrated in Rocstar solve par-
tial differential equations on moving, body-fitted computational meshes. Rocstar
includes complementary cell-centered, finite-volume compressible flow solvers.
The fluid solvers are integrated with additional physics modules for simulating
turbulent and multiphase fluid flows. Non-ideal gases, chemical species, droplets,
smoke, and radiation (flux-limited diffusion approximation) can all be included
with full, two-way coupling. Two finite-element structural dynamics solvers are
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(a) Rocstar simulation showing deformation
of solid propellant and temperature isosur-
faces of fluid flow in RSRM
(b) Rocstar simulation showing vorticity iso-
surfaces near inhibited joint slot in RSRM
Figure 1.5. Example of CSAR Results; copyright by CSAR c©
available in Rocstar, both of which use an ALE (Arbitrary Lagrangian-Eulerian)
formulation3 to account for the conversion of solid propellant into the gas phase,
can solve three-dimensional heat conduction, and include a variety of element
types and constitutive models. An additional multiscale structural solver is used
for more detailed simulations. The combustion submodel determines the rate of
propellant deflagration as computed by various one-dimensional (normal to the
surface) physical models that are temperature- and pressure-dependent. Thus,
for a given model, the local burn rate is obtained independently at each cell face
on the burning surface. The local burn rate is determined from either an empirical
pressure-power law or by solving an unsteady heat equation in the normal direc-
tion with boundary condition given by a heat-flux look-up table precomputed
using Rocfire, a detailed three-dimensional heterogeneous aluminized propellant
combustion simulation code.
At today CSAR represents the state of the art in simulating SRM ignition tran-
sient. The U.S. Government has invested a lot of economical and intellectual re-
sources in developing Rocstar code. The Rocstar has a typical “top-to-bottom” ap-
proach: a single framework for studies all multiphysics phenomena. As pointed
out by Salita [Salita, 2001] this approach is not exempt from problems as the
comparison with experimental data shown.
1.4 Motivations
A doctoral research can have many different reasons of being, but it should attain
at least the two following goals: first it must give the student an higher level of
education and second the research must be original providing the community
with new knowledge and novel ideas.
3 Because of the shortcomings of purely Lagrangian and purely Eulerian descriptions, a technique
has been developed that succeeds, to a certain extent, in combining the best features of both
the Lagrangian and the Eulerian approaches. Such a technique is known as the arbitrary La-
grangian–Eulerian (ALE) description.
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The study of Solid Rocket Motors design involves a strong multiphysics knowl-
edge: gas dynamics, propulsion, combustion, structural dynamics are only some
of the many fields necessary to design a SRM; therefore the opportunities for the
Ph.D. student to improve his education are wide.
The doctoral research presented in this dissertation is focused on the ignition
transient phenomena and in particular on the gas dynamics of the igniter jets. As
mentioned in the sections 1.1 and 1.2 the understanding of the ignition transient
plays a fundamental role in the SRM design. The aim of this study is to improve
the understanding of the igniter jets formation and propagation, their impinge-
ment on the propellant grain, their interaction with the complex geometry of the
combustion chamber and finally their effects on the ignition transient phase.
Despite of the approach adopted by other research centers (e.g. CSAR, see
section 1.3) the present work adopts a “bottom-to-top” model: the purpose is
the simulation of the driving phenomena without having the ambition to simu-
late all the multiphysics aspects involved (e.g. fluid/structural coupled analysis).
The target is to improve the knowledge of a selected number of the phenom-
ena constituting the SRM ignition transient using an accurate three-dimensional
model. This choice has been made mainly on the base of the following two con-
siderations: first the present research is the result of the work of a single student
(and so a “top-to-bottom” model is not viable4) and second the “selected” target
facilitates the use of the state of the art methods increasing the chances to provide
novel and original know-how.
As a matter of fact in the open literature there are only few three-dimensional
studies of the SRM operative life and most of them do not produce detailed
analysis of the ignition transient. Moreover the comparison of the experimental
data with the open literature numerical results shows a level of accuracy which
is not satisfactory: presently the three-dimensional numerical codes simulating
the SRM ignition transient are still far away from being accurate prediction/anal-
ysis tools. The motivation of this doctoral research is to develop a new three-
dimensional numerical code able to improve the accuracy of SRM ignition tran-
sient simulations.
1.5 Structure of the Thesis
The present Ph.D. dissertation is organized as following:
1. The chapter 1 on page 2 introduces the background of the doctoral research,
the main phenomena studied and the motivations of the doctoral research.
2. The chapter 2 on page 16 presents the physical models adopted to study
the SRM ignition transient; the governing equations are reported on this
chapter.
3. The chapter 3 on page 28 shows the numerical methods used to solve the
governing equations adopted.
4 CSAR “top-to-bottom” model is viable because the CSAR research team involves at least one hundred
of persons and because of the great availability of computational power (on of the greatest in the
world).
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4. The chapter 4 on page 53 reports the results of the validation tests; the
axial jet prediction capabilities of MUG code are investigated; also a grid
convergence analysis is reported.
5. The chapter 5 on page 78 presents the results of SRM ignition transient sim-
ulations; also a comparison with the available experimental data is shown
as a further validation test.
6. In the chapter 6 on page 144 all the original results of this doctoral research
are summarized.
7. The appendix A on page 147 contains the mathematical passages necessary
to obtain the governing equations in cylindrical coordinates system.
8. The appendix B on page 156 reports a detailed analysis of the Riemann
Problem solvers implemented into the MUG code.
9. In the appendix C on page 168 there is a brief overview of the MUG code
and of its “sub-codes” MIG and POG.
10. The appendix D on page 173 gives some details of the MUG code paralleliza-
tion and of the performance improvement after the code refactoring/opti-
mization.
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Governing Equations
Physical concepts are free creations
of the human mind, and are not,
however it may seem, uniquely
determined by the external world.
Albert Einstein, 1879-1955 (The
evolution of physics)
Quelli che s’innamorano di pratica
senza scienza sono come il nocchiere,
che entra in naviglio senza timone o
bussola, che mai ha certezza di dove
si vada.
Leonardo da Vinci, 1452-1519
In this chapter the governing equations of the physical model are described.The model adopted is suitable to describe the unsteady flow of the ignition
transient of a Solid Rocket Motor. However we note that the SRM fluid character-
ization does not affect the general treatment of governing equations since these
principles describe the mechanical and thermal behaviour of a generic moving
fluid.
2.1 Conservation Laws
The governing equations are written in integral form. Using the integral formu-
lation, the governing equations are often referred to as “conservation laws”. This
form of the governing equations derives directly from the physical principles of
flow dynamics:
conservation of mass
conservation of Linear Momentum
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conservation of energy
The conservation laws are applied to a fluid element which is a small “blob”
of fluid that contains the same material at all times as the fluid moves. This fluid
element, often called material element, defines a control volume V and a control
surface S. Since the fluid element is deformed as it moves, its volume and surface
change shape and position and thus they are functions of time: V = V(t), S = S(t).
Conservation of Mass
The conservation of mass principle states that in absence of mass adduction the
total amount of mass of a fluid element does not change in time t as the fluid
element moves with the flow, that is:
d
dt
∫
V(t)
ρ dV = 0 (2.1)
where ρ is the density of the fluid.
Conservation of Momentum
The conservation of momentum principle states that in absence of external forces
the rate of change of linear momentum of a fluid element is equal to the resultant
force on the volume V and on the surface S, that is:
d
dt
∫
V(t)
ρ −→u dV =
∫
V(t)
ρ
−→
f dV+
∮
S(t)
−→
t dS
where −→u is the velocity vector and ρ−→u is the fluid momentum per unit volume.
The first term on the right side represents the sum of the forces acting on the
volume V (
−→
f is the volumetric force per unit mass) while the second term is the
sum of the forces acting on the external surface S (
−→
t is the surface force per unit
area).
The i-th component of vector
−→
t can be expressed as a function of the stress
tensor σij:
tij = σij nj
where nj is the j-th component of the vector
−→n , that is the unit vector orthogonal
to the surface S and it is considered positive if it is directed outside the volume V.
The stress tensor can be decomposed into two parts: the spherical tensor (based
on the pressure p) and the viscous stress tensor τij:
σij = −p δij + τij (2.2)
where δij = 0 if i 6= j and δij = 1 if i = j. In case of Newtonian fluid, the viscous
stress tensor can be expressed as:
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
+ λ
∂uk
∂xk
δij (2.3)
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where ui is the i-th component of the velocity
−→u , xi is the i-th orthogonal axis,
µ is the dynamic viscosity and λ is the second viscosity coefficient. Assuming the
Stokes hypothesis, the two viscosity coefficients can be related as: 3λ+ 2µ = 0.
Finally Eq.) becomes:
d
dt
∫
V(t)
ρ ui dV+
∮
S(t)
p nj δij dS =
∫
V(t)
ρ fi dV+
∮
S(t)
tij nj dS
Note that the Newtonian fluid hypothesis is considered always valid in this
work.
Conservation of Energy
The conservation of energy principle states that in absence of energy adduction
the rate of change of energy of a fluid element is equal to the heat transfer rate
entering through the surface S and the total work made by the forces acting on
the volume V and on the surface S, that is:
d
dt
∫
V(t)
(
e+
1
2
ui ui
)
ρ dV =
∫
V(t)
ρ fi ui dV+
∮
S(t)
ti ui dS−
∮
S(t)
qj nj dS
(2.4)
where the total energy per unit volume is: E = ρ
(
e+ 12ui ui
)
; e is the specific in-
ternal energy and −→q is the vector of heat flux, considered positive if it is directed
outside the volume V. Note that the total energy is composed by internal energy
and kinetic energy only, since no other types of energy (such as electromagnetic,
chemical, etc.) affect the flow that we intend to investigate.
The heat flux, using the Fourier’s law, can be related to the temperature gradi-
ent as:
qj = −k
∂T
∂xj
(2.5)
where k is the thermal conductivity of the fluid. Finally, using the stress tensor
definition (Eq.)), Eq.) can be written as:
d
dt
∫
V(t)
E dV+
∮
S(t)
p uj nj dS =
∫
V(t)
ρ fi ui dV+
∮
S(t)
(
τij uj − qj
)
nj dS
2.2 Vectorial Form of the Conservation Laws
Mass, momentum and energy equations can be written in the compact, vectorial
form:
d
dt
∫
V(t)
−→
U dV+
∮
S(t)
−→
Pj nj dS =
∫
V(t)
−→
Q dV+
∮
S(t)
−→
Gj nj dS
with:
−→
U =
 ρρui
E
 , −→Pj =
 0pδij
pui
 ,
The above formulation is based on the fluid element that occupies the volume
V that moves as the fluid evolves. The integral conservation principles can be
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written for a fixed volume V (bounded by a surface S), if the Reynolds transport
theorem is applied:
Vectorial Form of the
Conservation Laws
d
dt
∫
V
−→
U dV+
∮
S
−→
Fj nj dS =
∫
V
−→
Q dV+
∮
S
−→
Gj nj dS (2.6)
where the vector
−→
Fj is defined as
−→
Fj =
−→
Uuj +
−→
Pj and the Reynolds transport
theorem for a generic variable φ is:
d
dt
∫
V(t)
φ dV =
d
dt
∫
V
φ dV+
∮
S
φ −→u · −→n dS
Eq. 2.6 is the vectorial form of the conservation laws, where
−→
U is the vector
of conserved variables,
−→
Fj is the vector of the Eulerian fluxes,
−→
Gj is the vector of
viscous fluxes and
−→
Q is the vector of external forces. Since in the application we
have in mind the volumetric external forces (such as gravity) can be neglected,
the vector
−→
Q is zero.
The variables ρ, ρui, and E are called conserved variables because they origi-
nate from the conservation laws (i.e., integral governing equation).
Note that, up to now, no hypotheses upon the nature of the fluid have been
made. In fact, the above conservation laws are valid for a generic fluid.
The vectorial equation Eq. 2.6 is composed by two scalar equations (mass and
energy) and one vectorial equation (momentum). The characterization of the
fluid arises from the Equation of State (EOS); in case of perfect gas the following
equations of state are considered:
Equations of State
p = ρRT
e = cvT =
1
γ−1 · pρ
(2.7)
where R is the gas constant and cv is the (constant) specific heat at constant vol-
ume; we indicate with cp the (constant) specific heat at constant pressure and
with γ =
cp
cv
the specific heats ratio; we also assume µ = cost and k = cost.
2.3 Equations of Inviscid Flow: Euler’s Equations
In order to simulate the SRM ignition transient one must accurate model:
1. Mass and energy injection in combustion chamber from pyrogen igniter,
that is accurate modeling of igniter jet formation and impingement.
2. Igniter jet propagation with particular interest in igniter jet surface defor-
mation and instability.
3. Pressure waves propagation and interaction with area variations and con-
tact discontinuities.
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y
z
x
−→p · −→k
−→p · −→i
−→p · −→j
−→p
−→
j
−→
k
−→
i
Figure 2.1. Orthogonal Rectangular Coordinates System (x,y, z)
The above are essentially acoustic wave phenomena therefore the governing equa-
tions can be simplified considering an inviscid flow. Thus assuming that the
viscosity (first and second coefficients) and also the external forces vanish, the
conservation laws reduced to:
d
dt
∫
V
−→
U dV+
∮
S
−→
Fj nj dS = 0 (2.8)
Using the divergence theorem:∮
S
−→
F · −→n dS =
∫
V
(−→∇ ·−→F ) dV
where
−→∇ · () = ∂()∂ξi ·
−→ei is the divergence operator (on the Cartesian base −→ei ), the
conservation laws can be written in the divergence form:
d
−→
U
dt
+
−→∇ ·−→F = 0
It is useful to explicit the divergence form of conservation laws for three di-
mensional case. Considering an orthogonal (Cartesian) rectangular coordinates
system (x,y, z) with the base unit vectors (
−→
i ,
−→
j ,
−→
k ) (see figure 2.1), the conser-
vation laws for an inviscid ideal flow is1:
∂U
∂t
+
∂Fx
∂x
+
∂Fy
∂y
+
∂Fz
∂z
= 0
where the conservative variables are:
U =

ρ
ρu
ρv
ρw
ρE
 (2.9)
1 In the following pages of this dissertation the explicit notation ∂A∂x used for the partial derivatives is
equivalent to the compact notation Ax and the 2 notations will be exchanged each other. If there is a
possible ambiguity (e.g. for the cylindrical components) the explicit notation will be used.
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y
z
x
r
−→p · −→e
x
ϑ
−→p−→er
−→eϑ
−→ex
Figure 2.2. Orthogonal Cylindrical Coordinates System (x,y, z)
and the conservative fluxes are
Fx =

ρu
ρu2 + p
ρuv
ρuw
ρuH
 Fy =

ρv
ρuv
ρv2 + p
ρvw
ρvH
 Fz =

ρw
ρuw
ρvw
ρw2 + p
ρwH
 (2.10)
where the
[
u v w
]T
is the velocity vector components in the orthogonal
rectangular coordinates system (x,y, z) and H = E+ pρ is the total enthalpy per
unit volume. With this notation the conservation laws can be expressed as:
Euler’s Equations in
Orthogonal
Rectangular
Coordinates System
∂ρ
∂t +
∂
∂x (ρu) +
∂
∂y (ρv) +
∂
∂z (ρw) = 0
∂(ρu)
∂t +
∂
∂x
(
ρu2 + p
)
+ ∂∂y (ρuv) +
∂
∂z (ρuw) = 0
∂(ρv)
∂t +
∂
∂x (ρuv) +
∂
∂y
(
ρv2 + p
)
+ ∂∂z (ρvw) = 0
∂(ρw)
∂t +
∂
∂x (ρuw) +
∂
∂y (ρvw) +
∂
∂z
(
ρw2 + p
)
= 0
∂(ρE)
∂t +
∂
∂x (ρuH) +
∂
∂y (ρvH) +
∂
∂z (ρwH) = 0
(2.11)
The equations 2.11 are known as Euler’s equations by the pioneering Swiss
mathematician and physicist who established the mathematical basis of this the-
ory (figure 2.3).
We note that the combustion chamber of a common SRM is mainly cylindrical.
In order to increase the accuracy of the numerical grid it is suitable to adopt an
orthogonal cylindrical coordinates system (see figure 2.2). Considering an orthog-
onal cylindrical coordinates system (x, r, ϑ)with the base unit vectors
(−→ex ,−→er ,−→eϑ)
the transformation of 2.11 is straightforward (see appendix A on page 147):
x = x
y = r cos ϑ
z = r sin ϑ
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with this transformation the Euler’s equations can be expressed as:
Euler’s Equations in
Orthogonal
Cylindrical
Coordinates System
∂(rρ)
∂t +
∂
∂x (rρu) +
∂
∂r (rρur) +
∂
∂ϑ (ρuϑ) = 0
∂(rρu)
∂t +
∂
∂x
[
r
(
ρu2 + p
)]
+ ∂∂r (rρuur) +
∂
∂ϑ (ρuuϑ) = 0
∂(rρur)
∂t +
∂
∂x (rρuru) +
∂
∂r
[
r
(
ρu2r + p
)]
+ ∂∂ϑ (ρuruϑ) = p+ ρu
2
ϑ
∂(rρuϑ)
∂t +
∂
∂x (rρuϑu) +
∂
∂r (rρuϑur) +
∂
∂ϑ
(
ρu2ϑ + p
)
= −ρuruϑ
∂(rρE)
∂t +
∂
∂x (rρuH) +
∂
∂r (rρurH) +
∂
∂ϑ (ρuϑH) = 0
(2.12)
where
[
u ur uϑ
]T
are the velocity vector components in the orthogonal
cylindrical coordinates system.
Introducing the conservative variables, the fluxes and the source terms in the
cylindrical coordinates system:
U =

ρ
ρu
ρur
ρuϑ
ρE
 (2.13)
Fx =

ρu
ρu2 + p
ρuur
ρuuϑ
ρuH
 Fr =

ρur
ρuur
ρu2r + p
ρuruϑ
ρurH
 Fϑ =

ρuϑ
ρuuϑ
ρuruϑ
ρu2ϑ + p
ρuϑH
 (2.14)
S =

0
0
ρu2ϑ + p
−ρuruϑ
0
 (2.15)
the system 2.12 can be expressed in the following compact vectorial form:
Compact Vectorial
Euler’s Equations in
Orthogonal
Cylindrical
Coordinates System
∂ (rU)
∂t
+
∂ (rFx)
∂x
+
∂ (rFr)
∂r
+
∂Fϑ
∂ϑ
= S (2.16)
2.4 Multifluids Model
In the combustion chamber of a Solid Rocket Motor, during the ignition transient,
strong unsteady phenomena happen: the propagation of pressure waves and the
heat exchange at solid propellant wall are the most relevant. In particular the
pressure waves propagation is strongly dependent on the physical characteristics
of the medium into which the waves propagate. Typically the pressurizing gas
has physical features very different from the igniter jet ones. In particular it has
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a very different compressibility. As a matter of facts the pressure waves propa-
gate into a medium that has strong discontinuity (different temperature, pressure,
compressibility, molecular weight...): a multifluids model is very important.
Figure 2.3. Leonhard
Euler, 1707-1783
A multifluids model is necessary in order to com-
plete the flow description by providing an additional
equation that describes the dynamics of the fluid com-
position, and by specifying its effective thermodynam-
ics, i.e., the EOS of the mixture. As multifluids model
we have adopted the “Mass Fraction Model” [Abgrall
and Karni, 2001]. Suppose we have Nspecies different
gas species, the mass fraction of sth specie is defined
as:
Ys =
ρs
ρ
(2.17)
where ρs is the density of s
th specie and ρ =
Nspecies∑
s=1
ρs. Thus the flow description is completed by
the equations of mass fractions conservation:
∂ (rρYs)
∂t
+
∂ (rρYsu)
∂x
+
∂ (rρYsur)
∂r
+
∂ (ρYsuϑ)
∂ϑ
= 0 (2.18)
where we have reported only the cylindrical coordinates form.
Assuming that the species are calorically perfect gases in thermal equilibrium
with specific heat constants Cv and Cp, we obtain
Cp =
Nspecies∑
s=1
YsCps Cv =
Nspecies∑
s=1
YsCvs
where Cps and Cvs are the specific heats of s
th specie. As a common practice
we integrate directly the conservation of specific densities ρs and then with the
values of ρs it is possible to calculate the mass fractions and the specific heats.
To summe up, using this multifluids the equations of conservation 2.12 model
becomes:
Multifluids Euler’s
Equations in
Orthogonal
Cylindrical
Coordinates System
∂(rρs)
∂t +
∂
∂x (rρsu) +
∂
∂r (rρsur) +
∂
∂ϑ (ρsuϑ) = 0 s = 1, 2, ...,Nspecies
∂(rρu)
∂t +
∂
∂x
[
r
(
ρu2 + p
)]
+ ∂∂r (rρuur) +
∂
∂ϑ (ρuuϑ) = 0
∂(rρur)
∂t +
∂
∂x (rρuru) +
∂
∂r
[
r
(
ρu2r + p
)]
+ ∂∂ϑ (ρuruϑ) = p+ ρu
2
ϑ
∂(rρuϑ)
∂t +
∂
∂x (rρuϑu) +
∂
∂r (rρuϑur) +
∂
∂ϑ
(
ρu2ϑ + p
)
= −ρuruϑ
∂(rρE)
∂t +
∂
∂x (rρuH) +
∂
∂r (rρurH) +
∂
∂ϑ (ρuϑH) = 0
(2.19)
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The compact vectorial form of the conservative variables, fluxes and source
terms become:
U =

ρ1
...
ρNspecies
ρu
ρur
ρuϑ
ρE

(2.20)
Fx =

ρ1u
...
ρNspeciesu
ρu2 + p
ρuur
ρuuϑ
ρuH

Fr =

ρ1ur
...
ρNspeciesur
ρuur
ρu2r + p
ρuruϑ
ρurH

Fϑ =

ρ1uϑ
...
ρNspeciesuϑ
ρuuϑ
ρuruϑ
ρu2ϑ + p
ρuϑH

(2.21)
S =

0
...
0
0
ρu2ϑ + p
−ρuruϑ
0

(2.22)
and again the compact Euler system is:
∂ (rU)
∂t
+
∂ (rFx)
∂x
+
∂ (rFr)
∂r
+
∂Fϑ
∂ϑ
= S
2.5 LES Model
The simulation of axial jets emphasize the limits of the Eulerian model. After the
first simulations of igniters with axial nozzle the numerical dissipation appeared
to be not enough for the supersonic core of the axial jet: the spreading into
the orthogonal directions with respect the flow direction appeared to be small
(very bounded jet core). In order to activate the orthogonal (with respect the
flow direction) mixing mechanisms a Large Eddy Simulations (LES) model has
been introduced into the above model. Despite these early potential problems
subsequent simulations (see chapter 4 on page 53) show that the Eulerian model
limits have a negligible effects on the axial jet core and so the LES model is not
necessary. Even if in this dissertation there are not results made with the LES
model it has been chosen to report the LES model adopted because it is presently
implemented into the MUG code.
The LES model adopted is very simple and is due to Smagorinsky [Smagorin-
sky, 1963; Pope, 2000]. In LES the larger three-dimensional unsteady turbulent
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flows are directly resolved, despite of smaller motions that must be modelled. In
LES modeling there are 4 conceptual steps:
1. A Filtering operation to decompose the vector velocity −→u
(−→x , t) into
the sum of the filtered (resolved) component
−→
u
(−→x , t) and the residual
subgrid-scale (SGS)
−→
u ′
(−→x , t): −→u (−→x , t) = −→u (−→x , t)+−→u ′ (−→x , t).
2. The governing equations for the filtered velocity vector are derived. These
equations contain the SGS components.
3. Closure of the equations are obtained modeling the SGS components.
4. The filtered equations are solved for the filtered (resolved) components of
the velocity vector.
For our system of equations we use Favre-Filtering with the filtered generic vari-
able defined as:
F˜ (xi, t) =
ρF
ρ
(2.23)
With the above filter the filtered equations in orthogonal rectangular coordinates
system are:
∂ρ
∂t +
∂
∂xi
(ρ u˜i) = 0
∂(ρu˜i)
∂t +
∂
∂xj
(
ρu˜iu˜j
)
+ ∂∂xi
(p) =
∂τij
∂xj
∂(ρ E˜)
∂t +
∂
∂xi
(
ρu˜iH˜
)
=
∂Bi
∂xj
(2.24)
where τij = −ρ˜
(
u˜iuj − u˜iu˜j
)
is the turbulent stress tensor and Bi = τijui is the
turbulent energy dissipation vector. The SGS term u˜iuj− u˜iu˜j must be modelled.
We use the Smagorinsky closure model:
Smagorinsky Closure
Model
τij = −ρ
(
u˜iuj − u˜iu˜j
)
= 2ρ¯υT S˜ij
υT = (CS∆)
2
∣∣∣S˜ij∣∣∣
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
) (2.25)
where υT is the eddy or turbulent viscosity, Sij is the rate-of-strain tensor, CS is
the Smagorinsky constant and ∆ = 3
√
∆x∆y∆z is the filter width (grid resolution).
Omitting the superscripts symbols in the following, the turbulent tensor can be
expressed as:
τij = 2ρυTSij = ρυT
(
∂ui
∂xj
+
∂uj
∂xi
)
= ρυT
 2
∂u
∂x
∂u
∂y +
∂v
∂x
∂u
∂z +
∂w
∂x
∂v
∂x +
∂u
∂y 2
∂v
∂y
∂v
∂z +
∂w
∂y
∂w
∂x +
∂u
∂z
∂v
∂z +
∂w
∂y 2
∂w
∂z

It is important to note that the eddy viscosity coefficient υT is not a simple scalar
but it is related to the correct definition of the norm
∣∣Sij∣∣. Because we are inter-
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ested only to add mixing mechanisms in the flow-orthogonal directions the terms
in the main diagonal are set to 0 and so the turbulent tensor is:
τij = ρ (CS∆)
2
∣∣∣∣∣∣∣
0 ∂u∂y +
∂v
∂x
∂u
∂z +
∂w
∂x
∂v
∂x +
∂u
∂y 0
∂v
∂z +
∂w
∂y
∂w
∂x +
∂u
∂z
∂v
∂z +
∂w
∂y 0
∣∣∣∣∣∣∣ ·
·
 0
∂u
∂y +
∂v
∂x
∂u
∂z +
∂w
∂x
∂v
∂x +
∂u
∂y 0
∂v
∂z +
∂w
∂y
∂w
∂x +
∂u
∂z
∂v
∂z +
∂w
∂y 0

Using the Frobenius norm for evaluating the norm of Sij that is:∣∣Sij∣∣F =∑ij√s2ij
the turbulent tensor is:
τij = ρ (CS∆)
2 1
2
√
2
[(
∂u
∂y +
∂v
∂x
)2
+
(
∂u
∂z +
∂w
∂x
)2
+
(
∂v
∂z +
∂w
∂y
)2]
·
·
 0
∂u
∂y +
∂v
∂x
∂u
∂z +
∂w
∂x
∂v
∂x +
∂u
∂y 0
∂v
∂z +
∂w
∂y
∂w
∂x +
∂u
∂z
∂v
∂z +
∂w
∂y 0
 (2.26)
Summarizing we have introduced a turbulent tensor in the conservation of
linear momentum; thus the conservation laws 2.11 become:
Euler’s Equations in
Orthogonal
Rectangular
Coordinates System
with LES Model
∂ρ
∂t +
∂
∂x (ρu) +
∂
∂y (ρv) +
∂
∂z (ρw) = 0
∂(ρu)
∂t +
∂
∂x
(
ρu2 + p
)
+ ∂∂y (ρuv) +
∂
∂z (ρuw) =
∂
∂y (τxy) +
∂
∂z (τxz)
∂(ρv)
∂t +
∂
∂x (ρuv) +
∂
∂y
(
ρv2 + p
)
+ ∂∂z (ρvw) =
∂
∂x (τxy) +
∂
∂z (τyz)
∂(ρw)
∂t +
∂
∂x (ρuw) +
∂
∂y (ρvw) +
∂
∂z
(
ρw2 + p
)
= ∂∂x (τxz) +
∂
∂y (τyz)
∂(ρE)
∂t +
∂
∂x (ρuH) +
∂
∂y (ρvH) +
∂
∂z (ρwH) = 0
(2.27)
where we used the information that τxx = τyy = τzz = 0. For the cylindrical co-
ordinates system, using the transformations explained in appendix A on page 147
in particular the transformation A.31, the conservation laws become:
∂(rρ)
∂t +
∂
∂x (rρu) +
∂
∂r (rρur) +
∂
∂ϑ (ρuϑ) = 0
∂(rρu)
∂t +
∂
∂x
[
r
(
ρu2 + p
)]
+ ∂∂r (rρuur) +
∂
∂ϑ (ρuuϑ) = +
+ ∂∂r (rτxr) +
∂
∂ϑ (τxϑ)
∂(rρur)
∂t +
∂
∂x (rρuur) +
∂
∂r
[
r
(
ρu2r + p
)]
+ ∂∂ϑ (ρuruϑ) = ρu
2
ϑ + p+
+ ∂∂x (rτxr) +
∂
∂ϑ (τrϑ)
∂(rρuϑ)
∂t +
∂
∂x (rρuuϑ) +
∂
∂r (rρuruϑ) +
∂
∂ϑ
(
ρu2ϑ + p
)
= −ρuruϑ+
v + 1r
[
∂
∂x
(
r2τxϑ
)
+ ∂∂r
(
r2τrϑ
)]
∂(rρE)
∂t +
∂
∂x (rρuH) +
∂
∂r (rρurH) +
∂
∂ϑ (ρuϑH) = 0
(2.28)
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Considering the right-hand-side (RHS) of the ϑ-momentum conservation in the
2.28 we have:
1
r
[
∂
∂x
(
r2τxϑ
)
+ ∂∂r
(
r2τrϑ
)]
= ∂∂x
(
r2
r τxϑ
)
+ ∂∂r
(
r2
r τrϑ
)
− r2τrϑ
∂
∂r
(
1
r
)
=
= ∂∂x (rτxϑ) +
∂
∂r (rτrϑ) − r
2τrϑ ·
(
− 1
r2
)
= ∂∂x (rτxϑ) +
∂
∂r (rτrϑ) + τrϑ
therefore the conservation laws become:
Euler’s Equations in
Orthogonal
Cylindrical
Coordinates System
with LES Model
∂(rρ)
∂t +
∂
∂x (rρu) +
∂
∂r (rρur) +
∂
∂ϑ (ρuϑ) = 0
∂(rρu)
∂t +
∂
∂x
[
r
(
ρu2 + p
)]
+ ∂∂r (rρuur) +
∂
∂ϑ (ρuuϑ) = +
+ ∂∂r (rτxr) +
∂
∂ϑ (τxϑ)
∂(rρur)
∂t +
∂
∂x (rρuur) +
∂
∂r
[
r
(
ρu2r + p
)]
+ ∂∂ϑ (ρuruϑ) = ρu
2
ϑ + p+
+ ∂∂x (rτxr) +
∂
∂ϑ (τrϑ)
∂(rρuϑ)
∂t +
∂
∂x (rρuuϑ) +
∂
∂r (rρuruϑ) +
∂
∂ϑ
(
ρu2ϑ + p
)
= −ρuruϑ + τrϑ+
v + ∂∂x (rτxϑ) +
∂
∂r (rτrϑ)
∂(rρE)
∂t +
∂
∂x (rρuH) +
∂
∂r (rρurH) +
∂
∂ϑ (ρuϑH) = 0
(2.29)
Introducing the turbulent fluxes:
FTx =

0
0
τxr
τxϑ
0
 FTr =

0
τxr
0
τrϑ
0
 FTϑ =

0
τxϑ
τrϑ
0
0
 (2.30)
and modifying the source vector:
S+ ST =

0
0
ρu2ϑ + p
−ρuruϑ
0
+

0
0
0
τrϑ
0
 =

0
0
ρu2ϑ + p
−ρuruϑ + τrϑ
0
 (2.31)
we can rewrite the compact vectorial form of the Euler’s system with LES model:
Compact Vectorial
form of the Euler’s
Equations in
Orthogonal
Cylindrical
Coordinates System
with LES Model
∂ (rU)
∂t
+
∂ (rFx)
∂x
+
∂ (rFr)
∂r
+
∂Fϑ
∂ϑ
= S+ ST +
∂
(
rFTx
)
∂x
+
∂
(
rFTr
)
∂r
+
∂FTϑ
∂ϑ
(2.32)
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3
Numerical Methods
God does not care about our
mathematical difficulties. He
integrates empirically.
Albert Einstein, 1879-1955
In this chapter the numerical methods used to integrate the governing equationspresented in chapter 2 on page 16 are presented. The methods adopted can be
considered at the state of the art for the SRM applications.
3.1 Computational Fluid Dynamics
As we known the reality only by means of an imperfect image of truth, the “gov-
erning equations”, that are said to govern the physics, are only a rough image of
the universe and neither of these raw models we known the solution, but only
an approximation of it. The knowledge of any physical reality get through to a
Model of the reality itself. This is the reason of the importance of a science like
the Computational Fluid Dynamics (CFD) and more in general the importance of
the “numerical modeling science”: for a large variety of physical phenomena the
knowledge that we have of them is proportional to the accuracy of the numeri-
cal approximation that we are able to find. This is particularly true for the fluid
dynamics: all the experimental evidences show that the Navier-Stokes equations
system is the best model designed at today; this model is a partial differential,
non linear, unsteady equations system for which, in the general case, no exact-
closed solution is known: our knowledge of fluid dynamics is proportional to the
accuracy of the numerical approximation of the Navier-Stokes system solution.
Probably the birth of the modern CFD can be placed around 1917; in this period
the English researcher Lewis Fry Richardson published his study on the weather
prediction by means of numerical models [Richardson, L.F., 1926; Woolard, E.W.,
1922; Richardson, L.F., 1919, 1911]. Despite the Richardson work has had no
practical results, his research has the key components that mark the CFD:
1. A physical phenomenon that must be understood.
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2. A mathematical model that represents the physical model.
3. A numerical model by means of which an approximate solution is found.
4. A tool that is able to use the numerical model in order to find the approxi-
mate solution of the mathematical model.
The Richardson’s failure in accurate weather prediction is due to the tool used:
Richardson made his calculations by hands without any electronic help.
(a) Lewis Fry Richardson, 1881-
1953
(b) John von Neumann, 1903-
1957
(c) Serjei K. Godunov
Figure 3.1. Fathers of CFD
The CFD turning point is around the 40’s: as often happens during a war time,
there was a strong impulse to all fields of science knowledge from the technolog-
ical research to the theoretical physics, from the mechanics to the mathematics.
During these years the most terrifying weapon, the atomic bomb, becomes real,
but this period is also the “sunrise” of the electronic calculator. In order to decrypt
the Nazi messages encrypted by the “Enigma” machine, the mathematician A.M.
Turing given birth to the first electronic calculator [Turing, A.M., 1937]. Close to
the end of the war John von Neumann [von Neumann, 1944; von Neumann and
Richtmyer, R.D., 1950] started his studies on the numerical resolution of hydrody-
namic fields characterized by the presence of strong shock waves (probably into
the “Manhattan” project for the development of the atomic bomb); only after the
war end his studies were made available to the scientific community.
For the gas dynamics field the 60’s are the second key point; in the 1959 a
Russian researcher, Serjei K. Godunov, published a fundamental study on the
numerical integration of the conservation laws for gasdynamic phenomena with
complex shock interactions [Godunov, S.K., 1959]. His method was a conservative
extension of first order “upwind” scheme of Courant, Isaacson and Rees [Courant
et al., 1952] and it was based on the solution of the Riemann Problem. Modified
and improved by over than 40 years of research, the Godunov method is still
the basis of the modern, most sophisticated numerical integration technique: the
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“finite volume” schemes, derived from the pioneer Godunov’s study, are at to-
day the most consistent method for gasdynamic fields in which there are shocks
and in general discontinuous waves interacting between them and reflecting over
complex boundaries.
3.2 Finite Volume Numerical Scheme
Into the chapter 2 on page 16 we have pointed out that in order to simulate the
ignition transient of a SRM the Euler’s conservation laws are suitable. The Euler’s
system is the first component of our CFD study: our aim is to find the solution of
the Euler’s system (conveniently modified) when the SRM initial and boundary
conditions are imposed to it. In this section the numerical model used to find this
solution is presented.
Considering, for simplicity, the orthogonal rectangular coordinates system in
one-dimension, the Euler’s conservation laws are:
Euler’s Equations
U,t + F,x = 0
U (0, x) = U0 (x)
(3.1)
where the conservative variable are:
U =
 ρρu
ρE
 (3.2)
and the conservative fluxes are:
F =
 ρuρu2 + p
ρuH
 (3.3)
To the system 3.1 is completed by the necessary boundary conditions. This system
is a partial differential equations system, it is non-linear and unsteady; finally we
observe that is hyperbolic. The purpose is to find the solution for a time 0 6 t 6 T
where T is the final time of integration.
Assuming we know the solution U (t, x) for a time t and assuming that it has
the behaviour shown in figure 3.2 into the plane U, x.
The basic idea is to discretize the space support x by means of N finite volumes
of width ∆x (in general not uniform), figure 3.2. Through this discretization we
can find an approximation U˜ (t, x) of the exact solution U (t, x) by projecting the
exact solution over the discretized grid:
U˜ (t, x) =
N∑
i=1
Ui (t) · Ii (x) (3.4)
where Ui (t) is the average of the exact solution at time t over the cell i
th and
Ii (x) is the “projector” of the exact solution over the cell i
th, that is:
Ii (x) =
{
1 ∀x ∈ [ xi−1/2 xi+1/2 ]
0 otherwise
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Figure 3.2. Approximation of U (t, x) Solution at time t
The average solution is:
Ui (t) =
1
∆x
xi+1/2∫
xi−1/2
U (t, x)dx
If we now integrate the equations 3.1 into the finite volume
[
xi−1/2 xi+1/2
]
we
obtain:
∂
∂t
xi+1/2∫
xi−1/2
U (t, x)dx+
xi+1/2∫
xi−1/2
dF (U)
dx
dx = 0
that introducing the average solution becomes:
∂
∂tUi (t)∆x+ F
(
xi+1/2, t
)
− F
(
xi−1/2, t
)
= 0
⇓
∂
∂tUi (t) = −
1
∆x
[
F
(
xi+1/2, t
)
− F
(
xi−1/2, t
)]
Finally integrating over the time we can obtain the solution to the new time t+∆t:
Ui (t+∆t) = Ui (t) −
1
∆x
t+∆t∫
t
[
F
(
xi+1/2, t
)
− F
(
xi−1/2, t
)]
dt (3.5)
It is important to note that in the 3.5 there is the average solution Ui and not the
exact one, then this equation provide only an approximation of the exact solution.
In order to simplify the following notation we assume that Ui is equivalent to
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Ui, meaning that the discretized notation “i” corresponds to the approximate
solution. The average solution Ui (t+∆t) at the new time can be easily evaluated
if a proper estimation of the fluxes F
(
xi−1/2, t
)
, F
(
xi+1/2, t
)
is given. This
evaluation is made by a “local evolution of the solution at the cell interfaces”
as we see following. Once the evaluation of the interface fluxes is done for the
interval time ∆t the approximate solution is known:
Un+1i = U
n
i −
∆t
∆x
[
Fni+1/2 − F
n
i−1/2
]
(3.6)
where the discrete time notation
t ⇔ n
t+∆t ⇔ n+ 1 has been adopted. Analysing
the equation 3.6 we can recognize the 3 step that constitute the finite volume
Godunov-like methodology:
1. Reconstruction of the variables at the cell interfaces.
2. local Evolution of the solution at the cell interfaces (to find interface
fluxes).
3. time Integration of the cell average variables (via equation 3.6).
Reconstruction In the reconstruction step a certain distribution of the vari-
ables in the cell must be provided. This distribution is used in the second step to
calculate the local evolution.
Figure 3.3. Josiah
Willard Gibbs, 1839-1903
In the finite volume scheme proposed by Godunov
[Godunov, S.K., 1959] the cell variables are considered
as piecewise constant (figure 3.4a). This reconstruction
is simplest and it corresponds directly to only project
the solution on the discretized grid. So if a constant re-
construction is adopted there no other calculations are
necessary: the reconstruction is directly the Uni approxi-
mation. Using this kind of reconstruction the method is
first order accurate in space.
For a more accuracy reconstruction its order must be
raised. If a linear piecewise reconstruction (figure 3.4b)
is used for the variables, a second order accuracy in
space is reached. In this kind of reconstruction a slope in
each cell must be provided. In particular the slope of the
linear cell reconstruction is selected with respect to the average value of the cell
Ui and of the contiguous cell Ui−1 and Ui+1. Since the linear cell reconstruction
can originate non physical oscillations, Gibbs phenomenon1 [Gibbs, J.W., 1906],
and thus unstable solution, a slope limiter must be employed to ensure the stabil-
ity of the numerical scheme (TVD condition). In order to avoid the generation of
1 In mathematics, the Gibbs phenomenon is the peculiar manner in which the Fourier series of a piece-
wise continuously differentiable periodic function f behaves at a jump discontinuity: the nth partial
sum of the Fourier series has large oscillations near the jump, which might increase the maximum
of the partial sum above that of the function itself. The overshoot does not die out as the frequency
increases, but approaches a finite limit.
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(a) Piecewise Constant Reconstruction (b) Piecewise Linear Reconstruction
Figure 3.4. Type of Reconstruction Algorithms
non physical oscillations the slope into each cell must be compared themselves.
It is useful to define the following parameter:
r =
Ui −Ui−1
Ui+1 −Ui
where the “forward” differences have been used. This parameter r clearly shows
if into the considered cell the slope reconstruction will generate non physical
oscillations. In particular if r < 1 the slope into the cell must be properly modified
(figure 3.5). Considering the interface i+ 1/2 with a linear reconstruction we can
write the value of U at the left and right of the cell interface:
UL
i+1/2
= Ui + σi
∆xi
2
UR
i+1/2
= Ui+1 − σi+1
∆xi+1
2
where:
σi =
Ui+1−Ui
1
2 (∆xi+1+∆xi)
ϕ (ri)
σi+1 =
Ui+2−Ui+1
1
2 (∆xi+2+∆xi+1)
ϕ (ri+1)
The function ϕ (ri) is the slope limiter that must be provided.
There are a lot of different slope limiters; into the MUG code 4 slope limiters
have been implemented:
MinMod Limiter ϕ (r) = max [0,min (|r| , 1)]
van Leer Limiter ϕ (r) =
|r|+r
1+r
SuperBEE Limiter ϕ (r) = max [min (2r, 1) ,min (r, 2)]
van Albada Limiter ϕ (r) = r
2+r
r2+1
After accurate tests the better results have been obtained with van Leer limiter.
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(a) Piecewise Linear Reconstruction without
Slope Limiter
(b) Piecewise Linear Reconstruction with
Slope Limiter
Figure 3.5. Reconstruction Algorithms with and without Slope Limiter
Evolution In the local evolution step the vector of fluxes at the interfaces must
be evaluated. Considering the interface 1+ 1/2, the reconstruction step has pro-
vided the value UR
i+1/2
of the solution reconstruction in the cell i+ 1 at the space
abscissa xi+1/2 and the value U
L
i+1/2
of the solution reconstruction in the cell i at
the space abscissa xi+1/2. These two values constitute a local discontinuity, they
constitute a Riemann Problem. The value of interface Eulerian fluxes Fi+1/2 (t) is
determined by the local evolution of this discontinuity. This means that the local
evolution or the fluxes solver is constituted by the Riemann Problem solver. This
is a key-component of the numerical algorithm; for more details see sections 3.3
on page 36 and appendix B on page 156.
(a) Richard Courant, 1888-1972 (b) Kurt Otto Friedrichs, 1901-
1982
(c) Hans Lewy, 1904-1988
Figure 3.6. Fathers of CFL Condition
Integration Because of the solution of the Riemann Problem is calculated in
order to be constant between time tn (initial time of the Riemann Problem) and
time tn +∆t, the fluxes computed in the evolution step are also constant in this
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time interval; so the equation 3.6 is operative: the approximate solution at the
new time tn+1 = tn + ∆t can be obtained integrating the conservation laws by
means of equations 3.6. This is the integration step.
Figure 3.7. Evaluation of Time
Step ∆t: CFL Condition
All this 3 step must be repeated for each
cell and for the necessary time step.
In order to guarantee the stability of
this numerical algorithm the time step
∆t must be evaluated according to the
CFL (Courant–Friedrichs–Lewy) condition
[Courant et al., 1928]. As it will be clear later,
from the evolution of a Riemann Problem ini-
tial discontinuity 3 waves are originated from
the cell interfaces (figure 3.7). Evaluating the
time step ∆t one must ensure that the waves
originated from one interface don’t reach the
contiguous interfaces, otherwise the interface
fluxes solution is no more constant (into the
assumed ∆t). If λmax is the fastest wave speed originated by the Riemann Prob-
lem, the time step ∆t must satisfy the CFL condition:
∆t 6
∆x
λmax
(3.7)
where ∆x is the space step into the cell considered.
In order to achieve a time accurate solver, that is necessary for an unsteady
phenomenon, the ∆t must be globally evaluated: all the finite volumes must be
integrated with the same ∆t that must be the smallest in the field. Into the MUG
code a very conservative evaluation is adopted: ∆t 6 ∆xminλmax where ∆xmin is
the smallest space step of all cells and λmax is the fastest signal into the all cells.
Because the signals change with time the ∆t is not constant, and so it is better to
use the notation ∆tn.
The extension of the above algorithm to the three dimensional case is easy.
Considering the equations of Euler in 3D orthogonal rectangular coordinates with
multifluids model, applying this numerical model we obtain:
(ρs)
n+1
i,j,k = (ρs)
n
i,j,k −
∆tn
∆xi,j,k
[
(ρsu)
n
i+1/2,j,k − (ρsu)
n
i−1/2,j,k
]
+
− ∆t
n
∆yi,j,k
[
(ρsv)
n
i,j+1/2,k − (ρsv)
n
i,j−1/2,k
]
− ∆t
n
∆zi,j,k
[
(ρsw)
n
i,j,k+1/2 − (ρsw)
n
i,j,k−1/2
]
s = 1..Ns
(ρu)n+1i,j,k = (ρu)
n
i,j,k −
∆tn
∆xi,j,k
[(
ρu2 + p
)n
i+1/2,j,k −
(
ρu2 + p
)n
i−1/2,j,k
]
+
− ∆t
n
∆yi,j,k
[
(ρuv)ni,j+1/2,k − (ρuv)
n
i,j−1/2,k
]
− ∆t
n
∆zi,j,k
[
(ρuw)ni,j,k+1/2 − (ρuw)
n
i,j,k−1/2
]
(ρv)n+1i,j,k = (ρv)
n
i,j,k −
∆tn
∆xi,j,k
[
(ρuv)ni+1/2,j,k − (ρuv)
n
i−1/2,j,k
]
+
− ∆t
n
∆yi,j,k
[(
ρv2 + p
)n
i,j+1/2,k −
(
ρv2 + p
)n
i,j−1/2,k
]
− ∆t
n
∆zi,j,k
[
(ρvw)ni,j,k+1/2 − (ρvw)
n
i,j,k−1/2
]
(ρw)n+1i,j,k = (ρw)
n
i,j,k −
∆tn
∆xi,j,k
[
(ρuw)ni+1/2,j,k − (ρuw)
n
i−1/2,j,k
]
+
− ∆t
n
∆yi,j,k
[
(ρvw)ni,j+1/2,k − (ρvw)
n
i,j−1/2,k
]
− ∆t
n
∆zi,j,k
[(
ρw2 + p
)n
i,j,k+1/2 −
(
ρw2 + p
)n
i,j,k−1/2
]
(ρE)n+1i,j,k = (ρE)
n
i,j,k −
∆tn
∆xi,j,k
[
(ρuH)ni+1/2,j,k − (ρuH)
n
i−1/2,j,k
]
+
− ∆t
n
∆yi,j,k
[
(ρvH)ni,j+1/2,k − (ρvH)
n
i,j−1/2,k
]
− ∆t
n
∆zi,j,k
[
(ρwH)ni,j,k+1/2 − (ρwH)
n
i,j,k−1/2
]
(3.8)
35
3.3 Riemann Problem
For the cylindrical orthogonal coordinates system the extension is straightfor-
ward; one must be careful only in evaluating terms like:
∂ (rFr)
∂r
∣∣∣∣n
i,j,k
∼=
∆tn
∆ri,j,k
[
(rFr)
n
i,j+1/2,k − (rFr)
n
i,j−1/2,k
]
where the r must be evaluated at j± 1/2.
3.3 Riemann Problem
Considering a unidimensional problem governed by the conservative equations:
U (x, t)t + F (U)x = 0 (3.9)
where U (x, t) is the generic vector of the conservative variables (that is a function
of space and time) and F (U) is the corresponding generic vector of the conser-
vative fluxes. Assuming that the following initial conditions are coupled with
system 3.9:
U (x, t = 0) = U0 (x) =
{
UL if x < 0
UR if x > 0
(3.10)
where UL and UR are 2 constant values of conservative variables, the Riemann
Problem can be defined as:
Riemann Problem
Definitiona partial derivative problem coupled with a piecewise constant initial condition
having a single discontinuity.
Finding the solution of Riemann Problem consists to find the time evolution, ac-
cording to the partial derivative laws, of the discontinuity on the initial condi-
tions.
Figure 3.8. Bernhard Rie-
mann, 1826-1866
The Riemann Problem is very useful for the un-
derstanding of hyperbolic partial differential equa-
tion like the Euler equations because all properties
like shocks, rarefaction waves appear as character-
istics in the solution. As well it gives an exact solu-
tion to complicated, non-linear equations like the
Euler equations. In numerical analysis Riemann
problems appear in a natural way in finite volume
methods for the solution of equation of conserva-
tion laws due to the discreteness of the grid. For
that it is widely used in computational fluid dynam-
ics.
The Riemann Problem must be specified for the
Euler’s equations. The Euler’s equations system ad-
mits discontinuous solution such as shocks and con-
tact discontinuity. Thus if the discontinuity on the initial conditions of Riemann
Problem satisfies the jump conditions (Rankine-Hugoniot equations) the solution
of Riemann Problem is trivial and it is the initial conditions themselves. If the
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initial conditions discontinuity doesn’t satisfy the Rankine-Hugoniot equations
the solution is not trivial. It can be demonstrated that the solution exists, it is
single (it depends only by the initial conditions) and, for the Euler’s system, it
produces a set of waves constituted by 2 waves of different “family” and 1 contact
discontinuity. Both 2 waves can be a shock or a rarefaction and, depending on
the initial conditions, the 4 different configurations shown in figure 3.9 can be
realized:
RCR solution 2 rarefaction waves are generated both on the first and the sec-
ond non-linear families; also a contact discontinuity is generated on the
degenerate family.
SCS solution 2 shock waves are generated both on the first and the second non-
linear families; also a contact discontinuity is generated on the degenerate
family.
RCS solution 1 rarefaction wave is generated on the first non-linear family
while 1 shock waves is generated on the second non-linear family; also a
contact discontinuity is generated on the degenerate family.
SCR solution 1 shock wave is generated on the first non-linear family while
1 rarefaction waves is generated on the second non-linear family; also a
contact discontinuity is generated on the degenerate family.
As we can see from figure 3.9 for all of the 4 solutions (RCR, SCS, RCS, SCR)
2 intermediate states (state L* and R*), between the 2 initial states (L and R), are
generated: the intermediate states L* and R* are always separate by a contact dis-
continuity; this fact implies that the 2 intermediate states have the same pressure
and velocity. This condition is used by the Riemann Problem solving algorithms.
In order to simplify the following notes we named the 4 states constituting the
RP solution as state 1 (the initial left state), state 2 (the unknown intermediate left
state), state 3 (the unknown intermediate right state) and state 4 (the initial right
state). To find the solution of a Riemann Problem means to find the primitive
variables (pressure, density and velocity) of the 2 intermediate states or in an
equivalent way to find the type and the intensity of the 3 waves generated by the
initial discontinuity break.
It is possible to find the RP solution in an analytical way; this approach is
basis of the exact Riemann Problem solver algorithm. The first step is to find the
intermediate states 2 and 3 according to the kind and intensity of the 2 non-linear
wave-families. The 3 wave-families are:
1◦ non-linear family: characteristic u− a the wave can be:
1. a centred rarefaction (R).
2. a shock wave (S).
3. a null-strength wave (N).
degenerate family: characteristic u the wave is always a contact discontinu-
ity.
2◦ non-linear family: characteristic u+ a the wave can be:
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(a) RCR Solution (b) SCS Solution
(c) RCS Solution (d) SCR Solution
Figure 3.9. Different Waves Configurations of Riemann Problem Solution for Euler’s
Equations
1. a centred rarefaction (R).
2. a shock wave (S).
3. a null-strength wave (N).
Now we consider all the possible combinations.
Rarefaction on the 1◦ non-linear family
Assuming that the states 1 and 2 are separated by a centred rarefaction (the 1◦
non-linear wave on the u− a characteristic is a rarefaction) we can use the con-
servation of the “second family invariant”2 and the conservation of the entropy
crossing the u− a direction:
a2 + δu2 = a1 + δu1
p2
(a2)
γ
δ
=
p1
(a1)
γ
δ
(3.11)
where δ = γ−12 .
2 For more details on the characteristics theory see [Sabetta, 1999].
38
3.3 Riemann Problem
The system 3.11 is constituted by 2 equations in the 3 unknowns p2, a2 and
u2. The system is incomplete and it cannot be solved. It is useful to draw the
representation of the first-family rarefaction on the plane p-u. We note that the
variation of the p-u curve in 1 is:
dp
du
∣∣∣∣
1
=
dp
da
∣∣∣∣
1
da
du
∣∣∣∣
1
but: p = constant · aγδ ⇔ dpda = constant · γδa
γ
δ−1 and substituting constant =
p · a−γδ we obtain:
dp
da
= pa−
γ
δ · γ
δ
a
γ
δ−1 =
γ
δ
p · aγδ−γδ−1 = γ
δ
· p
a
Finally by the constance of the second-family invariant we have a + δu =
constant⇔ a = constant− δu⇔ da = −δdu⇔ dadu = −δ and so we obtain:
dp
du
∣∣∣∣
1
=
dp
da
∣∣∣∣
1
da
du
∣∣∣∣
1
=
[γ
δ
pa−1 · (−δ)
]
1
= −γ
p1
a1
The derivative of the p-u curve in 1 for the first-family rarefaction is negative.
Now we calculate the limit behaviour of the rarefaction; the rarefaction reaches
its theoretical limit when the pressure in the state 2 becomes null:
u2 lim = lim
p2→0
u1 +
a1
δ
[
1−
(
p2
p1
) δ
γ
]
= u1 +
a1
δ
We can now draw the the representation of the first-family rarefaction on the
plane p-u: figure 3.10 shows an example of this kind of curve.
(a) Plane t-x (b) Plane p-u
Figure 3.10. First-Family Rarefaction Representation
Shock on the 1◦ non-linear family
Assuming that the states 1 and 2 are separated by a shock wave (the 1◦ non-linear
wave on the u− a characteristic is a shock) we can use the jump conditions (the
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Rankine-Hugoniot equations) and the conservation of the total enthalpy crossing
the u− a direction:
p2 = p1
[
1+ 2γγ+1
(
M21 − 1
)]
u2 = u1 −
a1
γ
(
p2
p1
− 1
)(
γ+1
2γ
p2
p1
+ γ−12γ
)− 12 (3.12)
where M1 =
u1−w
a1
= γ+14a1
|u1 − u2| +
[(
γ+1
4a1
)2
(u1 − u2)
2 + 1
] 1
2
is the Mach
number of the shock relative to the state 1 and w is the shock velocity.
With the same passages made above for the rarefaction wave we obtain:
dp
du
∣∣∣∣
1
=
dp
da
∣∣∣∣
1
da
du
∣∣∣∣
1
=
[γ
δ
pa−1 · (−δ)
]
1
= −γ
p1
a1
The derivative of the p-u curve in 1 for the first-family shock is identical to the
rarefaction one. It is possible to verify that also the second derivatives are the
same:
d2p
du2
∣∣∣∣rarefaction
1
=
d2p
du2
∣∣∣∣shock
1
This is not an absurd even if the shock is non-isentropic while the rarefaction
is isentropic. The above equalities are understandable because the entropy varia-
tions depend on the cube of Mach number, [S] =
[(
M2 − 1
)3]
thus from the point
of view of the second derivative a non-isentropic phenomenon is the same of an
isentropic one.
For the limit behaviour of the curve we have:
u2lim = limp2→+∞u1 −
a1
γ
(
p2
p1
− 1
)(
γ+ 1
2γ
p2
p1
+
γ− 1
2γ
)− 12
= −∞
We can now draw the the representation of the first-family shock on the plane
p-u: figure 3.11 shows an example of this kind of curve.
(a) Plane t-x (b) Plane p-u
Figure 3.11. First-Family Shock Representation
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Rarefaction on the 2◦ non-linear family
Assuming that the states 3 and 4 are separated by a centred rarefaction (the 2◦
non-linear wave on the u+a characteristic is a rarefaction) we can use the conser-
vation of the first family invariant and the conservation of the entropy crossing
the u+ a direction:
a3 − δu3 = a4 − δu4
p3
(a3)
γ
δ
=
p4
(a4)
γ
δ
(3.13)
With the same passages made above we obtain:
dp
du
∣∣∣∣
3
= γ
p3
a3
and
u4 lim = lim
p4→∞u3 +
a3
δ
[(
p4
p3
) δ
γ
− 1
]
=∞
The representation of the second-family rarefaction on the plane p-u is shown
in figure 3.12.
(a) Plane t-x (b) Plane p-u
Figure 3.12. Second-Family Rarefaction Representation
We note that for the solution RCR there is the following limit:
a− a1
δ
6 u− u1 6
a+ a1
δ
meaning that fixed the state 1 are admissible only RCR solutions (u,a) that respect
the above condition.
Shock on the 2◦ non-linear family
Assuming that the states 3 and 4 are separated by a shock wave (the 2◦ non-linear
wave on the u+ a characteristic is a shock) we can use the jump conditions (the
Rankine-Hugoniot equations) and the conservation of the total enthalpy crossing
the u+ a direction:
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p4 = p3
[
1+ 2γγ+1
(
M24 − 1
)]
u4 = u3 −
a4
γ
(
p3
p4
− 1
)(
γ+1
2γ
p3
p4
+ γ−12γ
)− 12 (3.14)
where M4 =
w−u4
a4
= γ+14a4
|u3 − u4| +
[(
γ+1
4a4
)2
(u3 − u4)
2 + 1
] 1
2
is the Mach
number of the shock relative to the state 4 and w is the shock velocity.
With the same passages made above we obtain:
dp
du
∣∣∣∣
3
= γ
p3
a3
and
u4lim = limp4→0
u3 −
a3
γ
(
p3
p4
− 1
)(
γ+ 1
2γ
p3
p4
+
γ− 1
2γ
)− 12
= −∞
The representation of the second-family shock on the plane p-u is shown in
figure 3.13.
(a) Plane t-x (b) Plane p-u
Figure 3.13. Second-Family Shock Representation
Contact Discontinuity on the degenerate family
On the degenerate family over the characteristic direction u there is always a
contact discontinuity. Crossing this direction we can write the jump conditions
(Rankine-Hugoniot equations):
[p] = 0 ⇔ p2 = p3
[u] = 0 ⇔ u2 = u3 (3.15)
Obviously the contact discontinuity cannot be represented on the p-u plane.
Analytical Solution of the Riemann Problem
Now we can find the analytical solution of the Riemann Problem. Using the
equations 3.11, 3.12, 3.13, 3.14 and 3.15 we can link the 4 states for every kind
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of solution. This analytical link is equivalent to draw the p-u representation of
the RP solution. This solving technique can be summarized as following: first
of all we draw the the state 1 in the plane p-u (drawing the point p1,u1); from
this point we draw the RCN, SCN, NCR and NCS curves; drawing these 4 curves
we have subdivided the plane p-u in 4 regions: SCS, SCR, RCR and RCS regions;
now drawing the state 4 (drawing the point p4,u4) we can find the kind of the
RP solution (figure 3.14).
Figure 3.14. Graphic Analytical Solution of the Riemann Problem
According to the value of states 1 and 4 the RP solution on the plane p-u is
easily found. Besides to the above graphic method, we can use the Rankine-
Hugoniot equations crossing the shock and contact discontinuity waves and the
isentropic relations crossing the rarefaction waves in order to obtain (once the
kind of the solution has been determined according to some criterion) a single
equation which have only one unknown that is either pressure or velocity of the
intermediate states 2 and 3. Skipping the algebraic passages if we consider the
pressure of intermediate states 2 and 3 as our unknown we obtain the following
non linear equation:
f (p,U1,U4) = f1 (p,U1) + f4 (p,U4) + u4 − u1 = 0 (3.16)
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where
fk (p,Uk) =


(p− pk)
√
Ak
p+Bk
if p > pk (shock)
2ak
(γ−1)
[(
p
pk
)γ−1
2γ
− 1
]
if p 6 pk (rarefaction)
Ak =
2
(γ+1)ρk
Bk =
(γ−1)
(γ+1)
pk
for k = 1, 4
Once we have found the value of p that nullifies the equation 3.16 we have
found the RP solution; however the equation 3.16 is not directly solvable: first
of all we need to know the kind of RP solution in order to use the correct jump
conditions in 3.16; second even if we know “a priori” the kind of RP solution (if
it is SCS, SCR, RCR or RCS) due to its strong non-linearity it is not possible to
directly find an analytical solution of the 3.16. As a matter of fact the equation
3.16 can be solved only numerically with an iterative method: the equation 3.16
(and its equivalent based on the velocity of the intermediate states 2 and 3) is the
basis of the exact Riemann Problem solver algorithms that use iterative numerical
methods to find the zeros of this equation.
More details on the numerical methods to solve Riemann Problem is in ap-
pendix B on page 156.
3.4 Boundary Conditions
The interface fluxes must be evaluated by considering the variables in the contigu-
ous cells that overlook the interface. As a consequence, the interface fluxes at the
boundaries of the physical domain cannot be computed and thus some boundary
conditions must be employed.
Figure 3.15. Supersonic Outflow
A “shell” of ghost cells is used to impose
the boundary conditions. These ghost
cells surround the physical domain, thus
permitting the evolution of the boundary
fluxes. The variables in the ghost cells are
assigned depending on the boundary con-
dition (wall, inflow/outflow, . . . ); then a
Riemann Problem at the boundary inter-
face with the ghost cell is considered.
Supersonic Outflow
In the case of supersonic outflow u > a
the three waves λ1 = u − a, λ2 = u and
λ3 = u+a are directed toward the outside
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of the domain (see figure 3.15). For that reason the solution at the interface is
directly given by the known inside solution.
Uinterface =

ρ
ρu
ρv
ρw
ρE

interface
= Uinside =

ρ
ρu
ρv
ρw
ρE

inside
(3.17)
This is also true for a sonic outflow.
Subsonic Outflow
Figure 3.16. Subsonic Outflow
In the case of subsonic outflow u < a two
waves λ2 = u and λ3 = u + a are di-
rected toward the outside of the domain
while the third λ1 = u− a inside (see fig-
ure 3.16). This means that only two condi-
tions can be imposed by the inside, known
field while one condition must come from
outside. In the present research this kind
of boundary conditions has not been used.
The only simulations that need a subsonic
outflow are those of the impulsive jet tran-
sients (see section 4.1 on page 53); in these
simulations it has been possible to avoid
the implementation of a subsonic outflow
placing the boundaries far away the jets thus no reflected waves alter the jet itself.
Reflective Boundary
Using an Eulerian model the solid walls and the symmetry boundaries are, as a
matter of fact, a reflective interface. The reflection is achieved using the ghost cell
technique in order to create an artificial Riemann Problem the solution of which
is a reflection. The ghost cell construction is straightforward:
Wghost =

ρ
p
Vnormal
V1◦parallel
V2◦parallel

ghost
=

ρ
p
−Vnormal
V1◦parallel
V2◦parallel

inside
(3.18)
where Vnormal is the velocity component normal to the boundary, V1◦parallel
and V2◦parallel are the other 2 velocity components parallel to the boundary.
The ghost is equivalent to the inside cell except the sign of normal velocity that
is the opposite.
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Non-Reflective Boundary
A non reflective boundary is an interface that does not reflect any waves impact-
ing impacting on it. This boundary conditions are implemented with a ghost cell
identical to the inside cell so the artificial Riemann Problem gives null fluxes:
Wghost = Winside (3.19)
Periodic Boundary
By assuming the presence of a periodicity the computation domain is folded on
itself and no boundary conditions are actually required. In the finite volumes
scheme used this type of boundary is realized making an artificial Riemann Prob-
lem between the first cell (or shell of cells) in the domain and the last:
Fperiodic = F (U1,UN)
where U1 and UN are the extreme cell conservative variables. This kind of bound-
ary is used for the SRM simulations: SRM often a periodicity along the circum-
ferential direction.
Igniter Jet Inflow
For the SRM ignition transient simulation the igniter jet boundary conditions
play a fundamental rule. The accuracy of the simulation and the validity of the
prediction obtained are strongly driven by the accuracy of the igniter jet boundary
conditions.
In order to impose the correct boundary conditions the experimental tests are
necessary; thank to AVIO Group S.p.A. and in particular thanks to the Colleferro
Factory we have obtained all the required experimental data. The AVIO industry
has made many static firing tests from which it has been possible to obtain a lot
of igniters experimental data.
Figure 3.17. Typical Igniter Configu-
ration
The SRMs studied in this research are
characterized by a high energy pyrogen ig-
niter. The typical igniter has both radial
and axial nozzles (see figure 3.17). The
behaviour of ignition transient is strongly
driven by the igniter nozzles configuration;
in particular the the ratio between radial
and axial mass flow rate is a fundamental
parameter by which it is possible to distin-
guish 2 extremes of the same igniter fam-
ily: the “pure radial” igniter, like the ig-
niter of Zefiro 16, and the “pure axial” ig-
niter, like the igniter of some military rock-
ets. Among the Zefiro igniter family Zefiro
16 has only radial igniter nozzles, while
Zefiro 9, Zefiro 23 and P80 has both axial and radial nozzle. Among the latter the
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ratio between radial and axial mass flow rate differing from 78%radial-22%axial
for Zefiro 9 to 52%radial-48%axial for P80. This variation into the igniter nozzles
configurations can imply different ignition transient.
It is important to point out that because of the technological production of
the Zefiro family igniters, the igniter nozzles are always simple convergent (a
consequence of the filament winding production): this means that the nozzles
can work only in the subsonic or sonic regime, but not in the supersonic one.
As a matter of fact the igniter nozzles are “chocked” (sonic) for the most part
of the ignition transient because the subsonic conditions are almost immediately
lost. Thus, during the most part of ignition transient, the igniter jets are strongly
underexpanded: the jets endure a strong rarefaction into the combustion chamber
generating complex shock waves interaction.
In order to characterized the igniter jet we need to know its mass flow rate in
all its components, that means density, speed and direction of the jet; we also
need to know the energy of jet. AVIO gives us the following experimental data
for each igniter nozzle:
•
m (t) = ρ (t) · V (t) = fm (t)
T0 (t) = fT (t)
(3.20)
where
•
m (t) is the time-dependent value of the jet mass flow rate per unit area
and T0 (t) is the time-dependent value of the jet total temperature. Note that
the value of the density and of the velocity are not known separately: only their
product fm (t) is known from the experimental data.
To impose the boundary conditions for the finite volumes scheme it is needed
to express the experimental data in terms of conservative fluxes. Consider the
figure 3.18a; known the mass flow rate per unit area, the total temperature and
the pressure into the combustion chamber, the problem is to find the conservative
fluxes at the boundary interface. Note that in this ideal problem the mass flow
rate is characterized by only its intensity without any information about its direc-
tion. The solving algorithm is different according to the acoustic regime of the
boundary interface: for the subsonic case the Mach number must be determined.
(a) Igniter Boundary Interface (b) Fluxes Decomposition
Figure 3.18. Igniter Nozzles Scheme
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Subsonic State In the subsonic case the Mach number at boundary interface
is unknown and it must be determined while the static pressure is equal to the
combustion chamber pressure, p = pc, because the igniter nozzles are “adapted”.
In order to determine the Mach number consider the 2 following definitions of
total pressure:
p0,c = pc
(
1+ δM2
) γ
γ−1
p0,m =
•
m
√
T0
(1+δM2)
γ+1
2(γ−1)
M
√
γ
R
(3.21)
where p0,c is the total pressure based on pressure inside the field (inside the first
cell contiguous to the boundary interface) and p0,m is the total pressure based on
the igniter jet mass flow rate. In the subsonic case these two expression of total
pressure are equivalent and so it is possible to find the Mach number by means
of this system of equations. With some algebra it is possible to obtain:
•
m
√
T0
(1+δM2)
γ+1
2(γ−1)
M
√
γ
R
= pc
(
1+ δM2
) γ
γ−1
⇓
M
(
1+ δM2
) γ
γ−1
(
1+ δM2
)− γ+1
2(γ−1) =
•
m
√
T0
pc
√
γ
R
⇓
M
√
1+ δM2 =
•
m
√
T0
pc
√
γ
R
where the right-hand-side is known for each time t. Solving this bi-quadratic
equation the Mach number is obtained:
M =
√√√√√√−1+
√
1+ 4δ
(
•
m
pc
√
RT0
γ
)2
2δ
(3.22)
Once the Mach number is known the total pressure at boundary interface is
known by one of the equations 3.21. Once the total pressure is known it is possi-
ble to calculate all primitive variables at boundary interface:
T = T0
(
p
p0
)γ−1
γ
ρ = pRT
a =
√
γp
ρ
V = M · a
(3.23)
Remember that the static pressure is equal to the combustion chamber pressure
because the igniter nozzles are adapted. Note that only the velocity intensity has
been calculated; the velocity direction must still be imposed.
Sonic State In the sonic case the Mach number at boundary interface is 1 and
so the total pressure is directly obtained from the equation:
p0,m =
•
m
√
T0
(
1+ δM2
) γ+1
2(γ−1)
M
√
γ
R
=
•
m
√
RT0
γ
(1+ δ)
γ+1
2(γ−1) (3.24)
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Once the total pressure is known it is possible to calculate all primitive variables
at boundary interface:
p = p0
(
2
γ+1
) γ
γ−1
T = T0
2
γ+1
ρ = pRT
V = a =
√
γp
ρ
(3.25)
Once the conservative variables at the boundary interface of each nozzle are
known it is possible to calculate the conservative fluxes. In order to calculate the
fluxes it is necessary to know the direction of the nozzle jet. For the axial nozzles
the direction is longitudinal and so the velocity components are immediately
known:
u = V
v = 0
w = 0
For the radial nozzles it is necessary to take into account the surface approxi-
mation due to the Cartesian mesh (see figure 3.18b): the radial nozzles have a
boundary interface that is not aligned with a coordinates direction (despite of the
axial nozzles that are parallel to the radial direction) and so the tilted surface (vio-
let into the figure 3.18b) is approximated by 2 surfaces normal to the longitudinal
direction (green into the figure 3.18b) and to the radial direction (red into the fig-
ure 3.18b). The conservative variables found by the above algorithm are applied
at the tilted surface so it is necessary to project them over the coordinate surfaces.
The projection is made in order that the fluxes going out from the tilted surface
exactely match the sum of the fluxes going out from the coordinate surfaces.
3.5 LES Implementation
Consider, for simplicity, the Euler’s laws in orthogonal rectangular coordinates
systemwith LES model and without multifluids models (see section 2.5 on page 24):
∂ρ
∂t +
∂
∂x (ρu) +
∂
∂y (ρv) +
∂
∂z (ρw) = 0
∂(ρu)
∂t +
∂
∂x
(
ρu2 + p
)
+ ∂∂y (ρuv) +
∂
∂z (ρuw) =
∂
∂y (τxy) +
∂
∂z (τxz)
∂(ρv)
∂t +
∂
∂x (ρuv) +
∂
∂y
(
ρv2 + p
)
+ ∂∂z (ρvw) =
∂
∂x (τxy) +
∂
∂z (τyz)
∂(ρw)
∂t +
∂
∂x (ρuw) +
∂
∂y (ρvw) +
∂
∂z
(
ρw2 + p
)
= ∂∂x (τxz) +
∂
∂y (τyz)
∂(ρE)
∂t +
∂
∂x (ρuH) +
∂
∂y (ρvH) +
∂
∂z (ρwH) = 0
that can be written in the following compact form:
∂U
∂t
+
∂Fx
∂x
+
∂Fy
∂y
+
∂Fz
∂z
=
∂FTx
∂x
+
∂FTy
∂y
+
∂FTz
∂z
(3.26)
where U is the conservative variables, Fx, Fy and Fz are the Eulerian fluxes and
FTx , F
T
y and F
T
z are the LES turbulent fluxes calculated as following:
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FTx =

0
0
τxy
τxz
0
 FTy =

0
τxy
0
τyz
0
 FTz =

0
τxz
τyz
0
0
 (3.27)
and
τij = ρ (CS∆)
2 1
2
√
2
[(
∂u
∂y +
∂v
∂x
)2
+
(
∂u
∂z +
∂w
∂x
)2
+
(
∂v
∂z +
∂w
∂y
)2]
·
·
 0
∂u
∂y +
∂v
∂x
∂u
∂z +
∂w
∂x
∂v
∂x +
∂u
∂y 0
∂v
∂z +
∂w
∂y
∂w
∂x +
∂u
∂z
∂v
∂z +
∂w
∂y 0
 (3.28)
Figure 3.19. Numerical Domain
into the Plane x-y
The Euler terms and turbulent LES ones can
be dialed separately; the Euler’s terms are
calculated by the Riemann Problem solver as
shown in the above sections. For the turbu-
lent terms it is necessary to calculate deriva-
tives like the following:
xi+1/2∫
xi−1/2
∂FTx
∂x
∼=
1
∆xi
[(
FTx
)
i+1/2
−
(
FTx
)
i−1/2
]
and so it is necessary to evaluate the fluxes FTx
at the interfaces i+ 1/2 and i− 1/2. But, from
the equation 3.28, this means that it necessary to evaluate at the interfaces i+ 1/2
and i− 1/2 derivatives like the following:
∂u
∂y
∣∣∣
interface
∂u
∂z
∣∣
interface
∂v
∂x
∣∣
interface
∂v
∂z
∣∣
interface
∂w
∂x
∣∣
interface
∂w
∂y
∣∣∣
interface
These derivatives must be evaluated numerically. In order to simplify the follow-
ing notation consider a scalar function f = f (t, x,y, z) and its partial derivatives
calculated at the interface xi+1/2:
∂f
∂x
∣∣
i+1/2,j,k
∂f
∂y
∣∣∣
i+1/2,j,k
∂f
∂z
∣∣
i+1/2,j,k (3.29)
To be consistent with numerical scheme adopted for the Eulerian part of the
model these derivatives must be evaluated with second order accuracy in space.
This is achieved by a second order central finite difference. Consider the figure
3.19 where it is reported a detail of the numerical domain into the plane x-y. The
values of f into the cell centers are known and the values of f at the interface can
be evaluated by an opportune interpolation.
The derivative along the x axis is immediate:
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∂f
∂x
∣∣∣∣
i+1/2,j,k
∼=
fi+1,j,k − fi,j,k
(∆xi+1 +∆xi) /2
(3.30)
where the values fi+1,j,k and fi,j,k are known. The derivatives along the y and
z axis are more complex because the values of f at interfaces are not directly
known. Different interpolations are available. In the MUG code the following
interpolation is adopted. Consider the derivative along the y axis; first of all the
interpolation of f in i+ 1/2,j− 1 and i+ 1/2,j+ 1 are made:
fi+1/2,j−1,k
∼=
∆xi+1fi,j−1,k+∆xifi+1,j−1,k
∆xi+1+∆xi
fi+1/2,j+1,k
∼=
∆xi+1fi,j+1,k+∆xifi+1,j+1,k
∆xi+1+∆xi
(3.31)
The derivative along the y axis is:
∂f
∂y
∣∣∣
i+1/2,j,k
∼=
fi+1/2,j+1,k−fi+1/2,j−1,k
∆yj−1/2+∆yj+∆yj+1/2
=
=
∆xi+1(fi,j+1,k−fi,j−1,k)+∆xi(fi+1,j+1,k−fi+1,j−1,k)
(∆yj−1/2+∆yj+∆yj+1/2)(∆xi+1+∆xi)
(3.32)
With the same interpolation for the derivative along z axis into the x-z plane,
the derivatives 3.29 are evaluated as following:
Derivatives
Evaluation at
i+ 1/2 Interface
∂f
∂x
∣∣
i+1/2,j,k
∼=
fi+1,j,k−fi,j,k
(∆xi+1+∆xi)/2
∂f
∂y
∣∣∣
i+1/2,j,k
∼=
∆xi+1(fi,j+1,k−fi,j−1,k)+∆xi(fi+1,j+1,k−fi+1,j−1,k)
(∆yj−1/2+∆yj+∆yj+1/2)(∆xi+1+∆xi)
∂f
∂z
∣∣
i+1/2,j,k
∼=
∆xi+1(fi,j,k+1−fi,j,k−1)+∆xi(fi+1,j,k+1−fi+1,j,k−1)
(∆zk−1/2+∆zk+∆zk+1/2)(∆xi+1+∆xi)
(3.33)
By the indexes permutation it is possible to write the derivatives evaluation at also
the interfaces j+ 1/2 and k+ 1/2; for the j+ 1/2 interface the evaluation is:
Derivatives
Evaluation at
j+ 1/2 Interface∂f
∂x
∣∣
i,j+1/2,k
∼=
∆yj+1(fi+1,j,k−fi−1,j,k)+∆yj(fi+1,j+1,k−fi−1,j+1,k)
(∆xi−1/2+∆xi+∆xi+1/2)(∆yj+1+∆yj)
∂f
∂y
∣∣∣
i,j+1/2,k
∼=
fi,j+1,k−fi,j,k
(∆yj+1+∆yj)/2
∂f
∂z
∣∣
i,j+1/2,k
∼=
∆yj+1(fi,j,k+1−fi,j,k−1)+∆yj(fi,j+1,k+1−fi,j+1,k−1)
(∆zk−1/2+∆zk+∆zk+1/2)(∆yj+1+∆yj)
(3.34)
For the k+ 1/2 interface the evaluation is:
Derivatives
Evaluation at
k+ 1/2 Interface∂f
∂x
∣∣
i,j,k+1/2
∼=
∆zk+1(fi+1,j,k−fi−1,j,k)+∆zk(fi+1,j,k+1−fi−1,j,k+1)
(∆xi−1/2+∆xi+∆xi+1/2)(∆zk+1+∆zk)
∂f
∂y
∣∣∣
i,j,k+1/2
∼=
∆zk+1(fi,j+1,k−fi,j−1,k)+∆zk(fi,j+1,k+1−fi,j−1,k+1)
(∆yj−1/2+∆yj+∆yj+1/2)(∆zk+1+∆zk)
∂f
∂z
∣∣
i,j,k+1/2
∼=
fi,j,k+1−fi,j,k
(∆zk+1+∆zk)/2
(3.35)
Using the algorithms 3.33, 3.34 and 3.35 it is possible to evaluate the turbulent
LES fluxes with the 2◦ order of space accuracy.
51
Part II
Research Results
4
Validation
Good judgment comes from
experience,
experience comes from bad
judgment.
Mark Twain, 1835-1910
No amount of experimentation can
ever prove me right; a single
experiment can prove me wrong.
Albert Einstein, 1879-1955
The validation is a fundamental phase for the development of a numericalcode. In this chapter the numerical simulation of an impulsive jet (section
4.1) are presented and a comparison with respect the open literature results. The
impulsive jet simulations are used to validate the MUG code and to investigate
the real grid convergence order; it is important to point out that the real validation
test for the MUG code is the results of the SRM ignition transient compared to
the experimental data: in chapter 5 on page 78 section 5.1 on page 79 the Zefiro
16 numerical results of MUG are compared to the experimental data.
4.1 Impulsive Jet Transient Simulations
In open literature there are experimental [Lacerda, N.L., 1986] and numerical
[Radulescu, M.I. and Law, C.K., 2007] investigations over the Impulsive Jets phe-
nomena. It is possible to define an impulsive jet as:
Impulsive Jet
an highly unsteady under-expanded jet that suddenly discharges into a lower-
pressure gas through a nozzle [Radulescu, M.I. and Law, C.K., 2007].
This kind of gasdynamic phenomena are common in a number of different
fields (e.g. start up of hypersonic nozzles, drilling of high pressure reservoirs,
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astrophysical extra-galactic jets, . . . ). In particular it is possible to recognize the
SRM igniter jets as impulsive jets. The igniter jets are commonly under-expanded
jets flowing through simple convergent nozzles that suddenly discharge into the
combustion chamber that constitutes a confined lower-pressure ambient. During
the study of SRM ignition transient some simulations have been shown that the
igniter’s axial jet, if present, has a confined jet core with very small spreading into
the cross section (see chapter 5 on page 78); it is possible that the model adopted,
inviscid model, let to a too low mixing phenomena of the axial jet. Thus the study
of impulsive jet transient is fundamental to understand the effect of the axial jet
into the SRM ignition transient and the accuracy of the MUG code simulating
this kind of jet.
(a) Unsteady Impulsive Jet Configuration
(b) Steady Jet Configuration
Figure 4.1. Steady and Unsteady Impulsive Jets
Supersonic impulsive jet is strongly unsteady and differs from the steady jet
that develop later by the presence of a more complex shocks configuration (bow
shock, lead-jet interface, barrel shocks, shocklets and vortex rings, figure 4.1).
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Under the steady conditions an under-expanded jet has a system of normal (Mach
disks) and oblique (barrel shocks) waves for growing its pressure to the ambient
value; for low pressure ratios the “cell” formed by the Mach disk and by the barrel
shocks is repetitive and forms the well-known diamond-cell structure (figure 4.2).
Figure 4.2. Mach Diamonds Developing
The impulsive transient is more complex to understand than the steady con-
ditions. The head of the impulsive jet constitutes the portion of the flow that
is inherently unsteady: the time dependent behaviour of the impulsive jet head
generates acoustic waves that propagate into the lower-pressure ambient gas. The
first wave is the bow shock formed by the sudden flux of the jet into the gas am-
bient; the strength of the bow shock decreases as it propagates away from the
source. As a matter of fact the jet interface constitutes an unsteady surface: vor-
tex rings and multidimensional waves are formed and a large set of different scale
phenomena are generated.
The simulations of the impulsive jet transient of an high under-expanded jet
have been made in order to validate the MUG code and to evaluate the real
convergence order of the code.
4.1.1 Simulations Setup
The figure 4.3 shows the setup of the impulsive jet transient simulations. The high
pressure reservoir gas discharges into the lower pressure ambient gas through a
circular orifice. The 2 gas are separated by a diaphragm until t = 0: at time t = 0
the diaphragm and the discontinuity of the initial conditions break down.
The simulations have a symmetry axis: only the top-half domain has been sim-
ulated. The high-pressure reservoir is placed on the left-side of the domain while
the lower-pressure gas region is on the right-side. The phenomenon studied has
a characteristic scale that is the Radius of the orifice that constitutes the nozzle:
the gasdynamic structures scale with the orifice radius value and so the domain
has been parametrized with this value. The domain simulated is wide 256R and
high 192R; the reservoir is high as the domain and it is wide 32R. Although the
main parameter is the radius value also the thickness of the wall of the reservoir
plays a fundamental rule, as pointed out in [Radulescu, M.I. and Law, C.K., 2007]:
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Figure 4.3. Impulsive Jet Transient Simulations Setup
Space Steps ∆x,∆y Number of
cells along x
axisNx
Number of
cells along y
axisNy
Number of cells into the
xy planeNx ·Ny
1◦ ∆x = ∆y = R Nx = 256 Ny = 192 Nx ·Ny = 49152
2◦ ∆x = ∆y = R2 Nx = 512 Ny = 384 Nx ·Ny = 196608
3◦ ∆x = ∆y = R4 Nx = 1024 Ny = 768 Nx ·Ny = 786432
4◦ ∆x = ∆y = R8 Nx = 2048 Ny = 1536 Nx ·Ny = 3145728
5◦ ∆x = ∆y = R16 Nx = 4096 Ny = 3072
Nx ·Ny = 12582912
Table 4.1. Impulsive Jet Transient Mesh Refinements Details
the following simulations have investigated also this aspect: for a set of simula-
tions it has been assumed that the wall thickness is always wide as 1 space step
thickness = ∆x = ∆y so the wall thickness changes with the mesh refinement in
order to study the effects of thickness changing; a second set of simulations have
been done with the wall thickness set to R for all mesh refinements in order to
make the grid convergence analysis.
The simulations are cylindrical: the domain is a slice into the plane xy. For all
mesh refinements the cell aspect ratio has been assumed equal to 1 into the plane
xy: ∆x = ∆y. For all set of simulations 5 mesh refinements have been considered;
the table 4.1 reports the details of all mesh refinements. In order to limit the
computational cost of the 5◦ mesh refinement only a half of the domain has been
simulated with this resolution so the number of cells used is equal to the 4◦ mesh
refinement. As a matter of fact the high resolution of the 5◦ mesh refinement is
used only to capture the very small scale phenomena that happen immediately
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High-Pressure Reservoir
Gas
Lower-Pressure Ambient
Gas
Pressure [Pa] 33700000.0 100000.0
Density [ kg
m3
] 23.2 1.0
Specific Heat at constant pressure
cp[
J
kg·K ]
1036.0 1036.0
Specific Heat at constant volume
cv[
J
kg·K ]
740.0 740.0
Table 4.2. Impulsive Jet Transient Initial Conditions
after the rupture of the initial discontinuity between the high pressure gas and
the lower pressure one.
The initial conditions are reported in table 4.2. The pressure ratio is 337 and
the density ratio is 23.2, the same values that can be found in [Radulescu, M.I.
and Law, C.K., 2007]. Both the high and low pressure gas are nitrogen (specific
heats ratio γ =
cp
cv
= 1.4 and gas constant R = cp − cv = 296). The simulations
consist in solving the impulsive jet discharging into the lower-pressure gas am-
bient; the aim is to study the jet formation and propagation during the reservoir
emptying. At the rupture of the initial discontinuity the high value of pressure
ratio generates a strong under-expanded jet that discharges into the gas ambi-
ent: the dimension of the jet core and the dynamic (and instability) of the jet
surface are investigated. The top and right boundaries on plane xy are assumed
enough far away from the orifice to not perturb the impulsive jet transient; the
non-reflective boundary conditions (see 3.4 on page 44) have been imposed at
these boundaries. Along the x axis symmetric boundary conditions have been
imposed. Reflective boundary conditions have been imposed at all the reservoir
walls. At the azimuthal boundaries periodic conditions are imposed.
4.1.2 Impulsive Jet Transient Analysis
In this subsection a detailed analysis of the impulsive jet transient is presented. A
comparison between the five levels of grid refinement is also shown. The results
analyzed are cylindrical.
Grid Refinement Effects
The figure 4.4 shows the startup of the impulsive jet as captured by the first 4
grid refinements. In particular the figure presents the density gradient fields1 at
the time t = 0.029s; the domain considered is [0− 65R] for the longitudinal axis
and [0− 40R] for the radial one. The left part of the domain, from 0 to 32R on
longitudinal axis, is the internal volume of the high pressure reservoir; the remain
part of the domain, from 32R to 65R on longitudinal axis, is the free ambient. In
order to emphasize the details of the visualizations it has been used a gray-scale
1 The density gradient field is calculated as
∣∣∣∣−→∇ ρ∣∣∣∣ =
√(
∂ρ
∂x
)2
+
(
∂ρ
∂y
)2
+
(
∂ρ
∂z
)2
that is very similar
to the experimental Schlieren photography.
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colormap: the lighter tones indicate small density variations while the darker
tones emphasize the density discontinuities. The colormap scale is the same
for all the 4 visualizations in order to make easy the comparison. Considering
only the jet formation into the free ambient it is evident the grid refinement
effects; the coarse grid has resolved not even the larger scale phenomena: the
barrel shock, the Mach disk and the bow shock are severely smeared while the
unsteady vortex rings and “shocklets” close to the jet interface are not captured.
The coarse grid is not resolved enough. Instead the 3rd and 4th grid refinements
are resolved enough. Their density gradient visualizations show that the larger
scale phenomena and some smaller scale ones are well captured. The bow shock,
the barrel, the Mach disk and the vortex rings are refined with good details and
the numerical smearing is negligible.
(a) 1◦ (Coarse) Grid: ∆x = ∆y = R (b) 2◦ Grid: ∆x = ∆y = R2
(c) 3◦ Grid: ∆x = ∆y = R4 (d) 4
◦ Grid: ∆x = ∆y = R8
Figure 4.4. Density Gradient Fields at time t = 0.029s as Captured by the First 4 Grid
Refinements
The vorticity magnitude fields2 (figure 4.5) confirm the above consideration on
the resolution effects: the coarse grid is not resolved enough to capture neither
the main scale phenomena, the vorticity field is smeared.
The Mach number fields comparison (figure 4.6) shows that the non-resolved
grids (1st and 2nd) not only fail to capture the smaller scale phenomena but they
strongly alter the main ones. As an example the triple point constituted by the
barrel shock, the Mach disk and the shocklet shows very different behaviour into
the 4 grids. The numerical solution is sensitive to the grid spacing: the sources of
errors are many (there is not only the troncation one) and the non-linear character
2 The vorticity magnitude field is calculated as
∣∣∣−→ω ∣∣∣ = 1
2
∣∣∣∣−→∇ ×−→V ∣∣∣∣ = 12
√(
∂w
∂y
−
∂v
∂z
)2
+
(
∂u
∂z
−
∂w
∂x
)2
+
(
∂v
∂x
−
∂u
∂y
)2
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(a) 1◦ (Coarse) Grid: ∆x = ∆y = R (b) 2◦ Grid: ∆x = ∆y = R2
(c) 3◦ Grid: ∆x = ∆y = R4 (d) 4
◦ Grid: ∆x = ∆y = R8
Figure 4.5. Vorticity Magnitude Fields at time t = 0.029s as Captured by the First 4
Grid Refinements
of the equations introduces coupled effects on the grid resolution sensitiveness.
Only when the grid convergence is achieved (see subsection 4.1.4 on page 73) the
grid spacing sensitiveness vanishes.
As a consequence for the analysis of the impulsive jet transient only the best
refined grid is taken into account. This choice ensures a more confidence on the
flow fields obtained.
5◦ Grid, ∆x = ∆y = R16 : Impulsive Jet Transient Analysis
The figures 4.7 and 4.8 show the time sequence (4 snapshots) of pressure, Mach
number, density and density gradient (respectively) from the time t = 0.0477s to
t = 0.1367s of the impulsive jet formation. The domain considered is from 32R
to 128R (the reservoir is not considered) for the longitudinal axis and is from 0 to
62R in the radial one.
The figures 4.7 a,c,e and g show the pressure field time sequence. The high
pressure value (337 times the ambient value) of the reservoir needs to be reduced
to ambient value: the reservoir gas endures a strong supersonic rarefaction but be-
cause there is no divergent nozzle (the orifice has an equivalent expander-angle of
90◦) the expansion is too strong and the gas achieves a pressure value lower than
the ambient one. The jet is under-expanded and so it needs to be re-compressed
to the ambient value: a complex shocks structure is generated; barrel shock and
Mach disk re-compress the underexpanded gas; the supersonic jet generates com-
pression waves the coalescence of which make up the bow shock. Into the pres-
sure fields these structures are recognizable.
59
4.1 Impulsive Jet Transient Simulations
(a) 1◦ (Coarse) Grid: ∆x = ∆y = R (b) 2◦ Grid: ∆x = ∆y = R2
(c) 3◦ Grid: ∆x = ∆y = R4 (d) 4
◦ Grid: ∆x = ∆y = R8
Figure 4.6. Mach Number Fields at time t = 0.029s as Captured by the First 4 Grid
Refinements
The figures 4.8 a,c,e and g show the density time sequence. The density is an
“intensive” property of the gas on the contrary of the pressure that is “extensive”;
this means that the density is transported with the gas speed while the pressure
waves travel with the non-linear characteristics −→u ± a that depends on the speed
of sound. Therefore the analysis of density fields points out the jet shape: the low
density contours belong to the under-expanded jet while the ambient gas has an
higher value (obviously the high pressure reservoir gas has the biggest value of
density, 23 times the ambient value).
It is evident that the bow shock comes before the jet front: the gas particles
are moved before the jet front by the passage of the bow shock. The gas between
the bow shock and the jet front is the ambient gas moving after the passage of
the bow shock. The jet boundaries constitute a contact discontinuity, a material
surface that separates the underexpanded gas from the ambient one.
The Mach number fields (figures 4.7 b,d,f and h) show that the jet is highly
supersonic (a Mach number higher than 5 is considered hypersonic). The expan-
sion is very strong and as consequence the shocks are also very intense. The flow
before and after the bow shock is subsonic: only the ambient gas that is still on
the right of the bow shock (the rest gas) has a supersonic relative Mach number
with respect the bow shock reference system.
The sequence shown in figures 4.8 b,d,f and h represents the density gradient
time sequence. The shocks and discontinuities are even more evident than in the
above sequences. The darker is the contour lines the higher is the gradient of
density in the fields. The bow shock is clearly recognizable. Also the Mach disk,
the barrel shock and the shocklet of the triple point are clearly pointed out. The
contact discontinuities that constitute the jet frontier is less sharp than the shocks.
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(a) Time t = 0.0477s (b) Time t = 0.0477s
(c) Time t = 0.0833s (d) Time t = 0.0833s
(e) Time t = 0.1011s (f) Time t = 0.1011s
(g) Time t = 0.1189s (h) Time t = 0.1189s
Figure 4.7. Pressure Gradient Time Sequence
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(a) Time t = 0.0477s (b) Time t = 0.0477s
(c) Time t = 0.0833s (d) Time t = 0.0833s
(e) Time t = 0.1011s (f) Time t = 0.1011s
(g) Time t = 0.1189s (h) Time t = 0.1189s
Figure 4.8. Density Gradient Time Sequence
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Because of the unsteady character of the phenomena involved and the instabil-
ity of the jet in order to recognize clearly the main gasdynamic structures of this
impulsive jet it is useful to considerate a time at which the impulsive jet is almost
developed but the subscale unstable phenomena are not still evident. Thus the
figure 4.9 shows the pressure and the density gradient fields detail of the im-
pulsive jet at the time t = 0.029s of the most refined-grid solution (the domain
considered is [32R, 65R] for the longitudinal axis and [0R, 35R] for the radial one).
Over the pressure field it has been reported the sonic line (white line) calculated
by means of the absolute Mach number.
Figure 4.9. Description of the Main Gasdynamic Structures of the Impulsive Jet
All the main gasdynamic structures has been resolved. The barrel shock and
the Mach disk are quite sharp and also the bow shock has good resolution. The
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jet interface is more dissipated but the resolution is enough to capture lower
scale phenomena like the shocklets close to the triple point region. This region is
particularly complex: there is a wide recirculating region that interacts with the
triple point shocks.
It is interesting to note the effect of the absence of a divergent nozzle for the
orifice. The gas flowing from the high pressure reservoir crossing the orifice sud-
denly expands over a 90◦ angle. The figure 4.10 shows the stream traces plotted
over the density gradient field. It is evident that the upper stream trace starting
from the orifice has a turn angle of about 90◦. The uncontrolled expansion-angle
is the reason of the strong underexpanded behaviour of the jet.
Figure 4.10. Stream Traces over Density Gradient Field
The stream traces also emphasize the recirculating bubble close to the triple
point.
All the above sequences emphasize the transient nature of the jet formation; the
jet shape is clearly unstable. Small scale structures are generated interacting in
a non-linear way with the higher scale one. Because the model adopted is ideal
the transfort mechanisms of the flow instabilities of the small scales relies only on
the numerical diffusion that means the presence of the resolution sensitiveness.
Nevertheless the most refined grid has capture a wide range of scale phenomena
and the numerical dissipation is enough to control the subscale instabilities.
The figures 4.11, 4.12, 4.13 and 4.14 show the pressure, density and longitudinal
speed profiles along the flow axis r = 0 of all the 5 grid refinements. It is clear that
the first two grids (pink and green lines) are not resolved enough to capture even
the larger scale phenomena like the Mach disk. The last three grid refinements
(blue, red and black lines) are converging and the scales resolved are more wide.
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Figure 4.11. Pressure Profiles along the Flow Axis r = 0
Figure 4.12. Density Profiles along the Flow Axis r = 0
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Figure 4.13. Longitudinal Speed Profiles along the Flow Axis r = 0
Figure 4.14. Mach Number Profiles along the Flow Axis r = 0
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High-Pressure Reservoir
Gas
Lower-Pressure Ambient
Gas
Pressure [Pa] 33700000.0000 100000.0000
Temperature [K] 4000.0000 400.0000
Specific Heats Ratio 1.1385 1.4000
Gas Constant [ Jkg·K ] 285.0168 296.8000
Table 4.3. Impulsive Jet Transient Initial Conditions: Nitrogen Ambient Gas
The Effects of Gas Compressibility
The aim of this doctoral research is to study the ignition transient of solid rocket
motor. In this kind of study the interaction between gas and mixture of gas having
different compressibility is fundamental. To be more precise the igniter gas has
an heavy molecular weight with respect the pressurizing gas. Nevertheless the
igniter gas is very hot and so its speed of sound (its compressibility) is higher
than the cold (dense) pressurizing one. It is usual that the pressurizing gas of a
common SRM is nitrogen with a temperature of about 300K and with a pressure
slightly higher than 1 atmosphere (about 130000Pa); knowing the specific heats
of nitrogen it is possible to calculate its speed of sound:
anitrogen =
√
γRT =
√
1.4 · 296.8 · 300 ∼= 353m/s
On the contrary the speed of sound igniter gas is typically about:
aigniter =
√
γRT =
√
1.14 · 285 · 3000 ∼= 990m/s
That is three times higher than the pressurizing gas speed of sound. Therefore
the igniter jet propagates into a non uniform medium and in particular the pres-
sure waves propagate into a less compressible medium than the jet itself. If the
nitrogen is replaced by helium the speed of sound of pressurizing gas becomes:
ahelium =
√
γRT =
√
1.67 · 2083 · 300 ∼= 1021m/s
That is of the same order of igniter gas speed of sound. The medium becomes
more uniform.
The molecular weight of the gas, both jet and ambient gas, affects the impulsive
jet transient: the compressibility of the ambient medium influences the position
of the Mach disk, the inclination of the barrel shock the vortex rings extension
and the bow shock propagation [Lacerda, N.L., 1986]. Consequently other 2 sim-
ulations have been made using the best refined grid. The first simulation uses
nitrogen as ambient gas while the high pressure reservoir gas has the same prop-
erties of a common SRM igniter gas (table 4.3). The second simulation uses the
same high pressure reservoir gas while the ambient gas is helium (table 4.4). It
is important to note that the initial conditions of the two following simulations
are very different from the previous. In the previous simulations the pressure
and density ratio between the the reservoir and ambient gas have been imposed;
for the igniter-like simulation it has been chosen to maintain the pressure ratio at
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High-Pressure Reservoir
Gas
Lower-Pressure Ambient
Gas
Pressure [Pa] 33700000.0000 100000.0000
Temperature [K] 4000.0000 400.0000
Specific Heats Ratio 1.1385 1.6700
Gas Constant [ Jkg·K ] 285.0168 2083.0000
Table 4.4. Impulsive Jet Transient Initial Conditions: Helium Ambient Gas
337 while the density ratio of 23.2 has been replaced by a temperature ratio of 10
(high pressure gas at 4000K and low pressure ambient at 400K).
Note that these simulations have been made with rectangular coordinates sys-
tem instead of the cylindrical one and so the orifice is now a “slit”. The coordi-
nates system changing has strong influence on the flow field; this will be clear in
the following subsection.
The time considered is t = 0.0164s. The figures 4.15, 4.16, 4.17, 4.18 and 4.19 re-
port the comparison between the nitrogen ambient gas and the helium one for the
impulsive jet formation of igniter-like gas. They show the pressure, temperature,
density, Mach number and density gradient fields comparison (respectively).
Figure 4.15. Comparison Between Heavy and Light Gas: Pressure Fields
The pressure fields comparison is very interesting (figure 4.15). At the same
time (t = 0.0164s) the impulsive jet that propagates into the nitrogen (the up-
per half of the figure) has covered a minor distance from the orifice than the
jet propagating into the helium. The bow shock into the nitrogen ambient has
not still reached the distance of 56R from the orifice while the helium one has
gone over 60R. The analysis of pressure, temperature and density fields (figures
4.15, 4.16 and 4.17) clearly shows that the propagation into the nitrogen happens
more slowly than the one in helium. The higher is the molecular weight of the
medium the lower is its compressibility; the lower is the medium compressibility
the harder is the jet propagation.
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Figure 4.16. Comparison Between Heavy and Light Gas: Temperature Fields
The density gradient gradient fields comparison (figure 4.19) points out the
strong differences of the two transient: the Mach disk and the barrel shock at the
same time are in different position; the barrel shock and in the general the whole
underexpanded region are more wide when the jet propagates into the helium
(lower half of the figure). The Mach disk and the bow shock are more developed
for the helium medium than the nitrogen one. It is also evident that the density
variation is more smooth for the helium medium than for the nitrogen one. All of
the above considerations can be summarized by the comparison of the “acoustic
impedance” fields (figure 4.20). The characteristic acoustic impedance is very
useful, for example, for describing the behaviour of musical wind instruments;
mathematically, it is the product of density for the speed of sound of the medium:
Z = ρ · a. The acoustic impedance Z is useful in describing the acoustic radiation
(pressure waves propagation): the higher is Z the more difficult is the acoustic
propagation, the higher is the “impedance” made by the medium to the waves
propagation. Figure 4.20 clearly points out that the helium ambient gas has a
lower acoustic impedance of the nitrogen one.
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Figure 4.17. Comparison Between Heavy and Light Gas: Density Fields
Figure 4.18. Comparison Between Heavy and Light Gas: Mach Number Fields
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Figure 4.19. Comparison Between Heavy and Light Gas: Density Gradient Fields
71
4.1 Impulsive Jet Transient Simulations
Figure 4.20. Comparison Between Heavy and Light Gas: Acoustic Impedance Fields
The above results can be summarized into the following consideration:
Effect of the Gas
Compressibilitythe higher is the molecular weight of the medium the higher is its acoustic
impedance; the higher is the medium acoustic impedance the lower is its com-
pressibility; the lower is the medium compressibility the higher are the gradient
into the flow field.
This means that in order to minimize the gradients (the intensity of the dis-
continuities) into the field a light medium must be chosen instead of a heavy
one.
4.1.3 Reservoir Wall Thickness Effects
As mentioned above the wall thickness of the high pressure reservoir has not neg-
ligible effects on the jet flow field. The figure 4.21 shows a comparison between
the 4◦ grid with the reservoir wall thickness set to ∆x (upper half of the figures)
and the 4◦ grid (reflected with respect the symmetry axis) with the reservoir wall
thickness set to 8∆x (lower half of the figures); both the upper and the lower fields
are taken at the same time.
The pressure fields 4.21a clearly show that the pressure field is influenced by
the wall thickness: the head of the rarefaction that travels into the high pressure
reservoir is faster for the higher thickness value. The pressure gradient field
points out that the main different is the flow turning around the wall corners:
if the thickness is of the same order of the vortex ring structures when the flow
cross the orifice the pressure waves produce diffraction waves altering the flow
field.
If the thickness vanishes to zero the pressure waves diffraction vanishes too.
Figure 4.22 reports the solution of a shock-tube problem made up with the same
initial conditions of the impulsive jet tests (the same pressure and density ratio).
The figure shows the velocity value on the plane x − t in order to easily visu-
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alize the “characteristics”. The time reported is just over the reflection of the
rarefaction wave into the reservoir region. In this 1D test the are no diffractions
(obviously because there are not any walls. . . ). The solution is made by a super-
sonic rarefaction fan, a (smeared by numerical dissipation) contact discontinuity
and a shock.
Considering the shock-tube limit case it is clear that the lower is the reservoir
wall thickness the lower are the waves diffraction and so the pressure waves
(rarefaction and shock) tend to the one-dimensional case.
(a) Pressure Field (b) Pressure Gradient Field
Figure 4.21. Reservoir Wall Thickness Effects
Figure 4.22. Impulsive Jet Shock Tube Test
4.1.4 Grid Convergence Analysis
The examination of the spatial convergence of a simulation is a straight-forward
method for determining the “ordered discretization error” in a CFD simulation
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[Roache, P.J., 1998]. Understanding the error made is fundamental in CFD analy-
sis. There are a large set of different error sources:
1. Physical approximation error
Physical modeling error
Geometry modeling error
2. Computer round-off error
3. Iterative convergence error
4. Discretization error
Spatial discretization error
Temporal discretization error
Physical modeling errors are those due to uncertainty in the formulation of the
model and deliberate simplifications of the model. These errors deal with the
continuum model only. Converting the model to discrete form for the code is
discussed as part of discretization errors.
Computer round-off errors develop with the representation of floating point
numbers on the computer and the accuracy at which numbers are stored. Num-
bers are typically stored with 16, 32, or 64 bits. Round-off errors are not consid-
ered significant when compared with other errors.
The iterative convergence error exists because the iterative methods used in
the simulation must have a stopping point eventually. The error scales to the
variation in the solution at the completion of the simulations; it constitutes a
deliberate tolerance that can be easily controlled.
Discretization errors are those errors that occur from the representation of the
governing flow equations and other physical models as algebraic expressions in
a discrete domain of space (finite-difference, finite-volume, finite-element) and
time. Discretization error is also known as numerical error.
Definition of
Consistent
Numerical Method
A consistent numerical method will approach the continuum representation of
the equations and zero discretization error as the number of grid points increases
and the size of the grid spacing tends to zero.
As the mesh is refined, the solution should become less sensitive to the grid spac-
ing and approach the continuum solution. This is grid Convergence. This
concept also applies to the time step. The grid convergence study is a useful pro-
cedure for determining the level of discretization error existing in a CFD solution.
"Ordered" discretization errors are those dependent on the grid size and vanish
as the grid size approaches zero. These are the errors that are addressed by a grid
convergence study. The level of discretization error is dependent on the features
of the flow as resolved by the grid. Errors may develop due to representation of
discontinuities (shocks, slip surfaces, interfaces, ...) on a grid. Interpolation errors
come about at zonal interfaces where the solution of one zone is approximated
on the boundary of the other zone.
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Methods for examining the spatial and temporal convergence of CFD simula-
tions are presented in [Roache, P.J., 1998]. They are based on use of Richardson’s
extrapolation [Richardson, L.F. and Gaunt, J.A., 1927; Richardson, L.F., 1926, 1919,
1911]. The order of grid convergence involves the behavior of the solution error
defined as the difference between the discrete solution and the exact solution:
E = f (h) − fexact = C · hp + TO(hp)
where f (h) is the discrete solution over the h-refined grid, fexact is the exact
solution, C is a constant, h is some measure of grid spacing, p is the order of
convergence and TO(hp) are higher order terms.
A CFD code uses a numerical algorithm that will provide a theoretical order of
convergence; however, the boundary conditions, numerical models, and grid will
reduce this order so that the observed order of convergence will likely be lower.
Neglecting higher-order terms and taking the logarithm of both sides of the
above equation results in:
log (E) = log (C) + p log (h)
The order of convergence p can be obtained from the slope of the curve of log (E)
versus log (E). Assessing the accuracy of code and calculations requires that the
grid is sufficiently refined such that the solution is in the asymptotic range of con-
vergence. The asymptotic range of convergence is obtained when the grid spacing
is such that the various grid spacings h and errors E result in the constancy of C
C = Ehp .
Richardson extrapolation is a method for obtaining a higher-order estimate of
the continuum value (value at zero grid spacing) from a series of lower-order
discrete values. A simulation will yield a quantity f that can be expressed in a
general form by the series expansion:
f = fh=0 + g1 · h+ g2 · h2 + g3 · h3 + . . . = fh=0 + gp · hp +O (hp)
where h is the grid spacing and the functions g1, g2, and g3 are independent
of the grid spacing. The quantity f is considered “second-order” if g1 = 0. The
fh=0 is the continuum value at zero grid spacing. If one assumes a second-
order solution and has computed f on two grids of spacing h1 and h2 with h2
being the finer (smaller) spacing, then one can write two equations for the above
expansion, neglect third-order and higher terms, and solve for fh=0 to estimate
the continuum value:
fh=0 ∼= f2 +
f2 − f1
r2 − 1
where r is the grid refinement ratio r = h1h2 . The Richardson extrapolation can
be generalized for a pth order methods and r-value of grid ratio (which does not
have to be an integer) as:
fh=0 ∼= f2 +
f2 − f1
rp − 1
(4.1)
In general fh=0 obtained from Richardson’s extrapolation is p+ 1 order accurate.
One use of fh=0 is to obtain an estimate of the discretization error that bands f
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obtained from the CFD. So solving the 4.1 for the p order it is possible to obtain
an estimate of p:
p =
log
(
f2−f1
fh=0−f2
)
log (r)
Considering a third mesh refinement h3 finer than the second h2 that substituting
fh=0 it is possible to evaluate the real order of convergence of the simulations:
p =
log
(
f2−f1
f3−f2
)
log (r)
(4.2)
The 3◦, 4◦ and 5◦ mesh refinements of the impulsive jet simulations have been
used to provide the grid convergence. The refinement ratio is r = 2 so the Richard-
son’s extrapolation gives:
p =
log
(
f4−f3
f5−f4
)
log (2)
The values of f, over the 3 mesh refinements, are taken by a probe line along
the symmetry axis that starts from x=32R and ends to x=65R (the points of the
line are interpolated by means of quadratic interpolation); the time considered is
t = 0.029s and the property is the pressure. Figure 4.23 shows the three probe
lines. The values of pressure of these lines are used for compute the norm of
f4 − f3 and of f5 − f4 as follows:
|f4 − f3| =
Np∑
i=1
(
fi4 − f
i
3
)2
|f5 − f4| =
Np∑
i=1
(
fi5 − f
i
4
)2
where Np is the number of the points along the lines. Using the above norms the
extrapolated order of accuracy is:
p =
log

Np∑
i=1
(fi4−f
i
3)
2
Np∑
i=1
(fi5−f
i
4)
2

log (2)
∼= 0.98 (4.3)
The value of about 0.98 is in good agreement with the the linear theoretical
accuracy of the numerical method used for these simulations. Because for the
SRM simulations it has been used only the first order scheme, the second order
grid convergence is not reported in this dissertation.
4.1.5 Validation Test Concluding Remarks
The results presented into the above sections shows a good agreement with the
open literature (both theoretical/numerical and experimental analysis).
The phenomenology of the strong underexpanded hypersonic jet is well cap-
tured. The position and the behaviour of the barrel shocks, Mach disk, bow shock,
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Figure 4.23. Pressure Probe Lines of the 3◦, 4◦ and 5◦ at time t = 0.029s
material surfaces etc. . . are in good agreement with the open literature numerical
experiments [Radulescu, M.I. and Law, C.K., 2007]. The jet surface instability
has been captured: the grid convergence analysis shows that the higher is the
resolution the larger is the set of small scale surface instabilities captured; the
unsteady and unstable behaviour of the jet surface has been captured (see figure
4.8). The effects of the reservoir wall thickness have been investigated. Also the
gas compressibility effects analysis is in good agreement with the experimental
results [Lacerda, N.L., 1986]. The jet formation and propagation are strongly de-
pendent on the compressibility of both the jet and the medium into which the jet
propagates. The shape of the jet (figure 4.24) is a function of the gas molecular
weights and of the pressure ratio between the reservoir and the ambient [Lac-
erda, N.L., 1986]: the more heavy is the medium the more higher is the acoustic
impedance and so the higher are the flow field gradients (of pressure, density,
velocity, etc. . . ).
(a) Density Gradient Field (b) Specific Heats Ratio
Figure 4.24. Effect of Gas Compressibility: Heavy (Nitrogen) and Light (Helium)
Medium
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S imulations Results
If the facts don’t fit the theory,
change the facts.
Albert Einstein, 1879-1955
Prediction is very difficult, especially
about the future.
Niels Bohr, 1885-1962
The present chapter reports the fundamental results of this research: the ig-nition transient numerical simulations of a real Solid Rocket Motor. In the
chapter 4 on page 53 some validations tests for the MUG code have been pre-
sented, but the most important validation test is the comparison between the
experimental data obtained by the firing tests and the numerical predictions. In
this chapter the predictions and the analysis of two real SRMs have been pre-
sented; also a comparisons with the experimental data are shown for the SRMs
which the experimental data are available.
As mentioned in the previous chapters the ignition transient phase is charac-
terized by a very complex and coupled physical phenomena. The following sim-
ulations have been made with the aim to understand the igniter jets formation
and propagation and their effects on the pressurizing history of the combustion
chamber. Therefore the analysis presented is focused on describing the essential
features of the igniter jets with particular regard on the pressure, density and ve-
locity flow fields. The purpose is to describe the peculiar flow structures (shocks
and pressure waves, material surfaces, etc. . . ) of this kind of jets.
Among the others analyzed, the pressurizing gas effect is particularly inter-
esting. As it will clear in the following, one reason of the pressure oscillations
generation during ignition transient is the interaction between igniter jets and the
pressurizing gas. In particular the stronger is the compressibility discontinuity
between the jets and the pressurizing gas, the more promoted is the pressure
oscillations generation. Previous studies made by the professors Maurizio Di
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Giacinto and Bernardo Favini [Favini et al., 2006a, 2005a,b] show that the use
of helium instead of nitrogen as pressurizing gas limits the compressibility dis-
continuity, “disarming” one of the mechanisms involved in pressure oscillations
generation: as a matter of fact the use of helium limits the pressure oscillations
generation. The effect of pressurizing gas is analyzed by the comparison between
the Zefiro 16 simulation (section 5.1) and the Zefiro 9A one (section 5.2).
Also the pressure field around the igniter jets front is one of the interesting anal-
ysis presented in this chapter. The igniter jets front can be (e.g. if the compress-
ibility discontinuity between the jets and the pressurizing gas is not negligible)
a region where the pressure field shows a local threedimensional overpressure
peak. This peak travels within the jets front and interacting with the combus-
tion chamber geometry variation (e.g. into the finocyl region) generates pressure
waves that can excite the acoustic modes of the combustion chamber (generating
the pressure oscillations). This kind of overpressure peak is observed in the Ze-
firo 16 simulations that use nitrogen as pressurizing gas while not in the Zefiro
9A ones that use helium.
5.1 Zefiro 16 Ignition Transient Analysis
The first engine completed in the framework of Vega development is Zefiro 16.
Zefiro is the technological demonstrator of the Zefiro-like SRMs family designed
and produced by AVIO Group S.p.A. at the Colleferro factory. It is a very inno-
vative SRM: the case is in filament winding composite material, the propellant
grain has a star-shaped finocyl region close to the nozzle, the nozzle is in com-
posite material; Zefiro 16 is designed to achieve high performance, but with the
aim to obtain a low-cost production. This is a challenging project granted entirely
by AVIO Group S.p.A.
Due to its very innovative features the qualification of the Zefiro 16 engine has
been very interesting and at today Zefiro 16 is completely qualified: three static
firing tests have been successfully done. Zefiro 16 static firing tests show a not
common ignition transient behaviour. In particular anomalous and potentially
dangerous pressure oscillations during ignition transient have been pointed out
by the experimental data: this research has, among the others, the goal to investi-
gate the origin of these pressure oscillations.
Previous detailed quasi-1D analysis of Zefiro 16 ignition transient have been
successfully done. The numerical results of these simulations are in good agree-
ment with the experimental data and an explanation of the oscillations generation
has been proposed [Serraglia et al., 2004; Favini et al., 2005b]. By means of these
studies it is clear that the interaction of igniter jet discontinuity with the strong
geometric variation of the finocyl region plays a fundamental role in the genera-
tion of pressure oscillations during ignition transient. The phenomena involved
in this interaction are strongly threedimensional: to improve the understanding
of pressure oscillations during ignition transient a threedimensional tool is neces-
sary.
In the following sections the threedimensional analysis of Zefiro 16 ignition
transient is presented with a comparison between the experimental data and the
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numerical prediction. A detailed explanation of pressure oscillations generation
is also proposed.
5.1.1 Zefiro 16 Features and Simulation Setup
Zefiro 16 has the following features:
Length of combustion chamber about 4m (3.86m at the seal diaphragm).
Combustion chamber free volume about 0.9m3.
Propellant mass about 16 tons.
Igniter nozzles configuration 3 radial nozzles with an angle of 35◦ with respect
the axis motor.
Ignition time about 0.03s.
Igniter Jets Gas Combustion Cham-
ber Pressurizing
Gas
Mass Flow Rate [kgs ] time function Pressure [Pa] 130000.0000
Total Temperature [K] 3437.0000 Static Temperature [k] 300.0000
Specific Heats Ratio 1.1385 Specific Heats Ratio 1.4000
Gas Constant [ Jkg·K ] 285.0168 Gas Constant 296.8000
Table 5.1. Zefiro 16 Gas Initial Conditions
Figure 5.1. Zefiro 16 Igniter Noz-
zles Configuration
Its igniter has only radial nozzles (as shown
in figure 5.1): it has three nozzles with an an-
gle of 35◦ with respect the axis motor and so
the igniter jets impact on the propellant grain
into the cylindrical region. Because of the first
ignition time is about 0.03s the numerical sim-
ulations can be accurate at most to this time:
MUG actually doesn’t implement a grain igni-
tion/combustion model. The pressurizing gas
is nitrogen. The table 5.1 reports the features
of the igniter jet gas and of the pressurizing
gas.
The boundary conditions of igniter jet are
imposed through the assignment of the igniter
jets mass flow rate and of the igniter jets total
temperature (see section 3.4 on page 44). Fig-
ure 5.2 show the igniter jets mass flow rate as function of time (non dimensional
plot). The figure reports the time simulated: just before the simulation end the
mass flow rate reaches its maximum.
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Figure 5.2. Zefiro 16 Igniter Jets Mass Flow
Rate
The figure 5.3 shows the Ze-
firo 16 numerical grid elements.
The Zefiro 16 mesh has not been
done with the MIG code (see sec-
tion C.1 on page 169) because
the STL CAD file was not avail-
able. This mesh has been done
through the “primitive curves” of
each element: primitive curve
means twodimensional projection
over the x-r plane (x is the longi-
tudinal axis and r the radial one);
the threedimensional star shape
of the finocyl region has been
done using two different primitive
curves one for the tip and one for
the root of the star. Obviously the
process of mesh generation by the primitive curves is not so accurate as the one
by the STL CAD file. Anyway the igniter nozzles mesh and the free volume of
the grid are accurate.
The numerical grid is about 106 finite volumes. Only 120◦ clip of the com-
bustion chamber has been simulated: Zefiro 16 has 3 radial igniter nozzles and
9 star tips so its most wide periodicity is just 120◦ (the boundary conditions in
the azimuthal direction are periodic). Figure 5.4 shows the clipped free volume
simulated; into the 120◦ there are 3 grain star tips or 3 grain star roots: both the
two configurations have been simulated and the results obtained have negligible
differences; the configuration with 3 grain star tips is the one reported.
Figure 5.3. Zefiro 16 Mesh Elements
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Figure 5.4. Zefiro 16 Clipped
Free Volume Simulated
The numerical grid has low stretching factor
in the longitudinal direction: the grid is refined
close to the impingement region and into the
finocyl region while in the cylindrical one it is
more coarse. The stretching factor is accurately
controlled: it is never bigger than 1.1 and lower
than 0.9 from one cell to the contiguous cells so
the grid stretching doesn’t perturb the numeri-
cal results.
Figure 5.5 reports 4 different views of the nu-
merical grid in order to point out the longitudi-
nal stretching; in the figures 5.5a and 5.5b the
prospective and orthogonal views are reported respectively (the azure mesh is
the free volume of the combustion chamber): the finer region close to the im-
pingement is approximately 4 times more refined than the coarse region into the
cylindrical region. Figures 5.5c and 5.5d show the propellant grain star-tip and
star-root primitive curves respectively; the threedimensional mesh of propellant
grain is made up by these two curves.
The use of a orthogonal cylindrical coordinate system caused a non body fitted
grid: into the plane x− r the grid is “segmented” and the profile is not tightly
conformal to the real x− r projection of the combustion chamber geometry; this
choice involves a loss of accuracy close to the combustion chamber walls but this
is not a problem: the present study has the aim to understand the gas dynamic,
acoustic phenomena happening during ignition transient with particular interest
on the prediction and analysis of combustion chamber pressurizing; the loss of
accuracy of the boundary layer phenomena has negligible impact on the gas dy-
namic phenomena while the facility to create complex numerical grid with the
coordinate system chosen is a great advantage.
Figure 5.6 reports some mesh details into the “cross section” view (plane r− ϑ).
Into the azimuthal direction ϑ there is not grid stretching. Figures 5.6c and 5.6d
show the primitive curve of the cylindrical and of the star-shape regions respec-
tively. The longitudinal axial boundary (r = 0) is set to symmetric boundary
condition.
5.1.2 Zefiro 16 Head-End Pressure Time History: Comparison with
Experimental Data
During the static firing test of a SRM a lot of different experimental data are
obtained; a great number of “probes” are placed on board the motor and on its
test bench, but not into the combustion chamber. The critical conditions (very
high values of pressure and temperature) achieved into the combustion chamber
make difficult and very costly to place probes into the SRM. As a matter of fact the
probes inside the combustion chamber are limited to a few number of pressure
transducers. The probes taken as reference are those placed into the head-end
motor close to the igniter head: the pressure history of these probes is used for
the structural dimensioning and for the evaluation of the loads transferred to the
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(a) Prospective View
(b) Orthogonal View
(c) Propellant Grain Star-tip Primitive Curve
(d) Propellant Grain Star-root Primitive Curve
Figure 5.5. Zefiro 16 Grid Stretching Details
the payload. As a consequence the comparison between the numerical results
and the experimental data is made by means of the head-end pressure probes.
The head-end pressure probes of the three Zefiro 16 static firing tests made
shows negligible differences: this means that the pressurizing history of Zefiro
16 is accurate represented by one the three curves obtained. In this study the
head-end pressure time history of Zefiro 16 “Qualified Motor” test (the last test
made) is taken as reference.
Figure 5.7 shows the head-end pressure time history of Z16 QM test. The
plot reports the non-dimensional behaviour of combustion chamber pressurizing.
The solid black line is the experimental data: the pressure transducer has high
sampling frequency (10KHz). The “dot-dashed” blue line is the corresponding
numerical simulation: the numerical head-end pressure time history has been
made considering the pressure time evolution of a cell at ϑ = 60◦ close to the
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(a) Prospective View (b) Orthogonal View
(c) Propellant Grain Cylindrical Primitive Curve (d) Propellant Grain Star-shaped Primitive Curve
Figure 5.6. Zefiro 16 Cross Section Mesh Details
igniter head at x = 0m: as it will clear in the following the pressure field is
almost uniform into the cross sections so the head-end pressure history has the
same behaviour for every value of ϑ close the igniter head
The head-end pressure time history (figure 5.7) shows 4 pressure oscillations
of the order of bars in a very small time (about 0.04s). The first smallest oscilla-
tion is not accurate predicted by the numerical simulation: the understanding of
this pressure oscillation is still controversial and an explanation of its originating
causes is not still proposed. Presently the most qualified approach to understand
this oscillation could be a coupled simulation of both combustion chamber and
igniter combustion chamber. Actually the igniter constitutes “only” a boundary
condition: moving to a fully coupled approach that simulates also the igniter
combustion chamber involves a challenging model re-design. At today in the
open literature the fully coupled approach has not yet adopted.
Figure 5.7 presents a detailed plot of the pressure oscillations. The second
and the third oscillations are stronger than the first and they happen in a minor
interval time (these oscillations are more intense than the first). The numerical
prediction is in very good agreement with the experimental data: the oscillations
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Figure 5.7. Zefiro 16 Head-End Pressure Time History
are accurately captured both in frequency and amplitude. The propellant grain is
ignited between the second and the third oscillations: from this instant the mass
adduction from the solid ignited grain is not negligible and so the accuracy the
numerical prediction decreases rapidly. As a matter of fact the absence of a com-
bustion model limit the numerical prediction up to the ignition time. Neverthe-
less the comparison between the experimental data and the numerical prediction
points out a very good agreement indicating that the pressure waves evolution
and propagation are correctly predicted: the comparison definitely validates the
MUG code. Moreover the absence of any calibration parameters demonstrates
the prediction ability of the MUG code.
The explanation of these pressure oscillations is not simple and involves very
complex phenomena. The driven phenomenon is the igniter jets formation and
propagation: as in classical gaseous piston configurations the igniter jets, flowing
into the combustion chamber, generate a complex system of pressure and mate-
rial waves interacting with the combustion chamber geometry. It is the interaction
of these phenomena that characterize the unsteady flow field of the ignition tran-
sient, exciting the chamber acoustic and finally generating pressure oscillations.
Therefore the explanation of Zefiro 16 pressure oscillations during ignition tran-
sient needs a detailed understanding of igniter jets formation and propagation.
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Figure 5.8. Zefiro 16 Head-End Pressure Time History Details
In the following subsection a detailed analysis of igniter jets formation and prop-
agation is presented.
5.1.3 Zefiro 16 Ignition Transient Analysis
In order to analyze the flow field in a more easy way, two different kind of free vol-
ume slices are presented: the “cross section” slices and the “longitudinal” slices.
Among the longitudinal slice type two different kind of slices are considered
(figure 5.9a): the first kind of slice is taken at ϑ = 40◦ corresponding the first
propellant grain root (red slice in the figure 5.9a); the second kind of slice is taken
at ϑ = 60◦ corresponding to the center of igniter nozzle into the middle of the
propellant grain star tip (green slice in the figure 5.9a).
Among the cross section slice type three different kind of slices are considered
(figure 5.9b): the first kind of slice is taken at x = 0.55m close to the igniter
nozzles (red slice in the figure 5.9b); the second kind of slice is taken at x = 1.8m
into the cylindrical region (green slice in the figure 5.9b); the last kind of slice is
taken at x = 3.45m into the star-shaped finocyl region (blue slice in the figure
5.9b).
For each set of slices the flow field of pressure, density, Mach number, specific
heats ratio, temperature and vorticity magnitude are reported. For each field a
time sequence is considered: the sequence range is from t = 0.0057s to t = 0.0237s
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(a) Longitudinal Slices
(b) Cross Section Slices
Figure 5.9. Zefiro 16 Mesh Slices
so it contains the igniter jet formation and propagation before the propellant grain
is ignited.
Pressure Field
Figures 5.10 and 5.11 report the pressure field into the two different longitudinal
slices for the time sequence considered. The time sequence into the slice ϑ = 60◦
(figure 5.10) points out that the pressure field is almost uniform into the cross
section: the pressure waves propagate with a one-dimensional behaviour. The
pressure variation is evident only along the longitudinal direction while in the
radial one the pressure has almost constant value.
The one-dimensional behaviour of pressure waves is present in the whole flow
field except in the igniter nozzles region, in the igniter jet impingement region
and close to the igniter jet front. Close to the igniter nozzles there is the under-
expansion region: the igniter jet flow through a simple convergent nozzle so it
is strong under-expanded when it discharges into the combustion chamber. The
under-expanded jet endures strong rarefaction achieving supersonic speed: a set
of multidimensional Mach disks are generated giving to the the pressure field a
multidimensional behaviour into this region.
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(a) Pressure field at time t = 0.0057s
(b) Pressure field at time t = 0.0094s
(c) Pressure field at time t = 0.0135s
(d) Pressure field at time t = 0.0179s
(e) Pressure field at time t = 0.0209s
Figure 5.10. Pressure Field into the Longitudinal Section at ϑ = 60◦ Time Sequence
88
5.1 Zefiro 16 Ignition Transient Analysis
(a) Pressure field at time t = 0.0057s
(b) Pressure field at time t = 0.0094s
(c) Pressure field at time t = 0.0135s
(d) Pressure field at time t = 0.0179s
(e) Pressure field at time t = 0.0209s
Figure 5.11. Pressure Field into the Longitudinal Section at ϑ = 40◦ Time Sequence
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(a) Pressure field at time t =
0.0057s at x = 0.55m
(b) Pressure field at time t =
0.0057s at x = 1.8m
(c) Pressure field at time t =
0.0057s at x = 3.45m
(d) Pressure field at time t =
0.0094s at x = 0.55m
(e) Pressure field at time t =
0.0094s at x = 1.8m
(f) Pressure field at time t =
0.0094s at x = 3.45m
(g) Pressure field at time t =
0.0135s at x = 0.55m
(h) Pressure field at time t =
0.0135s at x = 1.8m
(i) Pressure field at time t =
0.0135s at x = 3.45m
(j) Pressure field at time t =
0.0179s at x = 0.55m
(k) Pressure field at time t =
0.0179s at x = 1.8m
(l) Pressure field at time t =
0.0179s at x = 3.45m
(m) Pressure field at time t =
0.0209s at x = 0.55m
(n) Pressure field at time t =
0.0209s at x = 1.8m
(o) Pressure field at time t =
0.0209s at x = 3.45m
(p) Pressure field at time t =
0.0237s at x = 0.55m
(q) Pressure field at time t =
0.0237s at x = 1.8m
(r) Pressure field at time t =
0.0237s at x = 3.45m
Figure 5.12. Pressure Field into the Cross Sections of the Time Sequence
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The figure 5.10c points out the non-uniform pressure behaviour close to the
igniter jet front. Into the cylindrical region it is evident the presence of a local
maximum of pressure value, the “green-spot”, close to the propellant grain wall.
This region will be analyzed with more details later.
The multidimensional behaviour into the under-expanded region is confirmed
by the second set of pressure fields (figure 5.10). This sequence also confirms that
away the under-expansion region (and away the igniter jet front) the pressure
waves are one-dimensional and propagate lengthwise.
The last pressure field sequence (figure 5.11) at ϑ = 40◦ confirms the evidences
of the first sequence; these slices show a uniform pressure field into the cross
sections except into the under-expanded region. The pressure fields are very
similar to the time corresponding field of slices at ϑ = 60◦ confirming again that
the pressure field has negligible variation into the cross sections.
These slices also show the submergence region close to the propulsive nozzle
that is not visible into the ϑ = 60◦ slices because of the presence of the star-tip.
It is clear that the pressure waves, propagating from the head-end motor to the
aft-end motor, arises the pressure level of the submergence region.
Also the cross section slices point out the one-dimensional behaviour of pres-
sure field. Figure 5.12 shows the time sequence of the three cross slices considered.
The cross section fields of pressure are almost uniform.
The one-dimensional behaviour of pressure waves is essentially due to the
acoustic character of these waves: the acoustic pressure waves propagate along
the un ± a characteristics that are faster than the un characteristics along which
the material waves like contact discontinuities propagate. Pressure waves quickly
fill the cross sections achieving the one-dimensional behaviour of pressure field.
The one-dimensional behaviour of the pressure field into the SRM combustion
chamber is one the reasons of the quasi-1Dmodel success: sophisticated quasi-1D
model can accurately predict the pressurizing history of a combustion chamber
(even if there is often the necessity of complex empirical parameters calibration)
because of the one-dimensional nature of the pressure waves propagation.
Density, Temperature, Specific Heats Ratio and Mach Number Fields:
Intensive Properties
Density is an “intensive” property of the flow that is transported with the un
characteristics. The density field points out the contact discontinuity (the material
wave) that constitutes the front surface of the igniter jet. This surface is a shear
boundary that separates the hot igniter gas from the cold pressurizing gas (that
for Zefiro 16 is nitrogen). This surface has unsteady, unstable behaviour as it will
clear in the following.
Figure 5.13 and 5.14 show the longitudinal slice fields of density for the consid-
ered time sequence. The figure shows the start-up of the igniter jet. The igniter
jet discharges into the combustion chamber with an angle of 35◦ with respect the
longitudinal axis impacting on the grain propellant wall near the igniter nozzles.
The igniter jet is strongly under-expanded: its density (cyan isoline into the fig-
ure) is lower than the pressurizing gas. As it is clear by the time sequence the
pressurizing gas is compressed by the igniter jet (that acts like a gaseous piston)
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and the density of nitrogen increases further on with respect the density value of
igniter jet.
Comparing the sequence shown in figure 5.13 with the corresponding sequence
in figure 5.14 some differences are pointed out. The shape of the igniter jet front
surface is different. This threedimensional behaviour is confirmed by the analy-
sis of the cross section fields. The figure 5.15 reports the cross slices sequence.
Clearly the cross section fields are not uniform like the pressure fields: the den-
sity isosurfaces are threedimensional. This threedimensional character is peculiar
of all intensive property. The sequence shown in the figure 5.15 also points out
that the igniter jet front surface preserves its initial symmetry: the time sequence
for each of 3 slices shows a symmetry axis for ϑ = 60◦. This symmetry will be
lost due to the igniter jet surface instability.
The temperature field is very similar to the density one. The figures 5.16, 5.17
and 5.18 show the temperature field into the longitudinal and cross section slices
considered. All the considerations made on the density fields are confirmed.
The igniter jet front surface constitutes a contact discontinuity separating hot
jet gas from cold pressurizing one. The time sequence into the cross section
of the cylindrical region (figures 5.18 b,e,h,k,n and q) shows the impingement
phenomenon; the igniter jet impacts on the propellant grain wall and then spreads
along the azimuthal direction close to the grain wall filling the cross section.
The specific heats ratio flow field (figures 5.19, 5.20 and 5.21) shows the same
behaviour of all intensive properties. Specific heats ratio clearly identifies the
boundary of the igniter jet contact discontinuity: the igniter jet has very different
properties from the nitrogen, the igniter jet specific heats ratio value is about 1.139
while nitrogen has 1.4. The discontinuity is not a simple ideal jump but it is shear
layer with a finite thickness.
The figures 5.22, 5.23 and 5.24 show the Mach number field into the slices
considered. It is interesting to note that the igniter jet impinges on the propellant
grain wall with supersonic velocity (figures 5.22 c,d and e). The most part of
the heat exchange between the igniter jet and the propellant grain happens by
convection.
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(a) Density field at time t = 0.0057s
(b) Density field at time t = 0.0094s
(c) Density field at time t = 0.0135s
(d) Density field at time t = 0.0179s
(e) Density field at time t = 0.0209s
Figure 5.13. Density Field into the Longitudinal Section at ϑ = 60◦ Time Sequence
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(a) Density field at time t = 0.0057s
(b) Density field at time t = 0.0094s
(c) Density field at time t = 0.0135s
(d) Density field at time t = 0.0179s
(e) Density field at time t = 0.0209s
Figure 5.14. Density Field into the Longitudinal Section at ϑ = 40◦ Time Sequence
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(a) Density field at time t =
0.0057s at x = 0.55m
(b) Density field at time t =
0.0057s at x = 1.8m
(c) Density field at time t =
0.0057s at x = 3.45m
(d) Density field at time t =
0.0094s at x = 0.55m
(e) Density field at time t =
0.0094s at x = 1.8m
(f) Density field at time t =
0.0094s at x = 3.45m
(g) Density field at time t =
0.0135s at x = 0.55m
(h) Density field at time t =
0.0135s at x = 1.8m
(i) Density field at time t =
0.0135s at x = 3.45m
(j) Density field at time t =
0.0179s at x = 0.55m
(k) Density field at time t =
0.0179s at x = 1.8m
(l) Density field at time t =
0.0179s at x = 3.45m
(m) Density field at time t =
0.0209s at x = 0.55m
(n) Density field at time t =
0.0209s at x = 1.8m
(o) Density field at time t =
0.0209s at x = 3.45m
(p) Density field at time t =
0.0237s at x = 0.55m
(q) Density field at time t =
0.0237s at x = 1.8m
(r) Density field at time t =
0.0237s at x = 3.45m
Figure 5.15. Density Field into the Cross Sections of the Time Sequence
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(a) Temperature field at time t = 0.0057s
(b) Temperature field at time t = 0.0094s
(c) Temperature field at time t = 0.0135s
(d) Temperature field at time t = 0.0179s
(e) Temperature field at time t = 0.0209s
Figure 5.16. Temperature Field into the Longitudinal Section at ϑ = 60◦ Time Sequence
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(a) Temperature field at time t = 0.0057s
(b) Temperature field at time t = 0.0094s
(c) Temperature field at time t = 0.0135s
(d) Temperature field at time t = 0.0179s
(e) Temperature field at time t = 0.0209s
Figure 5.17. Temperature Field into the Longitudinal Section at ϑ = 40◦ Time Sequence
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(a) Temperature field at time
t = 0.0057s at x = 0.55m
(b) Temperature field at time
t = 0.0057s at x = 1.8m
(c) Temperature field at time
t = 0.0057s at x = 3.45m
(d) Temperature field at time
t = 0.0094s at x = 0.55m
(e) Temperature field at time
t = 0.0094s at x = 1.8m
(f) Temperature field at time
t = 0.0094s at x = 3.45m
(g) Temperature field at time
t = 0.0135s at x = 0.55m
(h) Temperature field at time
t = 0.0135s at x = 1.8m
(i) Temperature field at time
t = 0.0135s at x = 3.45m
(j) Temperature field at time
t = 0.0179s at x = 0.55m
(k) Temperature field at time
t = 0.0179s at x = 1.8m
(l) Temperature field at time
t = 0.0179s at x = 3.45m
(m) Temperature field at time
t = 0.0209s at x = 0.55m
(n) Temperature field at time
t = 0.0209s at x = 1.8m
(o) Temperature field at time
t = 0.0209s at x = 3.45m
(p) Temperature field at time
t = 0.0237s at x = 0.55m
(q) Temperature field at time
t = 0.0237s at x = 1.8m
(r) Temperature field at time
t = 0.0237s at x = 3.45m
Figure 5.18. Temperature Field into the Cross Sections of the Time Sequence
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(a) Specific Heats Ratio field at time t = 0.0057s
(b) Specific Heats Ratio field at time t = 0.0094s
(c) Specific Heats Ratio field at time t = 0.0135s
(d) Specific Heats Ratio field at time t = 0.0179s
(e) Specific Heats Ratio field at time t = 0.0209s
Figure 5.19. Specific Heats Ratio Field into the Longitudinal Section at ϑ = 60◦ Time
Sequence
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(a) Specific Heats Ratio field at time t = 0.0057s
(b) Specific Heats Ratio field at time t = 0.0094s
(c) Specific Heats Ratio field at time t = 0.0135s
(d) Specific Heats Ratio field at time t = 0.0179s
(e) Specific Heats Ratio field at time t = 0.0209s
Figure 5.20. Specific Heats Ratio Field into the Longitudinal Section at ϑ = 40◦ Time
Sequence
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(a) Specific Heats Ratio field at
time t = 0.0057s at x =
0.55m
(b) Specific Heats Ratio field at
time t = 0.0057s at x =
1.8m
(c) Specific Heats Ratio field at
time t = 0.0057s at x =
3.45m
(d) Specific Heats Ratio field at
time t = 0.0094s at x =
0.55m
(e) Specific Heats Ratio field at
time t = 0.0094s at x =
1.8m
(f) Specific Heats Ratio field at
time t = 0.0094s at x =
3.45m
(g) Specific Heats Ratio field at
time t = 0.0135s at x =
0.55m
(h) Specific Heats Ratio field at
time t = 0.0135s at x =
1.8m
(i) Specific Heats Ratio field at
time t = 0.0135s at x =
3.45m
(j) Specific Heats Ratio field at
time t = 0.0179s at x =
0.55m
(k) Specific Heats Ratio field at
time t = 0.0179s at x =
1.8m
(l) Specific Heats Ratio field at
time t = 0.0179s at x =
3.45m
(m) Specific Heats Ratio field
at time t = 0.0209s at x =
0.55m
(n) Specific Heats Ratio field at
time t = 0.0209s at x =
1.8m
(o) Specific Heats Ratio field at
time t = 0.0209s at x =
3.45m
(p) Specific Heats Ratio field at
time t = 0.0237s at x =
0.55m
(q) Specific Heats Ratio field at
time t = 0.0237s at x =
1.8m
(r) Specific Heats Ratio field at
time t = 0.0237s at x =
3.45m
Figure 5.21. Specific Heats Ratio Field into the Cross Sections of the Time Sequence
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(a) Mach Number field at time t = 0.0057s
(b) Mach Number field at time t = 0.0094s
(c) Mach Number field at time t = 0.0135s
(d) Mach Number field at time t = 0.0179s
(e) Mach Number field at time t = 0.0209s
Figure 5.22. Mach Number Field into the Longitudinal Section at ϑ = 60◦ Time Se-
quence
102
5.1 Zefiro 16 Ignition Transient Analysis
(a) Mach Number field at time t = 0.0057s
(b) Mach Number field at time t = 0.0094s
(c) Mach Number field at time t = 0.0135s
(d) Mach Number field at time t = 0.0179s
(e) Mach Number field at time t = 0.0209s
Figure 5.23. Mach Number Field into the Longitudinal Section at ϑ = 40◦ Time Se-
quence
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(a) Mach Number field at time
t = 0.0057s at x = 0.55m
(b) Mach Number field at time
t = 0.0057s at x = 1.8m
(c) Mach Number field at time
t = 0.0057s at x = 3.45m
(d) Mach Number field at time
t = 0.0094s at x = 0.55m
(e) Mach Number field at time
t = 0.0094s at x = 1.8m
(f) Mach Number field at time
t = 0.0094s at x = 3.45m
(g) Mach Number field at time
t = 0.0135s at x = 0.55m
(h) Mach Number field at time
t = 0.0135s at x = 1.8m
(i) Mach Number field at time
t = 0.0135s at x = 3.45m
(j) Mach Number field at time
t = 0.0179s at x = 0.55m
(k) Mach Number field at time
t = 0.0179s at x = 1.8m
(l) Mach Number field at time
t = 0.0179s at x = 3.45m
(m) Mach Number field at time
t = 0.0209s at x = 0.55m
(n) Mach Number field at time
t = 0.0209s at x = 1.8m
(o) Mach Number field at time
t = 0.0209s at x = 3.45m
(p) Mach Number field at time
t = 0.0237s at x = 0.55m
(q) Mach Number field at time
t = 0.0237s at x = 1.8m
(r) Mach Number field at time
t = 0.0237s at x = 3.45m
Figure 5.24. Mach Number Field into the Cross Sections of the Time Sequence
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Igniter Jet Formation
The figure 5.25 reports a time sequence of the 2D stream traces into the impinge-
ment region over the longitudinal slice at ϑ = 60◦; in order to identify the igniter
jet the stream traces have been plotted over the specific heats ratio isolines.
(a) Stream Traces at time t = 0.0057s (b) Stream Traces at time t = 0.0094s
(c) Stream Traces at time t = 0.0135s (d) Stream Traces at time t = 0.0179s
Figure 5.25. Stream Traces close to the Impingement Region into the Longitudinal Sec-
tion at ϑ = 60◦ Time Sequence
The 2D stream traces show that at the igniter jet start-up 2 recirculating bub-
bles are generated, the first between the jet and the grain propellant wall (upper
bubble) and the second between the jet and the motor axis (lower bubble). The
time sequence indicates that as the jet intensifies the upper bubble is compressed
while the lower bubble expands. The recirculating bubbles increase the mixing
mechanisms limiting the “sharpening” of the Euler model adopted; this mixing
phenomena are not present for the axial jets that remain more confined than the
radial ones. Note that these vortex are threedimensional. The figure 5.26 shows
the threedimensional behaviour of the igniter jet into the impingement region.
The figure shows a clipped volume that encloses the impingement region: the
solid in dark gray is the igniter tip where the igniter nozzle is located. This figure
reports the threedimensional stream traces obtained from a source line placed at
the right of the igniter jet core. The jet core can be identified by the green isosur-
face: this a specific heats ratio isosurface taken at 1.22 value that well represents
the boundary of the jet front discontinuity. In the left half of the plots also a cross
slice field of specific heats ratio has been reported. The orthogonal views (figures
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5.26 a and b) emphasize the recirculating bubbles; the prospective views (figures
5.26 c and d) clearly point out the threedimensional behaviour of these vortices.
(a) Longitudinal-side Orthogonal View (b) Front-side Orthogonal View
(c) Front-side Prospective View (d) Back-side Prospective View
Figure 5.26. Threedimensional Behaviour of Impingement Region at time t = 0.0127s
The threedimensional behaviour of the vorticity makes very complex the spread-
ing mechanism of the igniter jet. This complexity is increased by the confined
volume of the combustion chamber: as a matter of fact the igniter jet is not free
to expand as it could do into the non-confined ambient. The pressure waves are
reflected by the propellant grain walls perturbing the jet itself. The propellant
grain walls generate reflected shocks that deform the flow field. The classical
Mach disks configuration of the free under-expanded jets is perturbed by the
presence of the combustion chamber walls. The combustion chamber is a pres-
surizing reservoir and so the igniter jet shape is very different from the free-jets.
The difference between the igniter jet and a free-jet is clear analyzing the Mach
disks configuration. The figure 5.27 shows the Mach number threedimensional
isosurfaces into the impingement region; the red isosurface is taken at the Mach
number value of 2.2 while the green isosurface is taken at the Mach number
value of 1 (sonic isosurface). Also the Mach number isolines into the longitudinal
slice at ϑ = 60◦ are reported. The isosurfaces reported clearly point out that the
“classical diamond” configuration composed by barrel shocks and Mach disks is
strongly altered by the presence of propellant grain wall and of the pressurizing
gas.
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Figure 5.27. Mach Disks Configura-
tion
The figure 5.29 shows a time sequence of
the longitudinal slice at ϑ = 60◦ into which
the pressure gradient and the pressure
fields are plotted. Also some stream traces
bounding the igniter jet are reported. The
pressure gradient field emphasizes the
pressure waves while the pressure field is
useful to distinguish between rarefaction
waves and shock ones. The jet exits from
the igniter nozzle with sonic velocity (the
nozzle is a simple convergent) and with a
higher pressure value than the pressuriz-
ing gas. Therefore the jet must reduce its
pressure value: it endures a strong expan-
sion into the combustion chamber; the time sequence in the figure 5.29 clearly
point this strong rarefaction. The rarefaction is followed by a shock wave, that
in this case generates a deformed Mach disk. The sequence rarefaction/shock
is generally repeated until the ambient pressure is reached (diamond configura-
tion).
Figure 5.28. Comparison Between Con-
fined Igniter Jet and Free Jet
In the present case the presence of
combustion chamber wall alters the
ideal configuration (the figure 5.28
shows a comparison between the ideal
free jet configuration and the confined
igniter one). The jet is strongly accel-
erated by the rarefaction reaching su-
personic state. A supersonic jet needs
the presence of pressure waves (shock
or rarefaction) in order to be able to
change its direction. The igniter jet is
impinging on the propellant grain sur-
face and so it needs the presence of the
proper waves configuration in order
to deflect its stream traces. Consider-
ing the more detailed figure 5.30. The
whole jet is supersonic (violet line) ex-
cept a small region close to the Mach
disk. The supersonic particles that
flow above and below the Mach disk
needs shock waves to deviate themselves: the two shocks are clearly recognizable
by the pressure gradient and pressure fields (figure 5.30), the first above the Mach
disk (quasi-vertical wave) and the second on the right of Mach disk (almost hori-
zontal wave). The upper shock reflects on the propellant walls deflecting the flow
further on. The lower shock interacts with the contact discontinuity that is consti-
tuted by the lower jet stream trace (very close to the lower sonic line) generating
a rarefaction (the rarefaction on the up-right of the Mach disk).
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(a) Pressure Gradient Field at t = 0.0127s (b) Pressure Field at t = 0.0127s
(c) Pressure Gradient Field at t = 0.0215s (d) Pressure Field at t = 0.0215s
(e) Pressure Gradient Field at t = 0.0295s (f) Pressure Field at t = 0.0295s
Figure 5.29. Igniter Jet Formation Time Sequence
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(a) Pressure Gradient Field at t = 0.0215s
(b) Pressure Field at t = 0.0215s
Figure 5.30. Waves Configuration during Igniter Jet Formation
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Igniter Jet Propagation
The propagation of the igniter jet has a strong effect on the ignition transient
behaviour. During its propagation the jet interacts with the geometry variations
of the combustion chamber and with the waves generated by the jet itself. These
unsteady, non-linear interactions generate interesting phenomena.
The first phenomenon observed during the jet propagation is the unsteady
instability of the jet front surface. The figure 5.31 reports a time sequence of cross
section at x = 1.8m into the cylindrical region where the specific heats ratio field is
plotted. The red isolevel represents the pressurizing gas (nitrogen) while the blue
one represents the igniter jet gas. The jet fills the cross section starting from the
upper region close to the propellant wall and then it spreads into the azimuthal
directions. Initial a small bubble of pressurizing gas remains enclosed by the
igniter jet (figures 5.31 d, e and f) generating an almost symmetric configuration.
(a) Time t = 0.0123s (b) Time t = 0.0161s (c) Time t = 0.0195s
(d) Time t = 0.0227s (e) Time t = 0.0253s (f) Time t = 0.0285s
(g) Time t = 0.0318s (h) Time t = 0.0349s (i) Time t = 0.0366s
(j) Time t = 0.0380s (k) Time t = 0.0404s (l) Time t = 0.0439s
Figure 5.31. Igniter Jet Front Surface Instability
It is important to note that the initial conditions and the geometry are sym-
metrical. From a certain time (figures 5.31 f) the initial symmetry of the flow
field is lost. The igniter jet front surface is unstable: when perturbed its unstable,
unsteady behaviour breaks down the symmetry.
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When the jet lost its symmetry it doesn’t bend to a unique direction (bend to
the left or to the right) but it starts to oscillate. This oscillations demonstrate
that the lost of the jet symmetry is not a numerical error driven by a potential
preferential towards of the code developed but it is due to the physical instability
of the shear discontinuity constituting the jet front.
The understanding of this is instability is very complex. It cannot be brought
back to a Rayleigh–Taylor instability [John Strutt, 3rd Baron Rayleigh, 1883]: the
Rayleigh–Taylor instability is an instability of an interface between two fluids of
different densities, which occurs when the lighter fluid is pushing the heavier
fluid; the classical example of this kind of instability is the case of two completely
plane-parallel layers of immiscible fluid, the heavier on top of the light one and
both subject to the Earth’s gravity. The equilibrium here is unstable to certain
perturbations or disturbances. An unstable disturbance will grow and lead to
a release of potential energy, as the heavier material moves down under the (ef-
fective) gravitational field, and the lighter material is displaced upwards. This
situation is equivalent to the situation when the fluids are accelerated (without
gravity), with the lighter fluid accelerating into the heavier fluid. As a matter
of fact the igniter jet is lighter (higher temperature, lower density) than the pres-
surizing gas (lower temperature, higher growing density) but the two fluids are
not completely plane-parallel and the compressible effects (the igniter jet is su-
personic) introduce further complexity sources. Also the Richtmyer-Meshkov in-
stability [Meshkov, E.E., 1969] is not the case of the igniter jet instability: the
Richtmyer-Meshkov instability occurs when an interface between fluids of differ-
ing density is impulsively accelerated, e.g. by the passage of a shock wave. The
development of the instability begins with small amplitude perturbations which
initially grow linearly with time. This is followed by a nonlinear regime with
bubbles appearing in the case of a light fluid penetrating a heavy fluid, and with
spikes appearing in the case of a heavy fluid penetrating a light fluid. A chaotic
regime eventually is reached and the two fluids mix.
It is reasonable to classify the igniter jet instability as a particular shear-layer in-
stability. One of the possible key to understand this phenomenon is the presence
of vorticity. The igniter jet front is a complex discontinuity: there is discontinuity
not only in the density/temperature value but also in the composition (igniter
jet has higher value of molecular weight than nitrogen, the compressibility is dif-
ferent) and in the velocity flow field (e.g. there is a discontinuity in vorticity).
The vorticity distribution around the jet material surface is unstable; the velocity
induced on one particle of vorticity-bearing flow depends on the location of other
vorticity-bearing volume elements. In the initial symmetric configuration the vor-
ticity is distributed into the flow field so that the flow itself is symmetric. This
configuration is precarious and any small disturbance of the vorticity field will
lead to an aggravated convective rearrangement of the vorticity and it is possible
that the initial perturbation will tend to grow.
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(a) 2D Field at Time t = 0.0094s (b) 3D Field at Time t = 0.0094s
(c) 2D Field at Time t = 0.0123s (d) 3D Field at Time t = 0.0123s
(e) 2D Field at Time t = 0.0161s (f) 3D Field at Time t = 0.0161s
(g) 2D Field at Time t = 0.0179s (h) 3D Field at Time t = 0.0179s
Figure 5.32. Threedimensional Behaviour of Pressure Peak Traveling close to the Igniter
Jet Front
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In the igniter jet instability a possible perturbation source is the strong geom-
etry variations of the finocyl star-shaped region. When the jet cross the finocyl
region the port-area variation perturbs the unstable jet surface breaking down
the discontinuities of all proprieties. This perturbing mechanism is of particular
interest for the combustion chamber acoustic modes excitement as it will clear in
the following.
The second phenomenon observed during the jet propagation is the presence
of a threedimensional pressure peak traveling with the igniter jet front. The figure
5.32 shows a time sequence of the 2D (longitudinal slice taken at ϑ = 60◦) and 3D
flow field of the igniter jet front. It reports the pressure isolines for the 2D plots
and the pressure isosurfaces for the 3D ones. Also a isoline (red line) of specific
heats ratio value at 1.2 is reported in both kinds of plots in order to emphasize
the igniter jet front.
As a matter of fact there is a threedimensional pressure peak confined in a
small region close to the contact surface front and traveling with the front itself:
away from this zone the pressure propagates with a onedimensional behaviour
as it as pointed out above. The presence of this pressure peak can be explained
observing the peculiar nature of the jet front: into the front there is a saddle point
where the velocity (and vorticity) field, among the others, has a discontinuity
(figure 5.33); moreover the pressure waves traveling the cross section close to the
jet front propagate into a non uniform medium: this cross section is partially
filled by the igniter jet that has different physical proprieties from the nitrogen.
(a) Cross Section Specific Heats Ratio Field (b) Cross Section Velocity Magnitude Field
(c) Longitudinal Section Velocity Magnitude
Field
(d) Longitudinal Section Vorticity Magnitude
Field
Figure 5.33. Saddle Point Formation Close to Igniter Jet Front
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In particular the hot igniter jet has a very different compressibility than the
nitrogen: pressure waves propagate faster into the hot igniter jet (because of the
higher value of speed of sound) than into the pressurizing gas. The formation of
the saddle point drives the local overpressure generation that is favorite by the
non uniform medium.
When the igniter jet front (within its local overpressure peak) flows into the star-
shaped finocyl region the interaction with the port-area variation excites the com-
bustion chamber acoustic modes generating the pressure oscillations observed by
the head-end pressure probes. The figures 5.34, 5.35 and 5.36 show a time se-
quence during which the combustion chamber acoustic modes are excited. These
figures report the pressure field into the longitudinal slice taken at ϑ = 60◦ over
which a isoline of specific heats ratio at 1.22 is plotted (in order to individuate the
igniter jet front). Besides the pressure field a “probe-line” (the trace of which is
the white line into the longitudinal slice field) has been made in order to empha-
size the pressurizing history of the combustion chamber.
(a) Pressure Field at time t = 0.0142s
(b) Pressure Line Probe at time t = 0.0142s
Figure 5.34. Pressure Field at time t = 0.0142s
The figure 5.34 shows that before the igniter jet front flows into the finocyl
region the pressure field is onedimensional except in the impingement region
(where is the under-expansion zone and the pressure peak due to the Mach disk)
and in the jet front zone (where is a local overpressure peak); the finocyl region
has lower average pressure value than the head-end and the cylindrical ones.
When the igniter jet front flows into the finocyl region (figure 5.35) the local
overpressure peak traveling within the jet front is spread into the finocyl and
submergence regions. The local threedimensional structure of pressure is broken
down and the aft-end region pressure level is now loading.
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(a) Pressure Field at time t = 0.0211s
(b) Pressure Line Probe at time t = 0.0211s
Figure 5.35. Pressure Field at time t = 0.0142s
The figure 5.36 shows the aft-end region loaded: the igniter jet has filled the
submergence region. The combustion chamber acoustic modes excitement is now
happening.
Analysing the above time sequence the link between the acoustic modes excite-
ment and the jet front/finocyl interaction is clear. It is the interaction between the
igniter jet front overpressure peak and the finocyl variation area that overloads
the submergence zone and excites the acoustic modes.
(a) Pressure Field at time t = 0.0227s
(b) Pressure Line Probe at time t = 0.0227s
Figure 5.36. Pressure Field at time t = 0.0227s
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5.1.4 Zefiro 16 Simulations Concluding Remarks
The analysis of the Zefiro 16 numerical simulations has demonstrated that the
MUG code is able to predict and analyze the ignition transient phase of Solid
Rocket Motor with very good accuracy. The figure 5.8 shows that the pressure
oscillations during ignition transient are captured with good agreement with re-
spect the experimental both in frequency and amplitude.
The grid resolution used for the above results is enough to accurately prediction
the pressurizing history of the combustion chamber during the ignition transient
even if the boundary layer and viscous phenomena are not captured. It has been
shown that the initial phase of the ignition transient is strongly driven by the
formation and propagation of the igniter jet. Also the interaction between the
igniter jet, the pressure waves generated by the jet itself and the geometry vari-
ations has been shown to play a fundamental rule during the ignition transient.
It has been pointed out that all the above phenomena have strong threedimensio-
nal character (figures 5.26, 5.30, 5.32 and 5.33): only a threedimensional model is
able to predict and analyze them without the use of “a posteriori” calibrated em-
pirical laws. The MUG code has successfully simulated the igniter jet formation
and impingement without the necessity of empirical impingement submodel and
the ability to simulate complex threedimensional acoustic interactions has shown
unexpected phenomena.
5.2 Zefiro 9A Simulation
Zefiro 9A is an evolution of the original Zefiro 9 design. As it has been said
in the introduction chapter 1 Zefiro 9 is first engine that was completed and it
is the third stage engine of the Vega Launcher. The first firing test was carried
out on December 20th 2005, at the Salto di Quirra Inter-force Test Range. The
test was a success but it evidences a low specific impulse Isp. After a critical
design review based on the completed first firings test, on March 28th 2007, the
second firing test of the Zefiro 9 took place at Salto di Quirra. After 35 seconds,
there was a sudden drop in the motor’s internal pressure, leading to an increased
combustion time. This firing test was not a success; after this test the Zefiro 9
design has been changed and new DM and QM tests are planned for the end
of 2008. The new re-designed motor is now unofficially named Zefiro 9A. The
most important design-change of Zefiro 9A is the propellant grain reshaping:
in order to improve the performance of Zefiro 9 the propellant mass has been
increased and as a consequence the configuration of the star-shaped region has
been changed.
The propellant mass increasing is not followed by a global engine dimensions
increment. The re-designed motor maintains its original dimensions of 3.85 m
length and 1.9 m diameter. As a consequence the internal free volume of combus-
tion chamber is considerably decreased. In particular the igniter nozzles is very
close to the propellant grain walls. This kind of configuration is not common
for this class of motors: a similar propellant “loading” is common only in the
military field. For this reason an intensive preliminary simulation efforts have
been planned. In the framework of this numerical studies the threedimensional
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simulations of Zefiro 9A have been made by means of MUG code in behalf of
European Space Agency (ESRIN division); the results of these simulations have
been already presented (30th April 2008) at the ESRIN facilities (Frascati, Roma).
5.2.1 Zefiro 9A Features and Simulation Setup
Zefiro 9A has the following features:
Length of combustion chamber about 2.5m.
Combustion chamber free volume about 0.22m3.
Propellant mass about 10 tons.
Igniter nozzles configuration 6 radial nozzles with an angle of 20◦ with respect
the axis motor and 1 axial nozzle. The mass flow rate of igniter jets is
allocated for about 20% to the axial nozzle and for about about 80% to the
6 radial nozzles.
The simulation of Zefiro 9A is the first that has benefitted from the MIG code
using: ESA through AVIO Group S.p.A. has provided the CAD design of the
motor and so it has been possible to create the numerical mesh directly by the
CAD file. This means that the Zefiro 9A numerical mesh has reached a very good
compromise between the resolution and the number of finite volumes.
The figure 5.37 shows the main elements of the Zefiro 9A as they come from
the CAD project.
Figure 5.37. Main Elements of Zefiro 9A
The finocyl region of Zefiro 9A has 11 star-tips. As it shown in figure 5.38a
the Z9A propellant grain has a minimum periodicity of 32.72◦ or a minimum
symmetry of 16.36◦. Unfortunately the igniter nozzles configuration has neither
the same symmetry nor the same periodicity (figure 5.38b). The igniter has 6
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radial nozzles and an axial one therefore it has a minimum symmetry of 30◦. In
order to save computational cost and time a compromise has been made: the pri-
ority has been given igniter symmetry and so it has been simulated a 30◦ clip of
the combustion chamber. Because no information about the mutual orientation
between the igniter nozzles and the star-tips has been provided it has been as-
sumed that into the 30◦ simulated a complete star-root is contained (figure 5.38a).
Although the choice made doesn’t respect the symmetry of the propellant grain
surface (introducing symmetric modes that are different from the real ones) the
error committed on the head-end pressure history prediction is negligible as the
comparison with the quasi-1D results proves. The simulations of 180◦ and 360◦
clipped volumes that impose the correct symmetry for both igniter and propellant
grain are planned to be made in the future.
(a) Zefiro 9A Star Region Configuration (b) Zefiro 9A Igniter Nozzles Configuration
Figure 5.38. Zefiro 9A Periodicity and Symmetry
The provided CAD design has been processed by the MIG code producing a
30◦ clipped numerical mesh of about 1000000 of finite volumes. The numerical
mesh has a low stretching factor in both the longitudinal and the radial directions:
the grid is refined close to the impingement region and into the finocyl region
while in the cylindrical one it is more coarse as in Zefiro 16 case. The stretching
factor is accurately controlled: it is never bigger than 1.1 and lower than 0.9
from one cell to the contiguous cells so the grid stretching doesn’t perturb the
numerical results.
The CAD design has been slightly modified in the head-end region; close to the
head-end motor there is “floater” that is a small cavity between the propellant
grain and the thermal protection system of the case. Before the set up of the
engine for the firing (both for the static firing test and for the launcher integration)
this cavity is absent because both the boundaries of the thermal protection and
of the propellant grain tie in. When the engine is placed in flight configuration
the floater cavity reaches its design configuration. Unfortunately the CAD design
provided doesn’t supply information about the flight configuration of the floater
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cavity. So the designed volume of the floater cavity has been added directly on
the numerical mesh.
(a) Prospective Longitudinal View (b) Prospective Cross
View
Figure 5.39. Zefiro 9A Numerical Mesh
The table 5.2 reports the initial conditions of the igniter jets gas and of the pres-
surizing gas. For the Zefiro SRMs subsequent Zefiro 16 (that means for Zefiro 9,
Zefiro 23 and Zefiro 9A) the pressurizing gas adopted is helium. This choice has
been made by ESA after the studies made by means of the quasi-1D code SPIT
developed by Prof. Maurizio Di Giacinto, Prof. Bernardo Favini and Ph.D. Fer-
ruccio Serraglia at the Department of Mechanics and Aeronautics at “Sapienza”,
University of Rome, before the present doctoral research. It has been demon-
strated (and confirmed also by means of the 3DMUG simulations) that the use of
helium as pressurizing gas can limit the pressure oscillations generation during
the ignition transient phase. At today the design of Zefiro 9A schedules helium
as pressurizing gas.
Igniter Jets Gas Combustion Cham-
ber Pressurizing
Gas
Mass Flow Rate [kgs ] time function Pressure [Pa] 130000.0000
Total Temperature [K] 3500.0000 Static Temperature [k] 285.0000
Specific Heats Ratio 1.1489 Specific Heats Ratio 1.6700
Gas Constant 298.2104 Gas Constant 2083.5000
Table 5.2. Zefiro 9A Gas Initial Conditions
5.2.2 Zefiro 9A Head-End Pressure Time History: Comparison with
quasi-1D Numerical Results
The first static firing test of Zefiro 9A has been (successfully) made in 24th Oc-
tober 2008: there was not enough time to obtain the experimental data therefore
the comparison between the 3D numerical results and the experimental data is
not possible. In figure 5.40 the comparison between the 3D MUG prediction and
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the quasi-1D SPIT one is reported. The quasi-1D SPIT code is validated by means
of very large set of experimental data and presently it is the official prediction
tool for ignition transient adopted by Avio Group S.p.A.; the SPIT results can be
assumed as a reference.
The figure 5.40 shows the non dimensional head-end pressure time history of
the Zefiro 9A ignition transient. The dashed blue line is the 3D MUG prediction
and the solid black line is the quasi-1D SPIT one. The two predictions have
good agreement. Only a slight difference of the rate of pressure grow in the
non-dimensional time interval 0.6, 0.8 can be pointed out. This difference can be
explained considering the different mass flow rate time function used for the two
simulations: the SPIT code needs to be calibrated and in the framework of this
calibration also the mass flow rate of the igniter jet is calibrated. As a consequence
the mass flow rate time function used by spit code is slightly different from the
one made up directly by the experimental data of the igniter static firing tests.
The MUG code has used the experimental mass flow rate.
Figure 5.40. Zefiro 16 Head-End Pressure Time History
It is interesting to note that the head-end pressure time history shows no pres-
sure oscillations during ignition transient. This behaviour is common of all Zefiro
SRMs static firing tests made with helium as pressurizing gas (Zefiro 9, Zefiro 23
and P80 tests) and it is confirmed by the Zefiro 9A numerical simulations.
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5.2.3 Zefiro 9A Ignition Transient Analysis
As it has been done for Zefiro 16 simulation, in order to analyze the flow field
in a more easy way, longitudinal and cross section slices have been presented.
Among the longitudinal slice type three different kind of slices are considered
(figure 5.41): the first kind of slice is taken at ϑ = 0◦ corresponding the first
propellant grain tip (red slice in the figure 5.41) and to the middle of the radial
igniter nozzle; the second kind of slice is taken at ϑ = 15◦ corresponding to the
propellant grain star root (green slice in the figure 5.41); finally the third is taken
at ϑ = 30◦ corresponding the second propellant grain tip (blue slice in the figure
5.41).
Figure 5.41. Zefiro 9A Longitudinal Slices
Among the cross section slice type three different kind of slices are considered
(figure 5.42): the first kind of slice is taken at x = 0.481m close to the igniter
nozzles (red slice in the figure 5.42); the second kind of slice is taken at x = 1.49m
into the cylindrical region (green slice in the figure 5.42); the last kind of slice is
taken at x = 2.26m into the star-shaped finocyl region (blue slice in the figure
5.42).
For each set of slices the flow field of pressure, density, Mach number, specific
heats ratio, temperature and vorticity magnitude are reported. For each field a
time sequence is considered: the sequence range is from t = 0.0034s to t = 0.0266s
so it contains the igniter jet formation and propagation before the propellant grain
is ignited.
Pressure Field
Figures 5.43 and 5.44 report the pressure field into the two different longitudinal
slices at ϑ = 0◦ and ϑ = 15◦ for time sequence considered.
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Figure 5.42. Zefiro 9A Cross Section Slices
The first time sequence into the slice ϑ = 0◦ (figure 5.43) points out that the
pressure field is almost uniform into the cross section: the pressure waves prop-
agate with a one-dimensional behaviour as it happens for the Zefiro 16 ignition
transient. Note that the plots of the sequence use different color map: the varia-
tion of pressure into the field is very low, the minimun and maximum of plotted
pressure values are banded together.
Also the under-expanded region is more limited in this case than in the Zefiro
16 one. This is essentially due to the low rate growing of igniter mass flow rate
and because of the mass flow rate is splitted over the 7 igniter nozzles. Moreover
the use of helium as pressurizing gas has strong impact on the pressure waves
propagation: the helium has very low molecular weight and so it compressibility
(and its speed of sound) is high. The pressure waves generated by the igniter jets
propagate faster into the helium than into the nitrogen and so the pressurizing
happens more “smoothly”. The smooth behaviour of pressure field is also con-
firmed by the analysis of the longitudinal time sequence at ϑ = 15◦ (figure 5.44)
and the cross sections time sequence (figure 5.45). The figure 5.44 shows the pres-
sure field into the grain start-root and into the submergence zone. The pressure
field is essentially one-dimensional and it has a very smooth rate of variation.
The figure 5.45 presents the cross sections time sequence: the pressure field is
uniform into the cross slices.
It is important to note that close to the igniter radial jet front there is not local
overpressure; the pressure peak traveling within the igniter jet front observed
during Zefiro 16 ignition transient is now absent. The use of helium has limited
the formation of the saddle point close to the radial jet front making more uniform
the compressibility of the medium into this cross section: as a matter of fact the
compressibility (and the speed of sound) of the hot igniter jet and of the cold
helium are more similar than the case of nitrogen and so the formation of the
local overpressure peak is prevented.
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Density, Temperature, Specific Heats Ratio and Mach Number Fields:
Intensive Properties
All the “intensive” proprieties of the flow (density, temperature, specific heats
ratio and Mach number, etc. . . ), that are transported with the un characteristics,
have a threedimensional behaviour as it happens for the Zefiro 16 ignition tran-
sient.
Also for the Zefiro 9A the igniter jets fronts constitute a contact discontinuity,
a shear boundary that separates the hot igniter gas from the cold helium. Also
in this case this surface is unsteady and unstable. However for the Zefiro 9A
simulation the instability of the jets cannot be observed; as it has been mentioned
above in order to limit the computational costs it has been chosen to simulate
only 30◦ clip of free volume imposing symmetric boundary conditions in the
azimuthal direction; because of the imposition of symmetric boundary conditions
the jet surface has an imposed symmetric behaviour. In the future simulations of
180◦ and 360◦ clipped volume the symmetry imposition will be absent.
Figure 5.46, 5.47 and 5.48 show the longitudinal slice fields of density for the
considered time sequence. The figure shows the start-up of the igniter jet. The ig-
niter jet discharges into the combustion chamber with an angle of 20◦ with respect
the longitudinal axis impacting on the grain propellant wall into the cylindrical
region. The main difference with respect the Zefiro 16 fields is the presence of the
axial jet, not present in Zefiro 16. The comparison between the three slices points
out the threedimensional character of the density field.
The sequence shown in the figure 5.49 also points out that the igniter jets fronts
surface threedimensional. The slice close to the igniter nozzles (x = 0.481m) and
the one in cylindrical region (x = 1.49m) show that the flow is not uniform into
the cross sections. The last slice (x = 2.26m) in star root shows that the igniter jets
have not still reached the submergence zone because the density field remains
uniform at the pressurizing gas value.
The temperature, the specific heats ratio and the Mach number fields are sim-
ilar to the the density one (figures 5.50, 5.51, 5.52, 5.53, 5.54, 5.55, 5.56, 5.57 and
5.58). It is interesting to note that the two jets, the radial jet and the axial one, af-
ter a short transient they start to mixing together as in the cylindrical region they
become almost indistinguishable. Because of the very short distance between the
grain walls and the igniter nozzles the radial jets feel the effects of the reflected
pressure waves very soon; the radial jets are quickly perturbed be the small con-
fined volume and so they quickly mix with the axial jet. In the time sequence into
the longitudinal slices it is clear that the axial jet is perturbed by the radial one
and it deflects from the longitudinal axis direction (e.g. figure 5.50 c). Also the
cross section fields confirmed that the radial and the axial jet are mixed together
(e.g. figure 5.52 d, e, g and h). This physical mixing mechanisms is useful in
order to limit the numerical error sources: the Eulerian model adopted has not
physical diffusion (it is an inviscid model) and especially for the axial jet the dif-
fusion is limited (the core axial jet tends to remain confined and aligned with the
axial coordinate direction). The mixing mechanism between the radial and axial
jet limits the absence of a physical diffusion.
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(a) Pressure field at time t = 0.0067s
(b) Pressure field at time t = 0.0129s
(c) Pressure field at time t = 0.0227s
(d) Pressure field at time t = 0.0266s
Figure 5.43. Pressure Field into the Longitudinal Section at ϑ = 0◦ Time Sequence
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(a) Pressure field at time t = 0.0067s
(b) Pressure field at time t = 0.0129s
(c) Pressure field at time t = 0.0227s
(d) Pressure field at time t = 0.0266s
Figure 5.44. Pressure Field into the Longitudinal Section at ϑ = 15◦ Time Sequence
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(a) Pressure field at
time t = 0.0034s at
x = 0.481m
(b) Pressure field at
time t = 0.0034s at
x = 1.49m
(c) Pressure field at
time t = 0.0034s at
x = 2.26m
(d) Pressure field at
time t = 0.0129s at
x = 0.481m
(e) Pressure field at
time t = 0.0129s at
x = 1.49m
(f) Pressure field at
time t = 0.0129s at
x = 2.26m
(g) Pressure field at
time t = 0.0227s at
x = 0.481m
(h) Pressure field at
time t = 0.0227s at
x = 1.49m
(i) Pressure field at
time t = 0.0227s at
x = 2.26m
(j) Pressure field at
time t = 0.0266s at
x = 0.481m
(k) Pressure field at
time t = 0.0266s at
x = 1.49m
(l) Pressure field at
time t = 0.0266s at
x = 2.26m
Figure 5.45. Pressure Field into the Cross Sections of the Time Sequence
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(a) Density field at time t = 0.0067s
(b) Density field at time t = 0.0129s
(c) Density field at time t = 0.0227s
(d) Density field at time t = 0.0266s
Figure 5.46. Density Field into the Longitudinal Section at ϑ = 0◦ Time Sequence
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(a) Density field at time t = 0.0067s
(b) Density field at time t = 0.0129s
(c) Density field at time t = 0.0227s
(d) Density field at time t = 0.0266s
Figure 5.47. Density Field into the Longitudinal Section at ϑ = 15◦ Time Sequence
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(a) Density field at time t = 0.0067s
(b) Density field at time t = 0.0129s
(c) Density field at time t = 0.0227s
(d) Density field at time t = 0.0266s
Figure 5.48. Density Field into the Longitudinal Section at ϑ = 30◦ Time Sequence
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(a) Density field at
time t = 0.0034s at
x = 0.481m
(b) Density field at
time t = 0.0034s at
x = 1.49m
(c) Density field at time
t = 0.0034s at x =
2.26m
(d) Density field at
time t = 0.0129s at
x = 0.481m
(e) Density field at
time t = 0.0129s at
x = 1.49m
(f) Density field at time
t = 0.0129s at x =
2.26m
(g) Density field at
time t = 0.0227s at
x = 0.481m
(h) Density field at
time t = 0.0227s at
x = 1.49m
(i) Density field at time
t = 0.0227s at x =
2.26m
(j) Density field at time
t = 0.0266s at x =
0.481m
(k) Density field at
time t = 0.0266s at
x = 1.49m
(l) Density field at time
t = 0.0266s at x =
2.26m
Figure 5.49. Density Field into the Cross Sections of the Time Sequence
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(a) Temperature field at time t = 0.0067s
(b) Temperature field at time t = 0.0129s
(c) Temperature field at time t = 0.0227s
(d) Temperature field at time t = 0.0266s
Figure 5.50. Temperature Field into the Longitudinal Section at ϑ = 0◦ Time Sequence
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(a) Temperature field at time t = 0.0067s
(b) Temperature field at time t = 0.0129s
(c) Temperature field at time t = 0.0227s
(d) Temperature field at time t = 0.0266s
Figure 5.51. Temperature Field into the Longitudinal Section at ϑ = 15◦ Time Sequence
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(a) Temperature field
at time t = 0.0034s at
x = 0.481m
(b) Temperature field
at time t = 0.0034s at
x = 1.49m
(c) Temperature field
at time t = 0.0034s at
x = 2.26m
(d) Temperature field
at time t = 0.0129s at
x = 0.481m
(e) Temperature field
at time t = 0.0129s at
x = 1.49m
(f) Temperature field at
time t = 0.0129s at
x = 2.26m
(g) Temperature field
at time t = 0.0227s at
x = 0.481m
(h) Temperature field
at time t = 0.0227s at
x = 1.49m
(i) Temperature field at
time t = 0.0227s at
x = 2.26m
(j) Temperature field at
time t = 0.0266s at
x = 0.481m
(k) Temperature field
at time t = 0.0266s at
x = 1.49m
(l) Temperature field at
time t = 0.0266s at
x = 2.26m
Figure 5.52. Temperature Field into the Cross Sections of the Time Sequence
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(a) Specific Heats Ratio field at time t = 0.0067s
(b) Specific Heats Ratio field at time t = 0.0129s
(c) Specific Heats Ratio field at time t = 0.0227s
(d) Specific Heats Ratio field at time t = 0.0266s
Figure 5.53. Specific Heats Ratio Field into the Longitudinal Section at ϑ = 0◦ Time
Sequence
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(a) Specific Heats Ratio field at time t = 0.0067s
(b) Specific Heats Ratio field at time t = 0.0129s
(c) Specific Heats Ratio field at time t = 0.0227s
(d) Specific Heats Ratio field at time t = 0.0266s
Figure 5.54. Specific Heats Ratio Field into the Longitudinal Section at ϑ = 15◦ Time
Sequence
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(a) Specific Heats
Ratio field at time
t = 0.0034s at
x = 0.481m
(b) Specific Heats
Ratio field at time
t = 0.0034s at
x = 1.49m
(c) Specific Heats
Ratio field at time
t = 0.0034s at
x = 2.26m
(d) Specific Heats
Ratio field at time
t = 0.0129s at
x = 0.481m
(e) Specific Heats
Ratio field at time
t = 0.0129s at
x = 1.49m
(f) Specific Heats
Ratio field at time
t = 0.0129s at
x = 2.26m
(g) Specific Heats
Ratio field at time
t = 0.0227s at
x = 0.481m
(h) Specific Heats
Ratio field at time
t = 0.0227s at
x = 1.49m
(i) Specific Heats
Ratio field at time
t = 0.0227s at
x = 2.26m
(j) Specific Heats
Ratio field at time
t = 0.0266s at
x = 0.481m
(k) Specific Heats
Ratio field at time
t = 0.0266s at
x = 1.49m
(l) Specific Heats
Ratio field at time
t = 0.0266s at
x = 2.26m
Figure 5.55. Specific Heats Ratio Field into the Cross Sections of the Time Sequence
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(a) Mach Number field at time t = 0.0067s
(b) Mach Number field at time t = 0.0129s
(c) Mach Number field at time t = 0.0227s
(d) Mach Number field at time t = 0.0266s
Figure 5.56. Mach Number Field into the Longitudinal Section at ϑ = 0◦ Time Se-
quence
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(a) Mach Number field at time t = 0.0067s
(b) Mach Number field at time t = 0.0129s
(c) Mach Number field at time t = 0.0227s
(d) Mach Number field at time t = 0.0266s
Figure 5.57. Mach Number Field into the Longitudinal Section at ϑ = 15◦ Time Se-
quence
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(a) Mach Number field
at time t = 0.0034s at
x = 0.481m
(b) Mach Number field
at time t = 0.0034s at
x = 1.49m
(c) Mach Number field
at time t = 0.0034s at
x = 2.26m
(d) Mach Number field
at time t = 0.0129s at
x = 0.481m
(e) Mach Number field
at time t = 0.0129s at
x = 1.49m
(f) Mach Number field
at time t = 0.0129s at
x = 2.26m
(g) Mach Number field
at time t = 0.0227s at
x = 0.481m
(h) Mach Number field
at time t = 0.0227s at
x = 1.49m
(i) Mach Number field
at time t = 0.0227s at
x = 2.26m
(j) Mach Number field
at time t = 0.0266s at
x = 0.481m
(k) Mach Number field
at time t = 0.0266s at
x = 1.49m
(l) Mach Number field
at time t = 0.0266s at
x = 2.26m
Figure 5.58. Mach Number Field into the Cross Sections of the Time Sequence
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(a) Stream Traces field at time t = 0.0067s
(b) Stream Traces field at time t = 0.0129s
(c) Stream Traces field at time t = 0.0227s
(d) Stream Traces field at time t = 0.0266s
Figure 5.59. Stream Traces Field into the Longitudinal Section at ϑ = 0◦ Time Sequence
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The figure 5.59 reports the stream traces field time sequence (over the specific
heats isolevels plots) for the longitudinal slice taken at ϑ = 0◦. In particular the
slices are taken very close to the igniter nozzles. The stream traces fields points
out that the axial and the radial jets are distinguishable only at the start of the
jets development. The cores of the two jets quickly interact themselves: as soon
as the the lower part of the radial jet reaches the upper part of the axial one (or
viceversa) the radial jet is “trailed” by the faster axial one. As a matter of fact the
jets cores into this slice are mixed together very rapidly. It is interesting to note
the differences with respect the Zefiro 16 behaviour; in the present case when the
impingement region is well developed (figure 5.59d) only one big recirculating
bubble is present close to the upper region of the radial jet: the recirculating bub-
ble into the lower region of the radial jet presents into the Zefiro 16 impingement
region (5.25) is absent in Zefiro 9A due to the presence of the axial jet.
5.2.4 Zefiro 9A Simulations Concluding Remarks
The comparison between the MUG and the SPIT predictions of the Zefiro 9A
ignition transient (figure 5.40) demonstrates the predictive ability of the MUG
code. The choice to impose a non-real symmetric boundary conditions has a
negligible effect on the pressure time history prediction as the agreement between
the two code proves. Also the lack of diffusion of the inviscid model is limited by
the mixing between the radial and axial jets.
The simulation of Zefiro 9A also demonstrates that the use helium as pressuriz-
ing gas can limited the pressure oscillations generation during ignition transient
producing a smooth behaviour of the combustion chamber pressurizing.
5.3 The Effect of Pressurizing Gas
Both experimental and numerical results agree with key-role of the pressurant
gas describing the same phenomenology of the acoustic excitement.
For the Zefiro 16 ignition transient the presence of a threedimensional pressure
peak traveling with the igniter jet front has been observed. As a matter of fact
there is a threedimensional pressure peak confined in a small region close to the
contact surface front and traveling with the front itself: away from this zone the
pressure propagates with a onedimensional behaviour. The presence of this pres-
sure peak can be explained observing the peculiar nature of the jet front: into the
front there is a saddle point where the velocity (and vorticity) field, among the
others, has a discontinuity; moreover the pressure waves traveling the cross sec-
tion close to the jet front propagate into a non uniform medium: this cross section
is partially filled by the igniter jet that has different physical proprieties from the
nitrogen. In particular the hot igniter jet has a very different compressibility than
the nitrogen: pressure waves propagate faster into the hot igniter jet (because of
the higher value of speed of sound) than into the pressurizing gas. The formation
of the saddle point drives the local overpressure generation that is favorite by the
non uniform medium. When the igniter jet front (within its local overpressure
peak) flows into the star-shaped finocyl region the interaction with the port-area
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variation excites the combustion chamber acoustic modes generating the pressure
oscillations observed by the head-end pressure probes.
Also a preliminary numerical simulation of P80 (presented in [Zaghi et al.,
2008a] but not reported in this dissertation) has pointed out a similar phenomenol-
ogy. A local overpressure peak (less threedimensional than the Zefiro 16 one) has
been observed to travel with the radial igniter jet front. Also for the P80 igni-
tion transient the interaction of the radial igniter jet front with finocyl port-area
variations produces the combustion chamber acoustic excitement and a similar
phenomenology has been predicted also be means of a quasi-1D model [Di Giac-
into et al., 2007; Favini et al., 2005a,b] (even if the combustion chamber acoustic
excitement of the 3D model and the one of the quasi-1D model are different both
the models agree predicting that is the interaction of the igniter jet front with the
finocyl variation area the cause of the pressure oscillations generation).
On the contrary Zefiro 9 and Zefiro 9A ignition transient simulations using
helium as pressurant gas show the absence of the above local overpressure and
the pressurizing history is smooth without pressure oscillations: the interaction
between the radial igniter jets front and the geometry variation of finocyl region
produces acoustic waves of negligible intensity that don’t excite the combustion
chamber acoustic modes. This behaviour is confirmed by the two static firing
tests of Zefiro 9 and the one of Zefiro 9A.
(a) Cross Slices close to the radial Igniter Jet Front
(b) Longitudinal Slices of the Igniter Jets
Figure 5.60. Comparison between Zefiro 16 (nitrogen) and Zefiro 9 (helium) Igniter Jet
Fronts
In conclusion the helium, providing a minor acoustic impedance than nitrogen,
limits the formation of local overpressure peak traveling within the igniter jet
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front thus the interaction of igniter jet and finocyl area variation is less intense
and the acoustic modes of combustion chamber are not excited. The key is the
compressibility of helium at pressurizing temperature (about 300 K): at this “am-
bient” temperature helium has a compressibility of the same order of the hot
(about 3500 K) igniter jets thus the pressure waves propagate in a more uniform
medium than with the nitrogen avoiding the formation of local overpressure peak
and pressure oscillations.
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Concluding Remarks
Science is facts; just as houses are
made of stones, so is science made of
facts; but a pile of stones is not a
house and a collection of facts is not
necessarily science.
Jules Henri Poincaré 1854-1912
The study of Solid Rocket Motor is a challenging research field. The multi-physical phenomena involved are very complex and a lot of them are not
completely understood. In particular the ignition transient phase and its main
characteristic phenomena play a very marginal role into the whole design proce-
dure of a Solid Rocket Motor. As a matter of fact the designers are focused on
the (quasi)steady phase. Although this approach is reasonable for the industries,
from a scientific point of view the understanding of the ignition transient phase
can deliver a great improvement of the SRM internal ballistic knowledge. As a
consequence the ignition transient phase study can produce new knowledge and
novel ideas.
At today the theoretical approaches to the ignition transient phase can be di-
vided into two classes: the “industry”’s approach that is the simplest (quasi-1D
models) and the “academy”’s one that is the most complex (3D multiphysical
models). The simplest approach can give very good results, but in general it
needs accurate “a posteriori” calibrations and often, even if the results are in
good agreement with the experimental data, the simple models adopted can let
to a “non physical” interpretation of the phenomena. On the contrary the com-
plex approach can give very accurate (and more physical) results; nevertheless
the complexity involved makes this approach not viable for parametric studies
such those required by the industrial applications.
The original idea of the present doctoral research is to study the SRM ignition
transient by means of a more accurate models of those presently used into the
industrial approaches. This research adopts a “bottom-to-top” approach: the aim
is the simulation of the driving phenomena without having the ambition to simu-
late all the multiphysical aspects involved (e.g. fluid/structural coupled analysis).
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The target is to improve the knowledge of a selected number of the phenom-
ena constituting the SRM ignition transient using an accurate three-dimensional
model.
The analysis of pre-ignition transient of Zefiro 16 and Zefiro 9A demonstrate
that the approach proposed can be successful used to predict the ignition tran-
sient of real solid rocket motors. This good result shows that the mathematical
models selected and the numerical code developed are suitable for the physical
phenomena studied.
The three-dimensional approach has pointed out interesting phenomena.
First the shape of the igniter jet is strong influenced by the closed volume of
the combustion chamber: its shape is very different from a free jet. In particular
the typical gasdynamic structures of the underexpanded jets such Mach disk, bar-
rel shocks, etc. . . are strongly altered by the presence of the combustion chamber
walls: their positions and their coupled interactions (e.g. the Mach disk triple
point) are far away from the free jets ones. The analysis of the igniter jets forma-
tion, propagation and combustion chamber walls interaction has been possible
due to the three-dimensional model adopted: a one-dimensional model cannot
predict (and analyze) this kind of phenomena (e.g a 1D model cannot distinguish
a radial jet by an axial one).
Second the three-dimensional character of the pressure close to the contact
surface front that separates hot igniter gas from cold pressurizing one. This in-
teresting result is connected to the pressurizing gas compressibility effect. This
local overpressure peak traveling with the radial jet front seems to be strongly
influenced by the compressibility of the pressurizing gas: although a direct com-
parison between Zefiro 16 and Zefiro 9A is not possible, the nitrogen used into
the Zefiro 16 tests emphasizes the formation of the pressure peak while the lighter
helium used into the Zefiro 9A tests limits this phenomena (as the numerical and
the experimental results confirm).
The helium effect is an important study that has been made. In previous stud-
ies [Favini et al., 2006b,a, 2005a,b; Serraglia et al., 2004; Favini et al., 2002b,a]
made by the professors Maurizio Di Giacinto, Bernardo Favini and by the re-
searcher Ferruccio Serraglia the advantages of the helium with respect the nitro-
gen as pressurizing gas has been shown. Those studies have demonstrated that
the helium can limit (with a costless design change) the generation of pressure
oscillations during ignition transient. The validity of those results is clear: the
European Space Agency basing on them has decided the Zefiro 9 and Zefiro 23
will use helium instead of nitrogen; nevertheless the quasi-1D model adopted
cannot allow a deep understanding of the physical phenomena involved. One
of the aim of the presented research is to confirm the previous results and to
improve the understanding of the helium effects. The analysis of the Zefiro 16,
Zefiro 9A and the impulsive jet simulations have confirmed the advantages of he-
lium (as a matter of fact it eliminates the pressure oscillations) providing a more
physical understanding of the interaction between the igniter jets, the combustion
chamber geometry and the pressurizing gas compressibility. It has been shown
that when the front of the radial igniter jet interacts with the strong combustion
chamber variation of the finocyl region pressure waves traveling to the aft-end
and to the head-end of the motor are generated; these waves can excite the acous-
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tic modes of the combustion chamber generating the pressure oscillations; it has
been shown that the use of helium influences this interaction limiting (in many
cases eliminating) the pressure oscillations.
Also the contact surface instability is a new aspect. The three-dimensional
approach has provided an accurate analysis of the igniter jets shape.
Besides the numerical results obtained one important goal of this research is
the development of a suitable numerical tool. During the last three years the
MUG code has been developed “from scratch” by the author of this dissertation
providing a numerical tool that doesn’t need “ad hoc” sub-models to simulate
igniter jets formation/impingement and so doesn’t need “a priori” calibrations,
achieving a good prediction ability. The MUG code has been the basis for other
challenging studies [Creta et al., 2008b,a].
Actually the most important disadvantages of the proposed approach is the
computational cost: the gap between the 1D approach is evident and actually the
diffusion of multi-processors cluster outside computational centers of research/a-
cademic institutes is not enough. A parametric study is quite difficult due to
computational cost. This suggests to use the 3D approach together with 1D one
in a complementary way. As a matter of fact the improvement of physical under-
standing provided by the 3D studies can be used to tune and to calibrate the 1D
tools.
In conclusion, even if this work can be considered as a first effort, the presented
approach has demonstrated a great potential providing novel understanding of
SRM ignition transient that is not yet presented in open scientific literature.
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A
Cylindrical Coordinates System
If you can‘t explain it simply, you
don‘t understand it well enough.
Albert Einstein, 1879-1955
The common SRM combustion chamber’s shape is cylindrical-like, at least forthe main part. Therefore adopting a cylindrical coordinates system is very
useful for limiting the number of numerical finite volumes. The cylindrical co-
ordinates system adopted, cylindrical/rectangular transformation equations and
the governing equations in cylindrical coordinates are reported in this chapter.
a.1 Curvilinear Orthogonal Coordinates System
Cylindrical coordinates system belongs to the curvilinear orthogonal system. Re-
spect to the rectangular coordinates system, that is also an orthogonal system, a
curvilinear orthogonal system has a tensor metric that is generally different to
the unit tensor. In this section the tensor metric for a curvilinear orthogonal coor-
dinates system is evaluated; also the transformation equations for the operators
∇2 (), −→∇ · (), −→∇ × () and −→∇ () are presented.
Considering the rectangular coordinates system (x,y, z) with the basis unit vec-
tors
−→
i ,
−→
j ,
−→
k the position vector −→p can be expressed as:
−→p = x · −→i + y · −→j + z · −→k (A.1)
Introducing a new curvilinear orthogonal coordinates system (ξ1, ξ2, ξ3)with the
basis unit vectors −→e 1,−→e 2,−→e 3 the position vector −→p can be expressed as:
−→p = ξ1 · −→e 1 + ξ2 · −→e 2 + ξ3 · −→e 3 (A.2)
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The derivatives of −→p with respect to (ξ1, ξ2, ξ3) are the base vectors of the curvi-
linear system:
h1 =
∣∣∣∣∂−→p∂ξ1
∣∣∣∣ = ∣∣∣ ∂x∂ξ1 ∂y∂ξ1 ∂z∂ξ1 ∣∣∣ =
√(
∂x
∂ξ1
)2
+
(
∂y
∂ξ1
)2
+
(
∂z
∂ξ1
)2
h2 =
∣∣∣∣∂−→p∂ξ2
∣∣∣∣ = ∣∣∣ ∂x∂ξ2 ∂y∂ξ2 ∂z∂ξ2 ∣∣∣ =
√(
∂x
∂ξ2
)2
+
(
∂y
∂ξ2
)2
+
(
∂z
∂ξ2
)2
h3 =
∣∣∣∣∂−→p∂ξ3
∣∣∣∣ = ∣∣∣ ∂x∂ξ3 ∂y∂ξ3 ∂z∂ξ3 ∣∣∣ =
√(
∂x
∂ξ3
)2
+
(
∂y
∂ξ3
)2
+
(
∂z
∂ξ3
)2 (A.3)
Therefore the tensor metric is:
TMetric =
 h1 0 00 h2 0
0 0 h3
 (A.4)
Thus the curvilinear basis unit vectors can be expressed as:
−→e1 =
1
h1
∂−→p
∂ξ1
−→e2 =
1
h2
∂−→p
∂ξ2
−→e3 =
1
h3
∂−→p
∂ξ3
(A.5)
The operators
−→∇ · () and −→∇ () can be expressed as:
−→∇ · () = ∂ ()
∂x
· −→i + ∂ ()
∂y
· −→j + ∂ ()
∂z
· −→k = 1
h1
∂ ()
∂ξ1
· −→e1 +
1
h2
∂ ()
∂ξ2
· −→e2 +
1
h3
∂ ()
∂ξ3
· −→e3
(A.6)
−→∇ () = ∂ ()
∂x
−→
i +
∂ ()
∂y
−→
j +
∂ ()
∂z
−→
k =
1
h1
∂ ()
∂ξ1
−→e1 +
1
h2
∂ ()
∂ξ2
−→e2 +
1
h3
∂ ()
∂ξ3
−→e3 (A.7)
Note that if we apply one of A.6 and A.7 to a vector expressed in the curvi-
linear system we must evaluate the derivatives of −→e 1,−→e 2,−→e 3 with respect of
(ξ1, ξ2, ξ3); since the curvilinear coordinates system considered is orthogonal the
following identities are satisfied:
−→e1 · −→e2 = 0 −→e2 · −→e3 = 0 −→e1 · −→e3 = 0
∂
−→p
∂ξ1
· ∂
−→p
∂ξ2
= 0
∂
−→p
∂ξ2
· ∂
−→p
∂ξ3
= 0
∂
−→p
∂ξ1
· ∂
−→p
∂ξ3
= 0
−→e1 = −→e2 ×−→e3 −→e2 = −→e3 ×−→e1 −→e3 = −→e1 ×−→e2
(A.8)
Differencing the second line of identities of A.8 by that coordinate which does
not appear explicitly we obtain:
∂
−→p
∂ξ1
· ∂2
−→p
∂ξ2∂ξ3
+
∂2
−→p
∂ξ1∂ξ3
· ∂
−→p
∂ξ2
= 0
∂
−→p
∂ξ2
· ∂2
−→p
∂ξ1∂ξ3
+
∂2
−→p
∂ξ1∂ξ2
· ∂
−→p
∂ξ3
= 0
∂
−→p
∂ξ1
· ∂2
−→p
∂ξ2∂ξ3
+
∂2
−→p
∂ξ1∂ξ2
· ∂
−→p
∂ξ3
= 0
(A.9)
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adding the first two of A.9 we obtain:
∂
−→p
∂ξ1
· ∂2
−→p
∂ξ2∂ξ3
+
∂2
−→p
∂ξ1∂ξ3
· ∂
−→p
∂ξ2
+
∂
−→p
∂ξ2
· ∂2
−→p
∂ξ1∂ξ3
+
∂2
−→p
∂ξ1∂ξ2
· ∂
−→p
∂ξ3
= 0
⇓
2
∂
−→p
∂ξ2
· ∂2
−→p
∂ξ1∂ξ3
+
∂−→p
∂ξ1
· ∂
2−→p
∂ξ2∂ξ3
+
∂2−→p
∂ξ1∂ξ2
· ∂
−→p
∂ξ3︸ ︷︷ ︸
=0 by means of third identities
= 0
⇓
∂
−→p
∂ξ2
· ∂2
−→p
∂ξ1∂ξ3
= 0
With analogous calculations we obtain:
∂−→p
∂ξ1
· ∂
2−→p
∂ξ2∂ξ3
= 0
∂−→p
∂ξ2
· ∂
2−→p
∂ξ1∂ξ3
= 0
∂−→p
∂ξ3
· ∂
2−→p
∂ξ1∂ξ2
= 0 (A.10)
The partial derivatives of −→p with respect to (ξ1, ξ2, ξ3) are tangential to the coor-
dinate lines ξ1, ξ2 and ξ3, respectively, and so from the first of A.10 we obtain:
∂2−→p
∂ξ2∂ξ3
⊥−→e1 ⇒
∂2−→p
∂ξ2∂ξ3
= α · −→e2 +β · −→e3
Using the third of A.5 and the above equation we obtain:
∂2−→p
∂ξ2∂ξ3
=
∂
∂ξ2
(
∂−→p
∂ξ3
)
=
∂
∂ξ2
(
h3
−→e3
)
= h3
∂−→e3
∂ξ2
+
∂h3
∂ξ2
−→e3 = α · −→e2 +β · −→e3
because ∂
−→e3
∂ξ2
‖ −→e2 we obtain:
β =
∂h3
∂ξ2
With analogous passages we finally obtain:
∂
−→e1
∂ξ1
= −
∂h1
∂ξ2
−→e2
h2
−
∂h1
∂ξ3
−→e3
h3
∂
−→e1
∂ξ2
=
∂h2
∂ξ1
−→e2
h1
∂
−→e1
∂ξ3
=
∂h3
∂ξ1
−→e3
h1
∂
−→e2
∂ξ1
=
∂h1
∂ξ2
−→e1
h2
∂
−→e2
∂ξ2
= −
∂h2
∂ξ3
−→e3
h3
−
∂h2
∂ξ1
−→e2
h2
∂
−→e2
∂ξ3
=
∂h3
∂ξ2
−→e3
h2
∂
−→e3
∂ξ1
=
∂h1
∂ξ3
−→e1
h3
∂
−→e3
∂ξ2
=
∂h2
∂ξ3
−→e2
h3
∂
−→e3
∂ξ3
= −
∂h3
∂ξ1
−→e1
h1
−
∂h3
∂ξ2
−→e2
h2
(A.11)
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By means of A.11 we can obtain the operators
−→∇ · () into the curvilinear co-
ordinates system; considering a generic vector −→u = u1−→e1 + u2−→e2 + u3−→e3 the
divergence operator can be expressed as:
−→∇ ·−→u = ∂−→u∂ξ1 ·
−→e1
h1
+ ∂
−→u
∂ξ2
·
−→e2
h2
+ ∂
−→u
∂ξ3
·
−→e3
h3
=
=
∂
(
u1
−→e1+u2−→e2+u3−→e3
)
∂ξ1
·
−→e1
h1
+
∂
(
u1
−→e1+u2−→e2+u3−→e3
)
∂ξ2
·
−→e2
h2
+
∂
(
u1
−→e1+u2−→e2+u3−→e3
)
∂ξ3
·
−→e3
h3
=
=
∂u1∂ξ1 −→e1 · −→e1︸ ︷︷ ︸
1
+u1
∂−→e1
∂ξ1
· −→e1︸ ︷︷ ︸
0
+
∂u2
∂ξ1
−→e2 · −→e1︸ ︷︷ ︸
0
+u2
∂
−→e2
∂ξ1
· −→e1 + ∂u3∂ξ1
−→e3 · −→e1︸ ︷︷ ︸
0
+u3
∂
−→e3
∂ξ1
· −→e1
 1h1+
+
∂u1∂ξ2 −→e1 · −→e2︸ ︷︷ ︸
0
+u1
∂
−→e1
∂ξ2
· −→e2 + ∂u2∂ξ2
−→e2 · −→e2︸ ︷︷ ︸
1
+u2
∂−→e2
∂ξ2
· −→e2︸ ︷︷ ︸
0
+
∂u3
∂ξ2
−→e3 · −→e2︸ ︷︷ ︸
0
+u3
∂
−→e3
∂ξ2
· −→e2
 1h2+
+
∂u1∂ξ3 −→e1 · −→e3︸ ︷︷ ︸
0
+u1
∂
−→e1
∂ξ3
· −→e3 + ∂u2∂ξ3
−→e2 · −→e3︸ ︷︷ ︸
0
+u2
∂
−→e2
∂ξ3
· −→e3 + ∂u3∂ξ3
−→e3 · −→e3︸ ︷︷ ︸
1
+u3
∂−→e3
∂ξ3
· −→e3︸ ︷︷ ︸
0
 1h3 =
= 1h1h2h3
[
h2h3
∂u1
∂ξ1
+ h2h3u2
∂
−→e2
∂ξ1
· −→e1 + h2h3u3 ∂
−→e3
∂ξ1
· −→e1+
+h1h3u1
∂
−→e1
∂ξ2
· −→e2 + h1h3 ∂u2∂ξ2 + h1h3u3
∂
−→e3
∂ξ2
· −→e2+
+h1h2u1
∂
−→e1
∂ξ3
· −→e3 + h1h2u2 ∂
−→e2
∂ξ3
· −→e3 + h1h2 ∂u3∂ξ3
]
Using the A.11 we obtain:
−→∇ ·−→u = 1h1h2h3
h2h3 ∂u1∂ξ1 + h2h3u2 ∂h1∂ξ2 1h2 −→e1 · −→e1︸ ︷︷ ︸
1
+h2h3u3
∂h1
∂ξ3
1
h3
−→e1 · −→e1︸ ︷︷ ︸
1
+
+h1h3u1
∂h2
∂ξ1
1
h1
−→e2 · −→e2︸ ︷︷ ︸
1
+h1h3
∂u2
∂ξ2
+ h1h3u3
∂h2
∂ξ3
1
h3
−→e2 · −→e2︸ ︷︷ ︸
1
+
+h1h2u1
∂h3
∂ξ1
1
h1
−→e3 · −→e3︸ ︷︷ ︸
1
+h1h2u2
∂h3
∂ξ2
1
h2
−→e3 · −→e3︸ ︷︷ ︸
1
+h1h2
∂u3
∂ξ3
 =
= 1h1h2h3
[
∂(h2h3u1)
∂ξ1
+
∂(h1h3u2)
∂ξ2
+
∂(h1h2u3)
∂ξ3
]
With analogous passages we can obtain the expression of the other operators;
considering a scalar variable φ and a tensor of second order T the operators read:
∇2 (φ) = 1
h1h2h3
[
∂
∂ξ1
(
h2h3
h1
∂φ
∂ξ1
)
+
∂
∂ξ2
(
h1h3
h2
∂φ
∂ξ2
)
+
∂
∂ξ3
(
h1h2
h3
∂φ
∂ξ3
)]
(A.12)
−→∇ ·−→u = 1
h1h2h3
[
∂
∂ξ1
(h2h3u1) +
∂
∂ξ2
(h1h3u2) +
∂
∂ξ3
(h1h2u3)
]
(A.13)
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−→∇ ×−→u =
−→e1
h2h3
[
∂
∂ξ2
(h3u3) −
∂
∂ξ3
(h2u2)
]
+
+
−→e2
h1h3
[
∂
∂ξ3
(h1u1) −
∂
∂ξ1
(h3u3)
]
+
+
−→e3
h1h2
[
∂
∂ξ1
(h2u2) −
∂
∂ξ2
(h1u1)
] (A.14)
−→∇ · T = −→e1
{
1
h21h2h3
[
∂
∂ξ1
(h1h2h3T11) +
∂
∂ξ2
(
h21h3T12
)
+ ∂∂ξ3
(
h21h2T13
)]
+
− 1
h21
∂h1
∂ξ1
T11 −
1
h1h2
∂h2
∂ξ1
T22 −
1
h1h3
∂h3
∂ξ1
T33
}
+
+−→e2
{
1
h1h
2
2h3
[
∂
∂ξ1
(
h22h3T12
)
+ ∂∂ξ2
(h1h2h3T22) +
∂
∂ξ3
(
h22h1T23
)]
+
− 1h1h2
∂h1
∂ξ2
T11 −
1
h22
∂h2
∂ξ2
T22 −
1
h2h3
∂h3
∂ξ2
T33
}
+
+−→e3
{
1
h1h2h
2
3
[
∂
∂ξ1
(
h2h
2
3T13
)
+ ∂∂ξ2
(
h1h
2
3T23
)
+ ∂∂ξ3
(h1h2h3T33)
]
+
− 1h1h3
∂h1
∂ξ3
T11 −
1
h2h3
∂h2
∂ξ3
T22 −
1
h23
∂h3
∂ξ3
T33
}
(A.15)
It is also useful to report the expression of −→u · −→∇
(−→u ) and −→u (−→∇ ·−→u ):
−→u · −→∇
(−→u ) = +
+−→e1
[
u1
h1
∂u1
∂ξ1
+
u2
h2
∂u1
∂ξ2
+
u3
h3
∂u1
∂ξ3
+
u1u2
h1h2
∂h1
∂ξ2
−
u22
h1h2
∂h2
∂ξ1
+
u1u3
h1h3
∂h1
∂ξ3
−
u23
h1h3
∂h3
∂ξ1
]
+
+−→e2
[
u1
h1
∂u2
∂ξ1
+
u2
h2
∂u2
∂ξ2
+
u3
h3
∂u2
∂ξ3
+
u1u2
h1h2
∂h2
∂ξ1
−
u21
h1h2
∂h1
∂ξ2
+
u2u3
h2h3
∂h2
∂ξ3
−
u23
h2h3
∂h3
∂ξ2
]
+
+−→e3
[
u1
h1
∂u3
∂ξ1
+
u2
h2
∂u3
∂ξ2
+
u3
h3
∂u3
∂ξ3
+
u1u3
h1h3
∂h3
∂ξ1
−
u21
h1h3
∂h1
∂ξ3
+
u2u3
h2h3
∂h3
∂ξ2
−
u22
h2h3
∂h2
∂ξ3
]
(A.16)
−→u
(−→∇ ·−→u ) = +
+−→e1
[
u1
h1
∂u1
∂ξ1
+
u1u2
h1h2
∂h1
∂ξ2
+
u1u3
h1h3
∂h1
∂ξ3
+
+
u1
h2
∂u2
∂ξ2
+
u21
h1h2
∂h2
∂ξ1
+
u1u3
h2h3
∂h2
∂ξ3
+
+
u1
h3
∂u3
∂ξ3
+
u21
h1h3
∂h3
∂ξ1
+
u1u2
h2h3
∂h3
∂ξ2
]
+
+−→e2
[
u2
h1
∂u1
∂ξ1
+
u22
h1h2
∂h1
∂ξ2
+
u2u3
h1h3
∂h1
∂ξ3
+
+
u2
h2
∂u2
∂ξ2
+
u1u2
h1h2
∂h2
∂ξ1
+
u2u3
h2h3
∂h2
∂ξ3
+
+
u2
h3
∂u3
∂ξ3
+
u1u2
h1h3
∂h3
∂ξ1
+
u22
h2h3
∂h3
∂ξ2
]
+
+−→e3
[
u3
h1
∂u1
∂ξ1
+
u2u3
h1h2
∂h1
∂ξ2
+
u23
h1h3
∂h1
∂ξ3
+
+
u3
h2
∂u2
∂ξ2
+
u1u3
h1h2
∂h2
∂ξ1
+
u23
h2h3
∂h2
∂ξ3
+
+
u3
h3
∂u3
∂ξ3
+
u1u3
h1h3
∂h3
∂ξ1
+
u2u3
h2h3
∂h3
∂ξ2
]
(A.17)
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a.2 Cylindrical Coordinates System
The conservations laws in cylindrical coordinates system is reported in this sec-
tion.
Considering the figure 2.2 on page 21 the transformation equations from cylin-
drical to rectangular system (and viceversa) are:
x = x
y = r cos ϑ
z = r sin ϑ
(A.18)
x = x
r =
√
y2 + z2
ϑ = tan−1
(
z
y
) (A.19)
The base vectors of the cylindrical system are:
hx =
∣∣∣∣∂−→p∂x ∣∣∣∣ = ∣∣∣ ∂x∂x ∂y∂x ∂z∂x ∣∣∣ =√(1)2 + (0)2 + (0)2 = 1
hr =
∣∣∣∣∂−→p∂r ∣∣∣∣ = ∣∣∣ ∂x∂r ∂y∂r ∂z∂r ∣∣∣ =√(0)2 + (cos ϑ)2 + (sin ϑ)2 = 1
hϑ =
∣∣∣∣∂−→p∂ϑ ∣∣∣∣ = ∣∣∣ ∂x∂ϑ ∂y∂ϑ ∂z∂ϑ ∣∣∣ =√(0)2 + (−r sin ϑ)2 + (r cos ϑ)2 = r
(A.20)
Thus the metric tensor is:
Tmetric =
 1 0 00 1 0
0 0 r
 (A.21)
The curvilinear basis unit vectors can be expressed as:
−→ex = 1
hx
∂−→p
∂x
=
1
1
∂−→p
∂x
−→er = 1
hr
∂−→p
∂r
=
1
1
∂−→p
∂r
−→eϑ =
1
h3
∂−→p
∂ϑ
=
1
r
∂−→p
∂ϑ
(A.22)
We note that the only metric derivative not null is:
∂h3
∂ξ2
=
∂hϑ
∂r
=
∂r
∂r
= 1 (A.23)
We can now calculate the expression of the conservation laws in cylindrical sys-
tem. Consider the following system of equations:
∂ρ
∂t +
−→∇ ·
(
ρ−→u
)
= 0
∂
(
ρ
−→u
)
∂t +
−→∇ ·
(
ρ−→u −→u
)
+
−→∇ (p) = −→∇ ·
(
T
)
∂(ρE)
∂t +
−→∇ ·
(−→
B
)
= 0
(A.24)
where T is a tensor (of generic viscous terms),
−→
B is generic vector and where:
−→∇ ·
(
ρ−→u −→u
)
= −→u · −→∇
(
ρ−→u
)
+ ρ−→u
(−→∇ ·−→u ) (A.25)
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Using the expression A.13 for the cylindrical system we obtain:
−→∇ ·
(
ρ−→u
)
=
1
r
[
∂
∂x
(rρu) +
∂
∂r
(rρur) +
∂
∂ϑ
(ρuϑ)
]
(A.26)
where ~u =
[
u ur uϑ
]
. Using the expression A.16 and A.17 for the cylindrical
system we obtain:
−→u · −→∇
(
ρ−→u
)
= +
+−→ex
[
u
∂(ρu)
∂x + ur
∂(ρu)
∂r +
uϑ
r
∂(ρu)
∂ϑ
]
+
+−→er
[
u
∂(ρur)
∂x + ur
∂(ρur)
∂r +
uϑ
r
∂(ρur)
∂ϑ −
ρu2ϑ
r
]
+
+−→eϑ
[
u
∂(ρuϑ)
∂ξ1
+ ur
∂(ρuϑ)
∂ξ2
+
uϑ
r
∂(ρuϑ)
∂ϑ +
ρuruϑ
r
]
(A.27)
ρ−→u
(−→∇ ·−→u ) = +
+−→ex
[
ρu∂u∂x + ρu
∂ur
∂r +
ρu
r
∂uϑ
∂ϑ +
ρuur
r
]
+
+−→er
[
ρur
∂u
∂x + ρur
∂ur
∂r +
ρur
r
∂uϑ
∂ϑ +
ρu2r
r
]
+
+−→eϑ
[
ρuϑ
∂u
∂x + ρuϑ
∂ur
∂r +
ρuϑ
r
∂uϑ
∂ϑ +
ρuruϑ
r
] (A.28)
Adding A.27 and A.28 we obtain:
−→∇ ·
(
ρ−→u −→u
)
= −→u · −→∇
(
ρ−→u
)
+ ρ−→u
(−→∇ ·−→u ) = +
+−→ex
[
∂(ρu2)
∂x +
∂(ρuur)
∂r +
1
r
∂(ρuuϑ)
∂ϑ +
ρuur
r
]
+
+−→er
[
∂(ρuru)
∂x +
∂(ρu2r)
∂r +
1
r
∂(ρuruϑ)
∂ϑ +
ρu2r−ρu
2
ϑ
r
]
+
+−→eϑ
[
∂(ρuϑu)
∂x +
∂(ρuϑur)
∂r +
1
r
∂(ρu2ϑ)
∂ϑ +
2ρuruϑ
r
]
(A.29)
The gradient of pressure in cylindrical coordinates is:
−→∇ (p) = −→ex ∂ (p)
∂x
+−→er ∂ (p)
∂r
+
−→eϑ
r
∂ (p)
∂ϑ
(A.30)
For the divergence of the tensor T using the A.15 we obtain:
−→∇ · T = +
+
−→ex
r
[
∂(rTxx)
∂x +
∂(rTxr)
∂r +
∂Txϑ
∂ϑ
]
+
+
−→er
r
[
∂(rTxr)
∂x +
∂(rTrr)
∂r +
∂Trϑ
∂ϑ − Tϑϑ
]
+
+
−→eϑ
r2
[
∂(r2Txϑ)
∂x +
∂(r2Trϑ)
∂r +
∂(rTϑϑ)
∂ϑ
] (A.31)
Finally the divergence of vector
−→
B in cylindrical system is:
−→∇ ·
(−→
B
)
=
1
r
[
∂
∂x
(rBx) +
∂
∂r
(rBr) +
∂
∂ϑ
(Bϑ)
]
(A.32)
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Using the equations A.26, A.29, A.30, A.31 and A.32 the system of conservation
laws in cylindrical coordinates can expressed as:
∂ρ
∂t +
1
r
[
∂
∂x (rρu) +
∂
∂r (rρur) +
∂
∂ϑ (ρuϑ)
]
= 0
∂(ρu)
∂t +
∂
∂x
(
ρu2 + p
)
+ ∂∂r (ρuur) +
1
r
∂
∂ϑ (ρuuϑ) +
ρuur
r = +
+1r
[
∂(rTxx)
∂x +
∂(rTxr)
∂r +
∂Txϑ
∂ϑ
]
∂(ρur)
∂t +
∂
∂x (ρuru) +
∂
∂r
(
ρu2r + p
)
+ 1r
∂
∂ϑ (ρuruϑ) +
ρu2r−ρu
2
ϑ
r = +
+1r
[
∂(rTxr)
∂x +
∂(rTrr)
∂r +
∂Trϑ
∂ϑ − Tϑϑ
]
∂(ρuϑ)
∂t +
∂
∂x (ρuϑu) +
∂
∂r (ρuϑur) +
1
r
∂
∂ϑ
(
ρu2ϑ + p
)
+
2ρuruϑ
r = +
+ 1
r2
[
∂(r2Txϑ)
∂x +
∂(r2Trϑ)
∂r +
∂(rTϑϑ)
∂ϑ
]
∂(ρE)
∂t +
1
r
[
∂
∂x (rBx) +
∂
∂r (rBr) +
∂
∂ϑ (Bϑ)
]
= 0
(A.33)
Multiplying all terms of A.33 for r the conservation laws in cylindrical coordinates
read:
∂(rρ)
∂t +
∂
∂x (rρu) +
∂
∂r (rρur) +
∂
∂ϑ (ρuϑ) = 0
∂(rρu)
∂t +
∂
∂x
[
r
(
ρu2 + p
)]
+ ∂∂r (rρuur) +
∂
∂ϑ (ρuuϑ) = +
+
∂(rTxx)
∂x +
∂(rTxr)
∂r +
∂Txϑ
∂ϑ
∂(rρur)
∂t +
∂
∂x (rρuru) +
∂
∂r
[
r
(
ρu2r + p
)]
+ ∂∂ϑ (ρuruϑ) = p+ ρu
2
ϑ+
+
∂(rTxr)
∂x +
∂(rTrr)
∂r +
∂Trϑ
∂ϑ − Tϑϑ
∂(rρuϑ)
∂t +
∂
∂x (rρuϑu) +
∂
∂r (rρuϑur) +
∂
∂ϑ
(
ρu2ϑ + p
)
= −ρuruϑ+
+1r
[
∂(r2Txϑ)
∂x +
∂(r2Trϑ)
∂r +
∂(rTϑϑ)
∂ϑ
]
∂(rρE)
∂t +
∂
∂x (rBx) +
∂
∂r (rBr) +
∂
∂ϑ (Bϑ) = 0
(A.34)
Noting that:
1
r
[
∂(r2Txϑ)
∂x +
∂(r2Trϑ)
∂r +
∂(rTϑϑ)
∂ϑ
]
=
= ∂∂x
(
r2
r Txϑ
)
+ ∂∂r
(
r2
r Trϑ
)
− r2Trϑ
∂
∂r
(
1
r
)
+ ∂∂ϑ
(
r
rTϑϑ
)
=
= ∂∂x (rTxϑ) +
∂
∂r (rTrϑ) − r
2Trϑ ·
(
− 1
r2
)
+ ∂∂ϑ (Tϑϑ) =
= ∂∂x (rTxϑ) +
∂
∂r (rTrϑ) + Trϑ +
∂
∂ϑ (Tϑϑ)
the conservation laws in cylindrical coordinates become:
∂(rρ)
∂t +
∂
∂x (rρu) +
∂
∂r (rρur) +
∂
∂ϑ (ρuϑ) = 0
∂(rρu)
∂t +
∂
∂x
[
r
(
ρu2 + p
)]
+ ∂∂r (rρuur) +
∂
∂ϑ (ρuuϑ) = +
+
∂(rTxx)
∂x +
∂(rTxr)
∂r +
∂Txϑ
∂ϑ
∂(rρur)
∂t +
∂
∂x (rρuru) +
∂
∂r
[
r
(
ρu2r + p
)]
+ ∂∂ϑ (ρuruϑ) = p+ ρu
2
ϑ+
+
∂(rTxr)
∂x +
∂(rTrr)
∂r +
∂Trϑ
∂ϑ − Tϑϑ
∂(rρuϑ)
∂t +
∂
∂x (rρuϑu) +
∂
∂r (rρuϑur) +
∂
∂ϑ
(
ρu2ϑ + p
)
= −ρuruϑ + Trϑ+
+ ∂∂x (rTxϑ) +
∂
∂r (rTrϑ) +
∂
∂ϑ (Tϑϑ)
∂(rρE)
∂t +
∂
∂x (rBx) +
∂
∂r (rBr) +
∂
∂ϑ (Bϑ) = 0
(A.35)
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For the Euler equations the A.34 becomes:
∂(rρ)
∂t +
∂
∂x (rρu) +
∂
∂r (rρur) +
∂
∂ϑ (ρuϑ) = 0
∂(rρu)
∂t +
∂
∂x
[
r
(
ρu2 + p
)]
+ ∂∂r (rρuur) +
∂
∂ϑ (ρuuϑ) = 0
∂(rρur)
∂t +
∂
∂x (rρuru) +
∂
∂r
[
r
(
ρu2r + p
)]
+ ∂∂ϑ (ρuruϑ) = p+ ρu
2
ϑ
∂(rρuϑ)
∂t +
∂
∂x (rρuϑu) +
∂
∂r (rρuϑur) +
∂
∂ϑ
(
ρu2ϑ + p
)
= −ρuruϑ
∂(rρE)
∂t +
∂
∂x (rρuH) +
∂
∂r (rρurH) +
∂
∂ϑ (ρuϑH) = 0
(A.36)
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B
R iemann Problem Solvers
The causes of events are ever more
interesting than the events
themselves.
Marcus Tullius Cicero, 106 BC - 43
BC
The Godunov numerical scheme is based on the solution of the Riemann Prob-lems at each cell interface. It stands to reason, as shown in chapter D on
page 173, that the Riemann Problem Solver is the key of the numerical scheme
efficiency: in order to obtain an efficient numerical scheme is necessary to have
an optimized Riemann Problem Solver. In this chapter the general Riemann Prob-
lem and different solving approaches are presented; for more details see [Toro,
1997].
The following notes describe some algorithms to resolve Riemann Problem;
some of these algorithms give as output the unknown intermediate states 2 and
3 while some others give directly the interface fluxes. The interest into resolving
Riemann Problem is just to calculate the interface fluxes so the algorithms that
give only the unknown intermediate states 2 and 3 must be integrated with a
“sampling” algorithm that calculate the interface fluxes.
b.1 Exact Riemann Problem Solver Algorithms
In the previous chapter 3 on page 28, section 3.3 on page 36 the definition of the
Riemann Problem has been already shown and an analytical solution has been
proposed; in particular we have found for the intermediate states 2 and 3 a single
equation, 3.16, that is function of only pressure (or velocity), as well as the state 1
and 4: its zeros are the pressure (or the velocity) of the intermediate states 2 and
3. This equation is not directly solvable and it need a numerical approach. The
exact RP solver algorithms solve these kind of equations numerically. We present
2 different exact solvers the first based on the “pressure function” (the equation
3.16) and the second based on the “velocity function”.
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b.1.1 Pressure Function Exact Solver
This algorithm is based on the equation 3.16, reported below for simplicity.
pfunction (p,U1,U4) = f (p,U1,U4) = f1 (p,U1) + f4 (p,U4) + u4 − u1 = 0
The zero of this equation is the pressure in the intermediate states 2 and 3. Once
we know the value of the pressure into the intermediate states 2 and 3, the velocity
of this states is available by the equation:
u =
1
2
(u1 + u4) +
1
2
[f4 (p,U4) − f1 (p,U1)] (B.1)
In order to solve numerically the equation 3.16 the best algorithm is the Newton-
Rhapson method: it is an iterative methods with a quadratic order of convergence.
The iterative algorithm is the following:
pn+1 = pn −
pfunction (p
n,U1,U4)
∂
∂p [pfunction (p
n,U1,U4)]
(B.2)
where:
∂
∂p
[pfunction (p,U1,U4)] =
∂
∂p
[f1 (p,U1)] +
∂
∂p
[f4 (p,U4)]
and where:
∂
∂p
[fk (p,Uk)] =


√
Ak
Bk+p
[
1− p−pk
2(Bk+p)
]
if p > pk
(γ+1)ak
2γ2p2k
(
p
pk
)− 3γ+12γ
if p 6 pk
In order to make operative this algorithm we must provide an suitable initial
value of p. A correct choice of the initial value of pressure translates in a minor
number of convergence steps. A first trivial choice can be the arithmetical average
of p1 and p4:
p0 =
1
2
(p1 + p4)
We note that also a convergence criterion must be provided.
b.1.2 Velocity Function Exact Solver
The Newton-Rhapson method applied to the velocity function gives the following
algorithm:
un+1 = un −
p2 − p3
dp2 − dp2
(B.3)
where:
dp2 =

 2γ
p1
a1
M32rel
1+M22rel
if shock
−γp2a2
if rarefaction
dp3 =

 2γ
p4
a4
M33rel
1+M23rel
if shock
γp3a3
if rarefaction
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The choice of the initial value of the velocity is interesting. By means of the
Rankine-Hugoniot equations it is possible to demonstrate that an average of u1
and u4 is more accurate than an average of p1 and p4 and so an algorithm based
on the velocity function is better than an algorithm based on the pressure func-
tion.
b.2 Approximate Riemann Problem Solver Algorithms
The so called “approximate” Riemann Problem solvers are based on some approx-
imations of the governing equations. The Rankine-Hugoniot equations or the Eu-
ler equations are approximated in some way. The reasons for use an approximate
solver rather than an exact one can be found into the accuracy/CPU-overhead
ratio: in a lot of different cases some approximate solvers have the same accuracy
with less CPU-overhead than the exact solvers.
There are a lot of approximate algorithms each with its peculiarity. We have
implemented and tested some of the most used algorithms.
b.2.1 PVRS Riemann Problem Solver Algorithm
The acronym PVRS stands for Primitive Variable Riemann Solver. It is based on
the linearization of the Euler equations written in terms of primitive variables.
The Euler equations in conservative form are (1D case):
∂U
∂t
+
∂F
∂x
= 0
This system can be written in the quasi-linear form in terms of primitive variables:
∂W
∂t
+A (W)
∂W
∂x
= 0
where:
W =
 ρu
p
 A (W) =

u ρ 0 0 0
0 u 0 0 1/ρ
0 0 u 0 0
0 0 0 u 0
0 ρa2 0 0 u

The corresponding eigenvalues, or rather the characteristic directions, are:
λ1 = u− a
λ2 = λ3 = λ4 = u
λ5 = u+ a
These equations are non-linear because the matrix A is a function of the primitive
variables W. In order to obtain an approximate solution it is possible to linearize
the matrix A around a fixed value of W, A = A
(
W
)
, obtaining:
∂W
∂t
+A
∂W
∂x
= 0
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This system of equations is linear because the matrix A depends only on the fixed
value W and not on the primitive variables W. Thus:
∆F = A∆W = λi∆W
and so:
(u2,3 − u1) ρ+ (ρ2 − ρ1)a = 0
(p2,3 − p1) /ρ+ (u2,3 − u1)a = 0
(u4 − u2,3) ρ− (ρ4 − ρ3)a = 0
(p4 − p2,3) /ρ+ (u4 − u2,3)a = 0
Finally the PVRS algorithm is:
p2,3 =
1
2 (p1 + p4) +
1
2 (u1 − u4) (ρa)
u2,3 =
1
2 (u1 + u4) +
1
2 (p1 − p4) / (ρa)
ρ2 = ρ1 +
1
2
(
u1 − u2/3
)
(ρ/a)
ρ3 = ρ4 +
1
2
(
u2/3 − u4
)
(ρ/a)
(B.4)
As we can see from B.4 the solution of the RP is give in a closed form without
the necessity of any iterations. In order to make operative this algorithm one must
provide a suitable value of W for the linearization of the matrix A. A possible
choice is the arithmetical averages:
ρ = 12 (ρ1 + ρ4)
a = 12 (a1 + a4)
This choice let to the exact solution if the state 1 and 4 are separated by a contact
discontinuity or a shear layer.
The PVRS solver gives a solution that is far from the exact one. Its approxima-
tion can be satisfactory only if the error of the PVRS approximation is of the same
order of the error of the other components of the numerical integration method
adopted.
b.2.2 TRRS Riemann Problem Solver Algorithm
The acronym TRRS stands for Two Rarefactions Riemann Solver. It is based on
the assumption that the 2 non-linear waves are always 2 isentropic waves.
The basic idea is to assume “a priori” that both the 2 non-linear waves (families
u± a) are 2 isentropic waves that can be a rarefaction waves or a compression
wave, but that are always isentropic. Under this assumption the “Pressure Func-
tion” admits a solution in a closed form:
p =
a1 + a4 − γ−12 (u4 − u1)
a1p
1−γ
2γ
1 + a4p
1−γ
2γ
4

2γ
γ−1
(B.5)
And so the velocity is:
u =
1
2
(u1 + u4) +
1
2
[f4 (p,U4) − f1 (p,U1)] (B.6)
The algorithm is not iterative and it let to a better solution than PVRS in many
cases.
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b.2.3 TSRS Riemann Problem Solver Algorithm
The acronym TSRS stands for Two Shocks Riemann Solver. It is the opposite of
the TRRS: the 2 non-linear waves are always 2 shock (non-isentropic) waves.
With this assumption the pressure of the intermediate states cannot be obtained
in a closed form because the pressure function in this case admits two different
solutions. An approximation can be obtained with the following equation:
p =
g1 (p0)p1 + g4 (p0)p4 − (u4 − u1)
g1 (p0) + g4 (p0)
(B.7)
where:
gk (p) =
√
Ak
p+Bk
and where Ak and Bk have the same expression used for the pressure function
(equation 3.16); a possible choice for p0 can be:
p0 = max (0,pPVRS)
where pPVRS is the PVRS solution.
The velocity can be determined by the equation B.1.
b.2.4 HLL Riemann Problem Solver Algorithm
A very simple type of approximation to the solution of the RP was proposed by
Harten, Lax and van Leer [Harten et al., 1983]. Their basic assumption is that
the only waves present are the 2 non-linear waves (the acoustic waves traveling
on the characteristic directions u± a). In the figure B.1 the solution proposed is
presented.
If estimates S1 and S4 for the lower and upper limits of speeds of the acoustic
waves are available then one can easily solve for the conserved variables and
fluxes in the single intermediate state between the acoustic waves. Appling the
integral form of the conservation laws in the control volume shown in figure B.1,
after same algebraic manipulations we obtain:
1
T (S4 − S1)
TS4∫
TS1
U (x, T)dx =
S4U4 − S1U1 + F1 − F4
S4 − S1
= UHLL2,3 (B.8)
where F1 and F4 are the fluxes calculated with state 1 and 4. The above is a closed
form non-iterative approximation of the intermediate state 2 and 3. We note that
this approximation cannot be used to evaluate the fluxes at cell interface in a finite
volume scheme. The HLL solver gives these fluxes directly with more accuracy:
FHLLinterface =


F1 S1 > 0
FHLL =
S4F1−S1F4+S1S4(U4−U1)
S4−S1
S1 6 0 6 S4
F4 S4 6 0
(B.9)
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Figure B.1. HLL Solution of the Riemann Problem
This approximate Riemann solver has one intermediate state only: the density
(temperature or internal energy) is assumed constant in this state. As a conse-
quence, contact discontinuities are badly smeared.
The major problem with this Riemann solver is to find reliable and simple
estimates of S1 and S4 for the lower and upper bounds for the wave speeds. An
important consideration in doing so is the entropy condition [Harten et al., 1983].
A possible choice is the wave speeds given by the Roe approximation, provided
the entropy fix has been incorporated into the Roe scheme.
Another possibility is to use directly the eigenvalues:
S1 = u1 − a1
S4 = u4 + a4
This choice is not recommended.
We propose a different choice that even if it introduces some more CPU-overhead
it gives very satisfactory results. This choice is to use the PVRS approximation of
the intermediate state B.4 to evaluate the pressure into the intermediate state:
p2,3 =
1
2
(p1 + p4) +
1
2
(u1 − u4) (ρa)
where:
ρ = 12 (ρ1 + ρ4)
a = 12 (a1 + a4)
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Once we know an estimate of p2,3 we can estimate also the wave speeds:
S1 = u1 − a1q1
S4 = u4 + a4q4
qk =


1 if p2,3 6 pk√
1+ γ+12γ
(
p2,3
pk
− 1
)
if p2,3 > pk
for k = 1, 4
(B.10)
These estimates are more accurate and robust even if they introduce more CPU-
overhead.
b.2.5 HLLC Riemann Problem Solver Algorithm
The HLL solver performs well (in particular with the wave speed estimates pro-
posed) but contact discontinuities and shear waves are badly smeared. One can
remedy this lack of the HLL solver by restoring the associated with the contact
discontinuity as proposed by [Toro, 1994]. The HLLC solver (C stands for Con-
tact) is a modification of the HLL solver in which the contact discontinuity wave
has been restored, figure B.2.
Figure B.2. HLLC Solution of the Riemann Problem
Assuming that we know the estimates of wave speeds S1, S and S4 appling the
integral form of the conservation laws to control volume of figure B.2 we obtain:
FHLLinterface =


F1 S1 > 0
FHLL1 = F1 + S1
(
UHLL1 −U1
)
S1 6 0 6 S
FHLL4 = F4 + S4
(
UHLL4 −U4
)
S 6 0 6 S4
F4 S4 6 0
(B.11)
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where:
UHLLk = ρk
(
Sk − uk
Sk − S
) 1S
Ek + (S− uk)
[
S+ pk
ρk(Sk−uk)
]
 k = 1, 4
Also the HLLC solver needs to know wave speeds estimates. We use a modifi-
cation of the B.10 introducing the estimate of S:
S1 = u1 − a1q1
S = u2,3
S4 = u4 + a4q4
qk =


1 if p2,3 6 pk√
1+ γ+12γ
(
p2,3
pk
− 1
)
if p2,3 > pk
for k = 1, 4
(B.12)
where the u2,3 and p2,3 are estimated by the PVRS approximation:
p2,3 =
1
2 (p1 + p4) +
1
2 (u1 − u4) (ρa)
u2,3 =
1
2 (u1 + u4) +
1
2 (p1 − p4) / (ρa)
The HLLC solver proposed performs very well: its results are of the same
accuracy of the exact solvers results but the HLLC has a very less CPU-overhead,
it is a very cheap non-iterative algorithm. We note also that HLLC has many
other attractive characteristics:
1. its formulation is general: it is based on the integral conservation laws and
so no equation of state must be specified; its extension to a non ideal gas
(real gas) or the extension to a system different from the Euler’s one are
easy.
2. it is robust: basing on the integral form it can find the solution even in very
critical situations like strong rarefaction leading to the cavitation, while the
exact algorithms often fail.
3. it is very cheap: it gives a closed solution without any iterations.
4. its accuracy is of the same order of the exact solvers even for the contact
discontinuities and the shear waves.
For these reasons, after many tests, the MUG code now uses an implementation
of the HLLC solver.
b.2.6 Osher Riemann Problem Solver Algorithm
In the 1982 Osher and Solomon [Osher and Solomon, 1982] proposed a new ap-
proximate Riemann solver. This solver satisfies the entropy conditions and it is
able to capture with good accuracy also flow with slow moving shock waves
[Roberts, 1990].
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The Osher solver is a “Flux Vector Splitting” in which the interface fluxes de-
pend on the integration “paths”: according to the ordering of the Euler’s eigen-
values (that is the ordering of the integration paths), one can obtain 2 different
algorithms named as “O-Ordering” for the Osher ordering [Osher and Solomon,
1982], and “P-Ordering” for the physical ordering [Pandolfi, 1984]. Even if they
are essentially the same algorithm the different ordering let to a 2 sligthly differ-
ent scheme.
The basic assumption is that the 2 acoustic waves are always isentropic waves
(like the TRRS approach). And so the intermediate states 2 and 3 are:
p2,3 =
a1+a4−γ−12 (u4−u1)
a1p
1−γ
2γ
1 +a4p
1−γ
2γ
4

2γ
γ−1
u2,3 =
(
p1
p4
)γ−1
2γ u1
a1
+
u4
a4
+ 2γ−1
[(
p1
p4
)γ−1
2γ −1
]
(
p1
p4
)γ−1
2γ 1
a1
+ 1a4
ρ2 = ρ1
(
p2,3
p1
) 1
γ
ρ3 = ρ4
(
p2,3
p4
) 1
γ
(B.13)
Figure B.3. Osher Solution of the Riemann Problem
Because the assumption of isentropic waves the 2 non-linear waves are “fan” of
rarefaction or compression and so there is the possibility of the presence of sonic
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states (in figure B.3 a sonic state between the state 1 and 2 has been reported).
The evaluation of the sonic states is easy:
u2s =
γ−1
γ+1u1 +
2
γ+1a1 u3s =
γ−1
γ+1u4 −
2
γ+1a4
a2s = u2s a3s = u3s
ρ2s = ρ1
(
a2s
a1
) 2
γ−1
ρ3s = ρ4
(
a3s
a4
) 2
γ−1
p2s = p1
(
ρ2s
ρ1
)γ
p3s = p4
(
ρ3s
ρ4
)γ
In the table B.1 and B.2 there are the interface fluxes calculated by the Osher
algorithm according to the O-ordering and P-ordering integration paths, respec-
tively.
If
→
↓ Finterface =ց
u1 +a1 > 0
u4 −a4 > 0
u1 +a1 > 0
u4 −a4 6 0
u1 +a1 6 0
u4 −a4 > 0
u1 +a1 6 0
u4 −a4 6 0
u2,3 +a2 6 0 F1 − F2s + F3s F1 − F2s + F4 F3s F4
u2,3 +a2 > 0
u2,3 6 0
F1 − F2 + F3s F1 − F2 + F4 F2s − F2 + F3s F2s − F2 + F4
u2,3 −a3 > 0 F1 F1 − F3s + F4 F2s F2s − F3s + F4
u2,3 −a3 6 0
u2,3 > 0
F1 − F3 + F3s F1 − F3 + F4 F2s − F3 + F3s F2s − F3 + F4
Table B.1. Interface Fluxes according to O-ordering
If
→
↓ Finterface =ց
u1 −a1 > 0
u4 +a4 > 0
u1 −a1 > 0
u4 +a4 6 0
u1 −a1 6 0
u4 +a4 > 0
u1 −a1 6 0
u4 +a4 6 0
u2,3 −a2 > 0
u2,3 > 0
F1 F1 − F3s + F4 F2s F2s − F3s + F4
u2,3 −a2 6 0
u2,3 > 0
F1 − F2s + F2
F1 − F2s+
+F2 − F3s + F4
F2 F2 − F3s + F4
u2,3 +a3 > 0
u2,3 6 0
F1 − F2s + F3
F1 − F2s+
+F3 − F3s + F4
F3 F3 − F3s + F4
u2,3 +a3 6 0
u2,3 6 0
F1 − F2s + F3s F1 − F2s + F4 F3s F4
Table B.2. Interface Fluxes according to P-ordering
b.2.7 Roe Riemann Problem Solver Algorithm
Perhaps the most well-known approximate Riemann solvers is the one due to Roe
[Roe, P.L., 1981, 1997]. During this long time this solver has been tested, modified
and refined: the first implementation of this solver [Roe, P.L., 1981] did not satisfy
the entropy condition. Refinements to the Roe approach were introduced by [Roe,
P.L. and Pike, 1985].
The Roe approach is based on the quasi-linear form of the conservation laws;
considering the general one-dimensional hyperbolic system in conservative form:
U,t + F (U),x = 0
the corresponding quasi-linear conservation system is:
U,t +A (U)U,x = 0
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where A (U) is the Jacobian matrix:
A (U) =
∂F
∂U
Roe’s approach replaced the matrix A (U) by a constant approximation A˜ =
A˜ (UL,UR) in order to resolve an approximate Riemann Problem:
U,t + A˜U,x = 0
U (x, 0) =
{
UL x < 0
UR x > 0
(B.14)
The approximate problem results form replacing the original non-linear conser-
vation laws by a linearised system with constant coefficients but the initial con-
ditions of the exact problem are retained. The key for an efficient and an ac-
curate solver is the choice of the linearised state; Roe proposed the following
Roe-average state:
ρ¯ =
√
ρ1ρ4
u¯ =
√
ρ1u1+
√
ρ4u4√
ρ1+
√
ρ4
H¯ =
√
ρ1H1+
√
ρ4H4√
ρ1+
√
ρ4
a¯ =
√
(γ− 1)
(
H¯− 12 u¯
2
) (B.15)
Then the interface fluxes can be calculated as:
∆F =
3∑
i=1
α¯iλ¯iK¯
(i) (B.16)
where
α¯i ⇓ λ¯i ⇓ K¯(i) ⇓
α¯1 =
1
2a¯2
[(p4 − p1) − ρ¯a¯ (u4 − u1)] λ¯1 = u¯− a¯ K¯
(1) =
 1u¯− a¯
H¯− u¯a¯

α¯2 = ρ4 − ρ1 −
p4−p1
a¯2
λ¯2 = u¯ K¯
(2) =
 1u¯
1
2 u¯
2

α¯3 =
1
2a¯2
[(p4 − p1) + ρ¯a¯ (u4 − u1)] λ¯3 = u¯+ a¯ K¯
(1) =
 1u¯+ a¯
H¯+ u¯a¯

Linearised Riemann Problem solutions admit only discontinuous jumps. This
is a good approximation for contact discontinuities and shocks, in that the discon-
tinuous character of the wave is correct, even if the strength of the jump may not
be correctly approximated by the linearised solution. On the other hand, rarefac-
tion waves are continuous: clearly the linearised approximation via discontinuous
jumps is grossly incorrect. Besides in the case in which the rarefaction wave is
“sonic” or “transonic” linearised solution violates the entropy condition: there is
a negative variation of entropy. In order to make operative the Roe solver it is
necessary an “entropy fix” algorithm.
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The Entropy Fix of Harten-Hyman
We use the entropy fix proposed by [Harten and Hyman, J.M., 1983]. The tasks
of an entropy fix are essentially 2:
1. Evaluate the intermediate states 2 and 3 and the corresponding propagation
wave speeds of the 3 families.
2. According to the wave speed estimates in the case in which there is a
(tran)sonic rarefaction the Roe algorithm must be fixed with an entropy-
satisfactory approximation.
The first task can be done with one of the approximate solvers proposed above
(e.g. the PVRS approximation). Known the wave speed approximations, the
second task, the correction of the Roe algorithm, proposed by Harten and Hyman
is the following:
Finterface =


F1 + α¯1e1K¯
(1) for (tran)sonic rarefaction
on 1◦ family ⇔
{
u1 − a1 < 0
u2,3 − a2 > 0
F4 − α¯3e4K¯
(3) for (tran)sonic rarefaction
on 3◦ family ⇔
{
u4 + a4 > 0
u2,3 + a3 < 0
(B.17)
where:
e1 =
(u1−a1)(u2,3−a2−u¯+a¯)
u2,3−a2−u1+a1
e4 =
(u4+a4)(−u2,3−a3+u¯+a¯)
−u2,3−a3+u4+a4
The Roe solver with Harten-Hyman entropy fix gives accurate results and it can
be easily exented to multifluids and non ideal gas cases. But its CPU-overhead,
even if is lower than exact solver one, still remains larger than HLLC solver.
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MUG Code Overview
It has become appallingly obvious
that our technology has exceeded
our humanity.
Albert Einstein, 1879-1955
The mathematical and numerical models presented into the chapters 2 onpage 16 and 3 on page 28 have been implemented into the MUG (Multidi-
mensional Unsteady Gasdynamics) code. MUG is an “home-made” code entirely
written by the author of this dissertation. In this small chapter some details of
the MUG code are presented.
MUG is written in standard Fortran 95 with partial use Object Oriented Pro-
gramming (OOP) style. It is parallelizated by OpenMP paradigm, but it is now
integrating Message Passing Interface (MPI) standard in order to deal with dis-
tributed memory architecture.
MUG is made up by 3 different softwares:
1. The Mesh and Initial conditions Generator (MIG).
2. The Multidimensional Unsteady Gasdynamics solver (MUG).
3. The Post-processing Output Generator (POG).
The workflow is the following: first the mesh and the initial conditions are
generated using MIG; then MUG loads the outputs of MIG and the simulation
starts; finally the MUG outputs are post-processed by POG in order to obtain
synthetic data like images, graphs and movies more easy to understand (figure
C.1).
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Figure C.1. MUG Codes Workflow
c.1 The Mesh and Initial conditions Generator
The MIG code is able to deal directly with a CAD output. At today MIG can
loads only the STL1 CAD standard. After the CAD files are loaded the MIG
code generates the numerical mesh: now the mesh is a multi-blocks structured
orthogonal (both rectangular and cylindrical) grid; it is programmed a future
extension to a non-orthogonal curvilinear grid. MIG can be fine-tuned in order
to control the mesh stretching and so the numerical grid error. In figure C.2 a
common output of MIG is shown.
The generation of the numerical grid is made by the construction of a “Mini-
mum Distance Function” (MDF) from the CAD surfaces. Once the physical do-
main has been discretized into each finite volume the MDF from the closest CAD
surface is computed and the finite volume is “tagged” according to the sign of the
distance. This technique let to an almost fully-automatic grid generation: the user
must set only the domain discretization. This code has been developed with the
support of Ph.D. student Enrico Cavallini in the framework of “Grain-Burnback
numerical model” that he is now implementing in the state of the art GREG code
[Favini et al., 2008; Cavallini et al., 2008].
The mesh output is saved into a MUG geometric standard file. This kind of file
is loaded as input by MUG and POG; it is a “big-endian”2 binary file: all the MUG
codes are written on top of a Fortran 95 portable library so the “big-endianness”
portability is not a problem even on a “little-endian” architecture.
The initial conditions are saved into a file identical to the solution output file of
MUG solver: there is no distinction between an initial conditions and a solution
at a certain time tn. This choice makes easy to restart an interrupted simulation.
c.2 The Multidimensional Unsteady Gasdynamics solver
The MUG solver is the main software: it is the most complex and long. In this
code all the above mathematical and numerical models have been implemented.
Because of its importance it is the most optimized code: its development, mainte-
nance and improvement require the most time between the 3 codes.
1 STL is a file format native to the stereolithography CAD software created by 3D Systems. This file
format is supported by many other software packages; it is widely used for rapid prototyping and
computer-aided manufacturing.
2 In computing, endianness is the byte (and sometimes bit) ordering used to represent some kind of
data. Typical cases are the order in which integer values are stored as bytes in computer memory
(relative to a given memory addressing scheme) and the transmission order over a network or other
medium. When specifically talking about bytes, endianness is also referred to simply as byte order.
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(a) CAD Input (b) Mesh Generation
(c) Mesh Details (d) Mesh Details
Figure C.2. Output of Mesh and Initial conditions Generator
It is strongly modular. All the main algorithms (Riemann Solver, Reconstruc-
tion Algorithm, LES Algorithm. . . ) can be changed both at “compile time”, by the
use of compiling options, and at “run time” by the use of MUG inputs options.
This modularity favors the implementation of new algorithms and the mainte-
nance of the old. In figure C.3 the workflow algorithms into the MUG code is
shown: the modular programming style favors the creation of a stable API, Ap-
plication Program Interface, that allows a long-term developing strategy. Also the
use of Object-Oriented Programming style has improved the clarity of the code
making more easy the code maintenance. A pseudo-object has been made for the
main “CFD-entities”: thus there is an object for the primitive variables, an object
for the conservative variables, an object for the conservative fluxes and so on.
The MUG solver has been parallelizated through the OpenMP3 paradigm. Through
the OpenMP integration the MUG solver is able to run in parallel over a multi-
processor shared-memory architecture. At today the MUG solver has run over 2
3 The OpenMP (Open Multi-Processing) is an application programming interface (API) that supports
multi-platform shared memory multiprocessing programming in C/C++ and Fortran on many archi-
tectures, including Unix and Microsoft Windows platforms. It consists of a set of compiler directives,
library routines, and environment variables that influence run-time behavior.
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Figure C.3. MUG Algorithms Workflow
Italian high-performance-computing facilities, CINECA and CASPUR. Now the
migration from OpenMP to MPI4 is completing; the integration of MPI will allow
the use of big distributed-memory architectures going over the limitations of the
present shared memory architectures.
c.3 The Post-processing Output Generator
After the MUG solver has completed the simulation the gasdynamic flow fields
are stored into a binary compressed files, in order to limit the hard-disk space
use (3D simulations can produce huge output files). This kind of files must be
post-processed e converted into a more understandable file format, like images,
graphs and movies. This task is made by the Poss-processing Output Genera-
tor code. The POG code loads as inputs the output of MIG and MUG and it
produces as output the selected post-processing conversions. As an example for
saving disk space only the fundamental variables (e.g. the primitive variables)
4 MPI is a language-independent communications protocol used to program parallel computers. Both
point-to-point and collective communication is supported. MPI is a message-passing application
programmer interface, together with protocol and semantic specifications for how its features must
behave in any implementation. MPI’s goals are high performance, scalability, and portability. MPI
remains the dominant model used in high-performance computing today.
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are saved, while the derived variables are computed through the first during the
post processing phase.
Now the POG code is able to computed a large set of post-processing flow fields
like the field of pressure, density, Mach number, Schlieren and Shadowgraph,
vorticity, elicity, pressure-gradient, etc. . . All of these post-processing fields can
be saved over the whole simulated volume or over a selected region (1D line, 2D
plane or 3D volume). These flow field outputs can be exported into 2 different
visualization file format:
1. Tecplot5 file format.
2. VTK6 file format.
Although Tecplot is very powerfull, it is a commercial, closed software. So the
better choice is VTK open source file format. In particular the possibility of VTK-
exporting allows the use of a powerfull open-source visualization software based
on VTK: Paraview7. The most part of the images of this dissertation are made by
Paraview.
Besides the flow fields POG can produce other outputs like “integral graphs” of
density, pressure work. . . that represent the integral behavior of some proprieties
into the whole volume as a function of time. Also average flow fields over 2D
surfaces can be produced.
c.4 Open Source Codes
Besides the 3 main softwares the author has made 3 “Open Sourced” projects
used into the MUG codes:
1. A tool to easy create Fortran code documentation (by comments inserted
directly into the code) named FortranDOC.
2. A Fortran library able to make Input/Output tasks from native Fortran data
to VTK standard and viceversa named LIB_VTK_IO.
3. A Fortran library to achieve integers and reals portable kind-precision selec-
tion named IR_Precision.
These 3 open source softwares can be found into the World Wide Web at
http://stefano.zaghi.googlepages.com/fortranhacks
at the time this dissertation has been written.
5 Tecplot is commercial visualization software widely used into CFD engineering.
6 The Visualization Toolkit (VTK) is an open source graphics toolkit. It is a platform independent
graphics engine with parallel rendering support. VTK has an active development community that
includes laboratories, institutions and universities from around the world. http://www.vtk.org/
7 ParaView is an open source, freely available program for parallel, interactive, scientific visualization.
http://www.paraview.org
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MUG Code Parallelization
I think that in the world market
there is place for about 5 computers.
Thomas J. Watson, IBM CEO, 1948
Real is what can be measured.
Max Planck, 1858-1947
Simulation of unsteady flows can be very CPU-onerous. In order to accu-rately simulate the all unsteady phenomena the time step integration must
be very small and so the total time steps necessary to complete a simulation
quickly grows; considering a common time step integration for our simulations
of about 10−9s to complete a typical ignition transient of 10−2s we need to make
107 time steps! Because the grids used are about of milions of finite volumes the
time necessary to complete these kind of simulations is big; on a present-day per-
sonal workstation with a “2 GHz i686 CPU” the necessary time is about months.
To improve the MUG performance we have parallelizated the code in order to use
multi-CPUs simultaneously.
As a consequence we have collaborate with a research center specialist in High
Performance Computing (HPC): CASPUR, Consorzio interuniversitario per le Ap-
plicazioni di Supercalcolo Per Università e Ricerca. Participating to a public con-
test we have presented MUG code and the research based on its use and we have
won a grant of 30’000 SPTE (Single Processor Time Equivalent) and gaining the
chance to collaborate with CASPUR experienced researchers. At the CASPUR fa-
cilities we have made an accurate profiling of MUG improving the parallelization
performance. We used the SPTE won on the CASPUR HPC-facilities to quickly
complete our simulations: the time necessary to complete a common ignition
transient has passed from the order of months to the order of days, allowing us
to try several big modifications of MUG code in a short time.
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d.1 MUG Code Profiling: the Bottle Neck
The version of the MUG code at its first run on CASPUR facilities is the v1.3. This
version is parallelizated with OpenMP standard that means this version is able
to run parallel only on shared memory architecture1. We note that not all the
algorithms of the code is parallelizated in v1.3.
The first thing that we have done at CASPUR facilities is an accurate profiling
of the MUG code in serial running (using not an ideal test but a production
test, the ignition transient of Zefiro 162). The figure D.1 reports a summary of
the profiling (it also reports the conditions of the benchmark): it is notable that
about the 60% of the CPU-time spent for a single time step integration is used for
solving the Riemann Problems. The remaining 40% is used for others tasks such
as Godunov time integration, boundary conditions application, actual time step
evaluation, actual solution storage... and for system tasks (less than 1% on the
average).
Single Time Step CPU Usage
Riemann Solver 60%
Others 39%
System 1%
Architecture 1 node IBM Power5, 8 Pro-
cessors at 1900 Mhz, 16 GB RAM
OS AIX pwr503 3 5 00CED1EA4C00
Compiler IBM XL Fortran Enterprise Edi-
tion v10.1 for AIX
Test case Zefiro 16 Ignition Transient
Figure D.1. Profiling Result of MUG v1.3 (serial test) at CASPUR facilities
It is important to note that the CPU-time spent for a single time step integration
used for solving Riemann Problems grows quickly as the igniter’s jets propagate
in the combustion chamber: the igniter jets fill the combustion chamber with a
finite time and so at the beginning only a small part of whole Riemann Problems
must be solved; as the jets develop the number of Riemann Problems grows hence
the CPU overhead for time step grows.
The result of this profiling clearly indicates that the “bottle neck” of the code
is the solution of RPs. This is not unexpected; if we consider a common sim-
ulation with a complete developed jets, with a grid of Nx = 100, Ny = 100,
Nz = 100 and so Nx · Ny · Nz = 106 of finite volumes and observing that
(Nx + 1)NyNz +Nx (Ny + 1)Nz +NxNy (Nz + 1) ∼= 3NxNyNz, for completing
0.05s of simulation with 10−9s time step we have to solve 5 · 10−2
10−9
· 3 · 106 =
1 Shared memory architecture is a computing architecture in which multi-processors share the same
memory and communicate each other with this memory. A distributed architecture is a computing
architecture in which multi-processors have their own memory and communicate each other by a
dedicated bus.
2 All the benchmarks reported in this chapter have been made using Zefiro 16 ignition transient as test
case.
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15 · 1013 ∼= 1014 RPs. If one use an exact Riemann solver the solution of a RP is
an iterative task that involves very onerous calculations and so the above number
of 1014 RPs assumes true gravity.
More in depth the profiling evidences that the most onerous calculation is the
raise to the power of 2γγ−1 present in the evaluation of the rarefaction wave of RP
solution:
prarefaction = p
(ararefaction
a
) 2γ
γ−1
Because γ is a function of time and space the above power is not optimizable.
Thanks to this result we have decided to try (in the MUG code version higher
than v1.3) an approximate Riemann solver that doesn’t require the evaluation of
similar onerous calculations.
d.2 Parallel Algorithms
As the serial profiling evidences the RP solution is the key to improve the perfor-
mance and so the first algorithm parallelizated is obviously the RP solver.
Consider the following semi-discrete equation:
∂Ui,j,k
∂t +
1
∆xi,j,k
(
Fxi+1/2,j,k − Fxi−1/2,j,k
)
+
+ 1∆yi,j,k
(
Fyi,j+1/2,k − Fyi,j−1/2,k
)
+
+ 1∆zi,j,k
(
Fzi,j,k+1/2 − Fzi,j,k−1/2
)
= 0
for i ∈ [1,Nx] , j ∈ [1,Ny] , k ∈ [1,Nz]
In order to calculate the fluxes Fx (for Fy and Fz it is the same as Fx) we must
implement an algorithm like the following pseudo-code:
1 do k=1 ,Nz
2 do j =1 ,Ny
3 do i =0 ,Nx
4 Fx ( i , j , k ) = Riemann_Solver ( X_Data ( i ) , X_Data ( i +1 ) )
5 enddo
6 enddo
7 enddo
Figure D.2. Riemann Solver pseudo-code
As we can see the solution of Riemann Problems along the the X (or Y or Z)
direction involves a big number of cells ((Nx + 1)NyNz) but a relatively small
amount of memory (X_Data(i),X_Data(i+1) is relatively small with respect the
actual memory available); the RP solution loop is characterized by:
1. Big number of loop iterations.
2. Small amount of memory for each iterations.
3. Independent Riemann_Solver calls: concurrently solutions.
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It is important to note that the calculations each Fx(i,j,k) are independent to
each other: Fx(i,j,k) depends only on X_Data(i) and X_Data(i+1); each CPUs
can compute the fluxes concurrently. Thus the loop can be easy parallelizated by
OpenMP into a shared memory architecture as reported in figure D.3.
1 !$OMP PARALLEL DEFAULT(NONE) &
2 !$OMP PRIVATE( i , j , k ) &
3 !$OMP SHARED(F , X_Data )
4 !$OMP DO
5 do k=1 ,Nz
6 do j =1 ,Ny
7 do i =0 ,Nx
8 Fx ( i , j , k ) = Riemann_Solver ( X_Data ( i ) , X_Data ( i +1 ) )
9 enddo
10 enddo
11 enddo
12 !$OMP END PARALLEL
Figure D.3. Riemann Solver parallel pseudo-code
The same loop parallelization has been adopted everywhere is possible; the
main relevant part of the computations-blocks of MUG algorithms have par-
allelizated: each RP solutions in the three directions have been parallelizated;
the evaluation of the time step, that involves loop calculations, has been paral-
lelizated; the integration (updating) of the conservative variables has been paral-
lelizated; actually the most important computations-block that has not been par-
allelizated is the Input/Output block. For the actual simulations type the output
operations is not so frequent to constitute a bottle neck.
Actually we are working on the multiblock-grid extension of the MUG code;
the use of a multiblock-grid has importance not only for the mesh accuracy but
also for the parallelization possibilities; with the extension to a multiblock-grid
we are moving to an MPI (Message Passing Interface) parallelization. With the
MPI standard we can use also a distributed architecture and not only a shared
one. With MPI we have the possibility to distribute the CPU overhead over each
nodes of the cluster and over each CPUs of each node, improving over and over
again the performance.
d.3 MUG Code Benchmark
This section shows the benchmarks of MUG code made at CASPUR facilities;
the benchmarks have been made with the version v1.3, the first version running
at CASPUR, and with the version v1.4.3, the actual version modified after the
benchmarks of the previous versions. All the benchmarks reported have been
done with the conditions shows on table D.1.
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Architecture 1 node IBM Power5, 8 Processors at 1900 Mhz, 16 GB
RAM
OS AIX pwr503 3 5 00CED1EA4C00
Compiler IBM XL Fortran Enterprise Edition v10.1 for AIX
Test case Zefiro 16 Ignition Transient
Table D.1. MUG Benchmarks Conditions at CASPUR facilities
The first benchmark has been made to evaluate the speedup3 of v1.3 on 8
processors IBM Power5 node. This test investigates the scalability of the code as
the number of CPUs grow.
Figure D.4. MUG v1.3 speedup at CASPUR facilities
Figure D.4 shows the limit of the scalability of the MUG code: the efficiency,
defined as η =
Sp
p , decreases as the number of threads grow passing from 95%
with 2 threads to 76% with 8 threads. Because the bottle neck is the RPs solution
and in particular the the raise to the power of 2γγ−1 present in the evaluation of
the rarefaction wave of RP solution (see section D.1 on page 174) we have tried
to use the optimized math library made available by IBM XL Fortran compiler
(referred as “lmass” library). Figure D.5 show the scalability test of the version
v1.3 with lmass library.
3 In parallel computing, speedup refers to how much a parallel algorithm is faster than a corresponding
sequential algorithm:
Sp =
T1
Tp
where p is the number of processors, T1 is the execution time of the sequential algorithm and is
the execution time of the parallel algorithm with p processors. Linear speedup or ideal speedup is
obtained when Sp = p.
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Figure D.5. MUG v1.3-lmass speedup at CASPUR facilities
Figure D.4 shows that for 2 and 4 threads the speedup is unchanged, but for
the 8 threads the speedup unexpectedly decreases with an efficiency of 73%.
For version v1.3 we can conclude that the scalability is not good with an effi-
ciency that decreases from 95% to 76% passing from 2 threads to 8. This induces
us to make a big refactoring of the code in order to improve the efficiency.
Figure D.6. MUG v1.4 speedup at CASPUR facilities
The first big modification is the introduction of an approximate Riemann Solver.
The MUG code is programmed in Fortran 95 in a very high modular-fashion; in
the MUG code several different Riemann Solver have been implemented and
among these the better solver for our purpose is the HLLC (see B on page 156).
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Figure D.7. MUG v1.4-lmass speedup at CASPUR facilities
When HLLC solver has been implemented MUG was refactored: the data struc-
ture has been changed in order to keep more advantages from the big local mem-
ory of the CASPUR architectures. After several modifications and validation tests
MUG reached its actual stable release that is version v1.4.3. This version has been
subjected to the same profiling tests of the version v1.3 in order to evaluate the
performance improvement, if there is an improvement.
Figure D.6 shows the speedup of v1.4.3. As we can the speedup is increased
for all number of threads (reaching near the ideal speedup for 2 threads); the
efficiency with 8 threads reached the 87%. To sum up, the scalability is increased.
We also test the use of optimized math library with v1.4.3. Figure D.7 shows
the results of this test. We note that the speedup of 2 and 4 threads are unchanged
while the speedup of 8 threads increases with an efficiency of 90%.
It is important to note that the above benchmarks have been done considering a
developed igniter’s jets configuration but they still remain an average evaluation
of the code performance. In particular it is interesting to note that v1.3 increases
the CPU-overhead for single time step in proportion to the time increasing, while
v1.4.3 maintain essentially unchanged the CPU-overhead for single time step.
Figure D.8 shows the CPU overhead evolution for the two versions of MUG (in
orange the version v1.3 and in blue the version v1.4.3). First of all it is evident
in both two curves the presence of two different levels of CPU overhead: the first
lower level is the effective CPU-time used for the calculations of a single iteration;
the second more high level (and more coarse) of overhead is due to the simulation
data saving that is an isolated event that happens at a fixed frequency and not at
each iterations. Both version v1.3 and v1.4.3 show these two levels but the v1.4.3
uses more CPU-time to save its data; this is probably due to the new structure
of data. Despite of this lack of performance the output phase is not the bottle
neck; more important is the increment of computational performance obtained
by v1.4.3: as we can see by figure D.8 the first level of CPU overhead of v1.4.3
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Figure D.8. Evolution of CPU-Time Used for Single Time Step
(about 0.12s) is lower than the one of v1.3 (that starts from 0.15s) but even more
important the CPU overhead of v1.4.3 remains essentially unchanged while the
one of v1.3 increases proportion to the iterations increasing.
Figure D.9. Comparison of MUG Releases Performance
Summarizing fixing to 1 the performance of MUG v1.3 in serial running, the
performance of v1.4.3 is 1.57 in serial running (57% faster) and in parallel running
on IBM Power5 with 8 processors is 11.3 (1030% faster), as figure D.9 shows.
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