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Resumen
En este trabajo se presenta el desarrollo de un sistema de adquisicio´n de datos y control altamente interactivo, de bajo costo,
y basado en un computador personal. El sistema esta´ constituido por un hardware basado en un microcontrolador y un software
basado en esta´ndares abiertos. El software utiliza programacio´n de diagramas de bloques como base para el disen˜o teo´rico e
implementacio´n de un sistema de control, con la ﬁnalidad de hacer que la programacio´n sea sencilla y ra´pida. Una caracterı´stica
importante del sistema es la capacidad de ejecutar control embebido sin la intervencio´n del computador personal, lo cual permite
control en tiempo real. Adicionalmente, tiene capacidad de ampliacio´n para crear un sistema de monitoreo y control distribuido por
medio del Bus CAN, como interfaz de comunicacio´n. En este trabajo tambie´n se expone la implementacio´n del sistema desarrollado
en diferentes plantas.
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1. Introduccio´n
Con los grandes avances en la microelectro´nica, la adquisi-
cio´n de datos, y sobre todo por la disminucio´n de los costos, se
esta´ volviendo ma´s comu´n el control asistido por computado-
ra de los sistemas industriales y comerciales modernos. El uso
de la computadora se extiende desde el disen˜o, el modelaje, la
simulacio´n y la experimentacio´n, hasta llegar a su ﬁnal imple-
mentacio´n. Muchas son las razones que existen para el disen˜o
e implementacio´n de sistemas de control asistido por compu-
tadora, entre las que destacan; la naturaleza cı´clica del proceso
del disen˜o de control (Uran and Sˇafaricˇ, 2009), los contenidos
visuales que tiene las ideas, conceptos y me´todos de control
automa´tico (Dormido et al., 2005), el mejoramiento de las in-
terfaces hombre-ma´quinas (Rimvall and Jobling, 1999), y la fa-
cilidad de programacio´n y la versatilidad del software realizado
(facilidad de modiﬁcacio´n, visualizacio´n de resultados, para´me-
tros y variables, comunicacio´n externa, entre otras).
Esta nueva metodologı´a involucra otros campos de compe-
tencia en el disen˜o de sistemas de control, como son la adqui-
sicio´n de datos, la ingenierı´a de software, la ingenierı´a de hard-
ware, entre otras. Por consiguiente, existen una heterogeneidad
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de herramientas y de me´todos, tanto como para el software co-
mo para el hardware, que diﬁcultan y prolongan el proceso de
disen˜o (Perko et al., 2011). Generalmente, el ingeniero de con-
trol deﬁne las leyes de control, que para ser implementadas de-
be generar un co´digo para su simulacio´n, y posteriormente la
conversio´n del disen˜o en un co´digo que ejecute todas las opera-
ciones necesarias sobre un computador y hardware de adquisi-
cio´n especı´ﬁco. Rimvall & Jobling (Rimvall and Jobling, 1999),
plantean que la generacio´n manual de co´digos represento´ un
cuello de botella en los procesos de disen˜os, hasta la llegada de
las herramientas basadas en la autogeneracio´n de co´digo a partir
de diagramas de bloques. Este tipo de herramienta disminuye el
tiempo de disen˜o e implementacio´n, primordialmente debido a
la reduccio´n de errores generados con la codiﬁcacio´n manual.
En los u´ltimos an˜os, se han desarrollado varias herramientas co-
merciales basadas en diagramas de bloques, entre las que des-
tacan Simulab/Simulink de Mathworks, Xcos, SystemBuildTM
de Integrated Systems Incorporated, VisSimTM, Visual ModelQ
y SimApp. Algunas de estas herramientas sirven de interfaces
para paquetes de ana´lisis como MATRIXxTM (SystemBuildTM),
Scilab (Xcos) y MATLAB (Simulink).
Existen diferentes compan˜ı´as que desarrollan tanto el soft-
ware como el hardware para la implementacio´n de sistemas de
control, como por ejemplo: Mathworks, Quanser, National Ins-
truments, dSpace, Visual Solutions, entre otras. Sin embargo,
para el sector acade´mico, estas alternativas pueden resultar cos-
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tosas, lo cual diﬁculta su adopcio´n, y adicionalmente, en ciertos
casos son disen˜ados con sistemas no abiertos, lo cual podrı´a im-
pedir su utilizacio´n en algunos tipos de plantas.
En los u´ltimos tiempos se han desarrollado hardwares de ad-
quisicio´n basados en sistemas embebidos, como una alternativa
de bajo costo. Adema´s, los mismos eliminan las restricciones
que se obtienen con el uso de un computador personal para la
adquisicio´n de datos y control de alto rendimiento. Microcon-
troladores, Procesadores de Sen˜ales Digitales (DSP, Digital sig-
nal processing) y dispositivos compuestos por bloques de lo´gi-
ca programables, mejor conocidos como FPGA por sus siglas
en ingle´s (Field Programmable Gate Array), son ejemplos de
hardware embebidos usados en la actualidad para los sistemas
de adquisicio´n de datos.
Los microcontroladores fueron uno de los primeros en ser
utilizados para esta tarea, y los ma´s populares hoy en dı´a por
su bajo costo (Demirtas et al., 2008; Katrancıog˘lu et al., 2010).
Otra razo´n por la cual se utilizan los microcontroladores en apli-
caciones de adquisicio´n de datos y control, es la amplia gama
de perife´ricos incrustados en el mismo chip, facilitando y acele-
rando el proceso de disen˜o e implementacio´n de un sistema, ya
que disminuye el nu´mero total de partes o integrados a ser uti-
lizados. Entre los perife´ricos destacan: I/O digitales, PWM, ti-
mers, comparadores analo´gicos, conversores A/D y D/A, inter-
faces de comunicacio´n para USB, Ethernet, CAN, entre otros.
Adicionalmente, esta´n disponibles plataformas de hardware li-
bre como Arduino, Pingu¨ino, OLinuXino, Raspberry PI, entre
otras, que facilitan au´n ma´s la creacio´n de proyectos con micro-
controladores.
Lo anteriormente expuesto nos ha motivado a desarrollar
un sistema integrado para el disen˜o e implantacio´n de sistemas
de control asistido por computadora, altamente interactivo y de
bajo costo. El sistema esta´ constituido por un hardware y un
software de adquisicio´n basado en un microcontrolador y en
esta´ndares abiertos. El mismo constituye un sistema alternativo
que interviene en todos los pasos del disen˜o e implementacio´n
de sistemas de control, incluyendo el modelaje, el propio di-
sen˜o, la simulacio´n, la experimentacio´n y su ﬁnal implementa-
cio´n, eliminando ası´ la dependencia de softwares comerciales
y el uso de diversas herramientas acopladas. Una de las ca-
racterı´sticas ma´s importantes del sistema es la posibilidad de
implementar control embebido y control distribuido. Esta capa-
cidad no es excluyente, es decir, el sistema puede ejecutar un
control embebido distribuido. Para su utilizacio´n no se requiere
tener grandes conocimientos en programacio´n ya que el softwa-
re incluye tambie´n mecanismos que permiten realizar el disen˜o
e implementacio´n de un sistema de control en forma gra´ﬁca,
utilizando diagramas de bloques como base para la creacio´n del
co´digo de simulacio´n y ﬁnal implementacio´n.
En este trabajo se presenta el desarrollo del sistema antes
expuesto. El trabajo se encuentra dividido en dos secciones. En
la primera se explica el funcionamiento del sistema desarrolla-
do, el cual se divide en el hardware y en el software de adqui-
sicio´n como se indico´ anteriormente. En la segunda seccio´n se
describe la implementacio´n de diferentes tipos de controles so-
bre diferentes plantas. Finalmente, las conclusiones relevantes











Figura 1: Diagrama de bloques simpliﬁcado de sistema en modo compuesto.
2. Descripcio´n del sistema
El sistema esta´ constituido por un hardware embebido y un
software para adquisicio´n de datos y control, que utiliza las ca-
pacidades de un PC para crear una herramienta que interviene
en todos los pasos del disen˜o e implementacio´n de sistemas de
control, incluyendo el modelaje, el disen˜o, la simulacio´n, la ex-
perimentacio´n y su ﬁnal implementacio´n.
El sistema desarrollado tiene dos modos de operacio´n: el
compuesto y el embebido. En el modo compuesto, el lazo de
control se cierra por medio de la PC, la cual ejecuta todos los
ca´lculos de realimentacio´n del control. En el modo embebido,
tanto los ca´lculos, como la adquisicio´n y actuacio´n son ejecuta-
das sobre el hardware embebido, mientras que la PC solo moni-
torea y envı´a consignas al proceso. Es importante destacar que
en este modo no es indispensable la conexio´n con la PC, lo que
implica que el hardware podrı´a ser desconectado de la misma
sin alterar el proceso de ejecucio´n.
2.1. Modo compuesto
En la ﬁgura 1 se muestra un diagrama de bloques simpli-
ﬁcado del funcionamiento del sistema en el modo compuesto,
ejecutando un control de lazo cerrado simple. Los ca´lculos de
la retroalimentacio´n son llevados a cabo en la PC, quedando
el funcionamiento del hardware enmarcado solamente para la
adquisicio´n y manipulacio´n de los voltajes de salida.
El sistema permite la implementacio´n de sistemas de con-
trol que no requieran un tiempo de muestreo pequen˜o, teniendo
en consideracio´n que tanto las latencias producidas en la comu-
nicacio´n con la PC, en el software y en el sistema operativo en
sı´, interﬁeren con el lazo de control. A pesar de esto, el siste-
ma intenta corregir este inconveniente sincronizando el proce-
samiento de la PC con el reloj del hardware, asegurando ası´ una
adquisicio´n en tiempo real. El tiempo mı´nimo de muestreo es
de 5 ms.
2.2. Modo embebido
La ﬁgura 2 muestra el diagrama de bloques simpliﬁcado del
sistema en modo embebido ejecutando el mismo control de lazo
cerrado ejempliﬁcado en el modo anterior. Observe que ahora
los ca´lculos de la retroalimentacio´n son llevados a cabo en el
hardware, y la PC solamente modiﬁca el valor de referencia y
monitorea las variables del proceso.
Este mecanismo ayuda a superar la limitacio´n propia de los
computadores personales para el manejo o monitoreo de plan-
tas que requieren respuestas veloces, eliminando la necesidad










Figura 2: Diagrama de bloques simpliﬁcado de sistema en modo embebido.
de incorporar costosas computadores con capacidad de proce-
samiento en tiempo real.
El proceso de control embebido se basa en la descarga de un
programa disen˜ado en el software a la memoria de hardware, el
cual ejecutara´ hasta que la PC lo indique o hasta que se reinicie
el microcontrolador. El programa puede utilizar las funciones
principales del hardware (entradas y salidas, tanto analo´gicas
como digitales y comunicacio´n por medio del bus CAN) y un
agregado de funciones de co´mputo (por ejemplo: suma, resta,
multiplicacio´n, ﬁltrado, control PID, control Borroso, aritme´ti-
ca lo´gicas, entre otras). Mientras el hardware este´ ejecutando el
control embebido, la PC puede monitorear, o enviar consignas
al mismo. Esta caracterı´stica permite al usuario ﬁnal interactuar
en el proceso de control.
En este modo, el tiempo de muestreo debe ser seleccionado
para que la respuesta del sistema sea estable, normalmente se
toma un valor pequen˜o en funcio´n del tiempo de respuesta del
sistema a controlar. Adema´s, debe considerarse el retardo en-
tre leer las variables y aplicar la accio´n de control (tiempo total
de ejecucio´n del programa descargado en el hardware), si este
retardo es menor a la de´cima parte del tiempo de muestreo se
puede descartar y con esto se asegura la estabilidad cuando se
aplica el control. Por ejemplo, para un controlador PID ba´sico,
el menor tiempo de muestreo que el hardware puede alcanzar
es de 0,32 ms (diez veces el tiempo de retardo). Este ejemplo
puede considerarse como el control ma´s simple que el hardwa-
re puede implementar, ası´ que la interfaz solo podra´ asegurar
el control para sistemas con tiempo de respuesta mucho mayor
que este tiempo. Por otro lado, el tiempo de monitoreo no nece-
sariamente debe ser el mismo que el tiempo de muestreo al cual
se este´ ejecutando el control embebido. Debido a las mismas li-
mitaciones explicadas en el modo anterior, el menor tiempo de
monitoreo es 5 ms.
2.3. Hardware de adquisicio´n
El hardware embebido se basa en un microcontrolador de
la familia PIC32MX, el cual tiene un nu´cleo MIPS32 M4K
32-bit. En la ﬁgura 3 se muestra el esquema simpliﬁcado del
hardware de adquisicio´n, donde se observa que el microcon-
trolador se encarga de la mayor parte de las tareas del hard-
ware, como la conversio´n ana´logo digital (CAD), la comunica-
cio´n con la PC por medio de bus USB, el bus CAN y las entra-
das/salidas digitales. La conversio´n digital ana´logo (CDA) y el
acondicionamiento de las sen˜ales (CAS, circuito de acondicio-
namiento de sen˜al) son implementadas por circuitos externos
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Figura 3: Esquema simpliﬁcado del hardware de adquisicio´n y control desarro-
llado.
interactuar con el mundo externo de dos formas diferentes: la
primera es la forma directa, en la cual utiliza una serie de entra-
das y salidas analo´gicas con diferentes voltajes de referencia, y
tambie´n entradas y salidas digitales (ej.: la Planta de proceso 1
de la ﬁgura 3). La segunda forma es por medio del Bus CAN
que permite ampliar el alcance y las posibilidades de implemen-
tar un sistema distribuido de control (ej.: la Planta de proceso 2
de la ﬁgura 3).
Las caracterı´sticas del hardware son las siguientes:
Entradas analo´gicas:
8 canales de entrada de 10-bit de resolucio´n
Rango de voltajes: 0-5 Vdc, 0-10 Vdc, ±5 Vdc y ±10 Vdc
Proteccio´n contra sobre voltajes
Salidas analo´gicas:
4 canales de salida de 12-bit de resolucio´n
Rango de voltajes: 0-5 Vdc, 0-10 Vdc, ±5 Vdc y ±10 Vdc
Lı´mite de corriente de 20 mA por canal
Entradas/Salidas Digitales:
8 canales de entrada TTL
8 canales de salida TTL
Un frecuencı´metro
Comunicacio´n con el computador:
Interfaz: USB 2.0
Velocidad de transmisio´n: 12 Mbps/s ma´x (Full-Speed)
Ampliacio´n del sistema de adquisicio´n:
Interfaz: CAN Esta´ndar (Versio´n 2.0A)
Velocidad: 1 Mbps/s ma´x
Los rangos de voltaje, tanto para las entradas como para las
salidas analo´gicas, son seleccionados por software, es decir, al
momento de la adquisicio´n el usuario puede escoger el rango
que desee para cada entrada o salida por separado.
El costo aproximado para la elaboracio´n del hardware es de
$75.
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Figura 4: Interfaz del software de adquisicio´n de datos y control desarrollado.
2.4. Software de adquisicio´n
El software multiplataforma elaborado (ConDP) esta´ desa-
rrollado bajo librerı´as pre-escritas de licencia pu´blica, entre las
que destacan: GTK+, GLib, LibUSB y libXML. El proceso de
disen˜o e implementacio´n de sistemas de control se realiza de
forma gra´ﬁca. La programacio´n se basa en la interconexio´n de
objetos en forma de diagramas de bloques. Esta caracterı´stica
permite a un ingeniero de control desarrollar muy ra´pidamen-
te controladores complicados, ya que tanto el ana´lisis como la
simulacio´n del co´digo son automa´ticamente generados a par-
tir de los diagramas de bloques. Ası´, se elimina el tiempo que
se usarı´a con la codiﬁcacio´n manual y evita la introduccio´n de
depuradores de co´digo, reduciendo ası´ los costos ﬁnales de pro-
duccio´n. Adicionalmente, no se requiere un alto conocimiento
en programacio´n para la elaboracio´n de estos controladores.
Para la interaccio´n con el usuario, el software posee una in-
terfaz gra´ﬁca formada de un panel de bloques pre-establecidos,
un a´rea de dibujo, tablas para la modiﬁcacio´n de los atributos
de los bloques, zona de ayuda y un menu´ con elementos ba´sicos
y herramientas adicionales (Ver ﬁgura 4).
El funcionamiento del software se basa en la construccio´n
de un diagrama de bloques, que sera´ luego simulado o imple-
mentado en conjunto con un sistema fı´sico externo. Esta cons-
truccio´n se lleva a cabo sobre un a´rea de dibujo, agregando y
conectando bloques. Cada bloque tiene caracterı´sticas que pue-
den ser modiﬁcadas por el usuario. Una vez que se termine esta
construccio´n, el usuario puede simular el sistema construido. El
proceso de simulacio´n es muy parecido al proceso que ejecuta
el programa Simulink (Mosterman et al., 2005).
Cada bloque consiste en una funcio´n de entradas, estados
y salidas, donde las salidas, a su vez, dependen del tiempo de
muestreo, de las entradas y de los estados de la misma fun-
cio´n. Con la informacio´n del programa creado por el usuario,
el software crea primero una lista de las funciones que se eje-
cutara´n, luego enlaza las salidas y entradas correspondientes, y
ﬁnalmente inicializa y copia los datos de las funciones que los
requieran. Una vez realizado esto, el software procede a eje-
cutar funcio´n por funcio´n en el orden impuesto hasta ﬁnalizar
la lista. Este paso de ejecucio´n se denomina paso del lazo de
control y continuara´ hasta que la ejecucio´n sea suspendida, u
Figura 5: Ventana empotrada con cinco de funciones interactivas.
ocurra un error.
Con este mecanismo es posible simular sistemas fı´sicos, co-
mo tambie´n crear lazos de ejecucio´n para un monitoreo o con-
trol de una planta real. Las caracterı´sticas del proceso de ejecu-
cio´n dependen solamente de los bloques que sean incluidos en
el proyecto y sus atributos.
Algunos bloques tienen funciones interactivas. Esto quiere
decir que intercambian informacio´n con el usuario. Unos expo-
nen informacio´n de forma gra´ﬁca, como por ejemplo el bloque
“Graﬁcador”, y otros captan informacio´n del usuario para lue-
go introducirla en el proceso de simulacio´n. Cada uno de estas
funciones despliega una ventana nueva con las caracterı´sticas
especiales de su funcio´n. Puede suceder que muchos de los blo-
ques utilizados en un proyecto sean interactivos. En este caso
se abrira´n una cantidad considerable de ventanas, lo cual puede
ser engorroso a la hora de trabajar. Una forma de solucionar este
problema es empotrar todas estas ventanas en una gran ventana.
Esta gran ventana debe ser habilitada antes de iniciar la simu-
lacio´n. En la ﬁgura 5 se muestra un ejemplo de la forma de la
ventana con una cantidad de funciones interactivas, la prime-
ra (superior izquierda) en una variable interactiva que permite
modiﬁcar un dato mientras se ejecuta el proceso. La segunda en
un switch que permite modiﬁcar un valor binario. La tercera y
cuarta son indicadores de variables diferentes, uno real y el otro
binario. Y por u´ltimo (parte inferior) una gra´ﬁca que representa
las variables introducidas en la misma en funcio´n del tiempo de
ejecucio´n.
Para la adquisicio´n de datos o manipulaciones de voltajes de
salida, se incluye, dentro del stock de bloques, un bloque que
representa el hardware de adquisicio´n. Este bloque posee todas
las caracterı´sticas virtuales que posee el hardware real.
Adicionalmente, el software posee bloques para la comu-
nicacio´n CAN (SargunaPriya.N et al., 2014), que permiten el
envı´o y la recepcio´n de datos provenientes del bus. Cada bloque
del bus CAN tiene un nu´mero deﬁnido de entradas y salidas.
Cada una de ellas puede ser enviada o recibida con un iden-
tiﬁcador diferente (en el hardware elaborado solo se utilizan
identiﬁcadores esta´ndares), o todas las entradas o salidas puede
encapsularse en una sola trama con un u´nico identiﬁcador. La
funcio´n del bloque es encapsular y des-encapsular tramas entre
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Figura 6: Diagrama de bloques del sistema de control de Velocidad de un Motor
de corriente continua.
la simulacio´n en el sistema y el bus.
Finalmente, como se menciono´ anteriormente, la comuni-
cacio´n entre el hardware y la PC se realiza por medio del bus
de datos USB, siendo esta comunicacio´n transparente para el
usuario, de forma que el usuario solo se preocupe de solicitar o
enviar datos.
3. Disen˜o e implementacio´n de controladores
3.1. Controlador PID de velocidad
En la teorı´a cla´sica de control los controladores PID son los
ma´s utilizados. Existen muchos me´todos para hallar los para´me-
tros de estos controladores, el ma´s ba´sico es el me´todo de sin-
tonizacio´n de primer orden de Ziegler y Nichols (Ogata, 2003),
el cual consiste en comparar la salida del proceso con respecto
a la respuesta al escalo´n de un sistema de primer orden.
3.1.1. Descripcio´n y modelado matema´tico de la planta
El experimento se ejecuta sobre un motor de corriente con-
tinua conectado a un juego de engranajes y sensores analo´gi-
cos de posicio´n y de velocidad integrado todo en un mo´dulo de
aprendizaje de sistemas de control (Elettronica Veneta S.p.A.,
n.d.). En (Leal, 2012) se procedio´ a caracterizar la planta y los
traductores con la ﬁnalidad de conseguir una respuesta lineal
del sistema con respecto al voltaje aplicado a la entrada. En es-
ta caracterizacio´n se aplico´ un escalo´n a la entrada y se ajusto´ la
respuesta a un sistema de primer orden obteniendo la siguiente





0, 072s + 1
(1)
Donde U(s) es la entrada del sistema, en voltios. Y la salida
Y(s) representa la velocidad del motor en revoluciones por mi-
nutos.
3.1.2. Resultado del experimento
Se procedio´ a montar el experimento conectando el modulo
del motor al sistema de adquisicio´n. En este caso usamos una
sola salida, la velocidad del motor, y una sola variable a mani-
pular, el voltaje de entrada.
Para la implementacio´n de este controlador se utilizo´ el sis-
tema de adquisicio´n en modo compuesto, es decir, se ejecuta
sobre el computador.
En la interfaz del software de adquisicio´n se procedio´ a co-
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Figura 7: Respuesta de la velocidad con un controlador PID.
funciones (Figura 6). La funcio´n PID se basa en un algoritmo
implementado en (Ledin, 2004), el cual incluye mecanismos
de saturacio´n para los limites del actuador y anti-windup para
evitar la saturacio´n en el te´rmino integral. Los para´metros del
controlador PID encontrados con la sintonizacio´n de Ziegler y
Nichols son Kp = 0, 012766, td = 0, 003 y ti = 0, 012, para´me-
tros que fueron conﬁgurados en el bloque PID.
Adema´s de los bloques de sistemas de adquisicio´n y con-
trol, se colocaron bloques sumadores, generadores de escalo´n,
funciones de gra´ﬁco y registro de las variables, y pulsadores
para cambios manuales de la referencia durante la ejecucio´n
del experimento, todos con la ﬁnalidad de crear un sistema de
control. El experimento estuvo basado en tres cambios de las
referencias en el tiempo, el primer cambio fue realizado por el
bloque generador de la sen˜al escalo´n a los 2 segundos de inicia-
lizado con una magnitud de 1000 rpm. Aproximadamente a los
6 y 11 segundos se hicieron cambios manuales de la referencia
de 1600 rpm y 1200 rpm respectivamente. Con estos cambios
se esperaba ver la respuesta asime´trica del sistema, el cual fue
linealizado para un punto de operacio´n particular. En la ﬁgu-
ra 7 se puede observar la respuesta de la planta. La velocidad
del motor va desde 0 rpm hasta 1000 rpm, por los valores es-
cogidos de 1000 y 1600 rpm. En la ampliacio´n de las gra´ﬁcas
observamos que los sobrepicos de la sen˜al en aumento y reduc-
cio´n de velocidad son diferentes, pero ninguno sobrepasa de un
10% de tolerancia. Adema´s, se observa un tiempo de asenta-
miento menor a 0,1 segundo.
3.2. Controlador con Lo´gica Borrosa de velocidad
La Lo´gica Borrosa o Difusa ha tenido una buena aceptacio´n
en el campo de la automatizacio´n debido a que es una exten-
sio´n de la lo´gica tradicional humana, la cual utiliza conceptos
subjetivos del pensamiento humano. En vez de realizar ca´lculos
complicados para una accio´n de control, si el operador conoce
el sistema a controlar, realizara cambios relativos a un conjunto
de funciones de pertenencia del sistema que el operador genere.
De esta manera, el operador podrı´a abrir “un poco” la va´lvula,
o calentar “mucho” el agua, etc. Por lo tanto, la Lo´gica Borrosa
no utilizara´ valores exactos, sino valores difuminados entre las










Figura 8: Funciones de pertenencia para el control PD difuso de un motor DC.
(a) Funcio´n de pertenencia de la variable error (e), (b) Funcio´n de pertenen-
cia de la variable cambio de error (de/dt) y (c) Funcio´n de pertenencia de la
variable de salida del controlador (Salida).
posibles gamas de valores que se necesiten para resolver el pro-
blema (Wang, 1997). Una de las ventajas que presenta utilizar
un controlador con Lo´gica Borrosa es la baja complejidad ma-
tema´tica para hallar el controlador, ya que si el sistema posee
respuesta no-lineal o es muy complicado, hallar o sintonizar un
controlador PID, o por realimentacio´n de estado no es senci-
llo. Ası´, el disen˜o a base por Lo´gica Borrosa se basa en deﬁnir
las funciones de pertenencia para la entrada y salida del con-
trolador, las cuales son generadas a partir de los conocimientos
subjetivos del operador del sistema. Un control directo borro-
so permite una interpretacio´n por parte del usuario ﬁnal y una
mejor integracio´n con otras etapas superiores en un marco u´ni-
co (Albertos and Sala, 2004). Ahora bien, si la sencillez para
hallar el controlador es una ventaja, lo complicado que puede
ser representar todas las funciones de pertenencia si el siste-
ma posee varias entradas y varias salidas es una desventaja. No
es que los controladores borrosos este´n limitados a sistemas de
una entrada y una salida, pero para sistemas de mu´ltiples entra-
das y salidas puede ser muy difı´cil su representacio´n. Otra de
las mayores desventajas es la desconﬁanza que existe sobre su
funcionamiento, ya que no son soportados por una matema´tica
so´lida, que pueda comprobar la robustez del controlador.
3.2.1. Descripcio´n de la planta y el controlador borroso
El sistema a controlar consiste en el motor de corriente con-
tinua utilizado en el experimento anterior. En este caso, no se
caracterizo´ el motor, sino que se procedio´ a montar las funcio-
nes de pertenencia a partir del funcionamiento de un controla-
dor PD, es decir, estudiamos las acciones que se deberı´an tomar
en funcio´n del valor difuso de la sen˜al de error e(t) y su derivada
de(t)/dt. Los valores que se tomaron para generar la funciones
Figura 9: Asistente para la conﬁguracio´n del controlador la funcio´n de perte-
nencia de una de las variables difusas. El usuario puede modiﬁcar los lı´mites de
universo de discurso, el nu´mero de divisiones que componen dicho valor difuso
y los nombres de cada funcio´n de pertenencia.
Figura 10: Asistente para la conﬁguracio´n de la base de reglas del controlador
difuso. En cada selector aparecen las sub-funciones de la salida del controlador,
permitiendo la conﬁguracio´n de todas las reglas posibles. En la parte derecha
se muestra la superﬁcie del control.
de pertenencia fueron los siguientes: NG representando negati-
vo grande, NM representando negativo medio, NB representan-
do negativo bajo, C representando cero, PB representando posi-
tivo bajo, PM representando positivo medio y PG representando
positivo grande. Se utilizaron funciones de membrecı´a continua
del tipo Mamdani triangulares, las cuales son fa´ciles y ra´pidas
de implementar (Ver Figura 8). Su implementacio´n se logra de
manera sencilla utilizando las herramientas para conﬁgurar las
funciones de pertenencias de las variables difusas, ﬁgura 9, y
las reglas del controlador, ﬁgura 10. Estas herramientas permite
de manera gra´ﬁca conﬁgurar el controlador PD-Borroso fa´cil-
mente.
Una vez deﬁnidas las funciones de pertenencia, es decir la
lo´gica lingu¨ı´stica, se procede a colocar las reglas para el disen˜o
del controlador PD. Algunos ejemplos de disen˜o de controlado-
res PID se pueden observar en (Passino and Yurkovich, 1998)
y en (Rodrı´guez et al., 2004). En la tabla 1 se pueden observar
las reglas para el controlador PD, donde se decide el tipo de va-
riacio´n de la accio´n de control, Δu, que se tomara´ en cada uno
de los casos. Ası´ por ejemplo, si la derivada del error es CERO
y el error es CERO, Δu tomara´ el valor de CERO.
El disen˜o gra´ﬁco del controlador consta de los bloques ne-
cesarios para hacer cambios al valor de referencia, de un ﬁltro
representado con su funcio´n de transferencia, que permitira´ ha-
llar la derivada del error, el bloque del controlador borroso, un
integrador continuo para Δu, el bloque del mo´dulo de adqui-
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Tabla 1: Reglas del control difuso para el motor DC.
Error (e)
Δu NG NM NB C PB PM PG
NG NG NG NG NG NM NB C
NM NG NG NG NM NB C PB
NB NG NG NM NB C PB PM
de
dt C NG NM NB C PB PM PG
PB NM NB C PB PM PG PG
PM NB C PB PM PG PG PG
PG C PB PM PG PG PG PG
Figura 11: Diagrama de bloques del proyecto para el control de la planta de
proceso de velocidad utilizando control de lo´gica borrosa.
sicio´n, y el bloque de registro de informacio´n (Ver ﬁgura 11).
Debido a que nuestro controlador borroso suministra la varia-
cio´n de la accio´n de control, el integrador es el encargado de
hallar la accio´n de control u. En el caso del ejemplo de la ta-
bla 1, cuando se haya cambiado la referencia y el error y su
derivada sean CERO, Δu resultara´ tambie´n CERO, pero el inte-
grador estara´ suministrando la suﬁciente energı´a al motor para
mantener una velocidad continua.
3.2.2. Resultado del experimento
El experimento se disen˜o´ para tener tres cambios del valor
de referencia en un periodo de 14 segundos. Estos cambios son
los siguientes: 1000, 1600 y 1200 revoluciones por minutos.
En la ﬁgura 12 se observa la respuesta del sistema controla-
do. Comparado con el controlador PID del primer experimento
podemos observar que la respuesta es ma´s lenta, caracterı´stica
normal de un controlador PD. Este tipo de respuesta tiene como
ventaja que el sobre-pico de la sen˜al sea ma´s pequen˜o. El con-










































Figura 13: Mo´dulo de la articulacio´n ﬂexible rotatoria.
de muestro de 5 ms sin que se produjeran pe´rdidas de datos en
el registro, y sin que se produjeran errores en la acciones de
control.
3.3. Control por realimentacio´n de estado para una articula-
cio´n rotatoria ﬂexible
3.3.1. Descripcio´n del experimento
Para mostrar la operatividad del sistema de adquisicio´n en
modo embebido, se utilizo´ la planta piloto de articulacio´n ﬂexi-
ble rotatoria. Este mo´dulo educacional es distribuido por Quan-
ser y emula los efectos que ocurren en un brazo meca´nico al gi-
rar para cambiar de posicio´n, y se puede describir como una ar-
ticulacio´n ﬂexible compuesta por dos resortes iguales que unen
a un rotor y un brazo que representa la carga. La ﬂexibilidad
de la articulacio´n se puede variar cambiando la posicio´n de los
resortes. Un pequen˜o brazo puede ser unido al ﬁnal del brazo
principal para cambiar la inercia de la carga (Ver ﬁgura 13).
El propo´sito del experimento es disen˜ar un controlador que
ajuste el brazo a un a´ngulo deseado con la menor vibracio´n
por parte de la articulacio´n. Este a´ngulo esta´ compuesto por
el a´ngulo de salida del motor (θ) sumado al a´ngulo correspon-
diente al movimiento de la articulacio´n ﬂexible, representado
e´ste por el a´ngulo (α), medido por un potencio´metro engranado
en la articulacio´n.
3.3.2. Modelo Matema´tico
El modelo matema´tico es derivado a partir de la formula-
cio´n del Lagrangeano. Este es usado para derivar la energı´a
cine´tica y potencial del sistema. Las ecuaciones dina´micas son
ası´ derivadas y entonces un modelo lineal se obtiene al linea-
lizar en la proximidad del punto de equilibrio (Quanser Inc.,




= Ax + Bu (2)
y = Cx = θ + α (3)
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3.3.3. Disen˜o del controlador
Para este tipo de experimento se opto´ por disen˜ar un con-
trolador de realimentacio´n de estado asociado a la ecuacio´n de
Riccati (Sontag, 1998):











Reescribiendolo ahora en tiempo continuo, la ley de control de






xT Qx + uTRu + 2xT Nu
)
dt,
s.t. x˙ = Ax + Bu
(7)
Esta minimizacio´n es realizada por la funcio´n “lqr” deMATLAB.
Para ello utilizaremos los siguientes valores para los pesos en
los estados y las entradas:
Q =
∣∣∣∣∣∣∣∣∣∣∣
1000 0 0 0
0 4500 0 0
0 0 10 0
0 0 0 0
∣∣∣∣∣∣∣∣∣∣∣
; R = 10; N = 0 (8)
Observe que se penaliza el movimiento ela´stico de la articula-
cio´n (α) con 4500. La ﬁnalidad es disminuir lo ma´s posible este
a´ngulo. La penalizacio´n sobre la posicio´n del motor y su veloci-
dad es la necesaria para encontrar un mejor ajuste con respecto
al tiempo de estabilizacio´n y el error de estado estacionario. El
controlador de realimentacio´n de estado K es el siguiente:
K =
∣∣∣ 10 −13, 7 1, 2 0, 42 ∣∣∣ (9)
La implementacio´n de este controlador se realizo´ utilizando un
equipo comercial y el sistema de adquisicio´n y control integra-
do. En primer lugar, se utilizaron el mo´dulo “Rotary Flexible
Joint” de Quanser junto con el sistema de adquisicio´n propor-
cionado por la misma compan˜ı´a. Adema´s se implemento´ el mo-
delo en Simulink. En la ﬁgura 14 podemos observar el diagrama
en bloque del sistema de control de la articulacio´n. La tarjeta de
adquisicio´n esta´ representada por bloques de entradas y salidas,
y despue´s de haber montado el controlador se debe realizar una
compilacio´n para poder hacer funcionar el experimento a tiem-
po real (WinCon). Se utilizo´ un tiempo de muestreo de 1 ms
para ejecutar el control.
Debido a que en nuestro sistema de adquisicio´n y control el
hardware y el software esta´n uniﬁcados, se procedio´ a conec-
tar los sensores del mo´dulo “Rotary Flexible Joint” a las entra-
das analo´gicas y digital de nuestro hardware. En el software,
Figura 14: Diagrama en bloque del sistema de control de la articulacio´n bajo
Simulink.
Figura 15: Diagrama en bloque del sistema de control de la articulacio´n bajo el
software desarrollado.
se procedio´ a implementar el diagrama en bloques equivalente,
considerando la diferencia de que la tarjeta esta´ representada
por un solo bloque de entrada-salidas. Se calcularon las deriva-
das de las dos variables medidas utilizando ﬁltros representados
con sus respectivas funciones de transferencias. Finalmente, se
realizaron la realimentacio´n de cada estado (Ver ﬁgura 15). A
diferencia de los ejemplos anteriores, el sistema de control es-
tara´ embebido en el sistema de adquisicio´n. Este procedimiento
es sencillo, simplemente hay que conﬁgurar el diagrama de blo-
ques para operar embebido y veriﬁcar que el tiempo del ca´lculo
del control sea mucho menor al periodo de muestreo. Esta con-
ﬁguracio´n se encuentra representada en el bloque verde, con un
reloj y una tarjeta como icono. La informacio´n gra´ﬁca saldra´ del
sistema a trave´s del puerto USB con un periodo de muestreo
gra´ﬁco superior al periodo de muestreo de control, en este caso
se ajusto´ con periodo de muestreo de 1 ms, igual que la plata-
forma Quanser, y un tiempo de monitoreo de 5 ms.
3.3.4. Resultados de los experimentos
En primer lugar, se realizo´ el experimento utilizando la pla-
taforma Quanser-MATLAB, la respuesta al desempen˜o del con-
trolador se puede observar el la ﬁgura 16. Observe que el con-
trolador es capaz de seguir el valor de referencia, con un tiempo
de respuesta menor a medio segundo. El error en estado esta-
cionario es muy pequen˜o y no hay sobre-pico ni oscilaciones en
la respuesta.
En la ﬁgura 17 podemos observar las respuestas del sistema
para la plataforma presentada en este artı´culo. Si comparamos
las dos respuestas, se puede decir que las dos plataformas son
capaces de controlar el sistema, y que el desempen˜o de cada
plataforma es similar. La diferencia que se puede observar en
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Figura 16: Resultado del experimento realizado con la tarjeta de adquisicio´n de
Quanser y Simulink de MATLAB: (a) a´ngulo del brazo y referencia. (b) sen˜al
de control.
las gra´ﬁcas es debido al monitoreo, el cual hace un sobremues-
treo 5 veces mayor que el tiempo de muestreo, es por ello que
los desempen˜os son similares pero las gra´ﬁcas presentan dife-
rencias. En la primera parte del experimento podemos observar
una pequen˜a oscilacio´n debido a las condiciones iniciales de
los ﬁltros, los cuales no poseen datos correctos para ajustar el
controlador.
Se puede observar una respuesta similar al mostrado con
la otra plataforma, un tiempo de asentamiento menor de 0,5
segundos. Podemos notar que el error de estado estacionario
tiene un valor que siempre es mayor a la referencia. Esto es
debido a la cuantiﬁcacio´n del sensor de posicio´n, que aunque
la sen˜al de control solicita disminuir dicho valor, el motor no
es capaz de desplazarse con el mismo. En la ﬁgura 17(b) se
puede observar que la sen˜al de control intenta ajustar el error de
estado estacionario haciendo que la sen˜al oscile con la rapidez
del tiempo de muestreo del sistema de adquisicio´n.
Sin embargo, hay algunas pequen˜as diferencias, debidas prin-
cipalmente a los niveles de cuantiﬁcacio´n e implementacio´n
computacional de los ﬁltros. Por ejemplo: en cuantiﬁcacio´n, la
tarjeta de Quanser trabaja con 16 bits, mientras que nuestro sis-
tema trabaja con 10 bits de entrada y 12 bits de salida.
4. Conclusiones
El disen˜o e implementacio´n del control asistido por compu-
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Figura 17: Resultado del experimento realizado con el Sistema de Adquisicio´n
y Control desarrollado: (a) a´ngulo del brazo y referencia. (b) sen˜al de control.
costo. Esto es cierto, no solo cuando se consideran los costos
de los elementos involucrados, sino por la simpliﬁcacio´n y ace-
leracio´n de los procesos de disen˜o, en los cuales se debe ite-
rar en ciclos de modelaje, simulacio´n y experimentacio´n has-
ta lograr los resultados esperados. Para lograr incorporar una
computadora en este proceso es necesaria la utilizacio´n de un
sistema de adquisicio´n (hardware y software) como interfaz en-
tre el computador y un sistema fı´sico real. El objetivo central de
este trabajo ha sido el desarrollo de una interfaz de bajo costo
y de fa´cil manipulacio´n para la construccio´n e implementacio´n
de un sistema de adquisicio´n de datos y control.
Entre los resultados obtenidos destacan la capacidad de mo-
nitoreo y control de diferentes tipos de procesos. Se logro´ im-
plementar tres tipos de controles sobre plantas con diferentes
requerimientos de tiempo de respuesta. Es importante destacar
la implementacio´n de un control en tiempo real sobre una ar-
ticulacio´n rotatoria ﬂexible, la cual fue comparada con herra-
mientas de software y hardware de empresas como Mathworks
y Quanser. Los resultados son similares, donde el beneﬁcio es
el ahorro en el costo del software y del hardware. Adema´s, las
experiencias construidas se realizaron de una forma fa´cil y ra´pi-
da con el uso de los diagramas de bloques como base para el
disen˜o y ﬁnal implementacio´n.
Tomando en cuenta los resultados anteriormente menciona-
dos, podemos concluir que se logro´ desarrollar un sistema en un
ambiente uniﬁcado para modelar, disen˜ar, simular, experimen-
tar e implementar sistemas de control asistido por computado-
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ra. El sistema permite adema´s implementar controles en modo
compuesto, en conjunto con una PC, y en modo embebido, don-
de las acciones de realimentacio´n de control son ejecutadas so-
bre el hardware de adquisicio´n. El uso de diagramas de bloques
facilita la implementacio´n de sistemas de control, ya que no se
requiere un alto conocimiento en programacio´n para la elabora-
cio´n de un proyecto sobre el mismo. Esta caracterı´stica, adema´s
acelera el proceso de desarrollo de lazos de ejecucio´n para di-
versos objetivos. El sistema de adquisicio´n de datos elaborado
constituye un desarrollo de muy bajo costo, en comparacio´n
con muchos desarrollos de sistemas similares. Esta aﬁrmacio´n,
no solo se fundamenta por considerar los elementos fı´sicos que
componen el sistema, sino que adema´s, el mismo elimina la
posible dependencia con algu´n software privativo en todo el
proceso de disen˜o e implementacio´n de sistemas de control. El
software permite su expansio´n para posteriores incorporaciones
de nuevos elementos, ya que fue desarrollado bajo Esta´ndares
Abiertos.
Por los momentos la interfaz esta´ en la etapa inicial y en
la siguiente direccio´n Web https://sites.google.com/a/
usb.ve/david-leal/home/descargas/condp se puede ob-
tener un material de apoyo y descargar el software para las pla-
taformas Windows 32-bits y Linux 64-bits, como tambie´n el
co´digo fuente. La pro´xima etapa del desarrollo es incluir el dia-
grama esquema´tico del circuito para permitir la reproduccio´n
del hardware. Con esta etapa se espera que la comunidad pueda
mejorar diferentes aplicaciones del sistema desarrollado.
English Summary
Integral computer-aided system for the control design
and implementation
Abstract
In this paper, the development of a highly interactive, low-cost,
and personal computer based data acquisition and control sys-
tem is presented. The system includes an embedded microcon-
troller based hardware and an open-standards software. The soft-
ware uses block diagram programming as the base for the theo-
retical design and implementation of the control system, which
makes the programming simple and fast. An important feature
of this system is that it can execute an embedded control with-
out the personal computer intervention, which facilitates the im-
plementation of real-time control. Additionally, the system has
the capacity to expand in order to create a distributed monito-
ring and control system by using a CAN bus as a communica-
tion interface. It is also shown in this paper the implementation
of the developed system in diﬀerent plants.
Keywords:
Experimentation environments, embedded or built-in sys-
tems, microcontrollers, real-time systems.
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