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1 EINLEITUNG 4
1 Einleitung
Das Gebiet der Computergrafik umfasst unter anderem die Bildsynthese einer vir-
tuellen Szene. Diese Bildsynthese erfolgt durch einen mehr oder weniger komplexen
Rendervorgang. Mit steigender Rechenleistung aktueller Grafikhardware werden
immer anspruchsvollere Renderingtechniken echtzeitfa¨hig.
Die plausible Darstellung realita¨tsnaher Materialien wird in Echtzeitanwendungen
oftmals vernachla¨ssigt. Um den Eindruck einer realen Szene durch die Visualisie-
rung einer virtuellen Szene zu erwecken, mu¨ssen reale Parameter und Verha¨ltnisse
strahlungsphysikalischer Gro¨ßen zur Beleuchtung der Szene verwendet werden.
Dabei ist neben der physikalisch plausiblen Interaktion des Lichtes auf den Ober-
fla¨chen sowie des glaubhaften Schattenwurfs der Geometrie, auch die korrekte Re-
produktion des Ergebnisses durch das Anzeigegera¨t von großer Bedeutung.
Das Ziel dieser Arbeit ist eine echtzeitfa¨hige Implementierung physikalisch plausi-
bler Beleuchtungsmodelle in Verbindung mit qualitativ hochwertiger Schattendar-
stellung.
Kapitel 2 erla¨utert die Grundlagen der Radiometrie, die realistische Bildsynthese
anhand der Rendergleichung inklusive einer Vereinfachung fu¨r Echtzeitanwendun-
gen sowie die lineare Wiedergabe eines gerenderten Bildes.
In Kapitel 3 werden verschiedene lokale Beleuchtungsmodelle sowohl zur Beschrei-
bung diffuser als auch gerichteter Lichtreflexionen sowie die Kombination der ver-
schiedenen Anteile betrachtet und implementiert.
Kapitel 4 befasst sich mit der Erzeugung von Verdeckungsinformationen zur Ab-
schattung der Lichtquellen einer virtuellen Szene. Es werden mehrere Verfahren
zur Verringerung von Aliasing-Effekten des Schattenwurfs verglichen.
Zuletzt wird in Kapitel 5 der Ablauf des implementierten Rendervorganges der im
Rahmen dieser Arbeit entwickelten Software na¨her erla¨utert.
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2 Grundlagen
Bei der Bildsynthese unterscheidet man generell zwischen Raytracing und Ras-
terisierung. Raytracing modelliert den Lichttransport im Raum und kann eine
Reihe von Problemen in der Computergrafik lo¨sen, unter anderem Lichtbrechung
an Grenzfla¨chen, Spiegelung, Schattierung sowie auch indirekte Beleuchtung. Die-
se Eigenschaften erfordern jedoch ein hohes Maß an Rechenleistung. Mit aktuel-
ler Hardware sind, je nach Komplexita¨t der Szene, interaktive bis echtzeitfa¨hige
Bildwiederholraten bei lediglich moderaten Auflo¨sungen mo¨glich. Aufgrund der
intensiven Berechnungen wird Raytracing selten im Echtzeit-Bereich verwendet,
ist dennoch aber der Standard fu¨r hochqualitatives Oﬄine-Rendering wie es unter
anderem in der Film- und Werbeindustrie beno¨tigt wird.
Rasterisierung ermo¨glicht im Gegenzug eine hocheffiziente Darstellung von geo-
metrischen Primitiven wie Punkten, Linien oder Dreiecken mithilfe von Hard-
warebeschleunigung. Ha¨ufig vorkommende Berechnungen wie die Transformation
der Geometrie, Interpolation von Geometrieattributen sowie letztendlich auch die
Rasterisierung werden direkt in Hardware durch die Grafikkarte ausgefu¨hrt. Um
schließlich realita¨tsnahe Bilder zu generieren, mu¨ssen allerdings eine Reihe ver-
schiedener Techniken zur Beleuchtung und Schattierung eingesetzt werden. Diese
Techniken werden in den weiteren Kapiteln na¨her veranschaulicht.
Alle gerenderten Bilder dieser Arbeit wurden, soweit nicht anders vermerkt, mit
der im Rahmen dieser Arbeit entwickelten Software erstellt.
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2.1 Radiometrische Gro¨ßen
Die visuelle Wahrnehmung beschreibt die Reaktion auf visuelle Reize. Diese vi-
suellen Reize werden bei Menschen durch den Photonentransport in Form von
elektromagnetischer Strahlung mit Wellenla¨ngen von etwa 380 nm bis 780 nm aus-
gelo¨st [PPB05]. Die Energie elektromagnetischer Strahlung pro Zeiteinheit ist die
Strahlungsleistung Φ[W].
Anstelle von spektralen Gro¨ßen werden in der Computergrafik u¨berwiegend RGB-
Werte verwendet. Das Spektrum einer strahlungstechnischen Gro¨ße kann mit-
hilfe der CIE-Spektralwertfunktionen in einen RGB-Farbvektor konvertiert wer-
den [Ill04]. Durch das visuelle System des Menschen erzeugt ein solcher Farbvektor
den Farbreiz der urspru¨nglichen spektralen Gro¨ße.
Die Radiometrie ist das wissenschaftliche Gebiet der Messung elektromagnetischer
Strahlung. Fu¨r die Berechnung der Ursache der visuellen Wahrnehmung ist also ein
Grundversta¨ndnis radiometrischer Gro¨ßen unabdingbar. Dabei sind zwei Gro¨ßen
in der Computergrafik besonders maßgebend, die Strahldichte (engl. Radiance)
und die Bestrahlungssta¨rke (engl. Irradiance).
2.1.1 Strahldichte
Die Strahldichte ist diejenige Gro¨ße, die durch den Sensor einer Kamera, oder auch
das menschliche Auge, gemessen wird. Die realita¨tsnahe Bildsynthese ist daher die
Visualisierung der Strahldichte von einem Punkt in einer Szene in Richtung des
Betrachters.
Da sich elektromagnetische Strahlung im Raum ausbreitet, bezieht sich diese Rich-
tungsabha¨ngigkeit auf einen Raumwinkel. Ein Raumwinkel ω beschreibt einen
Raumbereich und ist definiert als
ω =
A
r2
[sr]. (2.1)
Die Einheit Steradiant ist dimensionslos und entspricht dem Verha¨ltnis einer Fla¨che
A auf der Oberfla¨che einer Kugel zu dem Quadrat des Radius r dieser Kugel (Ab-
bildung 2.1).
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rA
Abbildung 2.1 Veranschaulichung des Raumwinkels
Der Raumwinkel der Hemispha¨re u¨ber einem Punkt, ausgerichtet nach der Ober-
fla¨chennormalen des Punktes, wird im weiteren Verlauf Ω genannt.
Die Definition der Strahldichte L ist
L =
d2Φ
dAprojdω
[W m−2 sr−1]. (2.2)
Die Strahldichte L ist die Strahlungsleistung d2Φ [W] in Relation zu der in Ab-
strahlrichtung projizierten Fla¨che dAproj = dA cos θ [m
2] mit cos θ ≥ 0, sowie dem
Raumwinkel dω [sr] (Abbildung 2.2).
ΘdA
dAproj
dω
n
Abbildung 2.2 Die geometrischen Bestandteile der Strahldichte
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2.1.2 Bestrahlungssta¨rke
Die Bestrahlungssta¨rke beschreibt die gesamte, auf der Oberfla¨che einer Geometrie
eintreffende Strahlungsleistung pro Fla¨cheneinheit. Sie ist definiert als
E =
dΦ
dA
[W m−2]. (2.3)
Die Bestrahlungssta¨rke E kann aus der Strahldichte L in einem Punkt durch Mul-
tiplikation mit dem durch die abstrahlende Fla¨che aufgespannten Raumwinkelele-
ment ωf , unter Beru¨cksichtigung des Einfallswinkels θ aufgrund des Lambertschen
Gesetzes (Abbildung 2.3) [LA92], ermittelt werden:
E =
∫
Ω
L cos θdωf (2.4)
Θ
Emax
E(Θ)
Abbildung 2.3 Die Bestrahlungssta¨rke ist abha¨ngig von dem Einfallswinkel θ
Fu¨r ideale Punktlichtquellen la¨sst sich die Bestrahlungssta¨rke aufgrund der unend-
lich geringen Oberfla¨che jedoch nicht aus der Strahldichte ermitteln. Somit ergibt
sich die Bestrahlungssta¨rke in einem Punkt durch eine Punktlichtquelle in Abstand
d mit A = 4pid2 unter Beru¨cksichtigung des Einfallswinkels θ mit cos θ ≥ 0 zu
E =
Φ
4pid2
cos θ. (2.5)
Die Bestrahlungssta¨rke nimmt bei der Beleuchtung durch ideale Punktlichtquellen
also proportional zum Quadrat der Entfernung ab [PPB05].
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2.2 Die Rendergleichung
Erstmals 1986 von Kajiya vorgestellt [Kaj86], ist die Rendergleichung, basierend
auf dem Energieerhaltungssatz, bis heute die mathematische Grundlage fu¨r alle
realistischen Beleuchtungsmodelle in der Computergrafik. Gleichung 2.6 ist die
a¨quivalente, moderne Formulierung der urspru¨nglichen Form [PH10].
Rendergleichung:
Lo(p, ωo) = Le(p, ωo) +
∫
Ω
fr(p, ωi, ωo)Li(p, ωi) cos θidωi (2.6)
Lo(p, ωo): gesamte Strahldichte von p in Richtung ωo
Le(p, ωo): emittierte Strahldichte von p in Richtung ωo
fr(p, ωi, ωo): bidirektionale Reflektanzverteilungsfunktion
Li(p, ωi): Strahldichte in p aus Richtung ωi
θi: Winkel zwischen ωi und der Oberfla¨chen-
normalen in p
Nach dieser Gleichung ist die Strahldichte Lo, von einem Oberfla¨chenpunkt p in
Richtung ωo, die Summe der emittierten und der reflektierten Strahldichte. Der
reflektierte Anteil ist die aus allen Richtungen ωi auf der Hemispha¨re von p in
Richtung ωo reflektierte Strahldichte, gewichtet durch die bidirektionale Reflek-
tanzverteilungsfunktion (Kapitel 3.3) und dem Kosinus des Winkels zwischen ωi
und der Oberfla¨chennormalen. Das Rendern einer Szene kann als das Lo¨sen der
Rendergleichung verstanden werden.
p
ωo
ωi
Ω
Abbildung 2.4 Veranschaulichung der Parameter der Rendergleichung
2 GRUNDLAGEN 10
Obwohl die Gleichung sehr allgemein gehalten ist, werden nicht alle Aspekte des
Lichttransports erfasst. Unter anderem werden Phosphoreszenz, Fluoreszenz, In-
terferenz sowie Lichtstreuung in einem Medium vernachla¨ssigt.
In der Regel ist die Rendergleichung dennoch zu komplex um in praktikabler Zeit
gelo¨st zu werden, daher mu¨ssen besonders fu¨r Echtzeit-Anwendungen einige Ver-
einfachungen durchgefu¨hrt werden. In der im Rahmen dieser Arbeit entwickelten
Software wird lediglich die direkte Beleuchtung betrachtet, indirekte Beleuchtung
wird vernachla¨ssigt. Je nach Ausleuchtung einer Szene fa¨llt dies mehr oder weniger
stark auf. Die indirekte Beleuchtung liegt auf Grund ihres Ausmaßes außerhalb der
Reichweite dieser Arbeit.
Weiterhin wird angenommen, dass sa¨mtliche Lichtquellen einer Szene ideale Punkt-
lichtquellen darstellen. Auf diese Weise la¨sst sich das Integral aus Gleichung 2.6 in
eine Summe umformen. Fu¨r N Lichtquellen vereinfacht sich die Rendergleichung
somit zu Gleichung 2.7 mit cos θ ≥ 0.
vereinfachte Rendergleichung:
Lo(p, ωo) = Le(p, ωo) +
N∑
k=1
fr(p, ωk, ωo)
Φk
4pid2k
cos θk (2.7)
Lo(p, ωo): gesamte Strahldichte von p in Richtung ωo
Le(p, ωo): emittierte Strahldichte von p in Richtung ωo
fr(p, ωk, ωo): bidirektionale Reflektanzverteilungsfunktion
Φk: Strahlungsleistung der Punktlichtquelle
θk: Winkel zwischen ωk und der Oberfla¨chen-
normalen in p
dk: Abstand zwischen p und der Punktlichtquelle
Die Beleuchtung eines Punktes p ist, fu¨r nicht emittierende Materialien in der ver-
einfachten Form, ausschließlich abha¨ngig von der Betrachtungsrichtung ωo, dem
Abstand dk sowie der Strahlungsleistung (Gleichung 2.5) aus N diskreten Rich-
tungen ωk. Dementsprechend eignet sich Gleichung 2.7 angesichts des deutlich
niedrigeren Rechenaufwandes gut fu¨r das Rendern einer Szene in Echtzeit.
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2.3 Dynamikkompression
Fu¨r das Rendern realita¨tsnaher Bilder ist es besonders wichtig mit radiometri-
schen Einheiten (Kapitel 2.1), oder zumindest radiometrischen Verha¨ltnissen, zu
arbeiten. Sa¨mtliche Berechnungen sollten mit strahlungstechnischen Gro¨ßen durch-
gefu¨hrt werden. Farben entstehen erst implizit bei der Visualisierung dieser Werte.
In der Displaytechnik werden u¨blicherweise normalisierte Bildsignale verarbeitet.
Ein Signalwert Iin = 0 bildet den Schwarzpunkt, der Wert Iin = 1 den Weißpunkt.
Die im Rendervorgang berechnete Strahldichte kann bei realita¨tsnahen Gro¨ßen den
Dynamikumfang eines Anzeigegera¨tes weitaus u¨bertreffen. Um dennoch mo¨glichst
viele Bildinformationen zu erhalten, muss der Dynamikumfang des Bildes kompri-
miert werden.
Diese Dynamikkompression wird durch einen Tone Mapping Operator durchgefu¨hrt.
Postprocessing-Effekte die auf linearer Mathematik basieren, wie beispielsweise
Tiefen- und Bewegungsunscha¨rfe, sollten daher unbedingt vor der Kompression
angewendet werden (Abbildung 2.5).
Abbildung 2.5 Ein Tiefenunscha¨rfe-Effekt nach dem Tone Mapping Operator
angewendet (links) und vorher (rechts). Wird der Effekt mit
unkomprimierter Dynamik erzeugt, wirken sich Glanzlichtre-
flexionen korrekt auf die Unscha¨rfe aus
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Aus der Fotografie gibt es eine Vielzahl lokaler sowie auch globaler Operatoren. In
der im Rahmen dieser Arbeit entwickelten Software wird der globale, exponentielle
Tonemapping-Operator
L′(L, b) = 1− e−bL (2.8)
mit limL→∞ L′(L, b) = 1 verwendet. In Abha¨ngigkeit des Belichtungsfaktors b wird
eine Strahldichte {L ∈ R | 0 ≤ L < ∞} in eine von Anzeigegera¨ten darstellbare
Gro¨ße {L′ ∈ R | 0 ≤ L < 1} konvertiert (Abbildung 2.6).
L
L'
Abbildung 2.6 Der exponentielle Tone Mapping Operator mit b = 1
Da das visuelle System des Menschen wesentlich feinere Unterschiede in dunklen
Bildbereichen wahrnimmt (Kapitel 2.4), bleiben so die wichtigsten Bildinformatio-
nen erhalten und ein U¨bersteuern des Ausgabesignals wird vermieden. Abbildung
2.7 zeigt die Auswirkung des Belichtungsfaktors.
Abbildung 2.7 Unterbelichtung mit b = 0.1 (links) und U¨berbelichtung mit
b = 4.0 (rechts)
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2.4 Lineare Wiedergabe radiometrischer Gro¨ßen
CRT-Monitore weisen einen nichtlinearen Zusammenhang zwischen der Spannung
eines Eingangssignals und der resultierenden Strahldichte der Bildro¨hre auf [Ngu07].
Dieser Zusammenhang la¨sst sich mit der Exponentialfunktion Iout = I
γ
in beschrei-
ben.
Iout
Iin
γ=2.2
Abbildung 2.8 Display-Kennlinie mit γ = 2.2
In Abha¨ngigkeit des γ-Wertes wird ein Eingangssignal Iin in ein Ausgangssignal
Iout u¨bertragen. Displays im Konsumerbereich weisen in der Regel einen γ-Wert
von 2.2 auf (Abbildung 2.8). Die mittleren Signalamplituden werden gesenkt,
Schwarz- und Weisspunkt bleiben erhalten. Aus Kompatibilita¨tsgru¨nden besitzen
auch digitale Displays eine solche Kennlinie.
Diese Kennlinie entspricht in etwa dem inversen menschlichen Hellempfinden [Ill04].
Das visuelle System des Menschen nimmt also einen linearen Strahldichteverlauf
verzerrt wahr (Abbildung 2.9).
Strahldichte vis. System Wahrnehmung
Abbildung 2.9 Die nichtlineare Wahrnehmung eines linearen Strahldichtever-
laufs durch das visuelle System des Menschen
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Fu¨r den realita¨tsnahen Eindruck einer gerenderten Szene ist es daher besonders
wichtig, die ermittelte Strahldichte so wiederzugeben, dass die wahrgenommenen
Helligkeitsverha¨ltnisse denen einer realen Umgebung naheliegen.
Aufgrund der Display-Kennlinie in Verbindung mit dem visuellen System des Men-
schen, wird ein linearer Signalverlauf jedoch auch linear wahrgenommen (Abbil-
dung 2.10) und entspricht somit nicht der Wahrnehmung eines realen, linearen
Strahldichteverlaufs (Abbildung 2.9).
Signalverlauf Displaykennlinie vis. System Wahrnehmung
Abbildung 2.10 Die U¨bertragungsfunktion des Displays und das visuelle Sys-
tem des Menschen heben sich gegenseitig auf. Ein lineares
Signal wird demnach linear wahrgenommen
Die U¨bertragungsfunktion des Displays muss daher mithilfe der Gamma-Vorentzerrung
Iout = I
1/γ
in kompensiert werden (Abbildung 2.11). Das lineare Signal wird hierfu¨r
mit dem Kehrwert des Display-Gamma-Wertes vorentzerrt.
Signalverlauf Vorentzerrung Displaykennlinie vis. System Wahrnehmung
Abbildung 2.11 Ein linearer Signalverlauf wird vorentzerrt um die Ausgabe
eines linearen Strahldichteverlaufs durch das Wiedergabegera¨t
zu bewirken. Hierdurch entspricht die Wahrnehmung der ei-
ner realen Szene (Abbildung 2.9)
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Somit wird die Verzerrung des Monitors im Voraus aufgehoben und das Bild wird
linear wiedergegeben.
In der Videotechnik passiert die Vorentzerrung des Signals schon direkt in der
Kamera bei der Bildaufnahme, in der Computergrafik sollte die Vorentzerrung als
letzter Schritt vor der Bildwiedergabe passieren.
Wird ein Signal nicht linear wiedergegeben, kommt es zu Farbtonvera¨nderungen
und unnatu¨rlich weichem Helligkeitsabfall [Ngu07]. Abbildung 2.12 zeigt den Ef-
fekt der Gamma-Vorentzerrung auf den Helligkeitsabfall.
Abbildung 2.12 Ein durch die Kennlinie des Monitors verzerrtes Signal
(links), lineare Ausgabe durch Vorentzerrung (Mitte) und ein
Vergleichsfoto (rechts)
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3 Lokale Beleuchtungsmodelle
Lokale Beleuchtungsmodelle beschreiben das Reflexionsverhalten eines Punktes
auf der Oberfla¨che der Geometrie einer Szene. Dieses Reflexionsverhalten wird in
der modernen Rendergleichung (Gleichung 2.6) in Form einer bidirektionalen Re-
flektanzverteilungsfunktion (engl. Bidirectional Reflectance Distribution Function,
BRDF) dargestellt.
3.1 Die bidirektionale Reflektanzverteilungsfunktion
Die bidirektionale Reflektanzverteilungsfunktion wurde 1965 zuerst von Fred Nico-
demus definiert [Nic65]. In der modernen Form entspricht die BRDF fr(p, ωi, ωo)
in einem Punkt p dem Verha¨ltnis der Strahldichte Lo zu der Bestrahlungssta¨rke
E [AMHH08]:
fr(p, ωi, ωo) =
dLo(p, ωo)
dE(p, ωi)
[sr−1] (3.1)
Eine BRDF ist ausschließlich abha¨ngig von dem Punkt p, der Betrachtungsrich-
tung ωo sowie der Richtung des einfallenden Lichts ωi(Abbildung 3.1).
ωo
ωi
Abbildung 3.1 Veranschaulichung der Richtungsabha¨ngigkeit einer BRDF
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Um die physikalische Plausibilita¨t einer BRDF zu gewa¨hrleisten, mu¨ssen zwei
Randbedingungen erfu¨llt sein [PH10]. Die erste Voraussetzung ist die Einhaltung
der Helmholtz-Reziprozita¨t:
fr(p, ωi, ωo) = fr(p, ωo, ωi) (3.2)
Eine BRDF liefert somit das gleiche Ergebnis wenn die Richtungen ωi und ωo aus-
getauscht werden, es wird also die gleiche Strahldichte in Richtung des Betrachters
reflektiert wenn die Positionen von Lichtquelle und Betrachter vertauscht werden.
Als zweite Randbedingung steht die Energieerhaltung. Aufgrund des Energieer-
haltungssatzes gilt
∀ωi, 0 ≤
∫
Ω
fr(p, ωi, ωo) cos θidωi ≤ 1. (3.3)
Die von einem Punkt reflektierte Energie ist somit stets positiv und nie gro¨ßer als
die eintreffende Energie.
Werden diese beiden Voraussetzungen erfu¨llt, wird die BRDF physikalisch plausi-
bel genannt.
Abbildung 3.2 v.l.n.r.: Oberfla¨chen steigender Rauheit gerendert mit einer
physikalisch plausiblen BRDF
Abbildung 3.2 zeigt die Energieerhaltung anhand einer Reihe verschieden rauer
Oberfla¨chen. Zu beachten ist hier die Helligkeit der Glanzreflexion in Abha¨ngigkeit
der Oberfla¨chenrauheit. Mit steigender Rauheit wird das Licht sta¨rker gestreut,
Glanzreflexionen erscheinen gro¨ßer und weniger hell.
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Bei den verschiedenen BRDFs unterscheidet man zwischen isotropen und aniso-
tropen Funktionen. A¨ndert sich die Form der Glanzlichtreflexion nicht mit der
Rotation einer Oberfla¨che um die Oberfla¨chennormale, wird die bidirektionale Re-
flektanzverteilungsfunktion isotrop genannt.
A¨ndert sich aber die Form der Glanzlichtreflexion, wird die BRDF anisotrop ge-
nannt. Beispiele fu¨r anisotrope Materialien sind Haare, gebu¨rstetes Metall (Abbil-
dung 3.3) oder Holz.
Abbildung 3.3 Gebu¨rstetes Metall dargestellt mit einer anisotropen BRDF,
gerendert in RenderMonkey
In der Realita¨t entsteht ein solches Reflexionsverhalten durch feine, richtungs-
abha¨ngige Unebenheiten einer Oberfla¨che. Diese Unebenheiten ko¨nnen beispiels-
weise Materialfasern bei Stoffen sein, oder durch den Herstellungsprozess einer
Sache, anhand von Arbeitsschritten wie Schleifen oder Fra¨sen, entstehen.
Fu¨r die Darstellung anisotroper Oberfla¨chen muss nicht nur die Oberfla¨chennormale,
sondern der Tangentialraum in einem Punkt bekannt sein. Hierfu¨r kann der glei-
che Tangentialraum wie auch fu¨r das Normal Mapping verwendet werden, sofern
dieser kontinuierlich ist. Ist dies nicht der Fall, mu¨ssen separate, kontinuierliche
Tangenteninformationen in den Vertexattributen oder in Texturen gespeichert wer-
den, da sonst sichtbare Artefakte in der Glanzreflexion anisotroper BRDFs an den
Diskontinuita¨ten des Tangentialraums auftreten.
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Das Reflexionsverhalten eines Materials kann nicht immer mit einer einzigen BRDF-
Form modelliert werden. Fu¨r die Darstellung von komplexeren Oberfla¨chenstrukturen
kann die gewichtete Summe verschiedener BRDF-Formen verwendet werden. Fu¨r∑N
k=1 ck = 1 gilt
fr(p, ωi, ωo) =
N∑
k=1
ckfrk(p, ωi, ωo). (3.4)
In Abbildung 3.4 ist die Kombination von zwei unterschiedlichen metallischen
Oberfla¨chenstrukturen zu einem komplexeren Material dargestellt.
Abbildung 3.4 Kombination eines rauen Metalls (links) mit einer glatten
Metalloberfla¨che (Mitte) zu einem Material gemischter Ober-
fla¨chenstruktur (rechts)
Generell wird in der Computergrafik zwischen gerichteter und diffuser Reflexion
unterschieden (Abbildung 3.5). Die Gewichtung dieser Anteile sollte durch den
Reflexionsgrad des Materials erfolgen (Kapitel 3.2).
Abbildung 3.5 Komposition (rechts) eines Materials aus Diffus- (links) und
Glanzanteil (Mitte) nach Gleichung 3.4
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3.2 Der Brechungsindex
Der Brechungsindex nM ist eine dimensionslose, wellenla¨ngenabha¨ngige Material-
konstante, die beschreibt wie schnell sich Licht im Vakuum in Relation zur Licht-
geschwindigkeit in dem Medium cM ausbreitet:
nM =
c0
cM
(3.5)
Fu¨r lichtundurchla¨ssige Medien, in der Regel Metalle, ist der Brechungsindex eine
komplexe Zahl. Der Imagina¨rteil einer komplexen Brechzahl ist verantwortlich fu¨r
den Absorptionsfaktor des Materials.
Trifft ein Lichtstrahl auf eine Grenzfla¨che zwischen zwei lichtdurchla¨ssigen Me-
dien unterschiedlicher Brechzahl, so wird der Strahl nach dem Snellius-Gesetz ge-
brochen (Abbildung 3.6). In der Echtzeit-Computergrafik wird dieser Effekt meist
ga¨nzlich ausgelassen.
n
Θ
n1
n2
Abbildung 3.6 Brechung eines Lichtstrahls an der Grenzfla¨che zwischen Me-
dien unterschiedlicher Brechzahl
Dennoch ist der Brechungsindex ein erheblicher Bestandteil realita¨tsnaher Bild-
synthese. Mithilfe der fresnelschen Formeln la¨sst sich anhand der Brechzahl das
Verha¨ltnis von Reflexion zu Transmission glatter Oberfla¨chen bestimmen. Diese
Relation ist nicht konstant, sondern variiert mit dem Betrachtungswinkel (Abbil-
dung 3.7).
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Aluminium
Eisen
Glas
Fr
Θ
Abbildung 3.7 Reflexionsgrade verschiedener Brechungsindizes in Relation zu
dem Betrachtungswinkel
Um die exakten Reflexions- und Transmissionsfaktoren zu bestimmen, mu¨ssen
die fresnelschen Gleichungen in Abha¨ngigkeit der Wellenla¨nge, sowie Real- und
Imagina¨rteil des Brechungsindexes, gelo¨st werden. Dieser Aufwand erweist sich als
nicht praktikabel in Echtzeitanwendungen.
Die in der Computergrafik gela¨ufigste Na¨herung der fresnelschen Gleichungen wur-
de 1994 von Christophe Schlick vero¨ffentlicht [Sch94]:
Fr(θ) = f⊥ + (1− f⊥)(1− cos θ)5 (3.6)
Der Reflexionsgrad Fr wird in Abha¨ngigkeit des Betrachtungswinkels θ, sowie des
Reflexionsgrades bei senkrechter Betrachtung f⊥ = Fr(0◦) = (n1−n2n1+n2 )
2 beschrieben.
Schlicks Na¨herung erfu¨llt folgende Kernbedingungen des exakten Reflexionsgrades:
• Die Funktion Fr(θ) ist bei flachen Betrachtungswinkeln gleich 1.
• Die Steigung der Funktion ist bei senkrechter Betrachtung gleich 0.
• Die Kru¨mmung der Funktion ist bei senkrechter Betrachtung gleich 0.
Laut Schlick liegt der Fehler der Na¨herung bei unter einem Prozent, es wird also ei-
ne durchaus akzeptable Approximation der exakten Werte mit geringem Aufwand
erreicht.
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Fu¨r dielektrische Materialien ist der Reflexionsfaktor, bei Vernachla¨ssigung der
Wellenla¨ngenabha¨ngigkeit, ein einfacher Skalar.
Der Farbeindruck metallischer Oberfla¨chen entsteht jedoch ausschließlich durch
den komplexen, wellenla¨ngenabha¨ngigen Brechungsindex des Metalls (Abbildung
3.8). Aufgrund der Breite des Spektrums und der erforderlichen Farbkonversion
eignet sich die Berechnung von f⊥(λ) nicht fu¨r Echtzeitanwendungen.
Abbildung 3.8 Der wellenla¨ngenabha¨ngige Reflexionsgrad von Metallen
(links: Kupfer, rechts: Gold) ist maßgebend fu¨r den Farbein-
druck des Materials
Es bietet sich jedoch an diesen Wert vorauszuberechnen. Fu¨r die Darstellung von
Metallen wurde in der im Rahmen dieser Arbeit entwickelten Software die Tabelle
vorberechneter Reflexionsgrade aus [AMHH08] verwendet. Das Spektrum dieser
Werte wurde anhand der CIE-Spektralwertfunktionen in RGB-Farbvektoren kon-
vertiert. Dies ermo¨glicht eine komponentenweise Ermittlung des Reflexionsgrades
pro Farbkanal und eignet sich daher gut fu¨r das Echtzeitrendering realita¨tsnaher
Metalle, modelliert aber nicht die Farbvera¨nderung bei variierendem Betrachtungs-
winkel.
Um diesen Effekt zu modellieren, kann eine eindimensionale Wertetabelle in Form
einer Textur verwendet werden. So ist es mo¨glich Fr(θ) direkt ohne Berechnung
anhand der Wertetabelle zu evaluieren.
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3.3 Gerichtete Reflexion
Die gerichtete Reflexion ist eine Form der Spiegelung. Je glatter eine Oberfla¨che,
desto gerichteter wird das Licht auf dieser Oberfla¨che reflektiert. Zur Berechnung
des Reflexionsverhaltens einer Oberfla¨che existieren eine Vielzahl lokaler Beleuch-
tungsmodelle.
3.3.1 Das Phong-Modell
Das Phong-Beleuchtungsmodell wurde 1975 von Bui Tuong Phong entwickelt [Pho75]
und ist bis heute aufgrund des geringen Rechenaufwandes eines der wichtigsten Be-
leuchtungsmodelle in der Computergrafik. Die moderne Form lautet
Io = Ia + Id + Is. (3.7)
Die Lichtintensita¨t in einem Punkt ist nach Phong die Summe des ambienten,
diffusen und gerichteten Lichts. Eine Besonderheit des Modells zum Zeitpunkt der
Vero¨ffentlichung war die, im Vergleich zu zeitgema¨ßen Methoden wie dem Gouraud
Shading [Gou71], deutlich ho¨here Qualita¨t der Glanzreflexionen. Diese Qualita¨t
wurde durch die korrekte Interpolation der Oberfla¨chennormalen eines Polygons,
gekoppelt mit der Lichtberechnung pro Bildpunkt, erreicht.
Im weiteren Verlauf dieses Kapitels wird ausschließlich die gerichtete Reflexion des
Phong-Modells betrachtet.
Die BRDF-Form der Phong-Glanzreflexion ergibt sich aus einer wellenla¨ngen-
abha¨ngigen Konstante {ks ∈ R | 0 ≤ ks ≤ 1} sowie der n-ten Potenz des Kosinus
des Winkels α zwischen Betrachter und idealer Reflexion (Abbildung 3.9):
fPhong = ks cos(α)
n. (3.8)
Je gro¨ßer der Parameter n, desto gerichteter ist die Reflexion.
3 LOKALE BELEUCHTUNGSMODELLE 24
n
α
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Abbildung 3.9 Veranschaulichung der geometrischen Zusammenha¨nge von
Gleichung 3.8
Das Phong-Modell ist ein rein pha¨nomenologisches Beleuchtungsmodell. Es ba-
siert nicht auf Grundlagen der Physik oder Optik, sondern versucht lediglich den
Eindruck realistischer Beleuchtung zu erzeugen.
In der Standardform verletzt das Phong-Modell den Energieerhaltungssatz. Je nach
Parameterwahl kann die reflektierte Energie deutlich gro¨ßer sein als die eintreffende
Energie. Fu¨r eine physikalisch plausible Beleuchtung muss Gleichung 3.8 normali-
siert werden [LW94]. Durch das Normalisieren einer BRDF wird sichergestellt, dass
der Energieerhaltungssatz eingehalten wird. Hierfu¨r muss der Normalisierungsfak-
tor der BRDF, also der Kehrwert des Maximums ρPhongMax, gefunden werden.
Die maximale Reflexion tritt fu¨r das Phong-Modell ein, wenn die Oberfla¨chennormale
auf die Lichtquelle zeigt. Fu¨r diesen Fall entspricht der Reflexionsvektor der Ober-
fla¨chennormalen, somit ist α = θ. Mit ks = 1 ergibt sich der Maximalwert der
Phong-Glanzreflexion durch
ρPhongMax =
∫
Ω
cos(θ)n cos θdωi
=
∫
Ω
cos(θ)n+1dωi
=
∫ 2pi
0
∫ pi/2
0
cos(θ)n+1 sin θdθdφ
=
2pi
n+ 2
.
(3.9)
3 LOKALE BELEUCHTUNGSMODELLE 25
Ersetzt man ks in Gleichung 3.8 mit dem Normalisierungsfaktor
n+2
2pi
, so erha¨lt
man die physikalisch plausible Phong-BRDF
fPhong =
n+ 2
2pi
cos(α)n. (3.10)
Neben dem geringen notwendigen Rechenaufwand bietet das Phong-Reflexionsmodell
einen weiteren Vorteil: Durch die rotationssymmetrische BRDF-Form (Abbildung
3.10) lassen sich Umgebungstexturen vorfiltern [KM00]. Dies ermo¨glicht die effi-
ziente Darstellung gestreuter Glanzreflexionen, indem zur Laufzeit lediglich eine
gefilterte Umgebungstextur evaluiert wird.
n
Abbildung 3.10 Darstellung des rotationssymmetrischen Reflexionskegels des
Phong-Beleuchtungsmodells
Auch la¨sst sich die Beleuchtung einer Oberfla¨che durch polygonale Fla¨chenstrahler
analytisch fu¨r die Phong-BRDF ermitteln [Sny96].
Es ist jedoch selbst mit dem physikalisch plausiblen Phong-Modell nicht mo¨glich,
einen Großteil vermessener Oberfla¨chen mit ausreichender Pra¨zision darzustellen.
1977 wurde das Phong-Modell von James Blinn neu parametrisiert [Bli77]. Im
Gegensatz zum Phong-Modell basiert Blinns Methode auf physikalischen Erkennt-
nissen von Torrance und Sparrow (Kapitel 3.3.2).
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n
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Abbildung 3.11 Darstellung der Parameter des Blinn-Phong-Modells
Durch die Verwendung des Winkels θ zwischen der Oberfla¨chennormalen n und
der Winkelhalbierenden h zwischen Licht- und Betrachtungsrichtung (Abbildung
3.11) entspricht die Form der Glanzlichtreflexion, besonders bei flacher Betrach-
tungsrichtung, deutlich sta¨rker den auf realen Oberfla¨chen auftretenden Reflexio-
nen [NDM04] (Abbildung 3.12).
Abbildung 3.12 Vergleich zwischen Phong- (links) und Blinn-Phong-
Glanzreflexionen (rechts)
Die Winkelhalbierende h ist fu¨r die normalisierten Vektoren v und l definiert als
h =
v + l
‖v + l‖ . (3.11)
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Somit ergibt sich die Blinn-Phong-BRDF mit cos θ = n · h zu
fBlinn = ks(n · h)n. (3.12)
Wie auch die urspru¨ngliche Phong-BRDF, vernachla¨ssigt Blinns Version die Ener-
gieerhaltung. Aufgrund der Komplexita¨t des exakten Normalisierungsfaktors kann
n+8
8pi
als Na¨herung verwendet werden [AMHH08].
Die normalisierte Blinn-Phong-BRDF ist demnach
fBlinn =
n+ 8
8pi
(n · h)n. (3.13)
Das normalisierte Blinn-Phong-Modell ist aufgrund des geringen Verha¨ltnisses von
Rechenaufwand zu der darstellbaren Materialvielfalt ein sehr beliebtes Beleuch-
tungsmodell in der Videospielindustrie.
Abbildung 3.13 Blinn-Phong-BRDF Glanzlichtreflexionen
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3.3.2 Das Torrance-Sparrow-Modell
Urspru¨nglich wurde das Torrance-Sparrow-Modell 1967 als physikalisches Modell
zur Beschreibung des Reflexionsverhaltens rauer Oberfla¨chen eingefu¨hrt [TS67].
Fu¨nf Jahre spa¨ter von Cook und Torrance [CT82] fu¨r die Computergrafik adap-
tiert, bietet das Torrance-Sparrow-Modell neben dem Ashikhmin-Shirley-Modell
noch bis heute die Repra¨sentationen vermessener Materialien mit der geringsten
Fehlerabweichung [NDM04].
Das Torrance-Sparrow-Modell beruht auf der Mikrofacettentheorie. Es wird ange-
nommen, eine raue Oberfla¨che bestehe aus einer Vielzahl verschieden ausgerichte-
ter, ideal reflektierender Spiegel.
Die Cook-Torrance-BRDF ist
fCT (p, l,v) =
FrDG
pi(n · l)(n · v) . (3.14)
Fr ist der Reflexionsgrad wie in Kapitel 3.2 beschrieben, D das Verha¨ltnis per-
fekt spiegelnd ausgerichteter Mikrofacetten (Abbildung 3.14) und G modelliert
Abschattung und Maskierung (Abbildung 3.15) durch die Geometrie der Mikrofa-
cetten selbst. Interreflexionen werden vernachla¨ssigt.
v
lh
Abbildung 3.14 Die Spiegelung an einer Mikrofacette ist gegeben, wenn die
Oberfla¨chennormale der Mikrofacette dem winkelhalbieren-
den Vektor h, zwischen Betrachtungsrichtung v und Licht-
richtung l, entspricht.
3 LOKALE BELEUCHTUNGSMODELLE 29
Die Komponenten der BRDF sind modular, es ko¨nnen verschiedene Funktionen
zur Beschreibung der einzelnen Effekte verwendet werden, sofern die Randbedin-
gungen physikalisch plausibler BRDFs nicht verletzt werden (Kapitel 3.1).
Abbildung 3.15 Durch die geometrische Anordnung der Mikrofacetten wird
ein Teil des reflektierten Lichts maskiert (links) oder schat-
tiert (rechts).
Die Beckmann-Verteilungsfunktion ist in der Lage eine große Vielfalt unterschied-
licher Materialien darzustellen. Die Funktion lautet
DBeck =
1
m2 cos4 α
e−(
tanα
m
)2 (3.15)
mit α = arccos(n · h). Der Parameter m ist der quadratische Mittelwert der
Steigung der Mikrofacetten.
Eine a¨quivalente, fu¨r Computer effizienter zu berechnende Form ist
DBeck =
1
m2 cos4 α
e
cos2(α)−1
cos2(α)m2 . (3.16)
Der Abschattungs- und Maskierungsfaktor G ist nach [CT82]
G = min{1, 2(n · h)(n · v)
(v · h) ,
2(n · h)(n · l)
(v · h) }. (3.17)
Eine Oberfla¨che kann also mit der Cook-Torrance-BRDF durch lediglich zwei Pa-
rameter beschrieben werden, dem Brechungsindex des Materials n sowie dem qua-
dratischen Mittelwert der Steigung der Mikrofacetten m.
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Abbildung 3.16 Aluminium
Abbildung 3.17 Kunststoff
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Abbildung 3.18 Metalleffektlack
Abbildung 3.19 stumpfe Metalloberfla¨che
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3.4 Diffuse Reflexion
Die ideal diffuse Reflexion streut Licht in alle Richtungen gleichermaßen und tritt
bei dielektrischen Materialien auf. Die Ursache ist die Streuung des Lichts unter
der Oberfla¨che des Materials [AMHH08].
Dielektrische Oberfla¨chen lo¨sen einen Farbreiz aus, wenn ein Teil des Spektrums,
von beispielsweise Farbpigmenten, absorbiert wird (Abbildung 3.20).
Abbildung 3.20 Die Lichtstreuung und Absorption in den Farbpigmenten ei-
nes Materials ist verantwortlich fu¨r den diffusen Farbein-
druck einer Oberfla¨che
In der Realita¨t besitzt nahezu jede Reflexion einer dielektrischen Oberfla¨che sowohl
diffuse als auch gerichtete Anteile.
3.4.1 Der Lambertsche Reflektor
Eine ideal diffus reflektierende Fla¨che wird auch Lambertscher Reflektor genannt.
Als BRDF ausgedru¨ckt ist ein Lambertscher Reflektor eine einfache Konstante:
fdiffus(ωi, ωo) = ρ (3.18)
Der Albedo-Wert {ρ ∈ R | 0 ≤ ρ ≤ 1} ist eine spektrale Gro¨ße und bestimmt den
durch Betrachtung des Materials wahrgenommenen Farbreiz.
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Gleichung 3.18 ist allerdings nicht energieerhaltend. Der Normalisierungsfaktor der
BRDF ergibt sich, wie auch in Kapitel 3.3.1 beschrieben, aus dem Kehrwert des
maximalen Reflexionsfaktors ρmax mit ρ = 1:
ρmax =
∫
Ω
cos θdωi
=
∫ 2pi
0
∫ pi/2
0
cos θ sin θdθdφ
= pi
(3.19)
Demnach ist die physikalisch plausible BRDF eines ideal diffusen Reflektors
fdiffus(ωi, ωo) =
ρ
pi
. (3.20)
Abbildung 3.21 Ideal diffus reflektierende Oberfla¨chen nach Lambert
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3.4.2 Das Oren-Nayar-Modell
In vielen Fa¨llen la¨sst sich eine diffus reflektierende Oberfla¨che aufgrund feiner
Unebenheiten nicht anhand des Lambertschen Reflektors darstellen.
Die Oren-Nayar-BRDF modelliert diese Unebenheiten, a¨hnlich dem Torrance-Sparrow-
Modell (Kapitel 3.3.2), durch Mikrofacetten [ON94]. Diese Mikrofacetten stellen
jedoch nicht, wie bei der gerichteten Reflexion, ideale Spiegel dar, sondern ideal
diffuse Facetten.
Zusa¨tzlich zu Maskierung und Abschattung modelliert das Oren-Nayar-Modell
auch die Interreflexionen zwischen den Mikrofacetten (Abbildung 3.22).
Abbildung 3.22 Die Interreflexion zwischen Mikrofacetten
Nach [AMHH08] lautet die vereinfachte Oren-Nayar-BRDF
fON(ωi, ωo) =
ρ
pi
(A+B cosφ sin(min{θi, θo}) tan(max{θi, θo})). (3.21)
mit
A = 1− 0.5 σ
2
σ2 + 0.33
B = 0.45
σ2
σ2 + 0.09
.
(3.22)
Das Maß der Oberfla¨chenrauheit {σ ∈ R | 0 ≤ σ ≤ pi
2
} ist als die Standard-
abweichung des Winkels zwischen der makroskopischen Oberfla¨chennormalen und
der Normalen der Mikrofacetten definiert. Abbildung 3.23 zeigt den geometrischen
Aufbau zu Gleichung 3.21.
3 LOKALE BELEUCHTUNGSMODELLE 35
Θ1 Θ0
n
v
l
Φ
Abbildung 3.23 Die Winkel und Richtungen der Oren-Nayar-BRDF
Das Oren-Nayar-Modell wird aufgrund des beno¨tigten Rechenaufwandes u¨berwiegend
im Oﬄine-Rendering verwendet. Auf aktuell verfu¨gbaren Grafikkarten ist das Mo-
dell durch die ausreichende Grafikleistung jedoch auch fu¨r das Echtzeitrendering
geeignet.
Abbildung 3.24 Eine diffuse Oberfla¨che nach Lambert (links) und eine rauere
Oberfla¨che durch das Oren-Nayar-Modell (rechts)
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3.5 Mehrschichtige Oberfla¨chen
Die Kombination aus Diffus- und Glanzreflexion ermo¨glicht die Darstellung einzel-
ner Materialien. Einige reale Oberfla¨chen bestehen jedoch aus einer Kombination
lichtdurchla¨ssiger und lichtundurchla¨ssiger Schichten mit unterschiedlichen Ma-
terialeigenschaften. Diese Schichten ko¨nnen unter anderem Lacke, Glasuren oder
Kunststoffu¨berzu¨ge sein.
Das Modell von Weidlich und Wilkie [WW07] stellt solche Oberfla¨chen aus einer
Kombination mehrerer BRDFs dar. Es modelliert sowohl die Absorption licht-
durchla¨ssiger Bela¨ge als auch die Mo¨glichkeit der Totalreflexion in Abha¨ngigkeit
der Brechungsindizes der einzelnen Schichten (Abbildung 3.25).
1
2
Abbildung 3.25 Teile des transmittierten Lichtes werden absorbiert (1) oder
durch Totalreflexion in der Schicht eingefangen (2)
Um die sehr aufwa¨ndige Berechnung der Lichtstreuung in einem Medium zu ver-
meiden, werden folgende Vereinfachungen von Weidlich und Wilkie angenommen:
• Die Breite der Mikrofacetten ist weitaus gro¨ßer als die Schichtdicke.
• Der Austrittspunkt des Lichts an einer Grenzfla¨che entspricht dem Eintritts-
punkt.
• Die an einer Grenzfla¨che gebrochenen Strahlen treffen sich in einem Punkt.
• Licht wird ausschließlich an Grenzfla¨chen durch Reflexion gestreut.
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Das Modell ist also keine generelle Lo¨sung, liefert aber innerhalb der Randbedin-
gungen u¨berzeugende Ergebnisse.
Die einzelnen Bela¨ge einer Oberfla¨che ko¨nnen durch beliebige BRDFs dargestellt
werden. Angesichts der geringen Auswirkung des Terms der internen Totalreflexion
wird dieser, in der fu¨r diese Arbeit entwickelten Software, ebenso wie die Lichtbre-
chung an Grenzfla¨chen aus Performancegru¨nden vernachla¨ssigt.
Somit ergibt sich das Modell aus [WW07], ohne die Mo¨glichkeit der internen To-
talreflexion, fu¨r eine Oberfla¨che mit zwei Schichten zu
fW (p, ωi, ωo) = fr1(p, ωi, ωo) + T12fr2(p, ωi, ωo)e
−αd( 1
ωi
+ 1
ωo
)
. (3.23)
T12 ist der Transmissionsgrad der, durch fr1 modellierten, oberen Schicht. Der
Transmissionsgrad ergibt sich aus dem Reflexionsgrad Fr1 dieser Schicht zu T12 =
1−Fr1. Der Parameter α ist der wellenla¨ngenabha¨ngige Absorptionsgrad, d ist die
Dicke des Belags.
Je flacher der Betrachtungswinkel, desto la¨nger ist die in dem absorbierenden Be-
lag zuru¨ckgelegte Strecke. So wird mehr Energie absorbiert, und weniger Licht,
von der unteren Schicht ausgehend, erreicht den Betrachter.
Abbildung 3.26 v.l.n.r.: Zweischichtige Materialien mit steigender Schicht-
dicke
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Abbildung 3.27 Metall mit einer orangefarbenen Lackschicht
Abbildung 3.28 diffus reflektierende Oberfla¨che mit einem absorbierenden
U¨berzug
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4 Schatten
Bei der Bildsynthese durch Raytracing entstehen Schatten implizit durch licht-
blockierende Geometrie. Bei der Beleuchtung einer rasterisierten Szene wird jedes
Fragment unabha¨ngig voneinander behandelt, globale Verdeckungsinformationen
mu¨ssen anhand eines Schattierungsverfahrens gesondert erzeugt und bereitgestellt
werden. Dabei wird durch die Schattierung nicht das gerenderte Bild abgedunkelt,
sondern lediglich das Licht der verdeckten Lichtquelle abgeschwa¨cht.
Die zwei gebra¨uchlichsten Verfahren zur Erzeugung dieser Verdeckungsinformatio-
nen sind die 1977 von Frank Crow vorgestellten Shadow Volumes [Cro77] sowie
das 1978 von Lance Williams eingefu¨hrte Shadow Mapping [Wil78].
Bei dem Schattenwurf durch Shadow Volumes wird aus der Lichtrichtung und
der Silhouette eines Objekts ein Volumen aufgestellt. Dieses Volumen wird als
Geometrie gerendert. Pro Bildfragment kann nun bestimmt werden ob ein Punkt
der Szene im Schatten liegt (Abbildung 4.1).
Abbildung 4.1 Ein Schattenvolumen durch Extrusion der Silhouette
Shadow Volumes erzeugen stets pixelgenaue Schatten. Die Performance ist jedoch
abha¨ngig von der Geometrie der Szene sowie der Position des Betrachters. Auf-
grund des potenziell sehr hohen Overdraws, dem ha¨ufigen U¨berschreiben eines
Fragments, wird anstelle von Shadow Volumes u¨berwiegend das Shadow Mapping
Verfahren eingesetzt.
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4.1 Shadow Mapping
Shadow Mapping ist eine sehr effiziente Technik zur Erzeugung hardwarebeschleu-
nigten Schattenwurfs in Echtzeitanwendungen.
Zuerst wird pro Bildfragment aus der Sicht der Lichtquelle der Tiefenwert z der
Szene in eine Textur, die Shadow Map, gerendert (Abbildung 4.2).
Abbildung 4.2 Ein durch Shadow Mapping erzeugter Schatten (links) und die
in der Shadow Map gespeicherten Werte (rechts)
Ist ein zu beleuchtender Punkt p weiter von der Lichtquelle entfernt als der in der
Shadow Map gespeicherte Wert z, dann wird das Licht durch Geometrie zwischen
Lichtquelle und dem Punkt blockiert (Abbildung 4.3).
zp'z
p
p'z
Abbildung 4.3 Visualisierung eines verdeckten Punktes p (links) und die Pro-
jektion des Punktes auf die Bildebene der Lichtquelle (rechts)
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Die Werte einer Textur lassen sich, durch die API-spezifische Funktion ftexture(ctex)
der verwendeten Grafik-Bibliothek, auslesen. Um den entsprechenden Tiefenwert
z in der Shadow Map zu evaluieren, muss die Texturkoordinate ctex errechnet wer-
den. Hierzu wird zuna¨chst der Punkt auf die Bildebene der Lichtquelle abgebildet:
p′ = M light p (4.1)
Die Matrix M light beinhaltet sowohl die Transformation in das Koordinatensystem
der Lichtquelle als auch die bei der Erzeugung der Shadow Map verwendete Pro-
jektion. Die perspektivische Division muss manuell durchgefu¨hrt werden, sofern
dies nicht in Hardware u¨bernommen wird:
p′ =
1
p′w

p′x
p′y
p′z
p′w
 (4.2)
Letztendlich ergibt sich ctex durch Konvertierung der normalisierten Gera¨tekoordinaten
in Texturkoordinaten zu
ctex(p
′) =
(
0.5 + 0.5p′x
0.5 + 0.5p′y
)
. (4.3)
Der Schattenfaktor {s ∈ R | 0 ≤ s ≤ 1} zur Skalierung der Strahldichte der
Lichtquelle lautet dann mit z = ftexture(ctex)
s(p′z, z) =
{
0, falls |p′z| > z
1, sonst
. (4.4)
Die Strahlungsleistung Φi in Gleichung 2.7 aus Kapitel 2.2 ist, bei der Verwendung
einer Shadow Map, die mit dem Schattenfaktor s(p′z, z) gewichtete Strahlungsleis-
tung der Lichtquelle Φlight:
Φi = s(p
′
z, z)Φlight (4.5)
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Das Shadow Mapping Verfahren weist aufgrund numerischer Pra¨zision, sowie der
Diskretisierung der Oberfla¨chen einer Szene in einzelne Texel der Shadow Map,
erhebliche Artefakte auf (Abbildung 4.4).
Abbildung 4.4 Artefakte durch Quantisierungsfehler einer Shadow Map
Jeder Texel der Shadow Map entha¨lt einen einzigen Tiefenwert, deckt jedoch mehr
als nur einen Punk der Szene ab. Wird der Tiefenvergleich in Gleichung 4.4 fu¨r
einen von der Lichtquelle sichtbaren Punkt pA (Abbildung 4.5) durchgefu¨hrt, kann
es durch Quantisierungsfehler zu Selbstverschattung auf der Oberfla¨che kommen.
z z
Texel
Artefakte
pA
Abbildung 4.5 Ist eine Oberfla¨che nicht parallel zu der Bildebene der Shadow
Map (links), kommt es zu Artefakten durch die Diskretisierung
der Oberfla¨che (rechts)
Diesen Artefakten kann durch Addition eines konstanten, oder von der Ausrichtung
der Oberfla¨che abha¨ngigen, Tiefenwertes entgegengewirkt werden (Abbildung 4.6).
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z
Abbildung 4.6 Ein Mo¨glichkeit zur Verringerung der Artefakte ist die Ver-
schiebung der Tiefenwerte durch Addition einer Tendenz. Ist
die Tendenz jedoch zu groß, entfernt sich der Schatten von der
Geometrie
Die oftmals einfachere Lo¨sung ist es, die Tiefenwerte der Lichtquelle abgewandter
Oberfla¨chen in die Shadow Map zu rendern. Somit werden die der Lichtquelle
zugewandten Primitive nie aufgrund von Quantisierungsfehlern schattiert. Auf den
abgewandten Oberfla¨chen werden die Fehler in der Regel durch das Lambertsche
Kosinusgesetz (Kapitel 2.1.2) maskiert.
z
Abbildung 4.7 Alternativ ko¨nnen Quantisierungsfehler durch das Rendern
der Lichtquelle abgewandter Primitive verborgen werden. Hier
kann es jedoch zur Beleuchtung eigentlich verdeckter Punkte
an Kontaktstellen der Geometrie kommen
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4.2 Percentage Closer Filtering
Das von [Wil78] beschriebene Shadow Mapping Verfahren erzeugt durch den bina¨ren
Schattierungsfaktor sehr harte Schattenra¨nder.
Fu¨r ideale Punktlichtquellen ist dies unter Vernachla¨ssigung der Lichtbeugung an
Hindernissen zwar korrekt, jedoch sind ideale Punktlichtquellen technisch nicht
realisierbar. Daher wirft jede reale Lichtquelle einen mehr oder weniger weichen
Schatten.
Bei herko¨mmlichem Shadow Mapping werden zudem Aliasing-Effekte durch die
endliche Auflo¨sung der Shadow Map sichtbar (Abbildung 4.8).
Abbildung 4.8 Abha¨ngig von Betrachtungsabstand und Auflo¨sung der Shadow
Map ko¨nnen Aliasing-Effekte ohne Percentage Closer Filtering
deutlich sichtbar werden
Reeves stellte 1987 das Percentage Closer Filtering (PCF) vor [RSC87], ein Ver-
fahren zur Erzeugung weicher Schattenra¨nder. Zur Filterung eines Schattenrandes
werden mehrere Ergebnisse des bina¨ren Tiefenvergleichs (Gleichung 4.4) der in der
Shadow Map um ctex liegenden Tiefenwerte zk gemittelt (Abbildung 4.9):
sPCF (p
′
z, z) =
1
N
N∑
k=1
s(p′z, zk) (4.6)
Die Anzahl N sowie die Lage der umliegenden Tiefenwerte zk ist frei wa¨hlbar.
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50 52 52
p’z=20 sPCF=0,653 53 2
51 2 1
1 1 1
1 1 0
1 0 0
Abbildung 4.9 Die Tiefenwerte einer Shadow Map um die Texturkoordinate
ctex (links) werden mit p
′
z verglichen (Mitte), der Mittelwert
der Ergebnisse ist der Schattenfaktor sPCF (rechts)
Je mehr Tiefenwerte verglichen werden, desto weicher ist der resultierende Schatten
(Abbildung 4.10). Eine zu große Anzahl evaluierter Tiefenwerte kann sich jedoch
aufgrund der begrenzten Speicherbandbreite einer Grafikkarte negativ auf die Per-
formance auswirken.
Abbildung 4.10 Ein durch PCF mit 9 Tiefenwerten gefilterter Schatten
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Zur weiteren Steigerung der Qualita¨t ko¨nnen die Ergebnisse des bina¨ren Schatten-
vergleichs bilinear interpoliert werden (Abbildung 4.11). Dieser Vorgang kann von
einigen Grafikkarten hardwareseitig durchgefu¨hrt werden.
Abbildung 4.11 Bilinear interpolierte, durch PCF gemittelte Schattenwer-
te bieten einen weichen Schattenrand mit wenig Aliasing-
Effekten
Aufgrund der hohen Empfindlichkeit des visuellen Systems in dunklen Bildberei-
chen kann eine bessere Verteilung der Graustufen eines gefilterten Schattens er-
reicht werden, wenn die Gamma-Vorentzerrung (Kapitel 2.4) nicht auf den Schat-
tenfaktor angewendet wird (Abbildung 4.12).
Abbildung 4.12 Schatten mit Gamma-Vorentzerrung (links) und ohne
Gamma-Vorentzerrung (rechts). Bei wenigen Vergleichswer-
ten kann ohne Vorentzerrung ein besseres Ergebnis erzielt
werden
Durch den geringen Speicherbedarf sowie die Einfachheit der Implementierung ist
Shadow Mapping, in Verbindung mit Percentage Closer Filtering, ein sehr verbrei-
tetes Verfahren zur Erzeugung von Verdeckungsinformationen.
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4.3 Variance Shadow Maps
Die von Donelly und Lauritzen vorgestellten Variance Shadow Maps [DL06] ermo¨g-
lichen die direkte Filterung der Shadow Map anstelle der Filterung der Ergebnisse
des Tiefenvergleichs (Kapitel 4.2).
Die Tiefenwerte der Textur werden zuna¨chst als ein Feld von Zufallswerten be-
trachtet. Das Ergebnis des Percentage Closer Filtering wird als Wahrscheinlichkeit
der Sichtbarkeit durch die Lichtquelle innerhalb der Filterregion ausgedru¨ckt:
sV SM(p
′
z, z) = P (z ≥ |p′z|) (4.7)
Die einseitige Tschebyschow-Ungleichung bietet eine Obergrenze dieser Wahrschein-
lichkeit mit pmax ≈ P (z ≥ |p′z|) fu¨r µ < |p′z|. Es gilt
pmax =
σ2
σ2 + (|p′z| − µ)2
(4.8)
mit dem Erwartungswert µ = E(z) sowie der Varianz σ2 = E(z2)− E(z)2.
Der Erwartungswert E(x) einer Zufallszahl x ist der gewichtete Mittelwert aller
zufa¨lligen Werte von x. Dieser gewichtete Mittelwert kann bei einer Variance Sha-
dow Map durch beliebige Weichzeichnung der Textur erzeugt werden.
Wird also bei dem Rendervorgang der Shadow Map neben dem Tiefenwert z noch
das Quadrat des Tiefenwertes z2 gespeichert, kann pmax nach Gleichung 4.8 anhand
einer gefilterten Textur bestimmt werden. Somit ergibt sich der Schattenfaktor
einer Variance Shadow Map zu
sV SM(p
′
z, µ, σ
2) =
{
1, falls |p′z| ≤ µ
pmax, sonst
. (4.9)
Ein Verfahren zur Vermeidung von Quantisierungsfehlern bei der Generierung von
Variance Shadow Maps wird in [Ngu07] beschrieben.
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Die Filterbarkeit einer Variance Shadow Map ermo¨glicht neben hardwareseitigem
Multisampling auch die Verwendung von Mipmaps sowie trilinearer und anisotro-
per Texturfilterung (Abbildung 4.13).
Abbildung 4.13 Vergleich einer Shadow Map mit bilinear interpoliertem PCF
(oben) und anisotrop gefilterter Variance Shadow Map (un-
ten). Durch die Texturfilterung werden Verkleinerungsarte-
fakte vermieden
Ein weiterer Vorteil ist die Mo¨glichkeit separierbare Filter anzuwenden. So la¨sst
sich ein Filter u¨ber eine Region von m × n Texeln mit m + n ausgelesenen Wer-
ten durch eine Hintereinanderausfu¨hrung von zwei eindimensionalen Filtern sehr
effizient umsetzen (Abbildung 4.14).
Abbildung 4.14 Bei einem separierbaren Filter wird eine zweidimensionale
Filterung durch zwei eindimensionale Filter ersetzt
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Abbildung 4.15 Eine mit einem 5×5 Gauß-Filter gefilterte Variance Shadow
Map. Aliasing-Effekte sind nicht mehr erkennbar
Variance Shadow Maps bieten mit deutlich weniger Textursamples eine vergleich-
bare bis ho¨here Qualita¨t (Abbildung 4.15) als normale Shadow Maps in Kom-
bination mit Percentage Closer Filtering, sind jedoch nicht frei von Artefakten.
Besonders bei einer hohen Tiefenkomplexita¨t der Szene kann pmax aufgrund der
großen Varianz innerhalb der Filterregion stark von dem exakten Wert der Wahr-
scheinlichkeit P (z ≥ |p′z|) abweichen.
Die resultierenden Artefakte manifestieren sich in aufgehellten Umrissen licht-
blockierender Geometrie innerhalb des Schattens (Abbildung 4.16).
Abbildung 4.16 Artefakte bei Variance Shadow Maps durch eine hohe Tie-
fenkomplexita¨t der Filterregion. Es erscheinen helle Umrisse
in den Schatten
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4.4 Exponential Variance Shadow Maps
Lauritzen zeigt in [LM08], dass die gravierendsten Artefakte bei Variance Shadow
Maps auftreten, wenn das Verha¨ltnis der Tiefenwerte mehrerer, verdeckender Geo-
metrien innerhalb der Filterregion sehr groß ist. Um eine bessere Approximation
der Wahrscheinlichkeit P (z ≥ |p′z|) zu erreichen, kann dieses Verha¨ltnis durch Ver-
zerrung der Tiefenwerte verringert werden.
Fu¨r Exponential Variance Shadow Maps werden zwei exponentielle Verzerrungen
angewendet, die jeweils unterschiedliche Artefakte verringern [LM08]:
zp = e
cz
zn = −e−cz
(4.10)
Die Konstante c skaliert den Grad der Verzerrung. Je gro¨ßer c, desto sta¨rker die
Verzerrung und umso weniger Artefakte treten auf. Die Konstante sollte so groß
wie mo¨glich gewa¨hlt werden, jedoch klein genug sein um Pra¨zisionsprobleme sowie
einen arithmetischen U¨berlauf des verwendeten Datentyps zu vermeiden.
Bei dem Rendervorgang einer Exponential Variance Shadow Map werden dann die
verzerrten Werte zp, z
2
p , zn und z
2
n in einer Vierkanal-Textur gespeichert. Um den
Schattenfaktor zu bestimmen, muss der Tiefenwert p′z des projizierten Punktes
ebenfalls verzerrt werden.
Der Schattenfaktor einer Exponential Variance Shadow Map ergibt sich dann zu
sEV SM = min {sV SM(ecp′z , µp, σ2p), sV SM(−e−cp
′
z , µn, σ
2
n)}. (4.11)
Die Parameter µp, σ
2
p, µn und σ
2
n entsprechen den gefilterten, verzerrten Werten
der Textur.
Nach [LM08] empfiehlt es sich die jeweilige Varianz auf eine Untergrenze σ2min mit
σ2 = max {σ2, σ2min} zu beschra¨nken, um numerische Probleme fu¨r den Fall, dass
der zu beleuchtende, verzerrte Tiefenwert dem Erwartungswert nahezu entspricht,
zu vermeiden.
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Die Verteilung der Tiefenwerte ist bei Exponential Variance Shadow Maps jedoch
nicht linear. Daher ist der Minimalwert σ2min nicht konstant, sondern abha¨ngig von
der nichtlinearen A¨nderung der Tiefenwerte.
Da die Varianz ein quadratisches Streuungsmaß ist, ist σ2min also proportional zu
dem Quadrat der Ableitung der Verzerrung. Die jeweilige Varianz in Gleichung
4.11 ist demnach
σ2p = max {σ2p, σ2min(cec|pz |
′
)2} (4.12)
und
σ2n = max {σ2n, σ2min(−ce−c|pz |
′
)2}. (4.13)
Wird σ2min zu groß gewa¨hlt, werfen kleine Tiefendifferenzen keinen Schatten. Wird
die Untergrenze zu klein angesetzt, kommt es zu diffuser Selbstverschattung in den
Ecken der Geometrie.
Exponential Variance Shadow Maps verbrauchen doppelt so viel Speicher wie Va-
riance Shadow Maps, behalten jedoch alle Vorteile und weisen erheblich weniger
Artefakte auf (Abbildung 4.17).
Abbildung 4.17 Exponential Variance Shadow Maps weisen deutlich weniger
Artefakte auf und bieten ein gutes Verha¨ltnis von Qualita¨t zu
Rechenaufwand
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Abbildung 4.18 Exponential Variance Shadow Map Beispiel 1
Abbildung 4.19 Exponential Variance Shadow Map Beispiel 2
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4.5 Umgebungsverdeckung
In der Echtzeit-Computergrafik ist es aufgrund des Rechenaufwandes sowie Speicher-
bedarfs nicht praktikabel den Schatten jeder einzelnen Lichtquelle zu berechnen.
Um dennoch eine Schattierung der Oberfla¨chen zu erreichen, kann eine Form der
Umgebungsverdeckung (engl. Ambient Occlusion) verwendet werden [Lan02].
Die Umgebungsverdeckung A(p) ist ein Maß fu¨r die Blockierung der Hemispha¨re
eines Punktes p durch die umliegende Geometrie. Es gilt
A(p) =
1
pi
∫
Ω
V (p, ω) cos θ dω (4.14)
mit V (p) = 0 wenn die Richtung ω auf der Hemispha¨re von p durch Geometrie
verdeckt ist, und V (p) = 1 wenn in Richtung ω keine Verdeckung stattfindet. Der
Winkel θ entspricht dem Winkel zwischen der Oberfla¨chennormalen in p und der
Richtung ω.
Abbildung 4.20 Die Umgebungsverdeckung einer statischen Szene. Die Ver-
deckung wurde mit Blender vorberechnet und in Texturen ge-
speichert. Zur Laufzeit kann der Verdeckungsfaktor bei der
Lichtberechnung evaluiert werden
Die Lo¨sung des Integrals in Gleichung 4.14 durch numerische Integration in hoher
Qualita¨t erweist sich auf moderner Hardware als nicht praktikabel. Eine Vielzahl
4 SCHATTEN 54
aktueller Forschungsarbeiten bieten verschiedene Approximationen dieser Glei-
chung an. Fu¨r statische Geometrie ist es jedoch aufgrund der deutlich ho¨heren
Qualita¨t empfehlenswert, den Verdeckungsfaktor vorauszuberechnen (Abbildung
4.20).
Die Umgebungsverdeckung A(p) kann bei der Beleuchtung einer Szene, wie auch
der Schattenfaktor (Gleichung 4.5), zur Skalierung der Strahlungsleistung einer
Lichtquelle verwendet werden (Abbildung 4.21). Es ist jedoch zu beachten, ledig-
lich die Strahlungsleistung von Lichtquellen ohne Schattenwurf abzuschwa¨chen.
Abbildung 4.21 Beleuchtung einer Szene mit mehreren Lichtquellen ohne
Schattenwurf: ohne Umgebungsverdeckung (links) und mit
Umgebungsverdeckung (rechts)
Um einen mo¨glichst guten ra¨umlichen Eindruck einer Szene zu bewirken, ist es
wesentlich wichtiger u¨berhaupt eine Form von Schattierung zu verwenden, als ab-
solut korrekte Schatten zu berechnen.
Die Anwendung der Umgebungsverdeckung als Ersatz des Schattenfaktors ist phy-
sikalisch nicht korrekt, bietet jedoch ein a¨ußerst plausibles Ergebnis.
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5 Implementierung
Die vorgestellten Techniken zur Beleuchtung und Schattierung wurden im Rah-
men dieser Arbeit in einer privat entwickelten 3D-Grafik-Engine umgesetzt. Die
verwendete Grafik-API ist OpenGL. Beleuchtung sowie Schattenberechnung wer-
den in GLSL-Shaderprogrammen auf der Grafikkarte durchgefu¨hrt.
Die komplette Beleuchtung erfolgt mit linearen, radiometrischen Gro¨ßen (Kapitel
2.1). Eine Gamma-Vorentzerrung (Kapitel 2.4) geschieht als letzter Schritt vor der
Darstellung des Bildes, direkt nach der Dynamikkompression (Kapitel 2.3).
Als Beleuchtungsmodell wird das Torrance-Sparrow-Modell (Kapitel 3.3.2) fu¨r
Glanzlichtreflexionen verwendet, diffuse Reflexionen werden durch den Lambert-
schen Reflektor (Kapitel 3.4.1) dargestellt. Die Gewichtung von diffuser und ge-
richteter Reflexion erfolgt durch den Reflexionsgrad anhand der Brechzahl (Kapitel
3.2) des Materials. Der Reflexionsgrad wird mit der Na¨herung von Schlick ermit-
telt (Gleichung 3.6). Zusa¨tzlich besteht die Mo¨glichkeit, zweischichtige Materialien
darzustellen (Kapitel 3.5).
Fu¨r den Schattenwurf werden bis zu 16 Exponential Variance Shadow Maps (Ka-
pitel 4.4) mit einer Auflo¨sung von jeweils 512× 512 Bildpunkten sowie vierfachem
Multisampling und 16-facher anisotroper Texturfilterung verwendet. Nach dem
Rendervorgang einer Shadow Map wird ein separierbarer 5 × 5 Gauß-Filter an-
gewendet. Das Umgebungslicht, bestehend aus eine Reihe von Punktlichtquellen,
wird durch einen in dem Programm Blender vorausberechneten Verdeckungsfaktor
schattiert (Kapitel 4.5).
Die zugrundeliegende 3D-Grafik-Engine u¨bernimmt die Verwaltung der Geometrie
einer Szene und verarbeitet die Eingaben des Benutzers. Jedem Geometrieelement
kann durch die Benutzeroberfla¨che ein Material zugewiesen werden, eine Reihe
voreingestellter Materialien stehen zur Auswahl bereit. Zur Laufzeit ko¨nnen die
Materialparameter frei vera¨ndert werden. Es besteht zudem die Mo¨glichkeit, Licht-
quellen zu setzen oder zu entfernen sowie die Kamera frei im Raum zu bewegen.
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Aufgrund der komplexen Beleuchtung wird ein Depth-Prepass durchgefu¨hrt: Vor
dem eigentlichen Rendervorgang werden lediglich die Tiefenwerte der Szene aus-
gegeben und somit der Z-Buffer gefu¨llt.
Anschließend wird die Grafik-Pipeline anhand der verwendeten Grafik-API so kon-
figuriert, dass auch Bildfragmente, deren Tiefenwerte den gespeicherten Werten
entsprechen, gerendert werden. So wird garantiert, dass der rechenaufwa¨ndige Ma-
terialshader bei der erneuten Rasterisierung der Szene nur ein einziges Mal pro
Bildfragment ausgefu¨hrt wird. Abbildung 5.1 zeigt den Rendervorgang.
depth prepass
linear depth
filter X
filter Y
material
shader
tone mapping
gamma correction
MSAA resolve
depth warp
render EVSMs
depth
DEPTH32F
texture
linear depth
DEPTH32F           4xMSAA
EVSM atlas
RGBA32F           
EVSM atlas
RGBA32F           
intermediate
RGBA32F           
color
RGBA32F
output to screen
generate
mipmaps
for each1
2
3
Abbildung 5.1 Zuerst werden alle Shadow Maps gerendert (1). Im Anschluss
folgt der Depth Prepass (2) und letztendlich die Beleuchtung
sowie Dynamikkompression mit Gamma-Vorentzerrung (3)
Um die Obergrenze der maximal gleichzeitig verwendbaren Texturen nicht zu
u¨berschreiten, werden alle Shadow Maps in einem Texturatlas gehalten [NVI04].
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6 Zusammenfassung und Ausblick
Das Ziel dieser Arbeit war die Umsetzung physikalisch plausibler Bildsynthese in
einer Echtzeitumgebung.
Verschiedene Beleuchtungsmodelle der diffusen und gerichteten Lichtreflexion wur-
den verglichen und implementiert. Die physikalisch basierten Modelle konnten an-
gesichts der hohen Vielseitigkeit der darstellbaren Materialien sehr u¨berzeugende
Ergebnisse liefern. Aufgrund der Vernachla¨ssigung globaler Beleuchtungseffekte
fa¨llt jedoch bei stark reflektierenden Oberfla¨chen die fehlende Reflexion der Um-
gebung deutlich auf. Die physikalisch plausible Umgebungsreflexion in Echtzeitan-
wendungen bietet eine interessante Aufgabenstellung fu¨r zuku¨nftige Arbeiten.
Zusa¨tzlich wurden verschiedene Verfahren zur Erstellung von Verdeckungsinfor-
mationen betrachtet. Zur Verringerung von Aliasing-Effekten des Schattenwurfs
haben sich stochastische Methoden zur Ermessung des Grades der Schattierung,
wenn auch nicht komplett frei von Artefakten, aufgrund des Verha¨ltnisses von
Qualita¨t zu Rechenaufwand in Verbindung mit der linearen Filterbarkeit als viel-
versprechend erwiesen.
Insgesamt zeigt sich, dass durch die Verwendung realer, strahlungsphysikalischer
Gro¨ßen in Verbindung mit physikalisch plausiblen Beleuchtungsmodellen ein rea-
lita¨tsnaher Eindruck einer virtuellen Szene erreicht werden kann.
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