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Abstract
Federated learning is a distributed framework
according to which a model is trained over
a set of devices, while keeping data local-
ized. This framework faces several systems-
oriented challenges which include (i) commu-
nication bottleneck since a large number of
devices upload their local updates to a pa-
rameter server, and (ii) scalability as the fed-
erated network consists of millions of devices.
Due to these systems challenges as well as
issues related to statistical heterogeneity of
data and privacy concerns, designing a prov-
ably efficient federated learning method is of
significant importance yet it remains chal-
lenging. In this paper, we present FedPAQ,
a communication-efficient Federated Learn-
ing method with Periodic Averaging and
Quantization. FedPAQ relies on three key
features: (1) periodic averaging where mod-
els are updated locally at devices and only
periodically averaged at the server; (2) par-
tial device participation where only a frac-
tion of devices participate in each round
of the training; and (3) quantized message-
passing where the edge nodes quantize their
updates before uploading to the parameter
server. These features address the commu-
nications and scalability challenges in feder-
ated learning. We also show that FedPAQ
achieves near-optimal theoretical guarantees
for strongly convex and non-convex loss
functions and empirically demonstrate the
communication-computation tradeoff pro-
vided by our method.
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1 Introduction
In many large-scale machine learning applications,
data is acquired and processed at the edge nodes of
the network such as mobile devices, users’ devices, and
IoT sensors. Federated Learning is a novel paradigm
that aims to train a statistical model at the “edge”
nodes as opposed to the traditional distributed com-
puting systems such as data centers [Konečny` et al.,
2016, Li et al., 2019a]. The main objective of federated
learning is to fit a model to data generated from net-
work devices without continuous transfer of the mas-
sive amount of collected data from edge of the network
to back-end servers for processing.
Federated learning has been deployed by major tech-
nology companies with the goal of providing privacy-
preserving services using users’ data [Bonawitz et al.,
2019]. Examples of such applications are learning from
wearable devices [Huang et al., 2018], learning senti-
ment [Smith et al., 2017], and location-based services
[Samarakoon et al., 2018]. While federated learning is
a promising paradigm for such applications, there are
several challenges that remain to be resolved. In this
paper, we focus on two significant challenges of feder-
ated learning, and propose a novel federated learning
algorithm that addresses the following two challenges:
(1) Communication bottleneck. Communication
bandwidth is a major bottleneck in federated learn-
ing as a large number of devices attempt to communi-
cate their local updates to a central parameter server.
Thus, for a communication-efficient federated learning
algorithm, it is crucial that such updates are sent in a
compressed manner and infrequently.
(2) Scale. A federated network typically consists of
thousands to millions of devices that may be active,
slow, or completely inactive during the training proce-
dure. Thus, a proposed federated learning algorithm
should be able to operate efficiently with partial device
participation or random sampling of devices.
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FedPAQ: A Communication-Efficient Federated Learning Method
The goal of this paper is to develop a provably effi-
cient federated learning algorithm that addresses the
above-mentioned systems challenges. More precisely,
we consider the task of training a model in a feder-
ated learning setup where we aim to find an accurate
model over a collection of n distributed nodes. In this
setting, each node contains m independent and identi-
cally distributed samples from an unknown probability
distribution and a parameter server helps coordination
between the nodes. We focus on solving the empirical
risk minimization problem for a federated architecture
while addressing the challenges mentioned above. In
particular, we consider both strongly convex and non-
convex settings and provide sharp guarantees on the
performance of our proposed algorithm.
Contributions. In this work, we propose FedPAQ, a
communication-efficient Federated learning algorithm
with Periodic Averaging and Quantization, which ad-
dresses federated learning systems’ bottlenecks. In
particular, FedPAQ has three key features that enable
efficient federated learning implementation:
(1) FedPAQ allows the nodes (users) of the network to
run local training before synchronizing with the pa-
rameter server. In particular, each node iteratively
updates its local model for a period of iterations us-
ing the stochastic gradient descent (SGD) method and
then uploads its model to the parameter server where
all the received models are averaged periodically. By
tuning the parameter which corresponds to the num-
ber of local iterations before communicating to the
server, periodic averaging results in slashing the num-
ber of communication rounds and hence the total com-
munication cost of the training process.
(2) FedPAQ captures the constraint on availability of
active edge nodes by allowing a partial node partic-
ipation. That is, in each round of the method, only
a fraction of the total devices–which are the active
ones–contribute to train the model. This procedure
not only addresses the scalability challenge, but also
leads to smaller communication load compared to the
case that all nodes participate in training the learning
model.
(3) In FedPAQ, nodes only send a quantized version
of their local information to the server at each round
of communication. As the training models are of
large sizes, quantization significantly helps reducing
the communication overhead on the network.
While these features have been proposed in the lit-
erature, to the best of our knowledge, FedPAQ is the
first federated learning algorithm that simultaneously
incorporates these features and provides near-optimal
theoretical guarantees on its statistical accuracy, while
being communication-efficient via periodic averaging,
partial node participation and quantization.
In particular, we analyze our proposed FedPAQ method
for two general class of loss functions: strongly-convex
and non-convex. For the strongly-convex setting,
we show that after T iterations the squared norm
of the distance between the solution of our method
and the optimal solution is of O(1/T ) in expecta-
tion. We also show that FedPAQ approaches a first-
order stationary point for non-convex losses at a rate of
O(1/√T ). This demonstrates that our method signifi-
cantly improves the communication-efficiency of fed-
erated learning while preserving the optimality and
convergence guarantees of the baseline methods. In
addition, we would like to highlight that our theoreti-
cal analysis is based on few relaxed and customary as-
sumptions which yield more technical challenges com-
pared to the existing works with stronger assumptions
and hence acquires novel analytical techniques. More
explanations will be provided in Section 4.
Related Work. The main premise of federated learn-
ing has been collective learning using a network of com-
mon devices such as phones and tablets. This frame-
work potentially allows for smarter models, lower la-
tency, and less power consumption, all while ensuring
privacy. Successfully achieving these goals in prac-
tice requires addressing key challenges of federated
learning such as communication complexity, systems
heterogeneity, privacy, robustness, and heterogene-
ity of the users. Recently, many federated methods
have been considered in the literature which mostly
aim at reducing the communication cost. McMahan
et al. [2016] proposed the FedAvg algorithm, where the
global model is updated by averaging local SGD up-
dates. Guha et al. [2019] proposed one-shot federated
learning in which the master node learns the model
after a single round of communication.
Optimization methods for federated learning are nat-
urally tied with tools from stochastic and distributed
optimization. Minibatch stochastic gradient descent
distributed optimization methods have been largely
studied in the literature without considering the com-
munication bottleneck. Addressing the communica-
tion bottleneck via quantization and compression in
distributed learning has recently gained considerable
attention for both master-worker [Alistarh et al., 2017,
Bernstein et al., 2018, Seide et al., 2014, Smith et al.,
2016] and masterless topologies [Koloskova et al., 2019,
Reisizadeh et al., 2019a, Wang et al., 2019, Zhang
et al., 2018]. Moreover, Wang et al. [2019] reduces
the communication delay by decomposing the graph.
Local updates, as another approach to reduce the com-
munication load in distributed learning has been stud-
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ied in the literature, where each learning node car-
ries out multiple local updates before sharing with the
master or its neighboring nodes. Stich [2018] consid-
ered a master-worker topology and provides theoreti-
cal analysis for the convergence of local-SGD method.
Lin et al. [2018] introduced a variant of local-SGD
namely post-local-SGD which demonstrates empirical
improvements over local-SGD. Wang and Joshi [2018]
provided a general analysis of such cooperative method
for decentralized settings as well.
Statistical heterogeneity of users’ data points is an-
other major challenge in federated learning. To ad-
dress this heterogeneity, other methods such as mul-
titask learning and meta learning have been proposed
to train multiple local models [Li et al., 2019b, Nichol
et al., 2018, Smith et al., 2017]. Many methods have
been proposed to address systems heterogeneity and in
particular stragglers in distributed learning using cod-
ing theory, e.g., [Dutta et al., 2016, Lee et al., 2018,
Reisizadeh et al., 2019b, Tandon et al., 2016, Yu et al.,
2017]. Another important challenge in federated learn-
ing is to preserve privacy in learning [Duchi et al.,
2014]. Agarwal et al. [2018], McMahan et al. [2017]
proposed privacy-preserving methods for distributed
and federated learning using differential privacy tech-
niques. Federated heavy hitters discovery with differ-
ential privacy was proposed in [Zhu et al., 2019].
Robustness against adversarial devices is another chal-
lenge in federated learning and distributed learning
that has been studied in [Chen et al., 2017, Ghosh
et al., 2019, Yin et al., 2018]. Finally, several works
have considered communication-efficient collaborative
learning where there is no master node, and the com-
puting nodes learn a model collaboratively in a decen-
tralized manner [Doan et al., 2018, Koloskova et al.,
2019, Lalitha et al., 2019, Reisizadeh et al., 2019a,
Zhang et al., 2018]. While such techniques are related
to federated learning, the network topology in master-
less collaborative learning is fundamentally different.
2 Federated Learning Setup
In this paper, we focus on a federated architecture
where a parameter server (or server) aims at finding
a model that performs well with respect to the data
points that are available at different nodes (users) of
the network, while nodes exchange their local informa-
tion with the server. We further assume that the data
points for all nodes in the network are generated from
a common probability distribution. In particular, we
consider the following stochastic learning problem
min
x
f(x) := min
x
1
n
n∑
i=1
fi(x), (1)
where the local objective function of each node i is
defined as the expected loss of its local sample distri-
butions
fi(x) := Eξ∼Pi [`(x, ξ)]. (2)
Here ` : Rp × Ru → R is a stochastic loss function,
x ∈ Rp is the model vector, and ξ ∈ Ru is a ran-
dom variable with unknown probability distribution
Pi. Moreover, f : Rp → R denotes the expected
loss function also called population risk. In our con-
sidered federated setting, each of the n distributed
nodes generates a local loss function according to a
distribution Pi resulting in a local stochastic function
fi(x) := Eξ∼Pi [`(x, ξ)]. A special case of this formu-
lation is when each node i maintains a collection of
m samples from distribution Pi which we denote by
Di = {ξi1, · · · , ξim} for i ∈ [n]. This results in the fol-
lowing empirical risk minimization problem over the
collection of nm samples in D := D1 ∪ · · · ∪ Dn:
min
x
L(x) = min
x
1
nm
∑
ξ∈D
`(x, ξ), (3)
We denote the optimal model x∗ as the solution to the
expected risk minimization problem in (1) and denote
the minimum loss f∗ := minx f(x) = f(x∗) as the
optimal objective function value of the expected risk
minimization problem in (1). In this work, we focus on
the case that the data over the n nodes is independent
and identically distributed (i.i.d.), which implies the
local distributions are common.
As stated above, our goal is to minimize the expected
loss f(x). However, due to the fact that we do not
have access to the underlying distribution P, there
have been prior works that focus on minimizing the
empirical risk L(x) which can be viewed as an ap-
proximation of the expected loss f(x). The accu-
racy of this approximation is determined by the num-
ber of samples N = nm. It has been shown that
for convex losses `, the population risk f is at most
O(1/√nm) distant from the empirical risk L, uni-
formly and with high probability [Bottou and Bous-
quet, 2008]. That is, supx |f(x)−L(x)| ≤ O(1/
√
nm)
with high probability. This result implies that if each
of the n nodes separately minimizes its local empiri-
cal loss function, the expected deviation from the lo-
cal solution and the solution to the population risk
minimization problem is of O(1/√m) (note that each
node has access to m data samples). However, if
the nodes manage to somehow share or synchronize
their solutions, then a more accurate solution can be
achieved, that is a solution with accuracy of order
O(1/√nm). Therefore, when all themn available sam-
ples are leveraged, one can obtain a solution xˆ that
satisfies E[L(xˆ)− L(x∗)] ≤ O(1/√nm). This also im-
plies that E[f(xˆ)−minx f(x)] ≤ O(1/
√
nm).
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For the case of non-convex loss function `, however,
finding the solution to the expected risk minimiza-
tion problem in (1) is hard. Even further, finding (or
testing) a local optimum is NP-hard in many cases
[Murty and Kabadi, 1987]. Therefore, for non-convex
losses we relax our main goal and instead look for
first-order optimal solutions (or stationary points) for
(1). That is, we aim to find a model xˆ that sat-
isfies
∥∥∇f(xˆ)∥∥ ≤  for an arbitrarily small approxi-
mation error . Mei et al. [2018] characterized the
gap for the gradients of the two expected risk and
empirical risk functions. That is, if the gradient
of loss is sub-Gaussian, then with high probability
supx
∥∥∇L(x)−∇f(x)∥∥ ≤ O(1/√nm). This result fur-
ther implies that having all the nodes contribute in
minimizing the empirical risk results in better approx-
imation for a first-order stationary point of the ex-
pected risk L. In summary, our goal in non-convex set-
ting is to find xˆ that satisfies
∥∥∇f(x)∥∥ ≤ O(1/√nm)
which also implies
∥∥∇L(x)∥∥ ≤ O(1/√nm).
3 Proposed FedPAQ Method
In this section, we present our proposed
communication-efficient federated learning method
called FedPAQ, which consists of three main modules:
(1) periodic averaging, (2) partial node participation,
and (3) quantized message passing.
3.1 Periodic averaging
As explained in Section 2, to leverage from all the
available data samples on the nodes, any training
method should incorporate synchronizing the interme-
diate models obtained at local devices. One approach
is to let the participating nodes synchronize their mod-
els through the parameter server in each iteration of
the training. This, however, implies many rounds of
communication between the federated nodes and the
parameter server which results in communication con-
tention over the network. Instead, we let the partici-
pating nodes conduct a number of local updates and
synchronize through the parameter server periodically.
To be more specific, once nodes pull an updated model
from the server, they update the model locally by run-
ning τ iterations of the SGD method and then send
proper information to the server for updating the ag-
gregate model. Indeed, this periodic averaging scheme
reduces the rounds of communication between server
and the nodes and consequently the overall communi-
cation cost of training the model. In particular, for
the case that we plan to run T iterations of SGD at
each node, nodes need to communicate with the server
K = T/τ rounds, hence reducing the total communi-
cation cost by a factor of 1/τ .
Choosing a larger value of τ indeed reduces the rounds
of communication for a fixed number of iterations T .
However, if our goal is to obtain a specific accuracy
ε, choosing a very large value for τ is not necessar-
ily optimal as by increasing τ the noise of the system
increases and the local models approach the local op-
timal solutions instead of the global optimal solution.
Hence, we might end up running more iterations T to
achieve a specific accuracy ε comparing to a case that
τ is small. Indeed, a crucial question that we need to
address is finding the optimal choice of τ for minimiz-
ing the overall communication cost of the process.
3.2 Partial node participation
In a federated network, often there is a large num-
ber of devices such as smart phones communicating
through a base station. On one hand, base stations
have limited download bandwidth and hence only a
few of devices are able to simultaneously upload their
messages to the base station. Due to this limitation
the messages sent from the devices will be pipelined at
the base station which results in a dramatically slow
training. On the other hand, having all of the devices
participate through the whole training process induces
a large communication overhead on the network which
is often costly. Moreover, in practice not all the devices
contribute in each round of the training. Indeed, there
are multiple factors that determine whether a device
can participate in the training [McMahan and Ram-
age, 2017]: a device should be available in the reach-
able range of the base station; a device should be idle,
plugged in and connected to a free wireless network
during the training; etc.
Our proposed FedPAQ method captures the restric-
tions mentioned above. In particular, we assume that
among the total of n devices, only r nodes (r ≤ n) are
available in each round of the training. We can also
assume that due to the availability criterion described
before, such available devices are randomly and uni-
formly distributed over the network [Sahu et al., 2018].
In summary, in each period k = 0, 1, · · · ,K − 1 of the
training algorithm, the parameter server sends its cur-
rent model xk to all the r nodes in subset Sk, which
are distributed uniformly at random among the total
n nodes, i.e., Pr [Sk] = 1/
(
n
r
)
.
3.3 Quantized message-passing
Another aspect of the communication bottleneck in
federated learning is the limited uplink bandwidth
at the devices which makes the communication from
devices to the parameter server slow and expensive.
Hence, it is critical to reduce the size of the uploaded
messages from the federated devices [Li et al., 2019a].
Our proposal is to employ quantization operators on
the transmitted massages. Depending on the accuracy
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of the quantizer, the network communication overhead
is reduced by exchanging the quantized updates.
In the proposed FedPAQ, each node i ∈ Sk obtains the
model x(i)k,τ after running τ local iterations of an opti-
mization method (possibly SGD) on the most recent
model xk that it has received form the server. Then
each node i applies a quantizer operator Q(·) on the
difference between the received model and its updated
model, i.e., x(i)k,τ − xk, and uploads the quantized vec-
tor Q(x(i)k,τ − xk) to the parameter server. Once these
quantized vectors are sent to the server, it decodes the
quantized signals and combines them to come up with
a new model xk+1.
Next, we describe a widely-used random quantizer.
Example 1 (Low-precision quantizer [Alistarh et al.,
2017]). For any variable x ∈ Rp, the low precision
quantizer QLP : Rp → Rp is defined as below
QLPi (x) =‖x‖ · sign(xi) · ξi(x, s), i ∈ [p], (4)
where ξi(x, s) is a random variable taking on value
l+1/s with probability |xi|‖x‖ s− l and l/s otherwise. Here,
the tuning parameter s corresponds to the number of
quantization levels and l ∈ [0, s) is an integer such that
|xi|/‖x‖ ∈ [l/s, l+1/s).
3.4 Algorithm update
Now we use the building blocks developed in Sec-
tions 3.1-3.3 to precisely present FedPAQ. Our proposed
method consists of K periods, and during a period,
each node performs τ local updates, which results in
total number of T = Kτ iterations. In each period
k = 0, · · · ,K−1 of the algorithm, the parameter server
picks r ≤ n nodes uniformly at random which we de-
note by Sk. The parameter server then broadcasts its
current model xk to all the nodes in Sk and each node
i ∈ Sk performs τ local SGD updates using its local
dataset. To be more specific, let x(i)k,t denote the model
at node i at t-th iteration of the k-th period. At each
local iteration t = 0, · · · , τ−1, node i updates its local
model according to the following rule:
x
(i)
k,t+1 = x
(i)
k,t − ηk,t∇˜fi
(
x
(i)
k,t
)
, (5)
where the stochastic gradient ∇˜fi is computed using
a random sample1 picked from the local dataset Di.
Note that all the nodes begin with a common initial-
ization x(i)k,0 = xk. After τ local updates, each node
computes the overall update in that period, that is
x
(i)
k,τ−xk, and uploads a quantized update Q(x(i)k,τ−xk)
to the parameter server. The parameter server then
1The method can be easily made compatible with using
a mini-batch during each iteration.
Algorithm 1 FedPAQ
1: for k = 0, 1, · · · ,K − 1 do
2: server picks r nodes Sk uniformly at random
3: server sends xk to nodes in Sk
4: for node i ∈ Sk do
5: x(i)k,0 ← xk
6: for t = 0, 1, · · · , τ − 1 do
7: compute stochastic gradient
8: ∇˜fi(x) = ∇`(x, ξ) for a ξ ∈ Pi
9: set x(i)k,t+1 ← x(i)k,t − ηk,t∇˜fi(x(i)k,t)
10: end for
11: send Q(x(i)k,τ − xk) to the server
12: end for
13: server finds xk+1 ← xk+ 1r
∑
i∈Sk Q(x
(i)
k,τ −xk)
14: end for
aggregates the r received quantized local updates and
computes the next model according to
xk+1 = xk +
1
r
∑
i∈Sk
Q
(
x
(i)
k,τ − xk
)
, (6)
and the procedure is repeated for K periods. The pro-
posed method is formally summarized in Algorithm 1.
4 Convergence Analysis
In this section, we present our theoretical results on
the guarantees of the FedPAQ method. We first con-
sider the strongly convex setting and state the con-
vergence guarantee of FedPAQ for such losses in The-
orem 1. Then, in Theorem 2, we present the overall
complexity of our method for finding a first-order sta-
tionary point of the aggregate objective function f ,
when the loss function ` is non-convex (All proofs are
provided in the supplementary material). Before that,
we first mention three customary assumptions required
for both convex and non-convex settings.
Assumption 1. The random quantizer Q(·) is unbi-
ased and its variance grows with the squared of l2-norm
of its argument, i.e.,
E
[
Q(x)|x] = x, E [∥∥Q(x)− x∥∥2 |x] ≤ q‖x‖2 , (7)
for some positive real constant q and any x ∈ Rp.
Assumption 2. The loss functions fi are L-smooth
with respect to x, i.e., for any x, xˆ ∈ Rp, we have∥∥∇fi(x)−∇fi(xˆ)∥∥ ≤ L‖x− xˆ‖.
Assumption 3. Stochastic gradients ∇˜fi(x) are unbi-
ased and variance bounded, i.e., Eξ[∇˜fi(x)] = ∇fi(x)
and Eξ[‖∇˜fi(x)−∇fi(x)‖2] ≤ σ2.
The conditions in Assumption 1 ensure that output of
quantization is an unbiased estimator of the input with
a variance that is proportional to the norm-squared of
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the input. This condition is satisfied with most com-
mon quantization schemes including the low-precision
quantizer introduced in Example 1. Assumption 2 im-
plies that the gradients of local functions ∇fi and the
aggregated objective function ∇f are also L-Lipschitz
continuous. The conditions in Assumption 3 on the
bias and variance of stochastic gradients are also cus-
tomary. Note that this is a much weaker assumption
compared to the one that uniformly bounds the ex-
pected norm of the stochastic gradient.
Challenges in analyzing the FedPAQ method.
Here, we highlight the main theoretical challenges in
proving our main results. As outlined in the descrip-
tion of the proposed method, in the k-th round of
FedPAQ, each participating node i updates its local
model for τ iterations via SGD method in (5). Let
us focus on a case that we use a constant stepsize for
the purpose of this discussion. First consider the naive
parallel SGD case which corresponds to τ = 1. The
updated local model after τ = 1 local update is
x
(i)
k,τ = x
(i)
k,0 − η∇˜fi
(
x
(i)
k,0
)
. (8)
Note that x(i)k,0 = xk is the parameter server’s model
sent to the nodes. Since we assume the stochastic gra-
dients are unbiased estimators of the gradient, it yields
that the local update x(i)k,τ −xk is an unbiased estima-
tor of −η∇f(xk) for every participating node. Hence,
the aggregated updates at the server and the updated
model xk+1 can be simply related to the current model
xk as one step of parallel SGD. However, this is not
the case when the period length τ is larger than 1.
For instance, in the case that τ = 2, the local updated
model after τ = 2 iterations is
x
(i)
k,τ =xk−η∇˜fi (xk)−η∇˜fi
(
xk−η∇˜fi (xk)
)
. (9)
Clearly, x(i)k,τ − xk is not an unbiased estimator of
−η∇f(xk) or −η∇f(xk − η∇f(xk)). This demon-
strates that the aggregated model at server cannot be
treated as τ iterations of parallel SGD, since each local
update contains a bias. Indeed, this bias gets propa-
gated when τ gets larger. For our running example
τ = 2, the variance of the bias, i.e. E‖η∇˜fi(xk −
η∇˜fi(xk))‖2 is not uniformly bounded either (As-
sumption 3), which makes the analysis even more chal-
lenging compared to the works with bounded gradient
assumption (e.g. [Stich, 2018, Yu et al., 2019]).
4.1 Strongly convex setting
Now we proceed to establish the convergence rate of
the proposed FedPAQ method for a federated setting
with strongly convex and smooth loss function `. We
first formally state the strong convexity assumption.
Assumption 4. The loss functions fi are µ-strongly
convex, i.e., for any x, xˆ ∈ Rp we have that 〈∇fi(x)−
∇fi(xˆ),x− xˆ〉 ≥ µ‖x− xˆ‖2 .
Theorem 1 (Strongly convex loss). Consider the se-
quence of iterates xk at the parameter server gener-
ated according to the FedPAQ method outlined in Algo-
rithm 1. Suppose the conditions in Assumptions 1–4
are satisfied. Further, let us define the constant B1 as
B1 = 2L
2
(
q
n
+
n− r
r(n− 1)4(1 + q)
)
, (10)
where q is the quantization variance parameter defined
in (7) and r is the number of active nodes at each
round of communication. If we set the stepsize in
FedPAQ as ηk,t = ηk = 4µ
−1
/kτ+1, then for any k ≥ k0
where k0 is the smallest integer satisfying
k0 ≥ 4max
{
L
µ
, 4
(
B1
µ2
+ 1
)
,
1
τ
,
4n
µ2τ
}
, (11)
the expected error E[‖xk − x∗‖]2 is bounded above by
E‖xk − x∗‖2 ≤ (k0τ + 1)
2
(kτ + 1)2
‖xk0 − x∗‖2
+ C1
τ
kτ + 1
+ C2
(τ − 1)2
kτ + 1
+ C3
τ − 1
(kτ + 1)2
, (12)
where the constants in (12) are defined as
C1=
16σ2
µ2n
(
1+2q +8(1+q)
n(n−r)
r(n−1)
)
, C2=
16eL2σ2
µ2n
,
C3=
256eL2σ2
µ4n
(
n+ 2q + 8(1 + q)
n(n− r)
r(n− 1)
)
. (13)
Remark 1. Under the same conditions as in Theo-
rem 1 and for a total number of iterations T = Kτ ≥
k0τ we have the following convergence rate
E‖xK − x∗‖2 ≤ O
(
τ
T
)
+O
(
τ2
T 2
)
+O
(
(τ − 1)2
T
)
+O
(
τ − 1
T 2
)
. (14)
As expected, the fastest convergence rate is attained
when the contributing nodes synchronize with the pa-
rameter server in each iteration, i.e. when τ = 1.
Theorem 1 however characterizes how large the pe-
riod length τ can be picked. In particular, any pick
of τ = o(
√
T ) ensures the convergence of the FedPAQ
to the global optimal for strongly convex losses.
Remark 2. By setting τ = 1, q = 0 and r = n, Theo-
rem 1 recovers the convergence rate of vanilla parallel
SGD, i.e., O(1/T ) for strongly-convex losses. Our re-
sult is however more general since we remove the uni-
formly bounded assumption on the norm of stochastic
gradient. For τ ≥ 1, Theorem 1 does not recover the
result in [Stich, 2018] due to our weaker condition in
Assumption 3. Nevertheless, the same rate O(1/T ) is
guaranteed by FedPAQ for constant values of τ .
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4.2 Non-convex setting
We now present the convergence result of FedPAQ for
smooth non-convex loss functions.
Theorem 2 (Non-convex Losses). Consider the se-
quence of iterates xk at the parameter server gener-
ated according to the FedPAQ method outlined in Algo-
rithm 1. Suppose the conditions in Assumptions 1–3
are satisfied. Further, let us define the constant B2 as
B2 :=
q
n
+
4(n− r)
r(n− 1)(1 + q), (15)
where q is the quantization variance parameter defined
in (7) and r is the number of active nodes at each
round. If the total number of iterations T and the pe-
riod length τ satisfy the following conditions,
T ≥ 2, τ ≤
√
B22 + 0.8−B2
8
√
T , (16)
and we set the stepsize as ηk,t = 1/L
√
T , then the fol-
lowing first-order stationary condition holds
1
T
K−1∑
k=0
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
≤ 2L(f(x0)− f
∗)√
T
+N1
1√
T
+N2
τ − 1
T
, (17)
where the constants in (17) are defined as
N1 := (1 + q)
σ2
n
(
1 +
n(n− r)
r(n− 1)
)
, N2 :=
σ2
n
(n+ 1).
Remark 3. The result in Theorem 2 implies the fol-
lowing order-wise rate
1
T
K−1∑
k=0
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2 ≤ O( 1√
T
)
+O
(
τ−1
T
)
.
Clearly, the fastest convergence rate is achieved for the
smallest possible period length, i.e., τ = 1. This how-
ever implies that the edge nodes communicate with the
parameter server in each iteration, i.e. T rounds of
communications which is costly. On the other hand,
the conditions (16) in Theorem 2 allow the period
length τ to grow up to O(√T ) which results in an over-
all convergence rate of O(1/√T ) in reaching an sta-
tionary point. This result shows that with only O(√T )
rounds of communication FedPAQ can still ensure the
convergence rate of O(1/√T ) for non-convex losses.
Remark 4. Theorem 2 recovers the convergence rate
of the vanilla parallel SGD [Yu et al., 2019] for non-
convex losses as a special case of τ = 1, q = 0 and
r = n. Nevertheless, we remove the uniformly bounded
assumption on the norm of the stochastic gradient in
our theoretical analysis. We also recover the result in
[Wang and Joshi, 2018] when there is no quatization
q = 0 and we have a full device participation r = n.
It is worth mentioning that for Theorems 1 and 2, one
can use a batch of size m for each local SGD update
and the same results hold by changing σ2/n to σ2/mn.
5 Numerical Results and Discussions
The proposed FedPAQ method reduces the communi-
cation load by employing three modules: periodic av-
eraging, partial node participation, and quantization.
This communication reduction however comes with a
cost in reducing the convergence accuracy and hence
requiring more iterations of the training, which we
characterized in Theorems 1 and 2. In this section,
we empirically study this communication-computation
trade-off and evaluate FedPAQ in comparison to other
benchmarks. To evaluate the total cost of a method,
we first need to specifically model such cost. We con-
sider the total training time as the cost objective which
consists of communication and computation time [Be-
rahas et al., 2018, Reisizadeh et al., 2019c]. Consider
T iterations of training with FedPAQ that consists of
K = T/τ rounds of communication. In each round, r
workers compute τ iterations of SGD with batchsize
B and send a quantized vector of size p to the server.
Communication time. We fix a bandwidth BW and
define the communication time in each round as the
total number of uploaded bits divided by BW. Total
number of bits in each round is r · |Q(p, s)|, where
|Q(p, s)| denotes the number of bits required to en-
code a quantized vector of dimension p according to a
specific quantizer with s levels. In our simulations, we
use the low-precision quantizer described in Example
1 and assume it takes pF bits to represent an unquan-
tized vector of length p, where F is typically 32 bits.
Computation time. We consider the well-known
shifted-exponential model for gradient computation
time [Lee et al., 2017]. In particular, we assume that
for any node, computing the gradients in a period with
τ iterations and using batchsize B takes a determinis-
tic shift τ · B · shift plus a random exponential time
with mean value τ · B · scale−1, where shift and
scale are respectively shift and scale parameters of
the shifted-exponential distribution. Total computa-
tion time of each round is then the largest local com-
putation time among the r contributing nodes. We
also define a communication-computation ratio
Ccomm
Ccomp
=
pF/BW
shift+ 1/scale
as the communication time for a length-p-vector over
the average computation time for one gradient vector.
This ratio captures the relative cost of communication
and computation, and since communication is a major
bottleneck, we have Ccomm/Ccomp  1. In all of our
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Figure 1: Training Loss vs. Training Time: Logistic Regression on MNIST (top). Neural Network on CIFAR-10 (bottom).
experiments, we use batchsize B = 10 and finely tune
the stepsize’s coefficient.
5.1 Logistic Regression on MNIST
In Figure 1, the top four plots demonstrate the train-
ing time for a regularized logistic regression problem
over MNIST dataset (‘0’ and ‘8’ digits) for T = 100
iterations. The network has n = 50 nodes each loaded
with 200 samples. We set Ccomm/Ccomp = 100/1 to
capture the communication bottleneck. Among the
three parameters quantization levels s, number of ac-
tive nodes in each round r, and period length τ , we fix
two and vary the third one. First plot demonstrates
the relative training loss for different quantization lev-
els s ∈ {1, 5, 10} and the case with no quantization
which corresponds to the FedAvg method [McMahan
et al., 2016]. The other two parameters are fixed to
(τ, r) = (5, 25). Each curve shows the training time
versus the achieved training loss for the aggregated
model at the server for each round k = 1, · · · , T/τ .
In the second plot, (s, τ) = (1, 5) are fixed. The
third plot demonstrates the effect of period length τ in
the communication-computation tradeoff. As demon-
strated, after T/τ rounds, smaller choices for τ (e.g.
τ = 1, 2) result in slower convergence while the larger
ones (e.g. τ = 50) run faster though providing less
accurate models. Here τ = 10 is the optimal choice.
The last plot compares the training time of FedPAQ
with two other benchmarks FedAvg and QSGD. For
both FedPAQ and FedAvg, we set τ = 2 while FedPAQ
and QSGD use quantization with s = 1 level. All three
methods use r = n = 50 nodes in each round.
5.2 Neural Network training over CIFAR-10
We conduct another set of numerical experiments to
evaluate the performance of FedPAQ on non-convex
and smooth objectives. Here we train a neural net-
work with four hidden layers consisting of n = 50
nodes and more thatn 92K parameters, where we use
10K samples from CIFAR-10 dataset with 10 labels.
Since models are much larger than the previous setup,
we increase the communication-computation ratio to
Ccomm/Ccomp = 1000/1 to better capture the commu-
nication bottleneck for large models. The bottom
four plots in Figure 1 demonstrate the training loss
over time for T = 100 iterations. In the first plot,
(τ, r) = (2, 25) are fixed and we vary the quantiza-
tion levels. The second plot shows the effect of r
while (s, τ) = (1, 2). The communication-computation
tradeoff in terms of period length τ is demonstrated in
the third plot, where picking τ = 10 turns out to attain
the fastest convergence. Lastly, we compare FedPAQ
with other benchmarks in the forth plot. Here, we
set (s, r, τ) = (1, 20, 10) in FedPAQ, (r, τ) = (20, 10) in
FedAvg and (s, r, τ) = (1, 50, 1) for QSGD.
6 Conclusion
In this paper, we addressed some of the communica-
tion and scalability challenges of federated learning
and proposed FedPAQ, a communication-efficient feder-
ated learning method with provable performance guar-
antees. FedPAQ is based on three modules: (1) periodic
averaging in which each edge node performs local it-
erative updates; (2) partial node participation which
captures the random availability of the edge nodes;
and (3) quantization in which each model is quantized
before being uploaded to the server. We provided rig-
orous analysis for our proposed method for two gen-
eral classes of strongly-convex and non-convex losses.
We further provided numerical results evaluating the
performance of FedPAQ, and discussing the trade-off
between communication and computation.
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Supplementary Materials
Here, we provide the proofs of the main two theorems of this paper in Sections 7 and 8 along with the necessary
lemmas and discussions. Moreover, we provide more numerical results over more complicated datasets and model
parameters in Section 9.
7 Proof of Theorem 1
We first introduce some additional notations which will be used throughput the proofs.
Additional notations. For each period k = 0, 1, · · · ,K − 1 and iteration t = 0, 1, · · · , τ − 1 we denote
xk+1 := xk +
1
r
∑
i∈Sk
Q
(
x
(i)
k,τ − xk
)
,
x̂k+1 := xk +
1
n
∑
i∈[n]
Q
(
x
(i)
k,τ − xk
)
,
xk,t :=
1
n
∑
i∈[n]
x
(i)
k,t. (18)
We begin the proof of Theorem 1 by noting a few key observations. Based on the above notations and the
assumptions we made earlier, the optimality gap of the parameter server’s model at period k, i.e. E‖xk+1 − x∗‖2,
can be decomposed as stated in the following lemma.
Lemma 1. Consider any period k = 0, · · · ,K− 1 and the sequences {xk+1, x̂k+1,xk,τ} generated by the FedPAQ
method in Algorithm 1. If Assumption 1 holds, then
E‖xk+1 − x∗‖2 = E‖xk+1 − x̂k+1‖2 + E
∥∥x̂k+1 − xk,τ∥∥2 + E∥∥xk,τ − x∗∥∥2 , (19)
where the expectation is with respect to all sources of randomness.
Proof. See Section 7.1.
In the following three lemmas, we characterize each of the terms in the right-hand side (RHS) of (19).
Lemma 2. Consider the sequence of local updates in the FedPAQ method in Algorithm 1 and let Assumptions 2,
3 and 4 hold. The optimality gap for the average model at the end of period k, i.e. xk,τ , relates to that of the
initial model of the k-th period xk as follows:
E
∥∥xk,τ − x∗∥∥2 ≤ (1 + nη2k) (1− µηk)τ E‖xk − x∗‖2
+ τ(τ − 1)2L2σ
2
n
eη2k + τ
2σ
2
n
η2k
+ τ2(τ − 1)L2σ2eη4k, (20)
for the stepsize ηk ≤ min{µ/L2, 1/Lτ}.
Proof. See Section 7.2.
Lemma 3. For the proposed FedPAQ method in Algorithm 1 with stepsize ηk ≤ min{µ/L2, 1/Lτ} and under
Assumptions 1, 2, 3 and 4, we have
E
∥∥x̂k+1 − xk,τ∥∥2 ≤ 2 q
n
τ2L2η2kE‖xk − x∗‖2 + 2qτ2
σ2
n
η2k + 2q(τ − 1)τ2L2
σ2
n
eη4k, (21)
where x̂k+1 and xk,τ are defined in (18).
Proof. See Section 7.3.
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Lemma 4. For the proposed FedPAQ method in Algorithm 1 with stepsize ηk ≤ min{µ/L2, 1/Lτ} and under
Assumptions 1–4, we have
E‖xk+1 − x̂k+1‖2 ≤ n− r
r(n− 1)8(1 + q)
{
τ2L2η2kE‖xk − x∗‖2 + τ2σ2η2k + (τ − 1)τ2L2σ2eη4k
}
, (22)
where r denotes the number of nodes contributing in each period of the FedPAQ method.
Proof. See Section 7.4.
Now that we have established the main building modules for proving Theorem 1, let us proceed with the proof
by putting together the results in Lemmas 1–4. That is,
E‖xk+1 − x∗‖2 ≤ E‖xk − x∗‖2
((
1 + nη2k
)
(1− µηk)τ + 2L2τ2η2k
(
q
n
+
n− r
r(n− 1)4(1 + q)
))
+
(
1 + 2q + 8(1 + q)
n(n− r)
r(n− 1)
)
σ2
n
τ2η2k
+ L2
σ2
n
eτ(τ − 1)2η2k
+
(
n+ 2q + 8(1 + q)
n(n− r)
r(n− 1)
)
L2
σ2
n
e(τ − 1)τ2η4k (23)
Let us set the following notations:
δk := E‖xk − x∗‖2 ,
C0 :=
(
1 + nη2k
)
(1− µηk)τ + 2L2τ2η2k
(
q
n
+
n− r
r(n− 1)4(1 + q)
)
,
C1 :=
16
µ2
(
1 + 2q + 8(1 + q)
n(n− r)
r(n− 1)
)
σ2
n
,
C2 :=
16
µ2
L2
σ2
n
e,
C3 :=
256
µ4
(
n+ 2q + 8(1 + q)
n(n− r)
r(n− 1)
)
L2
σ2
n
e. (24)
Consider C0, the coefficient of E‖xk − x∗‖2 in (23). One can show that if the condition in (11) in Theorem 1 is
satisfied, then we have C0 ≤ 1− 12µτηk (See Section 7.6). Therefore, for each period k ≥ k0 we have
δk+1 ≤
(
1− 1
2
µτηk
)
δk +
µ2
16
C1τ
2η2k +
µ2
16
C2τ(τ − 1)2η2k +
µ4
256
C3(τ − 1)τ2η4k. (25)
Now, we substitute the stepsize ηk = 4µ
−1
/kτ+1 in (25) which yields
δk+1 ≤
(
1− 2
k + 1/τ
)
δk + C1
1
(k + 1/τ)2
+ C2
(τ − 1)2
τ
1
(k + 1/τ)2
+ C3
τ − 1
τ2
1
(k + 1/τ)4
. (26)
In Lemma 5, we show the convergence analysis of such sequence. In particular, we take k1 = 1/τ , a = C1 +
C2(τ − 1)2/τ and b = C3(τ − 1)/τ2 in Lemma 5 and conclude for any k ≥ k0 that
δk ≤ (k0 + 1/τ)
2
(k + 1/τ)2
δk0 + C1
1
k + 1/τ
+ C2
(τ − 1)2
τ
1
k + 1/τ
+ C3
τ − 1
τ2
1
(k + 1/τ)2
. (27)
Finally, rearranging the terms in (27) yields the desired result in Theorem 1, that is
E‖xk − x∗‖2 ≤ (k0τ + 1)
2
(kτ + 1)2
E‖xk0 − x∗‖2 + C1
τ
kτ + 1
+ C2
(τ − 1)2
kτ + 1
+ C3
τ − 1
(kτ + 1)2
. (28)
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7.1 Proof of Lemma 1
Let Fk,t denote the history of all sources of randomness by the t-th iteration in period k. The following expectation
arguments are conditional on the history Fk,τ which we remove in our notations for simplicity. Since the random
subset of nodes Sk is uniformly picked from the set of all the nodes [n], we can write
ESkxk+1 = xk + ESk
1
r
∑
i∈Sk
Q
(
x
(i)
k,τ − xk
)
= xk +
∑
S⊆[n]
|S|=r
Pr [Sk = S] 1
r
∑
i∈Sk
Q
(
x
(i)
k,τ − xk
)
= xk +
1(
n
r
) 1
r
(
n− 1
r − 1
) ∑
i∈[n]
Q
(
x
(i)
k,τ − xk
)
= xk +
1
n
∑
i∈[n]
Q
(
x
(i)
k,τ − xk
)
= x̂k+1. (29)
Moreover, the quantizer Q(·) is unbiased according to Assumption 1, which yields
EQ x̂k+1 = xk +
1
n
∑
i∈[n]
EQQ
(
x
(i)
k,τ − xk
)
=
1
n
∑
i∈[n]
x
(i)
k,τ
= xk,τ . (30)
Finally, since the two randomnesses induced by the quantization and random sampling are independent, together
with (29) and (30) we can conclude that:
E‖xk+1 − x∗‖2 = E
∥∥xk+1 − x̂k+1 + x̂k+1 − xk,τ + xk,τ − x∗∥∥2
= E‖xk+1 − x̂k+1‖2 + E
∥∥x̂k+1 − xk,τ∥∥2 + E∥∥xk,τ − x∗∥∥2 . (31)
7.2 Proof of Lemma 2
According to update rule in Algorithm 1, local model at node i for each iteration t = 0, · · · , τ − 1 of period
k = 0, · · · ,K − 1 can be written as follows:
x
(i)
k,t+1 = x
(i)
k,t − ηk∇˜fi
(
x
(i)
k,t
)
, (32)
where all the nodes start the period with the initial model x(i)k,0 = xk. In parallel, let us define another sequence
of updates as follows:
βk,t+1 = βk,t − ηk∇f
(
βk,t
)
, (33)
also starting with βk,0 = xk. The auxiliary sequence {βk,t} represents Gradient Descent updates over the global
loss function f while x(i)k,t captures the sequence of SGD updates on each local node. However, both sequences
are initialized with xk at the beginning of each period k. To evaluate the deviation
∥∥xk,τ − x∗∥∥2, we link the
two sequences. In particular, let us define the following notations for each k = 0, · · · ,K− 1 and t = 0, · · · , τ − 1:
ek,t =
1
n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)
−∇f (βk,t) . (34)
One can easily observe that Eek,0 = 0 as x(i)k,0 = βk,0 = xk and ∇˜fi is unbiased for ∇f . However, Eek,t 6= 0 for
t ≥ 1. In other words, 1n
∑
i∈[n] ∇˜fi(x(i)k,t) is not unbiased for ∇f(βk,t). We also define ek = ek,0 + · · · + ek,τ−1
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and gk = ∇f(βk,0) + · · ·+∇f(βk,τ−1). Now, the average model obtained at the end of period k can be written
as
xk,τ =
1
n
∑
i∈[n]
x
(i)
k,τ
= xk − ηk
 1
n
∑
i∈[n]
∇˜fi
(
x
(i)
k,0
)
+ · · ·+ 1
n
∑
i∈[n]
∇˜fi
(
x
(i)
k,τ−1
)
= xk − ηk (gk + ek) . (35)
Therefore, the optimality gap for the averaged model can be written as
E
∥∥xk,τ − x∗∥∥2 = E‖xk − ηkgk − x∗‖2 − 2ηkE 〈xk − ηkgk − x∗, ek〉+ η2kE‖ek‖2
≤ E‖xk − ηkgk − x∗‖2
+ nη2kE‖xk − ηkgk − x∗‖2 +
1
n
‖Eek‖2
+ η2kE‖ek‖2
=
(
1 + nη2k
)
E‖xk − ηkgk − x∗‖2 + 1
n
‖Eek‖2 + η2kE‖ek‖2 , (36)
where we used the inequality −2〈a,b〉 ≤ α‖a‖2 + α−1‖b‖2 for any two vectors a,b and scalar α > 0. In the
following, we bound each of the three terms in the RHS of (36). First, consider the term‖xk − ηkgk − x∗‖2 and
recall the auxiliary sequence {βk,t} defined in (37). For every t and k we have
∥∥βk,t+1 − x∗∥∥2 =∥∥βk,t − ηk∇f(βk,t)− x∗∥∥2
=
∥∥βk,t − x∗∥∥2 − 2ηk 〈βk,t − x∗,∇f(βk,t)〉+ η2k∥∥∇f(βk,t)∥∥2
≤
(
1− 2µηk + L2η2k
)∥∥βk,t − x∗∥∥2
≤ (1− µηk)
∥∥βk,t − x∗∥∥2 . (37)
In the above derivations, we used the facts that f is µ-strongly convex and its gradient is L-Lipschitz (Assumptions
2 and 4). The stepsize is also picked such that ηk ≤ µ/L2. Now, conditioned on the history Fk,0 and using (37)
we have
‖xk − ηkgk − x∗‖2 =
∥∥βk,τ − x∗∥∥2
≤ (1− µηk)τ
∥∥βk,0 − x∗∥∥2
= (1− µηk)τ‖xk − x∗‖2 . (38)
Secondly, consider the term ‖Eek‖2 in (36). By definition, we have Eek = Eek,1 + · · · + Eek,τ−1 and hence
‖Eek‖2 ≤ (τ − 1)
∥∥Eek,1∥∥2+ · · ·+(τ − 1)∥∥Eek,τ−1∥∥2. The first term∥∥Eek,1∥∥2 can be bounded using Assumptions
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2 and 3 as follows:
∥∥Eek,1∥∥2 =
∥∥∥∥∥∥ 1n
∑
i∈[n]
E∇˜fi
(
x
(i)
k,1
)
−∇f (βk,1)
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥ 1n
∑
i∈[n]
E∇f
(
x
(i)
k,1
)
−∇f (βk,1)
∥∥∥∥∥∥
2
≤ 1
n
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,1)−∇f (βk,1)∥∥∥∥2
≤ 1
n
L2
∑
i∈[n]
E
∥∥∥x(i)k,1 − βk,1∥∥∥2
=
1
n
L2
∑
i∈[n]
E
∥∥∥∥∥
(
x
(i)
k,0 − ηk∇˜fi
(
x
(i)
k,0
))
−
(
βk,0 − ηk∇f
(
βk,0
))∥∥∥∥∥
2
=
1
n
L2η2k
∑
i∈[n]
E
∥∥∥∇˜fi (xk)−∇f (xk)∥∥∥2
≤ L2σ2η2k. (39)
In general, for each t = 1 · · · , τ − 1 we can write
∥∥Eek,t∥∥2 =
∥∥∥∥∥∥ 1n
∑
i∈[n]
E∇˜fi
(
x
(i)
k,t
)
−∇f (βk,t)
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥ 1n
∑
i∈[n]
E∇f
(
x
(i)
k,t
)
−∇f (βk,t)
∥∥∥∥∥∥
2
≤ 1
n
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,t)−∇f (βk,t)∥∥∥∥2
≤ 1
n
L2
∑
i∈[n]
E
∥∥∥x(i)k,t − βk,t∥∥∥2 . (40)
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Let us denote ak,t := 1n
∑
i∈[n] E
∥∥∥x(i)k,t − βk,t∥∥∥2. In the following, we will derive a recursive bound on at. That is,
ak,t =
1
n
∑
i∈[n]
E
∥∥∥x(i)k,t − βk,t∥∥∥2
=
1
n
∑
i∈[n]
E
∥∥∥∥∥
(
x
(i)
k,0 − ηk∇˜fi
(
x
(i)
k,0
)
− · · · − ηk∇˜fi
(
x
(i)
k,t−1
))
−
(
βk,0 − ηk∇f
(
βk,0
)− · · · − ηk∇f (βk,t−1))
∥∥∥∥∥
2
=
1
n
η2k
∑
i∈[n]
E
∥∥∥∥∥∇˜fi (x(i)k,0)−∇f (βk,0)+ · · ·+ ∇˜fi (x(i)k,t−1)−∇f (βk,t−1)
∥∥∥∥∥
2
≤ η2kσ2 +
1
n
η2k
∑
i∈[n]
E
∥∥∥∥∥∇˜fi (x(i)k,1)−∇f (βk,1)+ · · ·+ ∇˜fi (x(i)k,t−1)−∇f (βk,t−1)
∥∥∥∥∥
2
≤ η2kσ2 +
1
n
η2k
∑
i∈[n]
E
∥∥∥∥∥∇˜fi (x(i)k,1)−∇f (x(i)k,1)+∇f (x(i)k,1)−∇f (βk,1)
+ · · ·+ ∇˜fi
(
x
(i)
k,t−1
)
−∇f
(
x
(i)
k,t−1
)
+∇f
(
x
(i)
k,t−1
)
−∇f (βk,t−1)
∥∥∥∥∥
2
≤ tη2kσ2 +
1
n
η2k
∑
i∈[n]
E
∥∥∥∥∥∇f (x(i)k,1)−∇f (βk,1)+ · · · ∇f (x(i)k,t−1)−∇f (βk,t−1)
∥∥∥∥∥
2
≤ tη2kσ2 + (t− 1)L2η2k
1
n
∑
i∈[n]
E
∥∥∥∥∥x(i)k,1 − βk,1
∥∥∥∥∥
2
+ · · · (t− 1)L2η2k
1
n
∑
i∈[n]
E
∥∥∥∥∥x(i)k,t−1 − βk,t−1
∥∥∥∥∥
2
= tη2kσ
2 + (t− 1)L2η2k
(
ak,1 + · · ·+ ak,t−1
)
≤ τη2kσ2 + τL2η2k
(
ak,1 + · · ·+ ak,t−1
)
. (41)
Therefore, for the sequence {ak,1, · · · , ak,τ−1} we have shown that
ak,t ≤ τη2kσ2 + τL2η2k
(
ak,1 + · · ·+ ak,t−1
)
, (42)
where ak,1 ≤ σ2η2k. We can show by induction, that such sequence satisfies the following inequality:
ak,t ≤ τη2kσ2
(
1 + τL2η2k
)t−1
. (43)
See Section 7.5 for the detailed proof. Therefore, we have
‖Eek‖2 ≤ (τ − 1)
∥∥Eek,1∥∥2 + · · ·+ (τ − 1)∥∥Eek,τ−1∥∥2
≤ (τ − 1)L2 (a1 + · · ·+ aτ−1)
≤ τ(τ − 1)2L2σ2η2k
(
1 + τL2η2k
)τ
. (44)
Now, we use the inequality 1 + x ≤ ex and conclude that
‖Eek‖2 ≤ τ(τ − 1)2L2σ2η2keτ
2L2η2k . (45)
Therefore, if τ2L2η2k ≤ 1, we have
‖Eek‖2 ≤ τ(τ − 1)2L2σ2eη2k. (46)
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Finally, we bound the third term in (36), that is E‖ek‖2. Using the definition, we know that E‖ek‖2 ≤ τE
∥∥ek,0∥∥2+
· · ·+ τE∥∥ek,τ−1∥∥2. Firstly, note that
E
∥∥ek,0∥∥2 = E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi
(
x
(i)
k,0
)
−∇f (βk,0)
∥∥∥∥∥∥
2
= E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi (xk)−∇f (xk)
∥∥∥∥∥∥
2
≤ σ
2
n
. (47)
For each t = 1, · · · , τ − 1 we have
E
∥∥ek,t∥∥2 = E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)
−∇f (βk,t)
∥∥∥∥∥∥
2
= E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)
−∇f
(
x
(i)
k,t
)
+
1
n
∑
i∈[n]
∇f
(
x
(i)
k,t
)
−∇f (βk,t)
∥∥∥∥∥∥
2
≤ σ
2
n
+ L2
1
n
∑
i∈[n]
E
∥∥∥x(i)k,t − βk,t∥∥∥2
=
σ2
n
+ L2ak,t. (48)
Summing over t = 0, 1, · · · , τ − 1 results in the following
E‖ek‖2 ≤ τE
∥∥ek,0∥∥2 + · · ·+ τE∥∥ek,τ−1∥∥2
≤ τ2σ
2
n
+ τL2 (a1 + · · ·+ aτ−1)
≤ τ2σ
2
n
+ τ2(τ − 1)L2σ2η2k
(
1 + τL2η2k
)τ
≤ τ2σ
2
n
+ τ2(τ − 1)L2σ2eη2k. (49)
Now, we can put everything together and conclude Lemma 2, as follows
E
∥∥xk,τ − x∗∥∥2 = (1 + nη2k)E‖xk − ηkgk − x∗‖2 + 1m‖Eek‖2 + η2kE‖ek‖2
≤
(
1 + nη2k
)
(1− µηk)τ E‖xk − x∗‖2
+ τ(τ − 1)2L2σ
2
n
eη2k + τ
2σ
2
n
η2k
+ τ2(τ − 1)L2σ2eη4k. (50)
7.3 Proof of Lemma 3
According to the notations defined on (18), we can write
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E
∥∥x̂k+1 − xk,τ∥∥2 = E
∥∥∥∥∥∥xk + 1n
∑
i∈[n]
Q
(
x
(i)
k,τ − xk
)
− 1
n
∑
i∈[n]
x
(i)
k,τ
∥∥∥∥∥∥
2
= E
∥∥∥∥∥∥ 1n
∑
i∈[n]
Q
(
x
(i)
k,τ − xk
)
−
(
x
(i)
k,τ − xk
)∥∥∥∥∥∥
2
=
1
n2
∑
i∈[n]
E
∥∥∥∥Q(x(i)k,τ − xk)− (x(i)k,τ − xk)∥∥∥∥2
≤ q 1
n2
∑
i∈[n]
E
∥∥∥x(i)k,τ − xk∥∥∥2 , (51)
where, we used Assumption 1. In particular, the last equality above follows from the fact that the random
quatizer is unbiased and the quantizations are carried out independently in each iteration and each worker.
Moreover, the last inequality in (51) simply relates the variance of the quantization to its argument. Next, we
bound E
∥∥∥x(i)k,τ − xk∥∥∥2 for each worker i ∈ [n]. From the update rule in Algorithm 1 we have
x
(i)
k,τ = xk − ηk
(
∇˜fi
(
x
(i)
k,0
)
+ · · ·+ ∇˜fi
(
x
(i)
k,τ−1
))
= xk − ηk
(
gk + e
(i)
k
)
, (52)
where we denote
e
(i)
k := ∇˜fi
(
x
(i)
k,0
)
−∇f (βk,0)+ · · ·+ ∇˜fi (x(i)k,τ−1)−∇f (βk,τ−1) , (53)
and gk = ∇f(βk,0) + · · ·+∇f(βk,τ−1) as defined before. Using these notations we have
E
∥∥∥x(i)k,τ − xk∥∥∥2 = η2kE∥∥∥gk + e(i)k ∥∥∥2
≤ 2η2k‖gk‖2 + 2η2kE
∥∥∥e(i)k ∥∥∥2 . (54)
Let us first bound the first term in (54), i.e. ‖gk‖2. That is,
‖gk‖2 ≤ τ
∥∥∇f(βk,0)∥∥2 + · · ·+ τ∥∥∇f(βk,τ−1)∥∥2
(a)
≤ τL2
(
‖xk − x∗‖2 + · · ·+ (1− µηk)τ−1‖xk − x∗‖2
)
≤ τ2L2‖xk − x∗‖2 , (55)
where we used the smoothness of the loss function f (Assumption 2) and the result in (37) to derive inequality
(a). To bound the second term in (54), i.e. E
∥∥∥e(i)k ∥∥∥2, we can employ our result in (49) for the special case n = 1.
It yields that for ηk ≤ 1/Lτ,
E
∥∥∥e(i)k ∥∥∥2 ≤ τ2σ2 + τ2(τ − 1)L2σ2eη2k. (56)
Plugging (55) and (56) in (54) implies that
E
∥∥∥x(i)k,τ − xk∥∥∥2 ≤ 2τ2L2η2kE‖xk − x∗‖2 + 2τ2σ2η2k + 2(τ − 1)τ2L2σ2eη4k, (57)
which together with (51) concludes Lemma 3:
E
∥∥x̂k+1 − xk,τ∥∥2 ≤ 2 q
n
τ2L2η2kE‖xk − x∗‖2 + 2qτ2
σ2
n
η2k + 2q(τ − 1)τ2L2
σ2
n
eη4k. (58)
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7.4 Proof of Lemma 4
For each node i ∈ [n] denote z(i)k,τ = Q(x(i)k,τ − xk) and zk,τ = 1n
∑
i∈[n] z
(i)
k,τ . Then,
ESk‖xk+1 − x̂k+1‖2 = ESk
∥∥∥∥∥∥1r
∑
i∈Sk
z
(i)
k,τ − zk,τ
∥∥∥∥∥∥
2
=
1
r2
ESk
∥∥∥∥∥∥
∑
i∈[n]
1{i ∈ Sk}
(
z
(i)
k,τ − zk,τ
)∥∥∥∥∥∥
2
=
1
r2
{∑
i∈[n]
Pr [i ∈ Sk]
∥∥∥z(i)k,τ − zk,τ∥∥∥2
+
∑
i6=j
Pr [i, j ∈ Sk]
〈
z
(i)
k,τ − zk,τ , z(j)k,τ − zk,τ
〉}
=
1
nr
∑
i∈[n]
∥∥∥z(i)k,τ − zk,τ∥∥∥2
+
r − 1
rn(n− 1)
∑
i 6=j
〈
z
(i)
k,τ − zk,τ , z(j)k,τ − zk,τ
〉
=
1
r(n− 1)
(
1− r
n
) ∑
i∈[n]
∥∥∥z(i)k,τ − zk,τ∥∥∥2 , (59)
where we used the fact that
∥∥∥z(i)k,τ − zk,τ∥∥∥2 +∑i 6=j 〈z(i)k,τ − zk,τ , z(j)k,τ − zk,τ〉 = 0. Further taking expectation
with respect to the quantizer yields∑
i∈[n]
EQ
∥∥∥z(i)k,τ − zk,τ∥∥∥2 ≤ 2∑
i∈[n]
EQ
∥∥∥z(i)k,τ∥∥∥2 + 2nEQ∥∥zk,τ∥∥2
≤ 4
∑
i∈[n]
EQ
∥∥∥z(i)k,τ∥∥∥2
= 4
∑
i∈[n]
EQ
∥∥∥∥Q(x(i)k,τ − xk)∥∥∥∥2
≤ 4(1 + q)
∑
i∈[n]
∥∥∥x(i)k,τ − xk∥∥∥2 . (60)
In the above derivations, we used the fact that under Assumption 1 and for any x we have E
∥∥Q(x)∥∥2 ≤ (1+q)‖x‖2.
Therefore, (60) together with the equality derived in (59) yields that
E‖xk+1 − x̂k+1‖2 ≤ 1
r(n− 1)
(
1− r
n
)
4(1 + q)
∑
i∈[n]
E
∥∥∥x(i)k,τ − xk∥∥∥2 . (61)
Finally, we substitute the bound in (57) into (61) and conclude Lemma 4 as follows:
E‖xk+1 − x̂k+1‖2 ≤ n− r
r(n− 1)8(1 + q)
{
τ2L2η2E‖xk − x∗‖2 + τ2σ2η2 + (τ − 1)τ2L2σ2eη4
}
. (62)
7.5 Proof of Equation (43)
Let us fix the period k and for simplicity of the notations in this proof, let us take at = ak,t and η = ηk. We
showed that at ≤ τη2σ2 + τL2η2 (a1 + · · ·+ at−1) for every t = 2, · · · , τ − 1 and also a1 ≤ η2σ2. For t = 1, (43)
holds. Assume that (43) holds also for {a1, · · · , at−1}. Now, for at we have
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at ≤ τη2σ2 + τL2η2 (a1 + · · ·+ at−1)
≤ τη2σ2 + τL2η2
t−2∑
i=0
τη2σ2
(
1 + τL2η2
)i
= τη2σ2 + τη2σ2 · τL2η2 ·
(
1 + τL2η2
)t−1 − 1
τL2η2
= τη2σ2
(
1 + τL2η2
)t−1
, (63)
as desired. Therefore, (43) holds for every t = 1, · · · , τ − 1.
7.6 Discussion on stepsize ηk
Here we show that for any k ≥ k0 we have C0 ≤ 1− 12µτηk, where k0 satisfies the condition in Theorem 1, that
is
k0 ≥ 4max
{
L
µ
, 4
(
B1
µ2
+ 1
)
,
1
τ
,
4n
µ2τ
}
. (64)
First note that this condition on k0 implies the following conditions on the stepsize ηk = 4µ
−1
/kτ+1 for k ≥ k0:
ηkτ ≤ min
{
1
L
,
µ
4 (µ2 +B1)
}
, and ηk ≤ min
{
µ
L2
,
µ
4n
}
, (65)
Now consider the term (1− µηk)τ in C0. We have
(1− µηk)τ =
(
1− µτηk
τ
)τ
≤ e−µτηk
≤ 1− µτηk + µ2τ2η2k, (66)
where the first inequality follows from the assumption ηk ≤ 1/µ and the second inequality uses the fact that
ex ≤ 1 + x+ x2 for x ≤ 0. Therefore,
C0 ≤
(
1 + nη2k
)(
1− µτηk + µ2τ2η2k
)
+B1τ
2η2k
= 1− µτηk + τ2η2k(B1 + µ2) + nη2k
(
1− µτηk + µ2τ2η2k
)
. (67)
Note that from the assumption ηk ≤ 1/Lτ we have 0 ≤ µτηk ≤ µ/L ≤ 1. This implies that 1−µτηk+µ2τ2η2k ≤ 1.
Hence,
C0 ≤ 1− µτηk + τ2η2k(B1 + µ2) + nη2k. (68)
Now from the condition ηkτ ≤ µ/4(B1+µ2) we have
τ2η2k(B1 + µ
2) ≤ 1
4
µτηk, (69)
and from ηk ≤ µ/4n we have
nη2k ≤
1
4
µτηk, (70)
sine τ ≥ 1. Plugging (69) and (70) in (68) yields that for any k ≥ k0 we have C0 ≤ 1− 12µτηk.
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7.7 Skipped lemmas and proofs
Lemma 5. Let a non-negative sequence δk satisfy the following
δk+1 ≤
(
1− 2
k + k1
)
δk +
a
(k + k1)2
+
b
(k + k1)4
, (71)
for every k ≥ k0, where a, b, c, k1 are positive reals and k0 is a positive integer. Then for every k ≥ k0 we have
δk ≤ (k0 + k1)
2
(k + k1)2
δk0 +
a
k + k1
+
b
(k + k1)2
. (72)
Proof. We prove by induction on k ≥ k0. The claim in (72) is trivial for k = k0. Let (72) hold for s ≥ k0, that is
δs ≤ (k0 + k1)
2
(s+ k1)2
δk0 +
a
s+ k1
+
b
(s+ k1)2
. (73)
We can then write
δs+1 ≤
(
1− 2
s+ k1
)
δs +
a
s+ k1
+
b
(s+ k1)2
≤
(
1− 2
s+ k1
)(
(k0 + k1)
2
(s+ k1)2
δk0 +
a
s+ k1
+
b
(s+ k1)2
)
+
a
(s+ k1)2
+
b
(s+ k1)4
=
s+ k1 − 2
(s+ k1)3
(k0 + k1)
2δk0 +
s+ k1 − 1
(s+ k1)2
a+
(s+ k1 − 1)2
(s+ k1)4
b. (74)
Now, take s′ = s+ k1. We have for s′ ≥ 1 that
s′ − 2
s′3
≤ 1
(s′ + 1)2
,
s′ − 1
s′2
≤ 1
s′ + 1
,
(s′ − 1)2
s′4
≤ 1
(s′ + 1)2
. (75)
Plugging (75) in (74) yields that the claim in (72) holds for s+ 1 and hence for any k ≥ k0.
8 Proof of Theorem 2
We begin the proof of Theorem 2 by noting the following property for any smooth loss function.
Lemma 6. Consider the sequences of updates {xk+1, x̂k+1,xk,τ} generated by FedPAQ method in Algorithm 1.
If Assumptions 1 and 2 hold, then
Ef(xk+1) ≤ Ef(xk,τ ) + L
2
E
∥∥x̂k+1 − xk,τ∥∥2 + L
2
E‖x̂k+1 − xk+1‖2 , (76)
for any period k = 0, · · · ,K − 1.
Proof. See Section 8.2.
In the following three lemmas, we bound each of the three terms in the RHS of (76).
Lemma 7. Let Assumptions 2 and 3 hold and consider the sequence of updates in FedPAQ method with stepsize
η. Then, for every period k = 0, · · · ,K − 1 we have
Ef(xk,τ ) ≤ Ef(xk)− 1
2
η
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
− η
(
1
2n
− 1
2n
Lη − 1
n
L2τ(τ − 1)η2
) τ−1∑
t=0
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2
+ η2
L
2
σ2
n
τ + η3
σ2
n
(n+ 1)
τ(τ − 1)
2
L2. (77)
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Proof. See Section 8.3.
Lemma 8. If Assumptions 1 and 3 hold, then for sequences {x̂k+1,xk,τ} defined in (18) we have
E
∥∥x̂k+1 − xk,τ∥∥2 ≤ q σ2
n
τη2 + q
1
n2
τη2
∑
i∈[n]
τ−1∑
t=0
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2 . (78)
Proof. See Section 8.4.
Lemma 9. Under Assumptions 1 and 3, for the sequence of averages {x̂k+1} defined in (18) we have
E‖x̂k+1 − xk+1‖2 ≤ 1
r(n− 1)
(
1− r
n
)
4(1 + q)
nσ2τη2 + τη2 ∑
i∈[n]
τ−1∑
t=0
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2
 . (79)
Proof. See Section 8.5.
After establishing the main building modules in the above lemmas, we now proceed to prove the convergence rate
in Theorem 2. In particular, we combine the results in Lemmas 6–9 to derive the following recursive inequality
on the expected function value on the models updated at the parameter servers, i.e. {xk : k = 1, · · · ,K}:
Ef(xk+1) ≤ Ef(xk)
− 1
2
η
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
− η 1
2n
(
1− L
(
1 +
1
n
qτ + 4
n− r
r(n− 1)(1 + q)τ
)
η − 2L2τ(τ − 1)η2
)
τ−1∑
t=0
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2
+ η2
L
2
(1 + q)τ
(
σ2
m
+ 4
σ2
r
n− r
n− 1
)
+ η3
σ2
m
(m+ 1)
τ(τ − 1)
2
L2. (80)
For sufficiently small η, such that
1− Lη − L
(
1
n
q + 4
n− r
r(n− 1)(1 + q)
)
τη − 2L2τ(τ − 1)η2 ≥ 0, (81)
we have
Ef(xk+1) ≤ Ef(xk)− 1
2
η
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
+ η2
L
2
(1 + q)τ
(
σ2
n
+ 4
σ2
r
n− r
n− 1
)
+ η3
σ2
n
(n+ 1)
τ(τ − 1)
2
L2. (82)
In Section 8.1 we show that if the stepsize is picked as η = 1/L√T and the T ans τ satisfy the condition (16) in
Theorem 2, then (81) also holds. Now summing (82) over k = 0, · · · ,K − 1 and rearranging the terms yield that
1
2
η
K−1∑
k=0
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
≤ f(x0)− f∗ +Kη2L
2
(1 + q)τ
(
σ2
n
+ 4
σ2
r
n− r
n− 1
)
+Kη3
σ2
n
(n+ 1)
τ(τ − 1)
2
L2, (83)
or
1
Kτ
K−1∑
k=0
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
≤ 2(f(x0)− f
∗)
ηKτ
+ ηL(1 + q)
(
σ2
n
+ 4
σ2
r
n− r
n− 1
)
+ η2
σ2
n
(n+ 1)(τ − 1)L2. (84)
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Picking the stepsize η = 1/L√T = 1/L√Kτ results in the following convergence rate:
1
T
K−1∑
k=0
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
≤ 2L(f(x0)− f
∗)√
T
+ (1 + q)
(
σ2
n
+
σ2
r
n− r
n− 1
)
1√
T
+
σ2
n
(n+ 1)
τ − 1
T
, (85)
which completes the proof of Theorem 2.
8.1 Discussion on stepsize η
Here, we consider the constraint on the stepsize derived in (81) and show that if η is picked according to Theorem
2, then it also satisfies (81). First, let the stepsize satisfy 1− Lη ≥ 0.1. Now, if the following holds
L
(
1
n
q + 4
n− r
r(n− 1)(1 + q)
)
τη + 2L2(τη)2 ≤ 0.1, (86)
the condition in (81) also holds. It is straightforward to see when (86) holds. To do so, consider the following
quadratic inequality in terms of y = ητ :
2L2y2 + LB2y − 0.1 ≤ 0, (87)
where
B2 :=
1
n
q + 4
n− r
r(n− 1)(1 + q). (88)
We can solve the quadratic form in (87) for y = ητ which yields
ητ ≤
√
B22 + 0.8−B2
4L
. (89)
This implies that if the parameter τ and the stepsize η satisfy (89) and η ≤ 0.9/L, then the condition (81) is
satisfied. In particular, for our pick of η = 1/L√T , the condition η ≤ 0.9/L holds if T ≥ 2; and the constraint in
(89) is equivalent to having
τ ≤
√
B22 + 0.8−B2
8
√
T . (90)
8.2 Proof of Lemma 6
Recall that for any L-smooth function f and variables x,y we have
f(x) ≤ f(y) + 〈∇f(y),x− y〉+ L
2
‖x− y‖2 . (91)
Therefore, we can write
f(xk+1) = f(x̂k+1 + xk+1 − x̂k+1)
≤ f(x̂k+1) +
〈∇f(x̂k+1),xk+1 − x̂k+1〉+ L
2
‖xk+1 − x̂k+1‖2 . (92)
We take expectation of both sides of (92) and since x̂k+1 is unbiased for xk+1, that is ESkxk+1 = x̂k+1 (See
(29)), it yields that
Ef(xk+1) ≤ Ef(x̂k+1) + L
2
E‖x̂k+1 − xk+1‖2 . (93)
Moreover, x̂k+1 is also unbiased for xk,τ , i.e. EQx̂k+1 = xk,τ (See (30)), and since f is L-smooth, we can write
Ef(x̂k+1) ≤ Ef(xk,τ ) + L
2
E
∥∥x̂k+1 − xk,τ∥∥2 , (94)
which together with (93) concludes the lemma.
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8.3 Proof of Lemma 7
According to the update rule in Algorithm 1, for every t = 0, · · · , τ − 1 the average model is
xk,t+1 = xk,t − η 1
n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)
. (95)
Since f is L-smooth, we can write
f(xk,t+1) ≤ f(xk,t)− η
〈
∇f(xk,t), 1
n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)〉
+ η2
L
2
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)∥∥∥∥∥∥
2
. (96)
The inner product term above can be written in expectation as follows:
2E
〈
∇f(xk,t), 1
n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)〉
=
1
n
∑
i∈[n]
2E
〈
∇f(xk,t),∇f
(
x
(i)
k,t
)〉
= E
∥∥∇f(xk,t)∥∥2 + 1
n
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2
− 1
n
∑
i∈[n]
E
∥∥∥∥∇f(xk,t)−∇f (x(i)k,t)∥∥∥∥2 , (97)
where we used the identity 2〈a,b〉 =‖a‖2+‖b‖2−‖a− b‖2 for any two vectors a,b. In the following, we bound
each of the three terms in the RHS of (97). Starting with the third term, we use the smoothness assumption to
write
∥∥∥∥∇f(xk,t)−∇f (x(i)k,t)∥∥∥∥2 ≤ L2∥∥∥xk,t − x(i)k,t∥∥∥2 . (98)
Moreover, local models x(i)k,t and average model xk,t are respectively
x
(i)
k,t = xk − η
(
∇˜fi(xk) + ∇˜fi
(
x
(i)
k,1
)
+ · · ·+ ∇˜fi
(
x
(i)
k,t−1
))
, (99)
and
xk,t = xkτ − η
 1
n
∑
j∈[n]
∇˜fj(xk) + 1
n
∑
j∈[n]
∇˜fj
(
x
(j)
k,1
)
+ · · ·+ 1
n
∑
j∈[n]
∇˜fj
(
x
(j)
k,t−1
) . (100)
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Therefore, the expected deviation of each local model form the average model can be written as
E
∥∥∥xk,t − x(i)k,t∥∥∥2
≤ 2η2E
∥∥∥∥∥∥ 1n
∑
j∈[n]
∇˜fj(xk) + 1
n
∑
j∈[n]
∇˜fj
(
x
(j)
k,1
)
+ · · ·+ 1
n
∑
j∈[n]
∇˜fj
(
x
(j)
k,t−1
)∥∥∥∥∥∥
2
+ 2η2E
∥∥∥∥∇˜fi(xk) + ∇˜fi (x(i)k,1)+ · · ·+ ∇˜fi (x(i)k,t−1)∥∥∥∥2
≤ 2η2
tσ2
n
+
∥∥∥∥∥∥ 1n
∑
j∈[n]
∇f(xk) + 1
n
∑
j∈[n]
∇f
(
x
(j)
k,1
)
+ · · ·+ 1
n
∑
j∈[n]
∇f
(
x
(j)
k,t−1
)∥∥∥∥∥∥
2

+ 2η2
(
tσ2 +
∥∥∥∥∇f(xk) +∇f (x(i)k,1)+ · · ·+∇f (x(i)k,t−1)∥∥∥∥2
)
≤ 2η2tσ
2
n
+ 2η2t
 1
n
∑
j∈[n]
∥∥∇f(xk)∥∥2 + 1
n
∑
j∈[n]
∥∥∥∥∇f (x(j)k,1)∥∥∥∥2 + · · ·+ 1n ∑
j∈[n]
∥∥∥∥∇f (x(j)k,t−1)∥∥∥∥2

+ 2η2tσ2 + 2η2t
(∥∥∇f(xk)∥∥2 +∥∥∥∥∇f (x(i)k,1)∥∥∥∥2 + · · ·+∥∥∥∥∇f (x(i)k,t−1)∥∥∥∥2
)
. (101)
Summing (101) over all the workers i ∈ [n] yields∑
i∈[n]
E
∥∥∥xk,t − x(i)k,t∥∥∥2
≤ 2η2tσ2 + 2η2t
∑
j∈[n]
∥∥∇f(xk)∥∥2 + ∑
j∈[n]
∥∥∥∥∇f (x(j)k,1)∥∥∥∥2 + · · ·+ ∑
j∈[n]
∥∥∥∥∇f (x(j)k,t−1)∥∥∥∥2

+ 2η2tσ2n+ 2η2t
∑
i∈[n]
∥∥∇f(xk)∥∥2 + ∑
i∈[n]
∥∥∥∥∇f (x(i)k,1)∥∥∥∥2 + · · ·+ ∑
i∈[n]
∥∥∥∥∇f (x(i)k,t−1)∥∥∥∥2

= 2η2tσ2(n+ 1) + 4η2t
∑
j∈[n]
∥∥∇f(xk)∥∥2 + ∑
j∈[n]
∥∥∥∥∇f (x(j)k,1)∥∥∥∥2 + · · ·+ ∑
j∈[n]
∥∥∥∥∇f (x(j)k,t−1)∥∥∥∥2
 . (102)
Finally, summing (102) over t = 0, · · · , τ − 1 results in the following:
τ−1∑
t=0
∑
i∈[n]
E
∥∥∥xk,t − x(i)k,t∥∥∥2
≤ 2η2σ2(n+ 1)
τ−1∑
t=0
t+ 4η2
τ−1∑
t=0
t
∑
j∈[n]
∥∥∇f(xk)∥∥2 + ∑
j∈[n]
∥∥∥∥∇f (x(j)k,1)∥∥∥∥2 + · · ·+ ∑
j∈[n]
∥∥∥∥∇f (x(j)k,t−1)∥∥∥∥2

≤ η2σ2(n+ 1)τ(τ − 1) + 2η2τ(τ − 1)
τ−2∑
t=0
∑
i∈[n]
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2 . (103)
Next, we bound the third term in (96). Using Assumption 3 we have
E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)∥∥∥∥∥∥
2
= E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇f
(
x
(i)
k,t
)∥∥∥∥∥∥
2
+ E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)
−∇f
(
x
(i)
k,t
)∥∥∥∥∥∥
2
≤ 1
n
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2 + σ2n . (104)
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Summing (104) over iterations t = 0, · · · , τ − 1 yields
τ−1∑
t=0
η2
L
2
E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)∥∥∥∥∥∥
2
≤ η2L
2
1
n
τ−1∑
t=0
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2 + η2L2 σ2n τ. (105)
Now we can sum (96) for t = 0, · · · , τ − 1 and use the results in (103) and (105) to conclude:
Ef(xk,τ ) ≤ Ef(xk)− 1
2
η
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
− 1
2n
η
τ−1∑
t=0
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2
+
1
2n
η
τ−1∑
t=0
∑
i∈[n]
E
∥∥∥∥∇f(xk,t)−∇f (x(i)k,t)∥∥∥∥2
+
τ−1∑
t=0
η2
L
2
E
∥∥∥∥∥∥ 1n
∑
i∈[n]
∇˜fi
(
x
(i)
k,t
)∥∥∥∥∥∥
2
≤ Ef(xk)− 1
2
η
τ−1∑
t=0
E
∥∥∇f(xk,t)∥∥2
− η
(
1
2n
− 1
2n
Lη − 1
n
L2τ(τ − 1)η2
) τ−1∑
t=0
∑
i∈[n]
E
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2
+ η2
L
2
σ2
n
τ + η3
σ2
n
(n+ 1)
τ(τ − 1)
2
L2. (106)
8.4 Proof of Lemma 8
According to definitions in (18) and using Assumption 1 we have
E
∥∥x̂k+1 − xk,τ∥∥2 ≤ 1
n2
∑
i∈[n]
q E
∥∥∥x(i)k,τ − xk∥∥∥2 . (107)
Using the model update in (99) and Assumption 3, we can write
E
∥∥∥x(i)k,τ − xk∥∥∥2 = η2E∥∥∥∥∇˜fi(xk) + ∇˜fi (x(i)k,1)+ · · ·+ ∇˜fi (x(i)k,τ−1)∥∥∥∥2
= η2E
∥∥∥∥∇˜fi(xk)−∇f(xk) + · · ·+ ∇˜fi (x(i)k,τ−1)−∇f (x(i)k,τ−1)∥∥∥∥2
+ η2
∥∥∥∥∇f(xkτ ) + · · ·+∇f (x(i)k,τ−1)∥∥∥∥2
≤ η2σ2τ + η2τ
τ−1∑
t=0
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2 . (108)
Summing (108) over all workers i ∈ [n] and using (107) yields
E
∥∥x̂k+1 − xk,τ∥∥2 ≤ q σ2
n
τη2 + q
1
n2
τη2
∑
i∈[n]
τ−1∑
t=0
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2 , (109)
as desired in Lemma 8.
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8.5 Proof of Lemma 9
The steps to prove the bound in (61) for strongly convex losses in Lemma 4 can also be applied for non-convex
losses. That is, we can use (61) and together with (108) conclude the following:
E‖x̂k+1 − xk+1‖2 ≤ 1
r(n− 1)
(
1− r
n
)
4(1 + q)
∑
i∈[n]
∥∥∥x(i)k,τ − xk∥∥∥2
≤ 1
r(n− 1)
(
1− r
n
)
4(1 + q)
nσ2τη2 + τη2 ∑
i∈[n]
τ−1∑
t=0
∥∥∥∥∇f (x(i)k,t)∥∥∥∥2
 . (110)
9 Additional Numerical Results
To further illustrate the practical performance of the proposed FedPAQ method, in this section we provide more
numerical results using different and more complicated datasets and model parameters. The network settings,
communication and computation time models remain the same as those in Section 5. The following figures
demonstrate the training time corresponding to the following scenarios:
• Figure 2: Training time of a neural network with four hidden layers and more than 248K parameters over
10K samples of the CIFAR-10 dataset with 10 labels.
• Figure 3: Training time of a neural network with one hidden layer over 10K samples of the CIFAR-100
dataset with 100 labels.
• Figure 4: Training time of a neural network with one hidden layer over 10K samples of the Fashion-MNIST
dataset with 10 labels.
Similar to Section 5.2, in all of the above scenarios, the data samples are uniformly distributed among n = 50
nodes. We also keep the communication-computation ratio and the batchsize to be Ccomm/Ccomp = 1000/1 and
B = 10 respectively, and finely tune the stepsize for every training.
Figure 2: Training Loss vs. Training Time: Neural Network on CIFAR-10 dataset with 248K parameters.
Figure 3: Training Loss vs. Training Time: Neural Network on CIFAR-100 dataset.
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Figure 4: Training Loss vs. Training Time: Neural Network on Fashion-MNIST dataset.
