We propose a statistical covariance-matching based blind channel estimation scheme for zero-padding (ZP) multipleinput multiple-output (MIMO)-orthogonal frequency division multiplexing (OFDM) systems. By exploiting the block Toeplitz channel matrix structure, it is shown that the linear equations relating the entries of the received covariance matrix and the outer product of the MIMO channel matrix taps can be rearranged into a set of decoupled groups. The decoupled nature reduces computations, and more importantly guarantees unique recovery of the channel matrix outer product under a quite mild condition. Then the channel impulse response matrix is identified, up to a Hermitian matrix ambiguity, through an eigen-decomposition of the outer product matrix. Simulation results are used to evidence the advantages of the proposed method over a recently reported subspace algorithm applicable to the ZP-based MIMO-OFDM scheme.
Introduction
Orthogonal frequency division multiplexing (OFDM) combined with guard intervals, in the form of cyclic prefix (CP) or zero-padding (ZP), is an effective transmission scheme through frequency selective fading channels [1] . By further leveraging the spatial resource, the multipleinput multiple-output (MIMO)-OFDM system has been the key technique for realizing high-rate transmission in modern wireless communications [2] . Toward reliable coherent symbol decoding in MIMO-OFDM systems, accurate channel state information is crucial. Blind channel estimation is a technique that alleviates the need for training sequences to identify the unknown channel impulse response from the received signal. Since the requirement of extra bandwidth for training overhead is reduced, this technique has received great research interest [3] and many blind estimation algorithms have been developed for various transmission systems [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . In this article, we will focus on blind estimation of ZP-based MIMO-OFDM systems.
*Correspondence: yischen@fcu.edu.tw 1 Feng Chia University, Taichung, Taiwan Full list of author information is available at the end of the article For ZP-based single-input single-output (SISO) OFDM systems, a subspace algorithm is proposed to blindly identify the channels in [20] , and is then generalized to MIMO cases [21] . However, this approach is known to suffer a sever performance degradation when the signal-to-noise ratio (SNR) is low or moderate [5] . To solve this problem, a statistical covariance-matching (SCM) based method which exploits some priori knowledge of the signal structure to improve channel estimation/equalization performances against harsh SNR conditions, is developed for SISO cases [6] . In this article we will propose an SCM based blind channel estimation for ZP-based MIMO-OFDM systems. By exploiting the block Toeplitz channel matrix structure, we show that the linear equations relating the entries of the received covariance matrix and the products of the channel matrix taps can be rearranged into decoupled groups. The outer product of the MIMO channel matrices can be obtained by solving these decoupled linear equation groups. The channel impulse response is then identified, up to a Hermitian matrix ambiguity, through an eigen-decompostion of the computed outer product matrix. The proposed approach has the following distinctive features: (i) The identifiability condition is very simple and is more relaxed than the http://asp.eurasipjournals.com/content/2012/1/139 irreducible or column reduced condition [8] ; (ii) It can apply to the more transmit antennae case under a certain condition; (iii) Through numerical simulation, it yields improved BER performance in the low-to-moderate SNR region. The rest of this article is organized as follows. Section 2 is the system model and basic assumptions. In Section 3, we propose a blind channel estimation method for the ZP based MIMO-OFDM systems. Simulation results are given in Section 4. Section 5 concludes this article.
Notations used in this article are quite standard: Bold uppercase is used for matrices, and bold lowercase is used for vectors. A T represents transpose of the matrix A, and A * represents conjugate transpose of the matrix A. I M is the identity matrix of dimension M × M, and A ⊗ B is the Kronecker product of matrices A and B. In addition, we define the following operations that will be used in the derivation of the main result. First, for
is the vector formed from the jth super-diagonal of A. Second, for any Jn
is the matrix formed from the jth block super-diagonal of B.
System model and basic assumptions
Consider the K-input J-output discrete time ZP-OFDM baseband model shown in Figure 1 .
T ∈ C M , which is multiplied by the inverse FFT matrix F * , and then padded with P trailing zero entries to form the
is parallel-to-serial converted to obtain u k (n), which is then transmitted through the MIMO finite-impulseresponse (FIR) channel. At the receiver, the jth received signal is
. . , J, where w j (n) is the channel noise seen at the jth receiver, and {h jk (0)h jk (1) . . . h jk (L jk )} is the impulse response from the kth transmitter to the jth receiver.
Let
where L = max j,k {L jk } is the order of the MIMO channel. Assume P ≥ L and group the sequence of x(n) as
Then due to zero padding, the input-output channel characteristics can be expressed in the following form [21] :
wherew(i) ∈ C JN is similarly defined asx(i), and
The problem we study in this article is blind estimation of the MIMO channel matrix taps H(m), 0 ≤ m ≤ L, by using second-order statistics of the received data. The following assumptions hold throughout the article.
The noise is white zero mean with
In addition, the source signal is 
, E[s(m)w(n)
×K is full column rank, i.e., rank(H)=K.
Blind channel estimation
We first introduce the proposed method, assuming the noise is absent in Section 3.1; the case when noise is present and some distinctive features regarding the proposed method are discussed in Section 3.2.
Proposed approach: noiseless case
When noise is absent, (2.1) can be expressed asx
By further defining the block source signal
, which is a zero mean vector with
Let J ∈ R N×N be a circulant matrix with the first row equal to [ 00 . .
The following proposition, whose proof is given in Appendix 1, shows that the matrix J k SS T (J T ) l has special structures that allows for the decomposition of (3.2) into a group of decoupled equations.
l is zero with only the jth upper diagonal nonzero and is given by
where
, it follows from (3.2) and (3.3) that for 0 ≤ j ≤ L, ϒ j R f can be described as follows:
)×J is formed from the products of channel matrix taps of the form H(k)H(k + j) * , and
Since N > L + 1, the (L + 1) equations in (3.4) are overdetermined and consistent. Since it can be checked that M j is full column rank for j = 0, 1, . . . , L (see Appendix 2), the solution F j can be obtained as
Let Q be the Hermitian matrix defined by Q = HH * . Then we obtain Q from (3.5) since Q is Hermitian and
, Q has rank K. Since Q is Hermitian and positive semidefinite, Q has K positive eigenvalues, say, λ 1 , . . . , λ K . We can expand Q as
where d j is a unit norm eigenvector of Q associated with λ j > 0. We can thus choose the channel impulse response matrix to be
We note H can only be identified up to a unitary matrix ambiguity U ∈ C K×K [8] , i.e., H = HU, since H H * = HH * = Q. The ambiguity matrix can be solved using a short training sequence [21] . http://asp.eurasipjournals.com/content/2012/1/139
Discussions
(1) The noisy case: When noise is present, the received covariance matrix becomes R f = H f H * f +σ 2 w I JN based on (2.1). Since the matrix H f ∈ C JN×KM is of full column rank, the rank of H f H * f is KM. This implies that the assoicated smallest (JN − KM) eigenvalues of R f are equal to the noise variances σ 2 w . Hence, in practice we can obtain the estimated noise varianceσ 2 w as the average of the smallest (JN − KM) eigenvalues of the sample covariance matrix R f . Then the proposed channel estimation algorithm can directly apply by substractingσ 2 w I JN from R f . Alternatively, σ 2 w I JN can also be estimated via the method given in [7] . (2) Channel identifiability: For the proposed method, the channel identifiability condition is assumption (B), i.e., rank(H) = K. Hence the channel needs not be irreducible, column reduced [8] , or full column rank of H(0) required in the subspace method ( [21] , p. 1422). Thus the channel identifiability of the proposed method is more relaxed than that of the subspace method. (3) Application to the more-input case: A necessary condition for the concatenated channel matrix H to be of full column rank (assumption (B)) is
i.e., the product of the number of receive antennae (J) and the channel length (L + 1) should be no less than the number of transmit antennae (K). Hence, unlike the subspace method [21] , which is exclusive for the more-output case, the proposed method is also capable of identifying more-input channels (K > J), as long as the condition (3.8) is fulfilled. (4) Computational complexity: Compared with the subspace method [21] , the proposed method requires fewer computations. Detailed flop counts for these two methods are given in Appendix 3. (5) Algorithm: We now summarize the proposed approach as the following algorithm:
(1) Collect the received data asx(i), and then estimate the covariance matrix R f via the following time average
where S is the number of symbol blocks. (2) Use the method given in this subsection to eliminate the noise componentσ 2 w I JN imposing on R f to get R c = R f −σ 2 w I JN .
(3) Form the matrix M j and compute F j using (3.5) for j = 0, 1, . . . , L. (Here we use R c instead of R f in (3.5).) (4) Form the matrix Q using F 0 , F 1 , . . . , F L , and obtain the channel impulse response matrix (3.7) by computing the K largest eigenvalues and the associated eigenvectors of Q.
Simulation
In this section, we use several numerical simulations to demonstrate the performance of the proposed method. We first consider two 2-input 2-output test channels, both with L = 2. Channel A is shown as follows: 
F , where I = 200 is the number of Monte Carlo runs, and · F denotes the Frobenius norm. (2) T ] T is the ith estimate of the channel impulse response matrix H after removing the unitary matrix ambiguity by the least squares method [8] . The input source symbols are i.i.d. QPSK signals. The SNR at the output is defined as SNR = E[ x(n)−w(n) 2 2 ] E[ w(n) 2 2 ] . The channel noise is zero mean, temporally and spatially white Gaussian.
In the first experiment, we compare the performance of the proposed method with that of the subspace method [21] . Figures 2 and 3 are the simulation results of zeroforcing equalization for channels A and B, respectively. Figure 2 shows that the proposed method outperforms the subspace method from low to medium SNR, whereas the subspace method gives better performance for high SNR; and Figure 3 shows that the performance of the proposed method is better than that of the subspace method. From Figures 2 and 3 , we observe that the performance of the subspace method deteriorates for channel B. This is expected since by computation, the condition number of H(0) for channel B(=47.18) is larger than that of http://asp.eurasipjournals.com/content/2012/1/139 channel A(=12.69), which means H(0) for channel B is closer to singularity (rank deficiency) and tends to violate the identifiability condition of the subspace method ( [21] , p. 1422).
In the second experiment, we generate 100 3-input 2-output random channels with L = 2 to illustrate the estimation performance of the proposed method for channels with more transmitters than receivers. We use M = 18 and P = 2. Each channel coefficient in the channel matrix is generated according to the independent complexedvalued Gaussian distribution with zero mean and unit variance. Figure 4 shows that for different numbers of symbol blocks, the proposed method is capable of identifying the more-input channels. In addition, the NMSE decreases as SNR increases and is roughtly constant for high SNR. A possible explanation is that for sufficiently high SNR, the channel NMSE is contributed mainly due to numerical error than by channel noise. The existence of the error floor at high SNR due to numerical error is a well-known result, and this common phenomenon can also be observed in some previous works related to blind channel estimation [9] [10] [11] [12] [13] [14] .
In the third experiment, we apply the proposed method to 200 2-input 4-out random channels with L = 4 to demonstrate the performance. We use M = 36 and P = 4 to maintain the transmission efficiency at 90%. Each channel coefficient in the channel matrix is still generated according to the independent complexed-valued Gaussian distribution with zero mean and unit variance. Figures 5  and 6 show that as the number of symbol blocks (used to obtain the covariance matrix R f ) increases from 200 to 400, the BER approaches to the ideal case. In addition, these two figures also show that the proposed method outperforms the subspace method from low to medium SNR, and the subspace method performs better for high SNR.
In the literature of blind channel estimation, it is wellknown that subspace methods, such as [18, 21] , enjoy the so-called "finite sample convergence" property [15] [16] [17] [18] [19] 21] , that is, in the noiseless case (or sufficicently high SNR), the channels can be almost exactly identified by using a finite number of samples for covariance estimation. This is the reason why the subspace-based solution can yield improved channel estimation accuracy and the resultant BER in the high SNR region. The proposed method, like most of other solution branches, e.g., [9] [10] [11] [12] [13] [14] , can be classified as the "SCM" approach, by which exact channel identification is achieved whenever the exact covariance matrix is available. Hence, it is not unexpected that our method is susceptible to finite-sample errors in covariance matrix estimation, which leads to an MSE floor in the high SNR region. Such a phenomenon is not uncommon in the literature, and has been seen in many studies, e.g., [9] [10] [11] [12] [13] [14] . Despite this, the proposed method can outperform the subspace algorithm in the low SNR region, and hence could be a potential candidate in harsh communication environments.
Conclusion
We propose an SCM based blind channel estimation method for zero padding MIMO-OFDM systems. By exploiting the block Toeplitz channel matrix structure, we solve the channel product matrices from a series of decoupled linear equations obtained from the covariance matrix of the received data. Then the channel impulse response matrix can be obtained by taking eigen-decomposition of a Hermitian matrix formed from the channel product matrices. The identifiability condition is more relaxed than that of the subspace method [21] . Unlike most of existing solutions that are only applicable for the more-output channels, the proposed approach can also identify the more-input channels under a quite mild condition. Simulation results are used to demonstrate the performance of the proposed method. Compared with the subspace method [21] , the proposed method is shown to have better performance form low to medium SNR or when H(0) tends to be singular.
Appendix 1: Proof of Proposition 3.1
Let e n be the nth column of the identity matrix I N . Then for k = 0 case, . . , L. We note that P 0 is a Toeplitz matrix with q 0 being its first column and [ 100 . . . 0] ∈ R 1×(L+1) being its first row. Hence P 0 is full column rank.
Also we observe that for j = 1, 2, . . . , L, P j is obtained from P 0 by deleting its last j rows and the last j columns, i.e., P j is a Toeplitz matrix with q 0 (1 : N − j, 1) being its first column and ⎡ ⎣ 1 00 . . . 0 L−j ⎤ ⎦ ∈ R 1×(L−j+1) being its first row. Thus, for j = 1, 2, . . . , L, P j is full column rank.
Since P j is full column rank, M j = P j ⊗ I J is full column rank for j = 0, 1, . . . , L.
