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Die Theoretishe Chemie kann heute auf eine Vielzahl an Methoden zurükgreifen, um ther-
modynamishe und kinetishe Eigenshaften oder die Dynamik molekularer Systeme zu be-
shreiben. Die Bandbreite theoretisher Methoden erstrekt sih beispielsweise von einfahen
molekularmehanishen Verfahren über semi-empirishe bis hin zu quantenhemishen Me-
thoden (für eine Übersiht siehe z.B. Referenz [1℄). Die vershiedenen methodishen Ansätze
gründen dabei auf sehr untershiedlih genauen physikalishen Beshreibungen der Materie.
Mit steigender Genauigkeit der zugrunde liegenden Beshreibung erreihen die Methoden typi-
sherweise eine höhere Vorhersagekraft, allerdings zumeist auf Kosten eines maÿgeblih höhe-
ren Rehenaufwands. Um molekulare Systeme der aktuellen hemishen Forshung sehr genau
theoretish zu beshreiben, wird der Rehenaufwand trotz der erheblihen methodishen und
tehnologishen Fortentwiklungen der letzten Jahrzehnte shnell zum eigentlih beshränken-
den Faktor. Mit den immens gestiegenen Möglihkeiten hat sih nämlih gleihzeitig auh der
Anspruh an die Theoretishe Chemie massiv erweitert: Galt die Aufmerksamkeit früher oft
besonders einzelnen und eher kleinen Molekülen, hat sih der theoretishe Blikpunkt spätes-
tens mit den Fortshritten der supramolekularen Chemie in den 80er und 90er Jahren darauf
verlagert, weitaus gröÿere molekulare Einheiten zu untersuhen. Heute strebt die Theorie an,
sowohl synthetishe supra- und makromolekulare als auh groÿe biomolekulare Systeme zuver-
lässig zu beshreiben. Dabei spielt zugleih eine groÿe Rolle, weitreihende Umgebungseekte
(z.B. Lösungsmitteleekte) möglihst genau zu berüksihtigen.
Eine entsheidende Kenngröÿe der theoretishen Methoden ist in diesem Hinblik das Ska-
lenverhalten des Rehenaufwands mit der Systemgröÿe M . So steigt beispielsweise für konven-
tionelle quantenhemishe Methoden der Rehenaufwand typisherweise niht linear mit der
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Molekülgröÿe an, sondern mit höheren Potenzen von M . Um das Skalenverhalten wesentlih
zu reduzieren, konnten allerdings in den letzten Jahrzehnten wihtige methodishe Fortshritte
erzielt werden. Die methodishen Fortentwiklungen senken beispielsweise das Skalenverhalten
für viele quantenhemishe Rehnungen auf Basis der Hartree-Fok- oder Dihtefunktional-
Theorie mit zunehmender Systemgröÿe auf linear und auh für Post-Hartree-Fok-Theorien
konnten inzwishen linear-skalierende Methoden entwikelt werden (für einen Überblik siehe
z.B. Referenzen [2, 3℄).
Neben dem Skalenverhalten ist für den Rehenaufwand der theoretishen Methoden zudem
sehr bedeutsam, wie groÿ der gegenüber dem Anstieg mit der Systemgröÿe konstante Vorfaktor
der Rehenzeit ist. So begründet beispielsweise der kleinere Vorfaktor der molekularmehani-
shen Methoden deren typishen Geshwindigkeitsvorteil auh gegenüber linear-skalierenden
quantenhemishen Methoden allerdings um den Preis einer Beshreibung auf niedrigerem
theoretishen Niveau und daher einer geringeren Anwendbarkeit und Aussagekraft. Um die
Vorzüge der linear-skalierenden quantenhemishen Methoden optimal ausnutzen zu können,
besteht ein wihtiges Ziel darin, den Vorfaktor für linear-skalierende QM-Methoden ohne si-
gnikante Genauigkeitseinbuÿen weiter zu senken.
Diesem Ziel entsprehend beshreibt ein wesentliher Teil der Dissertation Weiterentwik-
lungen, die zu einer Reduktion des Vorfaktors für linear-skalierende quantenhemishe Me-
thoden auf Basis der Hartree-Fok- oder Kohn-Sham-Dihtefunktional-Theorie führen. Das
Kapitel 3 geht dabei auf methodishe Fortentwiklungen zur Reduktion des Vorfaktors für
eine gegebene Molekülgeometrie ein, während das Kapitel 4 ergänzende Ansätze für Reh-
nungen mehrerer Molekülgeometrien im Rahmen der Born-Oppenheimer-Molekulardynamik
umfasst.
So stellt das Kapitel 3 ein linear-skalierendes Integralspeiher-Verfahren dar, das die Vor-
teile der traditionell indirekten oder semidirekten Ansätze mit denen direkter SCF-Methoden
kombiniert. Darüber hinaus geht das Kapitel auf die wesentlihen Beiträge für ein neues
Abstands-abhängiges Shwarz-Sreening ein, das zu einer weiteren Ezienzsteigerung von
SCF-Methoden führt.
Das Kapitel 4 beshreibt zwei methodishe Ansätze, um bei dynamishen molekularen Sys-
temen die Born-Oppenheimer-Hyperähe ezient abzutasten: einen Extrapolationsansatz für
CPSCF-Anfangsshätzungen und einen Ansatz zur numerish kontrollierten Wiederverwen-
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dung von Zweielektronen-Integralen aus vergangenen Zeitshritten bei der Born-Oppenheimer-
Molekulardynamik. Auÿerdem werden die Ekpunkte einer neu implementierten Programm-
shnittstelle für gemishte QM/MM-Energie- und Gradientenrehnungen dargestellt.
Das Kapitel 5 widmet sih anshlieÿend der Kombination und Untersuhung bestehender
Methoden zur genauen Berehnung kernmagnetisher Vershiebungen. Ein besonderer Shwer-
punkt liegt hierbei darauf, QM/MM-Ansätze [4℄ mit linear-skalierender NMR-Methoden [57℄
zu kombinieren und zu untersuhen, wie groÿ die QM-Regionen gewählt werden müssen, um
NMR-Vershiebungen von zentralen Molekülregionen zuverlässig zu berehnen. Auÿerdem um-
fasst das Kapitel eine breite Untersuhung der Methodengenauigkeit von GIAO-SCF-, und
-MP2-Methoden für NMR-Vershiebungsrehnungen. Zudem wird ein weiterführender Ansatz
zur Steigerung der Methodengenauigkeiten am Beispiel von Polypeptiden untersuht.
Im letzten Teil der Arbeit (Kapitel 6) werden shlieÿlih Ergebnisse einer quantenhemi-
shen Untersuhung zur enzymatishen Reparatur oxidativer DNA-Shäden dargestellt. Die
Untersuhung quantiziert die untershiedlihe Stabilisierung geshädigter DNA im Vergleih
zu intakter DNA durh das Reparaturenzym und identiziert wihtige Proteinresiduen bei
der Shadensstabilisierung. Ein besonderes Augenmerk der Untersuhung liegt ebenfalls auf
Aspekten der theoretishen Beshreibung, wie Basissatz- und Methodenfehler sowie der Kon-






Das folgende Kapitel umfasst die theoretishen Grundlagen der quantenmehanishen (QM)
und molekularmehanishen (MM) Methoden, die im Rahmen der Dissertation angewendet,
untersuht und weiterentwikelt werden. Die Darstellung beginnt ausgehend von den Postula-
ten der (niht-relativistishen) Quantenmehanik und entwikelt von diesem Standpunkt aus
die grundlegende Theorie der
 molekulardynamishen Methoden (Abshnitt 2.2)
 quantenhemishen Elektronenstruktur-Methoden (Abshnitt 2.3)
 Berehnung statisher Moleküleigenshaften (Abshnitt 2.4)
 molekularmehanishen Mehanik (Abshnitt 2.5)
 kombinierten quanten-/molekularmehanishen (QM/MM) Methoden (Abshnitt 2.6)
2.1 Shrödinger-Gleihung und Kern-Elektron-Separation
Die Quantenmehanik postuliert, dass ein molekulares System vollständig durh eine orts- und
zeitabhängige Wellenfunktion Φ(R, τ , t) beshrieben werden kann. Die Wellenfunktion erfüllt
(im niht-relativistishen Fall) die für die Quantenhemie zentrale Gleihung,
ĤΦ(R, τ , t) = i~
∂
∂t
Φ(R, τ , t), (2.1)
die zeitabhängige Shrödinger-Gleihung, mit der Zeit t, dem Satz der Koordinaten der Atom-
kerne R = {R1,R2 · · ·RNK} und Elektronen τ = {τ1, τ2, · · · τNe}. Der Hamilton-Operator
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in atomaren Einheiten mit den Kernladungen ZA, Kernmassen MA sowie den Elektronenin-
dizes i, j und Kernindizes A,B. Lösungen der zeitabhängigen Shrödinger-Gleihung basieren
im Allgemeinen auf Separatationansätzen für die Wellenfunktion. Dabei werden im Wesentli-
hen zwei sih ergänzende Ansätze verfolgt, die sih im Weg der Separation untersheiden und
in der Literatur als Ehrenfest- bzw. Born-Oppenheimer-Separationsweg besprohen werden
(siehe Abbildung 2.1 und Referenz [8℄).
Φ(R, τ , t)
ΦN(R, t),Ψe(τ )
ΦN(R, t),Φe(τ , t)
Born-Oppenheimer-Separationsweg
Ehrenfest-Separationsweg
Abb. 2.1: Shematishe Darstellung der Ehrenfest- bzw. Born-Oppenheimer-Wege zur Ort-Zeit- und
Kern-Elektron-Separation.
Im Folgenden wird der Born-Oppenheimer-Separationsweg als Grundlage der Born-Oppen-
heimer-Moleküldynamik und den quantenhemishen Elektronenstruktur-Methoden ausführ-
liher dargestellt. Der Hamilton-Operator hängt für ein abgeshlossenes molekulares System
niht explizit von der Zeit t ab, so dass sih mit dem Separationsansatz
Φ(R, τ , t) = Ψ(R, τ ) · f(t) (2.3)




f(t) = Ef(t) (2.4)
und nur ortsabhängige Gleihung separieren lässt, die zeitunabhängige Shrödinger-Gleihung,
ĤΨ(R, τ ) = EΨ(R, τ ), (2.5)
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2.1. SCHRÖDINGER-GLEICHUNG UND KERN-ELEKTRON-SEPARATION
mit dem stationären Energieeigenwert E . Verwendet man den Born'shen Separationsansatz
[9, 10℄
Ψ(R, τ ) =
∑
n
ΨN,n(R) ·Ψe,n(R, τ ) (2.6)
über vershiedene Zustände n, ergibt sih für die zeitabhängige Gesamtwellenfunktion,







·Ψe,n(R, τ ), (2.7)
Dabei zeigen sih die zeitabhängigen Kernwellenfunktionen ΦN,n(R, t) als zeitabhängige Ent-
wiklungskoezienten der zeitunabhängigen elektronishen Wellenfunktion Ψe,n(R, τ ). Indem
man den Separationsansatz in die zeitabhängige Shrödinger-Gleihung einsetzt, mit einer zu
Ψe,n(R, τ ) orthonormalen elektronishen Wellenfunktion Ψe,m(R, τ ) multipliziert und über












Darin sind die Terme Em(R) die Energieeigenwerte des elektronishen Hamilton-Operators
Ĥe, d.h. Lösungen der elektronishen Shrödinger-Gleihung
ĤeΨe,m(R, τ ) = Em(R)Ψe,m(R, τ ). (2.9)
Die niht-adiabatishen Kopplungsterme T̂mn(R, τ ) hängen explizit von den Kern- und Elek-
tronenkoordinaten R und τ ab (siehe z.B. Referenz [8℄). Um eine Entkopplung der Kern- und
Elektronenkoordinaten zu erreihen, werden bei der adiabatishen Näherung die Auÿerdiago-








Die adiabatishe Näherung impliziert, dass sih während der Bewegung der Kerne der elek-
tronishe Zustand niht ändert und ist gerehtfertigt, solange die Energiedierenzen der elek-
tronishen Zustände für alle relevanten Molekülkonformationen R groÿ sind und keine elek-
tronishen Anregungen während der Kernbewegung beshrieben werden sollen (für Methoden
zur Beshreibung gekoppelter Kern- und Elektronendynamik siehe z.B. Referenzen [8,11,12℄).
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Bei der Born-Oppenheimer Näherung, die auf dem sehr groÿen Verhältnis von Kern- und








In der verbliebenen Kern-Shrödinger-Gleihung bilden die Eigenwerte Em(R) des elektroni-
shen Hamilton-Operators also den potentiellen Beitrag zur Beshreibung der Kernbewegung.
2.2 Molekulardynamishe Methoden
Die Tabelle 2.1 gibt eine Übersiht über vershiedene grundlegende molekulardynamishe Me-
thoden, die auf untershiedlihen theoretishen Niveaus aufbauen (für weiterführende MD-
Tehniken siehe z.B. Referenz [8℄). Als Grundlage der Dissertation wird im Folgenden ausge-
hend vom vorangehenden Abshnitt die grundlegende Theorie der Born-Oppenheimer-Mole-
kulardynamik (BOMD) dargestellt. Auÿerdem wird der Ansatz der klassishen MD erläutert.
Die zugrunde liegenden quantenhemishen Elektronenstrukturmethoden bzw. molekularme-
hanishen Methoden werden in den darauf folgenden Abshnitten beshrieben.
Tab. 2.1: Bezeihnung und Übersiht über vershiedene molekulardynamishe Methoden.
Bezeihnung Behandlung Beshreibung
der Atomkerne
Quanten-MD quantenmeh. Quantenmeh. Rehnung jenseits der
klass. Behandlung der Kernbewegung
Ab-initio-MD klassish Ab-initio-Elektronenstruktur-
Rehnung während der MD
a) Ehrenfest-MD basiert auf Ehrenfest-Separation
b) Born-Oppenheimer-MD basiert auf Born-Oppenheimer-Separation
) Car-Parinello-MD Propagation der elektr. Wellenfunktion
klassishe MD klassish vorparametrisierte Kraftfelder
Bei der Born-Oppenheimer-Molekulardynamik (BOMD) geht man von der quantenme-
hanishen Beshreibung der Kerndynamik (siehe Gleihung 2.11) über zu einer klassishen







RA = −∇AE0(R)︸ ︷︷ ︸
FA(R)
, (2.12)
wobei E0(R) der Eigenwert des elektronishen Hamiltonoperators für den Grundzustand ist,
also
E0(R) = 〈Ψe,0(R, τ )|Ĥe|Ψe,0(R, τ )〉, (2.13)
für die normierte elektronishe Wellenfunktion Ψe,0(R, τ ). Der groÿe Quotient aus Kern- und
Elektronenmasse bildet die Grundlage dafür, die Kerne klassish zu beshreiben. Im Zuge (on
the y) der MD werden der Eigenwert des elektronishen Hamiltonoperators E0(R) und die
Kräfte FA(R) an den Kernpositionen für jede Molekülkonformation R mittels einer quanten-
hemishen Elektronenstruktur-Rehnung neu bestimmt (siehe Abshnitte 2.3 und 2.4). Die
Gleihung 2.12 bildet zugleih die Grundlage zu den einfaheren klassishen MD-Methoden,
in denen die Kräfte FA(R) niht aus quantenhemishen Elektronenstruktur-Rehnungen,
sondern aus einfahen molekularmehanishen Energieausdrüken berehnet werden (siehe Ab-
shnitt 2.5). Eine weitere Möglihkeit besteht darin, die Kräfte FA(R) aus QM/MM-Methoden
zu berehnen (siehe Abshnitt 2.6).
Die klassishen Kernbewegungs-Gleihungen werden im Allgemeinen durh numerishe In-
tegrationsverfahren gelöst, wie die Gleihung 2.14 am Beispiel eines Verlet-Integrators [14℄
zeigt:












RA(t0 + h) ≈ 2RA(t0)−RA(t0 − h) + h2FA(t0)MA
(2.14)
Der Zeitshritt h muss bei den numerishen Integrationsverfahren möglihst klein gewählt wer-
den, um den numerishen Fehler bei der Integration der Kernbewegungs-Gleihungen möglihst
klein zu halten. Gleihzeitig wähst natürlih mit kleinem h die Anzahl benötigter Shritte
um eine bestimmte Simulationsdauer zu erreihen. Übliherweise bemisst man h an typishen
Zeiten der shnellsten Molekülshwingung im System (im Bereih von 1 fs≈41.3 a.u. [15,16℄).
Für das Beispiel eines Verlet-Integrators [14℄ lässt sih für t0 = 0 die benötigte Molekülkon-
formation RA(−h) z.B. bestimmen nah















KAPITEL 2. THEORETISCHE GRUNDLAGEN
Die Geshwindigkeiten vA(0) werden typisherweise als Maxwell-Boltzmann-Verteilung bei
einer bestimmten Temperatur erzeugt und legen zusammen mit der Molekülkonformation
RA(0) die Anfangsbedingungen einer einzelnen Trajektorie fest.
Molekulardynamik-Simulationen erlauben den durh die Ortsvektoren aller Atomkerne auf-
gespannten Konformationsraum abzutasten, um beispielsweise
 vershiedene lokale Minimumstrukturen oder prinzipiell auh die globale Minimumstruk-
tur zu nden
 hemishe Umwandlungen (Strukturänderungen, hemishe Reaktionen) zu verfolgen
 thermodynamisher Gröÿen mittels der statistishen Thermodynamik zu berehnen.
2.3 Quantenhemishe Elektronenstruktur-Methoden
Im Allgemeinen ist die elektronishe Shrödingergleihung (Gleihung 2.9) für ein Mehrelek-
tronensystem niht geshlossen analytish lösbar. Allerdings steht eine Hierarhie an nume-
rishen, Wellenfunktions-basierten ab-initio Methoden zur Verfügung, mit denen im Prinzip
beliebige Genauigkeiten erreiht werden können. Das Problem der Wellenfunktions-basierten
ab-initio Methoden besteht daher maÿgeblih in ihrem Rehenaufwand, der von der Gröÿe
des molekularen Systems abhängt: Selbst die Hartree-Fok-(HF)-Methode, als einfahste Nä-
herung innerhalb der Methodenhierarhie, skaliert konventionell mit der dritten Potenz der
Systemgröÿe (für Details siehe Abshnitt 2.3.1). Die Abbildung 2.2 zeigt das Skalenverhal-
ten für einige weitere Wellenfunktions-basierte ab-initio Methoden. Als Ausgangspunkt der
weiterführenden Kapitel der Dissertation wird die Hartree-Fok-Methode (siehe Abshnitt
2.3.1) vorgestellt. Auÿerdem wird in Abshnitt 2.3.3 der Ansatz der Dihtefunktional-Theorie
erläutert, die niht auf einer elektronishen Wellenfunktion aufbaut, sondern auf der Bereh-
nung der elektronishen Grundzustandsenergie als Funktional der Elektronendihte basiert.
Die Darstellung geht dabei auh auf die methodishen Shlüsselshritte ein, mit denen man
ein lineares Skalenverhalten mit der Molekülgröÿe erzielen kann. Der Abshnitt 2.3.2 skizziert




















Abb. 2.2: Skalenverhalten O(Mx) mit der Gröÿe M des molekularen Systems Wellenfunktions-
basierter Elektronenstruktur-Methoden (HF: Hartree-Fok, MP2: Møller-Plesset-
Störungstheorie 2. Ordnung, CCSD: Coupled-Cluster-Singles-Doubles, CCSD(T): Coupled-
Cluster-Singles-Doubles und störungstheoretishe Korrektur der Triples) sowie Einordnung
der Dihtefunktionaltheorie.
2.3.1 Die Hartree-Fok-Methode
Um den Satz an elektronishen Koordinaten τ = {τ1, τ2, · · · τNe} der elektronishen Wellen-







ϕ1(τ1) ϕ2(τ1) · · · ϕNe(τ1)













ϕ1(τNe) ϕ2(τNe) · · · ϕNe(τNe)
∣∣∣∣∣∣∣∣∣∣∣∣
≡ |ϕ1ϕ2 · · ·ϕNe〉 (2.16)
an. Die Spinfunktionen ϕi hängen jeweils nur von den elektronishen Koordinaten τj (kom-
binierte Raum-/Spinkoordinaten) eines Elektrons ab (j = 1, 2, · · · , Ne) und können orthonor-
miert gewählt werden. Für geshlossenshalige Systeme kann man Paare von Spinfunktionen
als Produkt einer Raumfunktion φi(rj) mit den orthonormierten Spinfunktionen α(σj) bzw.
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β(σj) erhalten (Restrited-Hartree-Fok, RHF):




ϕ2i(τj) = φi(rj) · β(σj)
Innerhalb des Slater-Determinantenansatzes ergibt sih der Energieerwartungswert als































Die Minimierung des Energie-Erwartungswerts auf der Grundlage des Variationsprinzips und






mit den Lagrange-Multiplikatoren ǫji. Sie lassen sih unitär transformieren, wodurh man die
kanonishen Hartree-Fok-Gleihungen erhält (siehe z.B. Referenz [17℄):
F̂ϕi = ǫiϕi (2.22)
Der Fok-Operator F̂ repräsentiert als eektiver Einelektronen-Operator die kinetishe Energie
eines Elektrons, dessen Wehselwirkung mit den Kernen (Einelektronen-Teil) und ein gemit-
teltes Potential, das ein Elektron durh die Anwesenheit der anderen Elektronen erfährt (Zwei-
elektronen-Teil). Die kanonishen Hartree-Fok-Gleihungen können im Allgemeinen niht in
einem Shritt gelöst werden, vielmehr hängt F̂ von allen (zunähst unbekannten) Molekülor-
bitalen ϕi ab, so dass die Gleihungen nah dem Verfahren des selbst-konsistenten Feldes (self-
onsistent eld, SCF) iterativ gelöst werden müssen. Für das algebraish-iterative Vorgehen
werden die den Spinorbitalen ϕi zugrunde liegenden Raumorbitale φi(rj) (siehe Gleihung
2.17) übliherweise als Linearkombination eines endlihen Satzes {χµ} an atomzentrierten




Cµi · χµ(rj,Rµ). (2.23)
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Für die Atomorbitale verwendet man bei molekularen Berehnungen heute überwiegend Gauÿ-
typ-Funktionen der Art
χµp(rj ,Rµ) = (x−Rµ,x)lµ,x(y −Rµ,y)lµ,y(z −Rl,z)lµ,ze−ζp(rj−Rµ)
2
(2.24)




Dµp · χµp(rj,Rµ), (2.25)
mit dem Kontraktionskoezient Dµp, dem Atomzentrum Rµ, dem Exponent ζp, den Drehim-
pulsen lµ,x, lµ,y und lµ,z, und dem Kontraktionsgrad Kµ (hier gezeigt für kartesishe Basis-
funktionen). Durh die Basissatzentwiklung gehen die kanonishen Hartree-Fok-Gleihungen
für den RHF-Fall in die algebraishe Form der Roothaan-Hall-Gleihung über:
FC = SCǫ (2.26)
Die Matrixgleihung verknüpft die Fok-Matrix F , die MO-Koezienten-Matrix C, die Über-
lappungsmatrix S und die Matrix der Orbitalenergien ǫ miteinander. Die Fok-Matrix setzt
sih aus dem Einelektronen-Teil h und dem Zweielektronen-Teil G zusammen,
F = h+G(P ) (2.27)























den Elementen Jµν des Coulombteils bzw. Kµν des Austaushteils und den Zweielektronen-
Integralen (µν|κλ) (eletron repulsion integral, ERI). Der Coulombteil lässt sih als klassishe
Wehselwirkung der Ladungsverteilungen
Ωµν(r1) = χµ(r1,Rµ) · χν(r1,Rν) (2.30)
und
Ωκλ(r2) = χκ(r2,Rκ) · χλ(r2,Rλ) (2.31)
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interpretieren, während der Austaushteil als Folge des quantenmehanishen Ansatzes ent-
steht und im klassishen Bild allein niht gedeutet werden kann. Jeder Iterationsshritt des
SCF umfasst die Berehnung der Fok-Matrix, die Orthogonalisierung der Basis und einen
Diagonalisierungsshritt, der eine neue MO-Koezienten-Matrix C bzw. Einteilhen-Dihte-
matrix P erzeugt. Ist die Konvergenz gemäÿ eines festgelegten Grenzwerts 10−ϑSCF erreiht,
wird der Zyklus abgebrohen, ansonsten erneut durhlaufen. Als Konvergenzkriterium kann
beispielsweise die Norm (bzw. das Maximalelement) der DIIS-Fehlermatrix berehnet werden,
ε ≡ FPS − SPF , (2.32)
die im Falle der Konvergenz 0 wird. DIIS(diret inversion of the iterative subspae, [18℄) be-
zeihnet dabei einen häug verwendeten Algorithmus zur Beshleunigung der SCF-Konvergenz.
Die erste Iteration beginnt notwendigerweise mit einer Anfangsshätzung, z.B. der Superpositi-
on atomarer Dihten (SAD), zu der man durh die Summation sphärish gemittelter, atomarer
Dihten gelangt. In Abhängigkeit des Einelektronen-Teils h, der Einteilhen-Dihtematrix P
und der Fok-Matrix F lässt sih der RHF-Energieerwartungswert berehnen als
E0 = tr{P [2 · h+G(P )︸ ︷︷ ︸
F
]}+ VNN. (2.33)
Der Aufwand, um die Fok-Matrix F zu berehnen, steigt formal mit der vierten Potenz der
Anzahl an Basisfunktionen Nbas an, da zur Bildung von F in einem konventionellen SCF-
Verfahren N4bas Zweielektronen-Integrale (µν|κλ) berehnet und mit der Einteilhen-Dihte-
matrix P kontrahiert werden müssen. Jedoh klingen die atomzentrierten Basisfunktionen mit
zunehmendem Abstand vom jeweiligen Zentrum Rµ exponentiell ab. Zu jeder Basisfunktion
χµ(rj,Rµ) gibt es daher nur eine konstante Zahl an Basisfunktionen χν(rj ,Rν), die mit ihr
eine numerish signikante Ladungsverteilung Ωµν bilden. Das Integralsreening, basierend auf
der Cauhy-Shwarz'shen Ungleihung, wurde 1989 von Häser und Ahlrihs [19℄ eingeführt












Zweielektronen-Integrale werden vernahlässigt, wenn die mit O(N2bas)-Aufwand berehnete
obere Shwarz-Shranke QµνQκλ kleiner als ein festgelegter Grenzwert 10
−ϑInt
ist, wodurh
insgesamt das Skalenverhalten zur Bildung des Zweielektronen-Teils G auf O(N2bas) sinkt.
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Darüber hinaus ist für ein molekulares, niht-metallishes System die Einteilhen-Dihtematrix
typisherweise dünn besetzt (sparse), d.h. die Elemente Pκλ klingen für zunehmende Abstände
der Zentren Rκ und Rλ der Basisfunktion χκ und χλ rash ab [20℄. Deshalb ist es besonders
vorteilhaft, die Einteilhen-Dihtematrix P n der aktuellen Iteration n in das Integralsreening
miteinzubeziehen,
|Pnκλ (µκ|λν) | ≤ |Pnκλ|QµκQλν , (2.35)
bzw. die aktuelle Dierenzdihtematrix ∆P n = P n+1 − P n
|∆Pnκλ (µκ|λν) | ≤ |∆Pnκλ|QµκQλν , (2.36)
für den Fall einer inkrementellen Bildung der Fok-Matrix [21℄ gemäÿ
F n+1 = F n +G(∆P n). (2.37)
Für den Austaushteil, in denen die Einteilhen-Dihtematrix den Bra- und Ketteil der Zwei-
elektronen-Integrale miteinander koppelt, kann man dann in einem weiten Bereih an Mo-
lekülgröÿen ein lineares Skalenverhalten erzielen, mittels eines linear-skalierenden Sreenings
(LinK, [22,23℄). Das Skalenverhalten des Coulombteils lässt sih mithilfe der von White et al.
entwikelten Continuous fast multipole method (CFMM, [24℄) auf linear reduzieren.
Asymptotish wird das Skalenverhalten eines konventionellen SCF-Verfahrens durh den
Aufwand zur Diagonalisierung der Fok-Matrix bestimmt (O(N3bas)). Jedoh ist es inzwishen
möglih mit diagonalisierungsfreien Algorithmen (siehe beispielsweise Referenz [2℄ und darin
enthaltene Referenzen) den O(N3bas)-Shritt zu umgehen. Dabei sind die diagonalisierungs-
freien Algorithmen insbesondere für sehr groÿe molekulare Systeme (mehrere tausend Atome)
wihtig, da der O(N3bas)-Shritt typisherweise einen kleinen Vorfaktor hat und daher vergli-
hen mit der Bildung der Fok-Matrix erst spät zum zeitbestimmenden Shritt wird.
2.3.2 Post-Hartree-Fok-Methoden
In der Hartree-Fok-Theorie wird die Mehrelektronen-Wellenfunktion als eine einzelne, aus
Spinorbitalen zusammengesetzte Slater-Determinante (siehe Gleihung 2.16) genähert. Als
Konsequenz beshreibt die Hartree-Fok-Theorie die Wehselwirkung eines jeden Elektrons
näherungsweise als Wehselwirkung mit einem gemittelten Feld der anderen Elektronen; die
Bewegung der Elektronen sind niht korreliert, d.h. die Wahrsheinlihkeit ein Elektron an
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einem Ort r1 zu nden und ein anderes gleihzeitig am Ort r2 ergibt sih als einfahes Pro-
dukt der jeweils separaten Aufenthaltswahrsheinlihkeiten. Der Ausdruk Korrelationsener-
gie ist deniert als Dierenz zwishen der exakten Energie und der Hartree-Fok-Energie im
Basissatz-Limit.
Bei der HF-Methode sind typisherweise mehr Molekülorbitale zugänglih als für die Be-
setzung mit Elektronen benötigt. Während in die HF-Slater-Determinante nur die Spinor-
bitale mit den niedrigsten Orbitalenergien eingehen, können weitere Slater-Determinanten
durh andere Orbital-Kombinationen (Kongurationen) erzeugt werden. Prinzipiell lässt sih
die im Rahmen der Basis optimale Wellenfunktion als Linearkombination aller möglihen
Slater-Determinanten ansetzen (Full onguration interation, FCI). Aufgrund des Rehen-
aufwands muss man sih für die allermeisten molekularen Systeme auf bestimmte Kombi-
nationen einshränken, sei es im Sinne von abgebrohenen CI- oder Coupled-Cluster-(CC)-
Methoden (siehe z.B. Referenzen [2527℄) mit untershiedlihen Vor- und Nahteilen. Eine wei-
tere Elektronenkorrelations-Methode, die Møller-Plesset-Störungstheorie, geht ebenfalls von
der Hartree-Fok-Methode aus und leitet eine Korrektur für die Elektronenkorrelation auf Ba-
sis der zeitunabhängigen Störungstheorie her [17, 28℄. Die CCSD(T)-Methode basiert sowohl
auf einer abgebrohenen CC-Entwiklung und als auh einer störungstheoretishen Korrektur
(siehe z.B. Referenzen [29, 30℄).
2.3.3 Dihtefunktionaltheorie
Die Grundlage der Dihtefunktionaltheorie (DFT) ist der Beweis von Hohenberg und Kohn
[31℄, dass die elektronishe Energie des Grundzustands E0 niht nur als Funktional der elek-
tronishen Wellenfunktion (siehe Gleihung 2.13) bestimmt ist, sondern auh vollständig als
Funktional E[ρ] der Elektronendihte ρ(x, y, z). Anstelle die elektronishe Shrödingerglei-
hung (näherungsweise) durh Wellenfunktions-basierte Methoden zu lösen, bietet sih damit
prinzipiell die Möglihkeit, eine gültige Beshreibung des im Allgemeinen unbekannten Ener-
giefunktionals E[ρ] herzuleiten. Der formale Vorteil in der Formulierung von E0 als Funk-
tional der Elektronendihte ρ(x, y, z) liegt dabei darin, dass die Elektronendihte nur von
drei Raumkoordinaten abhängt, wohingegen die elektronishe Wellenfunktion eine Funktion
der Koordinaten aller Ne Elektronen des Systems ist. Die gegenwärtig angewendeten DFT-
Methoden gründen jedoh im Wesentlihen wiederum auf einem Orbital-basiertem Verfahren,
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das von Kohn und Sham 1965 eingeführt wurde, um die Shwierigkeiten bei der direkten Be-
stimmung des kinetishen Anteils von E[ρ] zu überwinden [32℄. Der Kohn-Sham-Ansatz (KS)
lässt sih analog zur Hartree-Fok-Theorie formulieren, wobei nur der Austaushteil K im
Zweielektronen-Teil der Fok-Matrix (siehe Gleihung 2.28) ersetzt werden muss, durh einen
Austaush-Korrelationsteil V XC mit den Elementen








Die Gleihung 2.39 muss man in der Regel durh numerishe Verfahren integrieren (für ein
linear-skalierendes Verfahren siehe z.B. Referenz [33℄). Die exakte Form des Funktionals fXC
ist im Allgemeinen niht bekannt und die heute verwendeten Funktionale lassen sih gemäÿ




Die einfahsten Näherungen innerhalb der vorgeshlagenen heuristishen Rangfolge [35, 36℄,
die L(S)DA-Funktionale, basieren auf der loal (spin) density approximation [37,38℄ und hän-
gen nur von der Elektronendihte selbst ab. Die GGA-Funktionale (z.B. PBE [39℄) bauen auf
der generalized gradient approximation auf, d.h. hängen zudem von der ersten Ableitung der
Dihte ab. Als Meta-GGA bezeihnet man Funktionale, die zusätzlih entweder von höheren
Ableitungen oder der kinetishen Orbitalenergiedihte τ [40℄ abhängen. Eine Verbesserung
über die reinen Funktionale hinaus erreiht man typisherweise, indem man in Hybridfunk-
tionalen (z.B B3LYP [41, 42℄, PBE0 [43℄, B97-2 [44℄) den Austaush-Korrelationsteil V XC
aus einem Anteil γ exaktem Hartree-Fok-Austaush K und einem reinen DFT-Anteil V ′XC
zusammensetzt:
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2.4 Berehnung statisher Moleküleigenshaften
Die vorausgehenden beiden Abshnitte stellen Methoden vor, mit denen man die elektroni-
she Wellenfunktion bzw. Energie des Grundzustands für eine gegebene Molekülkonformation
und in Abwesenheit externer elektrisher oder magnetisher Felder (näherungsweise) bestim-
men kann. Ausgehend von der elektronishen Grundzustandsenergie lassen sih viele weitere
molekulare Eigenshaften als Antwort des molekularen Systems auf eine Störung berehnen.
Die Störung kann dabei sowohl einen externen Ursprung haben (z.B. ein elektrishes oder
magnetishes Feld) oder auh einen internen Ursprung (z.B. eine Kernverrükung oder kern-
magnetishes Moment) und kann prinzipiell zeitabhängig (dynamishe Eigenshaft) oder zeit-
unabhängig (statishe Eigenshaft) sein. Als Voraussetzung der nahstehenden Kapitel wird
hier nur auf statishe Moleküleigenshaften (z.B. molekulare Kräfte, NMR-Abshirmungen)
eingegangen. Bei der auf Energieableitungen basierenden Störungsmethode setzt man die elek-
tronishe Energie E(ξ) für den Fall einer shwahen Störung ξ als Taylor-Entwiklung um den
ungestörten Fall (0) an:





























Allgemeiner gilt dann für die Störungen durh ein externes elektrishes Feld Q, magnetishes


















·Qk ·Bl ·RmA ·µnA.
(2.42)
Indem man die grundlegenden physikalishen Abhängigkeiten der Wehselwirkung berüksih-







in der Taylor-Entwiklung identizieren (siehe z.B. Referenzen [1,45℄). So liefert beispielsweise
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Die gemishte zweite Ableitung nah äuÿerem Magnetfeld B und kernmagnetishen Moment






































(1− σA)− (1− σRef.)
1− σRef.
≃ σRef. − σA
1
, (2.46)
mit den Larmorfrequenzen νA und νRef..
Die Tabelle 2.2 gibt eine Übersiht über weitere ausgewählte molekulare Eigenshaften bis
zur zweiten Ordnung.
Tab. 2.2: Übersiht über die Berehnung ausgewählter molekularer Eigenshaften als k-te Ableitung
nah dem elektrishen FeldQ, l-te Ableitung nah dem magnetishen Feld B,m-te Ableitung
nah einer Kernkoordinate RA n-te Ableitung nah einem kernmagnetishem Moment µA
der elektronishen Energie
Molekulare Eigenshaft k l m n
Elektrishes Dipolmoment 1 0 0 0
Magnetishes Dipolmoment 0 1 0 0
Hyperfeinkopplungskonstante 0 0 0 1
Molekulare Kräfte 0 0 1 0
Elektrishe Polarisierbarkeit 2 0 0 0
Magnetisierbarkeit 0 2 0 0
Kernspin-Kopplung 0 0 0 2
Harmonishe Shwingungsfrequenzen 0 0 2 0
Kernmagnetishe Abshirmung 0 1 0 1
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2.4.1 Störungen erster Ordnung
Ausgehend von der Gleihung des RHF-Energieerwartungswerts 2.33 (oder dem analogen
Kohn-Sham-Ausdruk) ergibt sih für die erste Ableitung nah einer Störung ξ
∂
∂ξ
E0 ≡ Eξ0 = tr{P [2 · h+G(P )]}ξ + V
ξ
NN (2.47)
= tr{P ξ[2 · h+G(P )] + P [2 · hξ +Gξ(P ) +G(P ξ)]} + V ξNN
= 2 · tr{P ξ[h+G(P )︸ ︷︷ ︸
F
]}+ 2 · tr{Phξ}+ tr{PGξ(P )]}+ V ξNN,






2 (µν|κλ)ξ − (µλ|κν)ξ
}
(2.48)
und ausgenutzt wurde, dass
tr{PG(P ξ)} = tr{P ξG(P )}. (2.49)
Während sih in der Gleihung 2.47 die Ableitungen des Einelektronen-Teils hξ, der Zwei-
elektronen-Integrale (µν|κλ)ξ und der Kern-Kern-Wehselwirkungsenergie V ξNN geshlossen
berehnen lassen, kann man die gestörte Einteilhen-Dihtematrix P ξ in der Regel nur ite-
rativ bestimmen (siehe Abshnitt 2.4.2). Allerdings lassen sih die Energieableitungen erster
Ordnung so umformulieren, dass die Abhängigkeit von P ξ entfällt. Dazu kann man von der
Zerlegung in die Subraumprojektionen,

















ausgehen und die Idempotenzbedingung
P = PSP , (2.51)
deren abgeleitete Form
P ξ = P ξSP + PSξP + PSP ξ (2.52)
und die SCF-Konvergenzbedingung (siehe Gleihung 2.32)
FPS− SPF = 0 (2.53)
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berüksihtigen. Für die Projektion auf den besetzt-besetzten (oupied-oupied) Raum ergibt
sih
P ξoo = PSP
ξSP = PS
{
P ξSP + PSξP + PSP ξ
}
SP (2.54)
= PSP ξS PSP︸ ︷︷ ︸
P




+ PSP︸ ︷︷ ︸
P
SP ξSP









P ξoo = −PSξP . (2.55)
Der unbesetzt-unbesetzte (virtual-virtual) Blok von P ξ vershwindet:
P vv = (1− PS)P ξ(1− SP ) = (P ξ −PSP ξ)(1− SP ) (2.56)
= P ξ − P ξSP − PSP ξ︸ ︷︷ ︸
PSξP
+PSP ξSP︸ ︷︷ ︸
−PSξP
= 0
Berüksihtigt man die Gleihungen 2.55 und 2.56, lässt sih der von P ξ abhängige Term aus
der Gleihung 2.47 nun shreiben als
tr{P ξF } = tr{P ξvoF + P ξovF − (PSξP )F } (2.57)
= tr{(1 − PS)P ξSPF +PSP ξ(1− SP )F − PSξPF}
= tr{P ξ SPF (1− PS)︸ ︷︷ ︸
F ov




denn innerhalb der Spur lassen sih Matrixmultiplikationen zyklish permutieren und es gilt
als Folge des Brillouin-Theorems [46℄:
F vo = F ov = 0. (2.58)
Insgesamt ergibt sih damit für die Energieableitung erster Ordnung aus der Gleihung 2.47
Eξ0 = −2 · tr{PSξPF}+ 2 · tr{Phξ}+ tr{PGξ(P )]} + V
ξ
NN, (2.59)
so dass Eigenshaften erster Ordnung (z.B. Dipolmomente, Kräfte) berehnet werden können
ohne dass die gestörte Einteilhen-Dihtematrix P ξ berehnet werden muss.
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Während die Gleihung 2.59 allgemein für eine beliebige Störung gilt, hängt der Aufbau
der Terme Sξ, hξ, Gξ(P ) und V ξNN von der konkreten Störung ξ ab. Für Kraftberehnungen
sind die Ableitungen Sξ, hξ, Gξ(P ) und V ξNN ungleih null, denn alle vier Gröÿen S, h, G(P )
und VNN hängen von den Kernkoordinaten ab, für die Komponente eines Kraftvektors F
j
A (mit
i = x, y, z am Atom A) gilt also:
F iA = −E
RiA
0 = 2 · tr{PSR
i




Im Falle der Ableitung nah der Komponente eines kernmagnetishen Moments µjA (mit j =
x, y, z) ist hingegen der Term V ξNN null. Ebenso fallen die Terme S
ξ
und Gξ(P ) weg, denn die
Atomorbitale χµ hängen, bei der typishen Wahl im Rahmen von GIAO-Methoden, niht von
den kernmagnetishen Momenten ab; die Abhängigkeit von µjA wird also nur im Einelektronen-
Teil h (als Operatorableitung) beshrieben:
E
µjA
0 = 2 · tr{Phµ
j
A} (2.61)
Dabei versteht man unter GIAO Eihursprungs-einshlieÿende Atomorbitale (gauge inluding
atomi orbitals, [4749℄), die standardmäÿig die Magnetfeldabhängigkeit einbeziehen (niht
aber die Abhängigkeit von kernmagnetishen Momenten), um so den Fehler durh Eihur-
sprungsvarianz für abgebrohene Basisentwiklungen zu reduzieren (für eine ausführlihe Dis-
kussion siehe z.B. Referenz [50℄).
2.4.2 Störungen zweiter Ordnung, CPSCF-Verfahren
Um Störungen zweiter Ordnungen zu berehnen, benötigt man neben der ungestörten Ein-
teilhen-Dihtematrix P (aus dem SCF-Verfahren) die gestörte Einteilhen-Dihtematrix P ξ.
So folgt beispielsweise ausgehend von der Gleihung 2.61 für die Berehnung eines Elements














= 2 · tr{PBihµ
j
A}+ 2 · tr{PhBi, µ
j
A} (2.62)
Die gestörte Einteilhen-Dihtematrix P ξ kann für HF (und DFT-Funktionalen mit exaktem
HF-Austaush) niht in einem Shritt bestimmt werden, sondern nur iterativ, übliherwei-
se mithilfe des Coupled-perturbed-self-onsistent-eld-(CPSCF)-Verfahrens. Die dem CPSCF-
Verfahren zugrunde liegenden CPSCF-Gleihungen können in der Dihte-basierten Formulie-
rung ausgehend von der SCF-Konvergenzbedingung (Gleihung 2.53) hergeleitet werden. Die
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(FPS − SPF ) = 0 (2.63)
und daraus folgt durh Umstellen die Dihte-basierte Formulierung der CPSCF-Gleihungen
(für eine Molekülorbital-basierte Darstellung siehe z.B. Referenz [45℄ und darin enthaltene
Referenzen):












hξ +Gξ(P )} − F (ξ)PS + SξPF − FPSξ︸ ︷︷ ︸
bξ
(2.64)
Auf der rehten Seite der CPSCF-Gleihung stehen die von P ξ unabhängigen, d.h. im CPSCF-
Verfahren konstanten, Terme (bξ-Teil). Die linke Seite hängt von P ξ ab und muss in jeder
CPSCF-Iteration neu berehnet werden. Der A
ξ
1-Teil ist dabei als Matrixprodukt der ak-
tuellen gestörten Einteilhen-Dihtematrix P ξ mit der Fokmatrix und Überlappmatrix zu-
gänglih. Für den A
ξ
2-Teil muss der Zweielektronen-Teil G(P
ξ) als Dihtekontraktion der
Zweielektronen-Integrale gebildet werden (siehe Gleihung 2.48). Nah der Berehnung des
A
ξ
2-Teils wird in jeder CPSCF-Iteration eine neue gestörte Einteilhen-Dihtematrix gebildet.
Dazu kann man das Gleihungssystem




= bξ −Aξ2 (2.65)
beispielsweise mittels eines konjugierten Gradientenverfahrens [6℄ lösen. Alternativ kann die
neue gestörte Einteilhen-Dihtematrix nah dem Dihte-basierten-Laplae-transformierten-
CPSCF-Verfahren (DL-CPSCF) auh direkt bestimmt werden (siehe Abshnitt 5.4.1 und Re-
ferenz [7℄). Die erste CPSCF-Iteration gründet auf einer Anfangsshätzung, typisherweise
beginnt das CPSCF-Verfahren ausgehend nur vom bξ-Teil (der A
ξ
2-Teil auf der rehten Seite
von der Gleihung 2.65 ist null). Die Konvergenz des CPSCF-Verfahren kann wie beim SCF
durh die DIIS-Methode [18℄ beshleunigt werden. Die CPSCF-DIIS-Fehlermatrix in der n-ten
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Die Dihte-basierten Formulierungen ermöglihen für nihtmetallishe Systeme ein lineares
Skalenverhalten der Rehenzeit, wenn sie mit Sparse-Algebra-Algorithmen kombiniert wer-
den, d.h. mit Algorithmen [51℄, die dünne Besetzungen (sparsity) von Matrizen (z.B. von P )
ausnutzen können [52℄.
2.5 Molekularmehanishe Methoden
Neben den quantenmehanishen (QM) Methoden (siehe Abshnitt 2.3) bildet die Molekular-
mehanik (MM) die Grundlage der vorgestellten QM/MM-Methoden und -Berehnungen der
folgenden Kapitel. Daher sollen hier die Kernaspekte der molekularmehanishen Methoden
vorgestellt werden. Anders als die quantenhemishen Methoden (z.B. Hartree-Fok oder KS-
DFT) basieren die molekularmehanishen Methoden (oder auh Kraftfeldmethoden) niht
auf einer Beshreibung der Elektronenstruktur, sondern verbleiben auf einer atomaren Ebene:
Die elektronishe Energie wird niht als Funktional der elektronishen Wellenfunktion oder
Elektronendihte bestimmt, sondern als eine vorparametrisierte Funktion EMM der Atomko-
ordinaten R. Die Funktion EMM setzt sih typisherweise zusammen aus Energiebeiträgen für
die Dehnung von Bindungen E1↔2, der Beugung von Bindungswinkeln E1↔3, der Rotation
von Bindungsebenen E1↔4 (Bindungswehselwirkungen), sowie aus Van-der-Waals-Termen
































Die Shreibweise 1 ↔ 2, 1 ↔ 3 bzw. 1 ↔ 4 gibt dabei an, ob sih die Terme über
zwei, drei bzw. vier miteinander gebundene Atome erstreken. Die Formen der Energieterme
variieren für vershiedene Kraftfelder. Typisherweise werden die Terme E1↔2n und E
1↔3
n durh
einfahe Potenzreihen-Entwiklungen um einen festgelegten Gleihgewihts-Bindungsabstand
Requn bzw. -winkel Θ
equ
n angesetzt, für das Beispiel des Amber-Kraftfeldes [53℄ als einfahe
quadratishe Funktionen




mit dem Bindungsabstand Rn, dem Bindungswinkel Θn und den Kraftfeldparametern kn,






n (1 + cos[ωn]) + k
′′′
n (1− cos[2ωn]) + · · · (2.69)
mit den Diederwinkeln ωn, teilweise zusätzlih mit Korrekturen für Änderungen von Auÿer-
Ebenen-Winkeln. Van-der-Waals-Wehselwirkungen zwishen Atompaaren im Abstand Rn














mit den partiellen Punktladungsparametern qn,1 und qn,2. Die Kraftfeldparameter werden
durh Fitten an experimentelle Daten oder mithilfe von ab-initio Rehnungen Atomtyp-basiert
oder für Einzelfragmente (z.B. Aminosäuren, Nukleotide et.) bestimmt (für eine Übersiht
und Einteilung der Kraftfelder siehe z.B. Referenz [1℄).
Die Kräfte für Molekulardynamik-Rehnungen (Abshnitt 2.2) oder Geometrieoptimierun-
gen berehnet man analog zu der Gleihung 2.12 dann näherungsweise als
FA = −∇AEMM. (2.72)
Neben der prinzipiellen Frage nah der Verfügbarkeit und Qualität der Kraftfeldparameter für
ein bestimmtes System lassen sih einige besondere Problematiken einer einfahen Kraftfeld-
beshreibung festmahen:
 Die Bindungstypen müssen vor der Rehnung festgelegt werden und können sih niht
ändern
 Kopplungen zwishen den Energietermen sind vernahlässigt (z.B. insbesondere Polari-
sationseekte bei den elektrostatishen Wehselwirkungen)
 Gleihgewihtsferne Strukturen werden in der Regel shleht beshrieben
 Chemishe Reaktionen (z.B. shon einfahe Protonenübertragungen) können im Allge-
meinen niht beshrieben werden
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2.6 QM/MM-Methoden
Der Abshnitt 2.3 führt quantenhemishe Methoden ein, mit deren Hilfe molekulare Systeme
auf hohem theoretishen Niveau beshrieben werden können. Neben den quantenhemishen
Methoden ermöglihen molekularmehanishe Methoden eine eziente Beshreibung auf ei-
nem niedrigeren theoretishen Niveau, wobei allerdings teilweise die Genauigkeiten niht aus-
reihen (siehe Abshnitt 2.5). Um eine innere Molekülregion (z.B. ein gelöster Sto oder ein
aktives Enzymzentrum) möglihst genau zu beshreiben und gleihzeitig groÿe Umgebungen
möglihst ezient zu berüksihtigten, kombinieren QM/MM-Ansätze die quantenhemishe





Abb. 2.3: a) Shema einer inneren (inner) und äuÿeren (outer) Molekülregion als Grundlage des
QM/MM-Ansatzes; b) Beispiel eines gelösten Moleküls [55℄ (innere Region) in Wasser (äu-
ÿere Region); ) Beispiel eines DNA-Enzym-Komplexes [56℄; das aktive Zentrum in der Nähe
des blau gezeigten Residuums bildet die innere Region, die DNA-Proteinumgebung die äu-
ÿere Molekülregion.
Prinzipiell lässt sih der QM/MM-Ansatz sowohl in einer additiven als auh subtraktiven
Weise formulieren [57℄. Die Berehnungen und Untersuhungen der nahfolgenden Kapitel
basieren auf der additiven Formulierung. Ausgehend vom quantenmehanishen Standpunkt
setzt man für die additive Formulierung den Hamilton-Operator des Gesamtsystems formal
zusammen als
Ĥ = Ĥ i + Ĥo + Ĥ i,o. (2.73)
Die Operatoren Ĥ i und Ĥo beshreiben jeweils die Hamilton-Operatoren der isolierten inneren
bzw. äuÿeren Molekülregion und Ĥ i,o repräsentiert die Wehselwirkung zwishen der inneren
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Die (vom QM-Standpunkt aus gravierende) Näherung des QM/MM-Ansatzes ersetzt den
Energieerwartungswert für die äuÿere Region Eo durh den entsprehenden Kraftfeldausdruk
EoMM (siehe vorangehender Abshnitt):
E ≈ Ei + EoMM + Ei,o (2.75)
Ein Kernaspekt der vershiedenen QM/MM-Shemata liegt darin, wie die Wehselwirkung
Ei,o zwishen QM- und MM-Teilsystem beshrieben wird. Im Allgemeinen untersheidet man
dazu eine Hierarhie von drei Modellen: die mehanishe, elektrostatishe und polarisierbare
Einbettung [58℄. Bei der mehanishen Einbettung wird die QM/MM-Wehselwirkung nur mo-
lekularmehanish behandelt und die äuÿeren Atome werden für die QM-Rehnung vollständig
vernahlässigt. Der Term Ei,o beinhaltet also nur konventionelle MM-artige Beiträge für Bin-
dungen, van-der-Waals und klassishe elektrostatishe Wehselwirkungen (für die Notation
und prinzipielle Form der einzelnen Terme siehe den vorangehenden Abshnitt):











Die nähste Stufe, die elektrostatishe Einbettung, berüksihtigt hingegen den elektrostati-
shen Beitrag der QM/MM-Wehselwirkung im QM-Teil und nur die Bindungs- und Van-der-
Waals-Wehselwirkungen werden weiterhin molekularmehanish beshrieben:










Der Operator Ĥ i,oES umfasst die elektrostatishe Wehselwirkung der Ne inneren Elektronen
und NN Kerne mit den Nq äuÿeren Punktladungen qn (in atomaren Einheiten)















und kann zum Hamilton-Operator des QM-Systems Ĥ i addiert werden. Für den Energieer-
wartungswert insgesamt gilt dann bei der elektrostatishen Einbettung:
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Die Einbeziehung von Ĥ i,oES im QM-Teil verändert die Lösung des SCF-Verfahrens (und darauf
aufbauender Korrelationsmethoden) und ermögliht so, dass die MM-Region die elektronishe
Struktur der QM-Region beeinusst (polarisiert). Eine weitere Verbesserung der QM/MM-
Kopplung kann erreiht werden, wenn polarisierbare Kraftfelder verwendet werden, um auh
eine Polarisierung des MM-Teils durh den QM-Teil zuzulassen. Typisherweise steigt der
Rehenaufwand für polarisierbare Einbettungsshemata allerdings bereits erheblih an. Die
folgenden Kapitel der Arbeit basieren auf der elektrostatishen Einbettung als das derzeitig
am häugsten verwendete Kopplungsshema.
Ein weiterer zentraler Aspekt vershiedener QM/MM-Kopplungsshemata ist, wie kova-
lente Bindungsbrühen an der QM/MM-Grenzähe beshrieben werden: So müssen als ein
Beispiel kovalente Bindungen gebrohen werden, wenn das aktive Zentrum eines Enzyms die
innere QM/MM-Region und das restlihe Protein die äuÿere QM/MM-Region bilden soll. Ty-














sentiert. Daher wurden vershiedene QM/MM-Ansätze entwikelt, die das QM-Teilsystem in
vershiedener Weise absättigen, im einfahsten Fall durh Wasserstoatome. Die Gleihung
(2.75) muss dann so angepasst werden, dass die Energiebeiträge der Bindungsatome (link
atoms) oder auh einer Grenzregion (boundary region) einbezogen sind. Grenzregion-basierte
Shemata behandeln die Grenzregion dabei sowohl im QM- als auh MM-Teil, während Bin-
dungsatome nur im QM-Teil behandelt werden [57℄.
Die Gleihungen 2.76 und 2.77 formulieren den QM/MM-Ansatz für den Energieerwar-
tungswert für den Fall der mehanishen bzw. elektrostatishen Einbettung. Davon ausgehend
sind molekulare Eigenshaften auf QM/MM-Niveau als Energieableitung zugänglih (siehe Ab-
shnitt 2.4). So kann z.B. eine Kraft auf QM/MM-Niveau als negativer Gradient der QM/MM-
Energie an der Stelle eines Atomkerns A berehnet werden, also im Falle der mehanishen
Einbettung als
FA = −∇A{Ei + EoMM + Ei,oMM} (2.80)
oder im Falle der elektrostatishen Einbettung als
FA = −∇A{Ẽi,o + EoMM + Ei,oBind./VdW}. (2.81)
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Für die Ableitung nah einem inneren Kern Ai vereinfaht sih die Gleihung 2.80 zu
FAi = −∇Ai{Ei + Ei,oMM} (2.82)
und die Gleihung 2.81 zu
FAi = −∇Ai{Ẽi,o + Ei,oBind./VdW}. (2.83)
Analog wird für eine Ableitung nah einem äuÿeren Kern Ao aus der Gleihung 2.80
FAo = −∇Ao{EoMM + Ei,oMM}, (2.84)
während in der Gleihung 2.81 kein Term wegfällt, also ein Kraftbeitrag für die äuÿeren Kerne
quantenmehanish berehnet werden muss.
Nah Gleihung 2.44 berehnet man den kernmagnetishen Abshirmtensor als gemishte,
zweite Energieableitung nah dem äuÿeren Magnetfeld und kernmagnetishem Moment, für








Da die Kraftfeldenergien übliherweise niht vom äuÿeren Magnetfeld oder kernmagnetishen
Moment abhängen reduziert sih die Gleihung 2.85 zum konventionellen, rein quantenmeha-
nishen Ausdruk. Einen Einuss auf die Abshirmungen an den Stellen der QM-Atome durh














Eine der Shlüsselgröÿen bei quantenhemishen Berehnungen auf Hartree-Fok- oder Kohn-
Sham-DFT-Niveau sind die Zweielektronen-Vierzentren-Integrale zur Beshreibung der Elek-
tron-Elektron-Wehselwirkung, deren Berehnung formal mit der vierten Potenz der System-
gröÿe skaliert. Die in den letzten Jahrzehnten entwikelten Integral-Sreeningverfahren zur
Reduktion des formalen Skalenverhaltens (siehe Abshnitt 2.3.1) bestimmen wesentlih den
Ablauf ezienter SCF-Verfahren. So ist das direkte SCF seit seiner Einführung in den 80er
Jahren [19,21,59℄ zum Standardverfahren geworden, um die Hartree-Fok- bzw. Kohn-Sham-
Gleihungen für groÿe Moleküle zu lösen. Indem in jeder SCF-Iteration die Zweielektronen-
Integrale neu berehnet werden, vermeidet die direkte Methode die Berehnung und Speihe-
rung einer quadratishen Anzahl von Zweielektronen-Integralen vor der ersten SCF-Iteration,
im Gegensatz zum indirekten SCF-Verfahren, das auf ein konventionelles Shwarz-Sreening
(siehe Gleihung 2.34) zurükgreift. Auf diese Weise umgeht die direkte Methode einerseits
die Beshränkungen aufgrund von Speiherkapazitäten und ermögliht zudem, dass in den
Iterationen die aktuelle Einelektronen-Dihtematrix in das Integralsreening miteinbezogen
werden kann (siehe Gleihung 2.35). Dadurh kann man typisherweise sehr viel mehr Inte-
grale vernahlässigen und linear-skalierende Methoden auf der Grundlage der Lokalität der
Einteilhen-Dihtematrix ableiten (siehe z.B. Referenzen [22, 23℄). Andererseits bedingt das
mehrmalige Berehnen von Zweielektronen-Integralen natürlih einen prinzipiell übershüssi-
gen Mehraufwand beim direkten SCF-Verfahren.
Nahfolgend wird ein verändertes quasi-indirektes bzw. semidirektes SCF Verfahren präsen-
tiert, mit dem sowohl ein lineares Skalenverhalten als auh eine eziente Wiederverwendung
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der Zweielektronen-Integrale erzielt werden kann. Die Genauigkeit und das Skalenverhalten
des konventionellen direkten SCFs bleibt dabei unverändert, da die gleihen Integrale für die
Integral-Dihte-Kontraktionen (siehe Gµν(P ) in Gleihung 2.28) verwendet werden und nur
ihr Verwendungsweg verändert wird. Die Ezienz des Verfahrens wird für vershiedene Sys-
teme für den zeitbestimmenden Austaushteil gezeigt. Die Darstellung des linear-skalierendes
indirekten bzw. semidirekten SCF-Verfahrens im folgenden Abshnitt ist in Teilen in der Pu-
blikation,
D. Flaig and C. Ohsenfeld,
Combining the Advantages of Semi-Diret Shemes and Linear-Saling
Self-Consistent Field Methods,
Mol. Phys. 108, 2725 (2010).
enthalten. Die wesentlihen Inhalte sind in Abshnitt 3.2 als Teil dieser Arbeit einbezogen,
teilweise durh weitere Aspekte ergänzt, so z.B. neue Details bei der Implementierung, Unter-
suhungen des Skalenverhaltens und der Kombination mit einer parallelen Implementierung
für die Zweielektronen-Integrale.
Im Anshluss an die neue Integralspeiher-Methode wird eine ergänzende Sreeningmetho-
de beshrieben, die eine weitere Ezienzsteigerung gegenüber konventionellen SCF-Methoden
ermögliht. Die neue Sreeningmethode berüksihtigt Abstandsinformationen zwishen den
Bra- und Ket-Ladungsverteilungen (siehe Gleihung 2.30 und 2.31) des Zweielektronen-Inte-
grals, wie ausführlih in einer kürzlih veröentlihten Arbeit von S. A. Maurer et al. [60℄
dargestellt. Der Abshnitt 3.3 beshränkt sih auf die wesentlihen Beiträge zu der Veröent-
lihung im Rahmen dieser Dissertation.
3.2 Linear-skalierendes quasi-indirektes bzw. semidirektes SCF-Verfahren
Das grundlegende Konzept des neuen linear-skalierenden in- bzw. semidirekten SCF-Verfah-
ren besteht darin zu vermeiden, eine quadratishe Anzahl an Zweielektronen-Integralen vor
dem SCF zu berehnen, indem die dünne Besetzung der Einteilhen-Dihtematrix shon beim
erstmaligen Berehnen und Speihern ausgenutzt wird. Zu diesem Zwek, werden die Integra-
le niht vor dem SCF, sondern erst in einer frühen SCF Iteration gespeihert, typisherweise
in der ersten teuren SCF-Iteration, in der eine vollständige und aussagekräftige Einteilhen-
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Dihtematrix für das Integralsreening zur Verfügung steht. Die Auswahl basiert auf dem gän-
gigen Dihte-basierten Shwarz-Sreening (siehe Gleihung 2.35). Die zweite Iteration ist als
Speiheriteration typisherweise aus zwei Gründen eine gute Wahl: Zum einen ist die Anfangs-
shätzung in der ersten Iteration (z.B. Superposition atomarer Dihten et.) noh shleht für
eine aussagekräftige Integralauswahl. Allerdings ist hier die Berehnung des Zweielektronen-
Teils sehr shnell, da die SAD-Anfangsdihte sehr dünn besetzt ist. Andererseits, shrumpft
der potentielle Zeitgewinn, wenn die Integrale erst in einer späteren als der zweiten Iterati-
on abgespeihert werden. Dabei zeigt sih, dass die Einteilhen-Dihtematrix in der zweiten
Iteration shon sehr repräsentativ für die konvergierte Dihtematrix ist.
Um den zusätzlihen Aufwand durh den Speiherzugri zu minimieren, ist die neue Metho-
de darauf ausgelegt, die Integrale im Hauptspeiher abzulegen. Gleihwohl ist die Speiherung
auf der Festplatte natürlih prinzipiell möglih, allerdings erweist sie sih für konventionel-
le Speihermedien als niht lohnenswert. Die Beshränkung auf den Hauptspeiher bedeutet
allerdings zugleih, dass für groÿe Moleküle oder Basissätze zusätzlihe Kriterien für die Aus-
wahl abzuspeihernder Integrale erforderlih werden können, trotz des stetigen Anwahsens
der Hauptspeiher-Kapazitäten. Deshalb übernimmt die vorgestellte Methode die etablierten
Zeit- und Gröÿenabshätzungen der semidirekten SCF-Theorie [19℄; das Zeitkriterium wird
durh Zählung der Gleitkomma-Operationen bei der Integralberehnung verbessert.
Um die Stärken der CFMM- [24℄ und LinK-Methode [22, 23℄ von linear-skalierenden SCF-
Verfahren ausnutzen zu können, bilden die derzeitigen direkten Methoden den Austaush-
und Coulombteil getrennt. Dabei ist der Austaushteil in der Regel etwa drei- bis fünfmal so
zeitaufwändig wie der Coulombteil, abhängig von den Integral-Grenzwerten, Basissätzen und
dem molekularen System. Aus diesem Grund konzentrieren sih die Untersuhungen hier auf
den Austaushteil, wobei die Methode prinzipiell auh auf die Nahfeld-Integrale des Coulomb-
Teils übertragen werden kann.
3.2.1 Implementierung
Die neue Integral-Speihermethode wurde in einer Entwiklungsversion von Q-Chem imple-
mentiert. Die Abbildung 3.1 fasst die Implementierung zusammen, die aus drei Hauptshrit-
ten besteht: Die erste Iteration ist vollkommen identish zu einem konventionellen direkten
SCF-Verfahren, das von einer Standardanfangsshätzung ausgeht, z.B. der Superposition ato-
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 1. Iteration




 Berehnung der signikanten Zweielektronen-Integrale
 Speiherung der ausgewählten Zweielektronen-Integrale
 folgende Iterationen
 verändertes Integral-Sreening
 Berehnung der fehlenden Zweielektronen-Integrale
 Einlesen bereits berehneter Zweielektronen-Integrale
Abb. 3.1: Übersiht über die Kernbestandteile der quasi-indirekten bzw. semidirekten Methode
marer Dihten (SAD), die typisherweise zu einer shnellen Berehnung der ersten Iterati-
on führt. Die zweite Iteration ist diejenige, in der die Integrale ausgewählt, gesreent, be-
rehnet und im Hauptspeiher abgelegt werden. In den nahfolgenden Iterationen wird dann
ein verändertes Integralsreening durhlaufen, die Integrale werden wiedereingelesen und 
falls nötig zusätzlihe Integrale berehnet. Der Auswahl-Durhlauf in der zweiten Iteration
beinhaltet ein Dihte-basiertes Shwarz-Sreening und setzt die zusätzlihen Auswahlkrite-
rien um, sowohl das Zeit- als auh das Gröÿenkriterium. Da weder die tatsählihe Gröÿe
eines bestimmten Zweielektronen-Integrals noh die erforderlihe Zeit zu dessen Berehnung
im Voraus bekannt ist, muss man wiederum auf Abshätzungen zurükgreifen. So ermögliht
ein zusätzliher Benutzer-denierter Grenzwert ϑsize auf der Grundlage der konventionellen
Shwarz-Shätzer groÿe Zweielektronen-Integrale für die Speiherung auszuwählen. Denn die
groÿen Zweielektronen-Integrale werden am wahrsheinlihsten in späteren SCF-Iterationen
wiederverwendet, vor allem wenn das Integralsreening Dierenzdihten verwendet und die
Fok-Matrix inkrementell gebildet wird [19, 21℄.
Das zweite Kriterium, die Zeit zur Berehnung eines Integrals, kann man durh die Anzahl
an Gleitkomma-Operationen nflop abshätzen, die ein bestimmter Berehnungspfad für eine
Integralklasse benötigt, geteilt durh die Anzahl an Integralen pro Klasse. Als Integralklasse
ist dabei der Satz an Integralen deniert, der den gleihen Drehimpulstyp und Kontrakti-
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onsgrad aufweist. Die Abbildung 3.3 zeigt am Beispiel des zyklishen S6-Allotrops die gute
Korrelation zwishen der Rehenzeit und der Anzahl an Gleitkomma-Operationen pro Inte-
gralklasse (gemittelt für 50 Bildungen der Austaushmatrix). In der derzeitigen Umsetzung
wird ein Integral daher nur gespeihert, wenn es eine Minimalzahl ϑflop an Gleitoperationen
übersteigt. Die Minimalzahl ϑflop gibt der Benutzer dabei niht explizit an, sondern sie ergibt
sih aus dem Gröÿenkriterium ϑsize und den verfügbaren Speiherkapazitäten (wenn insgesamt
genug Speiher verfügbar ist, ndet also keine zusätzlihe Auswahl aufgrund von ϑflop statt).
Sobald die genaue Anzahl der zu speihernden Zweielektronen-Integrale feststeht, kann
der gesamte Speiher zur Integralspeiherung freigegeben werden. In der anshlieÿenden (un-
veränderten) Berehnung werden diejenigen Zweielektronen-Integrale hintereinander in den
Integralspeiher abgelegt, die zum gleihen Shalenquartett gehören und der Oset jedes ge-
speiherten Shalenquartetts dann zusätzlih gespeihert (eine Shale bezeihnet den Satz an
Integralen mit den gleihen Atomzentren und Exponenten, aber untershiedlihen Drehimpul-
sen). Der Speiher für die Oset-Werte ist dabei so organisiert, dass er potentiell nur linear
mit der Systemgröÿe anwähst.
Das veränderte Integralsreening in den folgenden Iterationen entsheidet darüber, wel-
he Integrale gemäÿ des Dierenzdihte-basierten Shwarz-Sreenings signikant sind, und
welhe davon wiedereingelesen werden können oder zuerst berehnet werden müssen. Inner-
halb der vorgestellten Methode können also zwei Gründe dafür verantwortlih sein, dass
Integrale in späteren Iterationen neu berehnet werden müssen: Erstens die Änderungen
der Dierenzdihte-Matrix und damit der Einuss auf das aktuelle Dihte-basierte Shwarz-
Sreening und zweitens die zusätzlihen Auswahlkriterien ϑsize und ϑflop. Die zusätzlih be-
nötigten Integrale werden shlieÿlih wie in einem gewöhnlihen direkten Verfahren berehnet
und kontrahiert.
3.2.2 Abhängigkeiten der Geshwindigkeitszuwähse
Die Abbildung 3.2 zeigt die maximalen theoretishen Geshwindigkeitszuwähse eines Inte-
gralspeiher-Verfahrens verglihen mit dem direkten Verfahren, unter der Annahme, dass das
Integralspeiher-Verfahren die gesamte Zeit der Integralberehnung einsparen könnte und kei-
nerlei zusätzlihe Zeit, z.B. für den Speiherzugri, investiert werden müsste. Die maximalen
theoretishen Geshwindigkeitszuwähse sind über vershiedenen Prozentsätzen aufgetragen,
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Abb. 3.2: Maximaler theoretisher Geshwindigkeitszuwahs g = tdir/tsemdir =
1
1−p für die Bildung
der HF-Austaushmatrix abhängig vom Prozentsatz der Integralberehnung an der Aus-
taushzeit.
die das Programm für die Integralberehnung gemessen an der gesamten Austaushzeit aus-
maht. Wenn der Prozentsatz also beispielsweise 66.7 % (zwei Drittel) betragen würde, wäre die
Integralspeiher-Methode bestenfalls dreimal so shnell bei der Bildung der Austaushmatrix
wie das direkte Verfahren. Natürlih maht sih in der tatsählihen Rehenzeit der Speiher-
zugri bemerkbar und, noh wesentliher, verbleibt die Rehenzeit der Integrale in der zweiten
Iteration. Zum Vergleih führt die Tabelle 3.1 die CPU-Zeiten für die einzelnen Bestandteile
der Integralspeiher-Methode und der direkten Methode auf, für das Beispiel eines Basenpaars
Desoxyadenosin und Desoxythymidin DNA(A-T)1 [61℄. Die Zeitmessungen wurden seriell (auf
einem Core) eines Intel-Xeon-Rehners (2x CPU E5420, quadore, 64 GB RAM) durhge-
führt. Für die Integralspeiher-Methode ist die Zeit für die Auswahl, die Speiherung und das
Einlesen der Integrale angegeben, zusätzlih zur Sreening-, Rehen-, und Kontraktionszeit.
Die Integralauswahl basiert auf der zweiten Dihtematrix. Für die Iterationen drei bis aht
ist die Gesamtzeit für die jeweiligen Bestandteile aufgeführt (jeweils werden die Fokmatrizen
inkrementell gebildet). Neben der spezishen Iterationszeit geht aus der Tabelle auh die Ge-
samtzeit für das SCF hervor. Der angegebene Prozentsatz bezieht sih jeweils auf die gesamte
Austaushzeit innerhalb der Integral-Speihermethode bzw. der direkten Methode. In der di-
rekten Methode nimmt die Integralrehenzeit ungefähr 65.5 % der gesamten Austaushzeit
ein. Natürlih kann die Integralspeiher-Methode niht die Integralrehenzeit in der zweiten
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Tab. 3.1: CPU-Zeit t (in Sekunden) und Prozentsatz p vershiedener Teilshritte bei der Bildung
der Austaushmatrix im Integral-Speiherverfahren und der direkten SCF-Methode für







Ite. Shritt t [s℄ (p [%℄) t [s℄ (p [%℄)




3 (1.5) 3 (1.0)
Berehnung
b
40 (20.6) 40 (13.6)
Kontraktion
c
17 (8.8) 17 (5.6)
Auswahl
d
3 (0.1) - -
Speiherung
e
9 (4.6) - -




16 (8.2) 12 (4.0)
Berehnung
b
1 (0.5) 156 (51.9)
Kontraktion
c
0 (0.2) 60 (19.9)
Einl.+Kontr.
f
96 (49.5) - -
gesamt 116 (59.8) 234 ( 77.7)
total 194 (100) 301 (100)
a




Kontraktion der Zweielektronen-Integrale mit der Dihtematrix
d
Lauf zur Auswahl der teuren und groÿen Zweielektronen-Integrale
e
Speiherung der ausgewählten Zweielektronen-Integrale
f
Einlesen und Kontraktion der Zweielektronen-Integrale
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Tab. 3.2: a) Einuss des Integral-Grenzwerts ϑInt und b) des SCF-Konvergenzkriteriums ϑSCF auf
die Geshwindigkeitszuwähse g = tdir./tsem. zur Bildung des Austaushteils für das
DNA(A-T)1-System. Für a) wurde durhgehend ϑSCF = 10
−4




a) − log(ϑInt) 6 7 8 9 10
Zuwahs 1.36 1.43 1.47 1.49 1.52
b) − log(ϑSCF) 3 4 5 6 7
Zuwahs 1.35 1.52 1.60 1.65 1.68
Iteration einsparen, sondern nur diejenige der Einleseiterationen drei bis aht (51.9 %). Daher
beträgt der bestmöglihe Geshwindigkeitszuwahs für dieses Beispiel g = 2.08. Die Annah-
me, dass die Zeit für die Berehnung der zusätzlihen Integrale in den Iterationen drei bis
aht vernahlässigbar ist, erweist sih hier als rihtig: Die Zeit sinkt auf ungefähr 0.5 % der
Austaushzeit und daraus zieht die Integralspeiher-Methode natürlih ihre Geshwindigkeits-
zuwähse. Auf der anderen Seite muss zusätzlihe Zeit für die Integralauswahl, -speiherung,
das veränderte Sreening und das Einlesen der Integrale verwendet werden, was den eekti-
ven Geshwindigkeitszuwahs auf 1.51 im Vergleih zu dem bestmöglihen Zuwahs von 2.08
reduziert.
Der eektive Geshwindigkeitszuwahs der Integralspeiher-Methode hängt von vershiede-
nen Aspekten ab, die im Folgenden betrahtet werden. Die Tabelle 3.2 zeigt die Abhängigkeit
vom Integralgrenzwert und SCF-Konvergenzkriterium, wieder am Beispiel von DNA(A-T)1.
Für veränderte Integralgrenzwerte wurde ein konstantes SCF-Konvergenzkriterium verwendet
(a) und umgekehrt (b). Die Geshwindigkeitszuwähse steigen, je strenger die Integralgrenz-
werte sind, weil sih damit das Rehenzeit-Verhältnis zwishen Sreening, Kontraktion und
Integralberehnung in Rihtung Integralberehnung vershiebt. Da man mithilfe der Methode
nur ab der dritten Iteration Rehenzeit einsparen kann, steigt der Geshwindigkeitszuwahs
zudem, je strenger das SCF-Konvergenzkriterium ist und je mehr SCF-Iterationen deshalb
notwendig sind.
Darüber hinaus hängen die Geshwindigkeitszuwähse vom Basissatz und dem molekula-
ren System ab. Wiederum steigen die Zuwähse, wenn die Integralberehnung in den späteren
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Tab. 3.3: Geshwindigkeitszuwähse bei der Bildung des Austaushteils bei vershiedenen molekularen
Systemen und Basissätzen für zwei vershiedene Grenzwertsätze. Zusätzlih ist der Energie-








Alkane C20H42 6-31G* 1.39 1.51 7
DNA (AT)1 SVP 1.55 1.68 2
Peptide Gly6 TZP 1.59 1.72 20
Kohlenhydrate Glu2 -pVDZ 1.83 2.07 15
Peruorierte Silane Si6F18 -pVTZ 2.10 2.39 70
Shwefelring S6 -pVQZ 2.79 3.70 13
a α/β steht für ein SCF-Konvergenzkriterium ϑSCF = 10
−α
und einen
Integralgrenzwert ϑInt = 10
−β
b
Absolute Energiedierenz zwishen der Verwendung von 7/10- und
5/8-Grenzwerten
SCF-Iterationen teurer sind, verglihen mit den Sreening- und Kontraktionsshritten. Des-
halb erreiht die Methode die gröÿten Zuwähse für shwere Atome und aufwändige Basis-
sätze. Die Tabelle 3.3 listet einige Beispielrehnungen mit zunehmendem Gewinn der neu-
en Integralspeiher-Methode gegenüber dem direkten SCF auf. Für das Beispiel des yli-





erreiht die Integralberehnung in den Einleseiterationen 78 % der gesamten
Austaushzeit und der gröÿte beobahtete Geshwindigkeitszuwahs von 3.70 wird so erreiht
(der maximale Geshwindigkeitszuwahs gemäÿ den Annahmen in Abbildung 3.2 beträgt hier
4.55).
Die bislang beshriebenen Fälle verwenden alle eine Integralauswahl basierend auf der ers-
ten berehneten Dihtematrix (die zweite Dihtematrix), ohne dass zusätzlih die Kriterien
ϑsize und ϑflop eingesetzt wurden, d.h. 100 % der durh die erste berehnete Dihtematrix aus-
gewählten Integrale wurden gespeihert. Allerdings können für groÿe Systeme wegen Speiher-
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Tab. 3.4: Prozentsatz gespeiherter Zweielektronen-Integrale in der zweiten Iteration und zusätzlih
berehnete Integrale in späteren Iterationen für DNA(A-T)1, Basissatz TZP, Konvergenzkri-
terium ϑSCF = 10
−5
, Integralgrenzwert ϑint = 10
−8
und Integralspeiher-Grenzwert ϑsize.
Der Prozentsatz bezieht sih auf die Anzahl an berehneten Integralen in der zweiten SCF-
Iteration (4347.95 Millionen). In allen Fällen wird die Fokmatrix inkrementell gebildet.
abspeihern berehnen
iter. 2 iter. 3 ite. 4 iter. 5 iter. 6
direktes SCF 0.00 92.00 81.93 68.37 54.98
kein ϑsize 100.00 0.76 0.13 0.00 0.00
ϑsize = 10
−4
68.43 24.98 17.65 9.25 3.46
beshränkungen die zusätzlihen Kriterien ϑsize und ϑflop wesentlih sein und ihr Einuss auf
die beshriebene Integralspeiher-Methode wird im Folgenden betrahtet, begonnen mit dem
Eekt des Kriteriums ϑsize. Am Beispiel des Systems DNA(A-T)1 und einer TZP-Basis ana-
lysiert die Tabelle 3.4 drei vershiedene Fälle:
 die direkte Methode (erster Fall) speihert keine Integrale
 beim zweiten Fall werden alle Integrale gespeihert, wie sie durh die erste berehnete
Dihtematrix ausgewählt werden
 der dritte Fall shränkt die Integralauswahl des zweiten Falls weiter ein, indem nur
Integrale mit Shwarz-Shranken gröÿer als ϑsize = 10
−4
gespeihert werden.
Die Ergebnisse in Tabelle 3.4 zeigen, dass im dritten Fall die Anzahl benötigter Zweielektronen-
Integralen in späteren Iterationen stark erhöht ist: Zum Beispiel müssen in der dritten SCF-
Iteration 24.98 % anstatt von 0.76 % zusätzlih berehnet werden. Die Speiheranforderungen
sinken dabei zwar von 32.4 GB auf 22.2 GB (68.43 %). Allerdings sinkt als Konsequenz der
zusätzlih benötigten Integrale der Geshwindigkeitszuwahs auh deutlih erkennbar von 1.55
auf 1.40.
Andere geeignete Beispielrehnungen (siehe Abbildung 3.3) an einem zyklishes S6-System
betrahten den Einuss des zweiten zusätzlihen Speiherkriteriums ϑflop (-pVQZ-Basis, In-
tegralgrenzwert ϑInt = 10
−8
, Konvergenzkriterium ϑInt = 10
−5
). Die Auswahl nah der An-
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Abb. 3.3: Korrelation zwishen der CPU-Zeit t [s℄ der Integralberehnung und der Anzahl der benötig-
ten Gleitkomma-Operationen Nflop (bei der Bildung des Austaushteils innerhalb der zweiten
SCF-Iteration, gemittelt über 50 Durhläufe) für das zyklishe S6-Molekül und aug--pVTZ-
Basis. Die Zeiten für Integralklassen mit 110, 10100, . . . , Gleitkomma-Operationen wurden
gemittelt und nur ein Datenpunkt eingezeihnet.
zahl der Gleitkomma-Operationen pro Integral ϑflop erweist sih als sehr ezient: Sie führt
zu einem fast konstanten Geshwindigkeitszuwahs von 2.70 gegenüber 2.79, wenn alle In-
tegrale abgespeihert werden. Zugleih reduzieren sih allerdings die Speiheranforderungen
von 100 % (31.02 GB) auf 61.76 % (19.16 GB). Demgegenüber zeigt ein anderes Kriteriums,
die Auswahl gemäÿ des Produkts von Gesamtdrehimpuls und Kontraktionsgrad, einen Zu-
wahs von 2.53 (bei ungefähr gleiher Reduktion der Speiheranforderungen). Wer während
der Integralberehnung einfah so lange Integrale in ihrer Standardreihenfolge speihert, bis
die Speihergrenze übershritten ist, erreiht in diesem Fall nur einen Zuwahs von 1.44.
3.2.3 Untersuhungen des Skalenverhaltens
Um das Skalenverhalten der neuen Integralspeiher-Methode exemplarish zu untersuhen,
werden zunähst drei Modellsysteme betrahtet: Lineare Alkane, helikale Oligopeptide und
Amylosefragmente, die jeweils systematish vergröÿert werden können. Die Tabelle 3.5 stellt
die Ergebnisse der neuen Integralspeiher-Methode zusammen und vergleiht sie mit einer kon-
ventionellen semidirekten Methode und der direkten Methode. Neben der CPU-Zeit zur Bil-
dung des Austaushteils und dem Zeit-Skalenverhalten führt die Tabelle für die beiden Integral-
Speihermethoden auh die Speiheranforderungen und das Skalenverhalten des Speiherbe-
47
KAPITEL 3. EFFIZIENTE LINEAR-SKALIERENDE SCF-VERFAHREN
Tab. 3.5: Gesamte CPU-Zeit t (in Sekunden) zur Bildung des Austaushteils, Speiheranforderungen
m (in GB) und Skalenverhalten (nx) für lineare Alkane Alkn (n C Atome), helikale Peptide
Glyn (n Glyin-Einheiten) und Amylose-Fragmente Glun (n Gluose-EInheiten) (Basissatz
6-31G*, Konvergenzkriterium ϑSCF = 10
−5
, Integralgrenzwert ϑInt = 10
−7
). Die vorgestellte
Integral-Speihermethode (P-Sreening) wird mit der direkten SCF-Methode (mit LinK-
Sreening) und einer konventionellen semidirekten Methode (kein P-Sreening) verglihen,
die keine Dihtematrix beim Integralsreening miteinbezieht, sondern Gröÿen- und Zeitab-
shätzungen (siehe Text). Für die Abhängigkeit der Geshwindigkeitszuwähse vom Basis-
satz, den Integralgrenzwerten und Konvergenzkriterien siehe die Tabelle 3.3 (z.B werden für
gröÿere Basissätze gröÿere Geshwindigkeitszuwähse erzielt).
Integralspeiher-Methode direkt (LinK)









Alk10 (194) 9 0.14 6 0.36 10
Alk20 (384) 34 (1.95) 0.62 (2.18) 23 (1.97) 1.44 (2.03) 30 (1.60)
Alk40 (764) 108 (1.68) 2.84 (2.21) 59 (1.37) 4.20 (1.56) 80 (1.43)
Alk80 (1524) 344 (1.68) 11.66 (2.05) 145 (1.30) 9.81 (1.23) 191 (1.26)
Alk160 (3044) 1136 (1.73) 47.26 (2.02) 343 (1.24) 21.03 (1.10) 421 (1.14)
Gly3 (221) 19 0.25 13 0.71 20
Gly6 (419) 72 (2.08) 1.14 (2.37) 49 (2.07) 3.04 (2.27) 68 (1.91)
Gly12 (815) 263 (1.95) 5.31 (2.31) 166 (1.83) 11.21 (1.96) 214 (1.72)
Gly24 (1607) 835 (1.70) 23.00 (2.16) 416 (1.35) 29.36 (1.42) 520 (1.31)
Glu1 (204) 18 0.27 13 0.73 20
Glu2 (389) 72 (2.15) 1.23 (2.35) 49 (2.06) 3.37 (2.37) 67 (1.87)
Glu4 (759) 235 (1.77) 5.33 (2.19) 147 (1.64) 11.23 (1.80) 187 (1.54)
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darfs auf. Die Speiherung der neuen Integralspeiher-Methode basiert wiederum auf den
Shwarz-Shätzern und der ersten berehneten Dihtematrix. Demgegenüber wählt die kon-
ventionelle semidirekte Methode die Integrale durh Shwarz-Shranken vor dem SCF aus und
bezieht also keine Dihtematrix in das Sreening mit ein. Da eine solhe Auswahl shnell zu
einem Übershreiten der Speiherkapazität führt, z.B. würden 152.49 GB für Alk160 benötigt,
werden für die konventionelle semidirekte Methode zusätzlih Gröÿen- und Zeitkriterien ver-
wendet. Die Kriterien werden über alle Molekülgröÿen konstant gehalten und sind so gewählt,
dass die maximalen Speiheranforderungen für die gröÿten Moleküle erfüllt werden können
(ϑsize = 10
−4
und gemäÿ ϑflop wird die aufwändigere Hälfte der Zweielektronen-Integrale ge-
speihert).
Der Vergleih der Gesamtzeiten zeigt, dass sih hier das lineare Skalenverhalten der direk-
ten Methode shon für das zweitkleinste Molekül innerhalb der Serien auszahlt. Für gröÿere
Moleküle wird die konventionelle semidirekte Methode immer inezienter bezüglih der di-
rekten Methode, da die Berehnung der Integrale vor dem SCF quadratish skaliert. Dieses
Problem ist in der neuen Integral-Speihermethode gelöst: das günstige Skalenverhalten der
direkten Methode wird beibehalten. Das lineare Skalenverhalten ist dabei niht nur für die
Rehenzeiten erfüllt, sondern auh für die Speiheranforderungen der neuen Integral-Speiher-
methode.
Für die Beispiele in der Tabelle 3.5 sind die Geshwindigkeitszuwähse durh die vorgestellte
Integralspeiher-Methode niht so ausgeprägt, wie beispielsweise für gröÿere Basissätze (hö-
here maximale Kontraktionsgrade und Drehimpulstypen) oder Atome tieferer Perioden (siehe
Tabelle 3.3). Gleihzeitig vershiebt sih allerdings mit gröÿeren Basissätzen und Atomen tiefe-
rer Perioden der Einsatz des linearen Skalenverhaltens, für die direkte Methode ebenso wie
für die vorgestellte Integralspeiher-Methode. Um den prinzipiellen Vorteil der vorgestellten
Integralspeiher-Methode für ein weiteres Beispiel zu verdeutlihen, sind ergänzende Rehnun-
gen auf einem Workstation-Computer (Intel Xeon E7-4820, 2.00 GHz) mit insgesamt 500 GB
RAM-Speiher an Kettensilikaten durhgeführt worden. Die Ergebnisse fasst die Abbildung 3.4
zusammen. Für die konventionelle semidirekte Methoden wurde bei den Rehnungen des Ket-
tensilikats für alle Systemgröÿen konstant die Kriterien ϑsize = 10
−6
gewählt und gemäÿ ϑflop
die aufwändigsten zwei Drittel der Zweielektronenintegrale gespeihert. Für den gezeigten
Fall bestätigt sih das günstige Skalenverhalten der vorgestellten Integralspeiher-Methode
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Abb. 3.4: Gesamte CPU-Zeit t (in Minuten) zur Bildung des Austaushteils (links) und Speiherbedarf
(rehts) zur Bildung des Austaushteils (in GB) und Skalenverhalten für Kettensilikate mit
n -(-SiO2H2O-)-Einheiten, Basissatz -pVDZ, Konvergenzkriterium ϑSCF = 10
−7
, Integral-
grenzwert ϑInt = 10
−10
). Die vorgestellte Integral-Speihermethode (P-Sreening) wird mit
einer konventionellen semidirekten Methode (kein P-Sreening) verglihen, die keine Dihte-
matrix beim Integralsreening miteinbezieht, sondern Gröÿen- und Zeitabshätzungen (siehe
Text). Die letzten Punkte wurden basierend auf dem entprehenden Skalenverhalten extra-
poliert.
in Bezug auf die Rehenzeit und die Speiheranforderungen (Skalierungs-Exponent sinkt auf
etwa 1.3). Zugleih zeigt sih hier auh der ausgeprägte Vorteil gegenüber der konventionellen
direkten SCF-Methode (Geshwindigkeitszuwahs etwa 1.8).
3.2.4 Kombination mit einer parallelen Integralberehnung
Die bislang vorgestellten Zeiten wurden alle für einen seriellen Programmablauf gemessen.
Die Abbildung 3.5 zeigt basierend auf zusätzlihen Untersuhungen, inwieweit sih die Ge-
shwindigkeitszuwähse der neuen Integralspeiher-Methode mit einer parallelen Berehnung
des Zweielektronen-Teils der Fokmatrix kombinieren lässt. Für das Beispiel eines Shwefel6-
Rings und einem -pVQZ-Basissatz [62℄ vergleiht die Abbildung die Zeitmessung eines se-
riellen (1 thread) und parallelen Programmablaufs (10 threads). Die Parallelisierung basiert
auf einer kürzlihen Implementierung [63℄ im Programmpaket Q-Chem [64℄ mittels Open-
Multi-Proessing (OpenMP, [65℄). Dargestellt sind die tatsählihen Zeiten zur Bildung des
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Abb. 3.5: Vergleih der tatsählihen Zeit für den Austaushteil der direkten SCF-Methode und vorge-
stellten Integralspeiher-Methode im Falle einer seriellen Rehnung (1 Thread) und paralle-
len Open-Multi-Proessing-Rehnung (10 Threads) für ein S6-Ring, HF/-pVQZ; über den
Balken sind die jeweiligen Geshwindigkeitszuwähse durh die Integralspeiher-Methode
angegeben.
Austaushteils für ein direktes SCF-Verfahren und die neue Integralspeiher-Methode. Die
Geshwindigkeitszuwähse für den seriellen Fall (3.7) lassen sih also gemäÿ den Ergebnissen
sehr gut auf den parallelen Fall (3.6) übertragen: Die Geshwindigkeitszuwähse durh die
Parallelisierung und Integralspeiher-Methode sind (nahezu) multiplikativ, für das gezeigte
Beispiel ebenso wie auh für andere betrahtete Beispiele. So kann im vorliegenden Beispiel
durh die Parallelisierung bei einem direkten SCF erreiht werden, dass der Austaushteil in
10 min statt in 63.4 min gebildet wird. Durh eine Kombination der Parallelisierung und der
neuen Integralspeiher-Methode sinkt die tatsählihe Austaush-Rehenzeit dann auf 2.8 min.
Die Kombination aus Parallelisierung und der neuen Integralspeiher-Methode kann gut auf
derzeitigen Workstation-Computern eingesetzt werden. Die Zeitmessungen für den parallelen
Programmablauf wurde mit 10 Cores auf einem Intel-Xeon(E5645)-Rehner (2.4 GHz, 96 GB,
12 Cores). durhgeführt.
3.3 Abstands-abhängiges Shwarz-Sreening
Eine kürzlih veröentlihte Arbeit von S. A. Maurer et al. [60℄ stellt eine neue Sreening-
methode für die bei Hartree-Fok- oder Kohn-Sham-DFT-Rehnungen massgebenden Zwei-
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elektronen-Integrale vor. Die neue Methode trägt zu einer weiteren Ezienzsteigerung linear-
skalierender SCF-Methoden (siehe Abshnitt 2.3.1) bei. Die nahstehende Darstellung be-
shränkt sih auf einen Abriss des Kerninhalts der neuen Methode und nennt die wesentlihen
eigenen Beiträge zu der Veröentlihung.
Das Shwarz-Sreening (siehe Gleihung 2.34) bildet die Grundlage, um beim SCF-Verfahren
den Anstieg mit der Systemgröÿe M des Rehenaufwands zur Bildung der Fok-Matrix (Kohn-
Sham-Matrix) von formal M4 auf M2 zu reduzieren. Ein konventionelles Shwarz-Sreening
berüksihtigt zwar den exponentiellen Abfall innerhalb der Ladungsverteilung des Bra- bzw.
Ket-Teil des Zweielektronen-Integrals (siehe Gleihungen 2.30 und 2.31). Hingegen berüksih-
tigt ein konventionelles Shwarz-Sreening niht, wie das Zweielektronen-Integral mit zuneh-




abfällt. Die neue Sreeningmethode bezieht nun die Bra-Ket-Separation in die Sreening-
Gleihung mit ein:




QµνQκλ, R− extµν − extκλ ≤ 1
QµνQκλ
R−ext′µν−ext′κλ
, R− extµν − extκλ > 1
(3.1)
Die Ausdehnungen (extents) extµν und extκλ für kontrahierte Ladungsverteilungen basie-
ren dabei auf den Wohlsepariertheitskriterien für primitive Ladungsverteilungen der CFMM-
Theorie [24, 60℄ und R steht für den Abstand von kontrahierten Zentren der Ladungsvertei-
lungen für den Bra- und Ket-Teil. Das von Maurer et al. [60℄ vorgestellte neue Sreeningver-
fahren zeigt sih für eine ausgiebige Reihe an Testrehnungen als überlegen gegenüber einer
früheren, Multipol-basierten Sreeningmethode [66, 67℄. Mit der neuen Methode sinkt, ohne
signikanten Verlust an Genauigkeit, die benötigte Anzahl an Zweielektronen-Integralen für
den Austaushteil und den betrahteten Systemen um Faktoren bis hin zu 2.3 (System aus
569 Wassermolekülen, SV(P)-Basissatz, Sreening-Grenzwert 10−8).
Für die Testrehnungen wurde im Rahmen dieser Dissertation ein neuer umfangreiher
molekularer Testsatz erstellt. Der molekulare Testsatz umfasst ein groÿes Spektrum von me-
tallishen bis zu niht-metallishen, neutralen, ionishen und radikalishen Systemen, mit einer
eindimensionalen bis hin zu dreidimensionalen Struktur mit Hauptgruppenelementen bis zur
dritten Periode und einem Kupferkomplex (siehe Anhang B).
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3.4 Zusammenfassung und Ausblik
Mit den vorgestellten Arbeiten wurde eine neue Integral-Speihermethode eingeführt, die Vor-
züge semidirekter (bzw. indirekter) SCF-Methoden mit denen linear-skalierender direkter Me-
thoden kombiniert. Der Shlüsselshritt besteht darin, mithilfe der ersten berehneten Ein-
teilhen-Dihtematrix diejenigen Integrale auszuwählen, die für die späteren Iterationen ge-
speihert werden sollen. Es zeigt sih, dass die erste berehnete Einteilhen-Dihtematrix (die
der zeitgünstigen Iteration einer SAD-Anfangsshätzung folgt) ausreihend genau ist, um die
Integrale so auszuwählen, dass nur wenige Integrale in späteren Iterationen neu berehnet wer-
den müssen. Die Geshwindigkeitszuwähse hängen vom molekularen System, dem Basissatz
und den gewählten Grenzwerten ab, wobei für Austaush-artige Kontraktionen Beshleunigun-
gen von typisherweise 1.53.7 beobahtet werden, reht nah an den abgeshätzten optimalen
Geshwindigkeitszuwähsen. Das Verfahren ist niht nur nützlih zur Berehnung von Energi-
en, sondern insbesondere auh bei der Berehnung von Moleküleigenshaften, wo in der Regel
strenge Grenzwerte benötigt werden. Mit der Verfügbarkeit von Computern mit mehr Haupt-
speiher werden die Möglihkeiten zunehmen, Integrale abzuspeihern und ihre mehrmalige
Berehnung zu umgehen, was die Nützlihkeit der vorgestellten Methode unterstreiht.
Mittels des von S. A. Maurer et. al. [60℄ vorgestellten neuen QQR-Sreenings für Zwei-
elektronen-Integrale kann der Abfall abhängig vom Abstand der Ladungsverteilungen für den
Bra-Ket-Abstand gewinnbringend in das Integralsreening miteinbezogen werden. Zum Tes-
ten des entwikelten neuen Sreening-Verfahrens und ebenso für zukünftige methodishe Ent-
wiklungen, wurde im Rahmen dieser Dissertation ein umfangreiher molekularer Testsatz
entwikelt.
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Kapitel 4
QM-Ansätze zur ezienten Beshreibung der
Molekulardynamik
4.1 Einführung
Molekulardynamishe Verfahren ermöglihen den Raum relevanter Strukturen eines moleku-
laren Systems ezient abzutasten (siehe Abshnitt 2.2). Einerseits können MD-Verfahren
verwendet werden, um ausgewiesene lokale Minimumstrukturen oder auh die globale Mi-
nimumstruktur zu nden. Andererseits ermöglihen MD-Verfahren hemishe Umwandlungen
unmittelbar zu simulieren und zudem vershiedene Zustandsgröÿen gemäÿ den Gesetzmäÿig-
keiten der statistishen Thermodynamik zu berehnen.
MD-Verfahren, bei denen sih die Atomkerne auf der exakten Born-Oppenheimer-Hyper-
ähe bewegen (Born-Oppenheimer-MD, siehe Abshnitt 2.2), erfordern in jedem Zeitshritt
die Berehnung der elektronishen Energie und der molekularen Kräfte (als negative Ener-
giegradienten). Um die elektronishe Shrödingergleihung in jedem Shritt zu lösen, muss
prinzipiell in jedem Zeitshritt ein vollständiges SCF-Verfahren durhlaufen werden (bzw. für
genauere Lösungen noh zusätzlih darauf aufbauende Elektronen-Korrelationsverfahren).
Aufgrund des groÿen Rehenaufwands, den diese Beshreibung mit sih bringt, basieren
viele derzeitige MD-Untersuhungen von groÿen molekularen Systemen hauptsählih auf
Kraftfeld-Näherungen (siehe Abshnitt 2.5). Um für groÿe Systeme genauere Beshreibun-
gen (als durh die Kraftfeld-Verfahren) zu ermöglihen, sind in den letzten Jahren Ab-initio-
MD-Verfahren als Näherungen der Born-Oppenheimer-MD entwikelt worden, allen voran das
Car-Parinello-MD-Verfahren (CPMD, [68℄). Das CPMD-Verfahren propagiert näherungsweise
die elektronishe Wellenfunktion, anstatt sie jeweils zeitaufwändig iterativ mittels eines SCF-
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Durhlaufs neu zu bestimmen: Im Rahmen der Hartree-Fok-Theorie (oder Kohn-Sham-DFT)
propagiert die CPMD die der elektronishen Wellenfunktion zugrunde liegenden Spinorbitale








mit der ktiven Elektronenmasse µ, dem Fokoperator F̂ und den Lagrange-Multiplikatoren ǫji
(vgl. die allgemeinen Hartree-Fok-Gleihungen 2.21). Aufgrund der numerishen Integration
der elektronishen Propagationsgleihung 4.1 muss man den Zeitshritt bei einer Car-Parinello-
MD typisherweise um eine Gröÿenordnung kleiner als bei der Born-Oppenheimer-MD wählen,
was die Gesamtezienz der Car-Parinello-Methode senkt. Die Näherung der CPMD hängt
zudem maÿgeblih von der Wahl der ktiven Elektronenmasse µ ab [6971℄. In den letzten
Jahren wurde daher vor allem intensiv an Weiterentwiklungen der Born-Oppenheimer-MD
gearbeitet: Einen Fortshritt zur Ezienzsteigerung erbrahte die Methode der Fokmatrix-
Extrapolation [72,73℄, mit der die SCF-Durhläufe für die einzelnen MD-Shritte beshleunigt
werden können. Die dabei auftretenden Probleme aufgrund einer signikanten Fehlerfortpan-
zung für lange Simulationsdauern (z.B. in Hinblik auf die Energieerhaltung) können weitest-
gehend mit Fortentwiklungen von Niklasson et al. überwunden werden [7478℄.
Die Ansätze zur Fokmatrix-Extrapolation streben gute Anfangsshätzungen für das SCF-
Verfahren an, was sih in einer Einsparung von SCF-Iterationen niedershlägt. Nihtsdesto-
trotz benötigen die Extrapolationsverfahren mindestens zwei, typisherweise drei bis sehs
SCF-Iterationen für eine ausreihende Genauigkeit, abhängig vom molekularen System, Ba-
sissatz et. Jedoh sind gerade die frühen, niht einzusparenden SCF-Iterationen die zeitauf-
wändigsten bei einem SCF-Durhlauf, da in den nahfolgenden Iterationen ein Dierenzdihte-
Sreening genutzt werden kann (siehe Gleihungen 2.37 und 2.36). Aus diesem Grund wird
in Abshnitt 4.3 ein ergänzender Ansatz untersuht, um die Kosten zur Fok-Matrix-Bildung
insbesondere in den frühen SCF-Iterationen zu senken. Der neue Ansatz besteht darin, die
Zweielektronen-Integrale aus vergangenen Zeitshritten beim aktuellen Zeitshritt teilweise
wiederzuverwenden, basierend auf Abshätzungen ihrer Änderung durh die Geometrieände-
rung. Der ergänzende Ansatz der Integralwiederverwendung kann dabei auf die im vorange-
henden Kapitel vorgestellte SCF-Integralspeiher-Methode zurükgreifen.
Prinzipiell bieten auÿerdem QM/MM-Ansätze für die Berehnung molekularer Kräfte eine
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weitere Möglihkeit, um den Rehenaufwand der MD maÿgeblih zu senken und gleihzeitig
eine zentrale Molekülregion möglihst genau (quantenhemish) zu beshreiben (siehe Ab-
shnitt 2.6). Der Abshnitt 4.4 stellt in diesem Zusammenhang die Grundzüge einer QM/MM-
Implementierung vor, die linear-skalierende QM-Methoden im Rahmen des Programmpakets
Q-Chem [64℄ mit den Funktionalitäten des ChemShell-Programmpakets [79℄ kombiniert.
Um während der Born-Oppenheimer-MD molekulare Eigenshaften zweiter Ordnung (z.B.
NMR-Abshirmungen) zu berehnen, muss man neben den Energien und molekularen Kräften
auÿerdem die gestörte Einteilhen-Dihtematrix bestimmen (siehe Abshnitt 2.4.2). Die Be-
rehnung der Moleküleigenshaften in allen einzelnen (oder zumindest ausgewählten) Shritten
der MD-Trajektorien ermögliht es beispielsweise, explizite Shwingung- und Rotationskorrek-
turen sowie Temperatureinüsse zu berehnen, oder auh Veränderungen der Moleküleigen-
shaften bei hemishen Umwandlungen zu simulieren (siehe z.B. Referenzen [8083℄). Um das
CPSCF-Verfahren in aufeinanderfolgenden MD-Shritten zu beshleunigen, wird im Rahmen
dieser Arbeit ein Extrapolations-Verfahren vorgestellt, mit dem sih CPSCF-Iterationen ein-
sparen lassen, in analoger Weise wie beim SCF-Verfahren Iterationen durh die Methode der
Fokmatrix-Extrapolation eingespart werden können.
Zusammenfassend stellen die folgenden Abshnitte also drei sih ergänzende Ansätze zur
ezienten Beshreibung konformationeller Änderungen im Rahmen der Born-Oppenheimer-
MD vor:
 Extrapolationsmethode für CPSCF-Anfangsshätzungen (Abshnitt 4.2)
 Integralwiederverwendung für veränderte Konformationen (Abshnitt 4.3)
 QM/MM-Implementierung für Molekulardynamik (Abshnitt 4.4)
4.2 Extrapolationsmethode für CPSCF-Anfangsshätzungen
Die von Pulay und Fogarasi [72℄ vorgeshlagene Methode der Fok-Matrix-Extrapolation grün-
det auf einer Polynomentwiklung M -ter Ordnung der Fokmatrizen F(n) für N vorangegan-
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gene Born-Oppenheimer-MD-Shritte n:
F(1) = K0 + 1 ·K1 + 1 ·K2 + · · · + 1 ·KM




F(N) = K0 + N ·K1 + N2 ·K2 + · · · + NM ·KM
(4.2)
Durh Lösung des linearen Gleihungssystem bzw. der zugehörigen Matrixgleihung

















und Xnm = n
m−1(n = 1, 2, · · · , N ;m = 1, 2, · · · ,M + 1)
können die Koezienten-Matrizen Km bestimmt und dann die Fokmatrix F(N + 1) der
ersten SCF-Iteration für den Zeitshritt N + 1 extrapoliert werden:
F(N + 1) = K0 + (N + 1) ·K1 + (N + 1)2 ·K2 + · · ·+ (N + 1)M ·KM (4.4)
Zwar enthalten die Koezienten-Matrizen Km individuelle Koezienten für alle Elemente
Fµν der Fokmatrix F ; die Matrix X ist allerdings unabhängig von den Indizes µ und ν.
Deshalb muss das Gleihungssystem unabhängig von den Indizes µ und ν nur einmalig gelöst
werden, wodurh das Extrapolationsverfahren sehr ezient wird.
Im Rahmen der vorliegenden Arbeit wird ein Verfahren zur Extrapolation für CPSCF-
Anfangsshätzungen vorgestellt, das auf einer analogen polynomiellen Entwiklung wie die
Fokmatrix-Extrapolation aufbaut. Für die erste Iteration des CPSCF-Verfahrens im Zeit-
shritt N+1 kann demnah der Zweielektronen-Teil Aξ2(N+1) (siehe Gleihung 2.64) aus den
vorangehenden Aξ2-Matrizen extrapoliert werden, indem die zur Gleihung 4.3 analoge Ma-
trixgleihung















gelöst wird (die Form von k und X ist gegenüber der Fokmatrix-
Extrapolation unverändert). Indem man direkt den Aξ2-Teil extrapoliert, kann in der ersten
CPSCF-Iteration die zeitaufwändige Bildung des Terms G(P ξ) (siehe Gleihung 2.48) ent-
fallen, was niht möglih wäre wenn man stattdessen die gestörte Einteilhen-Dihtematrix
extrapolieren würde (vgl. den Vorteil der Extrapolation der Fokmatrix gegenüber einer Ex-
trapolation der Einteilhen-Dihtematrix im SCF-Verfahren [73℄).
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Das vorgestellte Extrapolationsverfahren wurde in eine Entwiklungsversion des Programm-
pakets Q-Chem [64℄ für die Berehnung von NMR-Vershiebungen (ξ ≡ Bi, siehe Gleihung
2.62) in das Dihte-basierte Laplae-transformierte DL-CPSCF-Verfahren [7℄ implementiert.
Die Tabelle 4.1 zeigt die Ezienz des Verfahrens für einen Testfall, ein Tetrauorethen-Molekül
C2F4 und Shrittweiten von 0.5 fs, der auh im Zusammenhang der Fokmatrix-Extrapolation
untersuht wurde. Die Tabelle vergleiht die benötigte Anzahl an CPSCF-Iterationen mit ver-
shiedenen Extrapolationsshemata (N/M : N -Shritte, Polynom M -ter Ordnung) mit dem
Fall, bei dem die erste Iteration des CPSCF-Verfahrens vom bξ-Teil ausgeht (in der Tabelle
4.1 als Ref. bezeihnet). Alle Rehnungen basieren auf einer Beshleunigung des CPSCF-
Verfahrens basierend auf einer Übertragung der DIIS-Methode [18℄ (siehe Abshnitt 2.4.2).
Für drei vershiedene Konvergenzkriterien (10−6, 10−8 und 10−10) sind zudem die Standard-
abweihungen (STD) und maximalen Fehler (MAX) gegenüber der Referenz-Rehnung gezeigt
(für die Kohlensto- und Fluoratome). Die Ergebnisse sind über 1000 Shritte und fünf un-
abhängige Trajektorien gemittelt.
Für das mittlere Konvergenzkriterium von 10−8 zeigt sih also beispielsweise, dass be-
reits durh die Verwendung des A
ξ
2-Teils aus dem vorangehenden Shritt (formal eine 1/0-
Extrapolation) statt 7.14 im Mittel nur 4.63 CPSCF-Iterationen benötigt werden. Mit den
getesteten Extrapolationsshemata über mehrere Shritte hinweg und Polynomen höherer Ord-
nung kann man die mittlere Iterationszahl weiter senken auf bis zu 2.02. Für den betrahteten
Fall liegen dabei alle Abweihungen gegenüber der Referenz unterhalb von 0.01 ppm. Für das
gezeigte Beispiel lassen sih somit in etwa die durh die Fokmatrix-Extrapolation erreihten
Einsparungen hinsihtlih der SCF-Iterationszahl auh auf das CPSCF-Extrapolationsverfah-
ren übertragen. Für die getesteten Konvergenzkriterien (10−6, 10−8, 10−10) sinken die Itera-
tionszahlen ausgehend von kleinen Werten für N (Anzahl der Extrapolationspunkte) und M
(Ordnung des Extrapolationspolynoms), die Iterationszahlen durhlaufen ein Minimum bevor
sie wieder ansteigen (vgl. ebenfalls die Fokmatrix-Extrapolation). Für den getesteten Fall
erbringen die Kombinationen 4/2, 6/3 und 8/4 von den getesteten N/M -Kombinationen die
gröÿten Einsparungen hinsihtlih der CPSCF-Iterationsanzahl.
Die Tabelle 4.2 zeigt weitere Ergebnisse der neuen Extrapolationsmethode für CPSCF-
Anfangsshätzungen bei einer Reihe weiterer molekularer Systeme. Die Ergebnisse basieren
auf Mittelwerten aus drei Trajektorien über jeweils 50 fs und der gröÿeren 6-311G**-Basis.
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Tab. 4.1: Mittlere Anzahl der CPSCF-Iterationen N
Ite.
, die ohne Extrapolation (Referenz, Ref.) und
mit untershiedlihen Extrapolationsshemata N/M benötigt werden sowie Standardabwei-
hungen (STD) und maximale Fehler (MAX) der NMR-Vershiebungen für Kohlensto
und Fluor für C2F4 bei DIIS-Fehlernormen von a) 10
−6
, b) 10−8 und ) 10−10 als DL-
CPSCF-Konvergenzkriterium; Mittelwerte aller Shritte in fünf Trajektorien (jeweils 0.5 ps,
T = 500K, Zeitshritt 0.5 fs, GIAO-HF/3-21G).
NIte. MAXC STDC MAXF STDF
a)
Ref. 6.00 - - - -
1/0 2.88 5.65 · 10−2 8.27 · 10−3 2.91 · 10−1 4.70 · 10−2
2/1 2.01 1.43 · 10−2 3.21 · 10−3 7.76 · 10−2 2.37 · 10−2
4/2 2.01 7.08 · 10−3 1.79 · 10−3 6.39 · 10−2 1.73 · 10−2
6/3 2.03 1.34 · 10−2 1.74 · 10−3 7.92 · 10−2 1.73 · 10−2
8/4 2.01 6.65 · 10−3 1.70 · 10−3 7.37 · 10−2 1.71 · 10−2
12/6 2.03 6.78 · 10−3 1.70 · 10−3 6.70 · 10−2 1.73 · 10−2
16/8 2.05 6.73 · 10−3 1.70 · 10−3 7.15 · 10−2 1.74 · 10−2
b)
Ref. 7.14 - - - -
1/0 4.63 3.20 · 10−3 7.24 · 10−4 2.20 · 10−2 4.38 · 10−3
2/1 3.01 4.56 · 10−3 9.77 · 10−4 3.29 · 10−2 5.10 · 10−3
4/2 2.02 3.05 · 10−3 7.29 · 10−4 3.11 · 10−2 5.76 · 10−3
6/3 2.06 1.21 · 10−2 4.80 · 10−4 5.76 · 10−2 4.39 · 10−3
8/4 2.04 1.55 · 10−3 4.20 · 10−4 1.56 · 10−2 3.78 · 10−3
12/6 2.08 1.52 · 10−3 4.19 · 10−4 1.63 · 10−2 3.72 · 10−3
16/8 2.11 1.47 · 10−3 4.18 · 10−4 1.63 · 10−2 3.72 · 10−3
)
Ref. 8.99 - - - -
1/0 6.06 2.40 · 10−4 6.10 · 10−5 1.65 · 10−3 3.37 · 10−4
2/1 4.70 2.49 · 10−4 5.63 · 10−5 1.25 · 10−3 2.78 · 10−4
4/2 3.71 4.97 · 10−4 7.75 · 10−5 2.72 · 10−3 3.45 · 10−4
6/3 2.87 1.19 · 10−2 1.96 · 10−4 5.71 · 10−2 1.27 · 10−3
8/4 2.11 2.72 · 10−4 7.10 · 10−5 3.22 · 10−3 5.41 · 10−4
12/6 2.13 1.31 · 10−4 2.89 · 10−5 1.27 · 10−3 2.38 · 10−4






















































Tab. 4.2: Mittlere AnzahlN
Ite.
der CPSCF-Iterationen, die ohne Extrapolation (Referenz, Ref.) und mit untershiedlihen Extrapolationsshemata
N/M benötigt werden sowie Standardabweihungen (STD) der NMR-Vershiebungen aller Atome, angegeben alsN
Ite.
(STD); Mittelwerte
aller Shritte in drei Trajektorien (jeweils 50 fs, T = 300K, Zeitshritt 0.5 fs, GIAO-HF/6-311G**, DIIS-Fehlernorm 10−8 als DL-CPSCF-
Konvergenzkriterium).
Molekül Ref. 1/0 2/1 4/2 6/3 8/4 12/6
CH4 5.88 4.28 (2.5 · 10
−4
) 3.02 (3.3 · 10−4) 3.60 (2.1 · 10−4) 2.41 (5.0 · 10−4) 2.29 (3.2 · 10−4) 2.32 (2.9 · 10−4)
CH3CH3 6.00 4.80 (1.6 · 10
−4
) 3.34 (1.7 · 10−4) 3.79 (1.3 · 10−4) 2.71 (3.2 · 10−4) 2.06 (5.2 · 10−4) 2.13 (4.9 · 10−4)
CH3F 7.00 4.88 (1.8 · 10
−3
) 2.56 (1.8 · 10−3) 3.30 (1.6 · 10−3) 2.29 (1.5 · 10−3) 2.06 (1.2 · 10−3) 2.09 (1.1 · 10−3)
CH3OH 7.00 5.04 (9.8 · 10
−4
) 3.71 (1.5 · 10−3) 3.96 (1.6 · 10−3) 3.45 (2.0 · 10−3) 2.95 (2.3 · 10−3) 2.98 (2.0 · 10−3)
CH3NH2 7.00 5.00 (5.1 · 10
−4
) 3.69 (7.7 · 10−4) 3.97 (8.4 · 10−4) 3.35 (1.1 · 10−3) 2.65 (1.5 · 10−3) 2.68 (1.3 · 10−3)
CH3CHO 9.00 6.61 (1.5 · 10
−3
) 2.95 (8.5 · 10−3) 3.88 (6.6 · 10−3) 2.47 (5.1 · 10−3) 2.32 (3.1 · 10−3) 2.37 (2.8 · 10−3)
CH3COCH3 8.58 5.99 (1.2 · 10
−3
) 4.12 (4.8 · 10−3) 4.17 (5.8 · 10−3) 4.23 (4.7 · 10−3) 4.65 (4.1 · 10−3) 5.26 (3.5 · 10−3)
CH3CN 8.00 5.64 (1.8 · 10
−3
) 2.86 (2.1 · 10−3) 3.60 (1.9 · 10−3) 2.39 (2.2 · 10−3) 2.32 (9.5 · 10−4) 2.48 (8.0 · 10−4)
CO2 7.00 4.08 (2.3 · 10
−3
) 2.15 (1.8 · 10−3) 2.11 (5.8 · 10−3) 2.19 (6.3 · 10−4) 2.33 (5.3 · 10−4) 3.41 (9.0 · 10−4)
CF4 6.34 4.22 (3.9 · 10−3) 2.00 (3.4 · 10−3) 2.00 (5.2 · 10−3) 2.00 (3.8 · 10−3) 2.00 (4.7 · 10−3) 2.22 (5.4 · 10−3)
HCN 7.97 5.99 (2.2 · 10−3) 2.72 (5.2 · 10−3) 3.36 (3.3 · 10−3) 2.29 (5.1 · 10−3) 2.11 (2.5 · 10−3) 2.16 (1.3 · 10−3)
CH2CH2 7.00 5.45 (4.2 · 10
−4
) 3.44 (4.8 · 10−4) 3.87 (4.5 · 10−4) 2.95 (5.5 · 10−4) 2.55 (7.6 · 10−4) 2.63 (7.6 · 10−4)
CHCH 7.97 5.97 (6.7 · 10−4) 3.67 (6.9 · 10−4) 3.95 (7.5 · 10−4) 3.37 (7.6 · 10−4) 3.33 (7.1 · 10−4) 3.60 (7.6 · 10−4)
C6H6 7.13 5.63 (3.6 · 10
−4
) 4.99 (3.2 · 10−4) 4.93 (3.2 · 10−4) 5.00 (3.5 · 10−4) 5.10 (4.3 · 10−4) 5.79 (3.7 · 10−4)
CH2O 8.84 6.31 (3.7 · 10
−3
) 2.94 (8.5 · 10−3) 3.54 (7.8 · 10−3) 2.66 (6.6 · 10−3) 2.60 (5.5 · 10−3) 2.74 (4.4 · 10−3)
CH2CCH2 8.00 5.53 (3.4 · 10
−4
) 3.72 (3.3 · 10−4) 3.98 (3.4 · 10−4) 3.19 (4.9 · 10−4) 2.89 (6.7 · 10−4) 3.14 (5.9 · 10−4)
Thymin 9.00 5.79 (1.5 · 10−3) 4.76 (1.6 · 10−3) 4.44 (1.9 · 10−3) 5.05 (1.5 · 10−3) 5.36 (1.7 · 10−3) 5.76 (1.7 · 10−3)
Ribose 7.95 5.32 (7.5 · 10−4) 5.05 (6.4 · 10−4) 5.00 (6.7 · 10−4) 5.12 (6.3 · 10−4) 5.51 (6.1 · 10−4) 6.00 (4.5 · 10−4)
Glyin 8.55 5.61 (2.2 · 10−3) 4.23 (2.1 · 10−3) 4.18 (2.3 · 10−3) 4.33 (2.3 · 10−3) 4.85 (2.3 · 10−3) 5.36 (2.2 · 10−3)
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Für alle molekulare Systeme zeigt sih ein ähnliher Trend, wie beim C2F4-System mit der
kleineren 3-21G-Basis, wenn auh die Iterationszahlen und eektiven Einsparungen etwas von-
einander abweihen, beispielsweise bedingt durh die abweihende Flexibilität der molekularen
Systeme.
4.3 Integralwiederverwendung für veränderte Konformationen
Bei molekulardynamishen Methoden kann der Zeitshritt wegen der numerishen Integration
der Kernbewegungsgleihung (siehe Gleihung 2.12) niht zu groÿ gewählt werden; typisher-
weise liegt er im Bereih unterhalb von 1 fs. Als Folge der kleinen Shrittweite weihen die
aufeinanderfolgenden Geometrien einer Born-Oppenheimer-MD typisherweise nur geringfü-
gig voneinander ab. Wenn man also immer aufeinanderfolgende Zeitshritte miteinander ver-
gleiht, vershieben sih die Zentren der Zweielektronen-Integrale ebenfalls nur geringfügig,
abhängig vom molekularen System und der Simulationstemperatur (Details siehe unten). Als
Konsequenz sind auh die Änderungen sehr vieler Zweielektronen-Integrale bei einem Shritt
sehr klein (oder auh null), insbesondere bei Zweielektronen-Integralen über Basisfunktionen
 mit sehr entfernten Zentren,
 mit betragsmäÿig groÿen Basisfunktions-Exponenten (shnell abfallend),
 mit Zentren, die alle an einem Atom lokalisiert sind.
Die kleinen shrittweisen Änderungen vieler Zweielektronen-Integrale motiviert ein Born-
Oppenheimer-MD-Verfahren, bei dem die Änderungen der Zweielektronen-Integrale aufgrund
der Geometrieänderung im Voraus abgeshätzt werden. Die numerish unveränderten Zwei-
elektronen-Integrale sollen aus dem vorangehenden MD-Shritt wiederverwendet werden. Nur
wenn die Integraländerungen durh die Geometrieänderung einen bestimmten Grenzwert über-
steigt, müsste somit das zugehörige Zweielektronen-Integral neu berehnet werden. Prinzipiell
lieÿe sih die Gesamtänderung der Zweielektronen-Integrale ∆1→N für mehrere Shritte dann




(µν|λσ)(n) − (µν|λσ)(n−1)︸ ︷︷ ︸
∆(n)
(4.6)
Ein nützlihes MD-Verfahren, das auf der Abshätzung der shrittweisen Integraländerung
gründet, muss sih dabei gegenüber Methoden lohnen, bei denen die SCF-Durhläufe für
62
4.3. INTEGRALWIEDERVERWENDUNG FÜR VERÄNDERTE KONFORMATIONEN
jede einzelne Geometrie bereits konventionelle Integralsreening-Methoden verwenden (siehe
Abshnitt 2.3.1).
Damit stellt sih zu Beginn die Frage, ob es prinzipiell vorteilhaft ist, nah Integraldie-
renzen zu sreenen, wie im neuen Ansatz, anstatt nah absoluten Integralwerten, wie bei den
konventionellen Sreening-Methoden. Das Leistungsvermögen eines Sreenings nah Integral-
dierenzen (und ebenso nah absoluten Integralwerten) hängt natürlih in der Praxis jeweils
von den zur Verfügung stehenden Abshätzungen ab. Für den ersten Shritt der Untersuhung
soll die Abhängigkeit von Abshätzungen jedoh zunähst ausgeblendet werden und so werden
für den Vergleih zunähst die exakten absoluten Integralwerte bzw. exakten Integraldieren-
zen verwendet: Für das Beispiel eines DNA-Basenpaars DNA(A-T)1 und einer 6-31G**-Basis
zeigt die Abbildung 4.1a einen Fall A, bei dem im SCF für eine bestimmte Molekülkonforma-
tion alle Zweielektronen-Integrale für den Austaushteil vernahlässigt werden, deren exakter
Betrag kleiner als bestimmte Grenzwerte sind. Im Fall B werden die Dierenzen der Zwei-
elektronen-Integrale zur vorangehenden Molekülkonformation exakt berehnet und für den
Austaushteil alle Zweielektronen-Integrale wiederverwendet, die sih unterhalb bestimmter
Grenzwerte geändert haben; nur die übrigen Zweielektronen-Integrale werden neu berehnet.
Die Ergebnisse sind über drei Shritte von 41 a.u.≈1 fs innerhalb zwei unabhängiger Tra-
jektorien gemittelt (Temperatur 295 K), um statistish aussagekräftig zu sein. Das potentiell
vorteilhafte Fehlerverhalten bei der Integralwiederverwendung (basierend auf der Integraldie-
renz) gegenüber der Integralvernahlässigung (basierend auf dem absoluten Integralwert) zeigt
sih auh für weitere untersuhte Beispiele. Die Abbildung 4.1b zeigt als weiteres Beispiel die
Ergebnisse einer analogen Untersuhung für ein Kohlenstonanoröhren-Fragment (C10H20).
Das linke Teilshaubild zeigt den Prozentsatz der insgesamt für den Austaushteil zu be-
rehnenden Zweielektronen-Integrale (in allen SCF-Iterationen) gegenüber einem Referenzfall
mit Integralgrenzwerten von 10−10; das mittlere und rehte Teilshaubild zeigt den Energiefeh-
ler bzw. die Standardabweihungen der molekularen Kräfte als Funktion des Prozentsatzes zu
berehnender Zweielektronen-Integrale. Für alle vershiedenen Grenzwerte (10−4, · · · , 10−10)
wurden im SCF-Durhlauf dafür konstant 13 SCF-Iterationen (unter Verwendung einer DIIS-
Beshleunigung [18℄) durhlaufen.
Wie sih an diesem Beispiel zeigt, kann man mit einer Grenzwert-kontrollierten Integral-
wiederverwendung (aus dem vorangehenden Born-Oppenheimer-MD-Shritt) hier potentiell
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Abb. 4.1a: Vergleih der Vernahlässigung von Zweielektronen-Integralen (gemäÿ ihrer absoluten Wer-
te) mit der Wiederverwendung von Zweielektronen-Integralen (gemäÿ ihrer Änderung
bei einem Born-Oppenheimer-MD-Shritt) im Austaushteil für das Beispiel eines DNA-
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Abb. 4.1b: Vergleih der Vernahlässigung von Zweielektronen-Integralen (gemäÿ ihrer absoluten
Werte) mit der Wiederverwendung von Zweielektronen-Integralen (gemäÿ ihrer Ände-
rung bei einem Born-Oppenheimer-MD-Shritt) im Austaushteil für das Beispiel ei-
nes Kohlenstonanoröhren-Fragments C10H20 (HF/6-31G**, 12 SCF-Iterationen, MD-
Shritt = 1 fs, T = 295 K).
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um eine (bis zu zwei) Gröÿenordnungen kleinere Energie- und Kräftefehler erreihen, als wenn
man die Zweielektronen-Integrale gemäÿ ihrer absoluten Gröÿe vollständig vernahlässigt
bei der gleihen Anzahl zu berehnender Zweielektronen-Integrale und somit einem vergleih-
baren Rehenaufwand.
Für ein nutzbares Verfahren müssen natürlih sowohl die exakten absoluten Integralwer-
te als auh die exakten Integraldierenzen im Voraus abgeshätzt werden. Zur Abshätzung
der exakten absoluten Integralwerte kann man standardmäÿig auf die Shwarz-Shranken (sie-
he Abshnitt 2.3.1) oder aber die neu entwikelten Abstands-abhängigen Shwarz-Shätzwerte
(QQR, siehe Abshnitt 3.3) zurükgreifen (das Sreening bezieht dann typisherweise Dierenz-
dihte-Elemente mit ein, siehe Gleihung 2.35). Für die Integraldierenzen durh die Änderung
der Molekülgeometrie stehen jedoh bisher keine etablierten Abshätzungen zur Verfügung;
gute Shätzwerte dafür herzuleiten wird somit zur Kernvoraussetzung für die neue Methode.
Der auf den ersten Blik naheliegende Ansatz, nämlih die Dierenz der Zweielektronen-
Integrale als Dierenz der konventionellen Shwarz-Shätzwerte abzushätzen, kann niht be-
stehen. Zwar sind die Shwarz-Shätzwerte obere Shranken des Zweielektronen-Integralwerts,
sie liegen aber niht notwendigerweise nahe am tatsählihen Wert. Daher ist die Dierenz
der Shwarz-Shranken für zwei untershiedlihe Molekülkonformationen häug sehr unter-
shiedlih von der tatsählihen Änderung des Zweielektronen-Integrals, wie die Abbildung
4.2 veranshauliht: Die Dierenz oberer Shranken ∆
(n)
oo shätzt die tatsählihe Änderung
∆(n) niht notwendigerweise gut ab. Die Abbildung 4.2 zeigt zudem, dass die Änderung ei-
nes Zweielektronen-Integrals ∆(n) prinzipiell mit der Hilfe von oberen und unteren Shranken








Das Problem liegt hierbei darin, eng anliegende untere Shranken (bzw. verlässlihe Abshät-
zungen) für den Betrag eines Zweielektronen-Integrals herzuleiten. Einen zukünftigen An-
satzpunkt können hier mögliherweise die in Abshnitt 3.3 vorgestellten Abstands-abhängigen
Shwarz-Abshätzungen (QQR) liefern, da sie häug dem exakten Betrag eines Zweielektronen-
Integrals sehr viel näher kommen als die konventionellen Shwarz-Shranken.
Im Rahmen der vorgestellten Arbeit wurde bislang allerdings ein anderer Ansatz zur Ab-
shätzung der Zweielektronen-Integraldierenz ∆(n) verfolgt. Der Ansatz basiert formal auf
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Abb. 4.2: Shema zur Ableitung von Shätzwerten für die Änderung eines Zweielektronen-Integrals
zwishen zwei aufeinanderfolgenden Molekülgeometrien n und n + 1; ∆(n) bezeihnet für
ein Beispiel die tatsählihe Änderung, ∆
(n)





uo die Änderung zwishen oberer und unterer Shranke bzw.
unterer und oberer Shranke.








































+ · · · (4.8)
Die Gröÿen RiA und R
j
B bezeihnen dabei die x-, y-, und z-Koordinaten der vier Zentren des
Zweielektronen-Integrals. Da die Geometrieänderungen ∆RiA
(n)
bei einem Born-Oppenheimer-
MD-Shritt typisherweise klein sind, kann man shon für Potenzentwiklungen niedriger Ord-









einen enormen Zusatzrehenaufwand bedingen (der den eigentlihen
Rehenaufwand des Zweielektronen-Integrals sogar noh übersteigen würde). Bedeutsamer-






ohnehin berehnet, da sie
bei der Born-Oppenheimer-MD zur Berehnung der molekularen Kräfte F iA benötigt werden
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(siehe Gleihung 2.60 in Verbindung mit Gleihung 2.48):
F iA = 2 · tr{PSR
i




















Die ersten partiellen Ableitungen können also bei der Berehnung der molekularen Kräfte
abgespeihert werden und innerhalb einer linearen Entwiklung herangezogen werden, um die
Integraldierenz abzushätzen.
Aus Ezienzgründen basieren Sreening-Methoden für die Zweielektronen-Integrale in der
Regel auf Shalenquartett-Maxima und ebenso wird das vorgestellte Sreening nah Inte-






werden dazu über alle zu einem Shalenquartett MNLS gehörenden Basisfunk-
tionen maximiert und auÿerdem über die Ableitungen nah den x-, y-, und z-Komponenten

















und somit genau einen gemeinsamen Shätzwert ∆
(n)














Um die Leistungsfähigkeit und das Fehlerverhalten des vorgeshlagenen Ansatzes untersuhen
zu können, wurde die vorgestellte Integralspeiher-Born-Oppenheimer-MD-Methode für ein-
zelne MD-Shritte in eine Entwiklungsversion des Programmpakets Q-Chem [64℄ eingebaut.
Die Implementierung gründet dabei auf der Umsetzung des in Abshnitt 3.2 vorgestellten
linear-skalierenden indirekten bzw. semidirekten SCF-Verfahrens und beinhaltet im Wesentli-
hen zusätzlih Routinen, um
 die Shätzwerte ∆
(n)
MNLS während der Berehnung der molekularen Kräfte zu berehnen
und zu speihern,
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 die Indizierung des Integralspeihers auf die neue Geometrie zu übertragen (inklusive
einer Anpassung der Shalenpaarindizierung),
 die Shätzwerte in der veränderten Geometrie innerhalb eines veränderten Integralsree-
ning einzubeziehen und
 statistish mit den exakten Integraländerungen vergleihen zu können.
Für drei Testsysteme (ein Basenpaar DNA(A-T)1, ein Kohlenstonanoröhren-Fragment
und ein Glyin-Molekül) ist auf der linken Seite der Abbildung 4.3 gezeigt, wie sih die maxi-
malen Shalenquartettänderungen bei einem Born-Oppenheimer-MD-Shritt (1 fs, T = 298 K)
statistish verteilen. Um das Leistungsvermögen der vorgeshlagene Abshätzung zu beurtei-
len, gibt die Abbildung neben der exakten statistishen Verteilung (rot) auh die Verteilung
wieder, wie sie die Abshätzung gemäÿ der Gleihung 4.12 ergibt (blau). Für alle drei Testsys-
teme bildet die Abshätzung den Verlauf der exakten Verteilung ab, allerdings um bis zu einer
Gröÿenordnung nah links vershoben, was einer Übershätzung der tatsählihen Änderung
um bis zu einer Gröÿenordnung entspriht (im Mittel). Die Teilshaubilder auf der rehten
Seite erlauben eine genauere Analyse der Übershätzung (oder aber auh Untershätzung) der
tatsählihen Änderung. Die Teilshaubilder zeigen die Gröÿenverteilung der Quotienten aus
der abgeshätzten und tatsählihen maximalen Shalenquartettänderung. Im Intervall unter-
halb von 100 ist also der Anteil untershätzter Änderungen gezeigt und in den Intervallen
100 − 101, 101 − 102 bzw. 102 − 103 eine Übershätzung um eine, zwei bzw. drei Gröÿenord-
nung(en).
Für die betrahteten Testfälle werden also jeweils über 90 Prozent der Shalenquartet-
tänderungen innerhalb eines Faktors von 110 rihtig abgeshätzt und eine Untershätzung
tritt niht auf. Die erzielten Ergebnisse der Approximation nah Gleihung 4.12 erweisen sih
somit als vielversprehend. Unterhalb von zehn Prozent der Shalenquartettänderungen wer-
den allerdings um mehr als eine Gröÿenordnung übershätzt, was das Einsparungspotential
drosselt. Zudem unterliegt die beshriebene Abshätzung einer weiteren Einshränkung: Ein
konventionelles Sreening des Zweielektronen-Teils bei der Berehnung der Energiegradien-
ten kann für jeden Integralwert (anders als im SCF-Verfahren) niht nur ein Element der
Einteilhen-Dihtematrix miteinbeziehen, sondern das Produkt zweier Dihtematrix-Elemen-
te (vgl. Gleihungen 4.9 und 4.10). Insbesondere deshalb müssen in der Praxis niht für alle
68











































































































































































abgeschätzte / exakte maximale Schalenquartettänderung
Abb. 4.3: Exakte und abgeshätzte Gröÿenverteilung der maximalen Shalenquartettänderung (links)
und Verteilung des Quotienten aus der abgeshätzten und exakten maximalen Shalen-
quartettänderung (rehts) für ein (a) Basenpaar DNA(A-T)1 (Basissatz 6-31G**), (b)
Kohlenstonanoröhren-Fragment C10H20 (Basissatz 6-31G**) und () Glyin-Molekül (Ba-
sissatz -pVTZ). Ausgewertet sind die signikanten Shalenquartette zur Bildung der 1.
Austaushmatrix bei Verwendung der Einteilhen-Dihtematrix aus der vorangehenden Geo-
metrie (SCF-Konvergenz 10−7; Integralgrenzwert bei der Kraftberehnung für den Aus-
taushteil 10−14, sonst 10−10; BOMD-Shritt 1 fs; T = 295 K; gemittelt über jeweils 3
Shritte aus 2 Trajektorien).
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zur Verfügung zu haben, wurde der Integralgrenzwert für die
Gradientenberehnung des Austaushteils auf 10−14 gesetzt. Für die in der Praxis üblihere
Wahl von 10−10 werden bei den Systemen (a)/(b)/() demgegenüber nur für 73/73/70% Pro-
zent der Shalenquartette die ersten partiellen Ableitungen berehnet. Nur für sie kann sih
für zukünftige praktishe Anwendungen die Abshätzung der Integraländerung auf die darge-
stellte Näherung stützen. Um die restlihen Integral-Änderungen ezient abzushätzen, muss
zukünftig ein weiterer Ansatz ausgearbeitet werden, evt. auf Basis des im Abshnitt 3.3 dar-
gestellten Abstands-abhängigen Shwarz-Sreenings. Die bisherige Implementierung erlaubt
hauptsählih die dargestellte statistishe Auswertung bei einzelnen MD-Shritten. Um zu ei-
ner optimalen Ezienzsteigerung bei mehreren MD-Shritten zu gelangen, muss die bisherige
Implementierung optimiert und erweitert werden.
4.4 QM/MM-Implementierung für Molekulardynamik
Neben den voranstehenden methodishen QM-Ansätzen zur Ezienzsteigerung wurden im
Rahmen der vorgestellten Arbeit bestehende linear-skalierende quantenhemishe Methoden
zur Berehnung von Energien und molekularen Kräften mit bestehenden QM/MM-Beshrei-
bungen kombiniert. Dazu wurde eine Shnittstelle zwishen dem QM-Programmpaket Q-Chem
[64℄ und MM-Programmpaketen (CHARMM [84℄, Amber [53℄, DL-Poly) in der ChemShell-
Programmsuite [79℄ erweitert, ausgehend von Arbeiten von C. V. Sumowski et al. [85℄. Die
geshaene Implementierung verwirkliht die Berehnung molekularer Kräfte auf Basis der
elektrostatishen Einbettung (gemäÿ Gleihung 2.81) als Grundlage von beispielsweise Mo-
lekulardynamik-Rehnungen. Auf diese Weise ermögliht die Implementierung eziente und
zugleih verlässlihe Energie- und Gradientenrehnungen, beispielsweise eine Beshreibung der
Dynamik einer zentralen Molekülregion mittels der in Q-Chem enthaltenen linear-skalierenden
Methoden und zugleih eine eziente Beshreibung der Umgebungseinüsse. Die Details der
Implementierung beshreibt der Anhang A.
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4.5 Zusammenfassung und Ausblik
Im Rahmen dieser Arbeit wurde ein Ansatz vorgestellt, um CPSCF-Rehnungen in aufeinan-
derfolgenden Shritten einer Born-Oppenheimer-Molekulardynamik zu beshleunigen. In An-
lehnung an die Methode der Fokmatrix-Extrapolation beim SCF-Verfahren gelingt es, auh
beim CPSCF-Verfahren Iterationen einzusparen, indem man den gestörten Zweielektronen-
Teil aus vorangehenden MD-Shritten extrapoliert, basierend auf einer einfahen Polynom-
entwiklung. So lassen sih für betrahtete NMR-Vershiebungsrehnungen an aufeinanderfol-
genden Molekülgeometrien ohne signikante Genauigkeitseinbuÿen bis maximal fünf CPSCF-
Iterationen gegenüber CPSCF-Rehnungen einsparen, die nur ausgehen vom gestörten Ein-
elektronen-Teil und dem von der gestörten Einteilhen-Dihtematrix unabhängigen Teil. In
zukünftigen Rehnungen muss überprüft werden, inwiefern sih die beshriebenen Einsparun-
gen auh auf sehr groÿe molekulare Systeme übertragen lassen. Wünshenswert wäre zudem
eine Übertragung auf eine Extrapolation über mehrere Zeitshritte hinweg.
Darüber hinaus wurde für SCF-Rehnungen ein Ansatz untersuht, um die Kosten zur
Fok-Matrix-Bildung (bzw. Kohn-Sham-Matrix-Bildung) zu senken. Der Ansatz besteht darin,
die Zweielektronen-Integrale aus vergangenen MD-Shritten zur Lösung des aktuellen SCF-
Problems wiederzuverwenden, wenn die Integrale gemäÿ einer Abshätzung numerish in-
variant sind. Der ergänzende Ansatz der Integralwiederverwendung kann dabei auf die im
vorangehenden Kapitel vorgestellte SCF-Integralspeiher-Methode zurükgreifen. Die präsen-
tierte Abshätzung der Integraländerungen basiert auf einer linearen Entwiklung mit den bei
der Kraftberehnung gespeiherten ersten partiellen Integralableitungen. Die erzielten Tester-
gebnisse der Approximation erweisen sih als vielversprehend, wenn auh die Approximation
dazu tendiert, die Integraländerungen zu übershätzen. Darüber hinaus wird das Einsparungs-
potential dadurh gesenkt, dass die vorgestellte Approximation typisherweise niht für alle
Zweielektronen-Integrale zur Verfügung steht. Zukünftig bleibt daher zu untersuhen, ob sih
die vorgestellte Näherung mit anderen Abshätzungen kombinieren lässt, beispielsweise mit
den im vorangehenden Kapitel dargestellten QQR-Shätzwerten. Die bisherigen Implemen-
tierungen erlauben die Integralwiederverwendung nur für den Austaushteil sowie einzelnen
MD-Shritte und eine Implementierung für den Coulomb-Teil sowie für mehrere MD-Shritte
steht also noh aus.
Der abshlieÿende Abshnitt des vorangegangenen Kapitels skizziert die Erweiterung ei-
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ner Shnittstelle zwishen dem QM-Programmpaket Q-Chem [64℄ und MM-Programmpake-
ten (CHARMM [84℄, Amber [53℄, DL-Poly) innerhalb der ChemShell-Programmsuite [79℄.
Mittels der Programmshnittstelle können linear-skalierende quantenhemishe Methoden zur
Berehnung von Energien und molekularen Kräften mit bestehenden QM/MM-Methoden in
zukünftigen Anwendungsrehnungen routinemäÿig kombiniert werden.
72
Kapitel 5
QM- und QM/MM-Berehnung von NMR-Vershiebungen
5.1 Einführung
Die kernmagnetishe Resonanzspektroskopie (NMR-Spektroskopie) hat sih in den letzten
Jahrzehnten zu einer der zentralen spektroskopishen Methoden in der Chemie entwikelt. Auf
der Basis von NMR-Daten (hemishen Vershiebungen, Intensitäten, Spin-Spin-Kopplungs-
konstanten, et.) können heute organishe und anorganishe Verbindungen häug weitreihend
strukturell harakterisiert werden. Routinemäÿige Auswertungen im Labor können sih dabei
einerseits auf vielfältige Erfahrungswerte stützen oder auh auf empirishe Inkrementverfahren
(siehe z.B. Referenz [86℄ und darin enthaltene Referenzen).
Allerdings kann die Interpretation des gemessenen Spektrums auf Grundlage empirisher
Daten auh sehr shwierig oder unmöglih werden, insbesondere z.B. für Systeme mit kom-
plexen Bindungssituationen oder aber für makro- und supramolekulare Systeme. Hier kann
die ab-initio Berehnung von NMR-Daten, angefangen von NMR-Vershiebungen, einen we-
sentlihen Beitrag zur Strukturaufklärung leisten. Neben der prinzipiellen Molekülkonstitution
und -konguration kann man mit Ab-initio-Rehnungen auh sehr genaue strukturelle Daten
ermitteln, wie z.B. Bindungslängen und -winkel et. (siehe z.B. Referenz [45, 80℄). Gerade für
genaue konformationelle Charakterisierungen erweisen sih hingegen empirishe Modelle für
makro- und supramolekulare Systeme häug als unzureihend (siehe z.B. Referenz [85℄).
Zentral für die Berehnung von NMR-Vershiebungen an groÿen Systemen ist einerseits
der methodishe Fortshritt der quantenhemishen Methoden. So erbrahte die Entwiklung
linear-skalierender Methoden zur Berehnung von NMR-Vershiebungen auf Hartree-Fok-
oder DFT-Niveau (siehe Abshnitt 2.4 und Referenzen [57℄) in den letzten Jahren einen ent-
sheidenden methodishen Fortshritt. Ein wihtiges Ziel liegt darin, auh für Post-Hartree-
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Fok-Methoden den Rehenaufwand maÿgeblih und ohne signikante Genauigkeitseinbuÿen
zu senken. Andererseits spielt es für Anwendungsrehnungen auh eine groÿe Rolle, bereits
bestehende Methoden optimal ausnutzen zu können, beispielsweise linear-skalierenden quan-
tenhemishen NMR-Methoden auf HF- und KS-DFT-Niveau in Kombination einerseits mit
aufwändigeren Methoden (z.B. MP2) oder andererseits mit günstigeren QM/MM-Methoden.
Grundvoraussetzung ist dafür insbesondere, dass die Fehlerbalken der derzeitigen Metho-
den möglihst genau eingeshätzt werden können, sowohl für die QM-Beshreibung an sih
(Hartree-Fok, DFT-Funktional, Basissatz et.) als auh in Hinblik auf die benötigten Grö-
ÿen der QM-Regionen zur expliziten Beshreibung von Umgebungseinüssen auf eine zentrale
Molekülregion. In diesem Zusammenhang präsentieren die nahstehenden Abshnitte
 eine Genauigkeitsuntersuhung von NMR-Vershiebungen auf HF/DFT-Niveau (siehe
Abshnitt 5.2)
 eine Analyse, wie sih mit intermediären Referenzen die Genauigkeiten von NMR-Ver-
shiebungen steigern lassen (siehe Abshnitt 5.3)
 die Kombination linear-skalierender QM-Methoden mit QM/MM-Ansätzen zur Unter-
suhung der QM-Gröÿenkonvergenz am Beispiel von NMR-Abshirmungen (siehe Ab-
shnitt 5.4)
Die Genauigkeitsuntersuhungen von NMR-Vershiebungen auf GIAO-HF/DFT- und -MP2-
Niveau im Rahmen dieser Arbeit zielt auf eine Ergänzung bereits bestehender Untersuhungen
(siehe z.B Referenzen [87100℄) in mehrerer Hinsiht: Zum einen soll der molekulare Testsatz
ausgebaut werden und dabei insbesondere weitere relevante Stogruppen, vor allem der orga-
nishen Chemie, ergänzt werden. Die Studie verfolgt auÿerdem das Ziel auh neue Entwiklun-
gen von DFT-Funktionalen und vershiedene Basissätze miteinzubeziehen. Als Referenzwerte
strebt sie sehr genaue theoretishe Ergebnisse an, CCSD(T) mit groÿen Basissätzen. Die Feh-
ler bei der Berehnung auf GIAO-HF/DFT-und -MP2-Niveau sollen shlieÿlih nah aussa-
gekräftigen Kriterien für relative Abshirmungen (den hemishen Vershiebungen) bewertet
werden.
Bereits frühere Arbeiten (siehe z.B. Referenzen [85,101,102℄) greifen auf ein weiterführen-
des Konzept bei der ab-initio Berehnung von NMR-Vershiebungen zurük, um die Genauig-
keit gegenüber dem HF- oder DFT-Niveau für eine zentrale Molekülregion möglihst ezient
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steigern zu können. Das Konzept gründet darauf, eine zwekmäÿige intermediäre Referenz
einzuführen und auf hohem theoretishen Niveau zu berehnen. Im Rahmen der vorliegen-
den Arbeit wird nun untersuht, wie gewinnbringend das Konzept intermediärer Referenzen
allgemein für Polypeptide eingesetzt werden kann. Die Darstellung in den Abshnitten 5.2
und 5.3 baut teilweise auf Ergebnissen auf, die im Rahmen der Zusammenarbeit bei drei
Bahelor-Arbeiten [103℄ erzielt wurden.
Der Einuss der hemishen Umgebung auf die NMR-Vershiebungen einer zentralen Mo-
lekülregion wird für vershiedene supramolekulare Systeme im abshlieÿenden Abshnitt des
Kapitels untersuht. Dazu wurde die QM-Region vergröÿert bis die Änderungen der NMR-
Abshirmungen für die betrahteten Kerne vernahlässigbar sind. Um die Gröÿenkonvergenz
zu erreihen wurden QM-Regionen mit bis zu rund 1700 Atomen und 16000 Basisfunktionen
mit Dihte-basierten linear-skalierenden CPSCF-Methoden behandelt [57℄. Die Ergebnisse
liefern Einsihten in die Lokalität und Konvergenz der elektronishen Struktur an sih und
werden damit ebenso in anderem Kontext relevant. Darüber hinaus widmet sih der abshlie-
ÿende Abshnitt des Kapitels auh der Kombination linear-skalierender QM-Methoden mit
QM/MM-Ansätzen. Auf diese Weise kann ermittelt werden, in welhem Ausmaÿ die Einbezie-
hung der hemishen Umgebung als partielle Punktladungen in einem QM/MM-Ansatz das
Konvergenzverhalten mit ansteigender QM-Gröÿe verbessert. Die wesentlihen Inhalte des Ab-
shnitts 5.4 sind in der Veröentlihung,
D. Flaig, M. Beer, and C. Ohsenfeld,
Convergene of Eletroni Struture with the Size of the QM region:
Example of QM/MM NMR Shieldings,
J. Chem. Theory Comput. 8, 2260 (2012).
enthalten und sind als Teil dieser Arbeit einbezogen.
5.2 Genauigkeiten von NMR-Vershiebungen auf GIAO-SCF- und MP2-
Niveau





auf die Strukturauswahl einer theoretishen Studie von A. A. Auer et al. [94℄ zurük, für die
auh experimentelle Abshirmungen in der Gasphase gemessen wurden [104℄. Darüber hinaus
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wurde die Auswahl um weitere wihtige molekulare Systeme erweitert, so dass die Auswahl
nun ein breites Spektrum an organishen Molekülen abdekt (die Moleküle CO, CO2, HCN,





Vershiebungsskala (siehe Tabelle 5.1 und 5.2). Im Einzelnen hinzugekommen sind gegenüber
der ursprünglihen Auswahl die Verbindungen Benzol, Furan, Imidazol, Pyridin und Pyrimidin
als Vertreter von aromatishen Systemen, deren Abkömmlinge beispielsweise auh in biohe-
mishen Systemen (z.B. Peptide, Nukleinsäuren) eine wihtige Rolle spielen. Dimethylether
bzw. Ameisensäure dienen als Repräsentanten der Ether bzw. der Carbonsäuren. Als wihti-
ges weiteres System wurde das Standardreferenzmolekül Tetramethylsilan (TMS) mit in die
Auswahl hinzugenommen, so dass zugleih auh eine Berehnung der Standardvershiebungen
ermögliht wird.
Alle NMR-Berehnungen basieren in Analogie zur Untersuhung von A. A. Auer et al.
[94℄ auf den globalen Minimumstrukturen der isolierten Moleküle, wie sie bei sehr genauen
Geometrieoptimierungen auf CCSD(T)/-pVTZ-Niveau [62℄ mithilfe des Programmpakets
Cfour [105℄ gefunden wurden. Die Untersuhung wendet sih zunähst dem methodishen
Fehler von MP2- und SCF-Methoden zu und dann dem Einuss der Basissatzgröÿe auf die
SCF-Ergebnisse. Bei der Bestimmung des methodishen Fehlers wird durhgängig ein groÿer
Basissatz (qz2p, [94,106℄) verwendet, um so den Methoden- und Basissatzfehler (weitgehend)
getrennt betrahten zu können. Für die Wasserstoatome wurde ebenfalls die groÿe qz2p-Basis
mit dem Kontraktionsshema H:(7s2p)→[4s2p℄ verwendet und niht wie in Referenz [94℄ eine
verkleinerte Basis.
Die Auswahl der DFT-Methoden umfasst die reinen GGA-Funktionale BP86 [107℄, PBE
[39℄, KT2 [108℄, B3LYP
0.05
[109℄ und Hybrid-GGA-Funktionale B3LYP [41, 42℄, PBE0 [43℄,
B97-2 [44℄. Die SCF-Rehnungen sind mit dem Programmpaket Q-Chem [64℄, sowie einem
QM-Paket von J. Kussmann [110℄ durhgeführt, das neu entwikelte DFT-Funktionale aus der
Libx-Datenbank [111℄ einbindet. Als Referenzwerte dienen für alle folgenden Beurteilungen
sehr genaue theoretishe Ergebnisse auf CCSD(T)-Niveau auf der Grundlage der getroenen
Strukturauswahl. Im Blikpunkt der vorliegenden Untersuhung stehen somit die Fehler bei der
Berehnung von NMR-Abshirmungen an sih, d.h. basierend auf einzelnen Konformationen
der isolierten Moleküle, entkoppelt von der Frage nah dem Einuss von Molekülshwingungen
(Zeitmittelung über vershiedene Konformationen) oder der hemishen Umgebung. Neben
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den Referenzwerten auf CCSD(T)-Niveau wurden mithilfe des Programmpakets Cfour [105℄
auh Abshirmungen auf MP2-Niveau berehnet.
Die Tabellen 5.1 und 5.2 fassen die Ergebnisse der Rehnungen für alle getesteten Methoden




C-Kerne die Vershiebungen δA = σTMS − σA
gegenüber TMS angegeben (siehe Gleihung 2.46). Abshlieÿend führen die Tabellen zusätzlih
drei Kriterien zur Bewertung der Methodengenauigkeit auf: die mittlere vorzeihenbehaftete
Abweihung (mean signed deviation, MSD), die mittlere absolute Abweihung (mean absolute























über NK Atomkerne. Dabei ist die Standardabweihung invariant gegenüber der analogen
Formulierung mit absoluten isotropen Abshirmungen statt mit Vershiebungen, solange die
Referenz (hier TMS) jeweils miteinbezogen wird. Dadurh ist die STD unabhängig von der
Wahl der Referenz, im Gegensatz zu der MSD und MAD, was beispielhaft in Tabelle 5.3 ge-
zeigt ist. Bei der MSD und MAD kann es durh den Fehler der Referenzabshirmung selbst,
abhängig von der Wahl der Referenz, prinzipiell zu einer Kompensation oder aber Vermeh-
rung des Vershiebungsfehlers kommen. Die allgemeine Beurteilung der Genauigkeit von Ver-
shiebungen stützt sih daher im Folgenden auf die von der Wahl der Referenz unabhängige
Standardabweihung.
77
KAPITEL 5. QM- UND QM/MM-BERECHNUNG VON NMR-VERSCHIEBUNGEN
Tab. 5.1:
1
H-NMR-Vershiebungen (in ppm) auf GIAO-CCSD(T)-, -MP2-, -DFT- und -HF-Niveau
gegenüber TMS
a
und mittlere vorzeihenbehaftete Abweihung (MSD), mittlere absolute
Abweihung (MAD) und Standardabweihung (STD) gegenüber den CCSD(T)-Ergebnissen



























































































CH3OH -0.33 -0.20 -0.46 -0.44 -0.45 -0.47 0.18 -0.87 -0.70 -0.72
TMS 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
CH3NH2 0.13 0.18 0.04 0.05 0.10 0.03 0.26 -0.03 -0.02 -0.02
CH4 0.28 0.26 0.11 0.19 0.21 0.16 0.48 0.01 0.07 0.05
C2H6 0.91 0.90 0.91 0.89 0.93 0.87 0.95 0.90 0.88 0.88
C2H2 1.48 1.50 1.29 1.31 1.29 1.30 1.80 1.42 1.15 1.14
CH3CN 1.65 1.67 1.74 1.76 1.78 1.74 1.84 1.79 1.74 1.73
CH3COCH3, in COC-Ebene 1.79 1.77 1.74 1.89 1.88 1.90 2.09 1.71 1.81 1.80
CH3CHO, in CCO-Ebene 1.88 1.85 1.83 2.00 2.00 2.01 2.19 1.83 1.93 1.92
CH3CHO, auÿer CCO-Ebene 2.01 2.02 2.10 2.14 2.16 2.15 2.06 2.09 2.18 2.18
CH3COCH3, auÿer COC-Eb. 2.05 2.08 2.17 2.17 2.20 2.18 2.02 2.22 2.26 2.27
CH3NH2, gauhe zu fr. Elektr. 2.36 2.40 2.48 2.38 2.47 2.38 2.30 2.51 2.45 2.47
CH3NH2, anti zu fr. Elektr. 2.59 2.61 2.83 2.68 2.79 2.66 2.37 3.03 2.87 2.91
HCN 2.63 2.66 2.50 2.54 2.51 2.51 2.92 2.79 2.44 2.42
CH3OCH3, auÿer COC-Ebene 3.10 3.14 3.16 3.12 3.19 3.12 2.94 3.25 3.24 3.24
CH3OH, anti zu OH 3.37 3.44 3.53 3.40 3.50 3.42 3.30 3.51 3.50 3.52
CH3OH, gauhe zu OH 3.49 3.54 3.74 3.58 3.70 3.58 3.29 3.86 3.77 3.81
CH3OCH3, in COC-Ebene 3.63 3.72 3.80 3.64 3.74 3.66 3.45 3.87 3.78 3.80
CH3F 4.19 4.24 4.42 4.30 4.40 4.31 4.13 4.45 4.44 4.47
CH2CCH2 4.70 4.78 4.67 4.91 4.89 4.93 4.99 4.80 4.86 4.87
C2H4 5.45 5.53 5.57 5.84 5.82 5.91 5.84 5.69 5.85 5.88
HCOOH 5.73 5.84 5.69 6.03 6.03 6.06 6.24 5.64 5.94 5.94
Furan (3, 4) 6.18 6.39 6.18 6.39 6.40 6.44 6.38 6.35 6.37 6.40
Imidazole (5) 6.91 7.10 6.82 7.08 7.09 7.12 7.21 7.13 7.05 7.07
Pyrimidin (5) 7.14 7.55 7.01 7.32 7.31 7.41 7.24 7.07 7.29 7.31
Furan (2, 5) 7.18 7.37 7.10 7.36 7.37 7.39 7.41 7.44 7.34 7.35
Imidazole (4) 7.22 7.37 7.15 7.43 7.44 7.47 7.56 7.40 7.39 7.40
Pyridin (3, 5) 7.25 7.59 7.12 7.44 7.42 7.51 7.44 7.21 7.39 7.42
Imidazole (2) 7.40 7.43 7.26 7.59 7.58 7.62 7.85 7.55 7.52 7.52
HCOOH 7.69 7.68 7.90 7.97 8.04 7.98 7.76 8.07 8.08 8.08
Pyridin (4) 7.70 7.84 7.54 7.88 7.86 7.96 8.18 7.67 7.79 7.83
C6H6 7.83 8.07 7.70 8.01 7.99 8.09 8.15 7.84 7.96 7.99
Imidazole (1) 8.19 8.69 8.15 8.42 8.43 8.47 8.31 8.52 8.43 8.47
Pyrimidin (4, 6) 8.76 8.85 8.63 9.01 8.99 9.07 9.17 8.79 8.99 9.01
Pyridin (2, 6) 8.77 8.89 8.66 9.04 9.03 9.11 9.13 8.83 9.05 9.08
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Pyrimidin (2) 9.31 9.41 9.24 9.60 9.60 9.66 9.52 9.39 9.67 9.69
H2CO 9.48 9.42 9.90 10.19 10.28 10.29 9.52 10.29 10.56 10.63
CH3CHO 9.66 9.66 10.02 10.27 10.36 10.33 9.60 10.44 10.62 10.67
MSD 0.09 0.01 0.14 0.17 0.17 0.16 0.12 0.16 0.17
MAD 0.09 0.12 0.17 0.19 0.20 0.21 0.19 0.22 0.24
STD 0.12 0.16 0.18 0.19 0.21 0.21 0.25 0.27 0.29
a
Die isotrope Abshirmung von Tetramethylsilan ist (in ppm): 31.89 [CCSD(T)℄, 31.82 [MP2℄,
31.78 [B3LYP
0.05
℄, 31.89 [B97-2℄, 31.94 [B3LYP℄, 31.78 [PBE0℄, 32.21 [HF℄, 31.75 [KT2℄,
31.78 [BP86℄, 31.72 [PBE℄
Tab. 5.2:
13
C-NMR-Vershiebungen (in ppm) auf GIAO-CCSD(T)-, -MP2-, -DFT- und -HF-Niveau
gegenüber TMS
a
und mittlere vorzeihenbehaftete Abweihung (MSD), mittlere absolute
Abweihung (MAD) und Standardabweihung (STD) gegenüber den CCSD(T)-Ergebnissen



























































































CH4 -3.7 -3.8 -7.5 -7.9 -4.9 -7.2 -8.0 -6.6 -5.8 -1.3
TMS 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CH3CN 3.3 3.5 2.3 1.9 3.2 2.4 1.9 2.0 2.6 2.9
C2H6 9.4 9.8 9.9 9.4 9.9 9.3 9.0 9.7 9.1 10.5
CH3NH2 31.1 32.7 33.6 32.9 32.4 33.2 33.0 33.0 32.0 30.4
CH3COCH3 31.2 32.7 32.1 29.9 31.6 32.4 32.1 32.2 32.2 30.4
CH3CHO 33.0 34.6 35.1 33.3 33.9 35.3 35.4 34.9 34.6 31.9
CH3OH 52.2 54.8 55.8 54.3 53.8 55.8 55.6 55.1 53.9 49.9
CH3OCH3 61.5 64.7 65.8 63.9 62.8 65.6 65.4 64.6 63.4 57.8
CH3F 71.2 74.4 75.1 72.7 73.1 75.9 75.8 74.8 73.7 68.1
C2H2 71.8 73.6 73.7 67.8 75.0 74.8 75.1 75.9 78.3 79.6
CH2CCH2 75.2 76.5 74.3 70.4 77.7 76.9 76.7 78.3 79.2 80.1
HCN 108.4 109.3 106.8 101.4 113.6 111.1 111.3 114.2 116.9 124.2
Furan (3, 4) 108.5 111.0 110.3 103.4 112.3 112.9 112.7 115.2 114.9 114.6
Imidazole (5) 114.5 117.7 115.1 108.7 117.6 117.4 117.2 120.5 120.2 122.5
CH3CN 117.2 120.2 116.7 111.4 122.4 120.4 120.8 123.8 125.3 131.6
Pyrimidin (5) 122.6 129.7 124.4 117.8 124.7 126.7 127.1 128.4 127.9 122.7
C2H4 122.7 126.3 127.5 122.5 131.2 132.6 132.7 134.2 134.8 134.4
Pyridin (3, 5) 124.8 130.2 126.1 119.4 127.4 128.6 128.9 131.1 130.5 128.7
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CF4 127.0 131.1 138.9 130.2 130.0 137.0 137.0 134.1 131.7 113.2
Imidazole (4) 132.5 135.0 134.4 127.1 136.6 137.3 137.1 140.5 139.6 140.9
C6H6 133.0 135.7 134.1 127.5 136.6 137.3 137.5 140.6 139.9 142.1
CO2 134.2 133.1 129.2 124.9 132.9 130.0 130.2 134.8 135.6 144.7
Imidazole (2) 135.7 135.1 135.0 128.4 138.5 137.2 137.0 141.9 141.3 149.9
Pyridin (4) 136.3 136.5 136.2 129.4 139.8 139.4 139.6 143.4 143.1 149.6
Furan (2, 5) 139.8 142.9 140.1 134.5 142.8 142.9 142.8 146.5 145.8 148.8
Pyridin (2, 6) 152.9 153.7 153.5 147.2 157.3 157.9 158.2 161.5 160.8 165.0
Pyrimidin (4, 6) 158.3 157.9 158.3 151.7 163.1 163.0 163.2 167.0 166.6 173.5
HCOOH 160.8 161.9 161.5 154.7 165.2 164.4 164.3 168.7 168.6 171.6
Pyrimidin (2) 163.1 163.4 164.1 157.6 168.3 168.8 169.1 172.4 171.7 176.1
H2CO 187.2 189.3 194.6 189.5 201.7 205.8 206.8 206.2 207.4 201.2
CO 189.0 185.5 184.3 178.6 200.3 195.9 196.7 203.3 205.7 221.8
CH3CHO 193.1 194.8 198.5 192.2 204.9 207.4 207.9 210.0 209.7 207.6
CH3COCH3 200.5 202.2 205.7 198.5 211.1 213.2 213.4 217.1 215.4 215.6
CH2CCH2 216.5 223.4 220.1 213.7 227.4 227.8 227.9 234.6 232.1 238.4
MSD 1.9 1.5 -3.4 4.1 4.5 4.6 6.7 6.6 7.8
MAD 2.2 2.6 4.2 4.3 5.1 5.2 7.0 6.8 9.3
STD 2.1 3.2 3.6 3.8 4.7 4.9 5.4 5.4 8.8
a
Die isotrope Abshirmung von Tetramethylsilan ist (in ppm): 195.3 [CCSD(T)℄, 197.2 [MP2℄,
186.6 [B3LYP
0.05
℄, 190.1 [KT2℄, 187.1 [B97-2℄, 183.0 [BP86℄, 183.3 [PBE℄, 182.7 [B3LYP℄,
187.6 [PBE0℄, 193.9 [HF℄
Unter den untersuhten Methoden erreiht die MP2-Methode gemäÿ der Tabellen 5.1 und




C den kleinsten Wert gegenüber









Vershiebungen etwas voneinander ab: Bei
1
H-Vershiebungen erweist sih Hartree-Fok als
gleih auf mit getesteten DFT-Funktionalen, während für
13
C-Vershiebungen alle getesteten





C-Vershiebungen shneiden die Funktionale B3LYP
0.05
[109℄ und B97-2 [44℄ besonders
gut ab, das Funktional KT2 [108℄ nur im Falle der
13
C-Vershiebungen. Abshlieÿend zeigt die
Tabelle 5.4 für
13
C-Vershiebungen die Standardabweihungen der SCF-Methoden gegenüber
den CCSD(T)/qz2p-Referenzwerten, wenn die SCF-Rehnungen für die gleihe Strukturaus-
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Tab. 5.3: Abhängigkeit der mittleren vorzeihenbehafteten Abweihung (MSD) und mittleren ab-
soluten Abweihung (MAD) von der Wahl der Referenz bei der Berehnung von
13
C-
Vershiebungen. Als vier Beispielreferenzen sind hier TMS, C2H2, C6H6 und CH3COCH3
ausgewählt. Zum Vergleih ist die von der Wahl der Referenz unabhängige Standardabwei-
hung (STD) gezeigt. Bei der Berehnung der Abweihungen sind jeweils die vier Referenz-

















































































MSD 1.9 1.4 -3.4 3.9 4.3 4.4 6.5 6.3 7.5
MAD 2.3 2.6 4.2 4.1 4.9 5.0 6.7 6.5 9.2
C2H2
MSD 0.1 -0.4 0.6 0.9 1.6 1.4 2.7 0.1 -0.1
MAD 1.6 2.5 3.1 2.8 3.3 3.4 4.6 4.2 7.2
C6H6
MSD -0.8 0.3 2.1 0.3 0.0 -0.1 -1.1 -0.6 -1.4
MAD 1.8 2.4 3.2 2.7 3.1 3.3 4.1 4.1 7.2
CH3COCH3
MSD 0.2 -3.8 -1.4 -6.6 -8.4 -8.5 -10.1 -8.6 -7.7
MAD 1.7 4.4 3.5 7.0 8.9 9.1 10.4 9.2 9.1
STD 2.2 3.4 3.7 3.9 4.8 5.0 5.4 5.5 8.9
wahl kleinere Basissätze verwenden, beispielsweise die Double-zeta-Basis SVP [106℄ oder Triple-
zeta-Basis tz2p [94,106℄. Zum Vergleih sind auh noh einmal die qz2p-Ergebnisse aus Tabelle
5.2 aufgeführt und andererseits auh die Ergebnisse für die minimale Basis STO-3G [112℄. Die
Tabelle zeigt, dass vor allem bei kleineren Basissätzen als SVP ein deutliher Fehleranstieg
auftritt, während der Untershied der Standardabweihungen ausgehend vom SVP-Niveau zu
gröÿeren Basissätzen hin deutlih weniger ausgeprägt ist. Zudem ändert sih die Abfolge der
DFT-Funktionale bzw. Hartree-Fok hinsihtlih ihres Fehlers maÿgeblih in Abhängigkeit des
Basissatzes: Einerseits zeigen sih besonders die speziell für NMR-Berehnungen entwikelten
GGA-Funktionale B3LYP
0.05
[109℄, KT2 [108℄ als empndlih gegenüber kleinen Basissätzen,
denn unterhalb des tz2p-Niveaus sheint es hier überwiegend zu einer Fehlervermehrung für
NMR-Vershiebungen gegenüber dem methodishen Fehler zu kommen. Hingegen erreihen
die Hybrid-GGA-Funktionale B97-2 [44℄ und PBE0 [43℄ und besonders auh die Hartree-Fok-
Ergebnisse für kleinere Basissätze bis hin zum SVP-Niveau sogar kleinere Standardabweihun-
gen als auf qz2p-Niveau, was auf eine überwiegende Fehlerkompensation von Methoden- und
Basissatzfehler hindeutet.
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Tab. 5.4: Abhängigkeit der Standardabweihung (STD) von der Wahl des Basissatzes bei der Bereh-
nung von
13














































































STO-3G [112℄ 22.1 21.8 19.4 20.5 20.3 19.3 18.7 16.0
SVP [106℄ 6.2 6.4 2.9 4.3 4.2 3.0 2.8 6.0
tz2p [94,106℄ 3.2 4.0 3.0 4.9 5.0 4.2 4.3 7.9
qz2p [94,106℄ 3.2 3.6 3.8 4.7 4.9 5.4 5.4 8.8
5.3 Intermediäre Referenzen bei der Berehnung von NMR-Vershiebun-
gen
Die Untersuhung im vorangehenden Abshnitt hat gezeigt, dass die MP2-Methode die Ge-
nauigkeit von NMR-Vershiebungen auf HF- oder DFT-Niveau durhgängig übertrit. Für
gröÿere Systeme stoÿen die derzeit zur Verfügung stehenden MP2-Methoden zur Berehnung
von NMR-Vershiebungen mit zunehmenden Systemgröÿen jedoh aufgrund des gravierenden
Anstiegs des Rehenaufwands noh shnell an die Grenze des Mahbaren bzw. Zwekmäÿigen.
Eine potentiell gewinnbringende Näherung für groÿe Systeme liegt darin, eine geeignete in-
termediäre Referenz einzuführen, um für einen zentralen Bereih von Interesse mit möglihst
geringem Aufwand über die SCF-Genauigkeit hinweg zu gelangen. Die intermediäre Referenz
sollte dabei typisherweise einen kleinen Systemausshnitt um den zentralen Bereih in einer
repräsentativen Konformation umfassen. Die intermediäre NMR-Vershiebung δMP2A, i. Ref. (für
einen Atomkern A) gegenüber der Standardreferenz (z.B. Tetramethylsilan) kann dann auf
höherem MP2-Niveau berehnet und die Eekte durh die molekulare Umgebung auf nied-
rigerem SCF-Niveau als Inkrement ∆σSCFA einbezogen werden. Die getroene Näherung für




Ref. − σMP2A =
δMP2A, i.Ref.︷ ︸︸ ︷
σMP2Ref. − σMP2A, i.Ref.+(
∆σMP2A︷ ︸︸ ︷
σMP2A, i.Ref. − σMP2A ) (5.2)
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Die Verbesserung der Resultate ∆
SCF/MP2→SCF
A gegenüber der nur auf einem niedrigen Niveau
berehneten Vershiebung δSCFA ergibt sih nah diesem Ansatz als Dierenz der MP2- und







(σSCFRef. − σSCFA ) = δMP2A, i.Ref. − δSCFA, i.Ref. (5.3)
Solange die intermediäre Referenz und die betrahtete Molekülregion im tatsählihen System
strukturell eng verwandt sind (die Inkremente ∆σMP2A also klein sind), ist demnah davon
auszugehen, dass man mithilfe intermediärer Referenzen einerseits einen wesentlihen Teil der
kurzreihweitigen Elektronenkorrelation beshreibt und andererseits ezient langreihweitige
Umgebungseinüsse miteinbeziehen kann. Prinzipiell lässt sih das Konzept analog auh auf
andere Methoden übertragen, beispielsweise könnten zukünftig noh genauere intermediäre
Vershiebungswerte auf einem hohen Coupled-Cluster-Niveau mit MP2-Inkrementen kombi-
niert werden.
Einen besonderen Vorteil verspriht das Konzept intermediärer Referenzen für makromo-
lekulare Systeme aus denierten Momomereinheiten. Einmalige Rehnungen für die isolierten
Momomereinheiten können hier genaue intermediäre Vershiebungswerte liefern und in tabel-
lierter Form als Grundlage für NMR-Rehnungen an den vershiedenen polymeren Derivaten
dienen. In diesem Zusammenhang entwikelt die vorliegende Arbeit das Konzept intermedi-
ärer Referenzen für Polypeptide (am Beispiel von
13
C-Vershiebungen) und untersuht im
Anshluss die Fehler des Konzepts durh den Vergleih gegenüber exakten MP2-Ergebnissen
für das vollständige System. Die Abbildung 5.1 zeigt shematish das Vorgehen für peptidi-
she Systeme. Für stellvertretende Strukturen der isolierten 20 Aminosäure-Moleküle mit den
Termini Aetyl (ACE) und N-Methylamid (NME) wurden auf MP2-Niveau die Vershiebun-
gen δMP2A, i.Ref. gegenüber TMS berehnet. Die stellvertretenden Strukturen der Aminosäure-
Moleküle ergaben sih dabei gemäÿ einer Amber-Geometrieoptimierung (FF10, [53℄) und
TMS wurde auf CCSD(T)/-pVTZ-Niveau optimiert. Zu den intermediären Vershiebungen
δMP2A, i.Ref. können nun näherungsweise die Inkremente ∆σ
SCF
A addiert werden, um den Eekt
der tatsählihen
 Konformation des Aminosäurerests und
 der Polypeptid- und Wasser-Umgebung et.
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Abb. 5.1: Shema für das Konzept intermediärer Referenzen am Beispiel von Polypeptiden, links: Stan-
dardreferenz (TMS), Mitte: intermediäre Referenz (isolierte Aminosäure mit Endgruppen
ACE und NME), rehts: der gleihe Aminosäurerest in abweihender Molekülkonformation
in der tatsählihen Polypeptid- und Wasserumgebung.
zu berüksihtigen. Die berehneten Werte sind in den Tabellen 5.5 und 5.6 zusammen-
gestellt, so dass zukünftige Rehnungen darauf zurükgreifen können, um gemäÿ der Glei-
hung 5.2 NMR-Vershiebungen von Polypeptiden zu ermitteln. Die Tabelle 5.5 listet die
13
C-Vershiebungen für die vershiedenen Kohlenstoatome in den isolierten Aminosäuren mit
ACE- und NME-Termini gegenüber TMS auf MP2-Niveau auf (entspriht dem Term δMP2A, i.Ref.).
Die Tabelle 5.6 stellt dann ergänzend die berehneten Abshirmungen auf HF/qz2p-Niveau
zur Verfügung (entspriht dem Term σSCFA, i.Ref.). Die Werte der durh die Molekülkonstitution
niht eindeutig festgelegten Atomkerne sind in den Tabellen ausgelassen und mit n.e. ge-
kennzeihnet. Die Nomenklatur der Kohlenstoatome in den Aminosäuren rihtet sih nah
dem üblihen Standard [113℄.
Die Fehler der auf niedrigem Niveau berehneten Inkremente ∆σSCFA gegenüber den MP2-
Inkrementen ∆σMP2A werden im Folgenden exemplarish für Inkremente aufgrund einer Kon-
formationsänderung oder einer Wasserumgebung untersuht. Für die Untersuhung der Fehler
wurden jeweils neun stellvertretende Strukturen der Aminosäure-Systeme erzeugt, indem im
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Tab. 5.5:
13
C-Vershiebungen der isolierten Aminosäuren mit ACE- und NME-Termini gegenüber
TMS (MP2/qz2p [94, 106℄, isotrope Abshirmung von TMS: 197.2 ppm, Amber-optimierte
Aminosäure-Strukturen (FF10 [53℄), TMS optimiert auf CCSD(T)/-pVTZ-Niveau); die
durh die Molekülkonstitution niht eindeutig festgelegten Kerne sind mit n.e. bezeihnet.
COO
−
Cα Cβ Cγ Cδ Cǫ Cζ
Ala 175.1 55.8 25.8 - - - -
Arg 177.5 65.3 37.7 33.3 51.4 - 152.1
Asn 175.0 54.5 45.7 170.6 - - -
Asp 179.6 62.4 55.9 174.7 - - -
Cys 167.5 58.4 35.9 - - - -
Gln 174.9 59.4 41.8 38.2 171.4 - -
Glu 178.5 65.2 46.1 49.0 175.3 - -
Gly 168.2 48.9 - - - - -
Leu 175.5 56.5 54.3 30.8 n.e. - -
Lys 177.9 62.7 44.8 29.6 33.4 50.6 -
Met 174.7 59.5 41.7 37.7 - 22.1 -
Ser 168.2 58.9 73.7 - - - -
Thr 169.1 65.6 73.8 28.1 - - -




Cα Cβ Cγ(3) Cγ(3
1) Cδ




Cα Cβ 2 4 5




2 3 4 5




Cα Cβ 1 2, 6 3, 5 4




Cα Cβ 2 3 3a 4
175.6 59.3 39.0 127.5 118.9 140.1 124.8
5 6 7 7a




Cα Cβ 1 2, 6 3, 5 4
174.9 61.9 50.0 139.7 n.e n.e 165.8
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Tab. 5.6:
13
C-Abshirmungen der isolierten Aminosäuren mit ACE- und NME-Termini (HF/qz2p [94,
106℄, Amber-optimierte Strukturen (FF10 [53℄)); die durh die Molekülkonstitution niht
eindeutig festgelegten Kerne sind mit n.e. bezeihnet.
COO
−
Cα Cβ Cγ Cδ Cǫ Cζ
Ala 6.8 145.1 170.2
Arg 5.0 136.9 160.5 164.0 148.2 - 36.3
Asn 6.8 147.1 152.9 13.4 - - -
Asp 3.0 140.6 144.4 6.3 - - -
Cys 13.7 143.6 161.6 - - - -
Gln 6.8 142.7 158.2 160.0 12.6 - -
Glu 3.7 137.3 155.1 150.3 7.0 - -
Gly 13.3 150.2 - - - - -
Leu 6.2 145.0 146.7 168.0 n.e
Lys 4.5 139.8 154.4 168.2 164.5 147.4
Met 7.0 142.4 157.5 161.3 - 173.6 -
Ser 13.2 142.6 128.7 - - - -
Thr 12.5 136.9 130.2 168.1 - - -




Cα Cβ Cγ(3) Cγ(3
1) Cδ




Cα Cβ 2 4 5




2 3 4 5




Cα Cβ 1 2, 6 3, 5 4




Cα Cβ 2 3 3a 4
6.0 142.5 160.8 55.6 73.4 50.5 59.4
5 6 7 7a




Cα Cβ 1 2, 6 3, 5 4
6.4 139.8 151.3 51.8 n.e. n.e. 23.4
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Abstand von 40 ps jeweils drei Strukturen aus drei unabhängigen MD-Trajektorien entnom-
men wurden (Amber-Kraftfeld FF-10 [53℄, Zeitshritt 1 fs, T=298 K). Das MD-Verfahren
wurde dabei für die
 isolierten Aminosäuren,
 Aminosäuren in Wasser mit eingefrorener Aminosäure-Konformation,
 Aminosäuren in Wasser mit veränderliher Aminosäure-Konformation,
durhgeführt, um so die Untersuhung der Einzeleekte (Konformation vs. Wasserumgebung)
sowie des gemeinsamen Eekts zu ermöglihen. Die Wasserumgebung wurde basierend auf ei-
ner TIP3P-Wasserbox [114℄ zur Aminosäure hinzugefügt und die Anfangsstruktur durh NVT-
und NPT-Simulationen verbessert. Die Wasserumgebung wurde nah der MD auf jeweils 2 Å
um die Aminosäure, der wihtigsten Solvatationssphäre, eingeshränkt. Für alle Rehnungen
dient als intermediäre Referenz die optimierte isolierte Aminosäure-Struktur (siehe oben).
Die Tabelle 5.7 stellt die Ergebnisse der Fehleruntersuhung zusammen. Die Fehler beziehen
sih darin auf MP2-Vergleihsrehnungen und die Fehlerkriterien sind analog zu den Gleihun-
gen 5.1 mit MP2-Referenzen gewählt. Neben den Fehlern der intermediär bestimmten
13
C-
Vershiebungen führt die Tabelle zum Vergleih auh die Fehler einer reinen HF-Beshreibung
auf. Die Fehler sind zudem aufgeshlüsselt nah einfah gebundenen C-Atomen (gesättigt,
gesät.) und sonstigen C-Atomen. Alle
13
C-Vershiebungen wurden gegenüber TMS berehnet
(für die isotrope Abshirmungen der CCSD(T)/-pVTZ-optimierten Struktur auf HF- bzw.
MP2-Niveau siehe Tabelle 5.2).
Die statistishe Auswertung bei der Wasserumgebung stützt sih (aus Gründen des Re-
henaufwands) auf weniger individuelle Aminosäuren als bei den Vakuumstrukturen (siehe
Fuÿnoten der Tabelle), allerdings ebenfalls auf mindestens fünf vershiedene Aminosäuren
(Gly, Ser, Cys, Thr, Phe) mit jeweils neun Strukturen (45 Einzelrehnungen). Die damit
siherlih statistish aussagekräftigen Ergebnisse zeigen, dass das Konzept der intermediären
Referenzen sowohl für reine Konformationsänderungen bzw. Wassereinüsse als auh den kom-
binierten Eekten eine signikante Verbesserung gegenüber reinen Hartree-Fok-Rehnungen
erlaubt. So sinkt beispielsweise die mittlere Abweihung über alle C-Atome von 7.3 ppm auf
unter 1.1 ppm ab und somit deutlih unter die mittlere absolute Gröÿe der Einüsse auf die
Vershiebungen selbst (4.2 ppm). Damit ist mithilfe intermediärer Referenzen eine wihtige
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Voraussetzung erfüllt, um mittels der berehneten NMR-Vershiebung die Konformation oder
Wasserumgebung von Polypeptiden harakterisieren zu können.
Tab. 5.7: Mittlere vorzeihenbehaftete Abweihung (MSD), mittlere absolute Abweihung (MAD)
und Standardabweihung (STD) gegenüber MP2-Vershiebungen für Hartree-Fok-
Vershiebungen im Vergleih zu intermediär bestimmten Vershiebungen (tot.: Gesamtab-
weihung, gesät.: Abweihung für gesättigte C-Atome, sonst.: Abweihung für die sonstigen
C-Atome). Die Fehler der intermediär bestimmten Vershiebungen sind gezeigt für die Be-
shreibung von Konformationsänderungen (Konf.), einer Wasserumgebung und beiden Ef-
fekten gleihzeitig (Details siehe Text). Neben den Fehlern ist zudem aufgeführt, wie groÿ
der mittlere absolute Einuss der Eekte ist (auf MP2-Niveau).
Hartree-Fok







tot. gesät. sonst. tot. gesät. sonst. tot. gesät. sonst. tot. gesät. sonst.
MSD -1.1 5.9 -8.9 0.0 0.1 -0.1 0.2 0.1 0.2 0.1 0.2 0.0
MAD 7.3 5.9 8.9 0.7 0.3 1.2 0.4 0.2 0.7 1.1 0.5 1.6
STD 8.2 2.6 3.8 1.1 0.4 1.5 0.8 0.2 1.0 1.5 0.6 2.0
mittlerer absoluter Einuss 2.4 2.7 2.2 1.3 0.7 1.8 4.2 3.9 4.4
a
gemittelt für die Systeme Ile, Asp, Asn, Arg, Pro, Tyr und
b
b
gemittelt für die Systeme Val, Trp, Ala, Leu und
c
c
gemittelt für die Systeme Gly, Ser, Cys, Thr, Phe
5.4 Konvergenz von QM/MM-Abshirmungen mit der Gröÿe der QM-
Region
Der folgende Abshnitt gibt einen Überblik über die Kombination eines QM/MM-Ansatzes
von Cui und Karplus [4℄ mit linear-skalierenden Methoden zur Berehnung der kernmagne-
tishen Abshirmtensoren auf Hartree-Fok- und DFT-Niveau [57℄. Im Anshluss wird die
Konvergenz reiner QM- und QM/MM-NMR-Vershiebungen mit der Gröÿe der QM-Region
untersuht. Die Ergebnisse sollen dabei niht nur wihtige Einblike für die Berehnung von
NMR-Vershiebungen liefern, sondern können allgemeiner interpretiert werden, um die Loka-
lität und Konvergenz der elektronishen Struktur selbst zu bemessen. Die Untersuhung zeigt
die Ergebnisse für eine Reihe repräsentativer molekularer Systeme.
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5.4.1 Kombination linear-skalierender NMR-Methoden mit einer QM/MM-Be-
shreibung
Nah Gleihung 2.62 ist ein Element des kernmagnetishes Abshirmtensors auf Hartree-Fok-




= 2 · tr{PBihµ
j
A}+ 2 · tr{PhBi,µ
j
A} (5.4)
mit i, j = x, y, z. Vor Kurzem führten M. Beer und C. Ohsenfeld das Dihtematrix-basierte-
Laplae-transformierte-CPSCF-(DL-CPSCF)-Verfahren ein, mit dem die gestörte Einteilhen-
Dihtematrix PB innerhalb einer vollständig Dihte-basierten Formulierung bestimmt werden

























Dabei steht n für den CPSCF-Iterationsindex und Q bzw. P für die unbesetzte und besetzte
Einteilhen-Dihtematrix. Der Term bB
i




BiPF − FBin PS. (5.6)
F und S sind die Fok-Matrix (bzw. Kohn-Sham-Matrix) bzw. die Überlappmatrix (siehe
Abshnitt 2.3). Die Notation MB
i
bedeutet die Matrix der partiellen Ableitungen nah Bi
der zugehörigen Matrix M. Die Matrix FB
i














Wie in Abshnitt 2.6 dargestellt, wird bei den QM/MM-Shemata mit einer elektrostatishen
Einbettung die elektrostatishen QM/MM-Wehselwirkungen im QM-Teil berüksihtigt. Die
elektrostatishen QM/MM-Wehselwirkungen lassen sih zum Einelektronen-Hamilton-Ope-
rator ĥ hinzufügen (siehe Gleihungen 2.78 und 2.79). Sie sind für die nahfolgende Studie als
Coulomb-Wehselwirkung zwishen partiellen Punktladungen an den Orten der MM-Atome
beshrieben, wie es mittlerweile zum Standardvorgehen geworden ist, obwohl auh Verfahren
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basierend auf Multipoltermen höherer Ordnung hergeleitet worden sind (siehe z.B. Referen-
zen [115, 116℄ und darin enthaltene Referenzen):






Die Gröÿen qn stehen hierbei für die MM-Teilladungen (als Vielfahe der absoluten Elek-
tronenladung in atomaren Einheiten) und rn ist der Abstand eines QM-Elektrons zu der
externen Punktladung. Wegen des veränderten Einelektronen-Hamilton-Operators h̃ ergibt
das SCF-Verfahren eine veränderte Einteilhen-Dihtematrix P̃. Indem man P durh P̃ er-
setzt verändert sih der diamagnetishe Beitrag (zweiter Term) in der Gleihung 5.4. Darüber
hinaus verändert sih der paramagnetishe Beitrag (erster Term) in der Gleihung 5.4, da die




beeinusst: Da die Punktladungen zu den Einelektronen-Integral-Ableitungen in der Gleihung































Dadurh erhält man zugleih veränderte Matrizen F̃B
i
n (gemäÿ der Gleihung 5.7), b̃
Bi
n (gemäÿ
der Gleihung 5.6) und shlieÿlih P̃B
i
n+1 (gemäÿ der Gleihung 5.5).
5.4.2 Grundzüge der Konvergenzuntersuhung
Vor einer ausführlihen Diskussion der Beispielsysteme und Ergebnisse in den nahfolgen-
den Abshnitten werden hier die methodishen Grundzüge vorgestellt, um die Konvergenz
mit der QM-Gröÿe zu untersuhen. Die Abbildung 5.2 veranshauliht das prinzipielle Vor-
gehen: Ausgehend von einer zentralen Molekülregion des Interesses (z.B. der gelöste Sto)
werden die QM-Ausshnitte nah und nah vergröÿert, bis die Veränderungen in den NMR-
Abshirmungen unter ein bestimmtes Kriterium fallen (siehe Abshnitt 5.4.5). Die reinen QM-
Rehnungen vernahlässigen den restlihen Teil des molekularen Systems vollständig, während
die QM/MM-Rehnungen den restlihen Teil des molekularen Systems als MM-Teilsystem mit-
einbeziehen. Ein Abstandskriterium deniert die Gröÿe des QM-Teils, nahfolgend als QM-
Umgebungsabstand r bezeihnet. Der QM-Umgebungsabstand hat dabei die folgende Bedeu-
tung: Ein Molekül (oder Residuum) der Umgebung wird im QM-Teil berüksihtigt, wenn
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Abb. 5.2: Shema der Konvergenzuntersuhung. Links: Reine QM-Rehnungen mit zunehmender QM-
Gröÿe bis zur Konvergenz; Rehts: QM/MM-Rehnungen mit zunehmender QM-Gröÿe bis
zur Konvergenz, wobei das MM-Teilsystem den restlihen Teil des molekularen Systems
enthält.
irgendein Atom des Moleküls (oder Residuums) näher als der QM-Umgebungsabstand zu ir-
gendeinem Atom der zentralen Molekülregion ist. Dadurh bilden die QM-Ausshnitte die
Form der zentralen Molekülregion nah und ein optimales Konvergenzverhalten mit r wird
angestrebt, d.h. kleinste Abweihungen für eine gegebene Anzahl an QM-Atomen. Kovalen-
te Bindungsbrühe bei der Aufteilung in ein QM- und MM-Teilsystem werden falls möglih
vermieden (z.B. werden bei den Systemen in Lösung gesamte Moleküle an der QM/MM-
Grenzähe entweder im QM- oder aber MM-Teil berüksihtigt); ansonsten (z.B. bei dem
DNA-Enzym-Komplex) wird die QM-Region durh Wasserstoatome abgesättigt (siehe Ab-
shnitt 5.4.3). Die vorgestellte Untersuhung beshränkt sih wegen des Rehenaufwands auf
die Gröÿenkonvergenz für einzelne Konformationen der vershiedenen molekularen Systeme.
Jedoh werden die Ergebnisse über alle zentralen Atome eines Atomtyps gemittelt um ein
allgemeineres Bild der Gröÿenkonvergenz zu ergeben.
Um QM-Regionen mit bis zu ungefähr 1700 Atomen zu ershlieÿen, beshränkt sih die
Untersuhung zudem auf die Niveaus von GIAO-HF bzw. -DFT und verwendet hauptsählih
Basissätze wie 6-31G** [117,118℄ und SVP [106℄. Für die GIAO-HF- und -DFT-Methoden und
die Basissätze 6-31G** und SVP können die Fehler der absoluten isotropen Abshirmungen
noh reht groÿ sein. Allerdings werden für die vorgestellte Gröÿenkonvergenz-Untersuhung
nur relative Änderungen gegenüber der Berehnung mit der gröÿten QM-Region betrahtet; für
analoge relative Änderungen haben sih die SCF-Methoden mit Basissätzen auf SVP-Niveau
im vorangehenden Kapitel als weitaus weniger anfällig gezeigt. Inwieweit das Konvergenz-
verhalten durh die Wahl vershiedener Basissätze und Methoden beeinusst wird, bemisst
zudem eine stellvertretende Untersuhung anhand eines Beispielsystems (gröÿere Basissätze
und vershiedene SCF-Methoden).
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Alle Rehnungen wurden mit einer Entwiklungsversion des Programmpakets Q-Chem [64℄
durhgeführt, basierend auf der kürzlih eingeführten DL-CPSCF-Methode [7℄ mit ausrei-
hend strengen Integral-, SCF- und CPSCF-Konvergenzgrenzwerten und einer überprüften
Genauigkeit der Laplae-Entwiklung.
5.4.3 Molekulare Systeme
Die Konvergenzuntersuhung betrahtet vershiedene ausgewählte molekulare Systeme:
 Aminopyrazol in wässriger Lösung [55℄
 Molekularer Clip in wässriger Lösung [119℄
 Glutathion in Methanol [120℄
 DNA-Enzym-Komplex [56℄
 Hexa-peri-hexabenzooronen [121℄
Die ersten beiden Beispiele sind in Wasser gelöste Systeme: Ausgehend vom isolierten Molekül
wird immer mehr der Wasserumgebung explizit quantenmehanish behandelt. Der QM/MM-
Ansatz bezieht den restlihen Teil des molekularen Systems dann jeweils basierend auf dem
TIP3P-Wassermodell [114℄ ein. Um kovalente Bindungsbrühe an der QM-MM-Grenzähe
zu vermeiden, werden niht vollständig enthaltene Wassermoleküle aus der aktuellen QM-
Region ausgeshlossen und erst ab der nähstgröÿeren Rehnung im QM-Teil behandelt.
Für das Aminopyrazol-Beispiel wurde das Monomer zunähst aus der Kristallstruktur des He-
xamers [55℄ ausgeshnitten, dann im Vakuum mittels MP2/6-31G** (frozen-ore) optimiert
und in eine Wasserumgebung (50 Å) eingebettet. Anshlieÿend wurde für das System eine
MD-Simulation durhgeführt (300 K, Gesamtzeit 20 ps, Zeitshritt 1.5 fs, Merk-Kraftfeld
MMFF94 [122℄) bei eingefrorenen Kernpositionen des gelösten Stos mithilfe des Programm-
pakets Maromodel [123℄. Von der letzten Geometrie der MD-Simulation wurde ein Gesamt-
system von 3359 Atomen ausgeshnitten. Das System umfasst das Aminopyrazol und 15 Å der
Wasserumgebung. Für die Konvergenzuntersuhung wurden bis zu 1367 Atome in der QM-
Region berüksihtigt.
Ein zweites Beispiel wurde ausgehend vom optimierten Wirt-Gast-Komplex eines Naphtha-
lin-Clips [119℄ aufbereitet (Reste R: P(CH3)O2CH3, Gast: N-Methylniotinamid). Die Was-
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Abb. 5.3a: Aminopyrazol-Peptid [55℄ (links) und molekularer Clip (rehts) in Wasser [119℄, gezeigt
innerhalb einer Wasserumgebung von 5 Å (die gröÿte betrahtete QM-Sphäre umfasst
10 Å der Umgebung, 1367 bzw. 1150 QM-Atome).
Abb. 5.3b: Glutathion [120℄, gezeigt innerhalb einer Methanol-Umgebung von 5 Å (die gröÿte betrah-
tete QM-Sphäre umfasst 10 Å der Umgebung, 961 QM-Atome).
Abb. 5.3: Heptamer-Ausshnitt aus der gestapelten Struktur des Phenyl-substituierten Hexa-peri-
hexabenzooronens [121℄, 840 QM-Atome.
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Abb. 5.3d: Komplex des Enzyms MutM (grün) und DNA (grau) mit 8-oxoG-Shaden (blau) [56℄, ge-
zeigt mit den in der Kristallstruktur enthaltenen Wassermolekülen. Die gröÿte betrahtete
QM-Sphäre umfasst 10 Å der Umgebung um den Shaden; darin sind 1614 QM-Atome
enthalten bzw. 1752 QM-Atome im System mit einer zusätzlihen Wasserumgebung (für
Details siehe Text).
serumgebung wurde analog zum ersten Beispiel hinzugefügt. Für das zweite Beispiel umfasst
des Gesamtsystem 3241 Atome und der gröÿte QM-Ausshnitt besteht aus 1150 Atomen.
Das dritte Beispiel zielt darauf ab, das Konvergenzverhalten eines weiteren dipolaren
Lösungsmittels zu untersuhen. Die ideale Struktur des Tripeptids Glutathion (PDB ode
1DUG [120℄) wurde in eine Methanol-Umgebung (50 Å) eingebettet, mithilfe des Desmond-
Programms der Shrödinger-Suite [124℄. Anshlieÿend wurde eine MD-Simulation mit dem
Merk-Kraftfeld (MMFF94 [122℄) innerhalb des Programmpakets Maromodel [123℄ für die
Methanol-Umgebung mit eingefrorenen Kernpositionen des gelösten Stos durhgeführt (300
K, Gesamtzeit 20 ps, Zeitshritt 1.5 fs). Die letzte Systemkonformation aus der Trajektorie
wurde für die Konvergenzuntersuhung verwendet. Bei der Aufteilung in eine QM- und MM-
Region wurden wiederum analog zu den vorangehenden Beispielen kovalente Bindungsbrühe
an der QM/MM-Grenzähe vermieden. Die partiellen Punktladungen des Methanol für die
QM/MM-Rehnungen wurden aus dem MMFF94-Parametersatz entnommen. Für dieses Bei-
spiel besteht das Gesamtsystem aus 2059 Atomen und der gröÿte QM-Ausshnitt aus 961
Atomen.
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Bei den bisherigen Systemen bildet der gelöste Sto die zentrale Molekülregion für die es
von besonderem Interesse ist, die zugehörigen NMR-Vershiebungen zu kennen. In analoger
Weise liegt das Hauptaugenmerk in DNA-Enzym-Komplexen häug auf einer bestimmten Mo-
lekülregion, bei Untersuhungen enzymatisher DNA-Reparatur (siehe Kapitel 6): auf einzel-
nen DNA-Shäden und dem Einuss der umgebenden Gruppen. Als Beispiel wird nahfolgend
ein DNA-Protein-Komplex untersuht, der einen einzelnen DNA-Shaden (8-oxoG) aufweist,
basierend auf der Kristallstruktur mit dem PDB-Code 1R2Y [56℄. Die Rehnungen verwenden
die Standard-AMBER-Parameter für die DNA- und Proteinresiduen und Wassermoleküle und
Parameter aus [125℄ für den 8-oxoG-Shaden. Die Kristallstruktur wurde mit Wasserstoato-
men abgesättigt und mit Na
+
-Gegenionen neutralisiert. Anshlieÿend wurden die Positionen
der Wasserstoatome mithilfe des NAMD-Kraftfeldprogramms [126℄ optimiert. Das Gesamt-
system ohne zusätzlihe Wassermoleküle umfasst 5515 Atome. Für ein weiteres Beispielsystem
wurde eine Wasserumgebung von 20 Å zu der Struktur hinzugefügt, minimiert (10
5
Shritte)
und mithilfe einer MD-Simulation angepasst (298 K, Zeitshritt 1.0 fs, 0.1 ns Simulationsdau-
er). Ein Ausshnitt der letzten MD-Konformation mit 15 Å der Wasserumgebung wurde als
Gesamtsystem in wässriger Umgebung ausgewählt (30647 Atome).
Für die Konvergenzstudie wurden immer mehr der umgebenden Proteinresiduen und DNA-
Residuen (5'-Nukleotide) im QM-Teil berüksihtigt mit bis zu 1752 QM-Atomen. Anders als
in den vorangehenden Beispielen können hier kovalente Bindungsbrühe bei der Aufteilung in
eine QM- und MM-Region niht vermieden werden. Deshalb wurden die gebrohenen Bindun-
gen an der QM/MM-Grenzähe mit Wasserstoatomen abgesättigt, mithilfe des ChemShell-
Programms [79℄. MM-Punktladungen in der Nähe der Grenzähe wurden dabei gemäÿ [79℄
und [127℄ angepasst.
Das letzte Beispiel konzentriert sih auf ein molekulares System, dessen Umgebungseinüsse
durh Ringströme benahbarter Aromaten bestimmt sind und bei denen man eine geringere
Rolle von elektrostatishen Eekten erwarten kann: In der gestapelten Struktur von Phenyl-
substituiertem Hexa-peri-hexabenzooronen (HBC, [121℄) ) wird der Einuss der Nahbarringe
(Ringebenenabstand 3.5 Å) auf die zentrale Einheit betrahtet. Als Referenzsystem wurde das
Heptamer gewählt für sowohl die reine QM- als auh QM/MM-Rehnung. Für die QM/MM-
Rehnungen wurden die externen Punktladungen mithilfe des RESP-Verfahrens (restrained
eletrostati potentials, [128℄) für das Monomer bestimmt.
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5.4.4 Auswertung der QM-Gröÿenkonvergenz
Die Grundaspekte des Auswertungsverfahrens hinsihtlih der
 statistishen Bewertung der Ergebnisse für die einzelnen Kerne
 Abhängigkeit vom Basissatz
 Abhängigkeit von der QM-Methode
 Gröÿenkonvergenz-Kriterien
werden im Folgenden am Beispiel des Aminopyrazol-Wasser-Systems dargestellt. Anshlie-
ÿend werden dann die Ergebnisse für die anderen untersuhten Systeme analog für die
1H-
und
13C-Kerne zusammengefasst. Der Anhang C beinhaltet für alle untersuhten Systeme
weitere Abbildungen für maximale Abweihungen, das beste und shlehtestes Abshneiden
von QM/MM gegenüber reinem QM und Informationen für Stiksto- und Sauerstokerne.
Eine statistishe Auswertung der Ergebnisse für die einzelnen Kerne ist hauptsählih aus
zwei Gründen unentbehrlih für allgemeinere Shlussfolgerungen hinsihtlih der Gröÿenkon-
vergenz: Zum einen beeinusst die Umgebung die Kerne der zentralen Molekülregion in unter-
shiedlihem Ausmaÿ aufgrund der genauen Bindungssituation. Zum anderen kann die Qua-
lität der MM-Beshreibung stark für die einzelnen Kerne shwanken. Die Abbildung 5.4 ver-
anshauliht den ersten Gesihtspunkt, die untershiedlih starken Umgebungseinüsse. Die
Abbildung zeigt die Konvergenz der isotropen Abshirmungen gegenüber dem Ergebnis der




C-Kern im Aminopyrazol-Molekül: Die Änderungen reihen von 7.2 ppm bis hin zu
0.1 ppm, wenn man die Werte des isolierten Aminopyrazols (r = 0) mit denen innerhalb der
gröÿten Umgebung (r = 10) vergleiht.
Der zweite Gesihtspunkt, der untershiedlihe Vorteil durh die QM/MM-Beshreibung,
zeigt sih in allen Systemen als ebenfalls sehr ausgeprägt. Die Abbildung 5.5 vergleiht den Fall
des gröÿten Vorteils mit dem Fall des geringsten Vorteils durh die QM/MM-Beshreibung:
Während es gemäÿ der Abbildung 5.5a) sehr lohnenswert ersheint, die Umgebung mittels
QM/MM einzubeziehen, würde man gemäÿ der Abbildung 5.5b) überhaupt keinen Vorteil
darin sehen. Hier sind sogar die QM/MM-Resultate mit den kleinsten QM-Sphären etwas
shlehter als die reinen QM-Ergebnisse, was darauf hinweist, dass die spezishe Bindungssi-
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# Atome in QM−Region
Stark beeinflusst
Schwach beeinflusst
Abb. 5.4: Dierenzbetrag der isotropen Abshirmung gegenüber den Ergebnissen der gröÿten QM-
Rehnung (r = 10 Å) für den am meisten und am wenigsten beeinussten 1H- und 13C-Kern
im Aminopyrazol-Wasser-System, reine QM-Beshreibung: GIAO-B3LYP/SVP.
tuation shleht durh die Standard-MM-Parameter beshrieben ist. Der Anhang C beshreibt
die Details, wie im Rahmen der Untersuhung der beste und shlehteste Fall ausgewählt ist.
Aus den beshriebenen Gründen gründen die folgenden Ergebnisse auf Standardabweihungen










Dabei geht die Summe über alle N-Kerne einer Sorte (z.B.
1
H) und σA steht für die isotrope
Abshirmung eines zentralen Atoms, die entweder auf reinem QM-Niveau oder auf QM/MM-
Niveau berehnet wird. Gemäÿ den Erklärungen in den Abshnitten 5.4.2 und 5.4.3 gibt der
Abstand r die Dike der QM-Sphäre um die zentrale Molekülregion an und rmax ist die Dike
der gröÿten behandelten QM-Sphäre. Sowohl die reinen QM-Rehnungen als auh QM/MM-
Rehnungen beziehen sih dabei auf die gröÿte QM/MM-Rehnung, da von ihr die genausten
Ergebnisse zu erwarten sind. Das bedeutet allerdings, dass die Standardabweihung der gröÿ-
ten reinen QM-Rehnung noh ungleih null sein kann, wenn nämlih die gröÿte QM- und
QM/MM-Rehnung immer noh aufgrund eines restlihen MM-Teils voneinander abweihen.
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# Atome in QM−Region
QM
QM/MM
Abb. 5.5: Isotrope Abshirmungen für ausgewählte Kerne im Aminopyrazol-System, bei denen der
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Die Konvergenz mit der QM-Gröÿe zu erreihen, erfordert (wie nahfolgend gezeigt) reht
groÿe QM-Regionen, was die Gröÿe der zu bewältigenden Basissätze einshränkt. Daher zeigt
die Abbildung 5.6 zunähst für ein Beispiel, wie der Basissatz die Konvergenzergebnisse (auf
HF-Niveau) beeinusst. Wie sih zeigt treten die Hauptuntershiede bei den kleineren QM-
Regionen auf, insbesondere für die kleinsten gewählten Basissätze 3-21G und 6-31G ohne
Polarisationsfunktionen. Hingegen geben die kleinsten Basissätze 3-21G und 6-31G das lang-
reihweitige Verhalten bereits sehr gut wieder; die folgenden Untersuhungen beshränken
sih auf die Basissätze SVP und 6-31G**. Ein weiterer wihtiger Gesihtspunkt ist der Ein-
uss durh die verwendete QM-Methode. Die Abbildung 5.7 vergleiht die HF-Ergebnisse mit
denen vershiedener DFT-Funktionale [37, 4143, 107, 129℄. Ein Vergleih mit anderen Korre-
lationsmethoden, z.B. MP2, wäre wünshenswert, allerdings ist der Rehenaufwand mit den
derzeitig verfügbaren Methoden in Anbetraht der erforderlihen Systemgröÿen zu hoh. Je-
doh liefert bereits der Vergleih von HF und vershiedenen DFT-Funktionalen einen Hinweis
auf die zu erwartenden Eekte: Wie bei der Basissatz-Abhängigkeit sind die gröÿten Unter-
shiede für die kleinsten QM-Regionen zu erwarten und für die Heteroatome wie Stiksto und
Sauersto. Das allgemeine Bild des Konvergenzverhaltens ist allerdings für alle betrahteten
Methoden sehr ähnlih. Demgemäÿ beshränken die folgenden Untersuhungen sih auf HF-
oder B3LYP-Niveau.
Die QM-Regionen für die vershiedenen Systeme nehmen shrittweise bis zu einem QM-
Umgebungsabstand von ungefähr 10 Å zu, bei dem die Standardabweihungen typisherweise




C sinkt (siehe nahfolgende Ergebnisse). Die benötigten QM-
Gröÿen für jedes weniger strenge Kriterium können den Graphen der Standardabweihung
als Funktion der QM-Gröÿe entnommen werden. Die folgende ausführlihe Diskussion basiert
allerdings nur auf einem Genauigkeitswert. Der Genauigkeitswert bemisst sih an typishen
Fehlern der NMR-Vershiebungen auf GIAO-HF/DFT-Niveau, da für die groÿen Systemgröÿen
Anwendungsrehnungen momentan hauptsählih auf diese QM-Niveaus beshränkt sind (ob-
wohl davon ausgegangen werden kann, dass die Erkenntnisse über die benötigten QM-Gröÿen
auh für Rehnungen auf höherem QM-Niveau aussagekräftig sind). Als Shlussfolgerung der
Abshnitte 5.2 und 5.3 können NMR-Vershiebungen auf GIAO-HF/DFT-Niveau mithilfe des
Konzept der intermediären Referenzen auf ungefähr 2-3 ppm genau berehnet werden. Unter
der Annahme, dass ein zusätzliher Fehler von (shlehtestenfalls) 20 % wegen der Vernah-
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Abb. 5.6: Standardabweihungen (RMS) der isotropen Abshirmungen gegenüber dem QM-Ergebnis








O-Kerne, reine QM-Beshreibung: GIAO-HF.
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Abb. 5.7: Standardabweihungen (RMS) der isotropen Abshirmungen gegenüber dem QM-Ergebnis
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lässigung von Umgebungseinüssen akzeptabel ist, erhält man einen Genauigkeitswert von




H-Abshirmungen wird im Folgenden
ein Genauigkeitswert von 0.1 ppm als Konvergenzshwelle diskutiert.









für alle QM-Gröÿen berehnet und dann über
alle betrahteten QM-Gröÿen gemittelt (auÿer für die gröÿte QM-Rehnung, um die Division
durh null zu vermeiden). Auf diese Weise lässt sih der Gesamtvorteil von QM/MM gegenüber
einer reinen QM-Beshreibung vergleihen. Der sih dadurh ergebende Einzelwert wird im
Folgenden als mittlere Ezienzzahl von QM/MM bezeihnet. Die mittlere Ezienzzahl gibt
also an, um welhen Faktor die Standardabweihung durh QM/MM im Vergleih zu einer
reinen QM-Beshreibung typisherweise reduziert wird.
5.4.5 Konvergenzergebnisse für die untersuhten Systeme
Die Abbildung 5.8a zeigt die Ergebnisse für das Aminopyrazol-Wasser-System. Die Standard-


































































































# Atome in QM−Region
QM
QM/MM
Abb. 5.8a: Standardabweihungen (RMS) der isotropen Abshirmungen gegenüber dem QM/MM-





C-Kerne bei einer reinen QM-Beshreibung und QM/MM, GIAO-
B3LYP/6-31G**.
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# Atome in QM−Region
QM
QM/MM
Abb. 5.8b: Standardabweihungen (RMS) der isotropen Abshirmungen gegenüber dem QM/MM-
Ergebnis mit dem gröÿtem QM-Umgebungsabstand für das wässrige System des molekula-




C-Kerne bei einer reinen QM-Beshreibung und QM/MM,
GIAO-HF/6-31G**.
9.0 Å (1097 Atome)/6.0 Å (476 Atome) im Falle einer reinen QM-Beshreibung im Vergleih
zu 7.0 Å (665 Atome)/4.0 Å (239 Atome) im Falle von QM/MM. Die mittlere Ezienzzahl von




C. Für das Wirt-Gast-System des Naphthalin-Clips fasst die
Abbildung 5.8b die Ergebnisse entsprehend einer analogen Auswertung zusammen. Die Stan-




C bei einem QM-Umgebungsabstand von
7.0 Å (619 Atome)/7.0 Å (619 Atome) im Falle einer reinen QM-Beshreibung im Vergleih
zu 4.0 Å (199 Atome)/4.0 Å (199 Atome) im Falle von QM/MM. Die mittlere Ezienzzahl




C. Damit ist das allgemeine Bild für die Konvergenz in der
wässrigen Umgebung ähnlih zum ersten Beispiel mit einer verglihen mit dem Aminopyrazol-
System geringfügig shnelleren QM-Gröÿenkonvergenz bei den Wasserstokernen, wenn man
den Wert von 0.1 ppm als Konvergenzshwelle festlegt. Auÿerdem ist die mittlere Ezienzzahl
von QM/MM geringfügig gröÿer.
Die Abbildung 5.8 zeigt die Ergebnisse des Glutathion-Methanol-Systems. Die Standard-




C bei einem QM-Umgebungsabstand von
7.0 Å (307 Atome)/5.0 Å (151 Atome) im Falle einer reinen QM-Beshreibung im Vergleih
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# Atome in QM−Region
QM
QM/MM
Abb. 5.8: Standardabweihungen (RMS) der isotropen Abshirmungen gegenüber dem QM/MM-





C-Kerne bei einer reinen QM-Beshreibung und QM/MM, GIAO-
B3LYP/SVP.
zu 5.0 Å (151 Atome)/5.0 Å (151 Atome) im Falle von QM/MM. Die mittlere Ezienzzahl




C. Betrahtet man die QM-Umgebungsabstände ähneln die
Ergebnisse also denjenigen der wässrigen Systeme. Da allerdings die Wasserumgebung dihter
als die Methanol-Umgebung ist (bei 300 K), umfasst ein bestimmter QM-Umgebungsabstand
in Methanol weniger Atome als bei Wasser.
Die Ergebnisse des DNA-Enzym-Komplexes sind in Abbildung 5.8d zusammengestellt: Die




C bei einem QM-Umgebungsabstand von
9.0 Å (1449 Atome)/9.0 Å (1449 Atome) im Falle einer reinen QM-Beshreibung im Ver-
gleih zu 8.0 Å (1109 Atome)/3.2 Å (405 Atome) im Falle von QM/MM. Zusätzlih zum
im Wasser gelösten DNA-Enzym-Komplex sind auh die Ergebnisse ohne zusätzlihes Was-
ser eingezeihnet (siehe gepunktete Linien in Abbildung 5.8d). Bei dem betrahteten System
bleibt das Konvergenzverhalten ähnlih, wenn man eine zusätzlihe Wasserumgebung hinzu-
fügt. Lediglih eine geringfügig shnellere Konvergenz der reinen QM-Rehnungen der gröÿten
Systeme jenseits von 9 Å ist für den Fall einer zusätzlihen Wasserumgebung zu beobah-
ten. Für den kleineren Basissatz 3-21G wurde die QM-Region noh weiter vergröÿert bis zu
104



















































































































































Abb. 5.8d: Standardabweihungen (RMS) der isotropen Abshirmungen gegenüber dem QM/MM-





C-Kerne bei einer reinen QM-Beshreibung und QM/MM, GIAO-
HF/6-31G**. Die gepunkteten Linien beziehen sih auf Berehnungen ohne zusätzlihe
Wasserumgebung (nur Kristallwasser, siehe Abshnitt 5.4.3).
13.0 Å (2379 Atome), wo die
1
H-Standardabweihung shlieÿlih auh für den Fall einer rei-
nen QM-Beshreibung und keiner Wasserumgebung unter 0.1 Å fällt (siehe Anhang C). Die





Die Erkenntnisse mit Hinblik auf die QM/MM-Vorteile verändern sih stark für den letzten
untersuhten Testfall (Abbildung 5.8e): Die Einbeziehung der elektrostatishen Wehselwir-
kungen durh QM/MM beeinusst hier kaum die Ergebnisse einer reinen QM-Beshreibung.
In Anbetraht dieser und der vorherigen Ergebnisse kann man shlussfolgern, dass in dem
HBC-System die Umgebungseinüsse durh andere als elektrostatishe Wehselwirkungen be-
stimmt sind und die man mit QM/MM niht beshreiben kann (zumindest niht mit Standard-
MM-Verfahren). Im HBC-System sind die Umgebungseinüsse oensihtlih durh die aro-
matishen Ringströme bestimmt, dessen langreihweitiges Verhalten bereits in Referenzen
[121, 130, 131℄ beshrieben wurde.
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# Atome in QM−Region
QM
QM/MM
Abb. 5.8e: Standardabweihungen (RMS) der isotropen Abshirmungen gegenüber dem QM/MM-





C-Kerne bei einer reinen QM-Beshreibung und QM/MM,
GIAO-HF/6-31G**. Die Punkte bei 3.5 Å, 7.0 Å and 10.5 Å beziehen sih auf das Trimer,
Pentamer bzw. Heptamer.
5.5 Zusammenfassung und Ausblik
Die dargestellte Genauigkeitsuntersuhung von NMR-Vershiebungen auf GIAO-SCF- und
MP2-Niveau erfasst Methoden- und Basissatzfehler basierend auf einem breit angelegten mo-
lekularen Testsatz. Die Genauigkeitsuntersuhung trägt dazu bei, um möglihst umfassend und
zugleih zuverlässig NMR-Signale bei künftigen ab-initio Rehnungen zuordnen zu können. Ge-
mäÿ der Untersuhung liegen die SCF-Methodenfehler (ermittelt als Standardabweihungen
gegenüber den genauen CCSD(T)-Referenzen bei einem groÿen Basissatz) zwishen 0.16/3.2




C. Insbesondere das Hybrid-GGA-Funktional B97-2 tritt dabei
unter den getesteten Funktionalen für
13
C-Vershiebungen hervor, auh für kleinere Basissätze
bis hin zum SVP-Niveau. Die MP2-Methode erreiht durhgängig die besten Standardabwei-





Im Anshluss an die Genauigkeitsuntersuhung entwikelt und prüft das vorangehende
Kapitel das Konzept intermediärer Referenzen bei der Berehnung von NMR-Vershiebungen
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am Beispiel von Polypeptiden. So stellt das Kapitel Vershiebungswerte gegenüber TMS auf
MP2-Niveau und die zugehörigen HF-Abshirmungen basierend auf einem groÿen Basissatz für
alle isolierten Aminosäuren (den intermediären Referenzen) bereit. Darauf aufbauend werden
NMR-Vershiebungsrehnungen für Aminosäurereste in realen Polypeptidsysteme mit einer
erheblih erhöhten Genauigkeit möglih im Vergleih zu reinen SCF-Rehnungen, wie eine
statistish aussagekräftige Untersuhung zeigt.
Die abshlieÿend vorgestellten Konvergenz-Untersuhungen liefern Einblike, wie groÿ die
QM-Region gewählt werden muss, um mit einer bestimmten Genauigkeit NMR-Vershiebun-
gen durh quantenhemishe Methoden zu berehnen. Ausgehend von einer zentralen Mo-
lekülregion und gegebenen Konformationen für vershiedene hemishe Systeme zeigen die
Untersuhungen, dass:
 reine QM-Berehnungen typisherweise 610 Å der Umgebung um den betrahteten Kern






 deshalb ausgehend von kleinen zentralen Molekülregionen ungefähr 3001200 Atome für




C eingeshlossen werden müssen
 der mittlere Vorteil von konventionellen QM/MM-Verfahren (elektrostatishe Einbet-
tung basierend auf externen Punktladungen) gegenüber einer reinen QM-Beshreibung
überwiegend überzeugt und sih in Systemen mit bestimmenden elektrostatishen Ein-
üssen als ziemlih konstant erweist (mittlere Ezienzzahlen von QM/MM liegen unge-
fähr zwishen 2 und 4). Trotzdem sind, abhängig vom hemishen System, QM-Regionen





 deutlih kleinere mittlere Vorteile von QM/MM auftreten, wenn insbesondere andere als
elektrostatishe Einüsse dominieren, z.B., aromatishe Ringströme
 bei einzelnen Kernen können die QM/MM-Vorteile um einiges gröÿer sein, allerdings
wurde auh in sehr wenigen Fällen eine Vershlehterung der Einzelergebnisse aufgrund
von QM/MM im Vergleih zu einer reinen QM-Beshreibung für die kleinsten QM-
Regionen beobahtet.
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Kapitel 6
Enzymatishe Reparatur oxidativer DNA-Shäden
6.1 Einführung
Die Desoxyribonukleinsäure (DNA), Trägerin des Erbguts in allen Lebewesen, ist als Makro-
molekül fortwährend Zerfallsreaktionen unterworfen. Insbesondere können Einüsse wie Wär-
me, Strahlung oder reaktive Stoe die DNA shädigen. DNA-Shäden können beispielsweise
zur Änderung der Basen-Paarung führen, so dass bei der DNA-Replikation oder -Transkription
eine fehlerhafte Information weitergegeben wird. In den Lebewesen sind daher eziente Repa-
raturprozesse für DNA-Shäden von zentraler Bedeutung, um möglihe Folgen der Änderung
genetisher Informationen (z.B. bis hin zu Krebserkrankungen) möglihst zu verhindern (siehe
z.B. Referenz [132℄).
Die häugsten oxidativen und Purin-basierten DNA-Shäden sind in Abbildung 6.1 ge-
zeigt, das 7,8-Dihydro-8-oxoguanin (8-oxoG) und das Formamidopyrimidin-2'-guanosin (Fa-
PyG). Ein wihtiger Reparaturweg für die oxidativen Shäden ist die Basenexzisionsreparatur





























Abb. 6.1: Strukturformeln der DNA-Base Guanin (a) sowie der häugen oxidativen Shäden
7,8-Dihydro-8-oxoguanin (8-oxoG, b) und Formamidopyrimidin-2'-guanosin (FaPyG, ) (Nu-
kleobase: R=H, Nukleosid: R= Desoxyribose, Nukleotid: R=Desoxyribose-Phosphat).
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eine Übersiht über weitere Reparaturwege siehe z.B. Referenz [133℄). Bei der Basenexzisi-
onsreparatur werden die oxidativ geshädigten Basen aus der DNA herausgetrennt, indem die
glykosidishe Bindung gespalten wird. Die Stelle der fehlenden Base wird in Folgeshritten der
BER dann an Endonukleasen, einer Polymerase und Ligase weiter aufbereitet und shlieÿlih
die Ausgangs-DNA-Sequenz wiederhergestellt.
DNA-Glykosylasen (Enzyme Commission Number 3.2.2) können grob in vier strukturelle
Superfamilien eingeteilt werden [134℄, in die Urail-Glykosylasen (UDG), Alkyladenin-Gly-
kosylasen (AAG), die Helix-Hairpin-Helix-Glyin-Prolin-Aspartat-Glykosylasen (HhH-GPD)
und in die MutM/Formamidopyrimidin-Glykosylasen (Fpg), wobei im Fokus der vorgestellten
Untersuhungen bakterielles MutM steht.
Shon der erste Shritt innerhalb der BER ist ein sehr komplexer Vorgang, der trotz ei-
ner Vielzahl experimenteller sowie theoretisher Untersuhungen (siehe z.B. Referenzen [56,
135145℄) zahlreihe oene Fragestellungen birgt, wovon einige wihtige Aspekte in einem
Kooperationsprojekt mit den Gruppen Carell und Zaharias [146℄ untersuht werden. So ist
beispielsweise bislang niht vollständig geklärt, wie die Glykosylase die geshädigte Base aus
einer Vielzahl ungeshädigter Basen erkennt, sie in der aktiven Tashe stabilisiert und und
nah welhem Mehanismus die Spaltung der glykosidishen Bindung abläuft. Im Rahmen
dieser Arbeit soll anhand von QM- und QM/MM-Berehnungen ein Beitrag geliefert werden,
um
 den Untershied der Wehselwirkungsenergie von intakter und geshädigter DNA mit
der Protein-Umgebung zu quantizieren
 Enzymresiduen zu identizieren, die den Shaden gegenüber der intakten Base bevorzugt
binden (oder aber auh benahteiligen)
Dabei liegt für beide Fragestellungen im nahfolgenden Kapitel der Shwerpunkt insbesondere
auf Aspekten der theoretishen Beshreibung:
 Wie groÿ muss die QM-Region innerhalb eines QM/MM-Ansatzes für verlässlihe Aus-
sagen gewählt werden?
 Was sind die Einüsse vershiedener QM-Methoden und Basissätze?
Die theoretishen Untersuhungen sollen insbesondere als Grundlage weiterführender Unter-
suhungen innerhalb des Kooperationsprojektes [146℄ dienen.
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6.2 Einzelheiten zur Strukturauswahl und -vorbereitung
Die nahstehenden QM- und QM/MM-Untersuhungen gründen auf einer experimentellen
Kristallstruktur eines MutM-DNA-Komplexes mit einem einzelnen oxidativen Shaden in der
aktiven Tashe des Enzyms (PDB ode 1R2Y, [56℄). Die Anordnung der in der experimentel-
len Kristallstruktur enthaltenen Atomlagen wurden hier weitestgehend beibehalten. Die Frage
nah dem konformationellen Einuss wird hier also zunähst ausgeklammert und im Rahmen
des Kooperationsprojektes [146℄ weiterverfolgt, einerseits durh Auswahl anderer Kristallstruk-
turen als Ausgangspunkt [139℄ und andererseits durh molekulardynamishe Rehnungen (sie-
he Kapitel 2.2 und 4).
Allerdings erfordert die experimentelle Kristallstruktur eine wesentlihe Modikation: Um
die Kristallmessung zu ermöglihen wurde experimentell der Protein-Rest Glu-2 zu einem
Gln-2 mutiert [56℄. Die künstlihe Mutation wurde im ersten Shritt der Strukturvorbereitung
rükgängig gemaht, also die Gln- wieder durh eine Glu-Seitenkette ersetzt (wie die folgenden
Shritte auf der Grundlage der Strukturdaten und Prozeduren des Amber-Kraftfeldpakets mit
Parametersatz FF10 [53℄). Im zweiten Shritt wurden die Wasserstoatome hinzugefügt mit
den Standardprotonierungs-Zuständen (geladener C- und N-Terminus; Asp, Glu deprotoniert;
Arg, Lys protoniert, His: neutral). Auÿerdem wurden zum Ladungsausgleih Na
+
-Gegenio-
nen hinzugefügt und shlieÿlih eine Sphäre von 15 Å an H2O-Lösungsmittelmolekülen. Die
Atomlagen der hinzugefügten Atome wurden dann mittels der Amber-Kraftfeld-Beshreibung
optimiert (mithilfe des NAMD-Pakets [126℄, 100000 Optimierungsshritte). Für eine möglihst
genaue Beshreibung der geshädigten 8-oxoG-Nukleobase sowie des Glu-2-Rests shloss sih
eine QM/MM-Optimierung an (B97-2-D3/SVP [44, 106, 147℄, aktive Region: Glu-2-Rest und
8-oxoG-Base, QM-Region: Glu-2-Aminosäure und 8-oxo-G-Nukleotid, elektrostatishe Ein-
bettung mithilfe der ChemShell-Suite [79℄, siehe Abshnitte 2.6 und 4.4). Aus der erzielten
Struktur mit 8-oxo-G-Shaden wurde shlieÿlih auh die Struktur mit intakter Nukleobase
erzeugt. Dazu wurde das O8-Atom des Shadens durh ein Wasserstoatom ersetzt, das H7-
Atom entfernt und anshlieÿend die intakte Guanin-Base mittels einer QM/MM-Rehnung
erneut optimiert (Methode s.o., aktive Region: G-Base, QM-Region: G-Nukleotid).
Die Abbildung 6.2 zeigt die Strukturen (ohne Wassermoleküle und Na
+
-Gegenionen), in de-
nen der Shaden bzw. die intakte Base gemäÿ der Strukturvorbereitung jeweils in der gleihen
Orientierung in der aktiven Bindungstashe des Reparatur-Enzyms MutM liegen. Das Ge-
111
KAPITEL 6. ENZYMATISCHE REPARATUR OXIDATIVER DNA-SCHÄDEN
Abb. 6.2: Strukturen des DNA-Enzym-Komplexes [56℄, links mit 8oxo-G-Shaden (O8-Atom: rot, H7-




samtsystem aus Protein, geshädigter DNA und Wasserumgebung besteht aus 62213 Atomen,
die Protein-Wasserumgebung aus 61453 Atomen und das DNA-Fragment aus 760 Atomen.
6.3 Gesamte Shadensstabilisierung
Gemäÿ des supermolekularen Ansatz ergibt sih die Wehselwirkung (W ) zwishen DNA (N)
und Proteinumgebung (P) als Dierenz der DNA-Protein-Gesamtenergie (NP) und den Frag-
mentenergien, sowohl für die geshädigte DNA (8OG) als auh die intakte DNA (G):
WN8OGP = EN8OGP − EN8OG − EP
WNGP = ENGP − ENG − EP
∆WNP = EN8OGP + ENG − EN8OG − ENGP
(6.1)
Die Wehselwirkungsdierenz ∆WNP = WN8OGP−WNGP sagt aus, ob oder in welhem Ausmaÿ
das Enzym die geshädigte DNA gegenüber der intakten DNA bevorzugt bindet. Gemäÿ der
Denition in Gleihung 6.1 bedeutet dabei ein negatives Vorzeihen von∆WNP eine bevorzugte
Bindung der geshädigten DNA. Die Wehselwirkungen WN8OGP sowie WNGP (und somit auh
die Wehselwirkungsdierenz ∆WNP) können anstatt gemäÿ des supermolekularen Ansatzes
(Gleihung 6.1) prinzipiell auh mithilfe der Symmetry-Adapted Perturbation Theory (SAPT,
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siehe z.B. Referenz [148℄) berehnet werden.
Für eine QM-Beshreibungen liegt die hauptsählihe Herausforderung bei der Quantizie-
rung von ∆WNP in den Systemgröÿen (siehe vorangehender Abshnitt), die eine vollständig
quantenmehanishe Behandlung der Einzelfragmente in einem mahbaren Zeitrahmen aus-
shlieÿen und auh die Basissatzgröÿe und methodishe Genauigkeit limitieren. Um zu einer
möglihst zuverlässigen aber gleihzeitig ezienten Quantizierung von ∆WNP zu gelangen,
werden im Folgenden die unvermeidbaren Näherungen bei der Berehnung von ∆WNP unter-
suht:
 Basissatzfehler, hier insbesondere der Basissatz-Superpositionsfehler (basis set superpo-
sition error, BSSE)
 QM-Methoden-Fehler durh Hartree-Fok oder KS-DFT-Methoden
 Fehler bei der Einshränkung der QM-Gröÿe
Ziel der systematishen Untersuhung der einzelnen Fehler ist neben einer Quantizierung
von ∆WNP auh, für das Kooperationsprojekt [146℄ zuverlässige methodishe Ekpunkte für
analoge Fragestellungen und Strukturen zu gewinnen.
Am Beispiel eines Systemausshnitts mit QM-Umgebungsabstand von 5 Å (Denition siehe
unten) zeigt die Tabelle 6.1 den Einuss der Basissatzgröÿe auf die berehnete Wehselwir-
kungsdierenz ∆WNP, für den Fall einer SVP-Basis [106℄ gegenüber der gröÿeren -pVTZ-
Basis [62℄, jeweils ohne und mit einer Counterpoise-Korrektur [149℄ des BSSE-Fehlers. Insbe-
sondere auf SVP-Niveau erweist sih für die Wehselwirkungsdierenz ∆WNP eine Counter-
poise-Korrektur als wihtig, womit man hier auf etwa 4
kJ
mol an den Counterpoise-korrigierten
-pVTZ-Wert gelangt.
Die Tabelle 6.2 führt den methodishen Fehler einer Beshreibung auf HF-Niveau oder
mittels B3LYP [41, 42℄ oder B97-2 [44℄ auf. Als Referenz dient hier eine SAPT-Rehnung auf
Basis der Saled-opposite-spin-Methode (SOS, [150℄) und einer neuen linear-skalierenden Im-
plementierung von S. A. Maurer und M. Beer et al. [50,151℄. Darüber hinaus führt die Tabelle
die empirishe Dispersionskorrektur nah Grimme et al. [147℄ auf. Die kleinste Abweihung
vom SOS-SAPT-Wert ergibt sih für die supermolekulare B97-2-D3-Rehnung (5.5
kJ
mol), diht
gefolgt von B3LYP-D3 (5.6
kJ
mol). Die Dispersions-korrigierte HF-Rehnung (HF-D3) liefert
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Tab. 6.1: Einuss der Basissatzgröÿe mit und ohne Counterpoise-Korrektur (CP, [149℄) auf die Weh-
selwirkungsdierenz ∆WNP ∆WNP (in
kJ
mol) von intakter und geshädigter DNA mit der Pro-
teinumgebung am Beispiel der Basis SVP [106℄ und -pVTZ [62℄, reine QM-Beshreibung,
HF, QM-Umgebungsabstand 5 Å.
SVP -pVTZ Dierenz
ohne Korrektur -25.7 -16.6 9.1
CP-Korrektur 8.3 3.2 -5.1
gesamt -17.4 -13.4 4.0
Tab. 6.2: Einuss der QM-Theorie auf die Wehselwirkungsdierenz ∆WNP von intakter und geshä-
digter DNA mit der Proteinumgebung (in
kJ
mol) für das Beispiel von HF, B3LYP [41, 42℄
und B97-2 [44℄, jeweils mit und ohne Dispersionskorrektur (D3-Korrektur) nah Grimme et
al. [147℄, reine QM-Beshreibung, QM-Umgebungsabstand 5 Å, Basissatz SVP [106℄, im Falle
des supermolekularen Ansatzes mit Counterpoise-Korrektur [149℄.
HF B3LYP B97-2
SOS-SAPTohne D3-Korrektur -17.4 -21.9 -18.2
D3-Korrektur -17.2 -10.9 -14.5
gesamt -34.6 -32.8 -32.7 -27.2
Die Fehler bei der Einshränkung der QM-Gröÿe werden bestimmt, indem ausgehend von
einem Zentrum die QM-Gröÿe bis zur Konvergenz der Ergebnisse vergröÿert wird, wobei ei-
nerseits die weitere Umgebung komplett vernahlässigt wird (als reine QM-Beshreibung be-
zeihnet) oder aber als MM-Teilsystem berüksihtigt wird, gemäÿ einer elektrostatishen
QM/MM-Einbettung (siehe Abbildung 5.2 und Abshnitt 2.6). Die Gesamtwehselwirkungs-
energien (WN8OGP bzw. WNGP) an sih können für das vorliegende System nur mit einem
immensen Aufwand mit der QM-Gröÿe konvergiert werden, da die DNA und das Enzym
über einen Bereih wehselwirkt, der sih über das gesamte System erstrekt. So führt ei-
ne sukzessive Vergröÿerung ausgehend vom gesamten Wehselwirkungsbereih sehr shnell zu
sehr groÿen QM-Regionen. Zum Beispiel liegen 2675/3356/4105/4884 Atome sowohl näher
als 5/6/7/8 Å zu einem beliebigen DNA-Nukleotid als auh zu einem beliebigen Residu-
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um der Proteinumgebung, d.h. an der unmittelbaren Grenzähe zwishen DNA und Pro-
teinumgebung. Davon abweihend ist zu erwarten, dass man für die Wehselwirkungsdierenz
∆WNP = WN8OGP − WNGP mit weitaus geringerem Aufwand zur QM-Gröÿen-Konvergenz
gelangen kann. Zu diesem Zwek wurde für die folgenden Untersuhungen die QM-Region
nah und nah von der lokalen Stelle aus vergröÿert, in der sih das 8-oxo-G- und das G-
System untersheiden (der QM-Umgebungsabstand bezieht sih also auf die O8-C8-Bindung
des 8-oxoG-Shadens).
Nihtsdestotrotz zeigt sih, dass die Umgebung bis zu etwa 10 Å um die O8-C8-Bindung
einen maÿgeblihen Einuss auf die Wehselwirkungsdierenz ∆WNP hat, wie die shritt-
weise Vergröÿerung der Fragmente und Vernahlässigung der restlihen Umgebung in einer
reinen QM-Beshreibung zeigt (siehe Abbildung 6.3). Demgegenüber umfasst die reine MM-
Rehnung zwar die Gesamtfragmente (komplettes System bzw. komplette Proteinumgebung










































# Atome in der QM−Region
QM 
QM/MM 
Abb. 6.3: Konvergenz der Wehselwirkungsdierenz ∆WNP (in
kJ
mol) von intakter und geshädigter
DNA (N) mit der Proteinumgebung (P), HF/SVP, ohne Dispersionkorrektur nah Grimme
et al. ( [147℄, D3) und ohne Counterpoise-Korrektur ( [149℄, CP). Gezeigt ist die Konvergenz
mit der QM-Gröÿe der reinen QM-Beshreibung im Vergleih zu QM/MM. Zudem ist der
Wert einer reinen molekularmehanishen Beshreibung (MM) angegeben.
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QM/MM-Rehnungen, bei denen stets die komplette Umgebung berüksihtigt wird und sih
nur die Zusammensetzung aus QM- und MM-Teilsystem ändert, zeigen gegenüber der rei-
nen QM-Beshreibung ein deutlih shnelleres Konvergenzverhalten. Dennoh sind auh für
die QM/MM-Rehnungen groÿe QM-Bereihe nötig (im Bereih von 6 Å für Fehler unter
10
kJ
mol). Bei 10 Å (853 Atome im Gesamtfragment) liegt der Untershied zwishen der reinen
QM-Beshreibung und QM/MM dann unterhalb von 1
kJ
mol und die Konvergenz ist nah die-
sem Kriterium erreiht. Der Anhang D listet die Zusammensetzung der QM-Region bei den
vershiedenen QM-Umgebungsabständen auf.
Die abshlieÿende Abbildung 6.4 illustriert die Abhängigkeit der Counterpoise-Korrektur
[149℄ und der Dispersions-Korrektur nah Grimme et al. [147℄ von der Systemgröÿe. Im ge-
samten untersuhten Bereih erweist sih die Counterpoise-Korrektur als nahezu konstant.
Das Verhalten der empirishen Dispersions-Korrektur legt nahe, dass Elektronen-Korrelati-
onseekte bei der Berehnung von ∆WNP im Bereih von 5-6 Å abklingen (eine strengere
Überprüfung mittels aufwändigeren SAPT-Rehnungen wird an dieser Stelle zunähst aus-
geklammert und im Kooperationsprojekt [146℄ weiterverfolgt). Die Tabelle 6.3 fasst die end-
gültige Aussage der vorangehenden Abbildungen und Tabellen zusammen. Darin sind die
Abweihung zum Counterpoise-korrigierten -pVTZ-Wert und die Abweihung zum SOS-
SAPT-Wert basierend auf einem QM-Umgebungsabstand von 5 Å extrapoliert, während die
Counterpoise-korrigierte HF-D3-Werte exakt bei einer 10 Å-Umgebung bestimmt wurden (sie-
he obige Diskussion). Demnah bindet die shadhafte gegenüber der intakten DNA um etwa
68
kJ
mol bevorzugt an das Enzym. Dass das Enzym bei einer analogen Bindung die shadhafte
DNA so stark bevorzugt, liefert einen möglihen Hinweis, in welher Weise das Enzym beim
Reparaturprozess zwishen 8-oxoG und der intakten Nukleobase dierenziert.
6.4 Individuelle Beiträge der Enzymresiduen zur Shadensstabilisierung
Im Fokus des vorangehenden Abshnitts steht die Gesamtwehselwirkungsdierenz der geshä-
digten bzw. intakten DNA mit der Proteinumgebung. Zwar kann man aus der Abbildung 6.3
in Verbindung mit der detaillierten Auistung in Anhang D bereits erste Rükshlüsse ziehen,
welhe Gruppen an Proteinresiduen hauptsählih zwishen dem Shaden und der intakten
Base dierenzieren. Nah jedem einzelnen Proteinrest aufzushlüsseln ist jedoh so niht di-
rekt möglih. Eine Möglihkeit dazu führt über das Shema 6.5. Darin subtrahiert man im
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Abb. 6.4: Gröÿen-Konvergenz der Counterpoise- und D3-Dispersionskorrektur für die Wehselwir-
kungsdierenz∆WNP (in
kJ
mol) von intakter und geshädigter DNA mit der Proteinumgebung
in einer reinen QM-Beshreibung (HF/SVP bzw. D3-Korrektur nah Grimme et al. [147℄).
Tab. 6.3: Extrapolierter Gesamtwert (in
kJ
mol ) für die Wehselwirkungsdierenz ∆WNP von intakter
und geshädigter DNA mit der Proteinumgebung, die Längenangabe in Å bezeihnet den
QM-Umgebungsabstand; CP: Counterpoise-Korrektur [149℄, D3: Dispersions-Korrektur nah
Grimme et al. [147℄; SOS-SAPT: Saled-opposite-spin Symmetry-Adapted Perturbation Theo-
ry [50, 148,150,151℄.
HF, reine QM-Beshreibung, 10 Å, SVP siehe Abbildung 6.3 -69.6
CP-Korrektur, 10 Å, SVP siehe Abbildung 6.4 8.5
D3-Korrektur, 10 Å siehe Abbildung 6.4 -18.7
Abweihung zu CP/-pVTZ, 5 Å siehe Tabelle 6.1 4.0
Abweihung von HF-D3 zu SOS-SAPT, 5 Å siehe Tabelle 6.2 7.4
extrapolierter Gesamtwert -68.4
117
KAPITEL 6. ENZYMATISCHE REPARATUR OXIDATIVER DNA-SCHÄDEN
WN,P = Etot −EN −EP gesamt
− WN\L,P = Etot\L −EN\L −EP ohne Nukleotid(L)
WL,P = Etot −EN −Etot\L +EN\L Beitrag von L
− WL,P\Ri = Etot\Ri −EN −Etot\(L,Ri) +EN\L ohne Rest i (Ri)
WL,Ri = Etot −Etot\L −Etot\Ri +Etot\(L,Ri) Ri − L− Beitrag
Abb. 6.5: Shema zur Herleitung des Wehselwirkungsbeitrags WL,Ri eines DNA-Nukleotids L mit
dem Protein-Rest Ri; N : DNA (blau); P : Protein (rot); die Shreibweise \ bedeutet in
Abwesenheit von.
ersten Shritt von der tatsählihen Gesamtwehselwirkung WN,P zunähst die Wehselwir-
kungsenergie WN\L,P bei Abwesenheit des Nukleotids L und gelangt so zum Beitrag von L
an der Gesamtwehselwirkung. Im zweiten Shritt wird vom verbliebenen Ausdruk analog
der Term WL,P\Ri bei Abwesenheit des Rests Ri subtrahiert. In der Abbildung 6.5 sind die
Systeme shematish gezeigt, deren absolute Energiewerte für den Wehselwirkungsbeitrag des
Rests Ri mit dem Nukleotid L shlieÿlih benötigt werden: das gesamte System, das System
jeweils ohne L oder Ri, sowie das System ohne L und Ri.
Da sowohl das Nukleotid L als auh die Proteinresiduen Ri kovalent gebunden sind, ist es
unausweihlih, beim Entfernen der Gruppen, Bindungen zu durhtrennen. Im Zuge der Un-
tersuhung wurde jeweils das gesamte Nukleosid-Diphosphat des Shadens bzw. der intakten
Base und die gesamten Aminosäure-Residuen ( inklusive Rükgradatome) herausgeshnitten
und die durhtrennten Bindungen mit Wassersto abgesättigt (siehe gestrihelte Bindungen
in Abbildung 6.6). Die QM-Umgebung umfasst für alle vier Rehnungen eines jeden L-Ri-
Paars jeweils 4 Å der Umgebung um L und Ri und der herausgeshnittene Teil wird jeweils
im Sinne einer Counterpoise-Korrektur für die Fragmentrehnungen einbezogen. Die Tabel-
le 6.4 führt die Wehselwirkungsbeiträge zwishen dem Nukleosid-Diphosphat des Shadens
bzw. der intakten Base mit den 27 nähstgelegenen Proteinresten auf, sowie die Dierenz der
118















Abb. 6.6: Strukturformeln der herausgeshnittenen Gruppen für die Untersuhung individueller Weh-
selwirkungsbeiträge; links: Nukleosid-Diphosphat mit geshädigter oder intakter Nukleobase
(N.-B.); rehts: gesamtes Aminosäure-Residuum (mit dem Aminosäure-Rest A.-R.); die ge-
strihelten Bindungen werden durhtrennt und bei den Nahbargruppen mit Wassersto
abgesättigt.
Wehselwirkungsbeiträge im Falle des Shadens bzw. im Falle der intakten Base.
Eine negative Dierenz des Wehselwirkungsbeitrags weist auf eine bevorzugte Stabilisie-
rung des Shadens durh den entsprehenden Proteinrest Ri hin. Da das Nukleosid-Diphosphat
zweifah negativ geladen ist, zeigt die Tabelle für Proteinreste mit negativ geladenen Seiten-
ketten (Glu) eine starke Abstoÿung, bzw. bei positiv geladenen Seitenketten (Lys, Arg und
der N-Terminus Pro 1) eine starke Anziehung, allerdings in beiden Fällen, dem 8-oxoG und
dem G.
Im Rahmen der Strukturauswahl und -vorbereitung (siehe Abshnitt ) zeigt sih, dass (ba-
sierend auf der ausgewählten Struktur) die Aminosäureresiduen Pro 1, Glu 5, Tyr 175, Ser 219
und Thr 220 bei der Bindung zwishen Shaden und intakter Nukleobase um mehr als 10
kJ
mol
dierenzieren. Die Residuen Pro 1, Tyr 175, Ser 219 und Thr 220 binden dabei bevorzugt den
Shaden. Hingegen präferiert das Residuum Glu 5 die intakte Nukleobase, was allerdings niht
ausshlieÿt, dass Glu 5 oder andere Glutamat-Residuen in einem späteren Reparaturshritt
eine wihtige Rolle spielen (siehe Referenz [138℄). Die Anordnung für die vier den Shaden
am stärksten präferierenden Residuen ist in der Abbildung 6.7 gezeigt. Die starke präferierte
Shadensbindung durh Ser 219 kann darin im Wesentlihen als Wasserstobrükenbindung
zwishen dem Carbonylsauersto im Proteinrükgrad mit dem H7-Atom des Shadens identi-
ziert werden.
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Tab. 6.4: Wehselwirkungsbeiträge WL,Ri des geshädigten DNA-Nukleosid-Diphosphats (8-oxoG)
bzw. des intakten Nukleosid-Diphosphats (G) L mit den nähsten 27 Protein-Residuen
Ri, sowie die Dierenz der Wehselwirkungsbeiträge. Neben den Counterpoise-korrigierten
QM/MM-Ergebnissen auf HF/SVP-Niveau (QM-Umgebungsabstand 4 Å) sind in Klammern
auh D3-Dispersionskorrekturen nah Grimme et al. [147℄ aufgeführt.
Protein-Residuum Ri 8-oxoG G Dierenz
Pro 1 -277.5 (-32.8) -253.6 (-31.9) -23.9 (-0.9)
Glu 2 +422.2 (-34.4) +414.7 (-33.4) +7.5 (-1.0)
Leu 3 -11.5 (-0.2) -10.3 (-0.2) -1.2 (+0.0)
Pro 4 -19.5 (-0.4) -14.6 (-0.3) -4.9 (-0.1)
Glu 5 +294.6 (-13.5) +257.2 (-8.7) +37.4 (-4.8)
Val 6 -14.6 (-0.3) -12.2 (-0.2) -2.4 (-0.1)
Lys 59 -417.7 (-15.5) -408.0 (-15.5) -9.7 (+0.0)
Arg 75 -220.5 (-1.4) -218.8 (-1.4) -1.7 (+0.0)
Met 76 +23.9 (-36.5) +23.8 (-36.6) +0.1 (+0.1)
Arg 79 -183.2 (-9.7) -188.2 (-9.6) +5.0 (-0.1)
Gly 172 -60.2 (-11.0) -57.7 (-11.0) -2.5 (+0.0)
Asn 173 -100.7 (-36.6) -99.7 (-36.6) -1.0 (+0.0)
Ile 174 -21.5 (-18.6) -15.8 (-17.9) -5.7 (-0.7)
Tyr 175 -45.2 (-1.9) -32.2 (-1.6) -13.0 (-0.1)
Ala 213 -1.8 (-0.1) -0.2 (-0.1) -1.6 (+0.0)
Gly 218 -15.1 (-0.3) -14.0 (-0.2) -1.1 (-0.1)
Ser 219 -39.5 (-12.1) +31.3 (-6.8) -70.8 (-5.3)
Thr 220 -30.6 (-4.9) -15.7 (-4.3) -14.8 (-0.6)
Val 221 -27.4 (-19.4) -32.1 (-18.5) +4.7 (-0.9)
Arg 222 -226.8 (-38.1) -229.9 (-37.8) +3.1 (-0.3)
Thr 223 -13.1 (-29.6) -12.5 (-29.5) -0.6 (-0.1)
Tyr 224 +9.1 (-30.8) +2.4 (-28.2) +6.7 (-2.6)
Val 225 +15.1 (-0.4) +16.9 (-0.4) -1.8 (+0.0)
Phe 234 -6.5 (-0.2) -9.2 (-0.1) +2.7 (-0.1)
Gln 235 +6.9 (-0.3) +8.9 (-0.3) -1.9 (+0.0)
Leu 238 -14.7 (-0.2) -14.4 (-0.2) -0.3 (+0.0)
Tyr 241 -78.7 (-25.3) -77.1 (-25.2) -1.6 (-0.1)
120









   G
Pro 1
Abb. 6.7: Strukturausshnitt der Proteinresiduen Pro 1, Tyr 175, Ser 219 und Thr 220 und dem Nu-
kleotid des Shadens 8-oxoG (links) bzw. der intakten Nukleobase G (rehts).
6.5 Zusammenfassung und Ausblik
Gemäÿ den voranstehenden QM- und QM/MM-Rehnungen an einer experimentell bestimm-
ten Kristallstruktur bindet das Reparaturenzym MutM die DNA mit einer einzelnen geshä-
digten Nukleobase 8-oxoG um ungefähr 68
kJ
mol stärker als die analoge Struktur mit intakter
Nukleobase. Die Enzymresiduen Pro 1, Tyr 175, Ser 219 und Thr 220 haben bei der präferier-
ten Bindung der shadhaften DNA einen wihtigen Einuss.
Um die durh den lokalen Shaden hervorgerufenen Änderungen der Elektronen-Struktur
verlässlih (mit Fehlern im Bereih von 10
kJ
mol) beshreiben zu können, erwiesen sih bei reinen
QM-SCF-Beshreibungen groÿe QM-Fragmente als sehr wihtig (QM-Umgebungsabstand um
den lokalen Shaden: 910 Å). Eine erheblih shnellere Konvergenz lässt sih hier mit einer
elektrostatishen QM/MM-Einbettung der Umgebung erreihen (67 Å). Auh spielen dabei
Korrekturen des Basissatzfehlers und eine Beshreibung der Dispersionswehselwirkungen ei-
ne wihtige, wenn auh oenbar etwas kleinere Rolle, wobei künftige SAPT-Rehnungen an
gröÿeren Fragmenten das Abklingverhalten der empirishen Dispersions-Korrekturdierenzen
überprüfen müssen. Zukünftige Rehnungen müssen darüber hinaus untersuhen, inwieweit
die Ergebnisse auh für andere (z.B. aus anderen experimentellen Strukturanalysen oder
Molekulardynamik-Simulationen gewonnenen) Systemkonformationen repräsentativ sind.
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Die vorgestellte Arbeit trägt dazu bei, dynamishe molekulare Systeme ezient und ver-
lässlih mit linear-skalierenden QM- und QM/MM-Methoden zu beshreiben. Der Beitrag
der Arbeit besteht dabei einerseits in methodishen Weiterentwiklungen zur Reduktion der
Vorfaktoren quantenhemisher Berehnungen und andererseits darin, bestehende Methoden
gewinnbringend zu kombinieren. Um die gewonnenen theoretishen Beshreibungen verläss-
lih auszushöpfen, müssen die Fehlerbereihe der Beshreibungen möglihst genau bekannt
sein. Deshalb liegt ein weiterer Shwerpunkt der Arbeit darauf, die methodishen Näherungen
systematish zu untersuhen. Auh in einem Anwendungsteil zur Reparatur oxidativer DNA-
Shäden liegt ein besonderes Augenmerk auf Aspekten zu einer zuverlässigen theoretishen
Beshreibung. Im Folgenden sind die vershiedenen Beiträge der Arbeit zusammengefasst:
Die Dissertation stellt eine neue Integral-Speihermethode dar, um die Vorteile semidi-
rekter (bzw. indirekter) SCF-Methoden mit denen linear-skalierender direkter Methoden zu
vereinen. Für den Austaushteil sind mit dem neuen Verfahren Geshwindigkeitszuwähse von
typisherweise 1.53.7 möglih, je nah molekularem System, Basissatz und den gewählten
Genauigkeiten. Die Geshwindigkeitszuwähse lassen sih dabei gut mit einer parallelen Be-
rehnung der Zweielektronen-Integrale kombinieren. Darüber hinaus wurde im Rahmen dieser
Arbeit für das von S. A. Maurer et. al. [60℄ ausgearbeitete neue QQR-Sreening ein um-
fangreiher molekularer Testsatz entwikelt. Anhand des Testsatzes zeigt sih umfassend, wie
leistungsstark das neue Sreening ist, das für Zweielektronen-Integrale den Abfall mit zuneh-
mendem Bra-Ket Abstand der Ladungsverteilungen berüksihtigt.
Neben den methodishen Weiterentwiklungen für SCF-Verfahren bei einer gegebenen Mo-
lekülgeometrie werden zusätzlihe Ansätze vorgestellt, um Informationen aus vergangenen
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Zeitshritten einer Born-Oppenheimer-Molekulardynamik zu nutzen und auf diese Weise im
aktuellen Shritt die SCF- oder auh die CPSCF-Lösung zu beshleunigen. Ein Ansatz liegt
darin, die Zweielektronen-Integrale aus vergangenen MD-Shritten zur Lösung des aktuellen
SCF-Problems wiederzuverwenden, wenn die Integrale gemäÿ einer Abshätzung numerish in-
variant sind. Die präsentierte Abshätzung der Integraländerungen basierend auf gespeiherten
ersten Integralableitungen erweist sih als vielversprehend, auh wenn die Abshätzung für op-
timale Resultate weiterentwikelt werden muss. Auÿerdem gelingt es, CPSCF-Testrehnungen
in aufeinander folgenden Zeitshritten zu beshleunigen, indem eine bestehende Methode zur
Fokmatrix-Extrapolation beim SCF-Verfahren auf das CPSCF-Verfahren übertragen wird.
Als weiteren Beitrag beshreibt die Arbeit eine erweiterte ChemShell-Shnittstelle [79℄ zwi-
shen dem QM-Programmpaket Q-Chem [64℄ und MM-Programmpaketen, um groÿe moleku-
lare Umgebungen bei linear-skalierenden SCF-Energie- und Gradientenberehnungen ezient
einbeziehen zu können.
Darüber hinaus widmet sih die Arbeit der Ab-initio-Berehnung von NMR-Vershiebun-
gen. Eine Genauigkeitsuntersuhung von NMR-Vershiebungen auf GIAO-SCF und -MP2-Ni-
veau erfasst Methoden- und Basissatzfehler basierend auf einem breit angelegten molekularen
Testsatz. Im Anshluss an die Genauigkeitsuntersuhung etabliert die Dissertation am Beispiel
von Polypeptiden ein weiterführendes Konzept, um die Genauigkeit berehneter NMR-Ver-
shiebungen gegenüber dem GIAO-SCF-Niveau zu steigern. Dafür werden intermediäre Werte
auf HF- und MP2-Niveau für alle isolierten Aminosäuren bereitgestellt und das deutlih ver-
besserte Fehlerverhalten durh den Vergleih mit MP2-Referenzwerten aufgezeigt. Wie groÿ
die QM-Region (ausgehend von einer zentralen Molekülregion und gegebenen Konformation)





bungen zu berehnen, zeigen die anshlieÿend vorgestellten Konvergenz-Untersuhungen für





C- Vershiebungen 610 Å der Umgebung um die betrahteten Kerne
berüksihtigt werden, was in den betrahteten molekularen Systemen etwa 3001200 Ato-
me einshlieÿt. Elektrostatishe Umgebungseekte lassen sih mittels einer elektrostatishen
QM/MM-Einbettung überwiegend überzeugend berüksihtigen, allerdings unter der Voraus-
setzung, dass auh hier die QM-Gröÿen mit typisherweise 2001000 Atome niht zu klein
gewählt werden.
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Der letzte Teil der Arbeit greift bei einer Studie zur enzymatishen Reparatur oxidativer
DNA-Shäden auf die beshriebenen QM- und QM/MM-Methoden zurük. Die Studie quan-
tiziert an einer experimentell bestimmten Kristallstruktur mit einem DNA-Shaden (8oxoG)
die bevorzugte Bindung des Shadens durh das Reparaturenzym MutM (rund 68
kJ
mol) und
identiziert als wihtige Proteinresiduen bei der Shadensbindung die Gruppen Pro 1, Tyr 175,
Ser 219 und Thr 220. Für zukünftige vergleihbare Fragestellungen werden zudem verlässli-
he Aussagen über die benötigten QM-Gröÿen, den Dispersionseekten und Basissatzfehlern
erarbeitet. Insbesondere zeigt sih, dass bei reinen QM-Beshreibungen groÿe QM-Fragmente
(700-900 QM-Atome) um den Shaden ausgewählt werden müssen, um die durh den loka-
len Shaden hervorgerufenen Änderungen der Elektronenstruktur verlässlih zu beshreiben.
Eine wesentlih shnellere Konvergenz lässt sih hier mit einer elektrostatishen QM/MM-
Einbettung der Umgebung erreihen (400-700 QM-Atome).
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Das im Rahmen dieser Arbeit erweiterte ChemShell-Q-Chem-Interfae ermögliht Kopplungen
zwishen der ChemShell-Programmsuite [79℄ und dem QM-Programmpaket Q-Chem [64℄. Das
Interfae stellt grundlegende Funktionalität des Q-Chem-Programm-Pakets bereit; momentan
ausführlih getestet sind Grundzustands-Energien und Gradienten auf Restrited-losed-shell-
HF-, -DFT (Funktionale BLYP, BP86, B3LYP, B3PW91, BPW91, S-VWN-LDA, PBE0, B97-2
et.) und -RI-MP2-Niveau. Eine ausführlihe Aufstellung enthält die im Rahmen der Arbeit
erstellte Handbuhseite vor [152℄.
Für das Beispiel einer QM/MM-Rehnung zeigt die Abbildung shematish den Programm
ablauf, ausgehend von einer PDB-Datei und MM-Parametrisierung mittels der Amber-Tools
[53℄ (die Parametrisierung liefert die System-Parameter/Topologie-Datei und System-Koordi-
naten-Datei). Basierend auf einem Benutzer-Input erstellt das Interfae die benötigten Input-
Dateien für den Q-Chem-Programmdurhlauf. ChemShell führt das MM-Programm (z.B. das
integrierte Programm DL-Poly) aus, sowie das QM-Programm Q-Chem und ggf. ergänzend
das Programm DFT-D3 von Grimme et al. [147℄ für empirishe Dispersionskorrekturen. Nah
Ablauf der separaten Rehnungen extrahiert das Q-Chem-Interfae aus dem Q-Chem-Output
die benötigten Gröÿen. Sie werden von ChemShell dann mit den MM-Ergebnissen zusam-
mengeführt. Für Kraftrehnungen und einer elektrostatishen QM/MM-Einbettung steuert
das Interfae die Berehnung der QM-Beiträge für die Kräfte auf die äuÿeren Atome (siehe
Gleihung 2.81). Bei Geometrieoptimierungen oder MD-Simulationen generiert ChemShell im















Abb. A.1: Shema des Programmablaufs ausgehend von einer PDB-Datei und Benutzer-Input: Das
MM-Programm Amber [53℄ zur Parametrisierung, ChemShell [79℄ zur Erzeugung der Input-
Dateien für DL-Poly, Q-Chem [64℄ und DFT-D3 [147℄ und dem Ausführen der Programme
sowie Zusammenführen der Ergebnisse, DL-Poly zur Berehnung der MM-Terme, Q-Chem
zur Berehnung der QM-Terme und DFT-D3 ggf. zur Berehnung der Dispersionskorrektur




Tab. B.1: Die entsprehenden Strukturen können inklusive weiterer Informationen





Amyloseketten 1-4-glykosidish verknüpfte D-Gluose-Einheiten
DNA-Fragmente Nukleotidpaare (ohne endständige Phosphatgruppen)




Graphit-Fragmente mit 1-4 Graphitlagen
Kohlensto-Nanoröhren vershieden lange Ausshnitte aus einer (6,3)- u. (5,0)-Röhre
Intermolekulare Wehselwirkungen:
Benzol-Dimer Benzol-Dimer (D6h) mit vershiedenen Abständen der Ebenen
Wasser kugelförmige Ausshnitte aus üssigem Wasser (TIP3)
Ionishe Systeme:
LiF Ausshnitt aus der Kristallstruktur (bis zu 288 LiF-Einheiten)
Angiotensin deprotoniert und als Zwitterion
Systeme mit Elementen höherer Perioden:
Zeolith Zeolithfragmente (hier reine Siliate)
Shwefel Strukturen aus der Kristallstruktur von S8
Kupfer-Komplex Phthaloyanin-Komplex (CuPF16)
Radikalishe Systeme:
Triphenyl-Methyl-Radikal basierend auf Literaturdaten von Triphenylmethan
Biomolekulare Systeme:
β-Carotine Konjugiertes Π-System, leiht verzerrt
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Anhang C
Details zur QM-Gröÿenkonvergenz von NMR-Abshirmungen























































Um die Kerne auszuwählen, bei denen der Vorteil von QM/MM gegenüber einer reinen
QM/MM-Beshreibung am gröÿten bzw. am kleinsten sind, werden die Fehler der QM/MM-
und der reinen QM-Beshreibung über alle QM-Gröÿen für jeden Kern aufsummiert. Auf diese
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SEQMA =
∑


















ausgewertet werden. Die vorgestellten Ergebnisse gründen auf einem Kompromiss beider Kri-
terien: Von den 40 % der Kerne mit dem kleinsten RSE werden diejenigen mit dem kleinsten
DSE für die Diagramme des gröÿten QM/MM-Vorteils ausgewählt. Entsprehend sind für die



































































































































































































































































# Atome in QM−Region
QM
QM/MM
Abb. C.1: Standardabweihung der isotropen Vershiebung gegenüber den
QM/MM-Ergebnissen mit dem gröÿten QM-Umgebungsabstand
für das Aminopyrazol-System über 44
1





N (links unten) und 9
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# Atome in QM−Region
QM
QM/MM
Abb. C.2: Maximale Abweihung der isotropen Vershiebungen ge-
genüber den QM/MM-Ergebnissen mit dem gröÿten QM-
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# Atome in QM−Region
QM
QM/MM
Abb. C.3: Isotrope Abshirmungen für ausgewählte Kerne im Aminopyrazol-
System, bei denen der Vorteil von QM/MM gegenüber einer rei-
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# Atome in QM−Region
QM
QM/MM
Abb. C.4: Isotrope Abshirmungen für ausgewählte Kerne im Aminopyrazol-
System, bei denen der Vorteil von QM/MM gegenüber einer rei-
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# Atome in QM−Region
QM
QM/MM
Abb. C.5: Standardabweihung der isotropen Vershiebung gegenüber den
QM/MM-Ergebnissen mit dem gröÿten QM-Umgebungsabstand
für den molekularen Clip über 36
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# Atome in QM−Region
QM
QM/MM
Abb. C.6: Maximale Abweihung der isotropen Vershiebungen ge-
genüber den QM/MM-Ergebnissen mit dem gröÿten QM-
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# Atome in QM−Region
QM
QM/MM
Abb. C.7: Isotrope Abshirmungen für ausgewählte Kerne im molekularen
Clip, bei denen der Vorteil von QM/MM gegenüber einer reinen
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# Atome in QM−Region
QM
QM/MM
Abb. C.8: Isotrope Abshirmungen für ausgewählte Kerne im molekularen
Clip, bei denen der Vorteil von QM/MM gegenüber einer rei-
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# Atome in QM−Region
QM
QM/MM
Abb. C.9: Standardabweihung der isotropen Vershiebung gegenüber den
QM/MM-Ergebnissen mit dem gröÿten QM-Umgebungsabstand
für das Glutathion-System über 17
1
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# Atome in QM−Region
QM
QM/MM
Abb. C.10: Maximale Abweihung der isotropen Vershiebungen ge-
genüber den QM/MM-Ergebnissen mit dem gröÿten QM-
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# Atome in QM−Region
QM
QM/MM
Abb. C.11: Isotrope Abshirmungen für ausgewählte Kerne im Glutathion-
System, bei denen der Vorteil von QM/MM gegenüber einer rei-
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# Atome in QM−Region
QM
QM/MM
Abb. C.12: Isotrope Abshirmungen für ausgewählte Kerne im Glutathion-
System, bei denen der Vorteil von QM/MM gegenüber einer rei-
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# Atome in QM−Region
QM
QM/MM
Abb. C.13: Isotrope Abshirmungen für ausgewählte
Kerne im HBC-System, bei denen der Vor-
teil von QM/MM verglihen mit einer reinen







































































# Atome in QM−Region
QM
QM/MM
Abb. C.14: Isotrope Abshirmungen für ausgewählte
Kerne im HBC-System, bei denen der Vor-
teil von QM/MM verglihen mit einer reinen



































































































































































































































# Atome in QM−Region
QM
QM/MM
Abb. C.15: Standardabweihung der isotropen Vershiebung gegenüber den QM/MM-Ergebnissen mit dem gröÿ-
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# Atome in QM−Region
QM
QM/MM
Abb. C.16: Standardabweihung der isotropen Abshirmung gegenüber den
QM/MM-Ergebnissen mit dem gröÿten QM-Umgebungsabstand
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# Atome in QM−Region
QM
QM/MM
Abb. C.17: Maximale Abweihung der isotropen Abshirmung gegenüber den
QM/MM-Ergebnissen mit dem gröÿten QM-Umgebungsabstand
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# Atome in QM−Region
QM
QM/MM
Abb. C.18: Isotrope Abshirmungen für ausgewählte Kerne im DNA-
Protein-Komplex in Wasser, bei denen der Vorteil von QM/MM














































































































































































# Atome in QM−Region
QM
QM/MM
Abb. C.19: Isotrope Abshirmungen für ausgewählte Kerne im DNA-
Protein-Komplex in Wasser, bei denen der Vorteil von QM/MM
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Anhang D
Details zur Untersuhung der DNA-Reparatur
Die QM-Region bei der Berehnung der Gesamtwehselwirkung zwishen DNA und Protein
umfasst bei den vershiedenen QM-Umgebungsabständen folgende Residuen:
5.0 Å: Pro 1, Glu 2, Glu 5, Ile 174, Tyr 175, Ser 219, Val 221, Tyr 224, 8OG/DG 292
jeweils zusätzlih:
6.0 Å: Pro 4, Arg 79, Thr 220, Arg 222, Thr 223
7.0 Å: Val 6, Met 76, Gly 172, Tyr 241, DG 293
8.0 Å: Leu 3, Lys 59, Arg 75, Asn 173, Ala 213, Val 225, Phe 234, Gln 235, Leu 238,
H2O 335, DA 291
9.0 Å: Thr 8, Ile 9, Leu 74, Glu 77, Gly 170, Phe 171, Val 176, Ile 210, Gly 217,
Gly 232, Arg 263, H2O 340
10.0 Å: Glu 7, Gly 78, Glu 178, Thr 209, Val 214, Ala 231, Thr 233, H2O 316,
H2O 355, H2O 384, H2O 13698
11.0 Å: Hie 73, Arg 111, Leu 163, Asp 177, Lys 216, Asn 226, Glu 230, Hie 236,
Gly 242, H2O 316, H2O 317, H2O 350, H2O 363, H2O 387, DT 294
H2O 392, H2O 13661, H2O 13760, H2O 13840, H2O 13862
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