A novel adaptive beamforming technique is proposed for wireless communication application based on the minimum bit error rate (MBER) criterion. It is shown that the MBER approach provides significant performance gain in terms of smaller hit error rate (BER) over the standard minimum mean square error (MMSE) approach. Using the classical Parzen window estimate of probability density function (p.d.f.), both the block-data and sample-by-sample adaptive implementations of the MBER solution are developed.
INTRODUCTION
Spatial processing with adaptive antenna array has shown real promise for substantial capacity enhancement in mobile communication [ I]- [5] . Adaptive beamforming can separate signals transmitted on the same carrier frequency, provided that they are separated in the spatial domain. The beamforming processing, which combines the signals received by the different elements of an antenna array to form a single output, is classically done by minimizing the mean square error between the desired and actual m a y outputs.
However, for a communication system, it is the BER that really matters. We propose a novel beamforming technique based on minimizing the system BER. Adopting Parzen window or kernel density'estimation [6] - [8] to approximate the p.d.f. of the beamformer output, a block-data adaptive MBER algorithm is derived. This is then further simplified to develop a stochastic gradient adaptive MBER algorithm called the approximate least bit error rate (ALBER).
SYSTEM MODEL
The system consists of M users (sources), and each user transmits a binary phase shift keying signal on the same carrier frequency w = 2rf. The baseband signal of user i is
where bi(k) E { f l ) and A: is user i signal power. The source 1 is the desired user and the other sources are interfering users. The linear antenna array consists of L uniformly spaced elements, and signals at the antenna array are 
where (4) where w is the complex beamformer weight vector, and 
The beamformer output is
which can be divided into the two subsets
MBER BEAMFORMING SOLUTION
The p.d.f. of y R ( k ) is (8) and it can he shown that the BER is given by where N,a = Na/2 is the number of the points in Y g ' , and bq,l is the first element of b, related to the desired user.
Note that the BER is invariant to a positive scaling of w.
Alternatively, the BER can be calculated using yk-'. The MBER heamforming solution is then defined as
The gradient of PE(w) with respect tow is
The optimization problem (1 I ) can be solved for iteratively using a simplified conjugated gradient algorithm [9] ,[10].
ADAPTIVE MBER BEAMFORMING
GivenablockofK trainingsamples { x ( k ) , bl(k)},aParzen window estimate of the p.d.f. (8) is given by:
. .
where the kernel width pn is related to the noise standard deviation un. From this estimated p.d.f., the estimated BER is given by
The gradient of PE(w) is By substituting VPz(w) with V&(w) in the conjugate gradient updating mechanism, a block-data adaptive MBER algorithm is readily obtained. The step size and the kernel width pn are the two algorithm parameters.
An alternative Parzen window estimate is given by and an approximation of the BER is
This approximation is valid provided that the width p n is chosen appropriately. Adopting this approach and considering sample-by-sample adaptation leads to the stochastic gradient adaptive MBER algorithm called ALBER:
This ALBER algorithm has a similar computational complexity to the very simple least mean square algorithm. 
SIMULATION STUDY
The example consisted of six sources and a three-element antenna array. Fig. 1 shows the locations of the desired source and the interfering sources graphically. Fig. 2 compares the BER performance of the MBER solution with that of the MMSE solution under two different conditions: (a) the desired user and all the five interfering sources had equal power, and (h) the desired user and the interfering sources 2 , 4 , 5 , 6 had equal power, hut the interfering source 3 had 6 dB more power than the desired user. Under the condition given in Fig. 2 (b) , the MMSE beamformer had a very high error rate floor of above 4. The reason for this was investigated. Given SNR= 14 dB, SIRi = 0 dB for i = 2 , 4 , 5 , 6
and SIR3 = -6 dB, Fig. 3 the MMSE beamforming
Performance of the block-data gradient adaptive MBER algorithm was next studied. Fig. 4 illustrates the convergence rates of the algorithm given SNR= 14 dB, SIRi = 0 dB for 2 5 i 5 6 and the two different initial weight vectors. It can be seen that this block-data adaptive MBER algorithm generally converged rapidly. As the BER surface is highly complicated, the initial condition will influence convergence rate. We have found out that the MMSE solution w M M 5~ is typically not a good initial choice in terms of convergence rate. Performance of the stochastic gradient adaptive MBER algorithm was also investigated. Fig. 5 shows the learning curves of the ALBER algorithm under the same conditions of F i g 4, where DD denotes decisiondirected adaptation with b l ( k ) substituting b l ( k ) . It can be seen that the ALBER algorithm had a reasonable convergence speed. Note that the steady-state BER misadjustment was higher when the initial weight vector was set to whlhlSE, compared with the other initial condition. 
CONCLUSIONS

