In this paper we provide the existence of classical solutions to stationary mean field game systems in the whole space R N , with coercive potential and aggregating local coupling, under general conditions on the Hamiltonian. The only structural assumption we make is on the growth at infinity of the coupling term in terms of the growth of the Hamiltonian. This result is obtained using a variational approach based on the analysis of the non-convex energy associated to the system. Finally, we show that in the vanishing viscosity limit mass concentrates around the flattest minima of the potential. We also describe the asymptotic shape of the rescaled solutions in the vanishing viscosity limit, in particular proving the existence of ground states, i.e. classical solutions to mean field game systems in the whole space without potential, and with aggregating coupling.
Introduction
We consider a class of ergodic Mean-Field Games systems set on the whole space R N with unbounded decreasing coupling: our problem is, given ε > 0 and M > 0, to find a constant λ ∈ R for which there exists a couple (u, m) ∈ C 2 (R N (1.1)
The aim of this work is two-fold. Firstly, for any fixed ε > 0, we prove the existence of classical ground states of (1.1). Secondly, we study their behavior in the vanishing viscosity limit ε → 0. The Hamiltonian H : R N → R is strictly convex, H ∈ C 2 (R N \ {0}) and has superlinear growth: we assume that there exist C H > 0, K > 0 and γ > 1 such that, for all p ∈ R N ,
2)
The coupling term f : [0, +∞) → R is a locally Lipschitz continuous function such that there exist C f > 0 and K > 0 for which where γ ′ = γ γ−1 is the conjugate exponent of γ. Finally, we assume that the potential V is a locally Hölder continuous function, and that there exist b > 0 and a constant C V > 0 such that
Note that the requirement of V to be non-negative is not crucial, we just need it to be bounded from below. Mean-Field Games (MFG) is a recent theory that models the behaviour of a very large number of indistinguishable rational agents aiming at minimizing a common cost. The theory was introduced in the seminal works by Lasry, Lions [22, 23, 24, 25] and by Huang, Caines, Malhamé [18] , and has been rapidly growing during the last decade due to its mathematical challenges and several potential applications (from economics and finance, to engineering and models of social systems). In the ergodic MFG setting, the dynamics of a typical agent is given by the controlled stochastic differential equation
where v s is the control and B s is a Brownian motion, with initial state given by a random variable X 0 . The cost (of long-time average form) is given by
where the Lagrangian L is the Legendre transform of H (see (2.1) ) and m(x) denotes the density of population of small agents at a position x ∈ R N . A typical agent minimizes his own cost, and the density of its corresponding distribution law L(X s ) converges as time s → ∞ to a stationary density µ, which is independent of the initial distribution L(X 0 ). In an equilibrium regime, µ coincides with the population density m. This equilibrium is encoded from the PDE viewpoint in (1.1): a solution u of the Hamilton-Jacobi-Bellman equation gives an optimal control for the typical agent in feedback form ∇H(∇u(·)), and the Kolmogorov equation provides the density m of the agents playing in an optimal way.
The two key points of our setting are the following: firstly, the cost is monotonically decreasing with respect to the population distribution m, namely agents are attracted toward congested areas. A large part of the MFG literature focuses on the study of systems with competition, namely when the coupling in the cost is monotonically increasing; this assumption is essential if one seeks for uniqueness of equilibria, and it is in general crucial in many existence and regularity arguments, see, e.g [17] , and references therein. On the other hand, models with aggregation like (1.1) have been considered in few cases, see [10, 12, 13, 14, 15] .
Secondly, the state of a typical agent here is the whole euclidean space R N . Usually, the analysis of (1.1) is carried out in the periodic setting, in order to avoid boundary issues and the non-compactness of R N . Few investigations are available in the truly non-periodic setting: see [29] for time-dependent problems, [2] for the case of bounded controls, [16] for some regularity results and [3] for the Linear-Quadratic framework. We observe that the non-compact setting is even more delicate for stationary (ergodic) problems like (1.1): a stable long-time regime of a typical player is ensured if the Brownian motion is compensated by the optimal velocity v s . In other words, if a force that drives players to bounded states is missing, dissipation eventually leads their distribution to vanish on the whole R N . This phenomenon is impossible if the state space is compact. The main issue here is that the behaviour of the optimal velocity v s (·) = ∇H(∇u(·)) is a priori unknown, and depends in an implicit way on V and the distribution m itself. Note that V (·) represents the spatial preference of a single agent; if it grows as |x| → ∞, it discourages agents to be far away from the origin. At the PDE level, this will compensate the lack of compactness of R N . Let us mention that even without the coupling term f (m α ), the ergodic control problem in unbounded domains has received a considerable attention, see e.g. [4, 19, 20] and references therein.
In our analysis, we exploit the variational nature of the system (1.1), which has been pointed out already in the first papers on MFG, see [24] , or the more recent work [27] . Indeed, solutions to (1.1) can be put in correspondence with critical points of the following energy (1.7)
Note that mL(− · /m) reads as the Legendre transform of mH(·). The constraint set is defined as Under assumption (1.3) on the coupling term, the energy E is not convex. Condition (1.4) is necessary for the problem e ε (M ) := min (m,w)∈Kε,M E(m, w) to be well-posed. Indeed, consider any (m 0 , w 0 ) ∈ K ε,M such that m 0 has compact support. An easy computation shows that if α > γ ′ /N , then
as σ → 0, so E is not bounded from below on K ε,M . We show that (1.4) is indeed sufficient for e ε (M ) to be finite, and allows to look for ground states of (1.1). This will be accomplished by a study of the Sobolev regularity of the Kolmogorov equation, see in particular Section 2.2. Note that the critical case α = γ ′ /N is more delicate, and requires additional analysis. We also mention that another critical exponent is intrinsic in (1.1): if α > γ ′ /(N − γ ′ ), one has to expect nonexistence of solutions (see [12] ). We refer to our case as the subcritical case, in analogy with the L 2 -subcritical regime in nonlinear Schrödinger equations with prescribed mass (see [12, Remark 2.9] for additional comments). The analogy can be made precise in the purely quadratic framework, that is when H(p) = ) dx. In our approach, to construct solutions to (1.1), we look for minimizers (m, w) ∈ K ε,M of the energy (1.6). These minimizers can be obtained by classical direct methods, by using in particular estimates and compactness in some L p space for elements (m, w) in K ε,M with bounded action, i.e. which satisfy R N mL − w m dx ≤ C, obtained in Section 2.2. Then, the existence of a solution (u ε , λ ε ) of the HJB equation in (1.1) is obtained by considering another functional with linearized coupling (around the minimizer) and the associated dual functional in the sense of Fenchel-Rockafellar (as in [8] ). One has to take care of the interplay between u and m as |x| → ∞. To handle the lack of a priori regularity on the function m, we first regularize the problem, by applying standard regularizing convolution kernels on the coupling (see Section 3). We construct minimizers (m k , w k ) of the regularized energy and associated solutions (u k , m k ) of the regularized version of (1.1). Then, in order to come back to the initial problem, we provide some new a priori uniform L ∞ bounds on m k , which in turn imply a priori uniform bounds on |∇u k | and (local) Hölder regularity of m k that is uniform in k. This key a priori bound is provided by Theorem 4.1
Note that we will consider classical solutions to this system (with a slight abuse of terminology),
, for all p > 1. The existence result, proved in Section 4, is the following. 
) is a minimizer in the set K ε,M of the energy (1.6).
We observe (see Remarks 3.5, 4.2) that Theorem 1.1 holds under more general conditions on H and f , that is, if there exist C H , C f > 0 and K > 0 such that
where α satisfies (1.4).
In the second part of the work, in Section 5, we analyze the behavior of the triple (u ε , λ ε , m ε ) coming from a minimizer of E as ε → 0, under the assumptions (1.2), (1.3) . From the viewpoint of the model, this amounts to remove the Brownian noise from the agents' dynamics. Heuristically, if the diffusion becomes negligible, one should observe aggregation of players (induced by the decreasing monotonicity of coupling in the cost) towards minima of the potential V , that are the preferred sites. Moreover, in the case V has a finite number of minima and polynomial behavior (that is, when (1.13) holds) we specialize the result showing that the limit procedure selects the more stable minima of V , implying e.g. full convergence in the case that there exists a unique flattest minimum.
In order to bring as much as possible information to the limit, we consider an appropriate rescaling of m, u, namelȳ
for all ε > 0. The rescaling is designed so that (ū ε ,m ε ) solves a MFG system where the nonlinearities have the same behavior of the original ones, i.e. H ε ∼ |p| γ as p → ∞, but the coefficient in front of the Laplacian is equal to one for all ε, see (5.19) . Moreover, the coupleū ε ,m ε is associated to a minimizer of a rescaled energy E ε , see (5.23) . It turns out that in this rescaling process, the potential V becomes
and vanishes (locally) as ε → 0. Therefore, as one passes to the limit, the potential cannot compensate anymore the lack of compactness of R N , and the convergence ofm ε in L 1 (R N ) has to be proven by other methods. Heuristically, the aggregating force should be strong enough to overcome the dissipation effect, but the clustering point can be hard to predict by lack of spatial preference. This is why we also have to translate in (1.10) by x ε . We will select x ε to be the minimum of u ε : heuristically, being u ε the value function, this is the point where most of the players should be located. In order to recover compactness for the sequencem ε , we implement some ideas of the celebrated concentration-compactness method [26] . This principle states intuitively that if loss of compactness occurs,m ε splits in (at least) two parts which are going infinitely far away from each other, that ism
with R → ∞, χ BR(0)mε ∼ a and χ R N \B2R(0)mε ∼ M −a for some a ∈ (0, M ) (a third possibility might happen, but it is easily ruled out here by local estimates). This induces a splitting in the energy E, that is inf
One then exploits a special feature of E ε , which is called sub-additivity:
that makes (1.12) impossible. While sub-additivity is easy to prove for E ε (see Lemma 5.5), the splitting (1.12) requires technical work, in particular due to the presence of the term mL(−w/m) in E ε , that becomes increasingly singular as m approaches zero (a simple cut-off as in (1.11) is not useful). The property (1.12) is proven in Theorem 5.6. It relies on the Brezis-Lieb lemma and a perturbation argument. The L 1 convergence ofm ε enables us to obtain the full convergence of (ū ε ,m ε ) to a limit MFG system. By a uniform control of the decay ofm ε as |x| → ∞, that comes from a Lyapunov function built uponū ε , energy arguments and the crucial L ∞ estimate of Theorem 4.1, we are also able to keep track of x ε . In terms of the non-rescaled density m ε , x ε is the point around which most of the mass is located.
The second main result of this work is stated in the following two theorems. The first one is about concentration of m ε . Theorem 1.2. Under the assumptions of Theorem 1.1, there exist sequences ε → 0 and x ε , such that for all η > 0 there exists R and ε 0 for which for all ε < ε 0 ,
Moreover, x ε →x, where V (x) = 0, i.e.x is a minimum of V .
If, in addition, V has the form 13) for some x j ∈ R N , and b j > 0 (with
Secondly, we describe the asymptotic profile of (ū ε ,m ε ) as ε → 0. Note that as a byproduct we obtain the existence of solutions to MFG systems without potential.
(1.14)
The functionū is globally Lipschitz continuous on R N , and there exists c 1 ,
where
We finally observe that by analogous methods, one can prove existence of solutions to more general potential-free MFG systems, see Remark 5.9.
Notation
We will intend a classical solution to the system (1.1) to be a triple (u 
N , B R (x) := {y ∈ R N : |x − y| < R}. We will denote by ω N := |B 1 (0)|. Finally, C, C 1 , K, K 1 , . . . denote (positive) constants we need not to specify.
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Some preliminary regularity results
Let L be the Legendre transform of H, i.e.
The assumptions on H guarantee the following (see, e.g., [11, Proposition 2.1]).
and it is strictly convex,
We will use the following (standard) result on Hölder functions vanishing at infinity.
where C > 0 depends only on c h , N .
Proof. By contradiction, suppose that there exists δ > 0 and a sequence |x n | → ∞ such that m(x n ) > δ for all n. We may also assume that |x n+1 | ≥ |x n | + 1 for all n. By the Hölder regularity assumption,
provided that x ∈ B r (x n ), and
As for the second part, let M := max |x|≥R m(x) = m(x), |x| ≥ R (note that such a maximum is achieved as a consequence of the first part of the lemma). As before,
for all x ∈ B r (x), where r =
, and (2.2) follows.
We recall the following well known result, proved in [7, Theorem 1] .
.
From classical elliptic regularity, we have the following result.
and there exists C > 0 depending only on p, such that
Hence, by [1, Theorem 6.1], v ∈ W 1,p (B 1 (0)) and there exists a constant C, depending on p (but not on R), such that
Therefore,
Letting R → ∞, we get that |∇m| ∈ L p (R n ) and the desired estimate.
The Hamilton-Jacobi-Bellman equation on the whole space
In this section we provide some a priori regularity estimates and existence results for HamiltonJacobi-Bellman equations in the whole spaces of ergodic type. In particular we will consider families of Hamilton-Jacobi-Bellman equations
where F n − f n is locally Hölder continuous, λ n ∈ R are equibounded in n, that is |λ n | ≤ λ and f n ∈ L ∞ (R N ), with f n ∞ ≤ c f for some c f > 0 independent of n. Moreover H n is for every n an Hamiltonian which satisfies (1.2), with constants γ and C H independent of n; finally, there exists C F ≥ 0 and b ≥ 0 independent of n such that
Note that, differently from assumption (1.5) for the potential V , the function F n can also be bounded, if b = 0.
Theorem 2.5. Let u n ∈ C 2 (R N ) be a sequence of classical solutions of the HJB equations (2.3). Then there exists a constant K > 0 depending on C H , C F , c f , γ, N, λ such that
where b ≥ 0 is the growth of F n appearing in (2.4) and γ is the growth of H n appearing in (1.2).
Proof. Without loss of generality we may consider H n (p) = C H |p| γ for all n and p. Indeed, every v n solves
for some k > 0, then we have for any 
Then, v n solves
for all y ∈ B 2 (0) by (2.4) and the bound on f n . Therefore, by the first claim,
for all n. In particular, choosing y = 0,
and the desired estimate follows.
Moreover, we prove the following a priori estimates on bounded from below solutions to (2.3).
Theorem 2.6. Let u n ∈ C 2 (R N ) be a family of uniformly bounded from below classical solutions to (2.3) , that is for which there exists C > 0 such that u n ≥ −C for every n.
If b = 0 in (2.4), we moreover assume that there exists δ > 0 and R > 0 independent of n such that
Then there exists C > 0 such that
where b ≥ 0 is the growth power appearing in (2.4) and γ is the growth power appearing in (1.2).
Proof. The proof is based on the same argument as in [4, Proposition 3.4], we sketch it briefly for completeness. Since u n is bounded from below we can assume u n ≥ 0, up to addition of constant C (without changing the equation). We assume by contradiction that (2.8) does not hold. Then there exist sequences x l and u n l , such that |x l | > 2R, |x l | → +∞, and
and we define the function
By Theorem 2.5, we get that
In particular, recalling (1.2), we get that v l is a supersolution to
Note that, for every l sufficiently large, by (2.4) and by (2.7) (in the case b = 0) the right hand side of the equation a
Moreover, passing eventually to a subsequence, we get that v l → v locally uniformly in n and
with homogeneous boundary conditions (since v ≥ 0). By comparison, recalling the explicit formula of the solution to the eikonal equation |∇f | γ = C in B(0, 1) with homogeneous boundary conditions, we conclude that
for all x such that |x| ≤ 1. Moreover, by uniform convergence, we get that, eventually enlarging C and taking l sufficiently large,
Recalling the definition of v l , we get that v l (0) → 0, which yields a contradiction.
Theorem 2.7. Assume that for every n the function F n − f n is bounded from below uniformly in n.
(i)λ n < ∞, for every n, and there exists, for every n, a solution u n ∈ C 2 (R N ) to (2.3) with λ n =λ n . Moreover
(ii) If F n satisfies (2.4), with b > 0, then, for every n, the solution u n to (2.3) with λ n =λ n is unique up to addition of constants and satisfies (2.8).
(iii) If F n ≡ 0, and there exists δ > 0 independent of n such that
then for every n there exists a solution to (2.3) with λ n =λ n which satisfies (2.8) with b = 0.
Proof. (i). The proof of this result can be obtained by a straightforward adaptation of the proof of Theorem 2.1 in [4] , using the a priori estimates on the gradient given in Theorem 2.5. Observe that actually in [4] it is required a stronger assumption on the regularity of F n − f n , in particular local Lipschitz continuity. This assumption is used to derive a priori estimates on the gradient of solutions by using the so called Bernstein method (see Appendix A in [4] ), which depends also on the L ∞ norm of ∇(F n − f n ). In our case we can weaken this assumption to just Hölder continuity (so still ensuring classical elliptic regularity) since we are using a priori estimates on the gradient given in Theorem 2.5, which depends only on the L ∞ norm of F n − f n , and are obtained in [21] by the so called integral Bernstein method.
(ii). For the proof we refer to [19] (see also [4] and [11] ). In particular in [19] , it is proved that u n is bounded from below. By looking at the proof, it is easy to check that, due to the uniformity in n of the norms of coefficients, the bound can be taken independent of n, and by Theorem 2.6 we get the estimate on the growth.
(iii). By adapting the argument in [4, Theorem 2.6], we get that there exists a bounded from below solution to (2.3) with λ n =λ n , with bound uniform in n. Then using Theorem 2.6, we get the estimate on the growth. We give a brief sketch of the proof of the existence of a bounded from below solution. For every R > 0, we consider the ergodic problem
Using the result in [5] , we get that for every R > 0 there exists a unique λ R n and a unique up to addition of constant solution u
, and moreover that λ R n ≥λ n . So, the sequence λ R n is converging as R → +∞ to some λ ⋆ n ≥λ n . Moreover, by the same argument as in Theorem 2.5, we get that for every compact K ⊂ R N , there exists a constant C > 0 such that |∇u R n | ≤ C in K for every R sufficiently large and for all n. Without loss of generality we can assume that u R n (0) = 0 for every R. So, using the gradient bound, and elliptic regularity, we conclude that u R n is bounded in C 2 (K) by some constant independent of R. Hence, by Ascoli-Arzelà Theorem, and via a diagonalization procedure, we get that u R n converges locally in R N , with u n ∈ C 2 (R N ). Moreover, u n is a solution to (2.3), with λ = λ ⋆ n . Recalling the characterization ofλ n and the fact that λ ⋆ n ≥λ n , we conclude that λ 
Using condition (2.9), and recalling that λ R n →λ n , we get that there exists a compact set K (independent of R and of n) and R 0 > 0 such that for all R > R 0 , x R n ∈ K. Recalling that u R n (0) = 0 and |∇u R n | ≤ C in K with C independent of n, R, we conclude that u R n (x R ) ≥ −C for some constant C independent of n, R. But, this implies, since u
for every R, that passing to the limit u n (x) ≥ −C, with C independent of n.
A priori estimates for the Kolmogorov equation
In this section we provide general a priori estimates for couples ( 
N −q , for q < N , and β < +∞ for q ≥ N . We define 1 ≤ r ≤ β as follows
Then, there exists a constant C, depending only on N and β, such that
is the constant appearing in Proposition 2.1. We now assume that
Then, there exists δ > 0 such that
15) where the constant C depends only on γ, N , and β.
, by Sobolev embedding and interpolation, we get that m ∈ L β (R N ).
Using Holder inequality, recalling (2.12), we obtain
Therefore, we get that for all
We apply then Proposition 2.4 and we obtain that m ∈ W 1,r (R N ) and that there exists a constant C, depending only on r, such that
From this inequality, using Proposition 2.1 and recalling that by interpolation, since
γ ′ , we conclude the desired inequality (2.13). Now we fix η such that
Note that, by a simple computation using (2.12), we get
N , therefore, by (2.14), we conclude that that η > β. By Gagliardo Nirenberg inequality, and recalling that
Since η > β, by interpolation we get that there exists
So, we substitute in (2.17) and (2.16) and we get, elevating both terms to γ
Now, since θ > 1, by (2.14), we get
Therefore we deduce (2.15) from (2.18) with
Corollary 2.9. For every r < q, there exists C > 0 depending on N , γ ′ and r such that
and
, we fix r < q and we choose β which satisfies (2.12) for such r. By Sobolev embedding theorem,
If we substitute again in (2.13) we get
In particular for q > N , we can choose r > N and by Sobolev embedding theorem we get that there exists θ = 1 − N r and a constant C > 0 depending on N and r such that
For q < N , we fix r < q, and choose the corresponding β in (2.12), that satisfies β < N N −γ ′ . Hence we conclude again from inequality (2.13).
3 Regularization procedure and existence of approximate solutions for ε > 0
The regularized problem
We consider the following approximation of the system (1.1),
and χ k , for k > 0, is a sequence of standard symmetric mollifiers approximating the unit as k → ∞.
f (n)dn for m ≥ 0 and F (m) = 0 for m ≤ 0. Note that using Jensen inequality and (1.3), we get that for all m ∈ L 1 (R N ) such that m ≥ 0, and
In order to construct solutions to the system, we follow a variational approach and we associate to (3.1) a energy, as already described in the introduction. We define the energy
where K ε,M is defined in (1.8) and L is defined in (1.7). We recall that the exponent q appearing in the definition of
A priori estimates and energy bounds
In this section, we provide bounds from below for the energy E k , assuring in particular that the minimum problem is well defined.
where C, K > 0 are constants depending only on N, M, C L , γ, α, M . In particular there exists finite
Proof. Recalling that V ≥ 0, estimate (3.4) and applying (2.15) with α = β − 1, we get
where C is a constant depending only on N, M, C L , γ, α and
Therefore, substituting in the energy, we get
which gives the desired inequality.
We get also a priori bounds on minimizers and minimizing sequences.
for some C, K positive constants which depends only on α, N, V, C L .
Proof. First of all we observe that there exists
Let m = ce −|x| , where c is chosen to have R n mdx = M , and w = ε∇m, so that (m, w) ∈ K ε,M . By assumption (1.5), we get that R n mV (x)dx ≤ C for some constant C > 0, by (3.4) that
Note that if (m, w) ∈ K ε,M , and e ε (M ) ≥ E(m, w) − η, for some positive η, then, by (3.4) , by the fact that V ≥ 0, and by the properties of L in Proposition 2.1, we get
We apply (2.15) with α = β − 1, and we obtain
from which we conclude that m (1+α)
δ A, and so estimate (3.9) holds. Estimate (3.8) comes from (3.9) and (3.11).
Existence of a solution
We are now in the position to show existence of minimizers of the energy E k in the class K ε,M for every ε, M > 0. 
Moreover, for every minimizer (m k , w k ) ∈ K ε,M of E k , there holds 12) and there exist constants C > 0 and K, independent of ε and k, such that
. This implies that, choosing n sufficiently large, E k (m n , w n ) ≤ e ε (M ) + 1. From this and (3.4) we get
By Proposition 3.2, we get that
We conclude also that
for some C, K > 0. These estimates will imply (3.13), after passing to the limit, using Fatou lemma. Moreover, by Corollary 2.9, we have that there exists C ε > 0 depending on ε such that for all r < q,
Moreover, due to Sobolev embeddings, we get that for all s < q * , then m n L s (R N ) ≤ C ε . In addition, by applying Holder inequality, we get that there exists C > 0
. By these estimates and Sobolev compact embeddings, we get that eventually extracting a subsequence via a diagonalization procedure, m n → m k weakly in W 1,r (R N ) for all r < q and strongly in L s (K) for all 1 ≤ s < q * and for every compact K ⊂ R N , and w n → w k weakly in
. By using the fact that R N V (x)m n (x)dx ≤ C ε and (1.5), we get that we get that for all R > 1,
So for every ε > 0 fixed and all η > 0, there exists R > 0 for which |x|>R m n (x)dx ≤ η: up to extracting a subsequence we get that
Finally, observe that from (3.13), using (1.5), we conclude that
and so
. Therefore the convergence is sufficiently strong to assure that (m k , w k ) ∈ K ε,M . We conclude that (m k , w k ) is a minimum of the energy, by the lower semicontinuity with respect to weak convergence of the functional R N mL − w m + V (x)mdx and by using the fact that
Using the minimizers we constructed in Proposition 3.3, we prove existence of a classical solution to (3.1).
Proposition 3.4. There exists a classical solution (u k , m k , λ k ) to (3.1) that satisfies for some constant C k,ε > 0 the following inequalities
Finally there exist C, K > 0 not depending on ε, k such that
Proof. Let (m k , w k ) be a minimizer of E k . Define the space of test functions
Note that we also have, for all ψ ∈ A,
Indeed, consider a radial smooth cutoff function χ(x) which is identically equal to one in B 1 (0) and identically zero in
on R N for some positive constant C. Since the equality ε∆m k = divw k holds in the weak sense on R N , we may multiply it by χ R ψ with ψ ∈ A and integrate by parts to obtain
Note that for some positive C,
by the integrability properties (3.12). Moreover,
Reasoning in a similar way, we also have that R≤|x|≤2R m k ∇ψ · ∇χ R and
R≤|x|≤2R
w k · ψ∇χ R converge to zero as R → ∞. Equality (3.18) then follows by passing to the limit in (3.19) .
Therefore, recalling the integrability properties of m k , w k obtained in Proposition 3.3, the problem of minimizing E k on K ε,M is equivalent to minimize E k on K, where
is also a minimizer of the following convex functional on K:
We now aim to prove that 
γ ′ +α (R N ) for some r < q, satisfying (3.12). Note that L(·, ·, λ, ψ) is convex, and L(m, w, ·, ·) is linear. Moreover, since L(·, ·, λ, ψ) is weak-* lower semi-continuous, we can use the min-max theorem (see [6, Theorem 2.3.7] ), to get
where the interchange of the min and the integration is possible by standard results in convex optimisation. By computation, min (m,w)∈R×R
is positive, and it is −∞ otherwise. Therefore, we have proven (3.20) .
By Theorem 2.7, i), ii), there exists u k ∈ C 2 (R N ) such that
and which satisfies
Thus, the supremum in the left hand side of (3.20) is achieved by λ k , and it holds true that 
Hence, the Kolmogorov equation ε∆m k + div(m k ∇H(∇u k )) = 0 holds in the weak sense, and by elliptic regularity we conclude that (u k , m k , λ k ) is a classical solution to (1.1).
Remark 3.5. Note that if we assume that the local term f satisfies (1.9) instead of (1.3), then the same argument as above applies. In particular there exists a classical solution (u k , m k , λ k ) to (3.1) such that
We finally prove that every m k is bounded from above in R N (this is not obvious from Proposition 3.4 unless γ ′ > N ). Note that the following result does not provide uniform bounds with respect to k. These will be produced in Theorem 4.1 using a much more involved argument.
Proof. Let φ(x) = u k (x) p , for p > 1 to be chosen later. Using the fact that u k is a classical solution to the HJB equation, we get
Observe that by (1.2), (1.5), (3.15) and the fact that f k [m k ] is bounded on R N , there exist large R and C such that
Hence, again by (3.15), for all |x| > R
In view of [28, Proposition 2.6], we have |x|
4 Existence of a solution to the MFG system for ε > 0
Our aim is to pass to the limit k → ∞ for solutions to (3.1).
A priori L ∞ bounds
We need first a priori L ∞ bounds on m k that are independent w.r.t. k. These will be achieved by a blow-up argument, as proposed in [12] for systems set on the flat torus T N . Here, the unbounded space R N and the presence of the unbounded term V make the argument much more involved than the one in [12] . To control the points x k ∈ R N where m k (x k ) possibly explodes, some delicate estimates on the decay (in L 1 ) of its renormalization will be produced. We provide a more general result, that will be used also in the rescaled framework (Section 5). Let r k , s k , t k be bounded sequences of positive real numbers.
for some K > 0. Suppose also that for all k, u k is bounded from below and m k is bounded from above on R N . Then, there exists a constant C independent of k such that
Proof. We argue by contradiction, so we assume that
We divide the proof in several steps.
Step 1: rescaling of the solutions.
So, observe that µ k → 0 as k → 0. Since u k is bounded by below, up to adding a suitable constant we can assume that min R N u k = 0. We define the following rescaling
Note that 0 ≤ n k (x) ≤ 1. Moreover, due to (1.4),
and min v k = 1. We define
Recalling (1.2) we have that for all q ∈ R N ,
Moreover, we defineg
Recalling that 0 ≤ m k ≤ L k , by (4.1) we get that for all x and for all k,
where we used the fact that µ k = L −β k with β = α γ−1 γ . Finally, we let
and we observe that
Finally, let
By assumption (1.5), we get
In particular we also have the following bound from below for V k ,
An easy computation shows that by rescaling we have that (v k , n k ,λ k ) is a solution to
Step 2: a priori bounds on the rescaled solution to the Hamilton-Jacobi equation. We observe that by Theorem 2.5 and (4.6), there exists C > 0, independent of k, such that
We recall that we assumed v k (x k ) = min v k = 1. Since v k is a classical solution to (4.8), at a minimum pointx k we have, by (4.3), (4.4), (4.5) and (4.7),
Therefore, by using this estimate and (4.9), since |v
k ) and then again by (4.9),
Let χ be a smooth function χ : [0, +∞) → [0, +∞) such that χ ≡ 0 in (0, 1/2) ∪ (3/2, +∞), χ(1) > 0 and that |χ ′ |, |χ ′′ | ≤ 1. We fixx ∈ R N such that |x| > 4C V (t k µ k ) −1 , and we denote by
where K ≥ 0 has to be chosen. We have that w(x) ≤ v k (x) for all x such that |x| ≥ 
Note that there exist K > 0 small and C 2 > 0 large, depending only C V and C H and not on |x|, k, such that the right-hand side of the last expression is negative if
(this also implies that t k µ k |x| > 4C V , as required). The test function w is then a subsolution of the HJB equation in (4.8), therefore by comparison we get that,
By arbitrariness ofx we conclude that, for some C > 0,
Step 3: estimates on the (approximate) maxima of n k . We now fix 0 < δ << 1 and x k such that n k (x k ) = 1 − δ. Two possibilities may arise: either lim k σ k |x k | b = +∞ up to some subsequence, or there exists C > 0 such that σ k |x k | b ≤ C. We rule out the second possibility by contradiction. Suppose indeed that there exists C > 0 such that σ k |x k | b ≤ C. By (4.9), |∇v k | ≤ C on B 2 (x k ) for some C > 0. Therefore, using the fact that n k solves the second equation in (4.8), the elliptic estimates in Proposition 2.4, (4.3), the interpolation inequality n q ≤ n 1/q 1 n 1−1/q ∞ and the fact that 0 ≤ n k ≤ 1, we get for all q > 1,
for some C q > 0 depending on q. This implies, choosing q > N , that for all θ ∈ (0, 1) there exists C θ depending on θ (but not on k) such that
This gives a contradiction. Then we deduce that, up to a subsequence,
Step 4: construction of a Lyapunov function. Let φ(x) = v k (x) p , for p > 1 to be chosen later. Using the fact that v k is a classical solution to (4.8) (arguing as in (3.23)) we get
We denote by
(4.14)
Using the previous computation and the fact that n k is a solution to (4.8), we get, by integrating by parts, that
Therefore from this, for every Λ > 0 we get
Observe that by (4.3), (4.4), (4.5) and (4.7) we get that for all t k µ k |x| ≥ 2C V ,
We first claim that by (4.9) and (4.11),
enlarging C 2 in (4.11). Indeed,
whenever σ k |x| b is large enough. This implies that for all σ k |x| b ≥ C 2 , by (4.16) we have G k (x) ≥ −C. On the other hand, again by the gradient bounds in (4.9) we have that |∇v k (x)| ≤ C(1 + C 2 ) on the set σ k |x| b ≤ C 2 , so (4.16) and min v k = 1 again guarantee that G k (x) ≥ −C 3 . In conclusion, there exists C > 0 such that
Therefore, going back to (4.15), recalling (4.2), we obtain that
Note that by (4.16) and (4.17), if x is such that G k (x) ≤ 0, then necessarily σ k |x| b ≤ C for some C > 0. Hence, by (4.10), we get that
Step 5: integral estimates on n k . Arguing as in the end of Step 4, we may choose K big enough so that G k (x) ≥ 1 in the set
k . If k is sufficiently large, by (4.11) and (4.13) it follows that for some C > 0,
Therefore, we may conclude that
that together with (4.18) gives
for all k large. Reasoning as in Step 3 (see in particular (4.12)), by Proposition 2.4, (4.3), (4.9) and (4.20), we get that for all q > 1,
whenever p is such that γ − 1 + (1 − p)/q < 0 and k is large (recall that we are supposing
Therefore, we may conclude as in Step 3: choosing q > N , for some θ ∈ (0, 1) there exists C θ such that n k C 0,θ (B 1/2 (x k )) ≤ C θ . Since n k (x k ) = 1 − δ, we can fix r < 1 such that n k (x) ≥ 1 2 for all x ∈ B r (x k ). Finally, by (4.2)
That gives a contradiction and rules out the possibility that
Existence of a solution to the MFG system
Using the a priori bounds we obtained, we can pass to the limit in k in the MFG system (3.1) to get a solution to (1.1) for every ε > 0.
Proof of Theorem 1.1. First, by Proposition 3.4, the existence for all k of a classical solution (u k , m k , λ k ) to (3.1) follows. By (3.16), up to passing to a subsequence we have that λ k → λ ε .
Note that by Propositions 3.4 and 3.6, u k and m k are bounded by below and above respectively, so due to Theorem 4.1 (with g[m] = f k [m] and r k = s k = t k = 1 for all k), we get that there exists C ε > 0 independent of k (but eventually on ε > 0) such that m k L ∞ (R N ) ≤ C ε . Using Theorem 2.5, this implies that |∇u k (x)| ≤ C ε (1 + |x| b γ ), for some C ε independent of k. We can normalize u k (0) = 0 and using Ascoli-Arzelá theorem we can extract by a diagonalization procedure a sequence u k such that u k → u ε locally uniformly in R N . Moreover, by using the estimates and the equation we have that actually u k → u ε locally uniformly in C 1 . Note that, denoting by x k a minimum point of u k on R N , we have by the HJB equation that
Coercivity (1.5) of V and uniform boundedness of λ k and f k [m k ] guarantee that x k remains bounded, in particular that u k ≥ −C on R N by gradient bounds. Theorem 2.6 then applies, in particular u k (x) ≥ C|x|
This implies, passing to the limit, that
By the elliptic estimates in Proposition 2.4, we get that m k → m ε locally uniformly in C 0,α for all α ∈ (0, 1) and weakly in W 1,p (B R ) for every p > 1 and R > 0. Therefore we get that u ε is a solution in the viscosity sense of the Hamilton-Jacobi equation, by stability with respect to uniform convergence, and m ε is a weak solution to the Fokker-Planck equation, by strong convergence of ∇u k → ∇u ε . Finally this implies, again by using the regularity of the HJB equation, that u k → u ε locally uniformly in C 2 . Therefore, u ε , m ε solve in classical sense the system (1.1). Now we show that R N m ε (x)dx = M . We have that m k → m ε locally uniformly in C 0,α for every α ∈ (0, 1). Moreover, due to (3.13) and to (1.5), we get that for all R > 1,
This implies that |x|≤R m k (x)dx ≥ M − C ε R −b and then by uniform convergence we get that for every ε > 0, and η > 0, there exists R > 0 such that
From this we can conclude that
. Finally, we get that if w ε = −m ε ∇H(∇u ε ), then (m ε , w ε ) ∈ K ε,M , due to the second equation in (1.1). Moreover, we have that if m k → m strongly in L α+1 (R N ), then, due to the Lebesgue dominated convergence theorem and (3.4),
. This implies that the energy E k Γ-converges to the energy E, from which we conclude that (m ε , w ε ) is a minimizer of E in the set K ε,M .
Remark 4.2.
Note that by the very same arguments, recalling Remark 3.5, we have the existence of solutions also in the more general case that condition (1.9) is satisfied.
We conclude proving some estimates on the solution (u ε , m ε , λ ε ) given in Theorem 1.1 that will be useful in the following. 
Proof. We observe that, by the arguments in the proof of Theorem 1.1, m k → m ε and |∇u k | → |∇u ε | almost everywhere, and using the fact that V (x) ≥ 0, we have that by Fatou lemma
dx. So inequality (3.13) gives immediately (4.22). Now we prove (4.23) . Note that the estimate from below is a direct consequence of (3.16).
So, it remains to show that λ ε ≤ C 2 − C 2 ε where C 2 is a constant depending only on N, M, C L , γ, α, V . We construct a couple (m, w) ∈ K ε,M as follows. First of all we consider a smooth function φ : [0, +∞) → R which solves the following ordinary differential equation
Then, it is easy to check that 0 < φ(r) ≤ 1 2 e −r . We define m(x) = Aφ(τ |x|), where A, τ are constants to be fixed, and w(x) = ε∇m(x).
First of all we impose
recalling that φ is exponentially decreasing. So A = M τ N C, where
where C α = R N φ α+1 (|y|)dy. We check, recalling that the growth condition (1.5) , that the following holds
where K is a constant depending on N , φ, C 0 . Moreover, we compute, recalling that φ solves the ODE
We consider the energy at (m, w)
Observe that by (1.3), F (m) ≤ − C f α+1 m α+1 + Km. Using Proposition 2.1, and computation (4.27) and (4.25), we get
We choose now τ such that τ =
where A is sufficiently large, in such a way that
where C is a constant depending on α, C L , M . Substituting this in the energy and recalling (4.26), we get the desired inequality.
Concentration phenomena
In the second part of this work, we are interested in the asymptotic analysis of solutions to (1.1) when ε → 0.
The rescaled problem
We consider the following rescaling
We introduce the rescaled potential
Note that by (1.5), we get
The rescaled coupling term is given by
Note that, using (1.3), we obtain that 
We define also the rescaled Hamiltonian
So, we get that lim
Moreover, if we assume that ∇H ε is locally bounded in C 0,γ−1 (R N ), then
We can define L ε as in (1.7), with H ε in place of H and we obtain that condition (5.9) gives that there exists C L > 0 such that
which in turns gives that
The rescalings (5.13) lead to the following rescaled system
Existence of a triple (ũ ε ,m ε ,λ ε ) solving the previous system is an immediate consequence of Theorem 1.1. We first start by stating some a priori estimates.
Lemma 5.1. There exist C, C 1 , C 2 > 0 independent of ε such that the following holds
14)
Proof. Estimates (4.23), (4.22) give (5.14), (5.15) by rescaling.
We apply Theorem 4.1 with
, which are all bounded sequences, and we obtain (5.16).
Using the a priori bounds on the solutions to (5.13), we want to pass to the limit ε → 0. The problem is that these estimates are not sufficient to assure that there is no loss of mass, namely that the limit ofm ε has still L 1 -norm equal to M . Therefore, we need to translate the reference system at a point around which the mass ofm ε remains positive. This will be done as follows.
Let y ε ∈ R N be such thatũ 17) note that this point exists due to (4.21). We will denote by 19) and in additionū ε (0) = 0 = min R Nū ε .
A preliminary convergence result
In this section, we provide some preliminary convergence results, where we are not preventing possible loss of mass in the limit. First of all we need some a priori estimates on the solutions to (5.19).
Proposition 5.2. Let (ū ε ,m ε ,λ ε ) be as in (5.18). Then there exists a constant C > 0 independent of ε such that the following hold
Finally, ifw ε = −m ε ∇H ε (∇ū ε ), then (m ε ,w ε ) is a minimizer in the set K 1,M of the energy
where L ε and F ε are defined in Section 5.1.
Proof. Sinceū ε is a classical solution, we can compute the equation in y = 0, obtaining
Using the a priori estimates (5.14), (5.16), (5.9) and the assumption (5.5), (5.3), this implies that Again by the equation computed at y = 0, recalling that H ε (0) → 0 and V ε ≥ 0 and estimate (5.14), we deduce that −f ε (m ε (0)) ≥ −C 2 > 0. So, by assumption (5.5), we get that there exists C > 0 indipendent of ε, such thatm ε (0) > C > 0. Using the estimates (5.21) and (5.16), by Proposition 2.4, we get that there exists a positive constant depending on p such that m ε W 1,p (B2(0)) ≤ C p for all p > 1. This, by Sobolev embeddings, gives that m ε C 0,α (B2(0)) ≤ C α for every α ∈ (0, 1) and for some positive constant depending on α. We choose now R 0 ∈ (0, 1] such thatm ε ≥ C/2 in B R0 (0), using the C α estimate and the fact thatm ε (0) > C > 0. This implies immediately that BR 0 (0)m ε (y)dy ≥ C/2|B R0 | > 0. This gives the estimate (5.22), for all radii bigger than R 0 .
Finally the fact that (m ε ,w ε ) is a minimizer of (5.23) in K 1,M follows from Theorem 1.1, by rescaling.
We get the first convergence result. Proposition 5.3. Let (ū ε ,m ε ,λ ε ) be the classical solution to (5.19) constructed above. Up to subsequences, we get thatλ ε →λ, and
locally uniformly, whereū ≥ 0 =ū(0), and (ū,m,λ) is a classical solution to
Proof. First of all observe that, since V is a locally Hölder continuous function, then (5.20) implies that, up to subsequence, V ε (x + y ε ) → g(x), locally uniformly as ε → 0, where g is a continuous function such that 0 ≤ g(x) ≤ C, for some C > 0. Using the a priori estimate (5.21), and recalling thatū ε is a classical solution to (5.19) , by classical elliptic regularity theory we obtain thatū ε is locally bounded in C 1,α in every compact set, uniformly with respect to ε. So, up to extracting a subsequence via a diagonalization procedure, we get thatū ε →ū, ∇ū ε → ∇ū, ∇H ε (∇ū ε ) → ∇H 0 (∇ū) locally uniformly, andλ ε →λ. Using the estimates (5.21) and (5.16), by Proposition 2.4, and by Sobolev embeddings, for every compact set K ⊂ R N , we have that m ε C 0,α (K) ≤ C K,α for every α ∈ (0, 1) and for some positive constant depending on α and K. So, up to extracting a subsequence via a diagonalization procedure, we get thatm ε →m locally uniformly. So, we can pass to the limit in (5. 19 ) and obtain that (ū,m,λ) is a solution to (5.25), which is classical by elliptic regularity theory.
Using (5.22) and locally uniform convergence, we get that there exists a ∈ (0, M ] such that
Observe thatū is a solution to
By Theorem 2.5, we get that there exists a constant K depending on sup g and −λ such that |∇ū| ≤ K. Moreover, by constructionū ≥ 0. Sincem is Hölder continuous, and such that R Nm dx = a ∈ (0, M ], by Lemma 2.2, we get that m → 0 as |x| → +∞. Therefore, we get that lim inf |x|→+∞ (−m α (x)+ g(x)−λ − H 0 (0)) ≥ −λ > 0. So, by Theorem 2.6, recalling that by constructionū(0) = 0 ≤ū(y), we get thatū satisfies
for some C > 0.
To conclude, consider the function Φ(x) = e κū(x) . We claim that we can choose κ > 0 such that there exist R > 0 and δ > 0 with
Indeed, sinceū solves the first equation in (5.25) , we get
Using ( on R N .
Concentration-compactness
In this section we show that actually there is no loss of mass when passing to the limit as in Proposition 5.3. In order to do so, we apply a kind of concentration-compactness argument.
First of all we show that the functional E ε (m, w) enjoys the following subadditivity property. Let us denoteẽ
Recalling (3.6) and (4.24), and the rescaling (5.1), we get that for every M > 0 there exist C 1 (M ), C 2 (M ), K 1 , K 2 > 0 depending on M (and on the other constants of the problem) but not on ε such that there holds
Lemma 5.5. For all a ∈ (0, M ), there exist ε 0 = ε 0 (a) and a constant C = C(a, M ) ≥ 0 depending only on a, M and the data (not on ε), such that
Proof. We assume that a ≥ M/2 (otherwise it suffices to replace a with M − a). Let c > 1 and B > 0. For all admissible couples (m, w) ∈ K B we have, recalling (5.7),
where C 2 (B) is the constant appearing in (5.29), which depends on B and on the data of the problem. Recalling that V ε ≥ 0 and L ε ≥ 0, and estimate (5.7), we get that
Using (5.29), we get, for all ε sufficiently small,
So, this estimate in particular holds for a minimizer of E ε . Therefore in (5.31) we get, taking (m, w) to be a minimizer of E ε (which exists by Proposition 5.2)
Using (5.32) with B = a and c = M/a we get
If a = M/2, this permits to conclude, choosing ε sufficiently small (depending on a). If a > M/2, we use (5.32) with B = M − a and c = a/(M − a) to get (multiplying everything by
So putting to together the last two inequalities we get
for ε sufficiently small (depending on a). Proof. Assume by contradiction that R Nm dx = a, with 0 < a < M . We fix ε 0 (a) as in Lemma 5.5, and we consider from now on ε ≤ ε 0 (a). Letc > 0 be such thatm ≤ce −|x| (suchc exists by Remark 5.4). For R sufficiently large (to be chosen later), we define
We observe that as R → +∞
Sincem ε →m and ∇H ε (∇ū ε ) → ∇H 0 (∇ū) locally uniformly, there exists ε 0 = ε 0 (R) such that for all ε ≤ ε 0 ,
(5.36)
We observe that for all ε ≤ ε 0 ,m Moreover, sincem ε →m a.e. by Theorem 2.3, recalling that R Nmε dx = M , R nm = a and using (5.35) and (5.38), we have that
We claim that 
Recalling the estimate (5.20) and the definition of ν R , we have
Hence we obtain
By (5.40) and (5.7) we get
Finally, we estimate the kinetic terms in the energy. Splitting
we proceed by estimating separately the two terms.
Estimates in R N \ B R . First of all, note that by (5.26), (5.9) and (5.11), we get that L ε −w m = L ε (∇H 0 (∇ū)) ≤ C for come constant C > 0, just depending on the data. Moreover, recalling thatm ≤ce −|x| , we get that, eventually enlarging C,
By convexity of the function (m, w) → mL − w m , we get that
We recall that |w| =m|∇H 0 (∇ū)| ≤ Cm by (5.26) and |∇ν R | ≤ Cν R by definition. Moreover, by (5.21) and (5.9),
Using the triangular inequality we get the following, where the constant C can change from line to line,
, where we used respectively the fact thatm ε −m + 2ν R ≥m ε ,m ≤ ν R and that m ε −m + 2ν R ≥ ν R . Now, using (5.43) and (5.49), we can estimate (5.47), and by (5.42) and (5.49) we can estimate (5.48). Indeed, we get
becausew ≤ Cm on R N . Therefore, we may conclude, possibly enlarging C, that
Finally, putting together (5.46) and (5.50), we have, choosing C suffficiently large
Estimates in B R . Again by convexity of the function (m, w) → mL − w m , we get that
We now estimate (5.52). We recall that w m ≤ |∇H 0 (∇ū)| ≤ K and also |∇H ε (∇ū ε )| ≤ K for all ε ≤ ε 0 (R). Then, using this fact and (5.42) and (5.43) and recalling (5.36), we get
This implies that for all ε ≤ ε 0 (R)
Now we observe that by (5.11),
By (5.38) we get thatm ε −m+2ν R ≤ |m ε −m|+2ν R ≤ Ce −R , eventually enalarging C. Moreover, reasoning as in (5.49), we get
where we used that ∇ν R = 0 for |x| < R, that |∇H ε (∇ū ε )| ≤ K, that by (5.38)
≤ C by (5.37) and (5.36). So, we conclude that
Putting together (5.53) and (5.54) we get, choosing C suffficiently large and for all ε ≤ ε 0 (R),
Therefore, summing up (5.55), (5.51), (5.44) and (5.45), we conclude for all ε ≤ ε 0 (R),
. We have that c R → 1 as R → +∞ and c R < 1. In particular, (c R (m ε −m + 2ν R ), c R (w ε −w + 2∇ν R )) ∈ K M−a . By the same computation as in (5.31), we get
Observe that by (5.15) there exists C independent of ε such that
Therefore, (5.57) reads (recalling that c R < 1 and enlarging the constants C, K),
Using this inequality, and using the fact that E ε (m ε ,w ε ) =ẽ ε (M ) and that E ε (m,w) ≥ẽ ε (a), we obtain from (5.56)
Moreover by (5.29) we get that there exist K = K(M − a) > 0 such that E ε (m ε −m + 2ν R ,w ε − w + 2∇ν R ) ≥ −K, therefore the previous inequality gives
By Lemma 5.5, we get thatẽ
where C(a, M ) > 0 for a < M and C(M, M ) = 0. This implies in particular that
Recalling that c R → 1 as R → +∞, this gives a contradiction, choosing R sufficiently large and ε < ε 0 (R).
An immediate corollary of the previous theorem is the following convergence result.
Corollary 5.7. Let (ū ε ,m ε ,λ ε ) and (ū,m,λ) be as in Proposition 5.3. Then,
Finally for all η > 0, there exist R > 0 and ε 0 such that for all ε ≤ ε 0 ,
Proof. By Proposition 5.3 we get thatm ε →m almost everywhere, and by Theorem 5.6, R Nmε = M = R Nm . This implies the convergence in L 1 (R N ). Indeed, by Fatou lemma
Moreover, recalling (5.16), we get that
Finally observe that for all R, by Remark 5.4,
So, using the L 1 convergence we conclude the desired estimate.
Existence of ground states.
In this subsection we aim at proving that as ε goes to zero, (ū ε ,m ε ,λ ε ) converges to a solution of the limiting MFG system (1.14), without potential terms. In particular, we will prove Theorem 1.3. We first need a Γ-convergence type result, proved in the following lemma.
where E 0 is defined in (1.16).
uniformly in [0, +∞) by (5.7). Moreover we observe that the energy E 0 is lower semicontinuous with respect to weak L q convergence of w and strong
Now we observe that for all m such that m(
Therefore, recalling again the uniform convergence of
, we conclude (noting that if we translate m, w of y ε the energy E 0 remains the same) 
. Using the minimality of (m ε ,w ε ), (5.61) and (5.62), we conclude that
This implies (1.15) .
To obtain the first part of the theorem, that is the existence of a solution to (1.14), we need to prove that the function g appearing in Proposition 5.3 is actually zero on R N . To do that, we derive a better estimate on the term V ε (y + y ε ), in particular we show that V ε (y + y ε ) → 0 locally uniformly in R N . By minimality of (m ε ,w ε ) and (m,w), (5.11), (5.7) and (5.63) we get that
Again using (5.7) and (5.11) we get
So, putting together the last two inequalities, we conclude that
Recalling (5.2), this implies that for all R > 0, we get
Using (5.60), we conclude that there exists C > 0 such that
In turns this gives, recalling again (5.2), that
which implies that V ε (y + y ε ) → 0 locally uniformly. (5.67) with δ = δ n → 0. Such a sequence exists by Theorem 1.1. The problem of passing to the limit in (5.67) to obtain (5.66) is the same as passing to the limit in (5.13), and it is even simpler: in (5.13), one has to be careful as the Hamiltonian H ε and the coupling f ε vary as ε → 0 (still, they converge uniformly), while in (5.67) they are fixed, and only the potential is vanishing. We observe that b > 0 could be chosen arbitrarily, the perturbation δ|x| b always disappears in the limit. Still, the limit m, u somehow retains a memory of b in terms of energy properties: m minimizes an energy among competitors satisfying m(1 + |y| b ) ∈ L 1 (R N ).
Remark 5.10. We stress that uniqueness of solutions for (1.14) does not hold in general; for example, a triple (u, m, λ) solving the system may be translated in space to obtain a full family of solutions. On the other hand, a more subtle issue is the uniqueness of m in the second equation (with ∇u fixed), that is, if (u, m 1 , λ) and (u, m 2 , λ) are solutions, then m 1 ≡ m 2 . This property is intimately related to the ergodic behaviour of the optimal trajectory dX s = −∇H 0 (∇u(X s ))ds + √ 2ε dB s (see, for example, [11] and references therein). It is well-known that uniqueness for the Kolmogorov equation is guaranteed by the existence of a so-called Lyapunov function; in our cases, it can be checked that u itself (or increasing functions of u, as in (5.28)) acts as a Lyapunov function, so uniqueness of m and ergodicity holds for (1.14) and (1.1).
Concentration of mass
The last problem we address is the localization of the point y ε , to conclude the proof of Theorem 1.2. Rewriting (5.60) in view of (5.1) and (5.18), we get that for all η > 0 there exist R, ε 0 such that for all ε ≤ ε 0 , By (5.65), we know that, up to subsequences, ε γ ′ γ ′ −αN y ε →x. Our aim is to locate this point, which is the point where mass concentrates. We need a preliminary lemma stating the existence of suitable competitors that will be used in the sequel. The inequality follows by minimality of (m ε ,ŵ ε ) and (m ε ,w ε ), and (rescaled) (4.24). We now prove thatm ε decays as |x| → ∞ uniformly in ε. Note thatŵ ε = −∇H ε (∇û ε )m ε , where (û ε ,m ε ,λ ε ) solves      −∆û ε + H ε (∇û ε ) + λ = f ε (m ε ) −∆m ε − div(∇H ε (∇û ε )m ε ) = 0
(5.71)
We derive local estimates forû ε andm ε . We shift the x-variable so thatû ε (0) = 0 = min R Nû ε for all ε. Choose p > N such that α < γ First, since C does not depend on x 0 , this yields m ε L ∞ (R N ) ≤ C, by the choice of p < γ ′ /α. Secondly, plugging back this estimate into (5.72), we conclude m ε C 0,β (R N ) ≤ C.
Then, using these estimates, we get that up to subsequences,λ ε →λ,û ε →û locally uniformly in C 1 , andm ε →m locally uniformly, where (û,m,λ) is a solution to (5.25) with g ≡ 0. Arguing exactly as in Proposition 5.3, we get thatũ,m satisfy the estimates (5.26) (eventually modifying the constants). Moreover R Nm dx = a ∈ (0, M ]. Observe now that Lemma 5.5 and Theorem 5.6 hold also for the energy (5.69), since it coincides with the energy E ε without the potential term R N V ε m dx. Therefore we can apply Theorem 5.6 tom, to conclude that actually R Nm dx = M . So, by Corollary 5.7, we obtain that for all η > 0, there exist R > 0 and ε 0 such that for all ε ≤ ε 0 , Proof. Fix a generic z ∈ R N and observe that (m ε (· + z),ŵ ε (· + z)) is still a minimizer of mL ε − w m + F ε (m). By minimality of (m ε ,w ε ) and of (m ε (· + z),ŵ ε (· + z)), we get that 
