The role of energy and entropy in decomposition of turbulent velocity flow-fields is to be shown in the paper. The decomposition methods based on energy concept are taken into account, namely the Proper Orthogonal Decomposition (POD) and its extension Bi-Orthogonal Decomposition (BOD). Entropy motivated view on the decomposed modes could offer new possibilities in the modes physical interpretation and in Reduced Order Modelling (ROM) strategy efficiency evaluation.
Introduction
Turbulence in fluids is a highly dynamical phenomenon which is characterized by complex topology. The duality of randomness and coherency is typical for this phenomenon. It could be identified as a blend of emergence of coherent structures and fully random behavior, it is extremely important to distinguish these two complementary parts. In this difficult task the quantities as "coherency" and "entropy" play very important role.
The turbulent flow-field is populated by coherent structures, see e.g. [1] . These are vortices very often of various sizes, positions and orientations in space with complex dynamics. To study this complicated phenomenon various strategies are used. Classical approach is to identify the individual structures and explore theirs evolution in time and space. This is a very exhausting task, so statistical tools are to be applied. The basic method of the coherent structures identification remains Proper Orthogonal Decomposition (hereinafter POD) [2] or its generalized version Bi-Orthogonal Decomposition (hereinafter BOD) [3] .
The turbulent data is available in the form of snapshots very often. A snapshot shows the instantaneous spatial distribution of a given physical quantity characterizing the flow-field. Instantaneous velocity vector-fields are used usually. However, the methods could work with any physical quantity whose distribution in space could be determined, it could be e.g. vorticity, pressure or concentration of a contaminant. The input data could come from experiment, e.g. from Particle Image Velocimetry (PIV) or other optical methods or from mathematical modelling, Direct Numerical Simulation or Large Eddy Simulation.
The decomposition methods are based on idea of the Hilbert space, which is defined by all snapshots forming a natural basis of the Hilbert space, see [4] . The goal of the decomposition methods is to find another appropriate base with a distinct physical meaning. The POD and BOD methods are looking for an orthonormal basis maximizing the dynamic data variance. Variance could be linked to fluctuations energy. Orthogonality condition implies decorrelation of the modes, which is the necessary condition for statistical independence, but not the sufficient one, see [5] .
The decomposition methods based on POD could provide an efficient basis for Reduced Order Modelling (herein after ROM) of the complex system dynamics. Searching process for the optimal basis covering maximal fluctuating kinetic energy of the real system dynamics could be considered as information compression process, if the information describes spatio-temporal behavior of the system. However, not any information could be compressed efficiently, efficiency of this process is to be assessed. More coherent system behavior, more efficient the compression could be. Efficiency based on the notion of "energetic modes" on which the velocity field is projected. The modes maximize velocity variance, i.e. kinetic energy of the process.
Extraction of deterministic features from a random, fine grained turbulent flow has been a challenging problem. Lumley proposed an unbiased technique for identifying such structures. The method consists of extracting the candidate which is the best correlated, in statistical sense, with the background velocity field. The different structures are identified with the orthogonal eigenfunctions of the decomposition theorem of probability theory. This is thus a systematic way to find organized motions in a given set of realizations of a random field.
An overview of the energy based decomposition methods could be find in [16] .
Kinetic Energy Definition
Kinetic energy is a key quantity in a flow-field analysis. Specific kinetic energy is considered very often, related to a unity mass. In the theory of turbulence it is based on definition of velocity subjected to Reynolds decomposition:
where i v is the instantaneous i-th velocity component, i V is the velocity component mean value and i v is its fluctuation part,
x is position vector and t is time. The mean value is to be evaluated as an ensemble average ( ) , as the process is supposed to be ergodic. The T is the time interval, sufficiently long. Then the total kinetic energy T K could be defined as sum of mean kinetic energy K and is
The fluctuating kinetic energy k is called Turbulent Kinetic Energy (TKE):
The index i is additive, subjected to the Einstein rule in formulas (2) 
The total number of velocity components involved in the problem x N is equal to the number of Degrees-of-Freedom, being the dimension of the state vector in the same time. This total kinetic energy of the system is taken into account in subsequent analysis based on energy approach. Please note, that for the 2 evaluated velocity components only part of the TKE is covered by this quantity.
Proper Orthogonal Decomposition
Lumley proposed to define a coherent structure with functions of the spatial variables that have maximum energy content. That is, coherent structures are ( ) φx 's (or linear combinations of) which maximize the following expression
where the expression ( ) , fg denotes the inner product Using variation calculus it could be shown that a necessary condition for ( ) φx to maximize expression (5) is that it is the solution of the following Fredholm integral equation of the second type:
where  is the flow domain and s R is the space-correlation matrix:
The correlation matrix is symmetric and positive definite. According to Hilbert-Schmidt theory, the equation (6) The eigenfunctions are orthogonal and can be normalized:
The closure of the span of the POD eigenfunctions is equal to the set of all realizable flow-fields. Therefore any flow-field could be expressed as a linear combination of the eigenfunctions:
The above given formulation represents itself the continuous variant of the POD implementation. However, this formulation is not very appropriate for direct application.
The eigenvalues 2 i  are related to the given mode energy, as they represent a sum of all velocity components variances.
Snapshot POD
This variant of the POD method implementation uses space instead of time correlations. The method was proposed by Sirovich in 1987 [17] . For the snapshot POD we need a set of t N snapshots ( ) i ux of the fluctuating velocity field. The snapshots are taken at different times from a simulation ( ) ( )
The snapshots should be mutually linearly independent, this condition implies that tx NN  .
The maximization problem (5) can be reformulated for the snapshots
Supposing applicability of the ergodicity hypothesis we could rewrite expression for correlation function in the following way:
In this equation the time between the snapshots has to be large enough for the snapshots to be uncorrelated. The idea is now to take a finite N large enough for a reasonable approximation of ( ) s  R x, x . Substituting (12) into the Fredholm integral equation (6) results into a degenerate integral equation. Therefore the solutions are linear combinations of the snapshots:
Thus the problem is reduced to finding the coefficients ki q of the linear combination. If we substitute (13) into the degenerated integral equation we obtain the following eigenvalue problem for the coefficients ki q :
The dimension of this eigenvalue problem is equal to the number of snapshots, which is typically much lower than the dimension of the eigenvalue problem (6) . The method of Sirovich uses the ergodicity hypothesis to approximate s R , so we can expect the POD eigenfunctions to converge to the POD eigenfunctions of the continuous formulation. In fact, the snapshot method proves equivalence of information content in space and time correlation. This fact could be utilized for analysis of both space and time structures, as the Bi-Orthogonal Decomposition does.
Please note that in snapshot POD version the number Degrees of Freedom is equal to t N .
Bi-Orthogonal Decomposition
The Bi-Orthogonal Decomposition (BOD) represents itself an extension of the POD and technically it is a combination of POD and Snapshot POD methods. While POD analyses data in spatial domain only, the BOD performs spatio-temporal decomposition. The effective number of Degree of Freedom is now given by complexity of the process in space and time. In practice we consider N Degrees of Freedom:
as the complexity in both domains (space and time) should be equivalent. Aubry in [3] presented the BOD as a deterministic analysis tool for complex spatiotemporal signals. First, a complete two-dimensional decomposition was performed. These decompositions were based on two-point temporal and spatial velocity correlations. A set of orthogonal spatial (Topos) and temporal (Chronos) eigenmodes are to be computed to allow the expansion of the velocity field. The BOD method analyses a deterministic space-time signal (e.g. velocity) ( ) ,t ux , which is decomposed in the following way:
The bar denotes complex conjugate, as the quantity on the left-hand side. Mathematical details of the BOD method could be found in [3] . The orthogonal decomposition is optimal in sense of a fast convergence of the expansion with a small number of terms. It should be noticed that the BOD introduces a time-space separation in the velocity field expansion. While the classic orthogonal decomposition POD is based on full two-point space-time correlations and entails space and time-dependent eigenmodes, BOD is closer to analytical and numerical studies where the velocity field is naturally expanded over products of spatial functions and temporal functions.
Evaluation technique of the eigenfunctions uses the same mathematics as the POD does. In principle the Fredholm integral equation could be written in the two forms for space and time correlation matrices, the eigenvalues are common for both problems, but eigenfunctions differ, of course. For the time domain formulation we get the following form (compare with (6)):
where correlation matrix t R stands for
The Topoi and Chronoses are related in the following way:
The decomposition allows us to study energy and entropy of the fluid system as well as its dynamical behavior.
The spatial quantities characterize the distributions in space, while temporal in time. According to the developers of the BOD themselves there is no real link between BOD and POD, since they are based on fundamentally different principles. In fact, BOD can be seen as a time-space symmetric version of the Karhunen-Loeve expansion or, in other words, a combination of the classical POD and the snapshot POD. However, the main difference seems to be is the assumptions on the analyzed signal, which has to be square integrable only for the BOD, instead of square integrable, ergodic and stationary for the POD. The BOD is a more general method and the POD method should be considered as its particular case. Moreover, the BOD is not derived from an optimization problem of the mean-square projection of the signal as in POD, although the method of calculation of BOD leads also to an eigenvalue problem of a correlation operator. The geometrical interpretation in state space, especially the principal axes of the ellipsoid vanishes in the case of BOD.
Each mode consists of the energy contents (sum of energy of all local velocity components), the spatial mode (Topos) and the temporal mode (Chronos). The mode amplitude is equal to square root of energy. The modes are typically ordered according to decreasing energy content. The original series of snapshots can be fully reconstructed using the entire set of modes. Neglecting the high order modes, the low-energy random noise can be removed, which can arise in consequence of the process randomness, measurement/evaluation errors or in connection with unresolved subgrid structures in the flow.
Both Topoi and Chronoses form orthonormal bases. To study the embedded system dynamics, the Chronoses multiplied by the mode amplitude can be used to characterize the system evolution in time.
Typical high-energy modes are periodical patterns. In this case two modes are related to each periodical pattern very often shifted by a quarter of a period. For analysis of the periodical aspects of such flows the reconstruction using two such modes is adequate.
To capture the time resolution of the process in a proper way and obtain representative Chronoses, the usual rules should be followed, including Nyquist criterion. This means that the acquisition frequency should be higher than twice the maximal frequency of the process. If this condition is not kept, the frequency content of the time-dependent behavior is not reproduced properly because of masking effect of aliasing. However to study the details of the behavior in time, a much higher multiplier is necessary (5-10 instead of 2).
The modes are orthogonal and thus uncorrelated. Decorrelation of modes is the necessary condition for their independence, but generally not the sufficient. In practice for signals random in time this condition is sufficient, but for periodically time-evolved signals the condition is satisfied for two phases shifted by 2  one relative to other. The consequence of the orthogonal feature, which is in fact nonphysical, is a problem in the physical interpretation of the individual modes. The spectra of all Chronoses are in general dense for a broad-band process.
A few characteristics are defined to characterize the decomposition results. Energy and entropy distributions in time and Euclidian space can be evaluated. Energy distributions show distributions of kinetic energy of the process. Entropy or more precisely information entropy is a measure of the uncertainty associated with underlying random process and it is connected with the compression of information using the BOD method.
In case that one of the space coordinates is chosen to be the state variable for the BOD analysis, the modes represent dynamical behavior of the process not in time but in space in a given direction . Two types of modes result, as in the classical BOD variant. One mode characterizes the system behavior for the chosen state variable (space coordinate) to be independent (Chronos in the classical variant), while the other involves all other space variables and time (Topos in the classical variant).
Energy and entropy
The global energy of the system is represented by one half of the sum of variances of all quantities describing the system state. In our case the quantities are all evaluated velocity components in all points in space. The space is always bounded and not all velocity components are measured. In PIV method typically we have a measuring plane with regularly distributed measuring point forming rectangular mesh. In all measuring points the 2 in-plane velocity components are evaluated for classical PIV, and 3 components in the case of stereo PIV technique. The eigenvalue 2 k  represent the k-th mode basic energy, while k  is the mode amplitude (see (16) ). The basic energy is defined as a sum of variances of all velocity components appearing in the given case.
Information entropy, or the Shannon-Kolmogorov entropy, represents in general the average rate at which information is produced by a stochastic source of data. The measure of information entropy associated with each possible data value is the negative logarithm of the probability mass function for the value: The global energy E could be evaluated as a sum of modes energies:
The bar denotes complex conjugate, M is number of points in Euclidian space. The temporal energy ( ) t Et indicates evolution the system global energy in time:
The spatial energy ( ) s E x indicates distribution of the energy in space across the velocity components for the entire time interval T, it could be defined as follows:
N is number of evaluated modes and it is expected to be big. Please note that holds
The spatial energy is equal to TKE.
In the similar way the information entropies could be evaluated. For this purpose the probability of the individual mode appearance should be defined first. We introduce the normalizing factor "log N" in order to perform comparisons between different signal entropies. The global entropy H is zero if and only if only just one eigenvalue is nonzero, i.e., all the signal energy is concentrated in the first mode. As usual, in the opposite case, if all the eigenvalues are equal, i.e. the energy is equally distributed among the modes, then H takes its maximum value, namely 1. At intermediate states, H keeps increasing as the amplitudes spreads out uniformly on the eigenvalues. This function will be useful in hydrodynamics for a quantitative description of the increasing degree of complexity as the Reynolds number (or another dimensionless parameter characteristic of the system such as the Rayleigh number or an aspect ratio) gets higher and higher and the flow evolves toward a fully developed turbulent state and even beyond.
Example
As an example the case of wake behind an inclined flat plate will be shown. Instantaneous velocity fields in the flow-domain are acquired with high frequency (1 kHz) using Particle Image Velocimetry method, 4000 snapshots are available in a record. Only the two in-plane velocity components were evaluated.
The schematic view on the experimental setup is in Figure 1 . The flat plate with rounded edges, thickness 2 mm and chord 100 mm is subjected to regular flow with velocity 10 m/s and angle of attack 7 degrees. The region in the wake is subjected to analysis, the trailing edge is located in the coordinate system origin. The experiment is described in details e.g. in [19] . The dynamic activity is maximal just behind the plate and secondary maximum is 5 mm above. Now, the BOD method (see chapter 3.4) is applied on the set of 4 000 velocity distributions ("snapshots") available. The energetic modes are evaluated together with the other relevant characteristics, all over the 2340 modes, as this is number of Degrees of Freedom (see (15) ), having the field 26 x 45 vectors with 2 components each.
First, the energy distributions over the modes are to be shown. In Figure 3 the Energy Fraction and Accumulated Energy are depicted graphically. Both graphs represent dimensionless quantities. The Energy Fraction indicates fraction of the total energy covered by the given mode. The first mode covers 9.7 % of the total kinetic energy, the second mode 8.7 %, the third 6.5 %, etc. The modes are ordered to have descending energy content. The Accumulated Energy shows the energy content of the first n modes in sum. For example the first 10 modes cover about 40 % of the total energy. This information is important for the correct choice of modes truncation threshold for the sake of the ROM purpose. Please note that the Energy Fraction is represented in logarithmic coordinates, while Accumulated Energy is in semi-logarithmic representation.
Each energetic mode is represented by Topos, Chronos and amplitude (or energy). A few examples of modes are to be shown and commented. Please note that the Topos reflects flow topology represented by the vector-field regardless its amplitude, which could be virtually any, positive or negative. The Chronos is represented by a signal over the time t.
The first mode, containing 9.7 % of the total kinetic energy, is documented in Figure 4 . The Topos (Figure 4a ) is represented by intensive streamwise flow in the upper domain half, oscillation are negative and positive with low frequency defined by the corresponding Chronos (Figure 4b ). Only part of the Chronos is shown to demonstrate the signal structure, whole Chronos covers the time range 0-4 s.
Next example is the mode No. 3 covering 6.5 % of the total kinetic energy. The Topos and Chronos are depicted in Figure 5 . Two rows of big vortices located in the upper half of the flow-field represent the corresponding Topos. The Chronos suggests higher frequency contents of pulsations in comparison with the mode 1.
The modes No. 5 and 6 are very similar to each other, see Figures 6 and 7 . The Energy Fractions are 4.27 and 4.23 % of the total kinetic energy respectively, altogether these two modes contain 8.5 %. The Topoi represent a common flow pattern: vortex-street behind the plate, which is a periodical process both in space and time. The difference between the modes is in phase, the modes 5 and 6 are shifted both in space and time by ¼ of period. This means that the positions of vortices in Topoi are shifted in space, while Chronoses are shifted in time. The frequency is around 390 Hz, obviously much higher than in the preceding modes. The last example is the mode No. 7. Again, we could identify another configuration of the two rows of the counter-rotating vortices. Generally, the higher mode order, the lower energy, the smaller structures in Topos, the higher frequencies in Chronos. However if periodical structures are represented, the energy is higher and the mode order is lower.
Finally, the global energy and entropy distributions in space and time are evaluated (see chapter 4) for the given case. In Figure 9 there are distributions in space, while in Figure 10 The global entropy was evaluated: H = 0.550. The normalization of temporal and spatial entropies makes the global entropy value the mean in space and time respectively.
The distributions of energy and entropy in space are close to be opposite to each other. In the wake region there is maximum of energy, while entropy is minimal. This means that the velocity variance in the wake could be linked to coherent structures namely. On the other hand the flow in lower half of the flow-field consists of low energy highly random structures. The randomness could come from the fact, that the low level signal is subjected to important relative random error of measurement. The distributions in time in Figure 10 indicate high randomly distributed peaks in energy signal, while entropy time evolution is relatively less disturbed. Now, compare Figure 9a showing distribution of the energy in space with Figure 2 representing the sum of velocity components variances distribution. The distributions are identical, values of energy are half of values of the sum of velocity components variances. This is consistent with the energy definition (22). Evaluation of the energy distribution in space using BOD technique could be considered as a very expensive way, how to evaluate the energy distribution in space. However, the procedure could be used for evaluation of energy distribution connected with a specific BOD mode or modes only. To demonstrate this feature the energy distributions linked to the 1 st BOD mode have been evaluated and presented in Figure 11 . The energy of the 1 st mode is located in the upper part of the flow-field. The time evolution indicates very intensive bursts randomly distributed in time with calm periods (energy approaching 0) in between.
Very different energy distribution in time is in Figure 12b , where the two modes 5 and 6 representing vortex shedding process are involved (see Figures 6 and 7) . The energy level is lower than for the BOD 1, however it is more uniform, no bursts are present. Resulting global energy is nearly the same. This behavior corresponds to quasi-periodical process. The energy is concentrated in the wake close to y = 0. Generally, the energy could be decomposed on the basis of BOD modes.
Discussion
The BOD energetic modes represent dynamical content of the extended dynamical system under analysis. The modes are ordered in descending order, the energy decay rate is a key feature of the BOD representation of the system dynamics. The global entropy H could be used as an indicator of the modes decay rate.
To study the modes energy decay rate effect on the global entropy, the decay has been modelled numerically for low number of Degree of Freedom equal to 100. The energy fraction across the modes is supposed to be close to exponential decay. In Figure 13 the Energy Fraction decays and Accumulated Energy curves are shown with corresponding global entropies calculated with help of the formula (26). The global entropy value ranges from the value of 0.148 up to 0.998. The value 0.998 means nearly even distribution of the energy over the modes resulting in nearly linear Accumulated Energy development. Lower global entropy value makes the convergence of the Accumulated Energy to 1 more effective. For the H = 0.148 the first mode covers the most of the system energy. Thus, the system dynamics could be modelled efficiently by single mode. Evaluation of a given dynamical system in context of ROM (see e.g. [20] ) could be performed with help of the global entropy. However, this information is irrelevant in context of coherency and complexity of the given mode topology and/or its evolution in time. In general, the higher order of the mode, the lower its energy and the higher level of complexity.
In future the method of complexity of the individual BOD modes evaluation is to be addressed.
Conclusions
Definitions of energy and entropy are given in the paper in context of turbulent velocity field decomposition. The examples of distributions of energy and entropy both in space and time are shown. Generally, the entropy is higher for the low energy regions, where the random signal prevails. High energy structures are coherent as a rule.
The entropy is the factor determining the spatio-temporal data coherency. Global entropy measures coherency of the entire system. Temporal entropy shows distribution of the entropy over the time, while spatial entropy shows distribution of the entropy in space. This information together with energy distributions is helpful in physical interpretation of energetic modes.
Global entropy seems to be a good measure of the Reduced Order Modelling technique efficiency. Evaluation method of the individual modes coherency is to be developed in future.
