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Abstract
We present a modification to the spectrum differential based di-
rect waveform modification for voice conversion (DIFFVC) so
that it can be directly applied as a waveform generation module
to voice conversion models. The recently proposed DIFFVC
avoids the use of a vocoder, meanwhile preserves rich spec-
tral details hence capable of generating high quality converted
voice. To apply the DIFFVC framework, a model that can es-
timate the spectral differential from the F0 transformed input
speech needs to be trained beforehand. This requirement im-
poses several constraints, including a limitation on the estima-
tion model to parallel training and the need of extra training on
each conversion pair, which make DIFFVC inflexible. Based
on the above motivations, we propose a new DIFFVC frame-
work based on an F0 transformation in the residual domain.
By performing inverse filtering on the input signal followed by
synthesis filtering on the F0 transformed residual signal using
the converted spectral features directly, the spectral conversion
model does not need to be retrained or capable of predicting
the spectral differential. We describe several details that need
to be taken care of under this modification, and by applying
our proposed method to a non-parallel, variational autoencoder
(VAE)-based spectral conversion model, we demonstrate that
this framework can be generalized to any spectral conversion
model, and experimental evaluations show that it can outper-
form a baseline framework whose waveform generation process
is carried out by a vocoder.
Index Terms: voice conversion, direct waveform modification,
F0 transformation, collapsed waveform detection
1. Introduction
Voice conversion (VC) aims to convert the speech from a source
to that of a target without changing the linguistic content. Nu-
merous approaches have been proposed, such as Gaussian mix-
ture model (GMM)-based methods [1, 2], deep neural net-
work (DNN)-based methods [3, 4], and exemplar-based meth-
ods [5, 6, 7]. While most VC researchers have focused on the
conversion of spectral features, the waveform generation pro-
cess, in fact, plays an important role in a VC system. Conven-
tional VC frameworks employ parametric vocoders [8, 9, 10]
as their synthesis module, which impose many overly simpli-
fied assumptions that discard the phase information and result in
unnatural excitation signals, and thus cause a significant degra-
dation in the quality of the converted speech.
In recent years, there are two mainstreams that try to im-
prove the waveform generation module. One direction is to de-
velop neural vocoders [11, 12, 13, 14, 15, 16, 17, 18, 19], which
are capable of reconstructing the phase and excitation infor-
mation, and thus generate extremely natural sounding speech.
Figure 1: The spectrum differential based direct waveform
modification for vocoder free voice conversion, where the
spectrum differential is estimated using a Gaussian mixture
model (GMM). Such a GMM model is termed DIFFGMM.
State-of-the-art VC systems have shown remarkable results by
combining such neural waveform generation process with con-
version models such as GMMs [20], or other methods based
on recent DNN methods such as bidirectional long short term
memory [21], autoencoders [22], sequence-to-sequence learn-
ing [23] or generative adversarial networks [24]. Nonetheless,
neural vocoders usually require a large amount of training data
and are computationally expensive.
Another approach which is simple, efficient yet free from
any extra training data is the direct waveform modification
framework based on spectrum differential, which was first ap-
plied to VC in [25] (DIFFVC). The DIFFVC framework first
estimates a sequence of spectral differential from the F0 trans-
formed signal with a trained differential GMM (DIFFGMM),
The converted speech is then obtained by directly filtering the
F0 transformed speech with the spectral differential. In the
Voice Conversion Challenge (VCC) 2016 [26], a predecessor
version [25] was evaluated as one of the best systems achiev-
ing the best conversion accuracy on speaker identity and high
speech quality. It was then adopted as the baseline system of
the VCC2018, and achieved the second highest sound quality
for the same-gender speaker conversion pairs [27].
Despite the success of DIFFVC, one flaw is its inflexibil-
ity. First, in order to train a model that can estimate the spec-
tral differential, parallel data is needed. This makes application
of DIFFVC to non-parallel VC methods infeasible. Moreover,
the differential estimation model in the state-of-the-art DIFFVC
framework needs to be trained using the features extracted from
the F0 transformed signal. In other words, for an arbitrary VC
model that we wish to apply DIFFVC to, it requires retrain-
ing the model for each source-target conversion pair using the
corresponding F0 transformed features. This limitation signifi-
cantly increases the inflexibility of the framework.
To this end, our goal is to develop a flexible method which
is free from parallel data or any extra training process so that
one can directly apply the vocoder-free DIFFVC framework
to an arbitrary VC model. Our proposed method is based on
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the residual signal modification based F0 transformation imple-
mentation, which is similar to the method proposed in [28]. Our
contributions are:
• We generalize the DIFFVC framework such that it is ap-
plicable to any VC model as long as it is able to perform
spectral conversion from the normal source speech, re-
gardless of how it was trained. In other words, the VC
model need not to estimate the spectrum differential nor
use the F0 transformed features as input, thus free from
parallel data or extra retraining procedure.
• We propose several techniques to address some details
that need to be taken care of when adopting the resid-
ual signal modification based F0 transformation, such
as power compensation, collapsed speech detection and
feature substitution.
As a proof of concept, we show the effectiveness of our
proposed method by applying it to a variational autoencoder
based VC model, which we will refer to as VAE-VC [29]. It
was trained with non-parallel data, and takes normal, “un-F0-
transformed” as input during conversion. Through subjective
evaluations, we show that our proposed framework can bring a
significant performance boost in some conversion gender pairs,
compared to a baseline system which employs a conventional
parametric vocoder, WORLD [10], in terms of speech natural-
ness and conversion accuracy. Note that our goal is to demon-
strate the ability of our method to generalize to any VC model,
so it is not restricted to VAE-VC.
2. Spectrum Differential based Direct
Waveform Modification for Voice
Conversion (DIFFVC)
2.1. DIFFVC based on DIFFGMM
DIFFVC is a conversion framework (not restricted to VC but
also other applications like singing VC) that does not employ a
parametric vocoder as the waveform generation module [25, 27,
28, 30]. In this section we describe the DIFFVC framework in
[30]. In the offline stage, instead of training a VC model capable
of mapping source features to target features, DIFFVC requires
to model the spectral differential between the source and target.
The differential is obtained by subtracting the target feature with
the source feature. To realize this, a joint density GMM [2] was
first trained using the joint vectors of source and target features
in the parallel dataset. Then, the DIFFGMM can be analytically
derived by transforming the trained model parameters. Note
that to train such a model, a parallel dataset is required, which
is a fundamental limitation of this method.
The conversion process is depicted in Figure 1. First, an
F0 transformation process is performed to obtain the F0 trans-
formed waveform. Then, the mcp differential is estimated via
maximum likelihood speech parameter estimation [2] based on
the DIFFGMM, optionally enhanced by a global variance (GV)
postfilter [31]. Finally, the converted speech is obtained by di-
rectly filtering the F0 transformed signal with the differential.
2.2. F0 transformation techniques
In this subsection, we describe two F0 transformation tech-
niques proposed in [30]. Note that in both techniques, we as-
sume the F0 transformation ratio is time-invariant and set it to
a constant value, which is calculated using the training data of
the source and target speakers.
2.2.1. F0 transformation by residual signal modification
In this method, the F0 transformation is performed by modify-
ing the residual signal. According to the source-filter model,
given a series of waveform signals S(z) and the spectral enve-
lope H(z), the ideal excitation signal (or residual) E(z) can
first be computed by filtering S(z) with the inverse filter H(z):
E(z) =
1
H(z)
S(z), (1)
where the spectral features extracted from S(z) are employed as
coefficients of the time-invariant filter H(z). Then, a WSOLA
[32] and resampling process can be performed on the residual
signal in order to transform F0. Specifically, the residual sig-
nal is shrunk then up-sampled if the F0 transformation ratio is
smaller than 1 and, conversely, expanded then down-sampled
if the ratio larger than 1. Finally, the F0 transformed speech is
restored by filtering the modified residual signal using the same
H(z).
As discussed in [28], when the ratio is smaller than 1, the
high frequency components of the transformed residual signal
vanish, thus need to be reconstructed. [28] proposed to recon-
struct them by adding a high-pass filtered noise excitation signal
to the F0 transformed residual signal, as they claimed that the
high frequency components of a speech signal tend to be less
periodic and well modeled with noise components.
This technique has several flaws. First, the WSOLA pro-
cess needs to be applied to the residual signal, which presents
a challenge for WSOLA since it was originally designed for
normal speech. In addition, the generation of the high-pass fil-
tered noise excitation signal is time-consuming, and sometimes
causes discontinuities or asynchronous conditions with low fre-
quency residual components. Finally, by using this technique,
it is assumed that the residual spectrum is perfect, i.e., its spec-
tral tilt is totally flat, which is not in practice due to imperfect
inverse filtering. As a result, this method does not work well as
reported in [28]. Our proposed method addresses these issues,
as described in Section 3.2.
2.2.2. F0 transformation by direct waveform modification
In this method, rather than performing the complicated
chain process (inverse-transform-synthesis) described in Sec-
tion 2.2.1, the F0 transformation process is directly applied to
the source waveform. The advantages of this process are that
first, no approximation errors caused by the processes like in-
verse filtering are introduced. It can be therefore expected that
a high-quality transformed signal can be obtained. Moreover,
since this method is simpler, it is more likely to be embedded to
real-time VC systems.
However, this direct waveform modification causes a fre-
quency warping issue, so the DIFFGMM needs to be trained
with features extracted from the F0 transformed and natural tar-
get speech. In other words, a separate DIFFGMM for each F0
transformation ratio needs to be trained because the spectral en-
velope of the F0 transformed signal depends on the F0 transfor-
mation ratio.
3. Proposed Method based on Residual
Transformation
Our goal is to extend the vocoder-free DIFFVC framework to
any arbitrary VC model, which only knows how to convert nor-
mal source features to target features. To impose as few con-
straints as possible, we only demand the VC model to estimate
Figure 2: The proposed direct waveform modification framework, where the F0 transformation is realized in the residual domain. sig,
res, mcp, and env represent the waveform signal, residual signal, mel-cepsturm, and envelope signal, respectively.
the converted spectral features given source spectral features ex-
tracted from a normal source speech, regardless of whether a
parallel training dataset is available. In this section, we describe
our proposed method, as depicted in Figure 2.
3.1. Interpretation of F0 transformation based on residual
transformation
The key idea of our proposed method resorts back to the moti-
vation of using the spectrum differential, which is based on the
source-filter model. To obtain the ideal time-domain, spectrally
converted speech signal y[n], consider the following decompo-
sition:
y[n] = hy|x[n] ∗ x[n] (2)
≈ hy[n] ∗ hx[n]−1 ∗ x[n], (3)
where x[n] is the input time-domain source speech signal.
Eq. (2) is realized by filtering x[n] with a time-variant filter
hy|x[n], whose coefficients (the spectrum differential) are es-
timated by a VC model. This is exactly the DIFFVC method in
Section 2. Then, we can derive an equivalent form, as shown
in Eq. (3). This equation can be realized by first performing in-
verse filtering with coefficients hx[n] to x[n] (step 3), followed
by synthesis filtering with coefficients hy[n] (steps 7b and 9a).
It is thereby obvious that this method can be flexibly applied
whenever a VC model is available, as we expected.
Now it is crucial to decide where to apply the F0 transfor-
mation process (WSOLA + resampling), which we will denote
as f(·). In the implementation of [30], to minimize the effect
of frequency wrapping caused by resampling, the F0 transfor-
mation process is applied to the residual domain. We formulate
this by modifying Eq. (3):
y[n] ≈ hy[n] ∗ f(hx[n]−1 ∗ x[n]). (4)
As reported in [30], the residual based F0 transformation is in-
ferior to the waveform based process described in Section 2.2.2
in terms of performance. Nonetheless, we would like to empha-
size that the vast limitations of the waveform based transforma-
tion greatly conflict with our initial purpose to generalize the
DIFFVC framework. In contrast, although somehow problem-
atic, the residual based process is superior in terms of flexibility,
which is the main reason we adopt it since it is a suitable choice
for our goal. To overcome the various problems of the residual
based transformation described in Section 2.2.1, in the rest of
this section, we propose several techniques to tackle with the
issues.
3.2. An alternative of high frequency component recon-
struction
We propose a different approach to reconstruct the high fre-
quency components of the transformed residual when the F0
ratio is smaller than 1. After performing WSOLA, we insert ze-
roes between every two samples in res(wx) , which is called up-
sampling by zero stuffing or spectral folding [33]. This process
doubles the cutoff frequency and generates a symmetric spec-
tral envelope with respect to the original cutoff frequency. Such
technique has been applied to various speech processing fields,
such as bandwidth extension [34]. Then, the resampling pro-
cess discards the spectral envelope with frequency larger than
cutoff frequency/F0 ratio. As a result, the missing frequency
components are generated by copying a mirrored part of that
of res(wx). Since the reconstructed component is merely a re-
versed copy, it is expected to be more continuous. Another ad-
vantage of this approach is that it is much simpler to implement.
We formulate the aforementioned changes into the following
decomposition:
x′[n] = fw(x[n]) (5)
y[n] = hy[n] ∗ fr(hx′ [n]−1 ∗ x′[n]), (6)
where we decompose f(·) into two functions fw(·) and fr(·),
the former being the WSOLA-based duration conversion func-
tion (step 1) and the latter being the resampling function (step
4b), preceded by the spectral folding technique (step4a) if
needed. One trick used here is that, since mcp extraction (step2)
is time-consuming, we try to utilize mcp(wx) as much as pos-
sible, by using it as the input feature to the conversion process
(step 6a). This can be accomplished by applying linear interpo-
lation to mcp(wx) to restore the original time length (step 5).
Figure 3: An illustration of the calculated envelopes envW
(e world), envGV (e gv) and envDIFF (e diff), which are from
the converted sample SF1-TF1-30006. The red dashed line
denotes the threshold, which is set to be 10000 here.
3.3. Collapsed waveform detection and feature substitution
In our initial experiments, we often observed collapsed wave-
form segments in sig(y)GV . This is a combined result of the fre-
quency axis warping effect caused by resampling, as pointed out
in [28, 30], and the imperfect residual signal obtained from fil-
tering. During conversion, a GV postfilter could further amplify
this effect, leading to greater instability.
As a remedy, we replace the postfiltered features mcp(y)GV
that cause collapsed segments with the corresponding ones
without postfiltering mcp(y). To detect collapsed waveform in-
tervals, we adopt a modified signal envelope extraction method
proposed in [35]. Specifically, the waveform signal is first
passed through a Hilbert transform, which is often used to
extract the signal envelope. Then, it is divided into non-
overlapping slots with a fixed window, and the maximum value
of each slot is used to replace every value in that slot. Finally,
a low-pass filter is used to smoothen the curve. Figure 3 illus-
trates the calculated envelopes.
The complete detection and substitution procedures can be
summarized as follows. First, we use the WORLD vocoder
to generate sig(y)W from mcp
(y)
GV as reference (step 7a). Then,
the above process is applied to both sig(y)W and sig
(y)
GV to ob-
tain the corresponding envelopes envW and envGV (step 8a).
The collapsed interval is then detected by setting an empirically
set threshold to the difference between the envelopes. Finally,
feature substitution is performed to obtain mcp(y)SUB (step 8b),
which can be used as the coefficients of the final synthesis fil-
tering process.
3.4. Power compensation
It is observed that the power of the signal changes after resam-
pling. We perform two power compensation processes. In step
4c, the signal power is compensated according to the F0 trans-
formation ratio:
res(y) = res(y) ·
√
1
F0 ratio
, (7)
while in step 9b, the signal power is normalized to be the same
as the input speech:
sig(y)SUB = sig
(y)
SUB ·
√ ∑
n sig
(x)[n]2∑
n sig
(y)
SUB [n]
2
. (8)
Table 1: Subjective evaluation results of the FCN-CDVAE
based VC method [37] with a waveform generation process by
the WORLD vocoder or the proposed method.
Here M and F denotes male and female, respectively.
Proposed WORLD p-value
naturalness 46.9% 53.1% 0.114
M-M 30.6% 69.4% < 0.001
M-F 16.9% 83.1% < 0.001
F-M 63.8% 36.2% < 0.001
F-F 76.3% 23.7% < 0.001
similarity 63.8% 36.2% < 0.001
M-M 56.3% 33.7% 0.113
M-F 36.2% 63.8% < 0.001
F-M 77.5% 22.5% < 0.001
F-F 85.0% 15.0% < 0.001
4. Experimental Evaluation
4.1. Experimental settings
We evaluated our proposed methods on the SPOKE task of
Voice Conversion Challenge 2018 (VCC2018) [36], which in-
cluded recordings of professional US English speakers with a
sampling rate of 22050 Hz. The dataset consisted of 81/35 ut-
terances per speaker for training/testing sets, respectively. We
used the first 70 utterances of the training set of all speakers
for training, the remaining 11 for validation. A total of four
source speakers and four target speakers formed 16 conversion
pairs for evaluation. The WORLD vocoder [10] was adopted to
extract acoustic features including 513-dimensional spectral en-
velopes (SPs), 513-dimensional aperiodicity signals (APs) and
F0. 35-dimensional mcp were further extracted from the SPs.
The conversion model adopted in this work is a fully
convolutional cross domain VAE (FCN-CDVAE) [37], which
achieves non-parallel VC from an unsupervised factorization of
spectral speech frames via autoencoding. In the model, con-
version was carried out by encoding speaker independent latent
vectors and decoding with the desired target speaker represen-
tation1. The digital filtering were mainly implemented with the
open source sprocket software [27]. We thereby choose mcp as
the spectral feature, and the mel log spectrum approximation
(MLSA) filter [38] for both inverse and synthesis filtering. To
generate yW , following the original VAE-VC [29], the APs and
energy of mcp were kept unmodified, and the F0 was converted
using a linear mean-variance transformation in the log domain.
For feature substitution, the threshold was set to 10000.
4.2. Subjective evaluations
The goal of the proposed framework is to generalize the
DIFFVC framework to an arbitrary, specifically non-parallel
VC model, in order to improve the naturalness of the con-
verted speech by avoiding the vocoding process. To con-
firm the effectiveness of our proposed framework, we con-
ducted two preference tests to compare the naturalness as
well as the conversion similarity of the waveforms gener-
ated using a conventional high-quality vocoder, WORLD, or
the proposed framework. Note that here a GV postfilter
was used to enhance the output of WORLD. Speech sam-
ples can be found in: https://unilight.github.io/Publication-
Demos/publications/ssw10/index.html
In the naturalness test, each participant was demanded to
1Official implementation: https://github.com/unilight/cdvae-vc
Figure 4: The top, bottom rows are the spectrograms of the
source, converted speeches using our method, respectively.
Top left: SF1-30001. Top right: SM1-30001.
Bottom left: SF1-TF1-30001. Bottom right: SM1-TF1-30001.
choose the one with more natural voice among two converted
utterances generated by the two methods for the same sentence
(content) in random order. In the conversion similarity test, a
natural speech sample of the target speaker was first presented
as a reference. Then, each participant decided which of the two
converted utterances generated by the two methods for the same
sentence was more similar to the reference speech in terms of
speaker identity. We recruited 10 non native English speakers
for evaluation.
Table 1 shows the subjective evaluation results. The p-
values are calculated with two-tailed t-tests. From the table,
it is clear that the proposed method outperformed the use of
WORLD as the former achieved comparable speech naturalness
but significantly better conversion similarity in terms of overall
score. More specifically, subjects had very high preference on
our method for speech naturalness when converting from a fe-
male source speaker, while being inferior with a male source
speaker. On the other hand, our method achieved significantly
higher conversion similarity over WORLD in all but the M-F
pair. This result implies that by avoiding the use of vocoders,
the output speech can be made free from potential naturalness
degradation, such as the error-prone phase estimation and buzzy
noises. As a result, rich spectral details could be preserved in
order to achieve high conversion accuracy.
As reported in [25], in terms of speech naturalness, the
combination of a GMM-based parallel VC model with the DIF-
FVC method is usually superior to those employing conven-
tional vocoders [2] for intra-gender speaker pairs, while there
is no significant difference for the conversion similarity. This
trend was, however, not observed when applying our method
to the VAE-based VC model. We first attribute the difference
in conversion accuracy to the fundamentally different F0 trans-
formation process adopted. Since we performed this process
in the residual domain, it is possible that the spectral envelope
preserved included less speaker-dependent or gender-dependent
features, therefore increasing the conversion accuracy. As for
naturalness, we suggest several possible sources of degradation,
as we will discuss in the next section.
4.3. Error analysis
We demonstrate why our proposed method stayed comparable
in terms of the naturalness with the two spectrogram illustra-
tions shown in Figure 4. Note that although the two illustrated
samples come from conversion pairs that are not in the sub-
jective evaluation set, these are indeed problems that exist in
our proposed system since they are also occasionally found in
the evaluation set. First, the wrapped frequency axes in the F0
transformed residual are very sensitive to imperfect converted
spectral estimation. In our internal evaluation, we found that
the husky characteristic of male speakers is hard to model due
to the disadvantage condition of non-parallel training. Thus, the
interaction of the imperfectly estimated converted feature and
the F0 transformed residual signal tends to make the converted
speech unstable. It could be observed in the bottom left of Fig-
ure 4 that the low frequency components tend to be very noisy,
causing a seriously deteriorated voice. Informal comments from
subjective test participants also confirmed this result.
Another problem worth noticing is that sometimes even by
substituting features, the collapsed waveform problem is not
completely avoided. As shown in the bottom right of Figure 4,
a short collapsed segment still exists even after the substitution
process. This is a fundamental issue the DIFFVC is faced with
when using a WSOLA plus resampling based F0 transforma-
tion process, since this problem exists in not only our proposed
framework but also the original DIFFVC framework [27].
5. Conclusions and Future Work
In this paper, we introduced a generalization of the DIFFVC
framework to make it applicable to general VC models. The
proposed method is based on an F0 transformation in the resid-
ual domain, so that synthesis filtering is performed directly us-
ing the converted spectral features, thus removing the need for
the conversion model to be able to predict the spectral differ-
ential, making the entire process free of parallel training data.
We also introduced several techniques used in this framework,
including 1) an alternative for high frequency component recon-
struction based on zero stuffing, 2) collapsed waveform detec-
tion and corresponding feature substitution, and 3) power com-
pensation due to resampling. Experimental results confirmed
that when applied to a non-parallel VAE-based VC model, our
method outperformed the counterpart that used a conventional
vocoder in terms of conversion accuracy, yet the naturalness
was on par.
The investigation of the effectiveness of individual compo-
nents proposed in this work, as well as a more in-depth anal-
ysis of the experimental results will be of top prior for future
work. We also plan to apply our framework to other non-parallel
VC models to further validate the effectiveness. Developing a
frequency-wrapping robust spectral feature extractor may help
solve the various issues discussed in Section 4.3, which will be
another important future work.
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