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Chapitre 1
Introduction
Pourquoi un cours d’analyse nume´rique et a` quoi cela sert-il ? Pour re´sumer,
on peut dire que l’analyse nume´rique est a` la frontie`re entre les mathe´matiques
et l’informatique. Il s’agit en quelque sorte d’un interpre`te qui permettra de
transposer la connaissance mathe´matique the´orique a` la pratique d’un ordi-
nateur et de pouvoir ainsi re´soudre des proble`mes concrets.
Les deux objectifs principaux de l’analyse nume´rique sont, d’une part, de
pouvoir re´soudre nume´riquement des proble`mes concrets dont on connaˆıt ou
pas la solution analytique et d’autre part, d’analyser le comportement des
me´thodes utilise´es. De´veloppons a` pre´sent ces deux objectifs.
1.1 Re´solution nume´rique de proble`mes
La plus grande partie de ce cours consiste a` de´velopper des me´thodes
pour re´soudre nume´riquement des proble`mes scientifiques courants.
Exemple 1.1 Imaginons que nous disposions d’une calculatrice de poche
capable d’efectuer les ope´rations courantes d’addition, soustraction, multi-
plication et division. Comment pouvons-nous e´valuer la constante e ?
Nous savons que le de´veloppement de Taylor de la fonction ex est









+ · · · ,
c’est-a`-dire, que nous pouvons approximer la constante e par, par exemple,
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ce qui donnerait dans ce cas-ci un re´sultat (tre`s) approximatif de e = 2, 71667
ayant seulement deux de´cimales correctes. Il est e´videmment possible d’ob-
tenir un re´sultat plus pre´cis en utilisant plus de termes de la se´rie. C’est la`
que l’on voit tout l’inte´reˆt de pouvoir correctement analyser une me´thode.
Ici, cela permettra de savoir combien de termes de la se´rie sont ne´cessaires
afin d’obtenir le nombre de de´cimales correctes de´sire´.
On peut conside´rer que la constante e est connue et que l’exemple pre´ce´dent
est uniquement un moyen de transposer concre`tement a` l’ordinateur une
the´orie abstraite. Par ailleurs, la formule donne´e est exacte au terme d’er-
reur de l’expansion de Taylor pre`s (que nous reverrons dans le Chapitre 2). Un
objectif de ce cours est e´galement de traiter des proble`mes dont une solution
analytique n’est pas connue, mais que l’on peut approcher nume´riquement
de manie`re satisfaisante. Dans la plupart des applications pratiques, une so-
lution donnant 10 de´cimales correctes n’est d’ailleurs pas toujours ne´cessaire.
Imaginons que l’on doive dimensionner le diame`tre de barres d’acier devant
soutenir un pont. Il y a peu d’utilite´ pratique a` re´clamer un diame`tre de
150.3429836 mm plutoˆt que, plus humblement, et plus raisonnablement un
diame`tre de 150.3 mm.
Exemple 1.2 Lors du dimensionnement de poutres de re´sistance, un calcul
interme´diaire fre´quent consiste a` re´soudre une e´quation du troisie`me degre´.
Bien qu’il existe une me´thode analytique permettant de trouver une solu-
tion, il est souvent bien plus efficace de re´soudre nume´riquement l’e´quation.
Conside´rons donc l’e´quation
x3 + x− 1 = 0. (1.1)
La me´thode nume´rique la plus na¨ıve pour re´soudre f(x) = 0, ou` f est conti-
nue, est la me´thode de la dichotomie (ou bisection). Elle consiste a` partir de
deux valeurs x0 et x1 tels f(x0)f(x1) < 0, ce qui implique qu’une solution x
du proble`me se trouve entre x0 et x1. Il suffit ensuite de conside´rer x2 :=
x0+x1
2
et d’e´valuer f(x2). En fonction du signe du re´sultat, on continuera sur l’in-
tervalle compris entre x0 et x2 ou l’intervalle compris entre x1 et x2. Et ainsi
de suite. . . L’algorithme permet de re´duire la taille de l’intervalle d’un fac-
teur 2 a` chaque ite´ration. Il est ainsi facile d’e´valuer le nombre d’ite´rations
ne´cessaires pour obtenir une pre´cision de´sire´e sur x. Sur l’exemple pre´cite´, si
on pose f(x) = x3 + x− 1, on voit aise´ment que f(0) = −1 et que f(1) = 1.
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De`s lors, nous savons que f posse`de une racine sur l’intervalle [0,1]. Nous
pouvons de`s lors de´marrer l’algorithme avec x0 = 0 et x1 = 1. La suite de
l’algorithme est pre´sente´e dans le tableau suivant. Remarquons que, puisque
l’on part d’un intervalle de taille 1, la taille de l’intervalle a` l’ite´ration i est
de 1
2i
. En particulier, si l’on souhaite obtenir 3 de´cimales correctes, nous en
de´duisons que la taille de l’intervalle doit eˆtre infe´rieure a` 0.5 10−3. De`s lors
11 ite´rations seront suffisantes.
Ite´r. x y z := x+y
2
f(z)
0 0.000000 1.000000 0.500000 -0.375000
1 0.500000 1.000000 0.750000 0.171875
2 0.500000 0.750000 0.625000 -0.130859
3 0.625000 0.750000 0.687500 0.012451
4 0.625000 0.687500 0.656250 -0.061127
5 0.656250 0.687500 0.671875 -0.024830
6 0.671875 0.687500 0.679688 -0.006314
7 0.679688 0.687500 0.683594 0.003037
8 0.679688 0.683594 0.681641 -0.001646
9 0.681641 0.683594 0.682617 0.000694
10 0.681641 0.682617 0.682129 -0.000477
Nous voyons qu’au bout de 11 ite´rations, 3 de´cimales d’une solution a` l’e´quation
sont connues avec certitude, a` savoir x = 0.682.
Bien qu’extreˆmement simple, la me´thode que nous avons pre´sente´e dans
l’exemple pre´ce´dent permet, assez rapidement, de trouver une solution sa-
tisfaisante a` une e´quation dont une solution analytique n’est pas disponible
(ou peu pratique dans ce cas-ci). Nous verrons aussi qu’un grand avantage
de cette me´thode est sa bonne stabilite´ nume´rique. Le Chapitre 4 pre´sentera
les approches classiques pour re´soudre f(x) = 0.
1.2 Analyse du comportement des me´thodes
Nous avons vu, dans la section pre´ce´dente, deux me´thodes pour re´soudre
des proble`mes avec un ordinateur. Il est tre`s important de de´crire les algo-
rithmes qui permettent de re´soudre ces proble`mes, mais il n’est non moins
important d’analyser le comportement de ces me´thodes. En effet plusieurs
questions se posent : est-ce qu’un algorithme trouvera plus vite la solution
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qu’un autre, quelle est la quantite´ de travail ne´cessaire a` un algorithme pour
obtenir une pre´cision de´sire´e, est-ce que l’algorithme trouvera toujours une
solution, est-ce toujours la solution souhaite´e, est-ce que l’algorithme est sen-
sible aux erreurs dans les donne´es initiales (qui peuvent provenir de mesures
par essence impre´cises), est-ce que l’algorithme est sensible aux erreurs d’ar-
rondi faites durant le calcul ? Nous montrons a` pre´sent la pertinence de ces
the`mes sans rentrer dans les de´tails (ce que nous ferons dans les chapitres)
mais en illustrant la philosophie des proble`mes qui se posent.
1.2.1 Complexite´ d’un algorithme
Une question importante, et qui rele`ve plus de l’algorithmique que de
l’analyse nume´rique, est la quantite´ de travail ne´cessaire a` un algorithme
pour arriver a` un re´sultat. C’est ce que l’on appelle la complexite´ d’un al-
gorithme. Par quantite´ de travail, nous entendons le nombre d’ope´rations de
base (additions, soustractions, multiplications, divisions) qui sont exe´cute´es.
On exprime la complexite´ d’un algorithme comme une fonction (souvent
un polynoˆme) dont les variables sont les parame`tres du proble`me. Ces pa-
rame`tres de´pendent du type de proble`me re´solu. Souvent il s’agit de la taille
du proble`me (nombre de lignes et de colonnes d’une matrice par exemple)
et de la taille maximale des coefficients (dans certains cas un proble`me sera
plus difficile s’il concerne des grands nombres). Comme nous l’avons dit, la
fonction de complexite´ est fre´quemment un polynoˆme. Dans ce cas, il est
courant de conside´rer le degre´ du polynoˆme comme donnant une ide´e de l’ef-
ficacite´ de l’algorithme. Plus le degre´ du polynoˆme est bas, plus l’algorithme
est rapide. Par ailleurs, un e´le´ment e´galement important est de connaˆıtre
la quantite´ de me´moire dont l’algorithme a besoin pour pouvoir s’effectuer.
De la meˆme fac¸on que pour le nombre d’ope´rations, on exprime le nombre
d’e´le´ments me´moire par une fonction des parame`tres de proble`me.
1.2.2 Convergence d’un algorithme
De nombreuses me´thodes nume´riques sont ite´ratives et approximent la
solution a` un proble`me de mieux en mieux au fur et a` mesure des ite´rations.
Dans la section pre´ce´dente, on s’inte´ressait a` la quantite´ de travail effectue´e
a` chaque ite´ration. Une question tre`s importante est de savoir quelle est la
pre´cision obtenue apre`s un certain nombre d’ite´rations. Le corollaire sera de
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pouvoir e´valuer le nombre d’ite´rations ne´cessaires pour obtenir la pre´cision
de´sire´e.
Conside´rons a` nouveau la re´solution de l’e´quation donne´e dans l’Exemple
1.2. Nous avons vu que, pour la me´thode de recherche dichotomique, la taille
de l’intervalle dans lequel se situe la racine recherche´e diminue de moitie´ a`
chaque ite´ration. Mathe´matiquement, conside`rons la suite (xn) correspon-
dant au milieu de l’intervalle traite´ a` chaque ite´ration. Nous avons que
limn→∞ xn = x ou` x est la racine recherche´e. Par ailleurs, e´tant donne´ la
re´duction de l’intervalle de recherche de moitie´ a` chaque ite´ration, nous en
de´duisons que
|xn − x| ≤ |b− a|
2n
,
ou` [a, b] est l’intervalle de de´part. Lorsqu’une suite (yn) tend vers y de telle
fac¸on que |yn− y| ≤ c0cn avec c0 ∈ R+ et 0 < c < 1, on parle de convergence
line´aire. Si par contre, la suite tend vers y avec |yn−y| ≤ c0cpn avec c0 ∈ R+,
0 < c < 1 et p ∈ R+, on parle de convergence d’ordre p.
Il existe d’autres me´thodes de recherche de la racine d’une e´quation. Nous
verrons au Chapitre 4 la me´thode de Newton-Raphson. Celle-ci a un ordre de
convergence quadratique (ordre 2) dans la plupart des cas. Sans rentrer dans
les de´tails de la me´thode, nous pouvons comparer la vitesse de convergence
de celle-ci avec la me´thode de la recherche dichotomique. La tableau suivant
indique une comparaison des solutions approche´es a` chaque ite´ration ainsi
que du nombre de de´cimales correctes.
Ite´r. Rech. Dichotomique Newton-Raphson
x approche´ De´c. corr. x approche´ De´c. corr.
0 0.500000 0 0.0000000000000000 0
1 0.750000 0 1.0000000000000000 0
2 0.625000 1 0.7500000000000000 0
3 0.687500 2 0.6860465116279070 2
4 0.656250 1 0.6823395825973142 4
5 0.671875 1 0.6823278039465127 9
6 0.679688 1 0.6823278038280193 16
7 0.683594 2
8 0.681641 2
On voit dans le tableau que l’ordre de convergence indique une performance
asymptotique. En particulier, la me´thode de Newton-Raphson n’est pas meil-
leure que la dichotomie dans les premie`res ite´rations. Mais elle est tre`s efficace
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au voisinage de la racine. On voit e´galement qu’une convergence line´aire ou
quadratique n’exclut pas que la me´thode re´gresse par moments. A nouveau,
la qualite´ de l’ordre de convergence est une proprie´te´ asymptotique.
Quand on parle de convergence d’un algorithme, il est aussi important
de parler de zone de convergence en fonction d’un point initial choisi. La
me´thode de Newton-Raphson, par exemple, peu eˆtre tre`s de´pendante du
point initial. Pour certains points de de´part, elle peut meˆme ne pas converger.
La question de zone de convergence est fre´quemment une question beaucoup
plus difficile que la question de l’ordre de convergence au voisinage de la
solution.
1.2.3 Sensibilite´ aux erreurs des donne´es
Cette question concerne plus souvent les proble`mes plutoˆt que les algo-
rithmes. En effet, certains proble`mes sont, ce qu’on appelle mal conditionne´s.
Dans ce cas-ci, un petit changement des donne´es peut mener a` un change-
ment radical de la solution. Lorsque l’on utilise des me´thodes nume´riques
pour re´soudre ces proble`mes, la question devient cruciale car le fait de tra-
vailler en pre´cision finie ame`ne re´gulie`rement a` devoir modifier le´ge`rement
les donne´es re´elles. La modification des donne´es peut e´galement provenir de
mesures concre`tes qui sont, par essence, impre´cises. Un exemple typique de
proble`me mal conditionne´ est le cas de syste`mes line´aires dont le de´terminant
est proche de 0.












On peut ve´rifier que la solution unique de ce syste`me est x = (2 − 2)T .
Imaginons maintenant qu’une petite erreur dans l’introduction de la matrice












La solution du syte`me est maintenant x = (0.6663 0.0002)T qui n’a plus
aucun chiffre commun avec la solution pre´ce´dente.
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1.2.4 Influence des erreurs d’arrondi
Lorsque l’on travaille sur un ordinateur, on est oblige´ de repre´senter les
nombres de manie`re finie, souvent en arrondissant les de´cimales les moins
repre´sentatives. Par exemple, on peut de´cider de travailler avec 16 chiffres si-
gnificatifs. Nous de´finirons pre´cise´ment dans le Chapitre 2 ce que cela signifie.
Dans la plupart des cas, tronquer ainsi la signification d’un nombre n’a que
peu d’impact sur la solution finale recherche´e. Il peut arriver ne´anmoins que
ces toutes petites erreurs s’accumulent et finissent par rendre les re´sultats
totalement errone´s. Le cas le plus fre´quent de perte de pre´cision duˆe aux
erreurs d’arrondis est lorsque l’on soustrait deux nombres tre`s proches. Le
Chapitre 2 traitera de ce proble`me et tentera de proposer quelques pistes
pour le re´soudre. Mais ce n’est pas le seul proble`me qui peut arriver comme
le montre l’exemple suivant.




xnexdx pour n = 20. En inte´grant par parties, on voit que l’on
a In = e − n
∫ 1
0
xn−1exdx. On peut donc e´crire la relation de re´currence
In = e−nIn−1. Par ailleurs I0 = e−1 ce qui implique que I1 = 1. Il est de`s lors
aise´ de calculer par re´currence les diffe´rentes valeurs de Ii pour i = 2, . . . , 20.
La Figure 1.1 reporte les valeurs ainsi calcule´es pour i = 1, . . . , 20 en trait
plein. Les ronds sur la Figure 1.1 reportent les valeurs re´elles de l’inte´grale.
Comme on peut le voir, la valeur approche´e par re´currence est comple`tement
errone´e pour n ≥ 17. Le tableau suivant reporte les valeurs calcule´es et re´elles
pour n ≥ 17.





Comment un re´sultat assi aberrant peut-il eˆtre obtenu a` partir d’une formule
a` l’apparence aussi insignifiante ? La re´ponse est a` trouver dans les erreurs
d’arrondis. En effet, lors du calcul de I2, si on conside`re que le calcul se fait
avec une pre´cision de 16 de´cimales, une infime erreur est faite dans l’expres-
sion de e. Pour fixer les ide´es, supposons que cette erreur soit de 10−17 et
supposons que cela soit la seule erreur re´alise´e lors de tout le calcul. Si on
note par I˜2 la valeur calcule´e par re´currence, supposons donc que l’on ait
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I˜2 = I2 + e2 avec |e2| = 10−17. Nous avons, de`s lors, I˜3 = e− 3I˜2 = I3 − 3e2.
Si on continue de la sorte, on voit que l’on obtient successivement I˜n = In+en
ou` |en| = n!|e2| = 10−17n!. Cela donne, en particulier, pour n = 20 une valeur
de l’erreur d’environ 24 et qui rend les valeurs calcule´es totalement de´nue´es
de sens.
L’exemple pre´ce´dent montre a` quel point il est crucial de ve´rifier qu’un
algorithme n’est pas trop sensible aux erreurs d’arrondis.
1.2.5 Conclusion
L’approche traditionnelle de l’analyse nume´rique est de se focaliser sur la
pre´sentation des me´thodes de re´solution de proble`mes et d’analyser leur com-
portement ensuite a` la lumie`re de tous les phe´nome`nes d’instabilite´ parfois
inattendus qui peuvent survenir. Nous ferons de meˆme dans ce cours. Une
telle pre´sentation qui met en avant les me´thodes peut faire penser que celles-ci
priment sur l’analyse de´taille´e qu’on peut en faire. Il est ne´anmoins impor-
tant de garder a` l’esprit les diffe´rents types d’erreur qui peuvent se pre´senter.
La fre´quence de tels proble`mes nume´riques n’e´tant pas extreˆmement e´leve´e,
et les logiciels modernes e´tant e´crits de manie`re robuste, il est naturel d’ou-
blier petit a` petit que des proble`mes nume´riques parfois aigus se pre´sentent.
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Un bon scientifique doit donc toujours garder l’esprit critique et preˆter une
attention toute particulie`re a` la stabilite´ des mode`les et des me´thodes qu’il
e´crit et utilise.
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Chapitre 2
Repre´sentation des nombres et
erreurs
Dans ce chapitre, nous formalisons la repre´sentation des nombres dans
un ordinateur et les erreurs qui en re´sultent. Tout d’abord, nous rappelons
les principales notions relatives aux se´ries de Taylor qui constituent l’outil
principal pour l’analyse nume´rique.
2.1 Rappel sur les se´ries de Taylor
Rappelons brie`vement l’expansion d’une fonction en se´rie de Taylor.
The´ore`me 2.1 Soit f , une fonction posse´dant ses (n+1) premie`res de´rive´es







(x− c)k + En+1





et ξ est un point situe´ entre c et x.
On dit que le terme d’erreur est d’ordre n+ 1. Il est parfois utile d’e´crire
cela de manie`re plus compacte sous la forme En+1 = O(hn+1), ou` h repre´sente
11
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x − c. La notation O(xp) permet de de´crire le fait que la fonction tend au
moins aussi vite vers 0 que xp lorsque x tend vers 0.
De´finition 2.1 Soit f : R 7→ R. On dit que f = O(xp) au voisinage de 0 si
il existe C ∈ R+ et x0 ∈ R+ tels que
|f(x)| ≤ C|xp| pour tout − x0 ≤ x ≤ x0.
Cette de´finition sera tres souvent utilise´e. En effet, le degre´ minimal d’un
polynoˆme donne une ide´e tre`s pre´cise de la vitesse de convergence vers 0. Si
on approxime une valeur V en l’approchant ite´rativement par une fonction
f(h) quand h tend vers 0, une e´valuation de f(h)− V en notation O donne
une mesure de la vitesse de convergence du processus ite´ratif. Plus le degre´
de convergence est e´leve´, plus la convergence se fait rapidement. Le the´ore`me
de Taylor est un outil extreˆmement puissant pour pouvoir moduler l’ordre
de pre´cision que l’on souhaite d’une fonction.
2.2 Erreur absolue et relative
Lorsqu’un nombre est stocke´ dans l’ordinateur, il y a tre`s souvent une er-
reur dont il faut tenir compte. Cette erreur peut provenir soit d’une approxi-
mation de l’algorithme, soit d’erreurs dans les donne´es, soit enfin d’erreurs
duˆes aux arrondis que la machine re´alise pour correspondre a` sa pre´cision
finie. Il y a donc lieu de mode´liser ces erreurs. Dans la de´finition de l’erreur
sur un nombre, on distingue deux cas.
De´finition 2.2 Soit a˜ la valeur approche´e d’une quantite´ dont la valeur
exacte est a. On appelle
(i) l’erreur absolue la quantite´ a˜− a,
(ii) l’erreur relative la quantite´ a˜−a
a
.
Lie´ a` cette de´finition, on parle e´galement de de´cimales correctes et de chiffres
significatifs. Le nombre de de´cimales correctes est lie´ a` l’erreur absolue.
Lorsque la valeur absolue de l’erreur absolue ne de´passe pas 1
2
10−t, on dit que
a˜ a t de´cimales correctes. Le nombre de chiffres significatifs est, quant a` lui,
lie´ a` l’erreur relative. Le nombre de chiffres corrects de a˜ a` partir du premier
chiffre ou a` partir de la premie`re de´cimale non nulle sont appele´s chiffres
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significatifs. En particulier lorsque la valeur absolue de l’erreur relative ne
de´passe pas 1
2
10−s+1, on dit que a˜ a s chiffres significatifs.
Exemple 2.1 Conside´rons le nombre a = 1234.5678 et son approximation
a˜ = 1234.57. L’erreur absolue vaut a˜ − a = 0.0022 ≤ 0.5 10−2, donc a˜ a 2





10−5, c’est-a`-dire que a˜ a 6 chiffres significatifs.
En re`gle ge´ne´rale, on pre´fe´rera toujours conside´rer l’erreur relative e´tant
donne´ la repre´sentation en virgule flottante des nombres. Nous parlerons
de cette repre´sentation dans la section suivante. Par rapport a` la logique
des phe´nome`nes physiques, chimiques ou mathe´matiques, parler de l’erreur
relative a e´galement plus de sens. Si on demande la distance entre deux villes,
on s’arreˆtera en ge´ne´ral a` pre´ciser les kilome`tres, sans rentrer dans les de´tails
des me`tres et des centime`tres qui ont peu de valeur pour un voyageur. On
peut dire, avec 1 chiffre significatif (voire 2), que la distance entre Bruxelles et
Lie`ge est de 100 km, ce qui est, dans la plupart des applications, amplement
suffisant comme mesure, bien que l’erreur absolue se compte probablement
en kilome`tres.
2.3 Repre´sentation des nombres en virgule
flottante
Dans la plupart des ordinateurs, les nombres re´els (mais pas les nombres
de´finis comme entiers) sont repre´sente´s en virgule flottante. Un nombre a est
ainsi de´fini par deux autres nombres m et q,
a = m 10q, avec 1 ≤ |m| < 10 et q ∈ Z.
La partie m est appele´e la mantisse tandis que q est appele´ l’exposant. En
re´alite´, la machine stocke la plupart des nombres en binaire, c’est-a`-dire en
base 2 mais nous ferons, dans ce cours, l’approximation que tout se passe
re´ellement en base 10. Remarquons que cette approximation n’est pas tota-
lement anodine. Un nombre aussi simple que 0.1 est stocke´ sans erreur dans
une machine en base 10, alors qu’une erreur d’arrondi survient si on travaille
en base 2.
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Revenons maintenant a` notre mantisse et a` notre exposant. Ceux-ci sont
stocke´s sur un nombre fini de bits. Cela implique que seulement une quantite´
finie de nombres re´els peut eˆtre repre´sente´e dans ce syste`me. Par exemple,
si q est stocke´ sur 8 bits, cela signifie que l’exposant se situe entre −127 et
128. Tout nombre dont l’exposant est supe´rieur a` 128 ne pourra pas eˆtre
repre´sente´ dans ce syste`me. On parle alors d’overflow. Il s’agit en ge´ne´ral
d’une erreur qui cause l’arreˆt d’un programme. Un nombre x dont l’exposant
est infe´rieur a` −127 ne pourra pas non plus eˆtre correctement repre´sente´.
On parle dans ce cas d’underflow. Cette erreur est moins grave car on peut
alors remplacer x par 0 en faisant une erreur relativement faible. Mais dans
certains cas, cette approximation peut e´videmment eˆtre fatale. Imaginons
que l’on veuille ensuite diviser par x. . .
La mantisse est e´galement stocke´e sur un nombre fini de bits. Cela im-
plique que la pre´cision sur un nombre est limite´e au nombre de de´cimales
que la mantisse peut contenir. En particulier, si un nombre x ne peut pas
eˆtre repre´sente´ en utilisant toutes les de´cimales, on choisit le nombre le plus
proche a` pouvoir eˆtre repre´sente´ comme valeur de x. C’est ce qu’on appelle
l’arrondi. Nous reviendrons plus tard sur la fac¸on d’arrondir. Mais nous pou-
vons de´ja` de´finir un concept important : celui d’epsilon machine. L’epsilon
machine repre´sente la diffe´rence entre deux mantisses conse´cutives. Suppo-
sons, pour simplifier, que nous travaillions en base 10 avec 5 chiffres pour la
mantisse. Supposons que l’on parte de 1. Quel est le plus petit nombre qui
soit plus grand que 1 et qui soit repre´sentable exactement dans l’ordinateur ?
Il s’agit de 1.0001. Tous les nombres compris entre 1 et 1.0001 ne peuvent eˆtre
repre´sente´s exactement et doivent eˆtre arrondis a` l’un de ces deux nombres.
La diffe´rence 1.0001 − 1 = 0.0001 est appele´ l’epsilon machine. On peut
e´galement le voir comme le plus petit nombre  tel que 1 +  6= 1 pour la
machine.
De manie`re assez courante, on travaille avec des nombres en double pre´cision.
Ceux-ci sont stocke´s en base 2 avec 52 bits pour la mantisse (plus 1 pour le
signe de la mantisse) et 11 bits pour l’exposant. Dans ce cas, l’epsilon ma-
chine vaut 2−52 soit environ 2.2 10−16. Le nombre le plus e´leve´ est, quant a`
lui, approximativement e´gal a` 21024 soit environ 1.8 10308. Il peut eˆtre utile
de connaˆıtre ces nombres lorsque l’on programme pour pre´voir les difficulte´s
qui peuvent survenir.
Comme nous venons de le dire, un nombre doit, en ge´ne´ral, eˆtre arrondi
pour pouvoir prendre place dans les 64 bits qui le repre´sentent (dans le cas
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d’une double pre´cision). Il existe une fac¸on standard d’arrondir un nombre
qui est de´crit par le standard dit IEEE. Comme on peut s’en douter, arrondir
un nombre x consiste a` trouver le nombre x˜ qui puisse eˆtre repre´sente´ et qui
soit le plus proche possible de x. Conside´rons le cas d’une repre´sentation en
base 10 de x, et que l’on travaille avec p de´cimales. La mantisse de l’arrondi
x˜ aura les meˆmes p − 1 premiers chiffres que la mantisse de p. Le dernier
chiffre sera, soit le meˆme, soit une unite´ plus e´leve´e si le le (p+ 1)e`me chiffre
est plus grand ou e´gal a` 5.
Exemple 2.2 Supposons que l’on travaille avec trois chiffres de´cimaux dans
la mantisse. Alors nous avons que
125 est arrondi a` 1.25 102
44.34 est arrondi a` 4.43 101
59052 est arrondi a` 5.91 104
0.1455 est arrondi a` 1.46 10−1
Pour formaliser cet arrondi, nous pouvons supposer que l’arrondi d’un
nombre x a` x˜ consiste a` effectuer l’ope´ration x˜ = fl(x) = (1 + δ)x et δ
est borne´ en valeur absolue par l’epsilon machine. Lorsqu’on effectue une
ope´ration sur deux nombres machines, on peut en ge´ne´ral faire l’approxima-
tion que le calcul se fait, dans un premier temps, correctement et qu’ensuite
le re´sultat est arrondi pour eˆtre stocke´ dans une variable. On aura donc que,
sur une machine,
fl(x± y) = (x± y)(1 + δ),








La chose est e´videmment diffe´rente si les nombres x et y sont eux-meˆmes de´ja`
des arrondis obtenus par des ope´rations pre´ce´dentes. Il faudra alors e´valuer,
par exemple, fl(fl(x) + fl(y)).
Exemple 2.3 Dans cet exemple, nous montrons qu’aucune borne ne peut
eˆtre de´duite sur l’erreur relative faite de la soustraction de deux nombres
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arrondis. Nous calculons en effet z = fl(fl(x) − fl(y)). Nous de´notons par
M l’epsilon machine. Nous obtenons successivement
z = fl(fl(x)− fl(y))
= (1 + δ3)((1 + δ1)x− (1 + δ2)y) pour |δ1|, |δ2|, |δ3| ≤ M
= x− y + δ1x− δ2y + δ3x− δ3y + δ1δ3x− δ2δ3y
≈ (x− y) + x(δ1 + δ3)− y(δ2 + δ3) puisque δ1δ3x+ δ1x ≈ δ1x
et δ2δ3y + δ2y ≈ δ2y
Nous sommes a` pre´sent en mesure d’e´valuer l’erreur relative.∣∣∣∣(x− y)− zx− y
∣∣∣∣ ≈ ∣∣∣∣x(δ1 + δ3)− y(δ2 + δ3)x− y
∣∣∣∣
=
∣∣∣∣(x− y)δ3 + xδ1 − yδ2x− y
∣∣∣∣
=
∣∣∣∣δ3 + xδ1 − yδ2x− y
∣∣∣∣ . (2.1)
On peut remarquer que cette dernie`re expression ne peut pas eˆtre borne´e a
priori. En effet, en particulier pour des x et y proches, la pre´sence de x − y
au de´nominateur peut faire craindre le pire. Mais meˆme si on fixe x− y = 1
par exemple, l’expression peut s’ave´rer extreˆmement e´leve´e. Il suffit pour s’en
convaincre de prendre x et y beaucoup plus grands que 1
M
. Comme |δ1| ≤ M
et |δ2| ≤ M , on pourrait, par exemple, avoir δ1 = M et δ2 = 0. Dans ce cas,
la valeur de (2.1) est de δ3+xM . Comme x n’est pas borne´ (cas de x 1M ),
l’expression n’est elle-meˆme pas borne´e.
Comme le dernier exemple le sugge`re, la soustraction de deux nombres
proches est une ope´ration extreˆmement de´licate. C’est le sujet principal de
la section suivante.
2.4 Perte de pre´cision
Illustrons tout d’abord la perte de pre´cision qui peut re´sulter de la sous-
traction de deux nombres proches par un exemple.
Exemple 2.4 Conside´rons la fonction f(x) = sin x−x a` e´valuer au voisinage
de 0. Par exemple, e´valuons se´pare´ment sinx et x pour x = 0.05 avec 8 chiffres
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de pre´cision. Nous avons
fl(x) = 5.0000000 10−2
fl(sinx) = 4.9979169 10−2
fl(x)− fl(sinx) = 0.0020831 10−2
fl(fl(x)− fl(sinx)) = 2.0831000 10−5.
On voit qu’a` la dernie`re e´tape, pour stocker le re´sultat final en format stan-
dard de virgule flottante, l’ordinateur doit rajouter trois ze´ros aux trois
dernie`res positions. Ces trois ze´ros n’ont e´videmment aucune pre´cision quel-
conque. En particulier, on peut dire que seuls les cinq premiers chiffres de la
mantisse sont re´ellement significatifs.
Le the´ore`me suivant quantifie la perte de pre´cision re´sultant de la sous-
traction de deux nombres proches.
The´ore`me 2.2 Soient x > y > 0 deux nombres repre´sente´s en format stan-
dard de virgule flottante. Si 10−p ≤ 1 − y
x
≤ 10−q pour deux entiers p et q,
alors il y a au plus p et au moins q de´cimales significatives qui sont perdues
lors de la soustraction x− y.
Il y a plusieurs fac¸ons de re´aliser des soustractions “dangereuses” de manie`re
plus suˆre.
La premie`re me´thode consiste, pour certaines ope´rations, a` travailler avec
plus de de´cimales dans la mantisse. Ce n’est malheureusement pas toujours
la panace´e. Travailler avec une plus grande pre´cision peut eˆtre extreˆmement
couˆteux en me´moire et en temps de calcul. On peut bien suˆr garder une
plus grande pre´cision pour les calculs que l’on sait proble´matiques, mais on
peut ne pas alors avoir a` sa disposition les de´cimales manquantes de nombres
calcule´s plus toˆt. Enfin, travailler avec plus de pre´cision ne fait que reporter le
proble`me. Pour des nombres proches mais plus grands, des pertes de pre´cision
continueront a` se produire.
Une deuxie`me me´thode consiste a` tirer parti, cette fois, des formules
analytiques. Dans certains cas, on peut en effet e´valuer certaines fonctions
par des formules e´quivalentes mais plus stables nume´riquement. Illustrons
cette me´thode par quelques exemples.
18 CHAPITRE 2. REPRE´SENTATION DES NOMBRES ET ERREURS
(i) Soit f(x) =
√




x2 + 1− 1)
(√
x2 + 1 + 1√




x2 + 1 + 1
.
Dans la dernie`re expression, toute soustraction pe´rilleuse a disparu.
(ii) Soit g(x) = x−sinx a` e´valuer au voisinage de 0. En utilisant l’expansion
en se´rie de Taylor de sinx, on peut e´crire












+ · · · . (2.2)
Pour x proche de 0, il peut eˆtre plus stable d’utiliser (2.2) plutoˆt qu’un
calcul direct. Une utilisation intelligente du The´ore`me 2.2 permet de
savoir quelles sont les valeurs pour lesquelles il est plus sage d’utiliser
la formule (2.2).
(iii) Soit h(x) = lnx− 1 a` e´valuer au voisinage de e. A nouveau, une mani-
pulation analytique permet d’e´viter de devoir effectuer la soustraction
de deux nombres proches. On aura donc









Dans ce chapitre, nous abordons le proble`me de l’approximaion d’une
fonction inconnue mais que l’on connaˆıt en nombre fini de points. C’est un
proble`me fondamental d’analyse nume´rique car dans la plupart des me´thodes
nume´riques, on recherche une fonction que l’on n’est capable que d’approxi-
mer en des points discrets. C’est aussi un proble`me qui apparaˆıt, par exemple,
dans le cas de mesures d’un phe´nome`ne physique ou chimique. On ne sera
en ge´ne´ral pas capable d’obtenir les mesures en temps continu, mais seule-
ment en un nombre pre´de´termine´ de temps discrets ou` l’on aura de´cide´ de
mesurer le phe´nome`ne. Ce chapitre est donc inte´ressant en soi mais consiste
e´galement a` cre´er une base dont on pourra se servir ulte´rieurement.
Soit une fonction inconnue u(x) mais que l’on connaˆıt aux n points
(x1, u(x1)), (x2, u(x2)), . . . , (xn, u(xn)). Il y a plusieurs techniques qui existent
pour tenter d’approximer u(x). Selon le type d’application nous concernant,
nous chosirons donc une technique diffe´rente. Dans ce cours, nous nous
concentrerons uniquement sur deux techniques qui cherchent une approxi-
mation u˜(x) de u(x) qui satisfasse u˜(xi) = u(xi) pour tout i = 1, . . . , n.
(i) La premie`re approche repose sur le fait que par n points du plan, on
peut faire passer exactement un polynoˆme de degre´ n− 1. Nous allons
donc e´laborer une formule qui e´tablit ce polynoˆme de degre´ n − 1.
Nous verrons que cette approche, bien que tre`s importante pour des
petits degre´s, a un tre`s mauvais comportement pour des degre´s e´leve´s
et approxime en ge´ne´ral tre`s mal la fonction u(x).
(ii) La deuxie`me approche consiste toujours a` approximer u(x) par une
autre fonction u˜(x). Pour trouver u˜(x), nous conserverons ne´anmoins
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la contrainte que u˜(xi) = u(xi) pour tout i. Mais nous rajouterons des
contraintes qui imposeront un certain caracte`re lisse a` la fonction u˜(x).
C’est ce qu’on appelle l’interpolation par splines.
3.1 Interpolation polynomiale
Soit u : R 7→ R une fonction inconnue, mais donne´e en n points x1, . . . , xn.






qui satisfait P (xi) = u(xi) pour tout i = 1, . . . , n. Premie`rement, il est
utile de remarquer que ce proble`me a une solution unique si tous les xi sont
diffe´rents.
The´ore`me 3.1 Soit un ensemble de n paires (xi, u(xi)). Si xi 6= xj pour
tout i 6= j, alors il existe un et un seul polynoˆme P (x) de degre´ au plus n− 1
qui satisfait P (xi) = u(xi) pour i = 1, . . . , n.
De´monstration: Pour le moment, nous ne prouvons que l’unicite´ de la solu-
tion. L’existence sera implicitement prouve´e par la forme de Lagrange que
nous verrons dans la Section 3.1.2. Supposons de`s lors qu’il existe deux po-
lynoˆmes de degre´ au plus n − 1 P (x) et Q(x) diffe´rents qui interpolent les
meˆmes n points. Nous pouvons alors de´finir le polynoˆme R(x) = P (x)−Q(x)
qui est donc, e´galement, de degre´ au plus n− 1. Par ailleurs, nous avons que
R(xi) = 0 pour i = 1, . . . , n. Cela signifie en particulier que R a n racines.
Or, le seul polynoˆme de degre´ au plus n− 1 ayant n racines est R(x) = 0, ce
qui prouve l’unicite´ de la solution.
3.1.1 Matrice de Vandermonde
La fac¸on la plus naturelle pour trouver les coefficients ai de (3.1) est
d’e´crire le syste`me d’e´quations que l’on obtient en e´crivant ce qui se passe
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aux points xi. On doit donc re´soudre
1 x1 · · · xn−11



















Le membre de gauche de (3.2), que nous de´notons par V n(x) est e´galement
appele´e matrice de Vandermonde. On peut montrer que pour des xi diffe´rents,
cette matrice n’est jamais singulie`re (voila` une autre fac¸on de prouver le





Le syte`me est en re´alite´ tre`s instable nume´riquement et il n’est pas recom-
mande´ de le re´soudre directement. Nous pouvons analyser det(V n(x)) en
supposant que nous cherchons a` approximer une fonction u(x) sur l’intervalle
[0, 1]. Nous supposons e´galement que nous interpolons u(x) sur les abscisses
k
n
pour k = 1, . . . , n. Nous avons donc


























La dernie`re expression montre que le de´terminant de la matrice de Van-
dermonde, dans le cas conside´re´, tend rapidement vers 0. Il s’ensuit que le
syste`me sera tre`s proche d’eˆtre singulier et par conse´quent sujet a` de nom-
breuses erreurs nume´riques. On pre´fe`rera donc, en ge´ne´ral, utiliser des for-
mules directes pour calculer le polynoˆme d’interpolation. Nous en de´rivons
deux exemples dans les deux sections suivantes.
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3.1.2 Formule de Lagrange
La formule de Lagrange permet de calculer directement le polynoˆme d’in-
terpolation. Pour la de´river, de´finissons d’abord la fonction
li(x) =
(x− x1)(x− x2) · · · (x− xi−1)(x− xi+1) · · · (x− xn)




k 6=i(xi − xk)
.
Premie`rement remarquons que li(x) est un polynoˆme de degre´ n− 1. Il suffit
de remarquer que le de´nominateur n’est, en fait, rien d’autre qu’un nombre
re´el non nul. Ensuite, nous voyons que li satisfait
li(xi) = 1
li(xk) = 0 pour tout k 6= i.





est la solution unique de notre proble`me. C’est ce qu’on appelle le polynoˆme
d’interpolation de Lagrange. La formule est aise´e a` de´river mais requiert
ne´anmoins pas mal de calculs. Nous pre´sentons dans la section suivante une
autre formule pour trouver le polynoˆme d’interpolation qui est un peu plus
e´conomique en temps de calcul.
3.1.3 Formule de Newton
Pour e´tablir le polynoˆme d’interpolation, la formule de Newton proce`de
en quelque sorte par induction. On va cre´er n polynoˆmes p0, p1, . . . , pn−1 de
degre´s respectifs 0, 1, . . . , n− 1. L’ide´e est que le polynoˆme pk doit interpoler
les k + 1 premiers points.
On a naturellement p0(x) = u(x1).
Ensuite, on construit p1(x) = p0(x) + c1(x − x1). On a clairement p1(x1) =
u(x1). Afin d’obtenir le deuxie`me point d’interpolation, on calcule p0(x2) +
c1(x2 − x1) = u(x2). En d’autres termes, on obtient
c1 =
u(x2)− u(x1)
x2 − x1 . (3.3)
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Si on continue de la sorte, on construira en ge´ne´ral
pi(x) = pi−1(x) + ci(x− x1)(x− x2) · · · (x− xi).
A nouveau, pi(x) satisfait, par construction, l’ordonne´e aux i premie`res abs-




(xi+1 − x1) · · · (xi+1 − xi) .
La me´thode de´crite pre´ce´demment permet de de´river assez rapidement le
polynoˆme d’interpolation. Il est encore possible de simplifier le calcul en
utilisant une jolie proprie´te´ des coefficients.




u[x1, . . . , xi](x− x1) · · · (x− xi−1),
ou` on de´finit
u[xi] = u(xi)
u[xi, . . . , xj] =
u[xi+1, . . . , xj]− u[xi, . . . , xj−1]
xj − xi .
On voit que le the´ore`me donne une valeur du coefficient en accord avec ce que
donne (3.3). Les coefficients u[xi, . . . , xj] sont e´galement appele´s diffe´rences
divise´es. Ils sont tre`s aise´ment obtenus en remplissant un tableau commenc¸ant
par les u[xi] et en proce´dant ensuite par induction.
3.1.4 Erreur d’interpolation
Supposons que l’on interpole des donne´es (x1, u(x1)), . . . , (xn, u(xn)) par
un polynoˆme P (x) de degre´ n−1. Il est important de savoir quelle est l’erreur
que l’on fait sur la fonction u(x) lorsque l’on utilise P (x) a` sa place. En
d’autres termes, on s’inte´resse a` la fonction e(x) = u(x)−P (x). Le the´ore`me
suivant indique l’erreur re´alise´e.
The´ore`me 3.3 Soit u : R 7→ R et P (x) un polynoˆme interpolant les points
(x1, u(x1)), . . . , (xn, u(xn)). Si on suppose que xi ∈ [a, b] pour tout i, et que
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u(x) est n fois continuˆment de´rivable sur [a, b], alors pour tout x ∈ [a, b], il
existe ξ ∈ [a, b] tel que
e(x) = u(x)− P (x) = u
(n)(ξ)
n!
(x− x1) · · · (x− xn). (3.4)
De´monstration: Il est e´vident que l’erreur d’interpolation sera nulle, par
de´finition, aux points xi. C’est bien le cas dans (3.4). Conside´rons main-
tenant x ∈ [a, b] fixe´ avec x 6= xi. De´finissons











φ(t) = u(t)− P (t)− cw(t).
Observons que w de´finit un polynoˆme de degre´ n, que c est une constante
car nous avons fixe´ x et que le de´nominateur de c ne s’annule pas lorsque
x 6= xi pour tout i. Occupons-nous a` pre´sent de la fonction φ(t) de´finie sur
l’intervalle [a, b]. Remarquons tout d’abord que φ(xi) = 0 pour tout i. En
effet, u(xi) = P (xi) et clairement w(xi) = 0. De plus, on a φ(x) = 0 pour le
x que nous avons fixe´. Le The´ore`me de Rolle affirme que pour toute fonction
f continue sur [y1, y2] telle que f(y1) = f(y2), il existe y3 ∈ [y1, y2] tel que
f ′(y3) = 0. Nous pouvons de`s lors appliquer le The´ore`me de Rolle sur les
intervalles entre les n+ 1 racines de φ (x1, x2, . . . , xn et x) et nous trouvons
de`s lors n racines de φ′(t). Par une nouvelle application du The´ore`me de
Rolle, on trouve que φ(2)(t) a n− 1 racines et ainsi de suite. Finalement, on
en conclut que φ(n)(t) a une racine sur l’intervalle [a, b]. Soit ξ ∈ [a, b] une
racine de φ(n)(t). Nous avons donc
0 = φ(n)(ξ) = u(n)(ξ)− P (n)(ξ)− cw(n)(ξ). (3.5)
Dans (3.5), P (n) = 0 car P est un polynoˆme de degre´ au plus n− 1. De plus,
comme w(t) est un polynoˆme de degre´ n dont le coefficient de tn est 1, on en
de´duit que w(n)(t) = n!. On peut de`s lors re´e´crire (3.5) comme
0 = u(n)(ξ)− cn! = u(n)(ξ)− n! e(x)
(x− x1) · · · (x− xn) ,
ce qui est exactement l’expression de´sire´e en (3.4).
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La question est de savoir comment interpre´ter un tel the´ore`me. Premie`re-
ment, il est aise´ de voir que la borne de l’erreur aux points d’interpolation est
nulle. C’est de´ja` rassurant ! Ensuite, on voit que pour calculer une borne sur
l’erreur, il faudra connaˆıtre une borne sur la ne de´rive´e de u. Enfin, le facteur
(x−x1) · · · (x−xn) fait fortement osciller la borne de l’erreur lorsque x varie
sur l’intervalle. C’est une des raisons majeures pour laquelle une interpola-
tion polynomiale de haut degre´ est rarement une bonne approximation d’une
fonction. Mais nous analysons cela plus en de´tails dans les sections suivantes.
3.1.5 Choix des abscisses d’interpolation
Il n’est pas e´vident a priori que le choix des abscisses d’interpolation
joue un roˆle crucial dans la qualite´ de l’approximation d’une fonction par
son interpolation. On peut pourtant voir dans l’expression (3.4), que l’erreur
de´pend du choix des abscisses par l’interme´diaire du facteur (x−x1) · · · (x−
xn). Cette de´pendance peut meˆme eˆtre tre`s forte comme nous allons le voir
maintenant. L’exemple suivant est classique en analyse nume´rique.
Exemple 3.1 (Phe´nome`ne de Runge) Conside´rons la fonction u(x) = 1
1+x2
sur l’intervalle [−5, 5]. Dans un premier temps, nous prenons l’option assez
naturelle de l’interpoler sur des abscisses e´quidistantes. Afin de comparer le
choix entre peu et beaucoup de points d’interpolation, nous interpolons la
fonction pour 3, 6, 11 et 21 points e´quidistants respectivement. Le re´sultat
de l’interpolation de Lagrange est reporte´ sur la Figure 3.1. Sur la figure, la
fonction u(x) est repre´sente´e en trait pointille´ tandis que l’interpolation est
reporte´e en trait plein. La premie`re importante constatation est que l’interpo-
lation ne converge pas vers la fonction lorsque le nombre de points augmente.






ou` Pn(x) est le polynoˆme de degre´ n − 1 obtenu a` partir de l’interpola-
tion de n points e´quidistants. Par ailleurs, on voit que l’interpolation est
particulie`rement mauvaise aux extre´mite´s de l’intervalle. Si on s’e´loigne de
l’intervalle, l’approximation serait e´videmment encore plus mauvaise. Il est
a` noter que ce phe´nome`ne n’est pas seulement duˆ au cas pathologique de la
fonction e´tudie´e ici. Des oscillations de plus en plus e´loigne´es de la fonction
se produisent en ge´ne´ral lorsque l’on interpole une fonction par un polynoˆme
de degre´ tre`s haut.





































Figure 3.1 – Interpolation de la fonction de Runge avec des abscisses
e´quidistantes
Nous allons e´tudier dans cette section l’interpolation aux abscisses de
Chebyshev. Pour motiver cette e´tude, voyons ce que cela donne dans le cas
de la fonction e´tudie´e ici. L’ide´e de cette interpolation est de choisir les abs-
cisses de manie`re a` optimiser l’erreur, en particulier l’erreur induite par le
facteur (x − x1) · · · (x − xn). Pour ce faire, on doit choisir plus d’abscisses
aux extre´mite´s de l’intervalle. Nous avons, a` nouveau, interpole´ la fonction a`
partir de 3, 6, 11 et 21 points. Le re´sultat de l’interpolation est renseigne´ a` la
Figure 3.2. A nouveau, la fonction est repre´sente´e en pointille´ tandis que les
interpolations sont reporte´es en trait plein. On voit que dans ce cas-ci, l’in-
terpolation est bien meilleure sur l’intervalle conside´re´. Elle converge meˆme
lorsque n tend vers l’infini. Il est bien entendu qu’en dehors de l’intervalle,
l’approximation peut devenir tre`s mauvaise. Voyez a` ce sujet la Figure 3.3
qui reporte les valeurs sur l’intervalle [−10, 10].
Comme nous l’avons sugge´re´ dans l’Exemple 3.1, il est inte´ressant d’ana-
lyser une fois encore l’expression (3.4) afin de de´terminer les abscisses d’in-
terpolation qui donneront lieu a` l’erreur minimale. On voit que, pour n et u
fixe´s, la borne de l’erreur ne varie qu’en fonction de (x−x1) · · · (x−xn). Il est





































Figure 3.2 – Interpolation de la fonction de Runge avec les abscisses de
Chebyshev




























Figure 3.3 – Fonction de Runge et ses interpolations sur l’intervalle [−10, 10]
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Figure 3.4 – Polynoˆme (x−x1) · · · (x−xn) pour des abscisses e´quidistantes
aussi important de noter que cette valeur change lorsque l’on change le choix
des n abscisses. Pour le choix d’abscisses e´quidistantes, on peut se deman-
der pourquoi l’erreur est e´leve´e aux bords de l’intervalle. Pour ce faire, nous
allons repre´senter le produit (x − x1) · · · (x − xn). La Figure 3.4 repre´sente
la valeur du produit (x − x1) · · · (x − xn) pour les 4 choix de n ope´re´s dans
l’exemple. On voit que proportionnellement, l’erreur est plus e´leve´e sur les
bords de l’intervalle qu’au centre. Ceci est en particulier vrai lorsque n aug-
mente. Les polynoˆmes de Chebyshev sont des polynoˆmes qui minimisent leur
valeur maximale atteinte sur l’intervalle. En particulier, le polynoˆme de Che-
byshev de degre´ n a n racines sur l’intervalle [−1, 1] et n − 1 minima et
maxima. Une proprie´te´ importante est que tous ces minima et maxima at-
teignent exactement la meˆme valeur (en valeur absolue). De cette fac¸on, il n’y
a aucune partie de l’intervalle ou` l’interpolation est extreˆmement mauvaise
compare´e au reste de l’intervalle. Nous introduisons a` pre´sent les polynoˆmes
de Chebyshev.
De´finition 3.1 Le polyoˆme de Chebyshev de degre´ n, Tn : [−1, 1] 7→ R est
de´fini comme
Tn(x) = cos(n arccos(x)). (3.6)
Au vu de la de´finition, il n’est pas e´vident que Tn(x) est un polynoˆme. En
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effet, Tn(x) ne peut eˆtre de´fini qu’a` partir de l’intervalle [−1, 1]. Ne´anmoins,
les proprie´te´s suivantes vont montrer que Tn se rame`ne a` un polynoˆme sur
l’intervalle [−1, 1].
Proposition 3.1 Sur l’intervalle [−1, 1], nous avons
Tn+1(x) = 2xTn(x)− Tn−1(x), (3.7)
pour tout n = 1, 2, . . . De plus, T0(x) = 1 et T1(x) = x.
De´monstration: Clairement, on a T0(x) = cos(0) = 1 et T1(x) = cos(arccos(x)) =
x pour x ∈ [−1, 1]. Pour prouver (3.7), nous utilisons une formule d’addition
de la trigonome´trie, a` savoir,
cos(α + β) = cos(α) cos(β)− sin(α) sin(β).
On obtient alors respectivement
Tn+1(x) = cos(arccos(x)) cos(n arccos(x))− sin(arccos(x)) sin(n arccos(x)) et
(3.8)
Tn−1(x) = cos(arccos(x)) cos(n arccos(x)) + sin(arccos(x)) sin(n arccos(x)).
(3.9)
En additionnant (3.8) et (3.9), on obtient
Tn+1(x) + Tn−1(x) = 2 cos(arccos(x)) cos(n arccos(x)).
Puisque cos(arccos(x)) = x sur l’intervalle [−1, 1] et que cos(n arccos(x)) =
Tn(x), on obtient (3.7).
Proposition 3.2 Sur l’intervallle [−1, 1], Tn(x) est un polynoˆme de degre´
n.
De´monstration: Proce´dons par induction sur n.
On a clairement que T0(x) = 1 et T1(x) = x sont des polynoˆmes. De plus, si
Tn−1(x) et Tn(x) sont des polynoˆmes, par la formule de re´currence (3.7), il
s’en suit que Tn+1(x) est e´galement un polynoˆme.
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Nous avons de´clare´ plus haut qu’il existe une proprie´te´ importante des ex-
trema des polynoˆmes de Chebyshev. Nous la pre´cisons dans la Proposition
suivante.
Proposition 3.3 Pour n impair, Tn(x) a, sur l’intervalle [−1, 1], (n+ 1)/2
maxima ou` Tn(x) vaut 1 et (n+ 1)/2 minima ou` la fonction vaut −1.
Pour n pair, Tn(x) a, sur l’intervalle [−1, 1], (n+2)/2 maxima et n/2 minima
ou` la valeur absolue de Tn(x) vaut 1.
De´monstration: Supposons n impair. Comme Tn(x) est de degre´ n, nous
savons que T ′n(x) est de degre´ n− 1 et a, de`s lors, au plus n− 1 racines. Par
conse´quent, si on compte les n−1 points ou` la de´rive´e de Tn(x) s’annule et les
deux extre´mite´s de l’intervalle, on en de´duit que Tn(x) a au plus n+1 extrema.
De plus, au vu de (3.6), nous avons −1 ≤ Tn(x) ≤ 1. Nous allons montrer
qu’il existe (n + 1)/2 points pour lesquels Tn(x) vaut 1 et (n + 1)/2 points
pour lesquels Tn(x) vaut -1. Ces points seront par conse´quent les uniques
extrema de Tn(x). Cherchons d’abord les maxima. On recherche x ∈ [−1, 1]
tel que
cos(n arccos(x)) = 1.
On a donc
n arccos(x) = 2kpi, avec k = 0, 1, . . .




















Le cas ou` n est pair est similaire.
La Figure 3.5 repre´sente le polynoˆme de Chebyshev pour quatre valeurs de
n. On voit que, compare´ a` la Figure 3.4, l’erreur dans le cas de l’utilisation
des abscisses de Chebyshev, est re´partie e´quitablement sur tout l’intervalle.
On peut prouver que, de cette fac¸on, l’erreur que l’on fait est minimale. Il
est maintenant temps de de´terminer quelles sont les abscisses des racines des
polynoˆmes de Chebyshev.
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Figure 3.5 – Polynoˆme de Chebyshev pour quatre valeurs de n






k = 0, . . . , n− 1. (3.10)




+ kpi k = 0, 1, . . .









k = 0, . . . , n− 1,
ce qui peut se re´e´crire comme (3.10).
L’interpolation aux abscisses de Chebyshev consiste a` utiliser les valeurs
donne´es par (3.10) pour interpoler. Nous avons vu sur l’Exemple 3.1 que
cette manie`re de faire est plus stable. Lorsque l’intervalle d’interpolation
32 CHAPITRE 3. INTERPOLATIONS ET RE´GRESSIONS
n’est pas [−1, 1], on peut, par un simple changement de variables, se rame-
ner au cas standard. Ainsi si l’on travaille sur l’intervalle [a, b], les abscisses












k = 0, . . . , n− 1.
3.2 Interpolation par splines
Le message principal a` retenir de la section pre´ce´dente est que l’interpola-
tion de nombreux points par un polynoˆme de tre`s haut degre´ donne souvent
des re´sultats de´cevants. On peut ne´anmoins vouloir faire passer une courbe
par un certain nombre de points tout en demandant que la courbe soit suf-
fisamment lisse et ne contienne pas d’oscillations non souhaite´es. C’est le
the`me de cette section. Ces courbes sont appele´es splines. Elles peuvent eˆtre
utiles, par exemple, dans le design. Le designer fixe quelques points et de-
mande a` l’ordinateur de de´terminer une courbe “jolie” a` l’oeil qui passe par
tous ces points.
3.2.1 Interpolation par splines cubiques
Dans la section pre´ce´dente, nous avons cherche´ un unique polynoˆme qui
passe par tous les points. Dans cette section, nous allons re´aliser l’interpo-
lation par morceaux. En d’autres termes, entre chaque paire de points, nous
aurons un polynoˆme diffe´rent. La premie`re fac¸on naturelle de faire passer
une courbe par un certain nombre de points et de conside´rer des fonctions
line´aires entre chaque paire de points conse´cutifs. Si on a initialement n
points, la fonction sera alors de´crite par n− 1 fonctions line´aires diffe´rentes.
La Figure 3.6 montre l’exemple d’une interpolation line´aire par morceaux.
Ce genre d’interpolation peut eˆtre tre`s pratique lorsqu’il s’agit d’approximer
la valeur d’une fonction qui est connue expe´rimentalement pour de nombreux
points. En effet, on peut montrer a` l’aide de la formule d’erreur (3.4) de la
section pre´ce´dente applique´e a` des polynoˆmes de degre´ 1 que si on augmente
le nombre de points, l’erreur commise va tendre vers 0. Ne´anmoins, la fonc-
tion est tre`s rudimentaire et n’est certainement pas “jolie” (bien que cela
soit la` un crite`re particulie`rement subjectif). Une fac¸on simple de ge´ne´raliser
la simple interpolation line´aire par morceaux est toujours de conside´rer un
polynoˆme diffe´rent pour chaque intervalle de points conse´cutifs. Mais au lieu
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0 1 2 3 4 5 6
Figure 3.6 – Exemple d’interpolation line´aire par morceaux
de calculer un polynoˆme de degre´ 1 a` chaque intervalle, on peut augmen-
ter le degre´ du polynoˆme et imposer des conditions de continuite´ sur les
de´rive´es successives. Le cas le plus courant en pratique est de conside´rer des
polynoˆmes de degre´ 3 a` chaque intervalle. De´notons par pi(x) le polynoˆme de
degre´ 3 passant par les points (xi, u(xi)) et (xi+1, u(xi+1)). Nous imposerons
de`s lors les conditions successives
pi(xi) = u(xi) pour i = 1, . . . , n− 1 (3.11)
pi(xi+1) = u(xi+1) pour i = 1, . . . , n− 1 (3.12)
p′i−1(xi) = p
′
i(xi) pour i = 2, . . . , n− 1 (3.13)
p′′i−1(xi) = p
′′
i (xi) pour i = 2, . . . , n− 1. (3.14)
Les 2n− 2 conditions (3.11)-(3.12) assurent la continuite´ de la fonction. Les
n−2 conditions (3.13) et les n−2 conditions (3.14) assurent le caracte`re lisse
de la courbe en jouant sur la continuite´ de la de´rive´e et de la de´rive´e seconde
respectivement. On voit donc que l’on dispose de 4n − 6 conditions. Or on
doit calculer n− 1 polynoˆmes de degre´ 3 pi(x) = ai,3x3 + ai,2x2 + ai,1x+ ai,0,
c’est-a`-dire que l’on a 4 coefficients a` calculer pour chaque polynoˆme. Au
total, cela fait donc 4n− 4 coefficients. Il nous manque donc deux conditions
pour pouvoir de´terminer une solution unique au proble`me. Plusieurs choix
peuvent eˆtre faits :
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(i) Le choix le plus typique consiste a` imposer une courbure nulle au de´but
et a` la fin de l’intervalle, a` savoir
p′′1(x1) = 0, p
′′
n−1(xn) = 0.
On appelle une spline naturelle la courbe ainsi calcule´e.
(ii) Un autre choix possible est d’imposer la meˆme courbure au de´but et a`








(iii) Dans certains cas, la pente est connue au de´but et a` la fin de l’intervalle.
On aura alors p′1(x1) = u
′(x1) et p′n−1(xn) = u
′(xn).
(iv) Finalement la solution choisie par matlab est d’imposer une de´rive´e
troisie`me constante sur les deux premiers et les deux derniers intervalles
respectivement. De manie`re e´quivalente, ceci revient a` imposer le meˆme
coefficient de x3 sur les deux premiers et les deux derniers intervalles.
La Figure 3.7 repre´sente la juxtaposition de l’interpolation line´aire par mor-
ceaux (en pointille´s) avec une spline cubique calcule´e pour les meˆmes points
d’interpolation (en trait plein).
3.2.2 Qualite´ de l’interpolation par spline cubique
Dans un certain sens, on peut dire que l’interpolation par spline cubique
est l’interpolation la plus lisse que l’on puisse trouver. Dans cette section,
nous prouvons que c’est en particulier l’inteprolation qui minimise les os-
cillations. Dans le cas de l’interpolation polynomiale, nous avons vu qu’un
grand nombre d’oscillations non de´sire´es apparaissaient. Cela induit en par-
ticulier une valeur e´leve´e de la de´rive´e seconde du polynoˆme. La proposition
suivante quantifie la qualite´ de l’interpolation par spline cubique.
Proposition 3.5 Soit S la spline cubique naturelle interpolant aux points
(x1, u(x1)), . . . , (xn, u(xn)) une fonction u(x) deux fois continuˆment de´rivable.
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Figure 3.7 – Une spline cubique
De´monstration: Nous de´finissons l’erreur d’interpolation comme
e(x) = u(x)− S(x).














Nous allons prouver que le dernier terme de cette expression est nul. En
inte´grant par parties, on obtient∫ xn
x1








puisque, pour une spline cubique naturelle, on a que la de´rive´e seconde s’an-
nule aux deux extre´mite´s de l’intervalle. Si on continue de de´velopper, on









Remarquons que, comme S est un polynoˆme de degre´ 3 sur chaque intervalle,
sa de´rive´e troisie`me est une constante ci sur chaque intervalle [xi, xi+1]. Nous














puisque l’erreur e s’annule pour tous les points xi. Si on inse`re ce dernier













puisque l’inte´grale de´finie du carre´ d’une fonction est positive.
Par conse´quent, si on conside`re comme crite`re, de minimiser l’inte´grale du
carre´ de la de´rive´e seconde, tout en conservant des fonctions deux fois de´rivables,




Dans ce chapitre, nous passons en revue les principales me´thodes nume´-
riques qui existent pour trouver une racine d’une e´quation ou d’un syste`me
non line´aire. Au dela` des me´thodes elles-meˆmes, nous insisterons sur l’e´tude
de leur comportement. En particulier, une question importante qui sera
aborde´e est la notion de convergence des me´thodes. C’est cette question
cruciale qui peut eˆtre de´terminante dans le choix d’une me´thode par rapport
a` une autre.
Pour mettre les ide´es en place, et pour commencer, nous recherchons une
racine de l’e´quation
f(x) = 0. (4.1)
A l’exception de la recherche des racines d’un polynoˆme, il n’existe pas
de me´thode capable de rechercher toutes les racines de (4.1). Toutes les
me´thodes que nous de´veloppons ici sont ite´ratives, c’est-a`-dire qu’elles cons-




ou` f(x¯) = 0. En re`gle ge´ne´rale, il est tre`s difficile de pre´voir vers quelle
racine x une me´thode converge. Si la racine trouve´e n’est pas celle souhaite´e,
il faudra recommencer l’algorithme avec un autre point de de´part.
Nous commenc¸ons ce chapitre par la me´thode la plus simple et que
nous avons e´galement pre´sente´e brie`vement dans l’introduction, a` savoir la
me´thode de la dichotomie ou bisection.
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4.1 Me´thode de la bisection
Supposons que l’on cherche a` localiser une racine d’une fonction continue
f(x). Si de plus, on connaˆıt deux points a0 et b0 tels que f(a0) < 0 et
f(b0) > 0. On suppose sans perte de ge´ne´ralite´ que a0 < b0. De`s lors, le
the´ore`me des valeurs interme´diaires nous garantit qu’une racine x de f existe
sur l’intervalle [a0, b0]. L’algorithme de la bisection consiste a` de´finir xi :=
ai−1+bi−1
2
. Si f(xi) < 0, alors ai := xi et bi := bi−1. Si, en revanche, f(xi) > 0,
alors ai := ai−1 et bi := xi. Il n’est pas difficile de prouver que la me´thode de
la bisection converge vers une racine x avec un taux de convergence line´aire.
Proposition 4.1 Soit x¯ une racine (suppose´e unique) de f sur l’intervalle
[a0, b0]. Alors on a
|x¯− xn| ≤ (b0 − a0)
2n
.
De´monstration: La taille de l’intervalle [ai, bi] est exactement divise´e par 2 a`
chaque ite´ration. De plus, comme la racine x¯ se trouve soit dans la premie`re,
soit dans la deuxie`me partie de l’intervalle, on en de´duit que la distance entre
x¯ et xn est infe´rieure ou e´gale a` la moitie´ de la taille de l’intervalle a` l’ite´ration
n. Le re´sultat de´coule ensuite du fait que la taille de l’intervalle a` l’ite´ration
n est e´gal a` b0−a0
2n−1 .
La me´thode de la bisection admet donc un taux de convergence line´aire. Par
souci de pre´cision, nous rappelons ici la de´finition du taux de convergence
qui avait e´te´ aborde´ dans l’introduction.
De´finition 4.1 Lorsque yn → y avec |yn − y| ≤ c0cpn, pour c0, p > 0 et
0 < c < 1, on dit que la suite (yn) a un taux de convergence d’ordre p.
Lorsque p = 1 comme dans le cas de la me´thode de la bisection, on parle
de convergence line´aire. Pour p > 1 en ge´ne´ral, on parle de convergence
superline´aire et pour p = 2, de convergence quadratique.
Comme dit pre´ce´demment, la me´thode de la bisection est tre`s facile a`
mettre en oeuvre et admet une bonne stabilite´. Le seul point ne´gatif est
qu’elle ne´cessite deux points de de´part a0 et b0 qui peuvent eˆtre difficiles a`
trouver. Dans certains cas, de tels points n’existent meˆme pas. Par exemple,
pour une fonction qui admet une racine double, il est impossible de mettre
la me´thode de la bisection en oeuvre au voisinage de la racine. De plus, la
me´thode ne´cessite la continuite´ de la fonction. Des re´sultats errone´s peuvent
apparaˆıtre si on ne´glige ce point.
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4.2 Me´thode du point fixe
La force de la me´thode de la bisection est sa robustesse. Sa faiblesse est
le relatif mauvais ordre de convergence. La me´thode du point fixe ne corrige
pas cette faiblesse. Il est ne´anmoins inte´ressant de l’e´tudier car il s’agit d’une
me´thode ge´ne´rique. Nous verrons plus tard la me´thode de Newton-Raphson
qui en est une ge´ne´ralisation. On peut e´galement utiliser une ge´ne´ralisation
de la me´thode de point fixe dans le cas de la re´solution de syste`mes line´aires.
Supposons a` nouveau que nous cherchions une solution a` f(x) = 0. Par
ailleurs, imaginons que nous arrivions a` re´e´crire l’e´quation sous la forme
x = g(x). Arreˆtons nous quelques instants sur cette re´e´criture. Il s’agit en
re´alite´ d’une ope´ration plus simple qu’il n’y paraˆıt sauf si nous ne disposons
pas de la forme analytique de f . C’est ce que l’exemple suivant tente de
montrer.
Exemple 4.1 Supposons que nous cherchions la racine de l’e´quation donne´e
dans le chapitre 1
x3 + x− 1 = 0.
Il existe plusieurs fac¸ons de re´e´crire l’e´quation sous la forme x = g(x). On
e´crira, par exemple,
x = −x3 + 1
x = 3
√−x+ 1





Nous comparerons plus tard l’efficacite´ de ces diffe´rentes re´e´critures et nous
verrons qu’elles sont loin d’eˆtre e´quivalentes pour les performances de la
me´thode du point fixe. Le but de cet exemple est surtout de montrer qu’il
existe souvent un grand nombre de fac¸ons d’obtenir la forme x = g(x).
La me´thode du point fixe est encore plus simple a` mettre en oeuvre que
la me´thode de la bisection. L’algorithme s’e´crit en effet en une ligne
xk+1 = g(xk).
Il faut bien entendu choisir un point de de´part x1. Graphiquement, on part
d’un point x1, on calcule la valeur g(x1) (trait vertical), on reporte cette


















Figure 4.1 – 4 ite´rations de la me´thode du point fixe pour x = cosx
valeur sur l’abscisse (trait horizontal) et on ite`re. La Figure 4.1 repre´sente
quelques ite´rations de la me´thode du point fixe dans le cas de l’e´quation
x = cosx. Le tableau 4.1 indique les 8 premie`res ite´rations. Sur la Figure et
en faisant quelques ite´rations, on remarque que la me´thode converge vers une
solution de l’e´quation. Il n’en est pourtant pas toujours ainsi. Conside´rons a`
pre´sent la troisie`me version que nous avons e´crite dans l’Exemple 4.1 pour
re´soudre x3 + x − 1 = 0. On va calculer des valeurs successives xk+1 =
x3k+2xk−1. Si on part de x1 = 1 ou de x1 = 0, on obtient le tableau 4.2 avec
les deux suites. Dans les deux cas, la me´thode diverge assez rapidement. Ce
sera d’ailleurs le cas pour tout point x1 choisi (sauf la racine e´videmment). Ce
que l’on peut remarquer, c’est que c’est |g′(x)| qui de´termine si la me´thode
converge ou pas. Pour une valeur absolue infe´rieure a` 1 au voisinage de la
racine, la me´thode peut eˆtre convergente. Dans le cas d’une valeur abso-
lue supe´rieure a` 1, la me´thode diverge. C’est ce qu’indique intuitivement la
Figure 4.2. Le the´ore`me suivant formalise une condition suffisante de conver-
gence relativement ge´ne´rale. Nous verrons par la suite que la condition intui-
tive |g′(x)| < 1 en est un cas particulier.
The´ore`me 4.1 Soit g(x) une fonction dont x¯ est un point fixe g(x¯) = x¯.
Conside´rons l’intervalle I = {x | |x − x¯| ≤ r} pour r > 0. Si g satisfait la










Table 4.1 – 8 ite´rations de la me´thode du point fixe pour x = cosx
Ite´ration xk x
3
k + 2xk − 1 Ite´ration xk x3k + 2xk − 1
1 1 2 1 0 −1
2 2 11 2 −1 −4
3 11 1352 3 −4 −73









Figure 4.2 – La me´thode converge pour |g′(x)| < 1 et diverge pour |g′(x)| >
1
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condition de Lipschitz
|g(x)− g(x¯)| ≤ L|x− x¯| pour tout x ∈ I,
avec 0 < L < 1, alors l’ite´ration xk+1 = g(xk) converge vers x¯ pour tout
point de de´part x1 ∈ I.
De´monstration: Nous allons prouver que
(i) tous les ite´re´s xn appartiennent a` I,
(ii) dans l’intervalle I, la racine x¯ est unique,
(iii) les ite´re´s xn convergent vers x¯.
Nous de´montrons le point (i) par re´currence. Par hypothe`se, x1 appartient
a` I. Supposons alors que xn−1 appartient a` I, on en de´duit
|xn − x¯| = | g(xn−1)− g(x¯)|
≤ L|xn−1 − x¯|
≤ r,
c’est-a`-dire que xn appartient e´galement a` I.
En ce qui concerne l’unicite´ (point (ii)), remarquons que s’il y avait deux
points fixes x¯ et y¯, on aurait
|x¯− y¯| = |g(x¯)− g(y¯)| ≤ L|x¯− y¯| < |x¯− y¯|.
Cette contradiction indique que l’on doit avoir x¯ = y¯.
Quant au point (iii), on obtient successivement :
|xn − x¯| ≤ L|xn−1 − x¯| (4.2)
≤ L2|xn−2 − x¯|
...
≤ Ln−1|x1 − x¯|
d’ou`, pour n → ∞, xn → x¯ puisque L < 1.
Un cas particulier inte´ressant du The´ore`me 4.1 est quand la valeur absolue
de la de´rive´e est infe´rieure a` 1 sur tout l’intervalle.
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Proposition 4.2 Soit g une fonction de´rivable qui admet un point fixe x¯.
Conside´rons l’intervalle I = {x | |x− x¯| ≤ r}. Si pour tout x ∈ I, on a
|g′(x)| ≤ C < 1,
alors l’ite´ration xk+1 = g(xk) converge vers x¯ pour tout point de de´part x1 ∈
I.
De´monstration: Nous allons montrer que l’hypothe`se du The´ore`me 4.1 est
satisfaite. Nous avons en effet, pour tout x ∈ I,
|g(x)− g(x¯)| = |g′(ξ)(x− x¯)| (4.3)
= |g′(ξ)||x− x¯|
≤ C|x− x¯|,
ou` (4.3) est obtenu en vertu du the´ore`me des accroissements finis pour un ξ
entre x et x¯.
Il est inte´ressant de remarquer que (4.2) implique que l’ordre de conver-
gence de la me´thode est line´aire. Il est e´galement important de voir que plus
L est petit, plus la me´thode sera rapide. Nous avons e´galement vu que la
preuve de la Proposition 4.2 implique que si |g′(x)| ≤ C sur l’intervalle, nous
avons C ≤ L. A nouveau, une borne peu e´leve´e sur la de´rive´e me`nera a` une
convergence plus rapide.
Exemple 4.2 Si on reprend les expressions trouve´es dans l’Exemple 4.1, on
trouve des comportements totalement diffe´rents en fonction de g(x). Reportons-
les dans le tableau suivant.
g(x) g′(x) Borne de Intervalle de
|g′(x)| sur [0, 1] convergence autour
de x¯ ≈ 0.682
−x3 + 1 −3x2 3 ∅
3
√−x+ 1 − 1
3(−x+1) 23
+∞ (2x¯− 1 + (1
3
) 3
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Remarquons que le The´ore`me 4.1 produit une condition suffisante de
convergence. La condition n’est cependant pas toujours ne´cessaire. Dans
l’Exemple 4.2, on peut prouver, par exemple, que la deuxie`me forme pro-
duit une convergence pour tout point de de´part dans (0, 1). Il arrive, en
effet, quelquefois que dans le courant de l’agorithme, on retombe presque par
hasard dans une zone ou` il y a convergence.
4.3 Me´thode de la se´cante
4.3.1 Expose´ de la me´thode
Jusqu’a` pre´sent, toutes les me´thodes que nous avons vues jouissent d’une
convergence line´aire, dans le cas ou` elles convergent. Nous allons a` pre´sent
ame´liorer la me´thode de la bisection et obtenir un processus dont l’ordre de
convergence est superline´aire. L’ide´e de la me´thode de la se´cante est assez
similaire a` celle de la bisection. A chaque ite´ration, on conserve les deux
derniers ite´re´s xi−1 et xi. Mais cette fois, nous ne ne´cessitons aucune hy-
pothe`se sur le signe des deux ite´re´s. A la place, nous allons approximer la
fonction f par la droite qui relie les deux points (xi−1, f(xi−1)) et (xi, f(xi))
et rechercher la racine de cette droite. Cette racine sera le nouvel ite´re´ xi+1.
Mathe´matiquement, on calcule l’ite´re´ par la formule
xi+1 = xi − f(xi)(xi − xi−1)
f(xi)− f(xi−1) .
L’interpre´tation ge´ome´trique est indique´e sur la Figure 4.3. On voit qu’il
s’agit d’une ame´lioration par rapport a` la bisection. En effet, dans certains
cas, la me´thode de la bisection trouve par hasard de tre`s bons ite´re´s. Mais a`
cause de son extreˆme rigidite´ (l’obligation de toujours diviser l’intervalle par
2), elle doit parfois s’e´loigner de ces bonnes approximations de la racine. La
me´thode de la se´cante, quant a` elle, tire parti de la valeur donne´e par f(xi)
et non pas uniquement de son signe.
Exemple 4.3 Appliquons la me´thode de la se´cante pour trouver la racine
re´elle de f(x) = x3+x−1 = 0. Nous partons, comme dans le cas pre´sente´ dans
l’Exemple 1.2, des ite´re´s x1 = 0 et x2 = 1. Pour une meilleure comparaison
des me´thodes, nous reportons les re´sultats de la se´cante et de la bisection en
paralle`le dans le tableau suivant. Nous reportons 6 chiffres apre`s la virgule.
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f(x)
ii+1 x x i−1x
Figure 4.3 – Interpre´tation ge´ome´trique de la me´thode de la se´cante
Ite´ration Se´cante Bisection
xi f(xi) xi f(xi)
1 0 -1.000000 0 -1.000000
2 1 1.000000 1 1.000000
3 0.500000 -0.375000 0.500000 -0.375000
4 0.636364 -0.105935 0.750000 0.171875
5 0.690052 0.018636 0.625000 -0.130859
6 0.682020 -0.000737 0.687500 0.012451
7 0.682326 -0.000005 0.656250 -0.061127
8 0.682328 0.000000 0.671875 -0.024830
9 0.682328 0.000000 0.679688 -0.006314
10 0.682328 0.000000 0.683594 0.003037
4.3.2 Convergence de la me´thode de la se´cante
Il est clair a` partir de l’exemple que la me´thode converge plus rapidement
vers la racine. Nous allons maintenant analyser cet ordre de convergence.
The´ore`me 4.2 La me´thode de la se´cante jouit d’une convergence d’ordre





≈ 1.618. En d’autres termes, on a
|xn+1 − x¯| ≤ C|xn − x¯|1.618,
pour C > 0 et ou` f(x¯) = 0.
La preuve de ce the´ore`me est extreˆmement technique et de´passe le cadre
de ce cours. On peut ne´anmoins essayer de comprendre comment un ordre
de convergence aussi bizarre peut apparaˆıtre. L’ide´e est que l’on peut e´crire
l’erreur comme








En prenant le logarithme de la dernie`re expression et en notant zi = log |Kei|,
on peut e´crire
zn+1 ≈ zn + zn−1.
Ceci est une relation de re´currence qui ressemble a` s’y me´prendre a` la suite




ou` α et β sont les racines de l’e´quation quadratique provenant de la re´currence
z2 = z + 1.








. On aura donc



















puisque dans ce cas-ci, c’est le terme puissance de α qui domine. On a donc
finalement
|Ken| ≈ 10Aαn
|Ken−1| ≈ 10Aαn−1 ,
c’est-a`-dire |en|
|en−1|α ≈ C.
Il s’agit bien entendu d’un essai d’explication et non d’une preuve rigoureuse.
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4.3.3 Me´thode de la regula falsi (fausse position)
La me´thode de la se´cante augmente assez sensiblement la vitesse de
convergence si on la compare a` la me´thode de la bisection. Cependant, elle ne
conserve pas la robustesse de celle-ci. En particulier, on ne peut rien dire sur
sa convergence globale. On ne peut savoir a priori ni si elle va converger ni
vers quelle racine elle va converger le cas e´che´ant. La me´thode pre´sente´e dans
cette section tente de re´aliser un mariage e´quilibre´ entre les deux processus
de´crits pre´ce´demment.
Le principe de la me´thode est le suivant. Comme dans le cas de la bisec-
tion, on part de deux points x0 et x1 tels que f(x0)f(x1) < 0. Pour calculer
le point suivant, nous utilisons la me´thode de la se´cante, nous avons donc
x2 = x1 − f(x1)(x1 − x0)
f(x1)− f(x0) . (4.5)
Mais cette fois, au lieu de remplacer x0 par x2 et d’ite´rer, nous pre´fe´rons
conserver la robustesse de la bisection en choisissant de conserver x2 et le
point y ∈ {x0, x1} tel que f(y)f(x2) < 0. Nous continuons ensuite le proces-
sus ou` x2 prend le roˆle de x1 et y celui de x0. On voit que, si on connaˆıt l’exis-
tence de deux points tels que f(x0)f(x1) < 0, on aura la garantie de converger
vers une racine dans l’intervalle conside´re´, ce qui est une ame´lioration par
rapport a` la me´thode de la se´cante.
Lorsque l’on analyse la vitesse de convergence de la me´thode de la fausse
position, on remarque malheureusement que celle-ci n’est pas superline´aire
comme dans le cas de la se´cante. Pour le comprendre, il suffit de voir que dans
le cas d’une fonction dont la convexite´ ne change pas au voisinage de la racine,
l’ite´re´ obtenu par (4.5) a toujours le meˆme signe. De`s lors, en supposant sans
perte de ge´ne´ralite´, que f(x2) a le meˆme signe que f(x1) dans (4.5), x0 ne
sera jamais remplace´ dans le courant de l’algorithme. Si on se re´fe`re a` (4.4),
on voit que l’erreur suivra, asymptotiquement la formule
|en+1| ≈ K|en||en−1|
= K|en||xn−1 − x¯|
= K|en||e0| (4.6)
puisque, dans le cas de la regula falsi, comme on l’a dit, le point xn−1 ne
change en re´alite´ pas et reste x0 durant tout l’algorithme. L’e´quation (4.6)
48 CHAPITRE 4. RE´SOLUTION D’E´QUATIONS NON LINE´AIRES
exprime bien la convergence line´aire de la me´thode. Pour illustrer le fait que
l’ite´re´ x0 est utilise´ dans tout l’algorithme comme l’un des deux points de la







Figure 4.4 – Si la convexite´ est constante au voisinage de la racine, le point
x0 reste fixe pendant tout l’algorithme de la regula falsi
4.3.4 Extension de la me´thode de la se´cante : me´thode
de Mu¨ller
La me´thode de la se´cante se base sur l’approximation line´aire de la fonc-
tion a` partir des deux ite´re´s pre´ce´dents. Rien n’empeˆche d’utiliser plus de
points pre´ce´demment calcule´s et de produire une approximation polynomiale
d’un degre´ plus e´leve´. On peut, par exemple, conside´rer les trois pre´ce´dents
ite´re´s (xn, f(xn)), (xn−1, f(xn−1)) et (xn−2, f(xn−2)) pour cre´er un polynoˆme
de degre´ 2 qui approxime notre fonction f . C’est ce qu’on appelle la me´thode
de Mu¨ller. Deux proble`mes apparaissent. Premie`rement, ayant un polynoˆme
quadratique, nous aurons le choix entre 2 points (les 2 racines du polynoˆme)
comme nouvel ite´re´. Cette question est re´solue en ge´ne´ral en prenant la racine
la plus proche de xn. Le deuxie`me proble`me apparaˆıt lorsque le polynoˆme
cre´e´ n’a que des racines complexes. Il ne sera alors pas possible de continuer
sur la droite re´elle. Ne´anmoins, ce proble`me peut e´galement eˆtre un avan-
tage. La me´thode de Mu¨ller est en effet la seule me´thode qui, partant d’un
point re´el, peut converger vers une racine complexe (si une telle racine est
recherche´e). A nouveau, l’ordre de convergence est assez technique a` analy-
ser. On peut prouver que son ordre de convergence est environ de 1.84, ce
qui ame´liore la me´thode de la se´cante, mais pas drastiquement.
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4.4 Me´thode de Newton-Raphson
4.4.1 Ide´e de la me´thode
Nous allons encore ame´liorer le taux de convergence en profitant de l’infor-
mation de la de´rive´e de f si celle-ci est disponible. Le principe de la me´thode
est, une fois de plus, d’approximer la fonction f par une droite. Mais au
lieu de conside´rer la droite reliant (xn, f(xn)) a` (xn−1, f(xn−1)), nous allons
conside´rer l’approximation line´aire donne´e en xn par le de´veloppement en
se´rie de Taylor tronque´ au terme line´aire. Rappelons que nous avons
f(x) = f(xn) + (x− xn)f ′(xn) + (x− xn)
2
2
f ′′(xn) + · · ·
Si nous approximons f uniquement par les deux premiers termes de cette
se´rie, nous obtenons f(x) = f(xn) + (x − xn)f ′(xn). Une approximation
d’une racine de cette fonction est donc
x = xn − f(xn)
f ′(xn)
.
L’algorithme de Newton-Raphson consiste a` conside´rer cette approximation
comme ite´re´ suivant. Nous aurons donc
xn+1 = xn − f(xn)
f ′(xn)
.
L’interpre´tation ge´ome´trique de la me´thode est indique´e sur la Figure 4.5. A
partir du point (xn, f(xn)), on trace la tangente a` f et recherchons l’inter-
section de cette tangente avec l’axe des abscisses. Cela donne l’ite´re´ suivant.
4.4.2 Convergence de la me´thode de Newton-Raphson
Etudions a` pre´sent le taux de convergence de la me´thode de Newton-
Raphson. Le the´ore`me suivant prouve que la me´thode jouit d’une convergence
d’ordre quadratique.
The´ore`me 4.3 Soit x¯, une racine de f . Si f ′(x¯) 6= 0, la me´thode de Newton-
Raphson converge quadratiquement vers x¯ dans un voisinage de x¯, c’est-a`-dire
|xn − x¯| ≤ C|xn−1 − x¯|2,
pour C > 0, n suffisamment grand, et xn suffisamment proche de x¯.




Figure 4.5 – Interpre´tation ge´ome´trique de la me´thode de Newton-Raphson
De´monstration: Ecrivons l’erreur re´alise´e a` l’ite´ration n. Nous avons
|xn − x¯| = |xn−1 − x¯− f(xn−1)
f ′(xn−1)
|. (4.7)
Par le the´ore`me de Taylor, nous avons




pour ξn compris entre x¯ et xn−1. Utilisant l’expression de f(xn−1), on peut
donc re´e´crire (4.7) comme
|xn − x¯| = |(xn−1 − x¯) + f
′(xn−1)
f ′(xn−1)








≤ C|xn−1 − x¯|2
car f ′(x¯) 6= 0 par hypothe`se et de`s lors, on peut prouver que f ′′(ξn)
f ′(xn−1)
est
borne´ pour ξn et xn−1 dans un voisinage de x¯.
Lorsque l’on se trouve proche de la racine, la me´thode de Newton-Raphson
converge extreˆmement vite. Malheureusement, cette convergence n’est pas
globale. Pour certains points de de´part, en effet, il peut arriver que la me´thode





Figure 4.6 – Deux cas de non-convergence pour la me´thode de Newton-
Raphson
diverge ou cycle, elle aussi. Cela peut eˆtre aise´ment illustre´. La Figure 4.6
indique quelques mauvais cas qui peuvent se produire. Dans le cas de plu-
sieurs racines pour f , il n’est, en ge´ne´ral, pas e´vident de savoir a priori quels
points de de´part convergeront vers quelles racines. C’est la raison pour la-
quelle la me´thode de Newton sera souvent utilise´e pour ame´liorer rapidement
une approximation obtenue par une autre me´thode plus robuste (comme par
exemple la bisection). Enfin, il y a un cas particulier important pour lequel
la me´thode n’admet pas une convergence quadratique. Nous avons vu, en ef-
fet, que la convergence quadratique n’est obtenue dans le The´ore`me 4.3 que
pour f ′(x¯) 6= 0. Dans le cas d’une racine multiple, et donc avec f ′(x¯) = 0, la
me´thode converge ne´anmoins mais seulement line´airement.
The´ore`me 4.4 Soit x¯ une racine de f . Si f ′(x¯) = 0, l’ite´re´ de la me´thode
de Newton-Raphson converge line´airement vers x¯ dans un voisinage de x¯.
De´monstration: On a xn = xn−1 − f(xn−1)f ′(xn−1) . On peut donc e´crire l’erreur
|xn − x¯| =
∣∣∣∣xn−1 − x¯− f(xn−1)f ′(xn−1)
∣∣∣∣ . (4.8)
Remarquons que nous ne pouvons plus utiliser le meˆme de´veloppement de
Taylor d’ordre 2 qu’auparavant car cela ne´cessitait de borner f ′′/f ′ au voisi-
nage de x¯. Nous pouvons cependant utiliser un de´veloppement d’ordre 1 et
e´crire
0 = f(x¯) = f(xn−1) + f ′(ξn)(x¯− xn−1).
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Nous pouvons maintenant re´e´crire (4.8) comme







)(xn−1 − x¯)|. (4.9)
Cette fois, nous pouvons borner l’expression |f ′(ξn)/f ′(xn)| car ξn est compris
entre x¯ et xn. Dans un voisinage de x¯, on a de`s lors que |f ′(x¯)| ≤ |f ′(ξn)| ≤
|f ′(xn)|. On peut donc de´duire de (4.9) que
|xn − x¯| ≤ C|xn−1 − x¯|,
avec C > 0.
Si on sait a` l’avance que l’on cherche une racine double, il est possible de re-
trouver un ordre quadratique de convergence. Pour une racine de multiplicite´
m, les ite´rations
xn+1 = xn −m f(xn)
f ′(xn)
produisent a` nouveau une convergence quadratique.
4.4.3 Lien avec d’autres me´thodes
La me´thode du point fixe Lorsque nous avons e´tudie´ les me´thodes de
point fixe pour re´soudre un proble`me f(x) = 0, nous avons dit qu’il existe
une multitude de fac¸ons de re´e´crire l’e´quation afin de re´soudre le proble`me
x = g(x). Une manie`re simple de faire est de remarquer que l’on peut toujours
e´crire g comme g(x) = x − af(x) ou` a est une constante. Il s’agit d’une
expression tre`s similaire a` celle de la me´thode de Newton-Raphson. En re´alite´,
c’est comme si la me´thode de Newton-Raphson e´tait une me´thode de point
fixe ou` l’on a choisi a = 1
f ′(xn) . En revanche la me´thode de Newton-Raphson
utilise une valeur a diffe´rente a` chaque ite´ration. Ce de´tail permet de passer
d’un ordre de convergence line´aire a` quadratique.
La me´thode de la se´cante Que se passe-t-il si nous ne disposons pas
d’une expression analytique de la de´rive´e de f ? Nous ne pourrons alors pas
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utiliser la me´thode de Newton-Raphson telle quelle. Nous pouvons cepen-
dant appliquer la de´finition et conside´rer f ′(xn) ≈ f(xn−1)−f(xn)xn−1−xn . En utilisant
cette approximation nume´rique de la de´rive´e, on retombe en re´alite´ sur la
me´thode de la se´cante. Il est inte´ressant de remarquer que le fait d’utiliser
cette approximation rame`ne l’ordre de convergence de 2 a` 1.618.
Optimisation La me´thode de Newton-Raphson est souvent utilise´e pour
maximiser ou minimiser une fonction f deux fois de´rivable. On parle alors de
me´thode de Newton. Dans ce cas, on se base sur le fait que l’on recherche un
point x¯ ou` la de´rive´e f ′(x¯) = 0. Le principe de la me´thode est exactement le
meˆme. On part d’un point x1, et on ite`re




Dans ce cas, il conviendra bien entendu ensuite de ve´rifier si l’on obtient un
minimum ou un maximum. Dans le cas d’optimisation de fonctions convexes
ou concaves, la question ne se pose plus puisqu’elles admettent un extre-
mum unique qui est soit un mimumum (cas d’une fonction convexe) soit un
maximum (cas d’une fonction concave).





De nombreux proble`mes re´els font intervenir la re´solution d’e´quations
diffe´rentielles. Il est de`s lors naturel d’e´tudier la re´solution nume´rique de
celles-ci.
Essayons tout d’abord de comprendre ce qu’est une e´quation diffe´rentielle.
Il s’agit d’un proble`me ou` l’on doit trouver une fonction x(t) dont on connaˆıt
la de´rive´e en fonction de t et de x(t) elle-meˆme
x′(t) = f(x(t), t). (5.1)
Si la fonction f(x(t), t) ne de´pend que de t, on a alors affaire a` un proble`me
d’inte´gration. Comme pour un proble`me d’inte´gration, l’ensemble des so-
lutions d’un proble`me de type (5.1) est de´fini a` une constante pre`s. Pour
de´terminer une solution unique a` (5.1), une condition ne´cessaire (et pas
ne´cessairement toujours suffisante) est de fixer la valeur de x(t) pour un
t0 donne´. Un proble`me de ce type est appele´ proble`me aux valeurs initiales.
De´finition 5.1 Un proble`me aux valeurs initiales est un proble`me de´termine´
par une e´quation diffe´rentielle et une condition initiale




56 CHAPITRE 5. EQUATIONS DIFFE´RENTIELLES ORDINAIRES















Figure 5.1 – La Figure repre´sente le champ de vecteurs correspondant a`
l’e´quation diffe´rentielle x′(t) = cos(x(t) − t/2) et des solutions pour quatre
conditions initiales diffe´rentes
Pour mieux comprendre le principe d’une e´quation diffe´rentielle, et pour
donner une bonne introduction aux techniques de re´solution, nous allons
en faire une repre´sentation graphique. Dessinons pour ce faire le champ de
vecteurs (t, x(t), f(x(t), t)), c’est-a`-dire, que pour chaque paire (t, x(t)) choi-
sis sur une grille, on repre´sente f(x(t), t) par une fle`che de pente e´gale a`
f(x(t), t). Le proble`me de l’e´quation diffe´rentielle consiste alors a` trouver
une fonction x(t) qui soit tangente en tous points a` ces fle`ches. Un exemple
est donne´ a` la Figure 5.1 ou` l’on re´sout le proble`me aux valeurs initiales




Le proble`me est re´solu pour quatre conditions initiales diffe´rentes et donne
quatre solutions clairement identifiables. Dans la suite, pour comprendre au
mieux les techniques de re´solution des proble`mes aux valeurs initiales, il
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sera assez intuitif de se rapporter a` la repre´sentation de la Figure 5.1. Nous
verrons plus tard qu’il y a de multiples fac¸ons de re´soudre nume´riquement un
proble`me aux valeurs initiales. Mais avant de passer a` l’expose´ des me´thodes,
il est important de s’attarder sur quelques proprie´te´s d’un proble`me aux
valeurs initiales.
5.1 Stabilite´ d’une e´quation diffe´rentielle or-
dinaire
Une question importante lors de la re´solution nume´rique d’une e´quation
diffe´rentielle est la stabilite´ de l’e´quation. La stabilite´ de´termine si une me´-
thode nume´rique peut eˆtre applique´e, ou le cas e´che´ant, impose une borne
sur la taille du pas afin d’obtenir une solution fiable.
Afin de comprendre ce qu’est la stabilite´ d’une e´quation diffe´rentielle,
nous allons tout d’abord e´tudier une e´quation diffe´rentielle instable.
Exemple 5.1 Equation diffe´rentielle ordinaire instable




Le champ de vecteurs et la solution pour C = 1 sont repre´sente´s sur la Figure
5.2. Pour le proble`me (5.3), la solution analytique peut eˆtre trouve´e. En effet
x(t) = Cet
est la solution unique a` (5.3). Conside´rons a` pre´sent une technique de re´solution
nume´rique de (5.3). Le principe de toutes les me´thodes nume´riques est d’ap-
proximer x(t) pour des temps discre´tise´s t0, t0 + h, t0 + 2h, t0 + 3h, . . . Ine´vi-
tablement une erreur par rapport a` la solution analytique sera introduite a`
chaque ite´ration. Pour voir l’effet qu’a une erreur sur la suite du calcul, nous
allons mode´liser l’erreur  faite lors du calcul, par une diffe´rence  sur la condi-
tion initiale. Si l’on re´sout donc un proble`me perturbe´ x′(t) = x(t), x(0) =
C − , la solution obtenue est x = (C − )et. Comparant x(t) a` x(t), on
obtient
e(t) := x(t)− x(t) = et. (5.4)
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Figure 5.2 – La solution du proble`me x′(t) = x(t), x(0) = 1.
On voit que l’erreur introduite grandit exponentiellement lorsque t augmente.
En d’autres termes, une erreur introduite au de´part du calcul va eˆtre amplifie´e
exponentiellement en cours de calcul. Cela explique pourquoi on parle d’une
e´quation diffe´rentielle instable. On comprend de`s lors, pourquoi il sera plus
difficile de re´soudre une telle e´quation. A titre d’illustration, la Figure 5.3
repre´sente la diffe´rence entre la solution pour x(0) = 1 et pour x(0) = 0.9.
Nous passons tout naturellement a` l’exemple d’une e´quation diffe´rentielle
stable.





dont la solution analytique est x(t) = Ce−t. Une petite perturbation dans
la condition initiale x(0) = C −  nous donne cette fois comme solution
x(t) = (C − )e−t et comme erreur e(t) = x(t) − x(t) = e−t. Cette fois,
l’erreur de´croˆıt exponentiellement. En d’autres termes, une erreur commise en
de´but de calcul ne se re´percutera pratiquement pas sur la suite du calcul. La
Figure 5.4 repre´sente les deux solutions pour les conditions initiales x(0) = 1
et x(0) = 0.9. Cette fois, il est difficile de distinguer les deux solutions au-dela`
de t = 2.
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Figure 5.3 – La solution aux proble`mes x′(t) = x(t), x(0) = 1 et x′(t) =
x(t), x(0) = 0.9.















Figure 5.4 – La solution aux proble`mes x′(t) = −x(t), x(0) = 1 et x′(t) =
−x(t), x(0) = 0.9.
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Dans certains cas, la stabilite´ d’une e´quation ne peut pas eˆtre de´termine´e
pour toute la zone de caclul. L’e´quation sera stable dans certaines zones
et instable dans d’autres. Dans ce genre de cas, il faudra choisir le pas
d’inte´gration en s’adaptant a` la circonstance.




dont la solution analytique est x(t) = Ce−t
2
. Cette fois, des solutions de
conditions initiales proches s’e´cartent losrque t est ne´gatif et se rapprochent
lorsque t est positif. Le phe´nome`ne est illustre´ a` la Figure 5.5.











Figure 5.5 – La solution aux proble`mes x′(t) = −2tx(t), x(−2) = 1 et
x(−2) = 0.9
Les proble`mes (5.3) et (5.5) sont les exemples typiques d’e´quations diffe´rentielles
stables et instables. En fait, nous allons voir que chaque e´quation diffe´rentielle
peut se ramener localement a` ces deux cas canoniques.
De´finition 5.2 Une e´quation diffe´rentielle
x′(t) = f(x(t), t)
x(t0) = x0
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est dite stable en (x(t), t) si son Jacobien J(x(t), t) = ∂f(x(t),t)
∂x
(x(t), t) < 0
et instable si son Jacobien J(x(t), t) = ∂f(x(t),t)
∂x
(x(t), t) > 0.
La de´finition pre´ce´dente se justifie car l’erreur commise en modifiant le´ge`rement
la condition initiale s’amplifie dans le cas instable et s’amenuise dans le cas
stable comme la Proposition suivante nous l’indique.
Proposition 5.1 Soient les deux proble`mes aux valeurs initiales
x′(t) = f(x(t), t) x′(t) = f(x(t), t)
x(t0) = x0 (∗) x(t0) = x0 −  (∗∗)
dont les solutions sont x∗(t) et x∗∗(t) respectivement. Si on de´finit e(t) :=
x∗∗(t)− x∗(t), on a












= f(x∗∗(t), t)− f(x∗(t), t)
≈ f(x∗(t), t) + J(x∗(t), t)(x∗∗(t)− x∗(t))− f(x∗(t), t)
= J(x∗(t), t)e(t),
ou` l’approximation de l’avant-dernie`re ligne est obtenue graˆce a` un de´ve-
loppement de Taylor tronque´ a` l’ordre 1. Finalement, l’expression (5.7) est
obtenue en re´solvant l’e´quation diffe´rentielle.
On de´duit de la Proposition 5.1 que l’erreur va croˆıtre exponentiellement
pour une e´quation diffe´rentielle instable et de´croˆıtre exponentiellement pour
une e´quation diffe´rentielle stable.
Nous reviendrons plus tard sur l’importance de ces notions dans le cadre
de la re´solution nume´rique d’e´quations diffe´rentielles ordinaires. Il est, par
exemple, assez intuitif qu’une e´quation instable est tre`s difficile a` re´soudre
nume´riquement. Il faut utiliser des me´thodes tre`s particulie`res pour ce faire.
La situation des e´quations stables n’en est pas toute rose pour autant. Nous
verrons que dans le cas de certains syste`mes tre`s stables, la situation peut
e´galement eˆtre proble´matique.
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5.2 Me´thodes de Taylor
Nous commenc¸ons notre tour parmi les diffe´rentes me´thodes nume´riques
pour re´soudre les e´quations diffe´rentielles ordinaires par les plus intuitives de
toutes. Tout d’abord, il est utile de remarquer, et c’est le cas pour toutes les
me´thodes que nous exposons dans ce cours, que pour trouver la fonction x(t)
recherche´e, nous allons en re´alite´ approximer x(t) en t0, t0 + h, t0 + 2h, t0 +
3h, . . . La notation que nous adoptons dans tout le reste de ce chapitre est
pre´sente´e ci-dessous.
Notation 5.1
– Les temps pour lesquels une approximation de x(t) est calcule´e sont
note´s par t0, t1, t2, . . .
– Les approximations de x(t) calcule´es aux temps t0, t1, t2, . . . sont note´es
respectivement x¯0, x¯1, x¯2, . . .
La premie`re me´thode que nous conside´rons ici consiste a` e´crire le de´velop-
pement de Taylor de la fonction recherche´e x(t) autour de t afin d’approximer
au mieux la valeur de x en t+h. La longueur du de´veloppement choisie indique
le degre´ de la me´thode conside´re´e.
5.2.1 Me´thode d’Euler explicite
La me´thode d’Euler explicite conside`re un de´veloppement de Taylor tron-
que´ a` l’ordre 1. Cela implique que l’on doit connaˆıtre la premie`re de´rive´e de
x en t. Cette de´rive´e est toutefois connue, puisqu’elle nous est donne´e par
l’interme´diaire de f . Rappelons-nous en effet que x′(t) = f(x(t), t). Si on
proce`de de la sorte, on obtient
x(t+ h) ≈ x(t) + hx′(t)
= x(t) + hf(x(t), t).
Le processus x(t + h) = x(t) + hf(x(t), t) est mieux connu sous le nom
de me´thode d’Euler explicite.
Me´thode 5.1 (Me´thode d’Euler explicite) Les ite´re´s sont calcule´s suc-
cessivement par
x¯i+1 = x¯i + hf(x¯i, ti).
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Exemple 5.4 Soit le proble`me aux valeurs initiales
x′(t) = −x2(t) + t
x(0) = 2.
Nous allons appliquer la me´thode d’Euler explicite. Les valeurs obtenues par
la me´thode sont note´es x¯i. Prenons un pas de h = 0.3. On a x¯0 = 2, et
x¯1 = 2 + hf(2, 0) = 2 + 0.3(−4) = 0.8. Ensuite x¯2 = 0 + hf(0.8, 0.3) =
0 + 0.3(−0.64 + 0.3) = 0.698. La Figure 5.6 pre´sente le re´sultat du calcul
















Figure 5.6 – L’algorithme d’Euler explicite avec un pas de h = 0.3 compare´
a` la solution re´elle pour le proble`me x′(t) = t− x2(t), x(0) = 2.
avec la me´thode d’Euler explicite et la vraie solution du proble`me. On voit
que l’approximation du 1e ordre est assez mauvaise au de´but du calcul et
bien meilleure sur la fin. De plus, les erreurs commises en de´but de calcul
s’amenuisent au fur et a` mesure que l’algorithme progresse. Ce comportement
n’est bien entendu pas ge´ne´ral et de´pend de plusieurs parame`tres que nous
discuterons plus tard.
Nous allons a` pre´sent analyser l’erreur commise lorsque l’on re´sout un
proble`me aux valeurs initiales en utilisant la me´thode d’Euler explicite. On
se doute qu’a` chaque pas dit d’inte´gration, une erreur va s’introduire dans
le calcul. Mais il faut se rendre compte que l’erreur introduite va impliquer
que l’approximation calcule´e a` l’e´tape suivante le sera pour un proble`me
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le´ge`rement diffe´rent re´sultant en une nouvelle erreur. On va donc voir dans
la Proposition suivante que l’erreur peut eˆtre de´compose´e en une erreur
commise localement et une erreur globale re´sultant de l’accumulation des
diffe´rentes erreurs locales et menant a` la re´solution d’un proble`me le´ge`rement
modifie´.
Proposition 5.2 Soit le proble`me aux valeurs initiales
x′(t) = f(x(t), t)
x(t0) = x0
(5.8)
et sa solution x∗(t). On de´finit e´galement par x¯0, x¯1, x¯2, . . . les diffe´rentes
approximations de x∗(t) obtenues en utilisant la me´thde d’Euler explicite avec
un pas h. L’erreur EGi commise en ti = t0 + ih peut s’exprimer comme
EGi = (1 + hJi)EGi−1 + ELi,




ELi = −h22 x′′(ξi), ou` ζi est compris entre x¯i−1 et x∗(ti−1) et ou` ξi ∈ [ti−1, ti].
De´monstration: Ecrivons l’erreur commise au pas i. On a
EGi = x¯i − x∗(ti)
= x¯i−1 + hf(x¯i−1, ti−1)− x∗(ti) (5.9)









= EGi−1 + h(x¯i−1 − x∗(ti−1))∂f
∂x
(ζi, ti−1) + ELi (5.11)
= EGi−1(1 + hJi) + ELi,
ou` (5.9) est obtenue en exprimant comment x¯i est obtenu en utilisant la
me´thode d’Euler explicite, (5.10) est obtenue en de´veloppant x∗(t) en se´rie
de Taylor autour de ti−1, et (5.11) est obtenue en appliquant le the´ore`me des
accroissements finis a` la premie`re composante de f.
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Il est important de comprendre ce que signifie exactement la Proposition
5.2. L’exemple suivant tente de clarifier la situation.
Exemple 5.5 Soit le proble`me
x′(t) = −x2(t) + t
x(0) = 2
que nous avons de´ja` conside´re´ dans l’exemple pre´ce´dent. Lors de la premie`re
ite´ration, on obtient
x¯1 = 2 + 0.3f(2, 0) = 0.8
L’erreur obtenue ici est uniquement locale, c’est-a`-dire qu’elle peut eˆtre exclu-
sivement interpre´te´e par l’interme´diaire du de´veloppement de Taylor. Dans
ce cas, l’erreur peut eˆtre approxime´e par 0.48. A la deuxie`me ite´ration, la
me´thode d’Euler calcule
x¯2,0.3 = 0.8 + 0.3f(0.8, 0.3) = 0.698.
Dans ce cas-ci, une erreur s’est introduite par rapport a` la re´solution du
proble`me x′(t) = −x2(t) + t, x(0.3) = 0.8. En effet, la solution en 0.6 de
ce proble`me est 0.76, ce qui implique qu’une erreur de 0.04 a e´te´ introduite
en plus a` la deuxie`me e´tape. Mais le point important a` remarquer est que
nous avons re´solu l’e´quation dife´rentielle pour la condition initiale x(0.3) =
0.8 au lieu de x(0.3) = 1.28. En d’autres termes, nous avons utilise´, dans
l’approximation de Taylor, une pente de f(0.8, 0.3) au lieu de f(1.28, 0.3),
ce qui fait une erreur approximative de 1 dans la pente utilise´e. Cette erreur
implique une accumulation d’erreurs venant des ite´rations pre´ce´dentes. Tout
ceci est illustre´ a` la Figure 5.7. Dans la Figure 5.7, l’erreur commise a` la
premie`re ite´ration est indique´e par EL1 = EG1. A la deuxie`me ite´ration,
l’erreur peut eˆtre de´compose´e en un trait plein (EL2) et un trait pointille´
venant de l’ite´ration pre´ce´dente et multiplie´e par le facteur (1 + hJi). Dans
ce cas-ci, on voit que le facteur multiplicatif a rendu l’erreur plus petite par
rapport a` l’ite´ration pre´ce´dente. En re´alite´, la diffe´rence de 1 dans la valeur
de f a fait se rapprocher l’ite´re´ suivant de la solution re´elle.
Nous venons de voir dans l’exemple pre´ce´dent qu’une partie importante de
l’erreur commise en utilisant la me´thode d’Euler explicite provient des erreurs
commises lors des ite´rations pre´ce´dentes. On en vient a` pre´sent au choix du
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Figure 5.7 – Description de l’erreur locale et globale lors de la me´thode
d’Euler explicite
pas de la me´thode. Dans ce cas-ci, on choisira donc un pas de fac¸on a` ce que
l’erreur qui se propage d’une ite´ration a` l’autre s’amenuise (comme dans le
cas de l’exemple) au lieu de croˆıtre. Dans le cas ou` les erreurs propage´es d’une
ite´ration a` l’autre restent sous controˆle, on dit que la me´thode est stable. Si,
au contraire, les erreurs provenant des ite´rations pre´ce´dentes croissent, on dit
que la me´thode est instable.
Proposition 5.3 La me´thode d’Euler explicite est stable si on a
−2 < hJi < 0 pour tout i.
De´monstration: L’erreur globale a` l’ite´ration i est EGi et est donne´e par
EGi = (1 + hJi)EGi−1 + ELi. On aura en particulier
EGi = (1 + hJi)(1 + hJi−1) · · · (1 + hJ2)EL1 + . . .+ (1 + hJi)ELi−1 + ELi.
Pour que tous les termes tendent vers 0, il faut donc |1 + hJi| < 1 ce qui est
e´quivalent au re´sultat annonce´.
On voit donc que la me´thode d’Euler explicite n’est jamais stable lorsque
l’e´quation diffe´rentielle n’est elle-meˆme pas stable. Par contre, et c’est plus
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surprenant, il faut choisir un pas extreˆmement petit lorsque l’e´quation diffe´-
rentielle est fortement stable, c’est-a`-dire lorsque Ji << 0. Les e´quations tre`s
stables sont donc e´galement des proble`mes particulie`rement ardus pour les
me´thodes nume´riques traditionnelles.
5.2.2 Me´thodes d’ordre supe´rieur
Rien n’empeˆche de construire un de´veloppement de Taylor comportant
plus de termes afin d’obtenir une approximation plus pre´cise de l’ite´re´ x¯i+1
en fonction de x¯i. Nous allons voir que ceci implique une connaissance ap-
profondie de la fonction f et que ce n’est pas toujours tre`s praticable. En
effet, si on e´crit le de´veloppement de Taylor de x(t + h) autour du point t,
on obtient






x′′′(t) + · · ·
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(x(t), t)f(x(t), t) +
∂f
∂t
(x(t), t)) + · · ·
(5.12)






























)2f)(x(t), t) + · · ·
(5.13)
L’expression (5.12) donne la me´thode de Taylor d’ordre 2. L’expression (5.13)
donne l’expression d’ordre 3.





, on calcule successivement les ite´re´s










Me´thode 5.3 (Me´thode de Taylor d’ordre 3) Apre`s calcul pre´alable des
diffe´rentes de´rive´es partielles premie`res et secondes, on calcule successive-
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ment les ite´re´s































On le voit, la complexite´ de ces formules croˆıt tre`s rapidement. Pour pouvoir
appliquer ces me´thodes, il faudra donc passer au pre´alable par une e´tape
de de´rivation symbolique. Dans la pratique, les me´thodes de Taylor d’ordre
supe´rieur a` 1 sont tre`s peu utilise´es. Ceci dit, avec la venue de logiciels de cal-
cul symbolique, il n’est pas ininte´ressant de conside´rer ces me´thodes dans cer-
taines applications ou` la de´rivation symbolique est possible. Finalement, il est
e´galement possible d’analyser les conditions de stabilite´ de telles me´thodes.
Au fur et a` mesure que l’ordre du de´veloppement de Taylor conside´re´ aug-
mente, la re´gion de stabilite´ augmente e´galement. Il n’y a pas, ceci dit, de
diffe´rence drastique avec la me´thode d’Euler explicite.
5.2.3 La me´thode d’Euler implicite
On peut adapter la me´thode d’Euler dite explicite de fac¸on a` ce qu’elle
adopte un comportement beaucoup plus stable. Nous verrons plus tard qu’il
y a malheureusement un lourd couˆt a` payer au niveau du temps de calcul a`
effectuer a` chaque ite´ration. Souvenons-nous que pour de´terminer la me´thode
d’Euler explicite, nous avons simplement e´crit un de´veloppement de Taylor
autout du point t, pour en de´duire une expression de x(t + h). L’ide´e de la
me´thode d’Euler implicite est d’e´crire le de´veloppement en t+h plutoˆt qu’en
t. On a donc x(t) = x(t+ h)− hx′(t+ h) + · · · et de`s lors
x(t+ h) ≈ x(t) + hf(x(t+ h), t+ h). (5.14)
Le proble`me dans (5.14) est e´videmment que l’on ne connaˆıt pas f(x(t +
h), t+h) si on ne connaˆıt pas encore x(t+h). C’est la raison pour laquelle la
me´thode est qualifie´e d’implicite puisqu’il faudra re´soudre une e´quation non
line´aire a` chaque pas de temps.
Me´thode 5.4 (Me´thode d’Euler implicite) L’ite´re´ x¯i+1 est obtenu comme
e´tant une solution de l’e´quation
x¯i+1 = x¯i + hf(x¯i+1, ti+1).
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Exemple 5.6 Soit a` nouveau le proble`me
x′(t) = −x2(t) + t
x(0) = 2.
On conside`re une ite´ration de l’algorithme d’Euler implicite. On part de
x¯0 = 2 et on recherche x¯1 tel que
x¯0 = x¯1 − 0.3(−x¯21 + 0.3).
Dans ce cas-ci, on voit qu’il suffit de re´soudre l’e´quation non line´aire 0.3x¯21 +
x¯1 − 2.09 = 0. Deux solutions sont possibles, x¯1 = 1.254 ou x¯1 = −2.254.
En choisissant la solution la plus proche de x¯0, on obtient donc x¯1 = 1.254.
Cette fois, l’erreur n’est plus que de 0.03.
La me´thode semble donc eˆtre une bonne alternative. Malheureusement, la
re´solution d’une e´quation non line´aire a` chaque pas rend son utilisation im-
praticable. On peut malgre´ tout analyser la stabilite´ de la me´thode. Une
analyse similaire au cas de la me´thode d’Euler explicite nous me`ne a` la Pro-
position suivante que nous e´nonc¸ons sans de´monstration.
Proposition 5.4 La me´thode d’Euler implicite est stable si∣∣∣∣ 11− hJi
∣∣∣∣ < 1 pour tout i.
On voit, en particulier, que lorsque l’e´quation est stable (Ji < 0), la me´thode
est stable pour tout choix de pas h. La me´thode d’Euler implicite admet donc
des conditions de stabilite´ tre`s robustes. Pour des valeurs tre`s positives de
Ji, c’est-a`-dire pour un proble`me tre`s instable, il semblerait que la me´thode
d’Euler implicite soit e´galement stable. Ceci n’a e´videmment aucune valeur
car la stabilite´ apparente de la me´thode nume´rique n’aura rien a` voir avec la
solution analytique.
5.3 Me´thodes de Runge-Kutta
Les me´thodes de Runge-Kutta sont aux me´thodes de Taylor ce que la
me´thode de la se´cante est a` la me´thode de Newton dans le cadre de la
re´solution d’e´quations non line´aires. On se souvient que la me´thode de la
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se´cante approxime nume´riquement la de´rive´e ne´cessaire a` la me´thode de New-
ton. Dans le cadre d’e´quations diffe´rentielles ordinaires, nous avons vu que
les me´thodes de Taylor requie`rent une lourde phase de diffe´rentiation anay-
tique. Les me´thodes de Runge-Kutta vont remplacer cette partie par une
approximation nume´rique des diffe´rentes de´rive´es partielles.
Me´thode 5.5 (Runge-Kutta d’ordre 2) Les diffe´rents ite´re´s de la me´thode
de Runge-Kutta d’ordre 2 sont obtenus par le processus






f(x¯i + hf(x¯i, ti), ti+1) (5.15)
Explication: L’ide´e de la me´thode est que l’on va copier le plus possible
de termes du de´veloppement de Taylor de x(t + h) en utilisant le calcul
de f en deux points seulement, a` savoir F1 = f(x(t), t) et F2 = f(x(t) +
βhf(x(t), t), t + αh) ou` α et β sont inconnus. Ces deux points sont utilise´s
en e´crivant
x(t+ h) ≈ x(t) + w1hF1 + w2hF2 (5.16)
ou` w1 et w2 sont e´galement inconnus. La suite de cette “explication” est
donc de montrer qu’on peut de´terminer α, β, w1, w2 de manie`re a` ce que la
formule (5.16) se rapproche le plus possible du de´veloppement de Taylor de
x(t + h). Pour ce faire, nous allons tout d’abord faire un de´veloppement de
Taylor tronque´ a` l’ordre 1 de F2. On a
F2 = f(x(t) + βhf(x(t), t), t+ αh) (5.17)
≈ f(x(t), t) + βhf(x(t), t)∂f
∂x




Si on utilise (5.18) dans (5.15), on trouve l’approximation








Par aileurs, nous avons vu lors de l’exposition des me´thodes de Taylor, qu’une
expression d’ordre 2 de x(t+ h) est (5.12) a` savoir
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Si on compare (5.19) a` (5.20), on voit qu’il faut avoir












Remarquons que la me´thode propose´e n’est pas la seule qui pourrait don-
ner un ordre 2. On pourrait par exemple choisir pour satisfaire (5.21) α = β
et w1 = 1− 12α et w2 = 12α .
Dans la pratique, les me´thodes de Runge-Kutta d’ordre 2, bien que tre`s
simples a` mettre en oeuvre sont assez peu utilise´es car leur erreur n’est
que de O(h3). La me´thode de Runge-Kutta la plus utilise´e est celle d’ordre
4. De´terminer une telle formule est un travail tre`s fastidieux que nous ne
de´taillerons pas ici. Nous pre´sentons la formule de la me´thode sans l’expli-
quer.
Me´thode 5.6 (Runge-Kutta d’ordre 4) Les diffe´rents ite´re´s de la me´thode
de Runge-Kutta d’ordre 4 sont obtenus par le processus
x¯i+1 = x¯i +
1
6
(K1 +K2 +K3 +K4)
ou`
K1 = hf(x¯i, ti)














K4 = hf(x¯i +K3, ti + h).
Comme son nom l’indique, la me´thode de Runge-Kutta d’ordre 4 copie le
de´veloppement de Taylor jusqu’aux termes d’ordre 4. Le terme d’erreur est
donc en O(h5).
5.4 Me´thodes adaptatives
Comme on l’a vu pre´ce´demment, il est souvent difficile de de´terminer
le pas a` choisir pour assurer une stabilite´ de la me´thode nume´rique tout
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en conservant une quantite´ limite´e de calculs. En ge´ne´ral, on aimerait que
l’utilisateur puisse de´terminer une tole´rance ende´ans laquelle la solution doit
se trouver. Mais meˆme en ayant acce`s a` l’erreur locale commise par une
me´thode, il est souvent difficile de de´terminer le pas a` utiliser. Il se pourrait
qu’il soit ne´cessaire de choisir un pas tre`s petit sur certaines portions du
proble`me alors que l’on pourrait se contenter de pas plus grands sur d’autres
portions. Pour cette raison, plusieurs me´thodes de choix automatiques du
pas ont e´te´ imagine´es.
Pour comprendre le principe des me´thodes adaptatives parfois aussi ap-
pele´es de Runge-Kutta-Fehlberg, imaginons tout d’abord le principe suivant.
On conside`re la me´thode de Runge-Kutta d’ordre 4 avec un pas h. On peut
aussi conside´rer la meˆme me´thode avec un double pas de h/2. Si le pas h
est satisfaisant, la diffe´rence entre l’approximation obtenue avec un pas h ou
deux pas de h/2 sera tre`s faible. Dans ce cas, le pas h est suffisant. Dans
le cas contraire, il faudra re´duire le pas. Le proble`me de cette me´thode est
qu’elle ne´cessite quatre appels a` la fonction f pour le pas h et 7 autres appels
pour le double pas de h/2. Cela fait un total de 11 appels a` la fonction f
par ite´ration, ce qui peut s’ave´rer couˆteux en temps de calcul dans certaines
applications. Or, nous avons vu dans la section pre´ce´dente qu’il y a une cer-
taine flexibilite´ dans le choix des coefficients des me´thodes de Runge-Kutta.
L’ide´e est de chosir une me´thode de Runge-Kutta d’ordre 5 et une me´thode
d’ordre 4 qui partagent le plus possible d’e´valuations communes de f de fac¸on
a` minimiser la quantite´ de travail a` chaque ite´ration. L’avantage est de dis-
poser de deux e´valuations de x(t + h). En comparant les deux e´valuations,
nous pouvons ainsi de´cider si le pas h est adapte´ ou pas. La me´thode suivante
est un exemple courant de paire de me´thodes de Runge-Kutta donnant lieu
a` une me´thode adaptative.
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Me´thode 5.7 (Runge-Kutta-Fehlberg d’ordres 4 et 5)
K1 = hf(x¯i, ti)





























K5 = hf(x¯i +
439
216




K4, ti + h)
K6 = hf(x¯i − 8
27











On obtient deux approximations de x(t+ h), a` savoir
x¯
[4]





























qui sont respectivement une approximation d’ordre 4 et d’ordre 5 obtenues
a` l’aide de 6 e´valuations de fonction. La diffe´rence |x¯[5]i+1 − x¯[4]i+1| est une
estimation de l’erreur en ti+1.
La fonction ode45 de matlab est une me´thode de cette famille mais uti-
lisant une autre paire de me´thodes de Runge-Kutta d’ordre 4 et 5 : la paire
de Dormand-Prince. La fonction ode23 utilise la paire de Bogacki-Shampine
qui est une paire de me´thodes de Runge-Kutta d’ordre 2 et 3 respectivement,
mais partageant un certain nombre de points ou` la fonction est e´value´e.
5.5 Me´thodes a` pas lie´s
Jusqua` pre´sent, nous avons uniquement analyse´ des me´thodes a` pas se´pare´s.
Une me´thode est a` pas se´pare´s lorsque l’on se sert uniquement de l’intervalle
[t, t + h] et de l’expression de f dans celui-ci pour calculer la nouvelle va-
leur x(t + h). L’ide´e d’une me´thode a` pas lie´s est que l’on peut se servir de
la connaissance des points pre´ce´demment calcule´s afin d’avoir une meilleure
perception de la manie`re dont f se comporte et ceci sans devoir proce´der a`
une diffe´rentiation analytique qui s’ave´rerait trop lourde. La forme ge´ne´rique
d’une me´thode a` pas lie´s peut eˆtre formule´e comme suit.
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Me´thode 5.8 (Me´thode a` pas lie´s) Si on de´note par x¯i les diffe´rentes
approximations obtenues par la me´thode aux points ti, on calcule successive-
ment




Dans (5.22), on remarque que j peut prendre la valeur −1 ce qui correspond
a` conside´rer que pour obtenir la valeur x¯i+1, on se sert de la valeur x¯i+1. On
reconnaˆıt la` le principe d’une me´thode implicite. Si β−1 = 0, on ne se sert que
de points connus pour calculer la nouvelle valeur x¯i+1, il s’agit alors d’une
me´thode explicite.
Pour calculer les coefficients d’une formule de type (5.22), on doit e´valuer
l’inte´grale




En particulier, pour obtenir les coefficients de (5.22) dans le cas d’une me´thode
explicite, on peut e´crire le polynoˆme qui interpole les n+1 points obtenus lors
des ite´rations pre´ce´dentes (x¯i−n, f(x¯i−n, ti−n)), . . . , (x¯i, f(x¯i, ti)) et l’inte´grer
sur l’intervalle [ti, ti+1]. Nous donnons les me´thodes explicites et implicites
d’ordre 2 et 3 a` titre informatif. Remarquons que les me´thodes explicites a`
pas lie´s sont appele´es me´thodes d’Adams-Bashforth et les me´thodes implicites
me´thodes d’Adams-Moulton.
Me´thode 5.9 (Adams-Bashforth d’ordre 2)
x¯i+1 = x¯i +
h
2
(−f(x¯i−1, ti−1) + 3f(x¯i, ti))
Me´thode 5.10 (Adams-Bashforth d’ordre 3)
x¯i+1 = x¯i +
h
12
(5f(x¯i−2, ti−2)− 16f(x¯i−1, ti−1) + 23f(x¯i, ti))
Me´thode 5.11 (Adams-Moulton d’ordre 2)
x¯i+1 = x¯i +
h
2
(f(x¯i, ti) + f(x¯i+1, ti+1))
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Me´thode 5.12 (Adams-Moulton d’ordre 3)
x¯i+1 = x¯i +
h
2
(−f(x¯i−1, ti−1) + 8f(x¯i, ti) + 5f(x¯i+1, ti+1))
L’inte´reˆt des me´thodes a` pas lie´s est qu’elles n’utilisent qu’une seule e´valuation
de la fonction f a` chaque pas d’inte´gration. Cela peut s’ave´rer un gain
de temps conse´quent par rapport a` une me´thode de Runge-Kutta d’ordre
e´leve´ qui requiert un grand nombre d’e´valuations a` chaque pas, et ce, sur-
tout lorsque l’e´valuation de la fonction est assez couˆteuse. Dans le cadre des
me´thodes de Runge-Kutta, nous avons vu l’ame´lioration adaptative propose´e
par Fehlberg. Les me´thodes a` pas lie´s se preˆtent e´galement tre`s bien a` une
version adaptative ou pre´dicteur-correcteur.
La me´thode pre´dicteur-correcteur consiste a` utiliser une me´thode explicite
et implicite conjointement. On va ainsi se servir de l’approximation donne´e
par la me´thode explicite comme x¯i+1 dans la formule implicite. On e´vitera
ainsi la couˆteuse phase de re´solution d’une e´quation non line´aire. La version
adaptative consiste a` utiliser la diffe´rence entre la sortie de la formule explicite
et de la formule implicite pour savoir s’il faut conside´rer un changement de
la taille du pas.
Exemple 5.7 Soit le proble`me
x′(t) = −x2(t) + t
x(0) = 2.
On peut remarquer que les me´thodes d’Euler implicite et explicite sont en
re´alite´ les me´thodes a` pas lie´s d’ordre 1. Nous allons ici uniquement montrer
comment on peut, pour l’ordre 1, mettre en pratique la me´thode pre´dicteur-
correcteur. Rappelons les formules d’Euler explicite x¯i+1 = x¯i + hf(xi, ti)
et implicite x¯i+1 = x¯i + hf(x¯i+1, ti+1). Dans notre cas, et pour un pas de
0.3, on obtient le pre´dicteur donne´ par Euler explicite x¯i+1 := 2 − 1.2 =
0.8. Le correcteur est ensuite donne´ en utilisant la premie`re approximation
comme x¯i+1 = 2 + 0.3f(0.8, 0.3) = 2− 0.102 = 1.898. Remarquons qu’ici, vu
la diffe´rence entre les deux approximations obtenues, il serait judicieux de
re´duire le pas.
Remarquons qu’il est possible d’ite´rer plusieurs fois le processus pre´dicteur-
correcteur afin d’obtenir une approximation plus pre´cise. La pratique montre
cependant qu’une seule ite´ration suffit a` donner de tre`s bonnes approxima-
tions de la valeur re´elle.
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5.6 Syste`mes d’e´quations diffe´rentielles ordi-
naires
Un syste`me d’e´quations dffe´rentielles est tre`s similaire a` une e´quation




(t) = f(x(t), t) (5.23)
x(t0) = x0,
ou` f : Rn × R 7→ Rn et x0 ∈ Rn.
5.6.1 Syste`mes d’ordre supe´rieur a` un
Les syste`mes d’e´quations diffe´rentielles sont e´videmment les plus cou-
rants dans la pratique. Ils sont e´galement importants dans le cas scalaire car
ils permettent de re´soudre e´galement les e´quations d’ordre supe´rieur a` un.
Supposons en effet que l’on veuille re´soudre l’e´quation
x[n](t) = g(x(t), x′(t), . . . , x[n−1](t), t), (5.24)
avec des conditions initiales approprie´es et ou` g : Rn × R 7→ R. On peut
re´soudre ce proble`me en passant a` un syste`me d’e´quations du premier ordre.
En effet, on peut e´crire y0(t) := x(t), y1(t) := x
′(t), y2(t) := x′′(t), . . . De cette















g(y0, y1, . . . , yn−1, t)
 . (5.25)
Il s’agit cette fois d’un syste`me vectoriel du premier ordre ou` on peut voir
la fonction f : Rn+1 × R 7→ Rn+1 de (5.23) comme e´tant f(y0, . . . , yn, t) =
(y1, y2, . . . , yn, g(y0, y1, . . . , yn−1, t))T . On peut e´galement appliquer cette as-
tuce dans le cas de syste`mes d’e´quations d’ordre supe´rieur a` un. On voit
donc que le syste`me de premier ordre est le mode`le comple`tement ge´ne´ral
qui englobe les autres.
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5.6.2 Re´solution de syste`mes d’e´quations diffe´rentielles
La re´solution nume´rique de syste`mes vectoriels d’e´quations diffe´rentielles
ne comporte pas de diffe´rence majeure par rapport au cas scalaire, a` condition
de conside´rer toutes les me´thodes vues pre´ce´demment vectoriellement. A titre
d’exemple, nous passons en revue quatre me´thodes vues en de´but de chapitre
pour le cas scalaire. Il est aise´ de les adapter au cas vectoriel.
Me´thode 5.13 (Euler explicite)
x¯i+1 = x¯i + hf(x¯i, ti)
Me´thode 5.14 (Runge-Kutta vectoriel d’ordre 4)
x¯i+1 = x¯i +
1
6
(K1 +K2 +K3 +K4)
ou`
K1 = hf(x¯i, t)














K4 = hf(x¯i +K3, t+ h).
Me´thode 5.15 (Adams-Bashforth-Moulton vectoriel d’ordre 2) Les
me´thodes vectorielles d’Adams-Bashforth et d’Adams-Moulton sont respecti-
vement
x¯i+1 = x¯i +
h
2
(−f(x¯i−1, ti−1) + 3f(x¯i, ti))
x¯i+1 = x¯i +
h
2
(f(x¯i, ti) + f(x¯i+1, ti+1)).
5.6.3 Stabilite´ et e´quations diffe´rentielles raides
Lors de l’e´tude de la stabilite´ de la me´thode d’Euler, nous avons vu que le
choix du pas doit eˆtre choisi de manie`re judicieuse pour e´viter les proble`mes
d’instabilite´. C’est e´videmment le cas pour la plupart des me´thodes que
nous avons conside´re´es dans ce chapitre. Nous avons e´galement vu que la
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stabilite´ est essentiellement re´gie par la valeur de Ji =
∂f
∂x
. Il est possible
d’e´tendre cette analyse au cas d’un syste`me x′ = f(x, t). Dans ce cas-ci, ce
qui de´termine la stabilite´ du syste`me est le rayon spectral de sa matrice Jaco-
bienne J = ( ∂f
∂xi
). Si toutes les valeurs propres sont telles que leur partie re´elle
Re(λj(J)) < 0, on dit que le syste`me est stable. Similairement, les valeurs
propres de J en tout point vont permettre de de´terminer la taille requise
du pas de fac¸on a` avoir une me´thode nume´rique stable. Un cas pathologique
notoire arrive lorsque les diffe´rentes valeurs propres de la matrice Jacobienne
sont de modules tre`s diffe´rents. On parle dans ce cas d’un syste`me raide. Ce
genre de syste`mes s’ave`re particulie`rement de´licat a` re´soudre. L’e´tude de la
re´solution de proble`mes raides est un sujet en soi. On a de´ja` vu ne´anmoins que
certaines me´thodes, telle la me´thode d’Euler implicite, sont assez adapte´es
du fait de leur tre`s grande re´gion de stabilite´. Pour cloˆturer cette discussion
sur les proble`mes raides, nous allons l’illustrer par un exemple.
Exemple 5.8 Soit le syste`me
x′ = −20x− 19y x(0) = 2
y′ = −19x− 20y y(0) = 0.
On peut re´soudre analytiquement ce proble`me et voir que la solution peut
s’exprimer comme x(t) = e−39t + e−t et y(t) = e−39t − e−t. Quand t aug-
mente, la partie correspondant a` e−39t devient rapidement ne´gligeable et la
solution se rapproche de x(t) = −y(t) = e−t. Si on regarde la matrice Ja-





obtient naturellement les valeurs propres −39 et −1, correspondant aux deux
fonctions reconnues dans la forme analytique. Prenons a` pre´sent le cas de la
me´thode d’Euler explicite. Cette me´thode requiert que |hJi| < 2 pour garan-
tir sa stabilite´. Dans ce cas, on obtient donc respectivement que h < 2/39
ou h < 2. On en de´duit que c’est la partie la plus ne´gligeable du proble`me
(correspondant a` e−39t) qui impose que le pas choisi soit tre`s petit.
L’exemple illustre que dans des cas pathologiques, on peut eˆtre force´ de
devoir choisir un pas d’inte´gration ridiculement petit a` cause d’une valeur
propre de la Jacobienne trop ne´gative. Ceci peut ne pas eˆtre en ade´quation
avec la “physique” naturelle du phe´nome`ne.
