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Abstract: We present a method for recording in-line single-shot digital 
holograms based on the fractional Talbot effect. In our system, an image 
sensor records the interference between the light field scattered by the 
object and a properly codified parallel reference beam. A simple binary two-
dimensional periodic grating is used to codify the reference beam generating 
a periodic three-step phase distribution over the sensor plane by fractional 
Talbot effect. This provides a method to perform single-shot phase-shifting 
interferometry at frame rates only limited by the sensor capabilities. Our 
technique is well adapted for dynamic wavefront sensing applications. 
Images of the object are digitally reconstructed from the digital hologram. 
Both computer simulations and experimental results are presented. 
©2009 Optical Society of America 
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1. Introduction 
Digital holography has proved to be a useful technique to measure the complex amplitude 
distribution associated to diffracted light beams [1]. It derived from conventional holography 
but involves digital sampling and numerical processing of interference patterns [2,3]. Its 
success was made possible in part by taking advantage of the great progress in the fabrication 
of CCD and CMOS image sensors [4–6]. Among many others, current applications include 
three-dimensional (3D) imaging and microscopy [4–12], optical encryption [13-15], and 
pattern recognition [16–18]. 
In digital holography an image sensor records the interference pattern between the light 
beam scattered by the object under study and a reference beam. This interference pattern is 
processed in the computer to reconstruct an image of the diffracting object by simulating the 
reference and using a Fresnel propagation algorithm. The first and more direct approach to 
avoid spatial overlapping between holographic twin images and zero order is to use off-axis 
geometries to record the digital hologram [5,7,13]. However, the pixel size of actual digital 
cameras and the requirement to separate the different orders in the reconstruction window 
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with the proper carrier spatial frequency limit the maximum spatial frequency of the 
interference pattern and the size of the object to be reconstructed. Actually, it has been shown 
that the space-bandwidth product of in-line digital holographic systems is better in a factor of 
4 than that of off-axis configurations thus allowing for a larger effective field of view and a 
higher imaging resolution [19]. Therefore, phase-shifting in-line digital holography is an 
interesting alternative to exploit efficiently the limited spatial resolution of current digital 
sensors [6,9,14]. In this technique, several interferograms are recorded, each with a phase-
shifted version of the reference beam, and combined to obtain just the object wavefront. Four 
different interference patterns are usually combined although it has been proved that it is 
possible to get good results with just two [20]. Nevertheless, phase-shifting in-line methods 
imply more complex optical systems than off-axis techniques and require sequential 
acquisition. Therefore they are not well adapted to measure dynamic wavefronts. 
To allow time-resolved measurement, several single-shot phase-shifting techniques have 
been introduced [21–27]. The point is the simultaneous acquisition of several interferograms 
at the expense of a loss in the spatial resolution. In one approach, specific diffractive optical 
elements are designed to separate the different interferograms in different spatial regions of 
the image sensor [25]. Phase-shifting is performed through polarizing elements. This method 
has allowed developing dynamic wavefront analyzers. Another approach takes advantage of 
the periodic nature of sensor arrays [26–31]. In this case, spatial division-multiplexing is 
applied periodically and each phase-shifted interferogram is acquired by sampling the sensor 
array. However, the method requires using pixelated polarizer devices, such as retarder wave 
plates or linear polarizers, which are difficult to fabricate and hard to integrate with the CCD 
sensor, and may require relay optical systems introducing undesirable aberrations. 
Nevertheless, these methods have been used with success to record digital holograms using 
three and even two phase shifting steps [24–27]. Finally, other techniques have been proposed 
that are able to deal with vibrations and to work with moving objects based on computational 
post-processing [28] or for specific applications such as pattern recognition [29]. 
In this paper we present a new method for recording single-shot digital holograms based 
on the fractional Talbot effect. The Talbot effect or self-imaging phenomenon is observed 
when a grating is illuminated by a coherent light beam [30]. Under parallel illumination, 
replicas of the grating appear periodically at distances multiple of the Talbot distance. A 
superposition of shifted replicas of the grating but weighted by different phase factors, 
referred as Fresnel images, appear at fractions of the Talbot distance [30–36]. This property 
has been extensively used to develop efficient Talbot array illuminators or kinoform sampling 
filters [31–36]. The Talbot effect has been applied also to shearing interferometers for 
wavefront sensing [37,38]. Digital holography has been used to analyze the Talbot effect and 
its application to spectrometry [39]. In the course of submitting the manuscript we were made 
aware of a recent approach to perform parallel phase-shifting digital holography by using the 
self-imaging effect of a periodic phase mask located at the reference beam [40]. 
In our Talbot-based dynamic digital holography system, a conventional two-dimensional 
(2D) binary amplitude grating is used to codify the reference beam in an interferometer. This 
grating generates a periodic three-step phase distribution with uniform irradiance over the 
sensor plane by fractional Talbot effect. The sensor records only one interferogram between 
the Talbot codified reference beam and the light field scattered by the object. Different pixels 
of the sensor record the interferogram with different phase shifts, and the hologram is 
obtained by sampling and processing the pixelated phase-shifted interferogram. Therefore, our 
method is able to characterize dynamic wavefronts with a time resolution only limited by the 
acquisition time of the sensor. Compared with off-axis techniques, our optical setup is also 
very simple and compact but it does not require a tilted reference beam and allows an easy 
suppression of the zero and twin image terms. In contrast with other phase-shifting 
techniques, our system does not require special diffractive elements or complex pixelated 
polarization devices and, because of the reference amplitude modulation, it is easily adjustable 
to different wavelengths. Once the digital hologram has been generated, images of the object 
are digitally reconstructed. Both computer simulations and experimental results are presented. 
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In Section 2 we describe the basic principle of the method to perform single-shot digital 
holography. In Section 3 we report some computer simulations while experimental results are 
presented in Section 4. Finally, in Section 5 we discuss conclusions and future applications. 
2. Basic layout of the system for Talbot digital holography 
Our Talbot digital holographic system is based on a Mach-Zehnder interferometer with a 2D 
binary amplitude grating codifying the reference beam, as is shown in Fig. 1. In this optical 
setup, a laser beam is spatial filtered, collimated and divided by a beam splitter into an object 
path and a reference path in order to obtain two uniform plane waves travelling in different 
directions. After reflecting in a mirror, the object beam illuminates the input object, and the 
light scattered travels towards the CCD detector through a second beam splitter. The complex 
amplitude distribution, O(x,y,z), of the light field diffracted by the object at a location (x,y,z) is 
the superposition of the spherical waves emitted by different points of the input object. Let us 
write the complex amplitude in the plane of the CCD, located at z = 0, in the following form: 
 ( ) ( ) ( ),, ,0 , ,Oi x yOO x y A x y e
φ=   (1) 
where AO(x,y) and φO(x,y) denote the amplitude and phase of the diffracted light field. Our 
objective is to measure both parameters to be able to reconstruct the complex amplitude 
distribution O(x,y,z) at different distances z. 
 
Fig. 1. Optical system for recording digital holograms by fractional Talbot effect. 
The parallel reference beam, after being reflected by a mirror, is diffracted by a 2D binary 
amplitude grating (see Fig. 1). The diffracted light beam travels towards the sensor after 
reflecting in the second beam splitter. The system is aligned in such a way that the reference 
beam generates a plane wave traveling perpendicular to the sensor when the 2D grating is 
absent. The amplitude transmittance t(x,y) of the grating can be written as follows: 
 ( ) ( ) ( ) ( )
/2 1 /2 1
/2 /2
, = , ,
P P
c
j P k P




⊗ − − 
 
∑ ∑   (2) 
where tc(x,y) is the amplitude transmittance of the unit cell, ⊗  denotes convolution, d is the 
period of the array, P is the number of periods, δ(x) represents the Dirac delta function, and j 
and k are integer numbers. 
Since t(x,y) is a periodic function, the amplitude distribution associated with the grating 
produces self-images by free-space propagation, i.e., diffraction patterns that are a copy of the 
input distribution, but also Fresnel images, as is shown in Fig. 2. In each transversal 
dimension, the former diffraction patterns consist of the superposition of r phase-weighted 
copies of the input grating shifted by integer multiples of d/r. Under monochromatic 





z q z q
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where zt is the so-called Talbot distance, q is an integer, and n and m are natural numbers with 
no common factor (with n<m). The ratio n/m determines the amplitude distribution at the unit 
cell of a particular Fresnel image. Different values of q lead simply to different positions of 
the Fresnel image. The number of replicas, r, associated with the Fresnel image of index n/m 
is given by m/2 when m is even and by m when m is odd. By choosing the opening ratio of the 
grating in accordance with the index n/m of the Fresnel image it is possible to get a uniform 
irradiance distribution with a periodic multilevel phase at the output plane. 
 
Fig. 2. Schematic diagram of the phase distribution at the 1/4 fractional Talbot plane provided 
by an amplitude 2D grating, and the corresponding irradiance distribution at the 1/2 Talbot 
plane. The magnified unit cell shows the different phases obtained at the 1/4 Fresnel image. 
Several formulations have been proposed to evaluate the weighting phase factors of 
Fresnel images [30–36]. As we are interested in just three different phases at the output plane 
we restrict our analysis to the particular case n/m = 1/4 or 3/4. However other orders of the 
Fresnel image can be interesting to obtain more complex periodic phase distributions. For our 
case, the amplitude distribution generated by the reference beam at the output plane, at a 
distance given by Eq. (3), with n/m = 1/4 and q arbitrary, is: 
 ( ) ( ) 2A, ,0 = , , , , ,
2 2 2 2 2
d d d dR x y t x y i t x y i t x y i t x y      + + + + + + +      
      
  (4) 
where A is the constant amplitude of the reference beam just before the grating, assumed 
equal to unity in the analysis that follows. To get a Fresnel image with uniform irradiance, the 
amplitude transmittance, tc(x,y), of the unit cell of the grating in Eq. (2) should be given by 
 ( ), .
/ 2 / 2c
x y
t x y rect rect
d d
   =    
   
  (5) 
Therefore, we are able to obtain three different phase factors, 0, π/2 and π at the unit cell, 
distributed as is shown in Fig. 2, with uniform irradiance. 
For practical purposes, it is important to consider the effect of using a finite grating in Eq. 
(2) in order to achieve the amplitude distribution in Eq. (4). It has been shown that the number 
of periods P of the grating and the number of periods P’ of the Fresnel image must fulfill two 
restrictions, the first one to guarantee the proper profile of the Fresnel image and the second 
imposed by the paraxial approximation [41]. In our case, we must require 
 8 and ' 4 .n d nP P P q
m mλ
 >> + << + 
 
  (6) 
When the amplitude distribution generated by the object beam, O(x,y,0), in Eq. (1) 
interferes with that of the Talbot-codified reference beam R(x,y,0) in Eq. (4) we obtain a 
pixelated interferogram with different periodic phase shifts. Two approaches are now possible 
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to reconstruct the light field diffracted by the object. In the first approach, three 
interferograms with the same size of the original one, I(x,y,0), I(x,y,π/2), and I(x,y,π) are 
generated by extracting the values of the original interferogram periodically at locations with 
the same phase shift, and using linear interpolation to allocate the empty pixels. Interpolation 
is performed by averaging the values of adjacent pixels in a similar way as is done in Refs 
[24–26]. Note that the interpolation is more accurate for the interferogram with a π/2 shift, as 
we have information in two pixels of the unit cell. 
In this way, it can be shown that, the complex field generated by the object beam at the 
output plane, our digital hologram, can be written as 
 ( ) ( ) ( ) ( ) ( ) ( ){ }1, ,0 = , ,0 , , 2 , , / 2 , ,0 , , .4O x y I x y I x y i I x y I x y I x yπ π π− + − −    (7) 
This equation is directly obtained by expanding each interferogram in terms of the real and 
imaginary parts of the complex amplitude distribution associated to both the object and the 
reference patterns at the output plane and assuming a parallel reference beam. 
In the second approach, Eq. (7) is used to interpolate a single discrete value of the digital 
hologram O for each unit cell of the original interferogram. In this case, the final hologram is 
half the size of the previous one in each transversal dimension. We choose to use the first 
approach since it has been shown in other interferometry applications that it gives slightly 
better results than the second one [23]. 
The resulting complex digital hologram, O(x,y,0) allows us to reconstruct numerically the 
complex amplitude distribution, O(x,y,z), generated by the 3D object at plane located at a 
distance z from the sensor. The reconstruction can be obtained by computing a discrete 
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where F denotes the fast Fourier transform, (u,v) are discrete spatial frequency variables, 
(m,n) are discrete transversal spatial coordinates in both the CCD plane and the output plane, 
and Nx and Ny are the number of samples in the x and y directions. Note that negative values 
of z are to be considered to simulate backward propagation in Eq. (8). In this approach, the 
resolution at the output plane is the same for any propagation distance z, and is given by the 
resolution at the input plane, i.e., the size of the pixel (∆x,∆y) in the CCD sensor. 
3. Numerical simulations 
We performed numerical simulations of the Talbot digital holography system depicted in Fig. 
1 to validate our proposal. We assumed a parallel light beam with wavelength λ = 514.5 nm 
illuminating two 2D objects located at different distances from the CCD, z1 = 400 mm for the 
case of the object shown in Fig. 3(a) and z2 = 300 mm for the one in Fig. 3(b). A random 
phase mask was attached to the binary images to spread the diffraction patterns at the output 
plane. The CCD sensor is supposed to have Nx × Ny = 1024 × 1024 pixels with size ∆x = ∆y = 
9 µm. Following our reasoning in the previous section we simulate a binary amplitude grating 
(see Fig. 2) with an open ratio equal to 0.5 and a period d = 18 µm, double of the pixel size, in 
both dimensions located in the reference beam of the interferometer. By application of Eq. (3) 
we calculate the Talbot distance zt = 1.26 mm and the distance from the grating to the CCD to 
obtain the Fresnel image with q = 1 and n/m = 3/4, i.e., z´ = 2.20 mm. 
The diffraction pattern generated by both 2D objects at the output plane was evaluated by 
using the propagation transfer function method, and so was done to evaluate the Fresnel image 
generated by the grating. From the interference between these fields we generated three 
interpolated interferograms for each phase shift. The digital hologram was then evaluated by 
using Eq. (7) and, finally, we used Eq. (8) to reconstruct the objects at distances z1 and z2. 
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 Fig. 3. Pictures of the irradiance distribution associated to the input 2D objects located at the 
object beam of the optical system depicted in Fig. 3. Objects (a) and (b) are assumed to be at a 
distance z1 = 400mm and z2 = 300 mm from the CCD sensor, respectively. 
The results are shown in Fig. 4. Figure 4(a) shows the irradiance distribution associated to 
the interferogram at the output plane of the Talbot digital holography system in Fig. 1 
obtained by the interference between the Fresnel diffraction patterns of both 2D objects in Fig. 
3 and the Fresnel image of the grating. Figures 4 (b) and (c) are reconstructed images of the 
objects obtained by computing the inverse Fresnel diffraction pattern from the corresponding 
digital hologram. Note that the objects are clearly reconstructed. Small artifacts in these 
pictures are due basically to the random phase mask attached to the objects but also because 
of the interpolation procedure. 
4. Experimental results 
The Talbot digital holographic system in Fig. 1 was assembled in the laboratory to record the 
digital holograms of several 2D objects located at different distances. The light source is an 
Ar laser operating at 514.5 nm. The sensor is a monochrome CCD camera with 2024 × 2024 
pixels with size equal to 9 × 9 µm2. 
 
Fig. 4. Gray level pictures corresponding to the results of the numerical simulation: (a) Talbot 
interferogram at the output plane of the optical system in Fig. 1, (b) and (c) reconstructed 
images at two different distances from the resulting digital hologram. The Fresnel image 
projected onto the sensor plane corresponds to that obtained at a distance from the grating 
given by (1 + 3/4)zt. 
The amplitude mask at the reference beam is a 2D binary square grating with size 2 × 2 
cm2, period d = 144 µm and opening ratio 0.5, manufactured in our laboratory by laser 
photolithography on a chrome photomask. The photomask was a quartz substrate (size 2 × 2 × 
0.09 inch) coated with a low reflectivity chromium layer (thickness 120 nm) and S1805 
photoresist film (Shipley). The blank was irradiated by using a laser writing machine 
(Microtech, srl). The final mask was obtained by developing the photoresist with MF319 
developer (Shipley), etching the unprotected chromium, and cleaning the remaining 
photoresist. The Talbot distance for this grating is zt = 80.6 mm. Figure 5(a) shows a central 
region of the irradiance distribution of the first self-image of the grating recorded by the CCD. 
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The distance from the grating to the CCD was then adjusted to obtain a Fresnel image with q 
= 1 and n/m = 3/4. Figure 5(b) shows the irradiance distribution (approximately uniform) 
generated by the Fresnel image on the CCD while Fig. 5(c) is a gray level picture of the 
interference pattern generated when a parallel light beam is used as object beam in the 
interferometer. Note the periodic three-step phase distribution (with values 0, π/2 and π) 
associated to the Fresnel image. The requirements established in Eq. (6) to get high quality 
Fresnel images are fulfilled by using a parallel light beam with 15 mm diameter as. In this 
way, we illuminate around 100 periods of the grating. 
 
Fig. 5. Gray level pictures of a central region of the light distribution generated by the grating 
at the output plane of the system in Fig. 1: (a) Irradiance distribution of the first self image, 
(b) uniform irradiance distribution of the Fresnel image with z´ = (1 + 3/4)zt, (c) interference 
pattern between the same Fresnel image and a parallel object beam showing the periodic three-
step phase distribution. 
The objects positioned in the object beam were 2D transparencies with an approximate 
size of 1.3 × 1.3 cm2 located at different distances. The first transparency codifies the binary 
object shown in Fig. 3(a) and was located at a distance of 32 cm from the CCD. The second 
corresponds to the object in Fig. 3(b), at a distance of 37 cm, while the third object was a 
USAF resolution target located at 42 cm from the sensor. 
 
Fig. 6. Gray-level pictures of a partial region of the interference patterns generated at the output 
plane of the Talbot holography system in Fig. 1 for different 2D objects located at the object 
beam: (a) the object in Fig. 3(a) and (b) the object in Fig. 3(b). The grating located at the 
reference beam generates the Fresnel image corresponding to z´ = (1 + 3/4)zt. Note the 
pixelated structure. 
The interferogram between the object diffraction patterns and the Talbot codified 
reference beam was recorded with a single shot of the CCD. Figure 6 shows a central region 
of the result for the first two objects. It is possible to note the pixelated structure of the 
recorded interferogram because of the periodic structure of the Fresnel image. The digital 
hologram is then obtained by interpolation and applying Eq. (7). In our preliminary 
experiment, the period of the grating was chosen as large as 16 times the sensor pixel size to 
get an adequate value of the Talbot distance to locate the different optical elements in Fig. 1 
without difficulty, but also to improve the tolerance to transversal misalignments. In this way, 
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each square of constant phase in Fig. 6 has a size of 72 × 72 µm2, corresponding to 8 × 8 
pixels of the camera, and the resolution of our final hologram (with only 256 × 256 complex 
values) is 8 times lower than the maximum achievable. 
Once the digital holograms were recorded, images of the objects were reconstructed 
evaluating the Fresnel diffraction integral in the computer by using a fast Fourier transform 
algorithm. The results are shown in pictures (a), (b), and (c) in Fig. 7. These results confirm 
the feasibility and flexibility of our method. 
 
Fig. 7. Gray level pictures showing the result of the reconstruction of the different digital 
holograms recorded experimentally: (a), (b), and (c) show the reconstruction of the objects in 
Fig. 3(a), Fig. 3(b) and the USAF resolution target, respectively. 
5 Conclusions 
We have proposed a dynamic digital holography system based on a three-step phase shifting 
technique obtained by the fractional Talbot effect. The basic idea consists in using a 2D 
binary grating codifying the reference beam of a conventional Match-Zehnder interferometer. 
In this way, a periodic three-step phase distribution with uniform irradiance is generated by 
the reference beam over the sensor plane by fractional Talbot effect. The interference of this 
diffraction pattern with the light diffracted by an object allows measuring the Fresnel digital 
hologram of the object with one single shot of the light sensor. The light field diffracted by 
the object at different distances can then be reconstructed from the digital hologram. 
The proposed Talbot digital holography system has some limitations common to most 
dynamic or parallel holographic methods based on spatial division-multiplexing. As in 
previous proposals, the increase in time resolution is at the expense of a decrease in spatial 
resolution. However this is unavoidable to develop dynamic applications of digital 
holography. Also, as we use binary amplitude gratings, a fraction of light is lost by absorption 
in the mask. Nevertheless, as the grating is in the reference beam, this missing energy can be 
easily compensated. 
Conversely, our proposal has several advantages over previous systems. The optical setup 
is simple and compact, as in off-axis geometries, but it does not require using a tilted 
reference beam and allows one to suppress the zero order and the defocused twin image term 
efficiently with phase-shifting techniques. In contrast with other phase-shifting techniques we 
do not need special phase diffractive elements to make several copies of the object and 
reference beams. Neither we need complex pixelated polarization devices, which are difficult 
to build and hard to integrate with the CCD sensor. Our codifying mask is very simple and 
commercially available, as two conventional square 1D gratings can be combined in 
orthogonal directions to codify the reference beam. Alternatively, it can be easily fabricated 
by standard lithographic techniques as we did in our laboratory. Furthermore, because of the 
amplitude modulation, the mask is not sensitive to the wavelength. Therefore, under parallel 
illumination, we only need to shift axially the grating to obtain the same Fresnel image, and 
with the same scale, for different wavelengths. Moreover, Fresnel images are generated by 
free-space propagation avoiding the use of lenses that can introduce aberrations. 
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Simulations and experiments were performed with 2D objects but their extension to 3D 
scenes and/or microscopy is obvious and will be the subject of future work. Also, the results 
can be further improved by using codifying gratings with a smaller period and well adapted to 
the sensor pixel size. However, computer simulations and preliminary experimental results 
confirm the feasibility and flexibility of our method. 
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