Abstract-This letter addresses the impact of limited oscillator stability in bistatic and multistatic synthetic aperture radars (SARs). Oscillator noise deserves special attention in distributed SAR systems since there is no cancellation of lowfrequency phase errors as in a monostatic SAR, where the same oscillator signal is used for modulation and demodulation. It is shown that the uncompensated phase noise may cause a timevariant shift, spurious sidelobes, and a broadening of the impulse response, as well as a low-frequency phase modulation of the focused SAR signal. Quantitative estimates are derived analytically for each of these errors based on a system-theoretic model taking into account the second-order statistics of the oscillator phase noise.
I. INTRODUCTION

B
ISTATIC and multistatic synthetic aperture radar (SAR) systems operate with transmit and receive antennas that are mounted on different platforms [1] , [2] . Such a spatial separation has several operational advantages that will increase the capability, reliability, and flexibility of future spaceborne SAR missions [3] , [4] . Powerful applications of bistatic and multistatic satellite configurations include single-pass cross-track and along-track interferometry, high-resolution wide swath SAR imaging, bistatic imaging for improved scene classification, resolution enhancement, SAR tomography, and frequent monitoring [4] . However, the implementation of bistatic and multistatic SAR missions also raises a couple of new challenges like collision avoidance in close satellite formations, orbit design for the provision of appropriate baselines, increased susceptibility to ambiguities, and instrument synchronization [4] - [12] .
This letter addresses the impact of limited oscillator stability during bistatic and multistatic SAR data acquisitions. Oscillator errors deserve special attention in distributed SAR systems since there is no cancellation of low-frequency phase errors as in a monostatic SAR, where the same oscillator signal is used for modulation and demodulation [7] . For a quantitative investigation, we introduce in Section II a system-theoretic model that describes residual phase errors of ultrastable oscillators (USOs) in the framework of stochastic processes. In Section III, it is then shown that uncompensated phase noise may cause a timevariant shift, spurious sidelobes, and a broadening of the bistatic impulse response, as well as a low-frequency phase modulation of the focused SAR signal. The error for each contribution is derived analytically by an appropriately weighed integration of the power spectral density that models the second-order phase fluctuations of the independent USOs. The letter is concluded in Section IV with a discussion of potential synchronization strategies for bistatic and multistatic SAR systems.
II. MODELING OSCILLATOR PHASE ERRORS
Random phase noise is often modeled by a second-order stationary stochastic process, which is conveniently characterized in the Fourier frequency domain by its power spectral density S TS ϕ (f ), where S TS ϕ (f ) describes the two-sided spectral density of phase fluctuations in radians squared per hertz bandwidth at Fourier frequency f from the carrier [13] - [16] . Fig. 1 shows as an example a typical phase spectrum S TS ϕ (f ) of a USO with a frequency of f osc = 10 MHz.
The phase spectrum in Fig. 1 can analytically be expressed by a composite power law model [13] - [16] 
where the coefficients a to e describe contributions from: 1) random walk frequency noise; 2) frequency flicker noise; 3) white frequency noise; 4) flicker phase noise; and 5) white phase noise, respectively. 1 Instead of employing S TS ϕ (f ), it is often more convenient to use the one-sided power spectral density S ϕ (f ), which is related to S
for f > 0 and S ϕ (f ) = 0 for f < 0. Fig. 2 shows simulation examples of the predicted oscillator phase errors for a time interval of 1 min. Note that the contribution from a linear phase ramp corresponding to a frequency offset has been suppressed in the right image for better illustration.
Estimates of the bistatic phase errors in the RF band can be obtained by multiplying the realizations in Fig. 2 by √ 2m, where m = f 0 /f osc is the frequency up-conversion factor and f 0 is the radar carrier frequency (cf. illustration in Fig. 3 ). This phase scaling corresponds to a multiplication of the phase power spectral density S ϕ (f ) by 2m 2 , where we implicitly assume uncorrelated oscillators with equal S ϕ (f ) (cf. [15] ).
III. IMPACT OF PHASE ERRORS IN BISTATIC SAR
After bistatic SAR processing, oscillator phase errors manifest themselves as a deterioration of the impulse response function (IRF). Note that this deterioration will mainly impact the azimuth response due to the relatively higher quality of oscillator performance over shorter time scales. Typical disturbances are a time-variant shift of the main lobe, spurious sidelobes, and a broadening of the impulse response, as well as phase errors in the focused SAR signal [17] - [19] . Fig. 4 illustrates the impact of oscillator noise on azimuth focusing for a coherent integration time of T a = 2 s assuming an X-band sensor (no weighing has been used). It becomes evident that the oscillator phase noise may not only defocus the SAR image in the azimuth but also introduce significant positioning and phase errors along the scene extension. The following subsections derive analytic expressions for each of these errors.
A. Spurious Sidelobes
High-frequency phase noise will cause spurious sidelobes in the IRF. This deterioration can be characterized by an increase of the integrated sidelobe ratio (ISLR), which measures the energy in the impulse response sidelobes relative to the energy in the main lobe [20] . For an azimuth integration time T a , the deterioration of the ISLR may be approximated from the phase spectrum as [1] , [7] , [17] , [18] The factor 2 is due to the use of two independent oscillators, and the scaling factor in the parentheses is due to the multiplication of the oscillator frequency f osc with (f 0 /f osc ) to obtain the radar signal with center (carrier) frequency f 0 . The upper integration limit may be substituted by the inverse of the transmit pulse duration since higher frequency phase errors are averaged during range compression. Fig. 5 shows estimates of the ISLR for the phase spectrum given in Fig. 1 . A typical requirement for the maximum tolerable ISLR is −25 dB, which would enable a maximum coherent integration time T a of approximately 1 s in the X-band and 6 s in the L-band.
B. Main Lobe Dispersion
Quadratic phase errors cause a broadening of the azimuth response. An approximation of these errors may be derived by expanding the phase for each frequency component of the stochastic process in a second-order Taylor series [17] - [19] 3
3 This is the adapted formula from [17] , which overestimates the contributions for f > 0.2/Ta. A more accurate prediction can analytically be derived from a second-order least squares polynomial fit that approximates the realizations ϕ(t) by p(t) = a t 2 + b t + c within the time interval A typical requirement for quadratic phase errors is σ Q < π/4, which leads to a resolution loss of 3% in case of unweighed azimuth processing.
4 Fig. 6 shows estimates of the quadratic phase errors in the X-band and L-band for the phase spectrum S ϕ (f ) in Fig. 1 . In this example, a coherent integration time up to 2.5 s would still be tolerable in the X-band, ensuring good bistatic focusing of the impulse response.
C. Azimuth Displacement
Any difference between the oscillator frequencies will cause a shift of the bistatic impulse response in azimuth. Assuming a nonsquinted quasi-monostatic imaging geometry, the azimuth shift is given by
where v is the platform velocity, r 0 is the slant range, and (∆f/f osc ) is the relative frequency deviation between the two USOs. Note that a frequency deviation of only 1 Hz between two 10-MHz oscillators (corresponding to a relative frequency deviation of 10 −7 ) causes a constant azimuth shift of ∆x ≈ 1.7 km for v = 7 km/s and r 0 = 800 km. A coarse estimate of ∆f can be obtained from a spectral analysis of the demodulated azimuth signal (assuming a known Doppler centroid). A precise measurement of the azimuth displacement requires ground control points or an appropriate phase referencing system. A further opportunity arises in systems with simultaneous monostatic and bistatic SAR data acquisition (as, e.g., TanDEM-X [22] ), where it is possible to estimate ∆f via a coregistration between monostatic and bistatic SAR images. The variance of the remaining azimuth shift may then be derived from the spectral representation of the Allan variance with nonadjacent samples [14] as
where t is the time interval elapsed from the last reference point. As explained in [13] , the sinc(πT a f ) function is due to averaging over T a and the sin(2πf t)/ sin(πf t) function is due to the time delay t between the two "frequency" measurements. Fig. 7 shows the standard deviation of the predicted azimuth shift for the phase spectrum in Fig. 1 as a function of t. Note that the azimuth shift is independent of the wavelength but depends slightly on the coherent integration time.
D. Range Displacement
The range shift will be dominated by deviations between the pulse repetition frequencies (PRFs) of the transmitter and receiver. Since the PRF is usually derived from the local oscillator by appropriate frequency division, the shift in slant range may be expressed as ∆r(t) = c 0 ∆ft/2f osc , where we assume again a quasi monostatic imaging geometry. A frequency deviation of ∆f = 1 Hz between the two 10-MHz oscillators will hence cause a linear range drift of 15 m/s. From this, it becomes clear that already small frequency deviations between the two oscillators may cause rather large range shifts for long data acquisitions. As a first consequence, this will require an adaptation of the recording window to the transmit event, e.g., by periodic PRF synchronization using either a communication link [7] or GPS signals [5] , or, as an alternative, continuous recording. Precise range measurements will furthermore require an accurate time referencing between the transmitter and receiver. Possible solutions for precise time synchronization on a nanosecond level are discussed in [1] , [8] , [11] , and [12] . An alternative is the recourse to calibration targets on the ground. The residual range shift ∆r between such reference points can then be estimated from ∆r = (λ/4π)∆ϕ, where ∆ϕ corresponds to the residual bistatic phase error between the references. An estimate of ∆ϕ as a function of the distance between calibration targets will be provided in the next section.
E. Phase Errors of the Bistatic Impulse Response
For the estimation of the bistatic phase error ∆ϕ, we assume the availability of a regular grid of phase reference values separated by a (temporal) distance T c . Such references can, e.g., be obtained by a pulsed synchronization link (cf. TanDEM-X [22] ) or in an interferometric system via the availability of appropriate ground control points. The phase samples will then allow for the correction of low-frequency bistatic phase errors via sin(x)/x interpolation. 5 The variance of the residual bistatic phase errors between the phase references can be derived as follows.
We start with an analysis of the periodic phase synchronization prior to bistatic SAR processing. The typical RF phase error of the bistatic raw data is then given by a realization ϕ(t) of the stochastic process {2(f 0 /f osc ) 2 S ϕ (f )}. As shown in the first row of Fig. 8 , the realization ϕ(t) has in the frequency domain the corresponding spectrum Φ(f ). As a next step, we assume the availability of phase references separated by T c . These reference points can be regarded as samples of the bistatic RF phase error function ϕ(t). In the frequency domain, periodic sampling causes a repetition of the corresponding phase error spectrum Φ(f ). The samples are then interpolated by a sin(x)/x function that corresponds to an ideal low-pass filter with a cutoff frequency 1/(2T c ). As illustrated in Fig. 8 on the right, the remaining phase errors after synchronization can finally be computed in the frequency domain by subtracting the repeated and low-pass-filtered spectrum of the interpolated signal from the original spectrum Φ(f ) as
The phase errors after bistatic SAR processing can be estimated with sufficient accuracy by integrating the phase errors over a time interval T a . 6 This integration corresponds to a low-pass filter with a sin(πT a f )/(πT a f ) transfer function. The 5 The phase errors after linear interpolation between two reference points can be obtained by computing the interpolation error for each sinusoidal component individually. The variance of the total error is then given by
variance of the phase errors is then given by
where the first integral describes the high-frequency phase errors (contribution from the blue triangles in the lower right of Fig. 8 ) and the second integral corresponds to the lowfrequency phase errors caused by aliasing artifacts due the periodic repetition of the spectrum Φ(f ) (contribution from the green square in the lower right spectrum of Fig. 8 ). In case of a posteriori phase correction, i.e., a phase correction after bistatic SAR focusing, the residual phase errors can be estimated by substituting f with f + i/T c in the sin(πT a f )/(πT a f ) function on the second line of (7). Fig. 9 shows the standard deviation of the predicted residual phase error for the spectrum S ϕ (f ) in Fig. 1 as a function of T c . It becomes clear that this error will rapidly increase with increasing reference point separation T c . For example, a maximum tolerable phase error of 10
• would require a synchronization frequency of ca. 0.7 Hz in the X-band and 0.15 Hz in the L-band. Assuming a radar beam velocity of 7 km/s, this corresponds to a ground control point every 10 km in the X-band and every 50 km in the L-band. The phase errors in Fig. 9 can also be regarded as estimates of the interferometric phase errors arising in both TanDEM-like and Cartwheel-like satellite configurations, where the former combine one "errorfree" monostatic image with one "erroneous" bistatic image, and the latter use one common transmitter in combination with two independent receivers. Fig. 10 shows simulations of the bistatic impulse response without phase referencing (left) and with synchronization for T c = 10 s (middle) and T c = 1 s (right). Note that phase errors of 17.78
• and 0.33
• fit quite well with the analytic predictions in Fig. 9 , which have been obtained from (7).
IV. DISCUSSION
This letter analyzed the impact of oscillator phase noise in bistatic and multistatic SARs. Based on a second-order stochastic model, quantitative estimates have been derived for potential errors like a distortion of the bistatic SAR impulse response, azimuth and range displacements, as well as interferometric phase errors. The most demanding requirements arise from multistatic interferometry. For example, the generation of high-resolution digital elevation models (DEMs) will require precise relative phase knowledge in the order of a few degrees to avoid a low-frequency modulation of the DEM in azimuth [22] . Such errors require an appropriate phase referencing between the independent USOs. As can be seen from Fig. 9 , the required update frequency of an X-band interferometer is in the order of 1-10 Hz for the oscillator characterized in Fig. 1 . This requirement is reduced for longer wavelengths. 7 The integration and summation limits in (7) take into account that Sϕ(f ) has been defined as the one-sided spectral density of the phase fluctuations.
Possible solutions for phase referencing in an interferometric SAR are a direct exchange of radar pulses or a ping-pong interferometric mode in case of fully active systems, and an appropriate bidirectional phase synchronization link in case of semi-active constellations. Various implementations of a bidirectional synchronization link are analyzed in detail in a following letter [23] , taking into account additional phase errors from the synchronization hardware. An alternative to such relative phase referencing solutions is the use of oscillators with a significantly improved long-term frequency stability in combination with a sparse net of ground control points. For example, the space-qualified 5-MHz oscillators in [24] have a typical short-term stability of σ a (τ = 10 s) = 10 −13 , which would decrease the interferometric phase errors in Fig. 9 by two orders of magnitude.
