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Summary. Cause-effect relationships are typically evaluated by comparing the outcome re-
sponses to binary treatment values, representing cases and controls. However, in certain
applications, treatments of interest are continuous and high dimensional. For example, un-
derstanding the causal relationship between severity of radiation therapy, represented by a
high dimensional vector of radiation exposure values at different parts of the body, and post-
treatment side effects is a problem of clinical interest in oncology. In such circumstances,
a more appropriate strategy for making interpretable causal inferences is to reduce the di-
mension of the treatment. If individual elements of a high dimensional feature vector weakly
affect the outcome, but the overall relationship between the feature vector and the outcome is
strong, careless approaches to dimension reduction may not preserve this relationship. The
literature on sufficient dimension reduction considers strategies that avoid this issue. Para-
metric approaches to sufficient dimension reduction in regression problems were recently
generalized to semi-parametric models. Methods developed for regression problems do not
transfer in a straightforward way to causal inference due to complications arising from con-
founding. In this paper, we use semi-parametric inference theory for structural models to give
a general approach to causal sufficient dimension reduction of a high dimensional treatment.
Keywords: High Dimensional Treatments, Sufficient Dimension Reduction, Semi-Parametric
Statistics, Marginal Structural Models, Causal Inference
1. Introduction
In causal inference we are interested in finding the causal effect of a treatment on an
outcome in a randomized trial or an observation study. Typically, the received treatment
is represented by a binary random variable, where 1 corresponds to receiving the treatment
itself, and 0 corresponds to receiving a placebo. In some applications, treatments may take
on continuous values in R. For example, we might be interested in evaluating the effect of a
particular treatment dose on viral load. In such cases, in addition to contrasts of responses
to two specific doses, we may be interested in the entire dose-response relationship, and
choose to model it via a simple functional, for example a logarithmic or sigmoidal function.
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In other applications, we might be interested in treatments with values that lie in some
high dimensional space Rp.
An example of such a treatment is Magnetic Resonance Imaging (MRI) brain scans,
stored as two-dimensional arrays of pixels. Analyses of MRI brain scans help physicians
better predict early onset of neurodegenerative diseases such as Alzheimer disease, and
potentially better understand their causes [Johnson et al., 2012]. Another example of a
high dimensional treatment is radiation exposure in oncology. Radiation doses for each
organ or structure of clinical interest are stored as values in a three dimensional voxel
map. Of clinical interest in oncology is the effect of radiation therapy represented in
this way on tumor size or on post-treatment side effects. In neck and throat cancers, for
example, minor variations in dose and direction of radiation may result in similar tumor
reduction but vastly improved secondary outcomes, such as weight loss, or dysfunction
induced by radiation therapy, such as dysphasia or xerostomia [Robertson et al., 2015].
High dimensional treatments also naturally occur in natural language processing settings
where interest lies in causal analyses of high dimensional text data [Gentzkow et al., 2017].
High dimensional problems pose a particular challenge for data science due to sparse
sample sizes and the curse of dimensionality. However, it is frequently the case that a
high dimensional problem may be viewed without significant loss of generality via a lower
dimensional representation. In causal inference, the worry with reducing the dimension of
the treatment, is that individual elements of the high dimensional treatment may weakly
affect the outcome, but the overall relationship between the treatment and the outcome may
nevertheless be strong; hence, otherwise reasonable strategies such as Principal Component
Analysis that seek to find major axes of variation of the observed data distribution are not
guaranteed to maintain the relationship between the treatment and the outcome, which is
of primary interest. In this paper, we consider a particular type of dimension reduction
strategy called sufficient dimension reduction (SDR) [Li, 1991] which seeks to find a low
dimensional representation of the feature space that preserves a given relationship with the
outcome of interest.
Given an outcome variable Y and a p-dimensional covariate vector X, the goal of SDR
is to find a known function gX(.;β) parameterized by β with a much smaller range than
domain such that Y depends on X only through gX(X;β). Often this function is assumed
to be linear, in which case the goal is to find β ∈ Rp×d, where d < p, such that Y depends
on X only through XTβ. The set of matrices β such that the conditional distribution of
Y depends only on XTβ, i.e. F (y | X) = F (y | XTβ), where F (y | X) = Pr(Y ≤ y | X) is
called the central subspace, and is denoted by SY |X. If the conditional mean of Y depends
on X only through XTβ, i.e. E[Y | X] = E[Y | XTβ], the set of matrices β is called the
central mean subspace, and is denoted by SE[Y |X].
There exist a rich literature on how to derive the central (mean) subspace. Examples
include, but not limited to, sliced inverse regression [Li, 1991], sliced average variance
estimation [Cook and Weisberg, 1991], directional regression [Li and Wang, 2007], kernel
inverse regression [Zhu and Fang, 1996], average derivative estimation [Hardle and Stoker,
1989], nonlinear least squares [Ichimura, 1993], and principal Hessian directions [Cook
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and Li, 2002]. However, all these proposed solutions to SDR rely on strong parametric
assumptions that are unlikely to hold in practical applications, such as linearity condition
where E[X | XTβ] is a linear function of X, or cov(X | XTβ) being a constant rather than a
function of X. [Ma and Zhu, 2012] took a detour from the existing literature and introduced
a completely new approach to SDR by recasting the problem in terms of estimation in a
semi-parametric model. Crucially, this approach relies on far weaker assumptions than is
typical in SDR, and is thus much more generally applicable.
We are interested in applying SDR ideas to reducing the dimension of a treatment in
a way that preserves a causal rather than associational relationship with the outcome.
In addition, we are interested in doing so under the weakest possible assumptions, which
entails generalizing the semi-parametric approach in [Ma and Zhu, 2012]. In this paper,
we use semi-parametric inference theory developed for structural models [Robins, 1999] to
give what we believe is the first approach to causal SDR of a high dimensional treatment.
The paper is organized as follows. We review basics of causal and semi-parametric infer-
ence in Section 2, and sufficient dimension reduction in Section 3. In Section 4, we describe
our approach to semi-parametric causal SDR, and derive certain useful properties of our
semi-parametric estimators. In Section 5 we describe the estimation and implementation
strategy of our estimators in more detail, and report simulation study results in Section 6.
Our conclusions are in Section 7. We defer proofs of all claims to the Appendix.
2. Causal Inference
In causal inference, we seek to make inferences about the causal relationship of a treatment
variable A, and an outcome variable Y by means of potential outcomes Y (1) and Y (0)
representing a hypothetical randomized controlled trial where units are assigned randomly
to cases (corresponding to A = 1), or controls (corresponding to A = 0). A common
setting considers, in addition to A and Y , a vector of baseline variables C (the set of
covariates is divided into C and A), and an observed data distribution of the form p(Y |
A,C)p(A | C)p(C). The difficulty in this setting is that observed treatment assignments are
not necessarily properly randomized, but instead were given possibly biased assignments
depending on values of C, via the conditional distribution p(A | C). Under standard
assumptions of consistency, which relates observed and counterfactual versions of Y as
Y = Y (1)A + Y (0)(1 − A), and conditional ignorability which states that {Y (1), Y (0)}
is independent of A conditional on C, and positivity of p(A | C), any counterfactual
distribution p(Y (a)), for any value a of A is the following function of the observed data:∑
c p(Y | a, c)p(c).
Comparisons based on counterfactual distributions are often done on the mean differ-
ence scale. A common comparison is the average causal effect (ACE). Under the above
assumptions, the ACE is given as the following function of the observed data, called the
adjustment formula:
E[Y (1)]− E[Y (0)] = E[E[Y | A = 1,C]]− E[E[Y | A = 0,C]].
One common estimator of the ACE is based on inverse probability weighting (IPW),
4 R. Nabi and I. Shpitser
which seeks to compensate for a biased treatment assignment by reweighting observed
outcomes by the inverse of the normalized treatment assignment probability. For every
row j, this probability p(a | cj) is either known by design, or estimated via a statistical
model p(A | C;α). In the latter case, the estimator is
1
n
∑
j
(
I(A = 1)Yj
W1(cj ; αˆ)
− I(A = 0)Yj
W0(cj ; αˆ)
)
,
where I(.) is the indicator function, Wa(cj ; αˆ) = p(a | cj ; αˆ)/(
∑
j p(a | cj ; αˆ)), and αˆ is the
maximum likelihood estimate of α. In subsequent sections, we will consider a version of
this problem and this estimator where A is not a binary variable, but a high dimensional
vector.
2.1. Semi-Parametric Estimation of the ACE
A semi-parametric model is a set of densities p(Z; (β, η)), where β is a finite dimensional
set of target parameters, and η is an infinite dimensional set of nuisance parameters. A rich
theory of regular asymptotically linear (RAL) estimators, and their corresponding influence
functions (IFs) has been developed for semi-parametric models [Bang and Robins, 2005,
Tsiatis, 2006]. In particular, IFs for β are closely related to elements of the orthogonal
complement of the nuisance tangent space, Λ⊥η (within a particular Hilbert space). See the
Appendix for a brief review, and [Tsiatis, 2006] for more details. The counterfactual mean
E[Y (a)] = β(a) identified via the adjustment formula can be viewed as a target parameter
in a semi-parametric model, yielding the following IF [Bang and Robins, 2005]:
I(A = a)
p(A | C)
{
Y − E[Y | A,C]}+ E[Y | A = a,C]− β(a).
This immediately yields the following augmented IPW (AIPW) estimator for the ACE
β(1)− β(0):
1
n
∑
j
I(Aj = 1)
{
Yj − E[Y | Aj , cj ; ηˆy]
}
p(Aj = 1 | cj ; ηˆa) + E[Y | Aj = 1, cj ; ηˆy]
−I(Aj = 0)
{
Yj − E[Y | Aj , cj ; ηˆy]
}
p(Aj = 0 | cj ; ηˆa) − E[Y | Aj = 0, cj ; ηˆy],
where (ηˆa, ηˆy) are maximum likelihood estimates for nuisance models for p(A | C) and
E[Y | A,C]. This estimator exhibits the property of double robustness where the estimate
for β(1) − β(0) is consistent when either of the two models is correctly specified, even if
the other model is arbitrarily misspecified.
2.2. Marginal Structural Models
It is possible to generalize IPW estimators to settings with multiple treatments. For ex-
ample, assume we have A = (A1, . . . , Ak), and L = (L0, . . . , Lk−1) along with Y such that
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the variables obey a temporal ordering L0, A1, L1, . . . , Lk−1, Ak, Y . For every ai, define
a<i ≡ {a1, . . . , ai−1}, and L<i ≡ {L0, . . . , Li−1}. Assuming sequential ignorability holds,
such that E[Y (a)] = E[Y (a1, . . . , ak)] is identified via the g-computation algorithm [Robins,
1986]: ∑
L<k
E[Y | a1, . . . , ak, L0, . . . , Lk−1]
k−1∏
i=0
p(Li | L<i, a<i). (1)
The following IPW estimator of E[Y (a)] is consistent
1
n
∑
j
I(A = a)Yj
Wa(`j ; ηˆa)
; Wa(`j ; ηˆa) =
∏k
i=1 p(a
i | `<ij , a<i; ηˆai)∑
j
∏k
i=1 p(a
i | `<ij , a<i; ηˆai)
,
assuming models for p(Ai | L<i, A<i), i = 1, . . . , k are all correctly specified.
The difficulty with this estimator in practice is that even for a moderately sized set A, the
amount of observed data rows for any particular value assignment a is small or zero. The way to
“rescue” IPW approaches here is to borrow strength across observed realizations of A by positing
a marginal structural model (MSM), or a causal regression. A simple version of such a model takes
the form E[Y (a)] = f(a;β), for some finite β. A marginal structural model is not an ordinary
regression, since E[Y (a)] is equal to (1) and not equal to E[Y |a]. Given such a model, inferences
about E[Y (a)] reduce to inferences about β. One approach to estimating β here is to solve a modified
set of estimating equations for regression problems appropriately reweighted by Wa(L; ηˆa):
0 = E
[
p∗(a){Y − f(a;β)}
Wa(L; ηˆa)
]
=
∑
j
p∗(a){Yj − f(a;β)}
Wa(`j ; ηˆa)
, (2)
where p∗(a) is a fixed density with the same support as p(a).
3. Sufficient Dimension Reduction
3.1. Sliced Inverse Regression
In a seminal paper, Li [1991] proposed the sliced inverse regression (SIR) algorithm, as an elegant
approach to SDR . He considered the inverse regression curve E[X | Y ] to derive the basis for
SE[Y |X]. E[X | Y ] is a p−dimensional curve in Rp. Under a certain distributional assumption,
known as the linearity condition, this curve lies on a d−dimensional subspace, where d is the
dimension of SE[Y |X]. The linearity condition is satisfied when the distribution of X is elliptically
symmetric (e.g., the normal distribution). Li showed that under this condition, the eigenvectors
associated with the d largest eigenvalues of Cov(E[X | Y ]), after centralizing X, span the central
mean subspace.
Other parametric approaches have been proposed for improving SIR, such as sliced variance
estimation [Cook and Weisberg, 1991], or directional regression [Li and Wang, 2007]. However,
these algorithms are accompanied with more unrealistic parametric assumptions that restrict their
use in practice. [Ma and Zhu, 2012] introduced a general class of estimating equations for SDR that
does not rely on parametric assumptions. They illustrated how previously proposed parametric
algorithms are special cases of their semi-parametric approach. In the remainder of the paper, we
focus on describing existing semi-parametric methods for deriving the central mean subspace, and
deriving the causal generalization of these methods.
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3.2. Semi-parametric Approach to SDR For The Conditional Mean
The conditional mean model in sufficient dimension reduction should satisfy E[Y |x] = E[Y | xTβ].
This condition is sometimes written as Y = `(xTβ) + , where `(xTβ) = E[xTβ], is an unspecified
smooth function, and E[ | x] = 0, while the distribution p( | x) being otherwise unrestricted.
In this semi-parametric model, β are the target parameters, and the infinite dimensional set of
parameters for p( | x) are nuisance.
[Ma and Zhu, 2012] derived the orthocomplement of the nuisance tangent space for this model
as:
Λ⊥η =
{(
Y − E[Y | xTβ])(α(x)− E[α(x) | xTβ])∣∣α(x) is any function of x}. (3)
A well-known property of semi-parametric models is that all elements of Λ⊥η are mean 0 under the
true distribution. As a consequence, for an arbitrary element in Λ⊥η denoted by U(β), a consistent
estimator of β solves the estimating equation
E[U(β)] = E
[(
Y − E[Y | xTβ])(α(x)− E[α(x) | xTβ])] = 0. (4)
The estimator in (4) is doubly robust under any choice of models for E[Y | xTβ] and E[α(x) |
xTβ], meaning that the estimator remains consistent if either of these two models is correctly
specified [Ma and Zhu, 2012].
4. Causal SDR
In causal inference with high dimensional treatments, what we are interested in is reducing the
dimension of A such that the causal effect of A on Y is preserved. Let gA(a;β), be a function
parameterized by β that takes values in Rp and map them to values in Rd, d < p. We want to
reduce the dimension of A in such a way that the counterfactual response E[Y (a)] only depends on A
via gA(a). Specifically, we assume that if E[Y (a)] is identified, that is if E[Y (a)] is a mapping f from
values a of A to functionals ha(p(V)) of the observed data distribution, then f(a) = f(gA(a;β)).
The methodology proposed in this paper does not depend on the choice of gA(.;β) or ha(p(V)),
although we fix a particular gA(.;β) in our simulation studies below, and assume for a given a that
ha(p(V)) = E[E[Y | A = a,C]].
4.1. A Semi-Parametric View of Causal SDR
The estimation procedure for MSMs shown in (2) can be viewed as a standard set of estimating
equations for a regression model relating treatments and outcome, but applied to observed data
readjusted via inverse weighting in such a way that treatment variables appear randomly assigned.
That is, MSM are regressions applied to a version of observed data in such a way that regression
parameters can be interpreted causally.
A key observation is that unlike other estimating equations that solve for β by maximizing
the feature outcome relationship, the equation in (4) fits β to maintain the identity E[Y |X] =
E[Y |gX(X;β)], for some gX(.;β). As a consequence, semi-parametric causal SDR can be viewed
as an MSM version of this regression problem, which seeks to find β which maintains the following
identity
E[E[Y |a,C]] = E[E[Y |gA(a;β),C]], (5)
Semi-parametric Causal SDR 7
where the outer expectation is with respect to the density p(C).
The use of notation X in SDR and (A,C) in causal SDR might be confusing to some readers. In
regression SDR, X denotes the entire feature set while in causal SDR, we can think of the treatment
A and confounder set C together as X. The task in causal SDR is not maintaining the regression
relationship between all features and the outcome by assuming E[Y |A,C] = E[Y |gA(A;β),C], but
to preserve the cause-effect relationship between the treatment and outcome on the mean scale, i.e.
(5).
Note that in a conditional ignorable causal model, intervention on treatment A corresponds to
dropping the p(A|C) term from the observed joint density which is called truncated factorization
by [Pearl, 2000]. Let q(Y,A,C) ≡ p(Y |A,C) p∗(A) p(C), where p∗(A) is any density with the same
support as p(A), then (5) can be rewritten as
Eq[Y |a] = Eq[Y |gA(a;β)], (6)
where Eq is the expectation taken with respect to the density q(Y,A,C) defined above, and
q(Y |A) = ∑C p(Y |A,C) p(C) by definition.
Equations (5) and (6) are equivalent forms of our objective in the causal SDR problem where the
MSM model for E[Y (a)] = Eq[Y |a], is assumed to be a function of the high dimensional treatment
intervention a only through its lower dimension representation gA(a;β). We now describe two
approaches to estimating β that maintains the required property, based on combining estimation
theory of MSMs [Robins, 1999] and the semi-parametric SDR method in [Ma and Zhu, 2012].
4.1.1. Inverse Probability Weighted SDR for the Counterfactual Mean
Let `(gA(A;β)) := Eq[Y | gA(A;β)] and ν(gA(A;β)) := Eq[α(A) | gA(A;β)] be two unspecified
smooth functions of gA(A;β). A simple estimation strategy for β based on generalizing (2), entails
solving
E
[
p∗(a)
p(a | C) U˜(β)
]
= 0, (7)
where U˜(β) = {Y − `(gA(a;β))} {α(A)− ν(gA(a;β))}, p∗(a) is a known density of a, and p(A | C)
is a correctly specified statistical model which governs how the treatment A is assigned based on
baseline characteristics C. The above estimation equation may be solved using observed data by
evaluating the expectation empirically.
Corollary 1. An estimator for β which solves (7) under the correct specification of p(A |
C), and either one of `(gA(A;β)) = Eq[Y | gA(A;β)] or ν(gA(A;β)) = Eq[α(A) | gA(A;β)], is
consistent.
4.1.2. A General Semi-Parametric Approach to Causal SDR for the Counterfactual Mean
A general approach for deriving RAL estimators of β is based on deriving Λ˜⊥η , the orthocomplement
of the nuisance tangent space of a semi-parametric model that enforces the constraint (5), but
places no other restrictions on the observed data distribution. One approach is to derive this space
explicitly, as was done in [Ma and Zhu, 2012]. An alternative is to take advantage of general theory
relating orthogonal complements of regression problems, and orthogonal complements of “causal
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regression problems,” or MSMs, developed by Robins [1999]. The following results take advantage
of this theory.
Our running assumption for these results is a causal model where the appropriate compositional
counterfactual exists, and is identified as E[Y (a)] = E[Y (gA(a;β
∗))] = E[E[Y |a,C]]. This causal
model induces a semi-parametric modelM on the observed data distribution p(Y,A,C;β∗, η) with
the constraint E[E[Y |a,C]] = E[E[Y |gA(a;β∗),C]].
Proposition 1. The orthogonal complement of the nuisance tangent space Λ˜⊥η for M contains
elements of the form U˜(β)/Wa(C) − φ(A,C) + E[φ(A,C) | C], where φ(A,C) is an arbitrary
function of A and C, Wa(C) is the usual IPW weight p(a|C)/p∗(a) for a fixed p∗(a), and U˜(β)
is of the form given in Section 4.1.1. Moreover, the most efficient estimator in this class, for any
fixed α(a), is recovered by setting φopt(A,C) = E[U˜(β)/Wa(C)|A,C].
A generalization of this result also exists for arbitrary MSMs with multiple treatments and
time-varying confounders, as described in section 2.2 [Robins, 1999]. However, we do not pursue
this further in the interests of space.
Corollary 2. For a fixed choice of α(A) and p∗(A), the element U˜(β∗) ∈ Λ˜⊥η for M corre-
sponding to the optimal choice of φ(A,C) has the form.
p∗(A)
p(A | C) U˜(β)−
p∗(A)
p(A | C)E
[
U˜(β)
∣∣∣A,C]+ Eq [E [U˜(β)∣∣∣A,C]∣∣∣C] , (8)
where Eq[.] is the expectation taken with respect to the density q(Y,A,C) ≡ p(Y |A,C) p∗(A) p(C).
4.1.3. Robustness Properties
Just as Λ⊥η in (3) ensured double robustness of U(β) for semi-parametric SDR, we now show that
the structure of Λ˜⊥η yields additional robustness properties.
Proposition 2. The estimator for β based on (9) is consistent if one of
{
p(A | C), E[U˜(β) |
A,C]
}
, and one of
{
`(gA(A;β)) = Eq[Y | gA(A;β)], ν(gA(A;β)) = Eq[α(A) | gA(A;β)]} is correctly
specified.
This result implies (9) yields a kind of “2 × 2” robustness property. In practice, since we will
be dealing with high dimensional problems, correct specification of models is difficult to ensure.
However, robustness properties of semi-parametric estimators also implies that in regions where
sufficient subset of models are approximately correct, the overall bias remains small.
Note that if p(A | C) and one of the models in U˜(β) is correctly specified, the AIPW estimator
using (9) remains consistent for any choice of E[U˜(β) | A,C]. One promising direction of future
work is to consider cases where p(A | C) and U˜(β) is known, and search for E[U˜(β) | A,C] which
yields good properties of the overall estimator. This use of the AIPW estimator is similar to that
in recent work on randomized trial data, where p(A | C) = p(A) is known by design.
5. Estimation and Implementation
In order to estimate the parameters β in 6, we need to solve the estimating equation E[U˜(β∗)] = 0,
where U˜(β∗) is given in (9). Note that for any U˜(β) of the form given in Section 4.1.1, Proposition
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1, provides the class of all RAL estimators of β∗, which parameterizes the causal central mean
subspace in an MSM model, along with the most efficient estimator in this class. Under the
general form of U˜(β) = {Y − `(gA(A;β))}{α(A)− ν(gA(A;β))}, the term E[U˜(β) | A,C] in U˜(β∗)
equals
{
E[Y | A,C] − `(gA(A;β))
}{
α(A) − ν(gA(A;β))
}
. Hence, in the expression in 9, four
different models are involved in estimating U˜(β∗), namely (1) `(gA(A;β)) = Eq[Y | gA(A;β)], (2)
ν(gA(A;β)) = Eq[α(A) | gA(A;β)], (3) p(A | C), and (4) E[Y | A,C] = Eq[Y | A,C]. Note that
the last term in (9) is equal to EaE[U(β) | A,C]], where Ea[.] is the expectation with respect to a
known distribution p∗(A), which can be evaluated empirically without additional modeling.
For a pre-specified functional form of `(gA(A;β)), we need to fit three different nuisance models.
Given models ν(g(A;β); ην), p(A|C; ηa), and E[Y |A,C; ηy] for ν(gA(A;β)), p(A|C), and E[Y |A,C],
respectively, it can be shown that if n
1
4+(ηˆ − η0) is bounded in probability for some  > 0, then
the estimating equation E[U˜(β∗); η̂] yields an estimate of β with the same asymptotic properties as
if the nuisance models were known. Here η = {ην , ηa, ηy}, and η̂, η0 denote the estimated and the
true parameters of the nuisance models, respectively.
Theorem 1. Let φ0 denote the influence function of the estimator β obtained from the es-
timating equation E[U˜(β∗, η0)] = 0. If n
1
4+(ηˆ − η0) is bounded in probability for some  > 0,
then the influence function corresponding to the estimator β̂ obtained from the estimating equation
E[U˜(β∗, η̂)] = 0 is the same as φ0. In other words, β̂ follows the same asymptotic properties as if
we knew the true nuisance models.
Note that the condition for the rate of convergence of nuisance models in Theorem 1 is a sufficient
condition and is potentially too conservative. In practice, we might be able to use models with the
slower convergence rates, see [Fisher and Kennedy, 2018] for more details. [Stone, 1982] provides a
detailed analysis of the convergence rates of non-parametric models.
5.1. Implementation
In this section, we describe in detail our procedure for estimating β by solving the empirical version
of the estimating equation E[U˜(β∗)] = 0, where U˜(β∗) is given in (9). In what follows, we assume
the structural dimension d, i.e. the cardinality of the range of gA(;β), is known; see Section 5.1.2
for a discussion of methods for choosing the structural dimension when it is not known a priori.
Let A ∈ Rp, β ∈ Rp×d, C be the baseline vector, and Y be the outcome of interest. For a given
choice of p∗(A) and α(A):
(a) First estimate η̂a and η̂y in p(A | C; ηa) and E[Y |A,C; ηy] by maximum likelihood or non-
parametric methods. These two models do not depend on β and are not updated within the
iterations below.
(b) Pick starting values β(1).
(c) At the jth iteration, given a fixed β(j), estimate the following models: ̂`(gA(A;β(j))) and
ν̂(gA(A;β
(j))). Let
Uq(β(j)) =
{
Y − ̂`(gA(A;β(j)))}{α(A)− ν̂(gA(A;β(j)))}.
(d) Let
E[Uq(β(j)) | A,C] = {E[Y |A,C; η̂y]− ̂`(gA(A;β(j)))}{α(A)− ν̂(gA(A;β(j)))}.
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(e) Form the sample version of E[U˜(β∗)]:
ζ(β(j)) = Pn
[
p∗(A)
p(A | C; η̂a)
{
Uq(β(j))− E[Uq(β(j))∣∣A,C]}
+ Eq
[
E
[
Uq(β(j))
∣∣A,C]∣∣∣C]]
where Pn[.] := 1n
∑n
i=1[.]i.
(f) Calculate the first and second derivatives of ∂{||ζ(β)||2}/∂{vec(β)} numerically and evaluate
them at β(j), and use the Newton-Raphson update rule to update β(j).
(g) Repeat steps (b) through (f) until convergence.
Implementing estimating equations (7) follows a similar set of steps, except all steps pertaining
to second and third terms of (9) are skipped.
Note that in step (d) of the above implementation, we need to specify individual models for
`(gA(A;β)) = Eq[Y | gA(A;β)] and E[Y | A,C] = Eq[Y | A,C]. However, due to variation
dependence of these models, it may be difficult to fit these two models in a congenial way in
general. We provide an alternative approach in the following section.
5.1.1. Estimation Of An “Inverted” Structural Nested Mean Model
In order to deal with the issue of congeniality, we may opt to specify Eq[Y | gA(A;β)] and
f˜(A,C, β) = Eq[Y | A,C] − Eq[Y | gA(A;β)], which yield a variationally independent specifi-
cation of Eq[Y | gA(A;β)] and Eq[Y | A,C] = Eq[Y | gA(A;β)] + f˜(A,C, β). Consequently, the
four variationally independent models we need to specify are: (1) `(gA(A;β)), (2) ν(gA(A;β)), (3)
p(A | C), and (4) f˜(A,C, β). The last term in (9) can be evaluated empirically without additional
modeling. In addition, we need to specify one more nuisance model to estimate f˜ , which we describe
below.
We fit f˜ using ideas from the theory of structural nested mean models (SNMMs) in [Vansteelandt
and Joffe, 2014, Robins, 1999]. Unlike MSMs, which are regression models for causal relationships,
SNMMs directly model the so called “blip effects,” namely counterfactual differences between the
response to a particular treatment, and a response to a reference treatment, given a particular
observed trajectory. For a single treatment, this difference simplifies to γ(A,C;ψ) = E[Y (A)|A,C]−
E[Y (0)|A,C]. Let Usn(ψ) ≡ Y − γ(A,C;ψ). Then E[Usn(ψ)|A,C] = E[Y (0)|A,C] = E[Y (0)|C] =
E[Usn(ψ)|C] (by conditional ignorability). Then the following are consistent estimating equations
for parameters ψ
E[{d(A,C)− E[d(A,C)|C]}{Usn(ψ)− E[Usn(ψ)|C]}] = 0,
where d(A,C) is a function of the same size as ψ [Vansteelandt and Joffe, 2014].
Assuming f˜ is parameterized by ψ, we now show that estimating ψ can be viewed as an esti-
mation problem for a kind of “inverted SNMM.”
Proposition 3. Let Udim(ψ) = Y − f˜(A,C, β;ψ), and fix any d(A,C). If either E[d(A,C) |
gA(A;β)] or E[Udim(ψ) | gA(A;β)] are correctly specified, the following estimating equations yield
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a consistent estimator of ψ
E
[{
d(A,C)− E[d(A,C) | gA(A;β)]
}
×
{
Udim(ψ)− E[Udim(ψ) | gA(A;β)]
}]
= 0.
For the purposes of robustness, specifying both E[f˜ | gA(A;β)] and E[Udim(ψ) | gA(A;β)]
correctly is part of the correct specification of E[U(β) | A,C], given the type of estimation strategy
we use.
The implementation provided in Section 5.1 can be modified to take advantage of modeling
congenial models. Right before step (d), we need to estimate
̂˜
f (j)(A,C, β(j); ψ̂) using Proposition
3, and modify step (d) by letting E[Uq(β(j)) | A,C] = ̂˜f (j) {α(A)− ν̂(gA(A;β(j)))}. However, the
overall procedure becomes quite computationally intensive.
5.1.2. Choosing The Structural Dimension For Causal SDR
So far, we assumed the structural dimension was known a priori. Choosing the correct dimension
if it is not known is not straightforward, and incorrect choices may greatly affect performance. We
adapt the technique in [Ma and Zhu, 2012] used to select the structural dimension in regression SDR
to causal SDR. Specifically, we utilize a resampling procedure to select the structural dimension.
This procedure was originally described by [Dong and Li, 2010] and adapts the idea of [Ye and
Weiss, 2003]. We consider a family of functions g1A(.;β
1), . . . , gmA (.;β
m) with different structural
dimensions, and use cross-validation procedure we describe below to pick the best dimension.
Let β̂ρ be the estimate of β from the original sample for the ρth working dimension, where
ρ = 1, . . . , p− 1, and let β̂ρ,b be the estimate of β from the bth bootstrap sample, for b = 1, . . . , B.
The structural dimension can be estimated by finding the dimension ρ to be the cardinality of the
range of the function
g∗A = arg max
giA
1
B
B∑
b=1
r2(giA(A; β̂ρ), g
i
A(A; β̂ρ,b)),
where r2(u, v) = k−1
∑k
i=1 λi and λis are the non-zero eigenvalues of
{var(u, v)}−1/2 cov(u, v) {var(v)}−1 cov(v, u) {var(u)}−1/2.
This procedure uses resampling to choose β to maximize variability of the reduced set of features
given by giA(.;β
i) where giA(.;β
i) is chosen in a way that aims to preserve the causal regression
relationship between A and the mean of Y . Exploring other alternatives for choosing the structural
dimension is an interesting area for future work.
6. Simulation Study
Causal SDR cannot be performed via standard methods such as PCA, because they do not take
the feature/outcome relationship into account, nor by standard SDR methods, because they do not
take the confounding issue into account. In this section, we demonstrate our methods for causal
SDR, via simulation studies, and compare them with regression SDR and PCA methods. We also
illustrate the consistency of our estimators and illustrate the procedure for selecting the structural
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dimension. To provide continuity with previous work, our study is similar to that described in [Ma
and Zhu, 2012].
We performed 50 replications with fixed sample sizes, where true E[Y (gA(a))] is an object of
dimension d = 2, and the observed data distribution p(Y,A,C) was set as follows. We fixed the
dimension of the baseline factors C to be 4 and the observed treatment dimension p to be 6 and
12. We generated C from a standard multivariate normal distribution.
We considered two cases for the treatment vector, one where the linearity and the constant
covariance conditions in regular SDR are violated and one where these assumptions are satisfied.
Case 1. We generated (A1, A2)
T (when p = 6) and (A1, A2, A7:12)
T (when p = 12) from a
multivariate normal distribution where the mean of each component is given as: µ1 =
∑
i Ci,
µ2 =
∑
i(−1)iCi, µ7 = C1, µ8 = C2, µ9 = C3, µ10 = −C1 + C2, µ11 = −C2 + C3, µ12 =
−C3 + C4, and the covariance matrix is (σij)(p−4)×(p−4) where σij = 0.5|i−j|. We generated
A3 from a normal distribution with mean |A1 + A2| and variance |A1|. A4 has a normal
distribution with mean |A1 + A2|1/2 and variance |A2|. A5 and A6 were generated from
Bernoulli distributions with success probabilities exp(A2)/{1 + exp(A2)}, and Φ(A2) where
Φ(.) denotes the standard normal cumulative distribution, respectively.
Case 2. The treatment vector is generated from a multivariate normal distribution where
the mean of each component is given as: µ1 =
∑
i Ci, µ2 =
∑
i(−1)iCi, µ3 = C1 − C2 − C3 +
C4, µ4 = −C1+C2+C3−C4, µ5 =
∑
i Ci−2C3, µ6 =
∑
i Ci−2C1, and µ6+i = Ci, µ9+i = −Ci
for i = 1, 2, 3, and the covariance matrix is (σij)p×p where σij = 0.5|i−j|.
The response variable is generated using Y = ATβ1 + (A
T )2β2 +
∑4
i=1 Ci + {
∑p
j=1Aj} ×
{∑4i=1 Ci}+, where the error term  is generated from standard normal, β1 = (1, 1, 1, 1, 1, 1)T /√6,
and β2 = (1,−1, 1,−1, 1,−1)T /
√
6 when p = 6. When p = 12, the last 6 components of β1 and β2
are identically zero.
As mentioned in Section 4.1.2, Proposition 1 provides the whole class of estimating equations
for a given U˜(β). For simplicity, we assume E[α(A)|gA(A;β)] = 0, and consider U˜(β) = {Y −
`(gA(A;β))}α(A) in the following simulations. The accuracy of the estimates was computed using
the distance between the true β, and β̂ defined as the Frobenius norm of the matrix β̂(β̂T β̂)−1β̂T −
β(βTβ)−1βT .
Example 1.
The boxplots of the estimation accuracies, when the sample size n = 200, are reported in Figure 1.
The results for both Case 1 and Case 2 when p = 6 are presented in 1(a) and the results for both
Case 1 and Case 2 when p = 12 are presented in 1(b).
In each case, there are 4 different boxplots. The first one, from the left hand side, labeled as
Reg, corresponds to semi-parametric SDR estimating equations (4). Since this ignores the influence
of confounding variables C, the estimates are not capturing the true causal relationship of A and
Y . In the second boxplot, labeled as IPW, using the IPW estimator in (7) under the correct model
for p(A|C), properly adjusts for confounding and recovers a more reasonable β∗ estimate than
the first one. However, while IPW generally performs better than PCA or regression SDR, the
improvement is relatively modest. This might be due to the inefficiency of naive IPW estimators
at the reported sample size. The third plot, labelled AIPW, uses the augmented IPW (AIPW)
estimator corresponding to (9), which performs much better than the other estimators.
The last plot corresponds to the classical PCA dimension reduction technique where the treatment-
outcome relation is ignored. In this case, the first two principal directions are reported as estimating
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Fig. 1: Boxplots of Frobenius norms between true and estimated parameters in simulations.
the true dimension reduction directions. As is demonstrated in the plots, this naive approach out-
puts results far from the true values, since it does not seek to preserve a causal, nor indeed any,
relationship to the outcome.
Note that our original objective was to reduce the dimension of the treatment such that the
cause-effect relation between the treatment and the outcome is preserved. In order to show that our
estimating procedures actually preserve this relation, we compute the contrast E[Y (gA(ai;β)) −
Y (gA(aj ;β))] for i, j = 1, . . . , n, given the true parameters and the estimated ones. The n × n
heatmap of effects are provided in Figure 2 for the true effects and the ones estimated by regular
SDR and AIPW. We used 500 sample points generated from Case 2 with p = 6 to plot these
heatmaps. Note the significant similarity between the true surface, and one estimated by AIPW,
compared to the surface estimated by regression SDR, which appears to be a very different surface.
The root-mean-squared errors between the true causal surface and the ones estimated from AIPW
and Reg are 0.48 and 14.29, respectively.
Example 2.
We illustrate the performance of the bootstrap procedure for estimating the structural dimension
d. We use data generated in Example 1, from both Case 1 and Case 2 when p = 6. We generated a
dataset of sample size n = 200 with bootstrap size B = 50. The relative frequency of the bootstrap
selected dimension are reported in the table below, which reveals that the bootstrap procedure
reliably recovers the true structural dimension.
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Fig. 2: Heatmaps of true causal effects and effects computed by estimating β via the
regular SDR and the AIPW estimators. Heatmaps are antidiagonally symmetric with
opposite color tones.
Model (p = 6) dˆ = 1 dˆ = 2 dˆ = 3 dˆ = 4 dˆ = 5
Case 1 0% 98% 2% 0% 0%
Case 2 0% 90% 10% 0% 0%
Example 3.
Finally, we perform simulations to demonstrate the effect of sample size on IPW and AIPW esti-
mators of β in the causal SDR model. Results are provided in Figure 3. While both estimators are
consistent under our model specification, AIPW exhibited favorable convergence rates compared to
IPW, as expected.
7. Discussion and Conclusion
In this paper, we have described a generalization of semi-parametric sufficient dimension reduction
(SDR) approach for regression problems described in [Ma and Zhu, 2012] to causal SDR. Specifically,
we develop a method that reduces the dimension of a high dimensional treatment, while preserving
the causal treatment-outcome relationship quantified as a counterfactual mean. We have given
a semi-parametric estimator which uses ideas from structural models [Robins, 1999] to reduce the
dimension of the treatment while making few parametric assumptions. We have shown our estimator
exhibits “2x2 robustness,” where the estimator remains consistent if one of two models, for two pairs
of models, is chosen correctly. The generality and robustness of our method comes at a cost – the
estimation strategy necessary for our method is a complex and computationally intensive nested
optimization problem.
A natural extension of our methods to make them truly scaleable in high dimensional applied
settings, such as fMRI, image, or text data, or radiation oncology voxel data is to incorporate ideas
from parametric modeling, and sparsity within a semi-parametric framework. Another natural
extension for future work is to apply these methods to classical causal inference in longitudinal
studies, where multiple time points render a collection of binary treatments a high dimensional
object. Our causal SDR approach would provide an alternative to parametric marginal structural
models typically employed in this setting.
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Fig. 3: Illustration of the effect of sample size on the Frobenius norms between true and
estimated parameters using data generated from Case 2 with p = 6.
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Supplementary Materials
A. Statistical Inference in Semi-parametric Models
Let Z1, . . . , Zn, be iid samples from a general class of probability densities p(Z; θ) parameterized
by θT = (βT , ηT ), where β ∈ Rq denotes the set of target parameters, and η denotes a possibly
infinite dimensional set of nuisance parameters. This type of model is termed semi-parametric,
since it has both a parametric and a non-parametric component. The goal of statistical inference
in semi-parametric models is to find “the best” estimator of β in the model, denoted by β̂. We will
consider regular asymptotically linear (RAL) estimators, which are estimators of the form
√
n(βˆ − β) = 1√
n
n∑
i=1
φ(Zi) + op(1),
where φ ∈ Rq with mean zero and finite variance, op(1) denotes a term that approaches to zero in
probability, and φ(Zi) is the influence function (IF) of the ith observation for the parameter vector
β. RAL estimators are consistent and asymptotically normal, with the variance of the estimator
given by its IF:
√
n(βˆ − β) D−→ N (0, φφT ).
Thus, there is a bijective correspondence between RAL estimators and IFs. In fact, IFs provide
a geometric view of the behavior of RAL estimators. Consider a Hilbert space H of all mean-zero
q−dimensional functions, equipped with an inner product, and define the inner product of two
arbitrary elements of the Hilbert space, h1 and h2, to be equal to E[hT1 h2]. Define a parametric
submodel to be a subset of densities in the semi-parametric model parameterized by θTβ = (β
T , βT ),
where βT ∈ Rr, such that the subset contains the density p(Z; θ0) in the semi-parametric model
evaluated at the true parameter values θ0. The nuisance tangent space Λ in the semi-parametric
model is defined to be the mean square closure of elements of the nuisance tangent spaces Λβ =
{Bq×rSη(Z; θ)} of every parametric submodel. The space Λ is important because it is known all
influence functions lie in the orthogonal complement Λ⊥ of Λ with respect to H. For this reason,
recovering Λ⊥ is often the first step for constructing RAL estimators in semi-parametric models.
Out of all IFs in Λ⊥ there exists a unique one which lies in the tangent space, and which yields
the most efficient RAL estimator by recovering the semi-parametric efficiency bound, see [Tsiatis,
2006] for details.
B. Proofs
Corollary 1 An estimator for β which solves (7) under the correct specification of p(A | C), and
either one of `(gA(A;β)) = Eq[Y | gA(A;β)] or ν(gA(A;β)) = Eq[α(A) | gA(A;β)], is consistent.
Proof. Choosing φ(A,C) = 0 in Proposition 1 yields (7). All elements of the orthocomplement
of the nuisance tangent space are mean zero under the true distribution (we give an argument for
elements of Λ˜⊥η in Lemma 1). Since U˜(β) exhibits double robustness, i.e. remaining consistent if
either `(gA(A;β)) or ν(gA(A;β)) is correctly specified [Ma and Zhu, 2012], the correct specification
of p(A | C) yields our conclusion.
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Lemma 1. For all U˜(β∗) ∈ Λ˜⊥η , E[U˜(β∗)] = 0.
Proof. The second and third terms of U˜(β∗) are mean zero by construction. The first term,
under truth and β with the property that Eq[Y | A] = Eq[Y | gA(A;β)], is
E
[ p∗(A)
p(A | C) U˜(β)
]
=
∫
U˜(β) p(Y | A,C) p∗(A) p(C) dµY,A,C
=
∫ {
Y − `(gA(a;β))
}{
α(A)− ν(gA(a;β))
}
q(Y,A,C) dµY,A,C
= Eq
[{
Y − `(gA(a;β))
}{
α(A)− ν(gA(a;β))
}]
= Eq
[{
α(A)− ν(gA(a;β))
}
Eq
[{
Y − `(gA(a;β))
} | A = a]]
= Eq
[{
α(A)− ν(gA(a;β))
}{
Eq[Y | A = a]− `(gA(a;β))
}]
= 0.
since `(gA(a;β)) = Eq[Y | A = a]. Note that even if `(gA(a;β)) is miss-specified, the expectation
will still be zero if ν(gA(a;β)) is correctly specified, shown by iterative expectations.
Proposition 1 The orthogonal complement of the nuisance tangent space Λ˜⊥η for M contains
elements of the form U˜(β)/Wa(C) − φ(A,C) + E[φ(A,C) | C], where φ(A,C) is an arbitrary
function of A,C, Wa(C) is the usual IPW weight p(a|C)/p∗(a) for a fixed p∗(a), and U˜(β) is of
the form given in Section 4.1.1. Moreover, the most efficient estimator in this class, for any fixed
α(a), is recovered by setting φopt(A,C) = E[U˜(β)/Wa(C)|A,C].
Proof. This is a direct consequence of Theorems 3.1 and 3.2 in [Robins, 1999], and results in
Appendix 3 of [Ma and Zhu, 2012].
Corollary 2 For a fixed choice of α(A) and p∗(A), the element U˜(β∗) ∈ Λ˜⊥η forM corresponding
to the optimal choice of φ(A,C) has the form.
p∗(A)
p(A | C) U˜(β)−
p∗(A)
p(A | C)E
[
U˜(β)
∣∣∣A,C]+ Eq [E [U˜(β)∣∣∣A,C]∣∣∣C] , (9)
where Eq[.] is the expectation taken with respect to the density q(Y,A,C) ≡ p(Y |A,C) p∗(A) p(C).
Proof. Plugging in the optimal φ(A,C) yields U˜(β∗) equal to
p∗(A)
p(A | C) U˜(β)− E
[
p∗(A)
p(A | C) U˜(β)
∣∣∣∣A,C]+ E [E [ p∗(A)p(A | C) U˜(β)
∣∣∣∣A,C]∣∣∣∣C] .
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The conclusion follows, since
E
[
E
[
p∗(A)
p(A | C) U˜(β)
∣∣∣∣A,C]∣∣∣∣C] = E [ p∗(A)p(A | C)E [ U˜(β)∣∣∣A,C]
∣∣∣∣C]
=
∫
p∗(A)
p(A | C) E[U˜(β) | A,C] p(Y,A | C) dµY,A
=
∫
E[U˜(β) | A,C] p(Y | A,C) p∗(A) dµY,A
=
∫
E[U˜(β) | A,C] q(Y,A | C) dµY,A
= Eq
[
E
[
U˜(β) | A,C]∣∣∣C].
Proposition 2 The estimator for β based on (9) is consistent if one of
{
p(A | C), E[U˜(β) | A,C]},
and one of
{
`(gA(A;β)) = Eq[Y | gA(A;β)], ν(gA(A;β)) = Eq[α(A) | gA(A;β)]} is correctly
specified.
Proof. Assume either `(gA(A;β)) or ν(gA(A;β)), and p(A | C) are correctly specified. Then
the second and third terms of U˜(β∗) together are mean zero, even under an incorrect model for
E[U˜(β) | A,C]. For the first term, if either `(gA(A;β)) or ν(gA(A;β)) is correct, it is mean zero by
the argument in Lemma 1.
Assume either `(gA(A;β)) or ν(gA(A;β)), and E[U˜(β) | A,C] are correctly specified. Then the
first two terms of U˜∗ are mean zero, even under an incorrect model p∗(A | C). For the last term,
we have:
E
[
Eq
[
E
[
U˜(β) | A,C
] ∣∣C]] = E[Eq[ ∫ U˜(β) p(Y | A,C) dµY ∣∣C]]
= E
[ ∫ (∫
U˜(β) p(Y | A,C) dµY
)
p∗(A) dµA
]
=
∫ (∫ ∫
U˜(β) p(Y | A,C) p∗(A) dµY dµA
)
p(C) dµC
=
∫
U˜(β) p(Y | A,C) p∗(A) p(C) dµY,A,C
=
∫
U˜(β) q(Y,A,C) dµY,A,C
= Eq[U˜(β)].
Since this is mean U˜(β) evaluated under truth, if either `(gA(A;β)) or ν(gA(A;β)) is correctly
specified, we get mean zero by above arguments.
Theorem 1 Let φ0 denote the influence function of the estimator β obtained from the estimating
equation E[U˜(β∗, η0)] = 0. If n
1
4+(ηˆ−η0) is bounded in probability for some  > 0, then the influence
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function corresponding to the estimator β̂ obtained from the estimating equation E[U˜(β∗, η̂)] = 0 is
the same as φ0. In other words, β̂ follows the same asymptotic properties as if we knew the true
nuisance models.
Proof. Let β ∈ Rq and let η be infinite dimensional. We prove this theorem for the parametric
submodel in the semiparametric model of {p(Z;β, η)}. With a slight abuse of notation, we denote
η ∈ Rr to be the nuisance parameters within the parametric submodel. Replace η0 by its profile
estimator η̂(β̂). The Taylor series expansion of U˜(Z; β̂, η̂(βˆ)) around β0 is
0 =
1√
n
n∑
i=1
U˜(zi; β̂, η̂(β̂)) (10)
=
1√
n
n∑
i=1
U˜(zi;β0, η̂(β0))︸ ︷︷ ︸
(a)
+
∂
∂β
{
1
n
n∑
i=1
U˜(zi;β0, η̂(β0)
}
︸ ︷︷ ︸
(b)
√
n(βˆ − β0) + op(1)
(a) =
1√
n
n∑
i=1
U˜(zi;β0, η0)+
1
n
n∑
i=1
(
∂U˜(zi;β0, η0)
∂η
)
q×r
×√n(η̂ − η0)+
1
2
n1/4(η̂ − η0)′︸ ︷︷ ︸
1×1×r
(
1
n
n∑
i=1
∂2U˜(zi;β0, η0)
∂2η
)
︸ ︷︷ ︸
r×q×r (tensor)
n1/4(η̂ − η0)︸ ︷︷ ︸
r×1×1
+ op(1)
(b) =
1
n
n∑
i=1
(
∂U˜
∂β
)
q×q︸ ︷︷ ︸
(b1)
+
1
n
n∑
i=1
(
∂U˜
∂η
)
q×r︸ ︷︷ ︸
(b2)
×
(
∂η
∂β
)
r×q
(b1) :
1
n
n∑
i=1
(
∂U˜(zi;β0, η̂(β0))
∂β
)
q×q
−→ Eθ0
[
∂U˜
∂β
]
q×q
= −Eθ0
[
U˜(Z; θ0)S
′
β(Z; θ0)
]
(b2) :
1
n
n∑
i=1
(
∂U˜
∂η
)
q×r
−→ Eθ0
[
∂U˜
∂η
]
q×r
= −Eθ0
[
U˜(Z; θ0)S
′
η(Z; θ0)
]
= 0q×r
Since n1/4(η̂ − η0) and 1n
∑n
i=1
(
∂U˜(zi;β0,η0)
∂η
)
q×r
both converge in probability to zero, then
1√
n
n∑
i=1
U˜(zi;β0, η̂(β0)) =
1√
n
n∑
i=1
U˜(zi;β0, η0) + op(1).
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Therefore, from equation 10
√
n(βˆ − β0) = 1√
n
n∑
i=1
{
−E−1θ0
[
∂U˜(zi;β0, η0)
∂β
]
U˜(zi;β0, η0)
}
+ op(1)
Which concludes the proof. This procedure carries over to the case where the nuisance parameter
is infinite dimensional, [Tsiatis, 2006].
Proposition 3 Let Udim(ψ) = Y − f˜(A,C, β;ψ), and fix any d(A,C). If either E[d(A,C) |
gA(A;β)] or E[Udim(ψ) | gA(A;β)] are correctly specified, the following estimating equations yield
a consistent estimator of ψ
E
[{
d(A,C)− E[d(A,C) | gA(A;β)]
}
×
{
Udim(ψ)− E[Udim(ψ) | gA(A;β)]
}]
= 0.
Proof.
Define Udim(ψ) = Y − f˜(A,C, β;ψ). Then E[Udim(ψ) | A,C] = `(gA(A;β)) = E[Udim(ψ) |
gA(A;β)]. This is a situation precisely isomorphic to single treatment SNMMs above, except with
the roles of A and C reversed (hence this is an “inverted SNMM”). Our conclusion will then follow
by results in [Vansteelandt and Joffe, 2014], [Robins et al., 2000]. We now give the full proof.
f˜(A,C, β;ψ) = E[Y | A = a,C = c]− `(gA(a;β)). Therefore,
E[Y | A = a,C = c] = `(gA(a;β)) + f˜(a, c, β;ψ).
which is equivalent to:
Y = `(gA(a;β)) + f˜(a, c, β;ψ) + , where E[ | c, a] = 0.
Observed data are instances of the form Z = (C, A, Y ). The goal is to find semiparametric
estimators for ψ and the semiparametric model is: P = {p(z;ψ,ψ()), z = (c, a, y)} and the truth is
p0(z) = p(z;ψ0, η0()). The observed data likelihood is:
p(c, a, y) = p(c, a) p(y | a, c) ≡ p(c, a) p( | a, c) = η1(c, a) η2(, a, c)
= η1(c, a) η2
(
y − `(gA(a;β))− f˜(a, c, β;ψ), a, c
)
,
where  = Y −`(gA(a;β))− f˜(a, c, β;ψ). p( | a, c) = η2(, a, c) is any density such that E[ | a, c] =
0. ψ is the parameter of interest and the nuisance parameters are {η1, η2, `(gA(a;β))}.
The nuisance tangent space of this semiparametric model, Λ, is defined as the mean-square
closure of parametric submodel nuisance tangent spaces:
Pψ,ζ = {p(z;ψ,ψζ) = p(c, a; ζ1) p( | a, c; ζ2)}
= {p(c, a; ζ1) p(y − `(gA(a;β))− f˜(a, c, β;ψ) | a, c; ζ2)},
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where ζ1, ζ2 are r1, r2 dimensional vectors. Thus nuisance parameters in parametric submode are
finite dimensional, ζ = {ζ1, ζ2, `(gA(a;β))}.
Λζ = {B × Sζ ,∀B},
Sζ =
∂{log likelihood of the submodel evaluated at truth}
∂ζ
=
{(∂ log p(z;ψ, ζ)
∂ζ1
)
,
(∂ log p(z;ψ, ζ)
∂ζ2
)
,
(∂ log p(z;ψ, ζ)
∂`(gA(a;β))
)}∣∣∣∣∣
ψ0,ζ0
=
{
Sζ1(z;ψ0, ζ0), Sζ2(z;ψ0, ζ0), S`(gA(a;β))(z;ψ0, ζ0)
}
.
Hence, Λζ = Λζ1 +Λζ2 +Λ`(gA(a;β)). Sζ1 should satisfy the density conditions and Sζ2 should satisfy
E[ | a, c] = 0, therefore:
(Theorem 4.6) in [Tsiatis, 2006] Λζ1 = {f(c, a); E[f ] = 0}
(Theorem 4.7) in [Tsiatis, 2006] Λζ2 = {f(, a, c); E[f | a, c] = 0,E[f | a, c] = 0}
(Lemma 4.3) in [Tsiatis, 2006] Λ⊥ζ1 = {g(, a, c); E[g | a, c] = 0}
(Theorem 4.8) in [Tsiatis, 2006] (Λζ1 + Λζ2)
⊥ = {g(c, a)}
(Equation 11) Λ`(gA(a;β)) = {
ψ′2(, c, a)
ψ2(, c, a)
f(gA(a;β))}
For Λ`(gA(a;β)):
S`(gA(a;β)) =
∂ log p(z;ψ, ζ)
∂`(gA(a;β))
∣∣∣
ψ0,ζ0
=
∂ log
(
ψ1(c, a; ζ10)× ψ2
(
y − `(gA(a;β))− γ(c, a;ψ), c, a; ζ20
))
∂`(gA(a;β))
=
∂ logψ2
(
y − `(gA(a;β))− γ(c, a;ψ), l, a; ζ20
)
∂`(gA(a;β))
=
∂ logψ2
(
, c, a; ζ20
)
∂
× ∂
∂`(gA(a;β))
( is a function of `(gA(a;β)))
=
ψ′2(, c, a)
ψ2(, c, a)
f(gA(a;β)). (11)
After all, we are looking for Λ⊥ζ . Since Λζ = Λζ1 + Λζ2 + Λ`(gA(a;β)), Λζ1 + Λζ2 ⊂ Λζ , therefore
Λ⊥ζ ⊂ (Λζ1 + Λζ2)⊥ = {g(c, a)}; similarly, Λ⊥ζ ⊂ Λ⊥`(gA(a;β)). Therefore, Λ⊥ζ = {(Λζ1 + Λζ2)⊥ ∩
Λ⊥`(gA(a;β))}.
Pick an arbitrary element in (Λζ1 + Λζ2)
⊥, call it d(c, a). In order for this d(c, a) to be an
element in Λ⊥ζ , we need to see what other condition it should have to be orthogonal to every element
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in Λ`(gA(a;β)) as well. So pick an arbitrary element in Λ`(gA(a;β)) and call it
ψ′2
ψ2
h(gA(a;β)):
∀h(gA(a;β)) 0 =< d(c, a), ψ
′
2
ψ2
h(gA(a;β)) >
= E[d(c, a)
ψ′2
ψ2
h(gA(a;β))]
= E[d(c, a)h(gA(a;β))].
From this we conclude that ∀h(gA(a;β))
0 = E[d(c, a)h(gA(a;β))] = E
[
E[d(c, a)h(gA(a;β)) | gA(a;β)]
]
= E
[
h(gA(a;β))E[d(c, a) | gA(a;β)]
]
= E[h(gA(a;β))]E[d(c, a) | gA(a;β)].
Therefore, E[d(c, a) | gA(a;β)] = 0 and
Λ⊥ζ =
{(
d(c, a)− E[d(c, a) | gA(a;β)]
)

}
=
{(
d(c, a)− E[d(c, a) | gA(a;β)]
)(
Y − γ(c, a;ψ)− `(gA(a;β))
}
=
{(
d(c, a)− E[d(c, a) | gA(a;β)]
)(
U(ψ)− E[U(ψ) | c, a])}.
Note that E[U(ψ) | c, a] = Eq[Y | gA(a;β)] = E[U(ψ) | gA(a;β)]. Hence,
Λ⊥ζ =
{{
d(c, a)− E[d(c, a) | gA(a;β)]
}{
U(ψ)− E[U(ψ) | gA(a;β)]
}}
.
Semi-parametric Causal SDR 23
References
H. Bang and J. M. Robins. Doubly robust estimation in missing data and causal inference models.
Biometrics, 61:962–972, 2005.
RD. Cook and B. Li. Dimension reduction for conditional mean in regression. The Annals of
Statistics, 30:455–474, 2002.
RD. Cook and S. Weisberg. Discussion of sliced inverse regression for dimension reduction. Journal
of the American Statistical Association, 86:28–33, 1991.
Y. Dong and B. Li. Dimension reduction for non-elliptically distributed predictors: Second-order
moments. Biometrika, 97:279–294, 2010.
A. Fisher and E. H. Kennedy. Visually communicating and teaching intuition for influence functions.
arxiv preprint: 1810.03260, 2018.
M. Gentzkow, B. Kelley, and M. Taddy. Text as data. ournal of Economic Literature forthcoming,
2017.
W. Hardle and TM. Stoker. Investigating smooth multiple regression by the method of average
derivatives. Journal of the American Statistical Association, 84:986–995, 1989.
H. Ichimura. Semiparametric least squares (SLS) and weighted SLS estimation of single-index
models. Journal of Econometrics, 58:71–120, 1993.
K. A. Johnson, N. C. Fox, R.A. Sperling, and W. E. Klunk. Brain imaging in alzheimer disease.
Cold Spring Harb Perspect Med, 2012.
B. Li and S. Wang. On directional regression for dimension reduction. Journal of the American
Statistical Association, 102:997–1008, 2007.
KC. Li. Sliced inverse regression for dimension reduction (with discussion). Journal of the American
Statistical Association, 86:316–342, 1991.
Y. Ma and L. Zhu. A semiparametric approach to dimension reduction. Journal of American
Statistical Association, 107:168–179, 2012.
Judea Pearl. Causality: Models, Reasoning, and Inference. Cambridge University Press, 2000.
ISBN 0-521-77362-8.
S.P. Robertson, H. Quon, A. P. Kiess, J. A. Moore, W. Yang, Z. Cheng, S. Afonso, M. Allen,
M. Richardson, A. Choflet, A. Sharabi, and T. R. McNutt. A data-mining framework for large
scale analysis of dose-outcome relationships in a database of irradiated head and neck cancer
patients. Med Phys, pages 4329–4337, 2015.
J. M. Robins. A new approach to causal inference in mortality studies with sustained exposure
periods – application to control of the healthy worker survivor effect. Mathematical Modeling, 7:
1393–1512, 1986.
J. M. Robins. Marginal structural models versus structural nested models as tools for causal
inference. In Statistical Models in Epidemiology: The Environment and Clinical Trials. NY:
Springer-Verlag, 1999.
24 R. Nabi and I. Shpitser
James M. Robins, Miguel Hernan, and Babette Brumback. Marginal structural models and causal
inference in epidemiology. Epidemiology, 11(5):550–560, 2000.
C. J. Stone. Optimal global rates of convergence for nonparametric regression. The Annals ofS-
tatistics, 10:1040–1053, 1982.
Anastasios Tsiatis. Semiparametric Theory and Missing Data. Springer-Verlag New York, 1st
edition edition, 2006.
S. Vansteelandt and M. Joffe. Structural nested models and g-estimation: The partially realized
promise. Statistical Science, 29(4):707–731, 2014.
Z. Ye and R. E. Weiss. Using the bootstrap to select one of a new class of dimension reduction
methods. Journal of the American Statistical Association, 98:968–979, 2003.
LX. Zhu and KT. Fang. Asymptotics for kernel estimation of sliced inverse regression. The Annals
of Statistics, 3:1053–1068, 1996.
