Neural text classification methods typically treat output classes as categorical labels which lack description and semantics. This leads to an inability to train them well on large label sets or to generalize to unseen labels and makes speed and parameterization dependent on the size of the label set. Joint inputlabel space methods ameliorate the above issues by exploiting label texts or descriptions, but often at the expense of weak performance on the labels seen frequently during training. In this paper, we propose a label-aware text classification model which addresses these issues without compromising performance on the seen labels. The model consists of a joint input-label multiplicative space and a labelset-size independent classification unit and is trained with cross-entropy loss to optimize accuracy. We evaluate our model on text classification for multilingual news and for biomedical text with a large label set. The label-aware model consistently outperforms both monolingual and multilingual classification models which do not leverage label semantics and previous joint input-label space models.
Introduction
Text classification is a fundamental NLP task with numerous real-world applications such as topic recognition (Tang et al., 2015; Yang et al., 2016) , sentiment analysis (Pang and Lee, 2005; Yang et al., 2016) , and question answering (Chen et al., 2015; Kumar et al., 2015) . Classification also appears as a sub task for sequence prediction tasks such as neural machine translation (Cho et al., 2014; Luong et al., 2015), and summarization (Rush et al., 2015) . Despite the large number of studies on this topic, most methods in the literature are trained on a fixed label set, e.g. using 1-hot or k-hot binary vectors for multi-class classification or multi-label classification respectively, and, therefore, treat target labels as mere atomic symbols without any particular structure to the space of labels. These models completely ignore potential linguistic knowledge about the words used to describe the output labels. Given that semantic representations of words have been shown to be very useful for representing the input, it is reasonable to expect that they are going to be useful for representing the output as well. Previous work has leveraged knowledge from the label texts through a joint input-label space, as in zeroshot classification (Frome et al., 2013) . Such methods generalize to labels unseen in the training set, and scale well to training on very large label sets (Weston et al., 2011a; Socher et al., 2013; Nam et al., 2016) . However, such label-aware classifiers do not perform as well on seen labels compared to state-of-the-art baselines (Frome et al., 2013; Socher et al., 2013) , such as a softmax classifier with crossentropy loss. For example, (Socher et al., 2013) switched to a typical label-unaware classifier for seen labels in order to perform well on them.
In this article, we propose a joint input-label space model for text classification which performs better on both seen and unseen labels by exploiting the information in label texts and descriptions. It is reasonable to expect that text classification methods which exploit semantic relations between labels should perform better on seen labels, because there is useful information in the label texts. It is often the case that classes which are similar have semantically similar label texts, such as politics and government. Previous work has demonstrated the usefulness of label-aware text classification (Yazdani and Henderson, 2015; Nam et al., 2016) on unseen labels, and its compatibility with sampling-based training for scaling on very large datasets (Weston et al., 2011b; Nam et al., 2016) . But surprisingly, recent neural text classification methods (Tang et al., 2015; Yang et al., 2016; Ji and Smith, 2017; Pappas and Popescu-Belis, 2017 ) ignore label semantics for making decisions, and are typically restricted to a fixed label set of limited size which all occur in the training data.
On the other hand, previous label-aware text classification methods are not well optimised for the text classification task. In particular, they are usually trained with a ranking loss, which has the following limitations for classification: (i) unsuitable metric: it optimizes ranking metrics instead of accuracy, (ii) inappropriate formulation: the groundtruth is treated as a ranked list when in reality it consists of one or more independent labels, (iii) poor decision rules: it is hard to define an accurate decision threshold for ranked lists, because the labels can vary across examples and the ranking scores are unbounded. This makes it difficult for these models to compete with standard classifiers trained with cross-entropy loss, which model directy the conditional probability of labels given a document. Also, current neural text classification models have better methods for encoding the input texts. To address these problems, we combine the benefits from the joint input-label space learning of label-aware methods with cross-entropy based classification and state-of-the-art neural text encoding.
Our proposed label-aware neural text classification model is illustrated in Figure 1 . The need for label semantics is addressed by introducing a joint input-label multiplicative space between the encoded input text and the encoded textual description of each label. Scaling independently of the label set size is achieved by a classification unit which applies independently to each label, and thus depends only on the dimensionality of the joint space. Lastly, the training is performed with cross-entropy loss, which optimizes directly the classification accuracy on a given dataset. This proposed model leads to the following advantages over prior art:
(i) Outperforms previous text classification methods on both seen labels and unseen labels, and on large label sets.
(ii) Leverages the semantics of label descriptions to transfer knowledge between labels, while using cross-entropy classification loss.
(iii) Training and testing scales to label sets of arbitrary size, without output layer approximations.
Evaluation is done on monolingual and multilingual news classification (Pappas and Popescu-Belis, 2017 ) and on biomedical semantic indexing (Nam et al., 2016) . Our code and data, where applicable, will be made available on Github upon acceptance.
Related Work
Early work on neural text classification was based on shallow feed-forward networks, which required unsupervised pre-training (Le and Mikolov, 2014) . Later studies focused on neural networks with hierarchical structure. (Kim, 2014) proposed a convolutional neural network (CNN) for sentence classification. (Johnson and Zhang, 2015) proposed a CNN for high-dimensional data classification, while adopted a character-level CNN for text classification. (Lai et al., 2015) proposed a recurrent CNN to capture sequential information, which outperformed simpler CNNs. and (Tang et al., 2015) proposed hierarchical recurrent neural networks and showed that they were superior to CNN-based models. demonstrated that a hierarchical attention network with bi-directional gated encoders outperforms previous alternatives. (Pappas and Popescu-Belis, 2017) introduced multilingual hierarchical attention networks to learn hierarchical document structures with shared components across different languages. Despite the numerous studies, none of them takes into account label semantics for making classification decisions or is able to scale to large label sets. The scaling issue has been addressed previously by output layer approximations (Morin and Bengio, 2005) and with the use of sub-word units or character-level modeling (Sennrich et al., 2016; Lee et al., 2017) . However, both of them do not explicitly consider label semantics and are unable to handle label descriptions.
There are several studies which focus on joint input-label spaces for image classification (Weston et al., 2011a; Socher et al., 2013; Zhang et al., 2016) , however, there are fewer such studies for text classification. For instance, (Yazdani and Henderson, 2015) proposed a zero-shot spoken language understanding model able to generalize to previously unseen labels. (Nam et al., 2016) , proposed joint document-label embedding which uses shared word representations between documents and labels. Our model differs from theirs mainly on its focus on both seen and unseen label performance and its loss, namely cross-entropy instead of hinge loss. Moreover, it encodes long word sequences with hierarchical networks as opposed to flat-structured ones. Lastly, we also find that our model in its degenerate form, i.e. when using one-word label descriptions and an identity transformation for the joint-space, it is equivalent to tying word embeddings and classifiers as in (Press and Wolf, 2017; Inan et al., 2017) .
3 Label-Aware Neural Text Classification
Problem Definition
We consider a dataset D = {(x i , y i ), i = 1, . . . , N } made of N documents x i with labels Y = {y i ∈ {0, 1} k i }, k being the total number of labels. Each label i has a textual description, noted c i , which is comprised of multiple words from a given vocabulary V w , where C = {c i1 , c i2 , . . . , c iL i | i = 1, . . . , k}, c ij ∈ R d being their word vectors and L i being the number of words in each description. Each document x i = {w 11 , w 12 , . . . , w K i T K i } is represented by a sequence of word vectors w jk ∈ R d grouped into sentences, K i being the number of sentences in document i and T j being the number of words in sentence j. The output u i is used by the classification layer to determine y i . The word vectors used for representing input words (w ij ) and label words (c ij ) are from the same embeddings E ∈ R |Vw|×d and d is the dimensionality of the embeddings, which can be pre-trained or learned jointly with the rest of the model. Given the input texts and their associated labels in D, the goal is to learn a text classifier which is able to predict labels in the known (Y ) or unknown (Y u ) label sets.
Input Text Representation
To model text we define a function which reads a document x i and outputs a document vector u i . Here, we focus on hierarchical attention neural networks, which have been shown promising for text classification . In particular, we adopt the formulation from (Pappas and PopescuBelis, 2017) which supports multilingual training. The model has two levels of abstraction, word vs. sentence. The word level is made of an encoder network g w with parameters H w and an attention network a w with parameters A w , while the sentence level similarly includes an encoder and an attention network (g s , H s and a s , A s ).
At the word level, the function g w encodes the sequence of input words {w it | t = 1, . . . , T i } for each sentence i of the document, noted as:
and at the sentence level, after combining the intermediate word vectors {h
w | t = 1, . . . , T i } to a sentence vector s i (see following Section), the function g s encodes the sequence of sentence vectors
s . The g w and g s functions can be any feed-forward or recurrent networks with parameters H w and H s respectively, for instance, DENSE, GRU or biGRU (Cho et al., 2014) networks as in (Pappas and Popescu-Belis, 2017) .
To obtain a summary representation of sentences and documents we use an attention mechanism at each level of the hierarchy (noted α w and α s ) that estimates the importance of each hidden state vector to the representation of the sentence or document meaning respectively. The sentence vector s i ∈ R dw , where d w is the dimension of the word encoder, is thus obtained as follows:
w ) is a fully-connected neural network with W w parameters. Similarly, the document vector u ∈ R ds , where d s is the dimension of the sentence encoder, is obtained as follows:
where
s ) is a fully-connected neural network with W s parameters. The vectors u w and u s are parameters of the attention mechanisms, and are learned jointly with the rest of the parameters.
Label Text Representation
To encode the meaning of the labels we define a function which takes as input a label description c i and outputs a label vector e i ∈ R dc ∀i = 1, . . . , k. For short descriptions, we could compute e i using a simple, parameter-free function, namely the average of word vectors which describe label i, namely
j=1 c ij , and hence d c = d in this case. For longer descriptions, in principle the same type of neural networks can be used as the ones we described for input text. However, in this paper we use the former average-word-vector encoder function.
Joint Input-Label Multiplicative Space
We require that our pre-classification layer is a joint input-label space which captures the relevance of the label to the input document through multiplicative interactions. The joint space enables parameter sharing across labels, which is useful for transferring task-specific knowledge across labels, especially from high-resource labels to lower-resource ones. Let g input (u i ) and g label (e j ) be two non-linear low-rank projections of h dimensions of any encoded input text u i and any encoded label e j , which have the following form:
where the matrix U ∈ R ds×h and bias b u define a linear function of the input texts and the matrix V ∈ R d l ×h and bias b v define a linear function of the labels, and g act is a non-linear activation function. This projection allows the model to bring closer together those labels that tend to be active together and push further apart those labels which tend not to be both active when conditioning on the same input. To represent the interactions between any encoded input text and any encoded label, we define the following multiplicative joint space between them:
where ⊗ is component-wise multiplication.
Label-Size Independent Classification Unit
To account for label semantics when making classification decisions and achieve independence from the size of the label set, we require that our classification unit depends only on the joint input-label space. Here, we describe how we obtain the probabilities for a document i to belong to one of the k known labels. First, we define a linear unit which will learn to map any point in the joint space into a random variable which represents the validity of the combination, as follows:
joint w + b
Next, we compute the output of the above linear unit over each known label which we would like to predict for a given document i, namely:
For each row, the higher the value the more likely the label is to be assigned to the document. To obtain probability estimates and be able to train with crossentropy loss for multi-label classification, we apply a sigmoid function as follows:
Note that the computation in Eq. 9 is independent of the size of the label set, given that w and b depend only on h, and k can vary arbitrarily. This allows us to use a sample of the known labels or a sample of a larger superset of labels to train the model, thus avoiding the computation of the output layer for all the labels at each step. Below we describe a theoretically grounded sampling method for this purpose.
Training Objectives
We adopt the same training objective as previous studies which use a softmax layer or a sigmoid layer with a loss based on the cross-entropy between gold and predicted labels. Assuming θ contains all the parameters of the model, the training loss based on cross-entropy is computed as follows:
where H is the binary cross-entropy of the gold labels y i and predicted labelsŷ i for a document i. When dealing with multiple languages, say M and assuming θ 1 , θ 2 , ..., θ M are all the parameters required for each language, we use a joint multilingual objective based on the sum of cross-entropy losses as in as in (Pappas and Popescu-Belis, 2017) :
where Z = M × N e with N e being the epoch size.
For such models, a certain subset of the encoder parameters is shared during training while the output layer parameters are kept language-specific. At each iteration, a document-label pair for each language is sampled. Here, we share most of the output layer parameters, namely the ones from the input-label space (U, V, b v , b u ), and we keep only the classification unit parameters (w, b) language-specific.
Scaling Up to Large Label Sets
Let x i ∈ R d and y i ∈ {0, 1} k be an input-label pair andŷ i ∈ [0, 1] k the output probabilities from our model (Eq. 9). The loss function we are interested in minimizing is in Eq. 10. By introducing the sets k p i and k n i , which contain the indices of the positive and negative classes respectively for the i-th input, the loss L(θ) can be re-written as follows: 
where Z = N k andȳ ij is (1 − y ij ). In this reformulation, to reduce the computational cost needed to evaluateŷ ij for all the negative label set k n i , we propose to sample k * classes from the negative label set with probability p j = 1 |k n i | to create the set k s i . This sampling method enables training on label sets of arbitrarily large size without increasing the computation required. By controlling the number of samples we can drastically speed up the training time, as we demonstrate also empirically in Section 4.1.2.
Experiments
The evaluation is performed on multilingual news text classification using the DW corpus, which consists of eight language datasets obtained from (Pappas and Popescu-Belis, 2017), and on large-scale biomedical semantic indexing using the BioASQ dataset, obtained from (Nam et al., 2016) . The statistics of these datasets are listed in Table 1 .
Multilingual News Text Classification
We evaluate on multilingual news text classification over DW corpus to demonstrate that our label-aware classification method outperforms previous labelunaware models in a wide variety of settings, even for labels which have been seen during training. Table 2 : Full-resource classification results on general topic categories using monolingual and bilingual models with DENSE encoders on English as target (left) and the auxiliary language as target (right). The average bilingual F1-score (%) is noted avg and the top average scores per group of models are underlined.
Settings
Following the evaluation setup from (Pappas and Popescu-Belis, 2017), the DW corpus is split per language into 80% for training, 10% for validation and 10% for testing. We evaluate on both types of labels (general topics Y g , and specific topics Y s ) in a full-resource scenario, and we evaluate only on the general topics (Y g ) in a low-resource scenario. Accuracy is measured with the micro-averaged F1 percentage scores.
We use the aligned pre-trained 40-dimensional multi-CCA multilingual word embeddings from (Ammar et al., 2016) . For reasons of efficient implementation on GPU processors as in (Pappas and Popescu-Belis, 2017) , we truncate sentences at a length of 30 words and truncate documents at a length of 30 sentences. The hyper-parameters were selected on validation data as follows: 100-dimensional encoder and attention, ReLU activation, batch size of 16, epoch size of 25k, and optimization with ADAM until convergence. To ensure equal capacity to baselines, we use approximately the same number of parameters n tot with the baseline classification layers, by setting:
in the monolingual case, and similarly,
in the multilingual case, where k (i) is the number of labels in language i.
The hierarchical models have Dense encoders in all scenarios (Tables 2, 4 , and 5), except from the varying encoder experiment (Table 3 ). For the lowresource scenario, the levels of data availability are: tiny from 0.1% to 0.5%, small from 1% to 5% and medium from 10% to 50% of the original training set. For each level, we report average F1 across discrete increments of 0.1, 1 and 10 respectively. The decision threshold for the full-resource scenario is set to 0.4 for |Y s | < 400 and 0.2 for |Y s | ≥ 400, and for the low-resource scenario it is 0.3 for all sets.
The baselines are a logistic regression trained on the most frequent words per dataset, and all the monolingual and multilingual neural networks from (Pappas and Popescu-Belis, 2017) , namely:
• NN: A neural network which feeds the average vector of the input words directly to a classification layer, as in (Klementiev et al., 2012 ).
• HNN: A hierarchical network with encoders and average pooling at every level, followed by a classification layer, as in (Tang et al., 2015) .
• HAN: A hierarchical network with encoders and attention, followed by a classification layer, as in ).
• MHAN: Three multilingual hierarchical networks with shared encoders, noted MHANEnc, shared attention, noted MHAN-Att, and shared attention and encoders, noted MHANall, as in (Pappas and Popescu-Belis, 2017 Table 3 : Full-resource classification results on general (Y g ) topic categories with DENSE and GRU encoders. Reported are also the average number of parameters per language (n l ), and the average F 1 per language (f l ).
To ensure a controlled comparison to these baselines, for each model we also evaluate a version where their classification layer is replaced by our label-aware classification layer using the same number of parameters. Lastly, the best score for each pairwise comparison between a label-aware and its counterpart is marked in bold. Table 2 displays the results of full-resource document classification using DENSE encoders for general labels. On the left, the performance of models on the English sub-corpus is shown when English and an auxiliary language are used for training, and on the right, the performance on the auxiliary language sub-corpus is shown when that language and English are used for training.
Results
These results show that in 98% of comparisons on general labels the label-aware models improve significantly over the corresponding models using a typical sigmoid classification layer. This finding validates our main hypothesis that the label-aware models successfully exploit the semantics of the labels, which provide useful cues for classification, as opposed to models which are agnostic to label semantics. The results for specific labels demonstrate the same trend, with the label-aware models performing better in 87% of comparisons. Interestingly, the improvement holds when using different types of hierarchical encoders, namely DENSE GRU, and bi-GRU, as shown in Table 3 , which demonstrate the generality of the approach.
The best bilingual performance on average is the one from LA-MHAN-Att model for both general and specific categories. This improvement can be Table 4 : Multilingual learning results. The columns are the average number of parameters per language (n l ), average F 1 per language (f l ).
attributed to the effective sharing between label semantics across languages through the joint multilingual input-label space of the LA-MHAN-Att model. Interestingly, this model has the same multilingual sharing scheme with the best model from (Pappas and Popescu-Belis, 2017), MHAN-Att, namely sharing attention at each level of the hierarchy which agrees well with their main finding. Multilingual learning. So far, we have shown that the proposed label-aware models outperform typical neural models when training with one and two languages. Does the improvement remain when increasing the number of languages even more? To answer the question we report in Table 4 the average F1-score per language for the best baselines from the previous experiment (HAN and MHANAtt) with the proposed label-aware versions of them (LA-HAN and LA-MHAN-Att) when increasing the number of languages (1, 2 and 8) that are used for training. Overall, we observe that the label-aware models outperform all the baselines independently of the number of languages involved in the training, while having the same number of parameters. Low-resource transfer. We investigate here whether label-awareness is useful for low-resource languages. Table 5 shows the low-resource classification results from English to seven other languages when varying the amount of their training data. Our model with both shared encoders and attention, LA-MHAN, outperforms previous labelunaware methods in average, namely HAN and MHAN (Pappas and Popescu-Belis, 2017) , for low-resource classification in the majority of the cases. Having a shared input-label space appears to be helpful especially when transferring from English to German, Portuguese and Arabic languages. LA-MHAN is significantly behind MHAN on transferring knowledge from English to Spanish and to Russian in the 0.1-0.5% resource setting, but in the rest of the cases it has very similar scores to it.
Label sampling.
As mentioned earlier, to speedup computation it is possible to train our model by sampling labels, instead of training over the whole label set. How much speed-up can we achieve from this label sampling approach and still retain good levels of performance? In Figure 2 , we attempt to answer this question by reporting the performance our LA-HNN model when varying the amount of labels (%) that it uses for training over English general and specific categories of the DW dataset. In both cases, the performance of LA-HNN tends to increase as the percentage of labels sampled increases, but it levels off for the higher percentages.
For general categories, top performance is reached with a sampling rate of about 40% to 50%, which translates to a 18% to 22% speedup. For the specific categories, the top performance is reached with a sampling rate of about 60% to 70%, which translates to a 28% to 36% speedup. Interestingly, LA-HNN with label sampling reaches the performance of the baseline with a 30% and 40% sample for the general and specific categories respectively; this corresponds to a speedup of 30% and 50% respectively compared to a LA-HNN trained over all labels. Overall, these results show that our model is effective and it can also scale to large label sets. The label sampling should be also useful in end-tasks that can benefit from label semantics but the computation resources may be limited or budgeted.
Biomedical Text Classification
We evaluate on biomedical text classification over BioASQ corpus to demonstrate that our label-aware method scales to very large label sets, and performs better than other label-aware methods on labels unseen during training.
Settings
Following (Nam et al., 2016) , we use the BioASQ Task 3a dataset, which is a collection of scientific publications in biomedical research. The dataset contains about 12M documents labeled with around 11 labels out of 27,455, which are defined according to the Medical Subject Headings (MESH) hierarchy. The data was minimally pre-processed with tokenization, number replacements (NUM), rare word replacements (UNK), and split with the provided script by year so that the training set includes all documents until 2004 and the ones from 2005 to 2015 were kept for the test set, this corresponded to 6,692,815 documents for training and 4,912,719 for testing. For validation, a set of 100,000 documents were randomly sampled from the training set. We report the same ranking-based evaluation metrics as in (Nam et al., 2016) , namely rank loss (RL), average precision (AvgPr) and one-error loss (OneErr).
Our hyper-parameters were selected on validation data as follows: 100-dimensional word embeddings, encoder, attention and joint input-label space (same dimensions as the baselines), batch size of 64, maximum number of 300 words per document and 50 words per label, ReLU activation, 0.3% negative label sampling, and optimization with ADAM until convergence. The word embeddings were learned end-to-end on the task.
The baselines are the joint input-label space models from (Nam et al., 2016) , namely:
• WSABIE+: This model is an extension of the original WSABIE model from (Weston et al., 2011b) , which instead of learning a ranking model with fixed document features, it jointly learns features for documents and words, and is trained with the WARP ranking loss.
• AiTextML: This model is the one proposed in (Nam et al., 2016) with the purpose of learning jointly representations of documents, labels and words, along with a joint input-label space which is trained with the WARP ranking loss.
For comparison, we use a word-level attention network (WAN) and a label-aware version of it (LA-WAN) with DENSE encoder and attention, trained with cross-entropy loss. Note that the AiTextML parameter space is huge and difficult to learn for our models (linear wrt. labels and documents). Instead, we make sure that our models have far fewer parameters than the baselines (Table 7) .
Results
The results on biomedical semantic indexing over seen and unseen labels are shown in Table 6 and Table 7 respectively. We can observe that WAN outperforms WSABIE+ and AiTextML on the seen labels, but cannot generalize to unseen labels. In contrast, our label-aware models outperform WSABIE+ and AiTextML variants 1 in both cases. Even though the LA-WAN (d j = 100) outperforms the WAN baseline on the RL metric, it falls behind on AvgPrec and OneErr metrics; this is due to the smaller number of parameters utilized by the model. Indeed, when we increase the dimensionality of the joint input-label space with LA-WAN (d j = 4000), the WAN baseline is significantly outperformed by LA-WAN in all metrics. Lastly, we also evaluate our model architecture trained with a hinge loss function as used by WSABIE+ and AiTextML, noted LA-WAN † (d j = 100), and we observe that it is outper-formed by LA-WAN (d j = 100), which is trained with the cross-entropy loss for both seen and unseen labels. This demonstrates that the use of crossentropy loss is crucial to the success of our method.
Conclusion
We proposed a joint input-label embedding model for neural text classification which is able to generalize well on both seen and unseen labels. Compared to label-unaware models, the proposed model has better performance on the seen labels and is able to scale to label sets of arbitrary size without having to resort on output space approximations. Compared to previous label-aware models, it generalizes significantly better on unseen labels without compromising performance on the seen labels. These advantages can be attributed to our combination of a label-aware classifier, cross-entropy loss, and stateof-the-art neural input encoders.
There are several directions for improvement. For instance, the label representation can be learned by a more sophisticated encoder, and the label sampling could benefit from importance sampling to avoid revisiting uninformative labels. Lastly, there exist many other tasks that could benefit from label awareness, such as neural machine translation, language modeling and summarization, in isolation but also when trained jointly with multi-task learning.
