The increasing availability of semantic data, which is commonly represented as entity-property-value triples, has enabled novel information retrieval applications. However, the magnitude of semantic data, in particular the large number of triples describing an entity, could overload users with excessive amounts of information. This has motivated fruitful research on automated generation of summaries for entity descriptions to satisfy users' information needs efficiently and effectively. We focus on this important topic of entity summarization, and present the first comprehensive survey of existing research. We review existing methods and evaluation efforts, and suggest directions for future work.
Introduction
Semantic data has been used to broadly refer to structured or semi-structured data that allows machines to easily understand and manipulate the conveyed information. It facilitates data integration and enables applications to derive value from each other. Today, Web applications make information publicly accessible not only as human-readable web pages but also as machine-readable semantic data. For example, semantic data has been either embedded in HTML web pages using markup formats like RDFa [1] or Microdata [2] , or served directly as dump files or Linked RDF Data [3] . Semantic data in the form of a knowledge graph helps enterprises to drive products and make them more intelligent [4] .
Many of these different formats of semantic data essentially adopt a common generalized data model. They describe entities with property-value pairs, which collectively form entity-property-value triples, or triples for short. As a running example for this article, Figure 1 shows a set of triples about people in a research group. An entity has one or more types such as Person, Professor, and Engineer. Properties are divided into three categories: TYPE, attributes, and relations, according to their binding values.
• TYPE has entity types (called classes) as values.
• Attributes have primitive data values (called literals) as values, e.g., title whose value is a string.
• Relations have entities as values, e.g., worksAt whose value is an Institute entity.
A set of triples can be represented as a directed graph where vertices represent entities annotated with types and attributes, interconnected by arcs representing relations. For example, Figure 2 depicts the triples in Figure 1 .
The Web has witnessed an explosive growth of semantic data over the past few years. As of November 2018, more than 31 billion triples had been embedded in 37% of HTML web pages and found in 9.65 million domains 2 . As of March 2019, more than one thousand datasets are available as Linked Data, covering government, life sciences, publications, social networking, and other domains 3 .
Besides, knowledge graphs comprising tens of billions of triples have been built in some of the largest technology companies [4] .
Motivation and Application for Entity Summarization
Semantic data, though primarily aiming to be consumed by machines, is sometimes exposed to human users in a fairly plain format. For example, to show an entity mentioned in a search query, Google Search retrieves from its Knowledge Graph a set of triples describing the entity. These triples are shown on the right-hand side of Google's search results pages [5] . However, the description of an entity may comprise dozens or hundreds of triples, exceeding the capacity of a typical user interface-particularly on mobile devices. A user, if being served with all of those triples, would suffer information overload and find it difficult to quickly identify the small part of facts that are truly needed.
To address this problem, one promising solution is to not show the entire entity description but provide a short summary for the entity. A carefully gener-ated summary, though possibly providing less and incomplete information, has the potential to cost-effectively satisfy a user's information need. For example, instead of showing all the triples describing an entity in the Knowledge Graph, Google provides "the best summary" for the entity by choosing and presenting a subset of triples that the user is likely to be searching for that particular entity [5] . This problem of automatically summarizing entity descriptions has been termed entity summarization by the research community.
In addition to search engines, entity summarization supports a multiplicity of other applications [6, 7] . For example, entity summarization facilitates document browsing. Some applications adopt entity linking techniques [8] to enrich the content of a document (e.g., a news article) by linking entity mentions in text with their corresponding entities in semantic data. Triples describing these entities are then extracted from semantic data, to provide additional information to the document and allow exploratory browsing options that are relevant to the document content. Entity summarization helps to control the number of triples presented to users at a manageable level and provide the most useful triples [9, 10, 11] .
Entity summarization has also assisted many research activities. For example, in crowdsourced entity linking [12] , human participants manually link entity mentions in text to entities in semantic data. After seeing an entity mention, a participant retrieves a set of candidate entities from semantic data. Each of them is described by possibly a large set of triples. Entity summarization retains the most distinctive triples, and helps the participant quickly identify the correct entity [13] . Analogously, by identifying the most similar triples, entity summarization has facilitated human intervention in entity resolution to quickly determine whether two entity descriptions refer to the same real-world entity [14, 15] . In these activities, human participants complete their tasks more efficiently when they use summaries of entity descriptions.
Problem Statement
Semantic Data. Let E, P, C, L be the sets of all entities, properties, classes, and literals, respectively. Properties are divided into TYPE ∈ P, attributes A ⊆ P, and relations R ⊆ P. Semantic data is a set of entity-property-value triples denoted by
or more precisely:
For readers who are familiar with Semantic Web standards, an entity-propertyvalue triple is a subject-predicate-object triple in the Resource Description Framework (RDF). TYPE, attributes, and relations correspond to rdf:type, data properties, and object properties, respectively. However, we do not use Semantic Web terms in this article because entity summarization is not specific to semantic data that complies with Semantic Web standards.
Entity Description. For convenience, let ent(t), prp(t), val(t) return the entity, property, and value in a triple t ∈ T , respectively. In T , the description of an entity e ∈ E consists of the subset of triples where e is described as an entity or as a property value:
Desc(e) = {t ∈ T : ent(t) = e or val(t) = e} .
For example, in Figure 1 , the description of entity Qu comprises eight triples, satisfies |S| ≤ k. For example, given k = 5, any 1-5 triples selected from the description of Qu in Figure 1 form a summary of Qu.
Entity Summarization. The problem of entity summarization is formulated as finding an optimal summary: find arg max
where score(S|T ) is the quality score of summary S given T . Note that the score of S is conditioned on T . Although we focus on selecting triples from Desc(e), all the triples in T -including those outside Desc(e)-are considered as input because they are often useful when assessing triples in Desc(e).
An algorithm or system for solving the problem of entity summarization is called an entity summarizer. Different entity summarizers define and compute score(S|T ) in different ways. Some reduce Eq. (4) to a ranking problem, e.g., [16, 17, 18] . They assume
where score(t|T ) is the quality score of triple t ∈ S. So the problem turns into ranking the triples in Desc(e) and then generating a summary by choosing k topranked triples. Ranking is also a major step in many other entity summarizers, e.g., [19, 20, 21, 22] . As entity summarization is closely related to triple ranking, from a technical view we will not make a distinction between summary-based methods and ranking-based methods.
Scope of Survey
The identification of entity summarizers for our survey was done according to the following strategy. We scanned the proceedings of a set of highly relevant conference series (WWW, ISWC, ESWC, SIGIR) and the volumes of some highly relevant journals (Journal of Web Semantics, Semantic Web Journal, International Journal on Semantic Web and Information Systems, Information
Processing and Management). We also used the following query to search for papers in Google Scholar:
"entity summarization" OR "entity summarisation" .
We chose relevant papers from the collected papers based on whether their studied problem is compatible with our problem statement presented in Section 1.2.
Furthermore, we followed citations and references to consider additional papers that cite or are cited by the above relevant papers. With the defined search strategy and selection criterion, we are confident that the risk of introducing a researcher bias into the survey is low.
Related Problems and Surveys
Document Summarization. Document summarization has been studied for decades [23, 24] . It is fundamentally different from entity summarization. Triples in an entity description are structured, whereas sentences in a document are unstructured text. However, some techniques for document summarization have inspired the development of entity summarizers. For example, RELIN [16] which is an early entity summarizer uses a graph-based model which originates from the wellknown LexRank method [25] for document summarization.
Graph Summarization. Semantic data can be represented as a graph. Graph summarization aims to reveal patterns in the data. A graph summary is generally an abstract representation of the original graph. For example, it can be a single super-graph where super-vertices represent collections of vertices in the original graph, or can be a set of frequent subgraph patterns. In the graph representation of semantic data, the description of an entity is represented as the neighborhood of the entity. Interesting patterns can hardly be mined from such a small star-shaped subgraph, and hence methods for graph summarization [26, 27] are not suitable for entity summarization. Instead, entity summarizers usually adopt extractive solutions.
Ontology Summarization. An ontology provides an explicit specification of a vocabulary for a shared domain. It is often used as a schema of semantic data.
Methods for ontology summarization mainly represent an ontology as a graph, and then extract a subset of top-ranked terms and/or axioms based on graph centrality [28, 29] . These methods are not suitable for entity summarization because their graph representations are specifically designed for schema-level ontologies rather than instance-level entity descriptions. However, graph centrality measures are universal and apply to the graph representation of semantic data.
Contribution of the Article
The far-reaching application of entity summarization has led to fruitful research outcomes in recent years. However, there is a lack of comprehensive literature survey on this research topic. To the best of our knowledge, we provide the first technical review of existing entity summarizers. Instead of separately describing each summarizer, we identify their common technical features and organize those features into a hierarchy to categorize the broad spectrum of research on entity summarization. We also investigate various ways of combining multiple features to assemble a full entity summarizer. Based on the review, we suggest directions for future work.
Structure of the Article
The rest of this article is organized as follows. Section 2 reviews technical features for entity summarization. Section 3 reviews frameworks for feature combination. Section 4 reviews evaluation benchmarks for entity summarization. Finally, we suggest future directions in Section 5.
Technical Features for Entity Summarization
We broadly divide the technical features used in existing entity summarizers into generic features and specific features, and we organize them into hierarchies that are presented in Figure 3 and can find their counterparts in document summarization [23, 24] , but they have been successfully adapted for semantic data. Table 1 lists entity summarizers and their features.
Generic Features
Generic features apply to a wide range of domains, applications, and users.
We identify generic features from existing entity summarizers and group them into three categories: frequency/centrality, informativeness, and diversity/coverage. 
Frequency and Centrality
To generate a summary, an entity summarizer usually needs to measure the salience of each single triple for ranking. In the following we will first show measures based on frequency and centrality. Frequency is a common measure that has been widely used in document summarization [23, 24] . Words that are frequently seen in a document are often topical words repeated by the author, and thus are usually (though not always) believed to be important. Graph centrality computes extended frequency and may be more effective and robust.
Frequency of Property. To score an entity-property-value triple for entity summarization, [13, 14, 15, 21, 22, 33, 35, 39, 40, 41, 44] calculate the frequency of occurrence of the property over different scopes of data and interpret frequency in different ways.
In [15, 21, 40] , the global frequency of a property p is calculated over all the 
For example, in Figure 1 , worksAt which describes three entities (Qu, Cheng, and Hu) may be ranked higher than directs which describes only one entity (Qu).
Another way of calculating global frequency is done at the triple level [22, 40, 44] :
The slight difference is that gf T magnifies the frequency of multi-valued properties. For example, in Figure 1 , knows and worksAt have equal values of gf E (= 3), but knows as a multi-valued property has a larger triple-level frequency
In [33, 39, 41] , frequency is calculated over only those entity descriptions of the same type. Priority is given to type-specific frequent properties rather than generically frequent properties describing various types of entities. Formally, let c ∈ C be the type of the entity to be summarized, and let Inst(c) ⊆ E be the instances of c, i.e., the set of entities having c as their type. The type-specific frequency of a property p is
For example, in Figure 1 , worksAt describes only one entity (Qu) of type Professor.
A related method is to calculate the number of types of entities that a property p describes [40, 41] :
It calculates frequency at the class level. For example, in Figure 1 , worksAt describes two types of entities (Person and Professor).
In [13, 14, 21, 22, 35] , the scope of calculation is narrowed to Desc(e)-the entity description to be summarized, to assess the local frequency of a property p:
Again, (locally) multi-valued properties have higher frequency. For example, inside the description of Qu in Figure 1 , knows which describes Qu in two triples may be ranked higher than worksAt which appears in only one triple, although both of them describe three entities in the dataset (Qu, Cheng, and Hu).
Whereas most of the above methods favor frequent properties, some prefer infrequent properties, leading to seemingly contradictory conclusions. For example, in [21] , both the most frequent and the most infrequent properties are prioritized. Similarly, in [22] , globally frequent but locally infrequent properties are preferred because they show (global) popularity and (local) exclusivity.
Locally infrequent properties are also believed to be discriminating in [13, 14] , and hence are useful for comparing entities. This contradicts the preference for locally frequent properties in [35] . In [41] , properties that have higher typespecific frequency (i.e., tf) but describe fewer types of entities (i.e., ntf) are ranked higher, which is conceptually similar to the TF-IDF scheme (short for term frequency-inverse document frequency) used in document summarization [23, 24] . In the next section we will discuss infrequency from the angle of informativeness.
Frequency of Property Value. In [40] , the score of a triple depends on the frequency of occurrence of the property value v over all the entity descriptions in a dataset:
For example, in Figure 1 , Jia which appears as a property value describing three entities (Qu, Cheng, and Hu) may be ranked higher than Zhang which describes two entities (Qu and Cheng). A slightly different way of calculating frequency is done at the triple level [19, 20, 40, 11, 41, 44] :
For example, in Figure 1 , Websoft and Jia have equal values of vf E (= 3), but
Websoft has a larger triple-level frequency (4 > 3).
In particular, if the property is restricted to TYPE and the value is a class, the frequency of this class amounts to the number of its instances. In [9] , this number is calculated over different scopes of entities, such as all the entities in a dataset or all the similar/related entities.
Centrality of Property Value. In the graph representation of semantic data, the frequency of a property value which is a vertex in the graph is called its degree. Degree is one of the simplest graph centrality measures, using only the neighborhood structure of a vertex. More generally, graph centrality assesses the extent to which a vertex is central in a graph. Among others, the well-known PageRank algorithm [48] uses a model of a random surfer who continuously walks in the graph, either moving from a vertex to a random neighbor or jumping to a random vertex. The probability that the surfer is located at a vertex after a sufficiently large number of steps is defined as the PageRank centrality of the vertex. Compared with degree, PageRank is more powerful as it exploits the whole structure of a graph. PageRank has been used to score property values in entity summarization [22, 36] .
In the original implementation of PageRank, the outgoing arcs of a vertex are uniformly weighted, and the random surfer is equally likely to move to any neighbor. However, arcs in semantic data can heterogeneously represent different types of relations having different semantics. For example, in Figure 2 , the outgoing arcs of Qu represent three types of relations (knows, worksAt, and directs). The random surfer may be more likely to move along certain arcs.
Taking this into account, [32] allows the random surfer to choose different arcs with different probabilities, which are defined in a domain-specific way.
Centrality of Triple. The weighted PageRank model is also adopted by [16] , which presents a new graph representation for entity descriptions inspired by LexRank [25] for document summarization. The idea is to represent all the triples in an entity description as vertices of a complete graph. Every pair of vertices is connected by an arc weighted by the relatedness (i.e., similarity) of the two corresponding triples. A triple is directly scored as a single unit by running PageRank on this graph, to assess its topical centrality. This weighting scheme is extended in [18] to also consider topic coherence in a query context. Compared with the separation of property scoring and value scoring, such a joint model seems more suitable for the entity summarization task.
LDA. Going beyond frequency, recent research has started to adapt more powerful statistical methods in information retrieval for entity summarization.
Among others, Latent Dirichlet Allocation (LDA) [49] is a generative statistical model, assuming that each document is a mixture of a small number of topics and each topic uses a small number of words frequently. In [42, 43, 46] where FCA. In [45] , the Formal Concept Analysis (FCA) is performed to aggregate
properties and values into a hierarchy. A triple is scored based on the depth of its elements in the hierarchy. The method implicitly gives preference to triples with infrequent properties and frequent values. Here, frequency is computed at the word level.
Informativeness
Another group of features for measuring the salience of a triple is informativeness. This concept has been widely implemented in document summarization [23, 24] , where a word appearing in fewer documents carries more information, and thus is more important. In the following we show two kinds of informativeness measures used in existing entity summarizers.
Statistical Informativeness. A property-value pair p, v describing fewer entities in a dataset is considered more important [11, 13, 14, 16, 17, 18, 19, 20, 38] . This statistical method has statistical and information theoretic explanations. We can treat the occurrence of e, p, v in e's description as a probabilistic event. The informativeness of p, v , i.e., the information content associated with the event of its occurrence, is measured by self-information, namely the negative logarithm of the probability of this event. Probability is estimated using relative frequency observed in a dataset:
A property-value pair that occurs less frequently will, once observed, carry a larger amount of information. Therefore, the self-information of a propertyvalue pair shows its power of characterizing an entity. For example, in Figure 1 , the self-information of worksAt, Websoft is − log 3 8 because it occurs in three out of the eight entity descriptions in the data. By comparison, directs,
Websoft occurs in only one entity description and its self-information, − log 1 8 , is larger.
Note that frequency, infrequency, and informativeness not necessarily conflict. They may be observed in different aspects of a property-value pair. For example, it is possible that an informative property-value pair has a locally infrequent property and has a globally frequent entity as the value. In Figure 1 , directs, Websoft is such a property-value pair.
Ontological Informativeness. If the property is restricted to TYPE and the value is a class, there is another way of measuring informativeness based on ontological semantics in the schema of data, aka an ontology. Classes in an ontology typically form a subsumption hierarchy. For example, in Figure 1 ,
Professor can be a sub-class of Person. A class deeper in the hierarchy has a more specific meaning than an upper-level one, and its occurrence carries more information [9, 44] . Not surprisingly, such a class also has larger self-information because it has fewer instances. However, in practice, statistical informativeness and ontological informativeness are not equivalent due to the unbalance of the class hierarchy (hurting the accuracy of ontological informativeness) and/or the incompleteness of the data (hurting the accuracy of statistical informativeness).
Diversity and Coverage
Simply choosing a subset of the most salient triples may not generate a good summary because the information they provide may cover limited aspects of an entity, and on the other hand overlap with each other. Improving the diversity of a summary to more comprehensively cover the original information has been considered in document summarization [23, 24] and also entity summarization.
The core task here is to measure the similarity between triples, and then avoid selecting very similar triples into a summary. In the following, we show various measures of similarity between two triples.
Discrete Similarity. One simple method is to choose triples that have different properties [35, 46] or different values [22, 36] for a summary. This method essentially uses discrete similarity. For two properties (or two values) i and j, their similarity is binary:
That is, different properties and different values are individually separate. Implicit relationships between them are not explored.
Textual Similarity. Properties and values are not just symbols but associated with natural language labels, from which textual similarity can be computed.
In [13, 14, 38, 41] , edit-distance-like string metrics are used to measure the similarity between the names of two properties and the similarity between the string forms of two property values. For example, "Websoft" and "Director of Websoft" are similar strings.
In [11, 15, 19, 20, 30, 44] , a string (e.g., "Director of Websoft") is represented as a bag of words (e.g., "director", "of", "websoft"), or a word vector. The similarity between two triples can be the cosine similarity between the two corresponding vectors [30] . To handle the sparseness of vectors and glean senselevel or higher-level abstract meanings of words, [11, 15, 19, 20] use WordNet [50] to expand words by including their synonyms or hypernyms.
Semantic Similarity. Going beyond the superficial discrete and textual methods, semantic similarity aims to more deeply understand the meaning of data.
In [13, 14, 15, 38] , when comparing the string forms of two property values, if both of them represent numbers, their string similarity will be substituted by a special numerical similarity which treats them as numbers instead of ordinary strings. For example, the numerical similarity between "99" and "100" is reasonably large, though as strings they comprise different characters. In [13, 14, 38] , the similarity between two numbers n i and n j is computed as follows, ranging from -1 (dissimilar) to 1 (similar):
if n i = n j , −1 if n i = n j and n i n j ≤ 0, min{|ni|,|nj |} max{|ni|,|nj |} if n i = n j and n i n j > 0.
For example, the similarity between "99" and "100" is 99 100 . In [13, 14, 38] , they exploit ontological semantics to identify redundant triples via logical reasoning. For example, in the description of Qu in Figure 1 , Qu, TYPE, Person and Qu, TYPE, Professor are redundant and will not be selected together because Professor is a sub-class of Person.
Specific Features
All the aforementioned features assess the salience of triples only by analyzing entity descriptions, thereby being universally usable. By contrast, the following features exploit external resources or consider external factors. They exhibit effectiveness in specific domains or specific applications. These specific features use domain knowledge, be informed of contexts, or realize personalization.
Domain Knowledge
To summarize entities in a specific domain, it is possible and sometimes essential to obtain prior domain knowledge about the importance of certain triples. For example, [33] summarizes the descriptions of academic videos, and gives priority to triples involving Place or Event entities because these classes are known to be important in the domain. In [21] , to summarize the description of a film, the triple describing its most important actor is always selected into the summary. The importance of an actor is proportional to the number of films the actor stars in. In [17] , movie ratings are used. In [37, 47] , a timeline of events is generated for an entity to show the most important milestones and relationships. During event selection, date relevance and temporal diversity are considered.
In the description of an entity that has a Wikipedia page, a property value whose Wikipedia page is backlinked to the above page is considered important [22, 33, 47] . Wikipedia categories can be used to enrich semantic data for LDA-based methods [42, 46] . It is also possible to group entities by their Wikipedia categories from which an effective ranking of properties can be derived [41] .
Context Awareness
Some entity summarizers can produce different summaries for the same set of triples, depending on the context in which the generated summary is to be used.
In entity search engines, a keyword query forms the context, and the relevance of a triple to the query is calculated for ranking and snippet generation [30, 34, 40] . For example, in Figure 1 , Qu, directs, Websoft is relevant to the query "researchers at Websoft". This kind of context is extended from one single query to a query session in [18] .
In summary-assisted Web browsing, the content of a document surrounding the mention of an entity forms the context. In [9, 13] , preference is given to property values whose types are the same as or similar to the types of the other entities mentioned in the context.
In collective entity summarization [11, 13, 14, 15, 31] , summaries of multiple entity descriptions are generated together to help users compare or connect these entities. When summarizing each of these entity descriptions, their in- and Cheng, worksAt, Websoft are likely to be selected, respectively, because these two triples provide a connection between the two entities.
Personalization
It is useful to generate personalized entity summaries to meet users' individual needs. For example, [32] infers a user's preference from his or her clicks when interacting with an application.
Frameworks for Feature Combination
A practical entity summarizer often relies on multiple features. However, different features may have conflicting objectives. In this section, we sketch out existing entity summarizers and show how they choose and combine multiple features.
Simple Frameworks
To integrate two or more features, one intuitive strategy is to separately rank triples based on each individual feature, and then take the union of their topranked results [21] . Alternatively, multiple ranking criteria can be combined using an aggregate function, e.g., summation [22] , multiplication [17, 22] , or their mixture [41] . However, these simple frameworks are not suitable for some diversity and coverage features discussed in Section 2.1.3. More generalized frameworks have been presented in the literature to formulate and solve a multiobjective optimization problem, as we will see in the following.
Random Surfer Model
In RELIN [16] , a weighted PageRank model is used to rank triples by computing their PageRank centrality. In PageRank, a random surfer at each step either moves from a vertex (i.e., a triple) to a random neighbor or jumps to a random vertex. The two types of actions can have different probabilities, which are exploited in RELIN to represent informativeness and relatedness. Specifically, the probability that a random surfer jumps to a random triple t, denoted by p J (t), is proportional to the statistical informativeness of t, and the probability that a random surfer moves from a triple t to a random neighbor t, denoted by p M (t , t) , is proportional to the topical relatedness between t and t. Finally, the PageRank centrality of triple t, i.e., the probability that a random surfer arrives at t is iteratively defined as
where Nbr(t) denotes the neighbors of t, and d ∈ [0, 1] is a damping factor.
The above weighted PageRank model can integrate more than two ranking features. The probability of a move or a jump can be defined as a linear combination of multiple ranking functions. For example, CES [18] extends RELIN by adding session relevance to the model. Session relevance is the relevance of a triple to a query session. In CES, probability is a linear combination of informativeness, relatedness, and session relevance.
PageRank and other random surfer models are suitable for integrating centralitybased and importance-style features. However, one of their shortcomings is that diversity and coverage features cannot be naturally modeled.
Similarity-based Grouping
To explicitly support diversity and coverage, DIVERSUM [35] disallows selected triples to have the same property. In other words, triples are grouped by their properties. Only the top-ranked triple in each group can be selected.
In DIVERSUM, to rank triples within a group, the local frequency of their properties are compared.
A similar framework is adopted by FACES [19] and its extension FACES-E [20] . They represent a triple as a bag of words expanded with WordNet, and group triples by an incremental and hierarchical text clustering algorithm.
The incremental nature of the approach enables it to work even in a streaming data environment where the total number of data points (i.e., triples) are not known a priori. Within each group, triples are ranked by a combination of their statistical informativeness and the frequency of their property values. If the number of groups is larger than the number of triples to select (i.e., k), at most one top-ranked triple will be selected from each group. Otherwise, at least one top-ranked triple will be selected from each group. A similar strategy is adopted by MPSUM [46] .
Although this grouping-based framework supports diversity and coverage features, it assumes that the similarity between triples is an equivalence relation and induces a partition of triples. However, similarity is not necessarily a binary function but is generally a numerical function. Such a strict partitioning of triples is inflexible.
MMR-like Re-Ranking
MMR [51] (short for Maximal Marginal Relevance) is an information retrieval framework that improves the diversity of the results by selecting items iteratively. In each iteration, the item to select is the candidate that maximizes its quality score and minimizes its similarity with the items already selected in previous iterations. That is, candidates are re-ranked in each iteration. MMR-QSFS [34] adopts this framework to generate diversified query-relevant entity summaries. Specifically, let S be the current entity summary consisting of the triples selected in previous iterations. Initially S is empty. In each iteration, the MMR score of each candidate triple t is given by
where qr(t) is the relevance of t to the query, sim(t, t ) is the similarity between two triples t and t , and λ ∈ [0, 1] is a parameter to tune.
This framework achieves a trade-off between importance and diversity when selecting triples. Compared with grouping, MMR is more flexible and fully exploits the numerical values of similarity. More generally, this trade-off can be reformulated as a linear combination of importance and diversity over all the triples in a summary, as we will see in the next. From this point of viewtreating the linear combination as an objective function to optimize, MMR is actually a greedy algorithm which may not produce the optimal solution.
Combinatorial Optimization
To overcome the sub-optimality of MMR, it would be straightforward to directly model entity summarization as a combinatorial optimization problem.
In CD [38] , for each triple t i ∈ Desc(e), let x i be a binary variable representing whether t i is selected into the summary (x i = 1) or not (x i = 0). The problem is to
where si(t i ) is the self-information of t i , sim(t i , t j ) is the similarity between t i and t j which integrates string similarity, numerical similarity, and logical reasoning, and γ, δ > 0 are parameters to tune. This problem is an instance of the quadratic knapsack problem, which has effective heuristic algorithms. Similar frameworks are adopted by [11, 13, 14, 52] . In addition to knapsack-like modeling, [15, 31, 37] develop formulations of task-specific combinatorial optimization problems.
Compared with MMR, combinatorial optimization provides a more principled way of formulating the problem of entity summarization. However, their difference is mainly theoretical rather than practical, because the formulated combinatorial optimization problems are often NP-hard and are solved by heuristic or greedy algorithms, which are conceptually similar to MMR.
Learning to Rank
From the view of machine learning, all the above frameworks are unsupervised. When labeled data is available for training, it is possible to consider a supervised learning framework. For example, for each triple we can define a feature vector where each feature is given by one of the above-mentioned technical features. Entity summarization is then modeled as a learning-to-rank problem, which can be solved by decision tree and linear regression [9] , support vector machine [47] , gradient tree boosting [34, 40] , or more sophisticated learners.
Supervised learning has so far not been widely used for entity summarization due to the lack of labeled data. Existing attempts [9, 34, 40, 47] focus on specific applications where labeled data is available, such as user clicks for the generation of query-relevant entity summaries.
Evaluation Benchmarks for Entity Summarization
Methods for evaluating entity summarization are broadly divided into intrinsic methods and extrinsic methods. Intrinsic evaluation directly measures the quality of a machine-generated summary by comparing it with a human-made ground-truth summary. Extrinsic evaluation indirectly measures the quality of a machine-generated summary by applying it in a downstream task and measuring users' effectiveness and/or efficiency in completing the task based on the summary.
Extrinsic methods are usually adopted to evaluate application-specific entity summarizers. For example, C3D+P [14] and CTab [15] generate summaries to facilitate human intervention in entity resolution. Their effectiveness is evaluated by the accuracy and efficiency of manual entity resolution using machinegenerated summaries. However, extrinsic evaluation is often difficult to replicate as human users are involved.
Intrinsic methods are more popular. Intrinsic evaluation is relatively easy to perform, and the results are easily reproducible. In this section, we present metrics used in intrinsic evaluation, describe ground-truth summaries that have been created for evaluation, and report recent benchmark results.
Evaluation Metrics
Let S m be a machine-generated entity summary. Let S h be a human-made ground-truth summary. Intrinsic evaluation compares S m with S h and measures the quality of S m based on the extent to which S m is similar to S h . Two similarity metrics have been used: quality and F-measure.
Quality. Entity summarizers usually take a size constraint k as input,
to bound the number of triples in a summary. In intrinsic evaluation, k is commonly set to |S h |, and hence we usually have |S m | = |S h |. In [16, 18, 19, 20, 22] , the quality of S m is computed based on its overlap with S h :
One shortcoming of this simple metric is the lack of normalization. Therefore, the results in different settings of k are not comparable. Besides, this metric may not be fair when |S m | = |S h |.
F-measure. To overcome the above shortcomings, recent evaluation efforts use standard information retrieval metrics:
The results of Precision, Recall, and F1 are in the range of [0, 1].
Note that we will trivially have Precision=Recall=F1 if |S m | = |S h |. However, even if we set k = |S h |, some entity summarizers may output less than k triples, i.e., |S m | < |S h |. For example, DIVERSUM [35] disallows selected triples to have the same property. It is possible that an entity description contains less than k distinct properties and hence DIVERSUM has to output less than k triples. In this case, Precision =Recall, and one should rely on F1.
Ranking-based Metrics. As mentioned in Section 1.2, some methods formulate and solve entity summarization as a triple ranking problem. Given an input entity description Desc(e), they output a ranking of the triples in Desc(e).
To evaluate this ranking, we can treat the k top-ranked triples as a machinegenerated summary and evaluate it using the above-mentioned set-based metrics such as Precision. That amounts to calculating Precision at k, which is a popular evaluation metric in information retrieval. We can also use other information retrieval metrics such as Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain (NDCG) to directly evaluate the entire ranking. Finally, the mean F1 over all the entities is calculated.
On ESBM v1.0, BAFREC [44] shows the best performance on both DBpedia and LinkedMDB when k = 5. CD [38] , KAFCA [45] , and MPSUM [46] are leading methods when k = 10. On ESBM v1.1, CD [38] and FACES-E [20] achieve state-of-the-art results on DBpedia and LinkedMDB, respectively. The results show that no single entity summarizer could lead in all settings. Besides, the absolute values of F-measure are not high. All these results suggest a lot of room for future study and improvement.
Conclusion and Future Directions
We have presented a comprehensive technical review of existing entity summarizers. To identify the most salient triples of an entity, existing methods compute frequency and centrality, measure informativeness, assess diversity and coverage, and consider domains, contexts, and personalization. Multiple features are combined in different ways: from grouping and re-ranking frameworks to random surfer, combinatorial optimization, and learning to rank models.
Although the research on entity summarization is progressing rapidly, the problem is still far from being solved, as suggested by the current evaluation results.
Based on the review of the state of the art, we identify the following future directions.
Use of Semantics. As shown in Table 1 , existing entity summarizers rely on frequency, centrality, and statistical informativeness. These statistical methods are useful when the volume of semantic data is large and rising quickly. However, it is not the magnitude but the semantics of data that distinguishes semantic data from other types of structured data. Classes and properties are associated with meaning characterized by axioms. This rich ontological semantics is unfortunately not fully considered in existing research. We have only witnessed some shallow use of class hierarchies for calculating informativeness [9, 44] or identifying similar triples [13, 14, 38] . More semantics and more powerful reasoning capabilities can be useful for entity summarization.
Human Factors. Most features in use are data-centric. They analyze various aspects of semantic data. However, considering that entity summaries are generated to be presented to human users, more research attention needs to be given to human factors. For example, when summarizing the description of a book, its ISBN is statistically informative as it uniquely identifies a book. This triple is likely to be selected into an entity summary by many existing summarizers, and indeed it is useful for applications like entity resolution. However, it may not be interesting to many human users because the information it provides is not very useful. Here, a desired feature would be to assess the meaningfulness or human friendliness of a triple to the lay audience. We have seen preliminary efforts to learn users' preference from their behavior [32] . Research of this kind is in demand.
Supervised Methods. Only a few entity summarizers use supervised methods [9, 34, 40, 47] . All these methods focus on specific applications where labeled data is available for training. For generic entity summarization, it is expensive to manually annotate a large set of entity summaries as training data. This has hindered the development of supervised entity summarization in a general setting. One possible solution is to programmatically annotate entity summaries.
For example, in [57] , entity descriptions in DBpedia are automatically aligned with abstracts of DBpedia articles to identify key triples for each entity and form a summary. A large set of annotated entity summaries can be easily obtained in this way to train a supervised entity summarizer. However, this kind of training data may contain noise, and hence the supervision is weak.
Non-Extractive Methods. All the reviewed entity summarizers use extractive methods. They generate a summary for an entity description by extracting a subset of triples. In document summarization [23, 24] , a paradigm complementary to extractive methods is non-extractive summarization, which generates an abstractive summary consisting of ideas or concepts that are taken from the original description but are re-interpreted in different and better forms. For document summarization, non-extractive methods are complex as they need extensive natural language processing. For entity summarization, the exploration of non-extractive methods is in the initial phase. It is still open to discuss the form of an abstractive entity summary. Existing attempts generate summarized text from an entity description using sequence-to-sequence models [58, 59, 60] .
Interactive Methods. Entity summarizers are not perfect at all times. When an one-shot summary fails to fulfill a user's information needs, the user may expect to see an improved summary after interacting with the summarizer. This kind of interactive entity summarization has not received research attention. For document summarization, interactive methods solicit feedback from the user to capture opinions and interests [61, 62] . Entity summarization can follow this line of research, and user feedback can be positive or negative opinions about triples. However, considering the structured and semantic nature of entity descriptions, directly adapting existing methods for interactive text summarization is unlikely to be effective. Future research is expected to find suitable models for characterizing a user's interaction with an entity summarizer. 
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