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The 2008 financial crisis and recent volatility in global markets have provided important 
motivations to better understand the functioning of equity markets, since stock market crashes 
can trigger severe recessions through wealth and balance-sheet effects. Against efficient market 
theory, the literature has found much evidence that stock price movements seem unrelated to 
expected future movements in corporate fundamentals. This thesis investigates the impact of 
earnings announcement surprise on stock prices and contributes to the existing literature by 
examining the impact’s dependency on various factors (the P/E ratio, the output gap, whether the 
forecast error is positive or negative, and the distribution of forecasts). The thesis measures 
earnings surprise with Bloomberg quarterly forecasts for three companies (Hewlett Packard, 
IBM, and Walt Disney) from 1984 to 2015. Regression results indicate that positive surprise 
tends to raise stock prices around announcement days, with the exception of IBM. Other factors 
affect each company with different significances and magnitudes. Positive surprise has a smaller 
impact than negative surprise under a lower P/E ratio or a decreasing output gap. When the 
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The 2008 financial crisis and recent volatility in global markets provide important 
motivations to better understand the functioning of equity markets. In 2015 Chinese equity 
markets underwent drastic volatility: the Shanghai Composite Index first rose from 3000 to 5100 
points and then plunged back to below 3000 points. The volatility caused turmoil in the Chinese 
economy, which affected global markets at large. Stock market crashes can trigger severe 
recessions through wealth and balance sheet effects, since falling stock prices often reduce 
people’s spending and add excessive debts to corporate balance sheets. The following section 
reviews the general motivation, the efficient market model and empirical anomalies, and specific 














Basic efficient markets theory suggests that the stock market should be driven by “news” 
about corporate fundamentals such as earnings and dividends. The efficient markets model 
assumes that investors are rational and stock prices incorporate all relevant information at any 
point in time. Fama (1970) defines three forms of informational efficiency: (i) the weak form, in 
which stock prices incorporate historical prices; (ii) the semi-strong form, in which prices reflect 
all publicly available information; (iii) the strong form, in which prices reflect all public and 
private information. Fama (1991) reviews the different types of tests that confirm the efficient 
markets model. The tests of the weak form, which started the earliest, have largely supported the 
random walk hypothesis that price changes are random and cannot be predicted from past prices. 
The tests of the semi-strong form, focusing on corporate events, provide mature evidence that 
stock prices adjust to public news quickly and completely. The strong form is too extreme to 
depict the reality and has only limited support.   
Against the efficient markets theory, the literature has found much evidence that stock 
prices seem unrelated to expected future movements in corporate fundamentals. Shiller (1981) 
examines a simple efficient markets model that the stock price in the absence of arbitrage 
opportunities is the present value of expected future dividends with a constant discount factor: 





   . 
𝑃𝑡 is the present stock price. 𝐸𝑡 is the mathematical expectation given information at time 𝑡. 𝐷𝑡+𝑘 
is the dividend per share at a future date 𝑡 + 𝑘. 𝑟 is the discount rate. Shiller finds the “volatility 
puzzle” that stock prices are too volatile to be explained by discounted future dividends. Figure 1 
shows that the historical price of S&P 500 index fluctuates significantly around the present value 
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of future dividends. If the market is efficient, the smooth trend of discounted dividends indicates 
that there has been little new information of future dividends and the actual price should have 
been less volatile. Shiller also tests for a more general form of efficient markets in which the 
discount factor varies with real interest rates or consumption, but Figure 2 shows that the actual 
stock price does not correspond to the ex post rational price calculated with any measure of the 
discount factor.  
Figure 1 (Shiller, 2013): Real Standard & Poor’s Composite Stock Price Index along with Present values with constant discount 
rate of subsequent real dividends accruing to the index 1871–1913. The two present values differ in their assumption about 
dividend growth after 2013. 
  
Figure 2 (Shiller, 2013): Real Standard & Poor’s Composite Stock Price Index along with three present values of subsequent real 
dividends accruing to the index, 1871–2013. All three present values assume real dividend growth 2003–13 will continue forever 




 Despite the excess volatility in the short run, the price-earnings ratio seems to indicate 
stock performance in the long run. Campbell and Shiller (1998) compute the Cyclically Adjusted 
Price-Earnings ratio (CAPE ratio) that is the real price of S&P 500 index divided by a moving-
average of real 10-year earnings. Since stock returns are more volatile in the short run than in the 
long run, stock returns tend to be lower for the next 10 or 20 years if the CAPE ratio is high. 
Basu (1977) examines the stock returns of about 500 firms from 1957 to 1971 and concludes that 
low P/E securities tend to outperform high P/E ones even after adjusting for transaction costs and 
differential taxes.   
The evidence of market inefficiency has spurred the growing research in behavioral 
finance, which incorporates psychological factors and allows for market inefficiency due to 
various forms of investor irrationality. In their Survey of Behavioral Finance, Barberis and 
Thaler (2003) summarize the two building blocks of this field, “limits to arbitrage, which argues 
that it can be difficult for rational traders to undo the dislocations caused by less rational traders; 
and psychology, which catalogues the kinds of deviations from full rationality we might expect 
to see” (p. 1054). As an alternative to the expected utility theory that risk perception is based on 
diminishing returns to wealth, for example, the prospect theory (Kahneman & Tversky, 1979) 
defines a value function with three parts: (i) individuals focus on the deviation of their wealth 
from the reference point rather than the level of wealth; (ii) the disutility from a loss is greater 
than the utility from a gain of the equal magnitude; (iii) individuals have diminishing sensitivity 
to both gains and losses. The prospect theory challenges rational expectation hypothesis and has 
been applied to new models of risk premium. Barberis, Huang, and Santos (2001) show that the 
prospect theory in which investors derive their utility from changes in the value of their financial 
wealth can help explain the excess volatility and predictability of the aggregate stock market.   
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One useful way to examine the longstanding debate between efficient markets and 
behavioral finance is to look directly at the effect of earnings news. Fama (1970) emphasizes the 
joint hypothesis problem in testing market efficiency: previous studies usually test market 
efficiency jointly with a model of market equilibrium; when the tests fail it is unclear whether the 
problem is an inefficient market or a bad model of market equilibrium. Fama, Fisher, Jensen, and 
Roll (1969) first test the response of stock prices to corporate events by looking at stock splits. 
Their paper presents a practical solution to the joint hypothesis problem and motivates many 
studies of other corporate events including earnings announcements. Fama (2013) summarizes 
the advantage of event studies in eliminating the joint hypothesis and testing market efficiency:  
Early event studies focus on short periods, typically days, around an event. Over short  
periods the assumed model for equilibrium expected returns is relatively 
unimportant because the change in the price of the stock in response to the event 
is typically much larger than short horizon expected returns. (p. 368) 
Among corporate events quarterly earnings announcements are well followed by investors and 
particularly suitable for tests of efficient markets. Quarterly earnings announcements are official 
statements of corporate earnings during the specific quarter and indicate future profitability of 
the company. Equity analysts often issue earnings forecasts before announcement dates and 
rapidly adjust their trading after announcements. If the market is efficient, stock prices following 
the announcements should be driven by “earnings surprise” that is the difference between 
earnings per share and the market estimate.  
 Recent papers examining the effects of earnings announcements focus on a persistent 
anomaly called the “Post-Earnings Announcement Drift” (PEAD). The PEAD, first documented 
by Ball and Brown (1968), describes the anomaly that the earnings surprise in one quarter has a 
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continuous effect on stock returns in the following quarters. A positive earnings surprise may 
generate consistently high returns in the next several quarters. Stock investors rely on past 
earnings announcements and underreact to the latest earnings. The Post-Earnings Announcement 
Drift violates the efficient market model in which stock prices follow a random walk rather than 
displaying some predictable patterns. While most of the existing literature measures the earnings 
surprise with time-series models, this thesis measures the surprise with Bloomberg analyst 
forecasts for the past three decades. Using analyst forecasts explores the impact of earnings 
surprise and the efficient market model from a more behavioral and descriptive perspective. A 
few studies have used analyst forecasts and thus provide a useful guide for this thesis.  
 Abarbanell and Bernard (1992) examine whether investors underreact or overreact to 
prior earnings information and its implications. The sample includes Value Line forecasts of 
quarterly earnings for 178 firms between 1976 and 1986. Excluding nonconsecutive data points 
the number of observations per firm ranges from 16 to 44 with a median of 40. The authors test 
cumulative abnormal returns (𝐶𝐴𝑅𝑡) over quarter 𝑡 as a function of unexpected earnings (𝑈𝐸𝑡):  
𝐶𝐴𝑅𝑡 = 𝛼0 + 𝛼1𝑈𝐸𝑡 + 𝑒𝑡   . 
Cumulative Abnormal Return over quarter 𝑡 is the sum of daily abnormal returns from the day 
after the previous earnings announcement to earnings announcement for quarter 𝑡. The daily 
abnormal return equals each firm’s daily return minus the equally weighted return on a control 
portfolio of all firms within the same NYSE/AMEX size decile. Unexpected Earnings equal the 
Value Line forecast error deflated by stock price ten days before forecast date. The authors 
eliminate extreme observations of unexpected earnings that lie in the upper or lower 1% of the 
distribution. All data are adjusted for stock splits and dividends to ensure comparability through 
time. Earlier studies of the Post Earnings Announcement Drift document a positive and declining 
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autocorrelation in unexpected earnings, which the authors confirm in the autocorrelation tests of 
their own data. They therefore assume a simple autoregressive process for 𝑈𝐸𝑡: 
 𝑈𝐸𝑡 = 𝛽0 + 𝛽1𝑈𝐸𝑡−1 + 𝑣𝑡    . 
Their study concludes that analyst forecasts underreact to recent earnings and the underreaction 
can explain about half of the Post-Earnings Announcement Drift.  
 A group of papers on financial accounting, also motivated by Ball and Brown (1968), 
explores the cross-sectional differences in the Earnings Response Coefficient (ERC) that is the 
marginal response of stock price to unexpected earnings after earnings announcements. Freeman 
and Tse (1992) claim that the marginal response of stock price to unexpected earnings decreases 
as the absolute value of unexpected earnings increases, although most studies assume a linear 
equation. The valuation theory suggests that the absolute value of unexpected earnings is 
negatively correlated with earnings persistence and investors place greater emphasis on 
forecasting persistent earnings. When the absolute value of unexpected earnings is high, the 
earnings are less persistent and investors react less to the earnings news in their daily trading. 
The nonlinearity is robust over time and over different functional forms.  
In their empirical model Freeman and Tse (1992) test the function of inverse tangent 
(arctan) and use I/B/E/S1 median forecasts of earnings per share. They run cross-sectional 
regressions on quarterly samples of at least 500 firms from 1984 to 1987 and all samples contain 
12,381 observations. The regression equation for each quarter is:    
𝐶𝐴𝑅𝑖 = 𝛽0 + 𝛽1𝑎𝑟𝑐𝑡𝑎𝑛(𝛽2𝑈𝐸𝑖) + 𝑒𝑖   . 
Cumulative abnormal return (𝐶𝐴𝑅𝑖) for a firm over quarter 𝑞 is the sum of daily abnormal 
returns from two days after the previous earnings announcement to one day after the 
                                                 
1 Institutional Brokers' Estimate System currently owned by Thomson Reuters 
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announcement for quarter 𝑞. The daily abnormal return equals each firm’s daily return minus the 
equally-weighted return on a CRSP2 beta-matched portfolio. Unexpected earnings (𝑈𝐸𝑖) for 
quarter 𝑞 is the I/B/E/S forecast error deflated by stock price on the last day of quarter 𝑞 − 1. 
The authors find that the nonlinear model has better explanatory power than the linear model in 
most quarters and in different magnitudes of unexpected earnings except for extreme 
observations. The intercept of the regression equation 𝛽0 turns out to be positive while 𝛽1 and 𝛽2 
are positive as expected. There appear to be greater absolute price responses to positive earnings 
surprise than to negative surprise of equal absolute value, but the authors argue that analyst 
forecasts are optimistic on average and price responses are symmetric after the regression 
equation specifies the bias of forecast errors: 
𝐶𝐴𝑅𝑖 = 𝛽0 + 𝛽1𝑎𝑟𝑐𝑡𝑎𝑛(𝛽2𝑈𝐸𝑖 + 𝛽3) + 𝑒𝑖   . 
In this updated regression 𝛽0 is not significantly different from zero while the other three 
coefficients are significantly positive as expected.  
Freeman and Tse (1992) also find that the marginal effect of earnings surprise is 
correlated positively with the market-to-book ratio and negatively with the variance of 
unexpected earnings. In the linear model they include dummy variables indicating the market-to-
book ratio (𝑀𝐵𝑖) and the variance of unexpected earnings (𝑉𝐴𝑅𝑖) for each quarter: 
 𝐶𝐴𝑅𝑖 = 𝛽0 + 𝛽1𝑈𝐸𝑖 + 𝛽2𝑀𝐵𝑖𝑈𝐸𝑖 + 𝛽3𝑉𝐴𝑅𝑖𝑈𝐸𝑖 + 𝑒𝑖   . 
𝑀𝐵𝑖 = 1 if firm 𝑖  has a market-to-book ratio above the sample median in the quarter and 𝑀𝐵𝑖 =
0 otherwise. A similar rule defines the value of 𝑉𝐴𝑅𝑖. Collins and Kothari (1989) explain that 
the market-to-book ratio of a firm relative to the market median roughly represents how much 
the firm’s return on its assets and expected future investments exceeds its required rate of return 
                                                 
2 Center for Research in Security Prices at the University of Chicago 
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on equity. Since growth opportunities affect future earnings, a higher market-to-book ratio leads 
to a higher expectation of earnings growth and a greater reaction to earnings surprise. Lipe (1990) 
argues that a lower variance of unexpected earnings implies a higher predictability of earnings. 
When earnings are more predictable, current earnings information becomes more useful in 
predicting future earnings and investors respond more to earnings surprise.  
Besides earnings news other papers have studied the effect of economic news on stock 
prices. Pearce and Roley (1985) examine the daily response of stock prices to macroeconomic 
announcements including monetary decisions and real economic activity. The authors test the 
efficient market hypothesis with the basic model: 
𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝑈𝐸𝑡 + 𝛽2𝐸𝑡 + 𝛽3𝑃𝑈𝐸𝑡 + 𝑒𝑡   . 
𝐷𝑃𝑡 is the percentage change in the last price of S&P 500 index around the announcement day. 
𝑈𝐸𝑡 sums the unexpected component of each economic announcement. 𝐸𝑡 sums the expected 
component of each economic announcement and Money Market Services provides market 
forecasts through its biweekly survey from 1977 to 1982. 𝑃𝑈𝐸𝑡 sums the unexpected component 
of past economic announcements. The authors measure real economic activity with monthly 
reports of industrial production and unemployment rate. They explain that surprises in economic 
activity can affect stock prices through two offsetting channels: increasing economic activity 
may lead the investors to forecast future economic growth that raises stock prices through wealth 
effects, while it may also cause more restrictive policies from the Federal Reserve that raise 
interest rates and depress stock prices. They find that surprises in monetary policy significantly 
affect stock prices and surprises in real economic activity have no impact, but they do not control 
for the state of business cycles. There is only weak evidence that stock prices respond to 
economic news beyond the announcement day. 
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My Thesis Contribution 
 Many papers discussed the response of stock prices to the P/E ratio and economic 
activities, but most papers that studied unexpected earnings with analyst forecasts have not 
discussed whether price responses to earnings surprise depend on other factors. As a contribution 
to the existing literature, the thesis examines how the impact of earnings surprise depends on 
various factors including the P/E ratio, the output gap, whether the surprise is positive or 
negative, and the distribution of forecasts. The thesis examines the time-series data for three 
companies (Hewlett Packard, IBM, and Walt Disney) from 1984 to 2015, measuring earnings 






















Sample and Theoretical Model 
Sample Selection 
The thesis runs time-series regressions for each company separately, because it assumes 
that the impact of earnings announcements is company-specific and the three companies are 
sufficiently different. Hewlett Packard, IBM, and Disney are selected because their data for all 
variables, especially the earnings forecasts, go back the furthest to the first quarter of 1984. The 
three stocks, all listed in the New York Stock Exchange, have large capitalizations and are part 
of the Standard & Poor 500 Index. IBM and Disney have a market capitalization of over $100 
billion, while Hewlett Packard has a much smaller capitalization of $19 billion and has been 
excluded from the Dow Jones Industrial Average. Disney is a mass media conglomerate and the 
other two companies specialize in information technology.  
Initial Model and Data Source 
The initial model for each company is: 
𝐴𝐷𝑃𝑡 = 𝛼0 + 𝛼1𝑈𝐸𝑡 + 𝛼2𝑈𝐸𝑡𝐼𝑡 + 𝛼3𝑈𝐸𝑡𝑆𝑇𝐷𝑡 + 𝛼4𝑌𝑡 + 𝛼5𝑈𝐸𝑡𝑌𝑡 + 𝛼6𝑈𝐸𝑡𝑌𝑡𝐼𝑡 + 𝛼7𝑃𝐸𝑡 +
𝛼8𝑈𝐸𝑡𝑃𝐸𝑡 + 𝛼9𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 + 𝛼10𝐶𝐴𝑃𝐸𝑡 + 𝛼11𝑈𝐸𝑡𝐶𝐴𝑃𝐸𝑡 + 𝛼12𝑈𝐸𝑡𝐶𝐴𝑃𝐸𝑡𝐼𝑡 + 𝑒𝑡.  
Among the independent variables, 
𝑈𝐸𝑡 =
𝐶𝑜𝑚𝑝𝑎𝑟𝑎𝑏𝑙𝑒 𝐸𝑃𝑆 − 𝑀𝑒𝑎𝑛 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡
|𝑀𝑒𝑎𝑛 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡|
∗ 100%. 
Mean Forecast is the Bloomberg consensus estimate of Earnings Per Share for the quarterly 
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earnings announcement.3 Comparable EPS is the Bloomberg-calculated or company-reported 
EPS that aligns with the consensus forecast: it includes stock-based compensation expense and 
may exclude the effects of one-time and extraordinary gains or losses.4 The dummy variable 𝐼𝑡 =
1 if 𝑈𝐸𝑡 > 0 and 𝐼𝑡 = 0 otherwise. 𝑆𝑇𝐷𝑡 is the standard deviation of analyst forecasts. 𝑌𝑡 is the 
output gap, which equals (Real GDP - Real Potential GDP)/Real Potential GDP*100%, of the 
United States in the announcement quarter. 𝑃𝐸𝑡 is the firm’s last price before earnings 
announcement divided by its trailing 12-month earnings. 𝐶𝐴𝑃𝐸𝑡 is the Cyclically Adjusted Price-
Earnings ratio in the announcement month. 
The dependent variable is the abnormal price change: 
𝐴𝐷𝑃𝑡 = 𝐷𝑃𝑡 − 𝛽𝑆𝑃𝑡. 
𝐷𝑃𝑡 is the daily percentage change in the last price of the firm and 𝑆𝑃𝑡 is the corresponding 
change in the S&P 500 index. If the announcement was made before or during regular trading 
hours, 𝐷𝑃𝑡 is the price change of the announcement day; if the announcement was made after the 
market was closed, 𝐷𝑃𝑡 is the price change of the next trading day. Assume for example that the 
announcement is made on Friday. If the announcement is made before or during regular trading 
hours, 𝐷𝑃𝑡 is the percentage difference between the firm’s last price on Friday and on Thursday; 
if the announcement is made after the market is closed, 𝐷𝑃𝑡 is the percentage difference between 
the last price next Monday and on Friday. 𝛽 is the market beta and measures the volatility of a 
firm’s price relative to the volatility of the market index. The Bloomberg terminal estimates 𝛽 
from monthly data in the period (1984-2015) by regressing the percentage change in the last 
price of the firm against the corresponding change of the S&P 500. 𝛽 = 1 indicates that the 
                                                 
3 The absolute value of mean forecast is used in the denominator to ensure that UE remains positive under positive 
earnings surprise when the forecast is negative.  
4 One-time charges mainly include: realized investment gains/losses, restructuring charges, non-recurring 
charges/gains, reserve charges, large writedowns, spin-off/sell-off expenses, M&A expenses, sales of subsidiary 
expenses, forgiveness of debt, writedowns of goodwill, ESOP charges, and acquired R&D costs.  
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firm’s price changes by 1% for a 1% change in the S&P 500. Table 1 shows that the betas for 
three companies range from 0.944 to 1.409: compared with the market index, the stock price of 
Hewlett Packard is more volatile and the stock price of IBM is slightly less volatile.  
Table 1: Estimated Beta for three companies 
Company Hewlett Packard IBM Disney 
Beta 1.409 0.944 1.188 
The data for all variables except the output gap and the Cyclically Adjusted Price-
Earnings ratio are directly collected from the Bloomberg terminal and its API. The output gap is 
collected from the Federal Reserve Economic Data and the CAPE is collected from Shiller’s 
online data.5 Bloomberg records the reporting time of most earnings announcements after 2000. 
Pre-2000 reporting time is estimated from its news database and historical newspapers (e.g. WSJ 
and NYT) on ProQuest.6 Besides the standard deviation, Bloomberg provides the number, the 
median, the highest, and the lowest value of all forecasts for an announcement. It also records the 
percentage change of the mean forecast in the 4 weeks before an announcement and the number 
of analysts who revised up or down their forecasts in the 4 weeks. For announcements in the 
recent decade, Bloomberg displays the names of analysts, their affiliated firms, and the dates 
when forecasts were submitted.  
Table 2 shows that three companies on average have 17 to 20 forecasts for each 
announcement. No forecast was issued for the fourth quarter of 1984, so the quarter has to be 
omitted from the sample. IBM has a stable number of forecasts between 12 and 26. Although HP 
and Disney both experienced a quarter with only one forecast, all other quarters have at least 6 
                                                 





forecasts (detailed distributions for forecasts in Appendix 1). The sample of fiscal quarters for 
HP and Disney spans from 1984Q1 to 2015Q3, which equal 126 observations.  
Table 2: Number of forecasts for three companies (Excluding 1984Q4) 
Company  Hewlett Packard IBM Disney 
Quarter Range 1984Q1-2015Q3 1984Q1-2015Q2 1984Q1-2015Q3 
Mean  20 18 17 
Standard Deviation 5.3 3.3 5.7 
Minimum-Maximum 1-32 12-26 1-30 
 
Hypothesis for Variables 
While the current state of the economy and market valuation alone are likely to affect the 
market’s reaction to earnings announcements, their interactions with earnings surprise may have 
an asymmetry depending on whether the earnings surprise is positive or negative. Under a 
flourishing economy and decreasing output gap, positive earnings surprise may be less attractive 
and negative surprise may be more alarming. Existing price levels may lead to the confirmation 
bias of investors: when the P/E ratio is high and prices are already high relative to earnings, 
investors may expect prices to fall and positive surprise has a bigger impact than negative 
surprise. This thesis includes two P/E ratios in its regression model: the trailing 12-month P/E 
ratio measures market valuation of the specific firm relative to its short-term profitability and the 
Cyclically Adjusted Price-Earnings ratio reflects current valuation of the general market relative 
to its long-term profitability. The company’s P/E and the CAPE ratio may interact differently 
with earnings surprise. The dummy variable 𝐼𝑡 measures potential asymmetries in the impact of 
earnings surprise and its interactions with other factors. For example, the estimated sign of 𝑈𝐸𝑡𝐼𝑡 
may be negative when investors are risk-averse and react more to negative surprise. The 
expected signs of the variables 𝑈𝐸𝑡𝑃𝐸𝑡 and 𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 may be negative and positive. This thesis 
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also explores whether the impact of earnings surprise depends on the standard deviation, since 
previous studies have barely discussed the relevance of forecast distribution. The coefficients of 
different factors may vary in their magnitudes depending on the persistence of the factors.  
The dependent variable is 𝐷𝑃𝑡 − 𝛽𝑆𝑃𝑡 in the initial model. Fama et al. (1969) use a 
similar method in their “market model” to isolate the effect of particular events from general 
market movements, although they calculate the abnormal returns rather than price changes. 
Freeman and Tse (1992) use cumulative abnormal returns over nearly a quarter for each 
announcement because the exact dates of analyst forecasts are not available from I/B/E/S and 
they assume that analysts update their forecasts of the current quarter during the sufficiently long 
period. On the Bloomberg terminal, however, analyst forecasts can be updated anytime and are 
automatically locked into the database right before the corresponding earnings announcements. 
Since the market usually reacts quickly, the price change around the announcement day 
sufficiently represents the market reaction.  
Stationarity of Variables 
Similar to Abarbanell and Bernard (1992), this thesis excludes extreme observations of 
UE and PE that lie in the upper or lower 1% of their distributions. The included values fall in the 
interval: 
[𝑀𝑖𝑛𝑖𝑚𝑢𝑚 + 1% ∗ 𝑅𝑎𝑛𝑔𝑒, 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 − 1% ∗ 𝑅𝑎𝑛𝑔𝑒]. 
The thesis performs the Phillips-Perron (1988) tests on all non-dummy variables with the 
Dolado-Sosvilla procedure (1990). Stationarity requires that the series have a constant mean, 
variance, and covariances over time. Non-stationarity may render the Ordinary Least-Squares 
procedures spurious. For most variables, the PP tests reject the null hypothesis of a unit root and 
conclude that the variables are stationary. Two variables are integrated of order 1. Y has a unit 
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root without a constant or trend for HP and IBM, while CAPE has a unit root with a constant for 
all companies. Graph 3 illustrates that Y and CAPE wander up and down in a random walk over 
time. Although unit root tests have low power, OLS regressions are especially suspicious when 
variables are integrated of different orders. In the following regressions, the thesis first estimates 
the model in the level form and then replaces the non-stationary variables with their first 
differences to emphasize the changes in results.  



































Hewlett Packard (HP) is an American software company founded in 1939. Since 1984, its 
stock price first rose from below $5 to its peak of over $70 around 2000; the price plummeted to 
$12 after the tech bubble and then rose again to $50 around the financial crisis. Its last price on 
February 19, 2016 is $10.32 and its earnings in 2015Q3 are $0.88 per share. HP’s fiscal year 
runs from November 1 to October 31 and the company usually releases its earnings in the 
following month after a quarter ends.  
The values of UE and PE are widely distributed and include a few extremes. Graph 4 
shows that most values of UE fall between -20% and 20% but several are around 80% or below 
60%. Graph 5 shows that PE also has very large values over 14. The calculated intervals for UE 
and PE are [-66.28, 91.66] and [3.29, 14.71]. Values of other variables are relatively 
concentrated and do not have apparent outliers. Abnormal price change (ADP) has a mean of 
0.18% and ranges from -18% to 18%. Given the small scale of earnings per share, the standard 
deviation of forecasts is on average $0.0143. The output gap has a mean of -1.7% and ranges 
from -7.8% to 2.9% (Appendix 2).  











Mean       3.083000
Median   2.554012
Maximum  93.27273
Minimum -67.88991
Std. Dev.   17.49514
Skewness   1.746362





















Mean       6.879653
Median   6.593250
Maximum  16.14060
Minimum  1.860100
Std. Dev.   2.693241
Skewness   1.170599




Graph 6 shows that the two major variables ADP and UE tend to move together over time. 
The regression of ADP against UE in Table 3 shows that positive earnings surprise significantly 
increases HP’s price. Abnormal price change increases by 1.5% points for a 10%-point increase 
in unexpected earnings; 12.6% of the variance in abnormal price change can be explained by the 
variance in unexpected earnings. The correlation matrix in Table 4 displays the variables with 
high correlations of over 0.8, which mainly exist among interaction terms of UE. UE is highly 
correlated with all interaction terms except Y and UE*PE*I. Interactions terms of PE and CAPE 
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Table 3: HP Regression of ADP against UE 
𝐴𝐷𝑃𝑡 = 0.0060 + 0.1524𝑈𝐸𝑡 
                                                                 (0.553)     (0.037)* 
?̅?2 = 0.126, S.E. of regression=5.75, F-stat. =17.04*, D.W. =2.28. *Significant at 1%. 
 
 
Table 4: HP’s Correlation Matrix (full matrix in Appendix 3) 
 UE UE*I UE*STD UE*Y UE*PE UE*PE*I UE*CAPE 
UE*I 0.88       
UE*STD 0.87 0.82      
UE*Y*I    0.97    
UE*PE 0.88  0.85     
UE*PE*I  0.81   0.85   
        
UE*CAPE 0.96 0.80 0.86  0.95   




 Table 5 shows the regression of all variables and only three variables, Y and its 
interactions, are significant at the 5% level. Most coefficients have the expected signs that are 
marked in red to the left of the variables. UE is no longer significant compared with the simple 
regression of ADP against UE, which indicates that irrelevant variables and high 
multicollinearity may suppress its t-statistic. Irrelevant variables are gradually dropped in 
subsequent regressions based on their t-statistics, adjusted R-squared, and their effects on 
remaining variables (Appendix 4). For example, the interaction terms UE*PE and UE*PE*I are 
first dropped because their t-statistics are the weakest; in the regression PE becomes significant 
and the coefficients of other variables do not change much, so UE*PE and UE*PE*I are 
considered irrelevant.  
Table 6 shows the results of dropping all irrelevant variables. The t-statistics of six 
independent variables and the F-statistic are significant, but the Durbin Watson (1950) d-statistic 
is 2.37. The DW critical values (Savin & White, 1977) for n=100, k’=6 are 𝑑𝐿 = 1.550, 𝑑𝑈 =
1.803 and 2.37 falls in the zone of indecision [2.197, 2.450]. Graph 7 shows that the residuals 
tend to fluctuate around 0 and many points in the Residual against Lagged Residual concentrate 
in the second or fourth quadrant, which suggests negative autocorrelation. The Breusch-Godfrey 
(1978) Lagrange Multiplier Test in Table 7 rejects the null hypothesis of no autocorrelation and 
concludes that there is first-order autocorrelation. The coefficient of the lagged residual is -0.26 
and significant at the 1% level. The LM tests with more lags also detect fourth-order 
autocorrelation in the quarterly data. The LM test with four lags has a lower LM-statistic than the 




Table 5: HP Regression of All Variables 
Dependent Variable: ADP   
Method: Least Squares   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 112   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.287764 3.801208 0.338778 0.7355 
+UE 0.060366 0.386567 0.156159 0.8762 
UE*I 0.515454 0.641607 0.803379 0.4237 
UE*STD -3.788846 6.374821 -0.594345 0.5536 
Y 0.936147 0.360502 2.596789 0.0108 
+UE*Y 0.091387 0.054466 1.677874 0.0965 
-UE*Y*I -0.195504 0.095071 -2.056399 0.0424 
-PE -0.766854 0.462795 -1.657005 0.1007 
-UE*PE -0.024372 0.066192 -0.368197 0.7135 
+UE*PE*I 0.027070 0.089072 0.303908 0.7618 
CAPE 0.214432 0.132844 1.614172 0.1097 
UE*CAPE 0.018119 0.019509 0.928759 0.3553 
UE*CAPE*I -0.034275 0.032516 -1.054075 0.2944 
     
     R-squared 0.321672    Mean dependent var 0.428144 
Adjusted R-squared 0.239450    S.D. dependent var 6.155320 
S.E. of regression 5.368024    Akaike info criterion 6.307561 
Sum squared resid 2852.753    Schwarz criterion 6.623101 
Log likelihood -340.2234    Hannan-Quinn criter. 6.435585 
F-statistic 3.912254    Durbin-Watson stat 2.284709 
Prob(F-statistic) 0.000065    
     
     
Table 6: HP Regression of Relevant Variables 
Dependent Variable: ADP   
Included observations: 112   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 5.232371 2.266511 2.308557 0.0229 
UE 0.304819 0.076358 3.991945 0.0001 
UE*STD -7.429126 2.749137 -2.702348 0.0080 
Y 0.916330 0.274846 3.333974 0.0012 
UE*Y 0.085266 0.038833 2.195699 0.0303 
UE*Y*I -0.175896 0.057315 -3.068948 0.0027 
PE -0.650432 0.294363 -2.209628 0.0293 
     
     R-squared 0.288047    Mean dependent var 0.428144 
Adjusted R-squared 0.247364    S.D. dependent var 6.155320 
S.E. of regression 5.340024    Akaike info criterion 6.248799 
Sum squared resid 2994.165    Schwarz criterion 6.418705 
Log likelihood -342.9327    Hannan-Quinn criter. 6.317735 
F-statistic 7.080263    Durbin-Watson stat 2.371159 
Prob(F-statistic) 0.000002    
     
































Table 7: HP Regression Serial Correlation Test 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 6.254460    Prob. F(1,104) 0.0139 
Obs*R-squared 6.353480    Prob. Chi-Square(1) 0.0117 
     
     Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Included observations: 112   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -1.014100 2.248706 -0.450970 0.6529 
UE 0.019690 0.074931 0.262779 0.7932 
UE*STD -1.068399 2.716630 -0.393281 0.6949 
Y -0.061582 0.269345 -0.228636 0.8196 
UE*Y -0.007075 0.038002 -0.186181 0.8527 
UE*Y*I -0.002751 0.055943 -0.049177 0.9609 
PE 0.124041 0.291513 0.425506 0.6713 
RESID(-1) -0.258003 0.103165 -2.500892 0.0139 
     
     R-squared 0.056728    Mean dependent var 1.36E-15 
Adjusted R-squared -0.006762    S.D. dependent var 5.193694 
S.E. of regression 5.211225    Akaike info criterion 6.208256 
Sum squared resid 2824.314    Schwarz criterion 6.402435 
Log likelihood -339.6623    Hannan-Quinn criter. 6.287040 
F-statistic 0.893494    Durbin-Watson stat 1.885947 
Prob(F-statistic) 0.514553    
     




Final Model and Interpretations 
To correct for negative autocorrelation the lagged dependent variable is included into the 
model. Since initial regressions exclude extreme observations of UE and PE, the final model 
excludes 𝐴𝐷𝑃𝑡−1 from extreme quarters and has 106 observations. Table 8 displays that the 
coefficients of all independent variables have expected signs and are statistically significant. The 
F-statistic 6.79 is significant at the 1% level and 27.8% of the variance in abnormal price change 
can be explained by the variance in the seven independent variables. Abnormal price change 
increases by 8.4% points for a 10%-point decrease in output gap and it decreases by 5.6% points 
for a 10-point increase in the P/E ratio. The marginal effect of unexpected earnings on abnormal 
price change is: 
Δ𝐴𝐷𝑃𝑡
Δ𝑈𝐸𝑡
= 0.30 − 6.83𝑆𝑇𝐷𝑡 + 0.069𝑌𝑡 − 0.16𝑌𝑡𝐼𝑡. 
When the standard deviation of forecasts and the output gap equal 0, abnormal price change 
increases by 3% points for a 10%-point increase in unexpected earnings. While the standard 
deviation in the sample ranges from $0 to $0.045, a 1-point decrease in the standard deviation 
enhances the marginal effect of unexpected earnings by 6.83% points. If the economy flourishes 
and the output gap decreases by 10% points, the marginal effect of positive surprise decreases by 
0.91% points but the marginal effect of negative surprise increases by 0.69% points. The 
interaction between the output gap and unexpected earnings has an evident asymmetry 
depending on the direction of the surprise. Abnormal price change decreases by 2.7% points for 





Table 8: HP Final Model 
𝐴𝐷𝑃𝑡 = 4.58 + 0.30𝑈𝐸𝑡 − 6.83𝑈𝐸𝑡𝑆𝑇𝐷𝑡 + 0.84𝑌𝑡 + 0.069𝑈𝐸𝑡𝑌𝑡 − 0.16𝑈𝐸𝑡𝑌𝑡𝐼𝑡 − 0.56𝑃𝐸𝑡 − 0.27𝐴𝐷𝑃𝑡−1  
              (2.19)** (0.07)*     (2.62)*                (0.26)*       (0.04)**            (0.06)*        (0.29)**     (0.08)* 
?̅?2 = 0.278, S.E. of regression=5.0, F-stat. =6.79* 
*Significant at 1%. **Significant at 5%. 
The LM tests for the final model show no serial correlation of any order. While the 
correlation matrix detects some bivariate correlations, Variance Inflation Factors (VIF) reflect 
linear relationships among three or more variables in this regression. VIF for a variable 𝑋𝑗 is 




2   . 
𝑅𝑗
2 is the R-squared of the auxiliary regression. High linearity among independent variables leads 
to high values of 𝑅𝑗
2and 𝑉𝐼𝐹𝑗. VIF values over 5 or 10 indicate relatively high multicollinearity. 
Imperfect multicollinearity increases standard errors but the Ordinary Least-Squares estimators 
remain unbiased and the best (BLUE).  In Table 9 all variables have VIF values slightly over or 
below 5 so multicollinearity is not severe.  
Table 9: HP Variance Inflation Factors 
Variable UE UE*STD Y UE*Y UE*Y*I PE ADP(-1) 
VIF 5.25 5.59 1.49 3.91 5.22 1.51 1.08 
Only one forecast was issued for 1989Q3, but the regression results are almost unchanged 
when the quarter is excluded (Appendix 6). Sensitivity analysis also confirms the robustness of 
the final model with extreme observations. In the regression for all quarters the estimated 
coefficients retain their signs and magnitudes, while the t-statistics and adjusted R-squared even 
improve slightly. Besides including the lagged dependent variable, another way to correct for 
serial correlation is using the Newey-West (1987) Heteroskedasticity and Autocorrelation 
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method. The HAC regression returns similar results and has a lower adjusted R-squared of 
24.7%, indicating that the lagged dependent variable may be relevant to the model. In addition, 
an alternative specification of the dummy variable 𝐼𝑡 = 1 if 𝑈𝐸𝑡 > 0 is 𝐼𝑡 = 1 if 𝑈𝐸𝑡 ≥ 0. 𝑈𝐸𝑡 =
0 occurs in 2004Q1 but a second thought reveals that it does not matter whether 𝐼𝑡 = 1 if 𝑈𝐸𝑡 =
0. Since 𝐼𝑡 just appears in the interaction with 𝑈𝐸𝑡, 𝑈𝐸𝑡 ∗ 𝐼𝑡 always equals 0 if 𝑈𝐸𝑡 = 0 
regardless of 𝐼𝑡.  
Final Model with First Differences 
 The thesis repeats the above processes of dropping variables and estimation after it 
replaces the non-stationary variables Y with ∆Y and CAPE with ∆CAPE. Table 10 presents the 
final model with the Newey-West HAC method that slightly improves the t-statistics of the 
simple regression. Compared with the level-form regression, the F-statistic is significant at any 
level and the adjusted R-squared rises from 27% to 30%. Most coefficients retain their values 
and significances. The variables Y and PE become insignificant while UE*I and ∆CAPE 
interactions become significant. If the market valuation is higher and ∆CAPE increases by 10 
points, the marginal effect of positive surprise increases by 1.28% points and the marginal effect 
of negative surprise decreases by 0.72% points. The regression does not have autocorrelation of 
any order or heteroskedasticity but suffers high multicollinearity. 
Table 10: HP Final Model with First Differences (Newey-West HAC method) 
𝐴𝐷𝑃𝑡 = −0.99 + 0.15𝑈𝐸𝑡 + 0.27𝑈𝐸𝑡𝐼𝑡 − 5.16𝑈𝐸𝑡𝑆𝑇𝐷𝑡 + 0.59𝑈𝐸𝑡∆𝑌𝑡 − 0.67𝑈𝐸𝑡∆𝑌𝑡𝐼𝑡 
−0.072𝑈𝐸𝑡∆𝐶𝐴𝑃𝐸𝑡 + 0.20𝑈𝐸𝑡∆𝐶𝐴𝑃𝐸𝑡𝐼𝑡  
?̅?2 = 0.30, S.E. of regression=5.18, F-stat. =7.59* 




International Business Machines Corporation (IBM) is an American multinational 
hardware company founded in 1911. Since 1984, its stock price first rose from $30 to $137 in 
1999, collapsed to $56 in 2002, and recovered to its peak of $215 in 2013. Its last price on March 
4, 2016 is $137 and its earnings per share in 2015Q2 is $3.84. Graph 8 shows that IBM 
experienced negative EPS from -$3.52 to -$0.03 in 1992Q3-1993Q3 and two other quarters of 
the 1990s. IBM uses a calendar fiscal year and its earnings are released in the following month 
after a quarter ends.  
The close-to-zero EPS in unprofitable quarters lead to extremely low values of UE and 
PE because the calculation of these two variables includes EPS in their denominators. Graph 9 
shows that UE has unusually low values of -19837.5% and -5977.6%. The regressions exclude 
observations of UE and PE in the upper or lower 1% of their distributions, so the included values 
of UE and PE fall in [-19634.2, 289.29] and [-90.21, 582.84]. Abnormal price change (ADP) is 
on average 0.12% and ranges from -15% to 12%. The standard deviation of forecasts is on 
average $0.038 and ranges from $0.006 to $0.134. 




























Mean      -209.2458
Median   1.218369
Maximum  492.5926
Minimum -19837.50
Std. Dev.   1850.678
Skewness  -9.903444




 Graph 10 shows that ADP sometimes moves together with UE but is far more volatile 
than UE in some periods such as 1996-1998. From 2001 to 2004 the two variables moved in 
opposite directions. The regression in Table 11 indicates no significant relationship between 
ADP and UE, because the t-statistics and F-statistic are low. Positive earnings surprise may 
decrease IBM’s price, but only 0.8% of the variance in abnormal price changes can be explained 
by the variance in unexpected earnings. Table 12 displays that several interaction terms have 
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Table 11: IBM Regression of ADP against UE 
𝐴𝐷𝑃𝑡 = 0.0336 − 0.0011𝑈𝐸𝑡 
                                                                 (0.438)     (0.0008) 
?̅?2 = 0.008, S.E. of regression=4.77, F-stat. =1.94, D.W. =2.62.  
 
Table 12: IBM’s Correlation Matrix (full matrix in Appendix 3) 
 UE UE*I UE*STD UE*PE*I 
UE*STD 0.88    
UE*Y -0.95    
UE*PE*I  0.86   
UE*CAPE 0.997  0.87  




 The regression of all variables in Table 13 indicates that only two variables PE and 
UE*PE*I are significant at the 5% level. Irrelevant variables and multicollinearity may suppress 
the t-statistics of other variables. After dropping all irrelevant variables, the regression in Table 
14 shows significant F-statistic and t-statistics of four independent variables but a high Durbin 
Watson d-statistic of 2.69. The DW critical values for n=120, k’=4 are 𝑑𝐿 = 1.592, 𝑑𝑈 = 1.758 
and 2.69 falls in the zone of negative autocorrelation [2.408, 4]. Graph 11 shows that the 
residuals frequently fluctuate around 0 and most points in the Residual against Lagged Residual 
form a negative slope. The LM Test in Table 15 rejects the null hypothesis of no autocorrelation 
and concludes that there is fourth-order autocorrelation. The coefficient of the first-lagged 
residual is -0.32 and significant at the 1% level. The White Test does not find heteroskedasticity.  
Table 13: IBM Regression of All Variables 
Dependent Variable: ADP   
Method: Least Squares   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.454796 2.030390 1.209027 0.2293 
+UE 0.041066 0.244489 0.167968 0.8669 
UE*I -0.322122 0.316878 -1.016547 0.3117 
UE*STD 0.348813 1.596047 0.218548 0.8274 
Y 0.105099 0.241287 0.435575 0.6640 
+UE*Y -0.010196 0.052119 -0.195634 0.8453 
-UE*Y*I 0.010490 0.068067 0.154117 0.8778 
-PE -0.193355 0.110871 -1.743955 0.0840 
-UE*PE -0.000490 0.001796 -0.272697 0.7856 
+UE*PE*I 0.009267 0.004819 1.923102 0.0571 
CAPE 0.004642 0.089737 0.051723 0.9588 
UE*CAPE -0.003852 0.009796 -0.393221 0.6949 
UE*CAPE*I 0.016878 0.016347 1.032516 0.3042 
     
     R-squared 0.152451    Mean dependent var 0.094703 
Adjusted R-squared 0.057399    S.D. dependent var 4.793194 
S.E. of regression 4.653599    Akaike info criterion 6.015163 
Sum squared resid 2317.190    Schwarz criterion 6.317141 
Log likelihood -347.9098    Hannan-Quinn criter. 6.137797 
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F-statistic 1.603870    Durbin-Watson stat 2.609158 
Prob(F-statistic) 0.101180    
     
     
Table 14: IBM Regression of Relevant Variables 
Dependent Variable: ADP   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.410547 1.161239 1.214692 0.2270 
UE -0.002500 0.001027 -2.433536 0.0165 
PE -0.121376 0.070322 -1.725995 0.0870 
UE*PE -0.000994 0.000449 -2.216275 0.0286 
UE*PE*I 0.008395 0.002349 3.573196 0.0005 
     
     R-squared 0.126515    Mean dependent var 0.094703 
Adjusted R-squared 0.096133    S.D. dependent var 4.793194 
S.E. of regression 4.556981    Akaike info criterion 5.911972 
Sum squared resid 2388.099    Schwarz criterion 6.028117 
Log likelihood -349.7183    Hannan-Quinn criter. 5.959139 
F-statistic 4.164147    Durbin-Watson stat 2.686024 
Prob(F-statistic) 0.003467    
     
     


























Table 15: IBM Regression Serial Correlation Test 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 5.884243    Prob. F(4,111) 0.0002 
Obs*R-squared 20.99376    Prob. Chi-Square(4) 0.0003 
     
     Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Included observations: 120   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
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C 0.155040 1.125697 0.137728 0.8907 
UE -0.000206 0.000952 -0.216557 0.8290 
PE -0.008077 0.069143 -0.116818 0.9072 
UE*PE -9.74E-05 0.000423 -0.230184 0.8184 
UE*PE*I -0.000615 0.002234 -0.275086 0.7838 
RESID(-1) -0.318574 0.097089 -3.281267 0.0014 
RESID(-2) 0.176638 0.099416 1.776752 0.0783 
RESID(-3) 0.233919 0.100911 2.318079 0.0223 
RESID(-4) 0.188965 0.099093 1.906938 0.0591 
     
     R-squared 0.174948    Mean dependent var 3.55E-16 
Adjusted R-squared 0.115485    S.D. dependent var 4.479739 
S.E. of regression 4.213134    Akaike info criterion 5.786329 
Sum squared resid 1970.306    Schwarz criterion 5.995391 
Log likelihood -338.1798    Hannan-Quinn criter. 5.871230 
F-statistic 2.942122    Durbin-Watson stat 2.056318 
Prob(F-statistic) 0.005086    
     
     
Final Model and Interpretations 
 The final model in Table 16 uses Newey-West Heteroskedasticity and Autocorrelation 
Consistent (HAC) method to correct for autocorrelation. The coefficients of all independent 
variables except UE are statistically significant in the expected direction. Abnormal price change 
decreases by 1.2% points for a 10-point increase in the P/E ratio. The marginal effect of 
unexpected earnings on abnormal price change is:  
Δ𝐴𝐷𝑃𝑡
Δ𝑈𝐸𝑡
= −0.0025 − 0.001𝑃𝐸𝑡 + 0.0084𝑃𝐸𝑡𝐼𝑡 = {
−0.0025 + 0.0074𝑃𝐸𝑡, 𝐼𝑡 = 1
−0.0025 − 0.001𝑃𝐸𝑡 , 𝐼𝑡 = 0
. 
The average P/E ratio for IBM is 18 in the sample. At 𝑃𝐸̅̅ ̅̅ = 18, abnormal price change increases 
by 1.3% points for a 10%-point increase in positive surprise and it increases by 0.043% points 
for a 10%-point increase in negative surprise. The slope of positive surprise is positive if the P/E 
ratio is greater than 0.34, and the slope increases by 0.074% points for a 10-point increase in the 
P/E ratio. The slope of negative surprise is always negative and it decreases by 0.01% points for 
a 10-point increase in the P/E ratio. The direction and magnitude of UE’s interaction with PE 
depend on whether earnings surprise is positive or negative, although the overall magnitude of 
UE’s effect can be small. The F-statistic of the regression is 4.16 and significant at the 1% level, 
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but only 9.6% of the variance in abnormal price change can be explained by the variance in the 
four independent variables.  
 UE has an unexpected negative sign: positive surprise usually causes stock price to rise 
since IBM’s P/E ratio mostly exceeds 0.34 but negative surprise also causes the price to rise. The 
bizarre and complex responses of investors to IBM’s earnings may relate to its negative earnings 
in the 1990s. Since prices tend to rise regardless of earnings surprise, investors seem to be 
unusually optimistic about IBM’s prospect.  
Table 16: IBM Final Model (Newey-West HAC method) 
𝐴𝐷𝑃𝑡 = 1.41 − 0.0025𝑈𝐸𝑡 − 0.12𝑃𝐸𝑡 − 0.001𝑈𝐸𝑡𝑃𝐸𝑡 + 0.0084𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 
                                      (1.03)    (9.56E-5)*     (0.06)**       (0.00016)*           (0.0017)*         
?̅?2 = 0.096, S.E. of regression=4.56, F-stat. =4.16* 
*Significant at 1%. **Significant at 5%. 
In Table 17 Variance Inflation Factors for PE and UE*PE are 36 and 34, above the 
threshold of 10 and indicating high multicollinearity. Sensitivity analysis confirms that all 
variables retain their signs and all variables except UE*PE*I remain significant in the regression 
of all quarters. F-statistic and adjusted R-squared are extremely low, suggesting that the model 
loses explanatory power in extreme quarters. Unlike HP, including lagged dependent variables 
cannot solve the problem of autocorrelation for IBM. The regression with 𝐴𝐷𝑃𝑡−1 as an 
independent variable has second and fourth order autocorrelations. The regression with 𝐴𝐷𝑃𝑡−1 
and 𝐴𝐷𝑃𝑡−2 still has fourth-order autocorrelation (Appendix 9).  
Table 17: IBM Variance Inflation Factors 
Variable UE PE UE*PE UE*PE*I 
VIF 1.96 36.33 33.73 2.10 
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Final Model with First Differences 
 Although the final model does not include non-stationary variables, ∆Y becomes 
significant when Y and CAPE are replaced with their first differences. Table 18 presents that the 
adjusted R-squared rises from 9.6% to 14% and the coefficients barely change. Abnormal price 
changes decrease by 18.1% points for a 1%-point increase in ∆Y. The output gap has a large and 
negative effect on IBM’s prices. When the economy flourishes, IBM investors seem to worry 
about the Fed’s restrictive policies instead of celebrating potential wealth effects.  
Table 18: IBM Final Model with First Differences (Newey-West HAC method) 
𝐴𝐷𝑃𝑡 = 1.17 − 0.0023𝑈𝐸𝑡 − 1.81∆Y𝑡 − 0.11𝑃𝐸𝑡 − 0.001𝑈𝐸𝑡𝑃𝐸𝑡 + 0.0081𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 
?̅?2 = 0.14, S.E. of regression=4.47, F-stat. =4.77* 














 The Walt Disney Company (Disney) is a diversified entertainment conglomerate founded 
in 1923. Its major subsidiaries include Pixar, Walt Disney World, and American Broadcasting 
Company. Its stock price displays an upward trend for the past three decades, although the price 
slightly fell around 2000 and 2008; since 2011 the price surged from $40 to its peak of $120. Its 
last price on March 11, 2016 is $97.93 and its earnings in 2015Q3 is $1.45 per share. Disney’s 
fiscal year ends around the end of September and the company often releases its earnings over a 
month after a quarter ends.  
 Graph 12 shows that Disney experienced slightly negative EPS of $ -0.05 and $-0.01 in 
1993Q4 and 1996Q2, which lead to a few extremes of UE in Graph 13. Excluding the upper or 
lower 1%, the values of UE and PE fall in [-130.22, 1169.24] and [10.41, 93.8]. Abnormal price 
change (ADP) is on average 0.062% and ranges from -15% to 13%. The standard deviation of 
forecasts is on average $0.017 and ranges from 0 to $0.061. The CAPE ratio ranges between 8.9 
and 43.8 with a mean of 23.1.  





























Mean       14.61493
Median   4.744936
Maximum  1182.500
Minimum -143.4783
Std. Dev.   107.2887
Skewness   10.32266




 Graph 14 shows that the dependent variable ADP and UE tend to move together over 
time. Table 19 indicates a significant positive relationship between ADP and UE: abnormal price 
change increases by 0.5% for a 10%-point increase in unexpected earnings; 5% of the variance in 
abnormal price change can be explained by the variance in unexpected earnings. The correlation 
matrix in Table 20 displays 19 pairs of variables with correlations of over 0.8. UE is highly 
correlated with all interaction terms except UE*Y*I and four pairs of variables have correlations 
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Table 19: Disney Regression of ADP against UE 
𝐴𝐷𝑃𝑡 = −0.19 + 0.05𝑈𝐸𝑡 
                                                                      (0.36)     (0.018)* 
?̅?2 = 0.05, S.E. of regression=3.66, F-stat. =7.72*, D.W. =2.04. *Significant at 1%. 
Table 20: Disney’s Correlation Matrix (full matrix in Appendix 3) 
 UE UE*I UE*STD UE*Y UE*PE UE*PE*I UE*CAPE 
UE*I 0.87       
UE*STD 0.88 0.87      
UE*Y -0.83       
UE*Y*I  -0.85  0.88    
UE*PE 0.91       
UE*PE*I 0.84 0.96 0.86     
UE*CAPE 0.98 0.87 0.89  0.947   




 Table 21 shows the regression of all variables and only one variable UE*STD is 
significant at the 5% level. UE is no longer significant compared with the simple regression of 
ADP against UE. After dropping irrelevant variables, the regression in Table 22 shows 
significant t-statistics of two independent variables. The insignificance of other four variables 
may result from the problem of heteroskedasiticy in the sample. The White test in Table 23 
rejects the null hypothesis and concludes that there is heteroskedasticity with respect to one or 
more independent variables. The Durbin Watson d-statistic 2.13 falls in the zone of no 
autocorrelation [1.803, 2.197] and the LM tests do not find higher-order autocorrelations.  
Table 21: Disney Regression of All Variables 
Dependent Variable: ADP   
Method: Least Squares   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.820922 1.577593 1.788118 0.0766 
+UE 0.117326 0.249071 0.471057 0.6386 
UE*I -0.202230 0.281051 -0.719551 0.4734 
UE*STD 5.467433 2.219774 2.463059 0.0154 
Y 0.313770 0.240963 1.302153 0.1957 
+UE*Y 0.027590 0.053545 0.515263 0.6074 
-UE*Y*I -0.071945 0.063919 -1.125567 0.2629 
-PE -0.018046 0.043145 -0.418267 0.6766 
-UE*PE -0.005736 0.007540 -0.760834 0.4484 
+UE*PE*I 0.006277 0.007912 0.793364 0.4293 
CAPE -0.103726 0.063304 -1.638534 0.1042 
UE*CAPE 0.002989 0.013718 0.217867 0.8279 
UE*CAPE*I -0.003671 0.014306 -0.256614 0.7980 
     
     R-squared 0.244553    Mean dependent var 0.154661 
Adjusted R-squared 0.159830    S.D. dependent var 3.760199 
S.E. of regression 3.446627    Akaike info criterion 5.414673 
Sum squared resid 1271.079    Schwarz criterion 5.716651 
Log likelihood -311.8804    Hannan-Quinn criter. 5.537308 
F-statistic 2.886507    Durbin-Watson stat 2.014861 
Prob(F-statistic) 0.001734    
     




Table 22: Disney Regression of Relevant Variables 
Dependent Variable: ADP   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.292098 1.133281 2.022532 0.0455 
UE 0.068650 0.082264 0.834512 0.4058 
UE*I -0.084980 0.103750 -0.819088 0.4145 
UE*STD 5.914938 1.485038 3.983022 0.0001 
UE*PE -0.003157 0.002374 -1.329746 0.1863 
UE*PE*I 0.002768 0.002777 0.996764 0.3210 
CAPE -0.120037 0.045416 -2.643062 0.0094 
     
     R-squared 0.212501    Mean dependent var 0.154661 
Adjusted R-squared 0.170687    S.D. dependent var 3.760199 
S.E. of regression 3.424286    Akaike info criterion 5.356226 
Sum squared resid 1325.008    Schwarz criterion 5.518830 
Log likelihood -314.3736    Hannan-Quinn criter. 5.422260 
F-statistic 5.082049    Durbin-Watson stat 2.127386 
Prob(F-statistic) 0.000119    
     
     
Table 23: Disney Regression of Relevant Variables (full table in Appendix 10) 
Heteroskedasticity Test: White  
     
     F-statistic 1.877116    Prob. F(23,96) 0.0181 
Obs*R-squared 37.22572    Prob. Chi-Square(23) 0.0308 
Scaled explained SS 54.62884    Prob. Chi-Square(23) 0.0002 
     
     
Final Model and Interpretations 
The final model in Table 24 uses White Heteroskedasticity-consistent Standard Errors & 
Covariance method to correct for heteroskedasticity. The coefficients of most independent 
variables are statistically significant with expected signs but UE*I is significant only at the 10% 
level. The F-statistic 5.08 is significant at the 1% level and 17% of the variance in abnormal 
price change can be explained by the variance in the six independent variables. Abnormal price 
change increases by 1.2% points for a 10-point decrease in the market P/E ratio. The marginal 
effect of unexpected earnings on abnormal price change is: 
Δ𝐴𝐷𝑃𝑡
Δ𝑈𝐸𝑡
= 0.069 − 0.085𝐼𝑡 + 5.91𝑆𝑇𝐷𝑡 − 0.0032𝑃𝐸𝑡 + 0.0028𝑃𝐸𝑡𝐼𝑡 . 
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The average P/E ratio for Disney is 27 in the sample. At 𝑆𝑇𝐷̅̅ ̅̅ ̅̅ = 0.017 and 𝑃𝐸̅̅ ̅̅ = 27, abnormal 
price change increases by 0.74% points for a 10%-point increase in positive surprise and it 
decreases by 0.83% points for a 10%-point increase in negative surprise. A positive surprise may 
reduce the marginal effect of unexpected earnings by 0.085% points compared with negative 
surprise and a 1-point increase in the standard deviation of forecasts enhances the marginal effect 
by 5.91% points. If the market valuation of Disney is higher and its P/E ratio increases by 10 
points, the marginal effect of positive surprise decreases by 0.004% points and the marginal 
effect of negative surprise decreases by 0.032% points.  
Table 24: Disney Final Model (White heteroskedasticity-consistent method) 
𝐴𝐷𝑃𝑡 = 2.29 + 0.069𝑈𝐸𝑡 − 0.085𝑈𝐸𝑡𝐼𝑡 + 5.91𝑈𝐸𝑡𝑆𝑇𝐷𝑡 − 0.0032𝑈𝐸𝑡𝑃𝐸𝑡 + 0.0028𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 − 0.12𝐶𝐴𝑃𝐸𝑡 
             (1.25)    (0.03)**       (0.07)          (1.64)*               (0.0013)*               (0.0016)**            (0.056)** 
?̅?2 = 0.17, S.E. of regression=3.42, F-stat. =5.08*, D.W. =2.13. 
*Significant at 1%. **Significant at 5%.  
In Table 25 Variance Inflation Factors for three variables are above 20 and indicate high 
multicollinearity. Only one earnings forecast was issued for 1985Q4, but the estimation results 
are almost unchanged when the quarter is excluded (Appendix 12). Sensitivity analysis confirms 
that most variables retain their signs in the regression of all quarters but the coefficient of 
UE*STD becomes insignificantly negative and the magnitudes of all variables except CAPE 
dramatically rise. F-statistic remains significant at 1% and the adjusted R-squared falls slightly to 
14%. Another way to correct for heteroskedasticity is the Newey-West Heteroskedasticity and 
Autocorrelation Consistent (HAC) method. The HAC regression returns almost the same results 





Table 25: Disney Variance Inflation Factors 
Variable UE UE*I UE*STD UE*PE UE*PE*I CAPE 
VIF 21.18 13.91 8.66 48.68 20.44 3.77 
Final Model with First Differences 
 In first differences, UE*I and PE become significant at the 5% level while ∆CAPE 
remains significant with the opposite sign. Table 26 shows that the adjusted R-squared rises from 
17% to 25% and other coefficients moderately change. Under a higher standard deviation of 
forecasts, investors may panic about the uncertainties and overreact to earnings. If PE increases 
by 10 points, the marginal effect of positive surprise increases by 0.045% points and the 
marginal effect of negative surprise decreases by 0.043% points. PE and ∆CAPE affect stock 
prices in opposite directions. Abnormal price changes slightly decrease by 0.94% points for a 10-
point increase in PE and it increase by 8.5% points for a 10-point increase in ∆CAPE. Although 
the dependent variable already tries to exclude the effect of general market movement, investors 
may be more optimistic about Disney’s earnings when the overall market valuation is high. 
Table 26: Disney Final Model (White heteroskedasticity-consistent method) 
𝐴𝐷𝑃𝑡 = 1.62 + 0.12𝑈𝐸𝑡 − 0.20𝑈𝐸𝑡𝐼𝑡 + 3.86𝑈𝐸𝑡𝑆𝑇𝐷𝑡 − 0.094𝑃𝐸𝑡 − 0.0043𝑈𝐸𝑡𝑃𝐸𝑡 
+0.0088𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 + 0.85∆𝐶𝐴𝑃𝐸𝑡  
?̅?2 = 0.25, S.E. of regression=3.28, F-stat. =6.48*, D.W. =2.165. 















The three companies may have experienced structural breaks in the long span from 1984 
to 2015. Breakpoints may result from various shocks such as recessions and earnings swings. If 
structural breaks exist, the relationship between stock prices and earnings surprise varies in 
different periods and it cannot be represented with only one regression over the entire span. 
Multiple breakpoint tests (Bai & Perron, 1998) indicate that Hewlett Packard does not experience 
structural breaks but IBM has four breaks and Disney has one break. No extra regression is 
needed for HP since its earnings surprise and various factors make consistent impacts on stock 
prices. For IBM and Disney, the final model is run in different periods and adjusted if it is no 
longer the most significant of all models.  
 Table 27 shows that the four breaks for IBM are 1991Q2, 1998Q1, 2005Q1, and 2009Q3. 
The breakpoints separate 120 observations into five periods. In each period the degree of 
freedom is at most 23 which falls below the desired number of 30 and may render the Ordinary 
Least-Squares estimators unreliable. Therefore, the regressions of the final model in Table 28 
can only illustrate (but not convincingly prove) the potentially large degree of structural 
instability. The coefficients, adjusted R-squared, and serial correlation differ drastically over 
time. While the regression of all periods has an adjusted R-squared of 9.6% with negative 
autocorrelation, for example, the first period of 84Q1-91Q1 shows a much higher R-squared of 
33% without any autocorrelation. The adjusted R-squared is below 10% in the second and fifth 
periods. The signs of UE*PE and UE*PE*I are both significantly positive in the first and third 
periods, which suggests that positive surprise strengthens the effect of negative surprise in the 
same direction. The absolute magnitude of UE ranges from 0.0025 in the second period to 2.28 
47 
 
in the last period. No variable is significant in the last period. Due to the low degree of freedom, 
the final model is not adjusted to find the most suitable model for each period. Multiple 
breakpoint test on the final model with ∆Y returns two different breaks 90Q4 and 09Q2 instead 
of 91Q2 and 09Q3 but the two pairs of dates are very close. Since ∆Y further lowers the degree 
of freedom the ∆Y model is not run in different periods. Among the four breaks the 1990 break 
may relate to IBM’s decline of earnings in the 1990s, the 1998 break to the tech bubble, and the 
2009 break to the surge in IBM’s stock price after the 2008 crisis.  
Table 27: IBM Multiple Breakpoint Test 
Multiple breakpoint tests  
Bai-Perron tests of L+1 vs. L sequentially determined breaks 
Included observations: 120  
Breaking variables: C UE PE UE*PE UE*PE*I 
Break test options: Trimming 0.15, Max. breaks 5, Sig. level 0.05 
Test statistics employ HAC covariances (Bartlett kernel, Newey 
        -West fixed bandwidth)  
Allow heterogeneous error distributions across breaks 
    
    Sequential F-statistic determined breaks:  4 
    
      Scaled Critical 
Break Test   F-statistic F-statistic Value** 
    
    0 vs. 1 * 12.61290 63.06451 18.23 
1 vs. 2 * 12.98679 64.93395 19.91 
2 vs. 3 * 11.07183 55.35916 20.99 
3 vs. 4 * 5.750263 28.75131 21.71 
4 vs. 5 0.000000 0.000000 22.37 
    
    * Significant at the 0.05 level.  
** Bai-Perron (Econometric Journal, 2003) critical values. 
    
Break dates:   
 Sequential Repartition  
1 2005Q1 1991Q2  
2 1998Q1 1998Q1  
3 1991Q2 2005Q1  
4 2009Q3 2009Q3  
    
    
 
Table 28: IBM Final Model Illustration in Five Periods  
Period Regression (Newey-West HAC method) ?̅?2 D.W. 
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84Q1-91Q1 𝐴𝐷𝑃𝑡 = 1.67 − 0.43𝑈𝐸𝑡 − 0.20𝑃𝐸𝑡 + 0.027𝑈𝐸𝑡𝑃𝐸𝑡 + 0.015𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 
                  (1.73)    (-6.23)     (-3.07)        (6.43)                 (6.46)       
0.33 2.06 
91Q2-97Q4 𝐴𝐷𝑃𝑡 = 2.76 − 0.0025𝑈𝐸𝑡 − 0.16𝑃𝐸𝑡 − 0.0012𝑈𝐸𝑡𝑃𝐸𝑡 + 0.007𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 
               (2.06)    (-14.97)       (-1.58)        (-5.0)                      (2.94)       
0.076 3.44 
98Q1-04Q4 𝐴𝐷𝑃𝑡 = 33.79 − 2.17𝑈𝐸𝑡 − 1.56𝑃𝐸𝑡 + 0.11𝑈𝐸𝑡𝑃𝐸𝑡 + 0.037𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 
                   (7.35)    (-1.86)     (-7.67)        (2.0)                 (3.15)       
0.56 2.85 
05Q1-09Q2 𝐴𝐷𝑃𝑡 = 2.27 + 0.86𝑈𝐸𝑡 − 0.21𝑃𝐸𝑡 − 0.0035𝑈𝐸𝑡𝑃𝐸𝑡 − 0.032𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 
                 (0.65)    (1.46)       (-0.86)        (-0.12)                 (-1.82)       
0.56 2.73 
09Q3-15Q2 𝐴𝐷𝑃𝑡 = 1.78 − 2.28𝑈𝐸𝑡 − 0.40𝑃𝐸𝑡 + 0.25𝑈𝐸𝑡𝑃𝐸𝑡 − 0.012𝑈𝐸𝑡𝑃𝐸𝑡𝐼𝑡 
                   (0.20)    (-1.12)     (-0.55)        (1.30)               (-0.33)       
0.091 3.34 
t-statistics in parenthesis. D.W. recorded before HAC is applied. 
Table 29 shows that Disney has one breakpoint of 2002Q1. In both periods the final 
model is no longer the most significant. Table 30 shows that the relevant models for two periods 
differ drastically in their variables and overall fitness. In the recent period of 02Q1-15Q3, UE 
and ∆CAPE are the only relevant variables. Their adjusted R-squared of 42% is much higher 
than the R-squared of 25% for the final model of the entire span. In the earlier period of 84Q1-
01Q4, Y and ∆CAPE interaction terms are significant. Their residuals are negatively skewed and 
not normal however the model is specified. Although the non-normality implies outliers and 
affects the accuracy of inferential statistics, the larger number of observations make the residuals 
normal in the entire span. EViews cannot run multiple breakpoint tests directly on the final 
model due to high multicollinearity, so the tests are run on different combinations of all variables 
except the interaction terms both excluding and including extreme quarters. All tests return the 
same breakpoint (Appendix 15).  
Table 29: Disney Multiple Breakpoint Test 
Multiple breakpoint tests  
Bai-Perron tests of L+1 vs. L sequentially determined breaks 
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) 
        AND (PE>10.41 AND PE<93.8)  
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Included observations: 120  
Breaking variables: C UE  
Break test options: Trimming 0.15, Max. breaks 5, Sig. level 0.05 
Allow heterogeneous error distributions across breaks 
    
    Sequential F-statistic determined breaks:  1 
    
      Scaled Critical 
Break Test   F-statistic F-statistic Value** 
    
    0 vs. 1 * 11.08370 22.16740 11.47 
1 vs. 2 1.675268 3.350536 12.95 
    
    * Significant at the 0.05 level.  
** Bai-Perron (Econometric Journal, 2003) critical values. 
    
Break dates:   
 Sequential Repartition  
1 2002Q1 2002Q1  
    




 The Jarque-Bera (1990) normality tests cannot reject the null hypothesis of normality for 
all final models at the 5% level, indicating that the residuals are normally distributed. The 
Ramsey’s (1969) Regressions Specification Error Test (RESET) adds the fitted values of the 
dependent variable into the regression and checks the general misspecification. The RESET tests 
cannot reject the null hypothesis of correct specification for all models at 5%, although the first 
fitted term becomes significant when the tests are run with two or three fitted terms for IBM.    
 Besides the standard deviation, the skewness of forecasts may also affect the impact of 
earnings surprise. With the available data the thesis approximates the skewness as the difference 
Table 30: Disney Relevant Model in Two Periods 
Period Regression (White heteroskedasticity-consistent method) ?̅?2 Residuals 
02Q1-15Q3 𝐴𝐷𝑃𝑡 = −1.54 + 0.21𝑈𝐸𝑡 + 0.85∆𝐶𝐴𝑃𝐸𝑡 0.42 Normal 
84Q1-01Q4 𝐴𝐷𝑃𝑡 = 0.21 + 0.07𝑈𝐸𝑡 − 0.12𝑈𝐸𝑡𝐼𝑡 + 0.13𝑈𝐸𝑡𝑌𝑡 − 0.22𝑈𝐸𝑡𝑌𝑡𝐼𝑡
+ 0.23𝑈𝐸𝑡∆𝐶𝐴𝑃𝐸𝑡 − 0.16𝑈𝐸𝑡∆𝐶𝐴𝑃𝐸𝑡𝐼𝑡 
0.27 Not 
Normal 
All t-statistics significant at 5%. No autocorrelation. 
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between the median and the mean of forecasts. The variable SKEW is not significant for any 
company so the skewness is probably not an important factor.  
 Compared with the White test, the Engle (1982) Autoregressive Conditional 
Heteroskedasticity (ARCH) test allows for the autocorrelations in the variances of the error terms 
that often occur in financial time series. Under the ARCH effect the OLS is no longer the best 
but is still unbiased. The thesis runs ARCH (1) and ARCH (4) tests on the quarterly regressions 
(Appendix 13-15). Only for IBM the ARCH tests reject the null hypothesis of no ARCH effects, 


















 This thesis investigates the impact of earnings announcement surprise on stock prices. 
The summary of three companies in Table 31 reveals that earnings surprise significantly affects 
abnormal price changes around announcement days. Positive surprise tends to raise stock prices, 
with the exception of IBM. The impact of earnings surprise depends on various factors that affect 
each company with different significances and magnitudes. For HP, positive surprise has a 
bigger impact than negative surprise under an increasing output gap or under a higher market P/E. 
For Disney, positive surprise has a bigger impact than negative surprise under a higher P/E ratio. 
When the standard deviation of forecasts is high, investors may respond more (for Disney) or 
less (for HP) to earnings surprise. While prices of IBM and Disney rise under a lower P/E ratio, 
abnormal price change of Disney also rises under a higher market P/E. Investors of HP respond 
more to positive surprise than negative surprise but investors of Disney respond more to negative 
surprise. After differencing the possibly non-stationary variables of Y and CAPE, the basic 
results of final models remain similar and a few coefficients vary.  
 The data for IBM suffer negative autocorrelation, suggesting that investors may overreact 
to last earnings announcements. The IBM model is estimated with the Newey-West HAC 
method since it still has autocorrelation with two lags of dependent variables. UE has an 
unexpected negative sign and the adjusted R-squared is low, which indicates potential bias of 
omitted variables. Unlike IBM the data for HP and Disney are serially independent. 
 IBM has four structural breaks and Disney has one break of 2002Q1. Their final models 
may not remain significant in the sub-periods separated by breaks. The relevant models for each 
sub-period differ drastically in their coefficients, overall fitness, and residuals. Unlike the other 
two companies HP has not experienced any breaks.  
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Table 31: Summary of Hewlett Packard, IBM, and Disney 
 Expected HPQ (HAC) IBM (HAC) Disney (White) 
UE + 0.15 -0.0023 0.12 
UE*I - 0.27  -0.2 
UE*STD  -5.16  3.86 
∆Y   -1.81  
UE*∆Y + 0.59   
UE*∆Y*I - -0.67   
PE -  -0.11 -0.094 
UE*PE -  -0.001 -0.0043 
UE*PE*I +  0.0081 0.0088 
∆CAPE    0.85 
UE*∆CAPE  -0.072   
UE*∆CAPE*I  0.20   
Blank cell-ambiguous sign or irrelevant variable. All variables significant at 5%. 
Measurement errors may affect the accuracy of the regressions, as pre-2000 
announcement times are estimated from news databases and potential cases of insider trading 
may not be reflected in the reported forecasts. The final models lose explanatory power in 
extreme quarters since some coefficients do not retain their significance. While the JB normality 
tests and Ramsey’s RESET tests confirm correct specification for all companies, the ARCH 
effects exist only in IBM’s data and more advanced models such as GARCH/EGARCH can 
generate more reliable results for IBM. Like previous studies the thesis uses the same beta for 
each company through the whole period although the beta may change with corporate growth 
and structure. Table 32 shows market betas calculated with the same method for three separate 
decades. The beta for seems to vary the most significantly and its stock price is far more volatile 
in the second decade than the rest of the sample period. Due to the format of available data the 
thesis uses the output gap in the announcement quarter and the CAPE ratio in the announcement 
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month. The two variables may contain “future” information relative to an announcement since 
their values are not calculated strictly before the announcement. Although Bloomberg is a 
popular trading platform its mean forecast may not match the whole “market” expectation. HP 
and IBM both come from the IT industry but their results are starkly different. Since stock prices 
are volatile and rely on company-specific characteristics, the results of the three companies may 
not directly apply to the vast majority of other companies with various scales and histories. 
Table 32: Change in Market Beta 
  HP IBM Disney 
1984-94 1.447 0.742 1.342 
1994-04 1.574 1.372 1.019 
2004-14 1.191 0.726 1.171 
 This small-scale study of three companies cannot possibly lead to a definitive conclusion 
on the debate between efficient markets and behavioral finance. The positive response to 
earnings surprise for HP and Disney may be a necessary condition of rational and efficient 
markets. The lagged terms of unexpected earnings are insignificant for any company, so the 
market seems to incorporate past surprises “fully”. The fact that the impact of earnings surprise 
depends on other factors may also be consistent with rationality since investors may rationally 
consider related factors in responding to earnings announcements. However, the regressions only 
show significant relationships between price changes and the factors-it is unclear whether 
investors just blindly follow the trends. It is difficult to find a sufficient condition that 
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Series: NUM_FORECAST
Sample 1984Q1 1984Q3 1985Q1
     2015Q3
Observations 126
Mean       20.33333
Median   20.00000
Maximum  32.00000
Minimum  1.000000
Std. Dev.   5.324660
Skewness  -0.501643
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Series: NUM_FORECAST
Sample 1984Q1 1984Q3 1985Q1
     2015Q2
Observations 125
Mean       18.24800
Median   18.00000
Maximum  26.00000
Minimum  12.00000
Std. Dev.   3.276643
Skewness   0.237205












2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Series: NUM_FORECAST
Sample 1984Q1 1984Q3 1985Q1
     2015Q3
Observations 126
Mean       17.35714
Median   17.00000
Maximum  30.00000
Minimum  1.000000
Std. Dev.   5.701178
Skewness  -0.104020




Appendix 2: Descriptive Statistics 
HP 
 ADP I STD Y CAPE                     
                          
                           Mean  0.179162  0.674603  0.014294 -1.705930  23.19867                     
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 Median  0.001540  1.000000  0.012500 -1.288244  22.62369                     
 Maximum  17.50701  1.000000  0.045000  2.860664  43.20964                     
 Minimum -17.91360  0.000000  0.000000 -7.845338  9.231832                     














Mean       17.98749
Median   14.21040
Maximum  589.7059
Minimum -97.08356
Std. Dev.   53.82965
Skewness   9.549835





 ADP I STD Y CAPE                     
                          
                           Mean  0.120755  0.656000  0.038168 -1.703633  23.21822                     
 Median  0.027220  1.000000  0.034000 -1.264770  22.59180                     
 Maximum  12.26312  1.000000  0.134000  2.860664  43.82942                     
 Minimum -14.99448  0.000000  0.006000 -7.845338  8.868302                     













Mean       26.71207
Median   22.75745
Maximum  94.65480
Minimum  9.564000
Std. Dev.   14.09901
Skewness   2.358990





 ADP I STD CAPE 
     
      Mean  0.062139  0.793651  0.017302  23.13018 
 Median  0.056020  1.000000  0.014500  22.97267 
 Maximum  13.34674  1.000000  0.061000  43.82942 
 Minimum -14.82100  0.000000  0.000000  8.868302 




Appendix 3: Correlation Matrix  













 ADP UE UE*I UE*STD Y UE*Y UE*Y*I PE UE*PE UE*PE*I CAPE UE*CAPE UE*CAPE*I 
              
              ADP  1.000000  0.291404  0.245039  0.204918  0.055843 -0.123804 -0.153400 -0.085300  0.223167  0.127242  0.002493  0.271069  0.198131 
UE  0.291404  1.000000  0.880853  0.872599 -0.253580 -0.526053 -0.548876 -0.028583  0.881712  0.713619  0.065149  0.958513  0.836958 
UE*I  0.245039  0.880853  1.000000  0.817917 -0.203873 -0.630791 -0.641346  0.043858  0.733018  0.807175  0.199156  0.803288  0.952223 
UE*STD  0.204918  0.872599  0.817917  1.000000 -0.188087 -0.470562 -0.486819  0.062891  0.846301  0.766872  0.083178  0.855891  0.806971 
Y  0.055843 -0.253580 -0.203873 -0.188087  1.000000  0.536264  0.615040  0.546502 -0.069223  0.067959  0.305187 -0.170468 -0.064929 
UE*Y -0.123804 -0.526053 -0.630791 -0.470562  0.536264  1.000000  0.965379  0.330244 -0.172583 -0.198963  0.070689 -0.338883 -0.456788 
UE*Y*I -0.153400 -0.548876 -0.641346 -0.486819  0.615040  0.965379  1.000000  0.393015 -0.216789 -0.192840  0.138168 -0.396017 -0.460414 
PE -0.085300 -0.028583  0.043858  0.062891  0.546502  0.330244  0.393015  1.000000  0.225713  0.456410  0.571669  0.044803  0.220588 
UE*PE  0.223167  0.881712  0.733018  0.846301 -0.069223 -0.172583 -0.216789  0.225713  1.000000  0.850057  0.132565  0.946978  0.795293 
UE*PE*I  0.127242  0.713619  0.807175  0.766872  0.067959 -0.198963 -0.192840  0.456410  0.850057  1.000000  0.360508  0.744118  0.903314 
CAPE  0.002493  0.065149  0.199156  0.083178  0.305187  0.070689  0.138168  0.571669  0.132565  0.360508  1.000000  0.095827  0.359362 
UE*CAPE  0.271069  0.958513  0.803288  0.855891 -0.170468 -0.338883 -0.396017  0.044803  0.946978  0.744118  0.095827  1.000000  0.827781 







 ADP UE UE*I UE*STD Y UE*Y UE*Y*I PE UE*PE UE*PE*I CAPE UE*CAPE UE*CAPE*I 
              
              
ADP  1.000000 -0.006752  0.188138  0.050340 -3.61E-05  0.018123 -0.102474 -0.100673  0.021499  0.175476 -0.043642 -0.008602  0.164072 
UE -0.006752  1.000000  0.304514  0.882803 -0.011892 -0.952127 -0.199596  0.097450 -0.303579  0.279267  0.075942  0.997187  0.302013 
UE*I  0.188138  0.304514  1.000000  0.394032 -0.320035 -0.329945 -0.721953 -0.054258  0.032206  0.857479 -0.013589  0.310318  0.957075 
UE*STD  0.050340  0.882803  0.394032  1.000000 -0.107674 -0.776654 -0.309459  0.094041 -0.285937  0.333162  0.104194  0.870808  0.398902 
Y -3.61E-05 -0.011892 -0.320035 -0.107674  1.000000  0.111342  0.631116  0.046799 -0.067242 -0.173625  0.305440  0.005757 -0.224108 
UE*Y  0.018123 -0.952127 -0.329945 -0.776654  0.111342  1.000000  0.363819 -0.087150  0.319824 -0.273978 -0.002182 -0.952724 -0.306897 
UE*Y*I -0.102474 -0.199596 -0.721953 -0.309459  0.631116  0.363819  1.000000  0.049128 -0.022280 -0.539966  0.156977 -0.193766 -0.632488 
PE -0.100673  0.097450 -0.054258  0.094041  0.046799 -0.087150  0.049128  1.000000 -0.270397  0.040002  0.049945  0.095796 -0.041674 
UE*PE  0.021499 -0.303579  0.032206 -0.285937 -0.067242  0.319824 -0.022280 -0.270397  1.000000  0.045435 -0.025706 -0.286037  0.031612 
UE*PE*I  0.175476  0.279267  0.857479  0.333162 -0.173625 -0.273978 -0.539966  0.040002  0.045435  1.000000  0.148002  0.291862  0.865179 
CAPE -0.043642  0.075942 -0.013589  0.104194  0.305440 -0.002182  0.156977  0.049945 -0.025706  0.148002  1.000000  0.092789  0.150018 
UE*CAPE -0.008602  0.997187  0.310318  0.870808  0.005757 -0.952724 -0.193766  0.095796 -0.286037  0.291862  0.092789  1.000000  0.322025 





















 ADP UE UE*I UE*STD Y UE*Y UE*Y*I PE UE*PE UE*PE*I CAPE UE*CAPE UE*CAPE*I 
              
              
ADP  1.000000  0.362434  0.337647  0.329377 -0.110596 -0.312051 -0.262180 -0.191734  0.303308  0.314586 -0.157767  0.353273  0.326388 
UE  0.362434  1.000000  0.869846  0.882688 -0.202389 -0.828816 -0.718760 -0.204838  0.914067  0.842291  0.079300  0.982345  0.857811 
UE*I  0.337647  0.869846  1.000000  0.874415 -0.334056 -0.772486 -0.845268 -0.224124  0.712288  0.957252  0.109446  0.874712  0.988643 
UE*STD  0.329377  0.882688  0.874415  1.000000 -0.186400 -0.777214 -0.710826 -0.173774  0.764444  0.863825  0.097245  0.889107  0.885690 
Y -0.110596 -0.202389 -0.334056 -0.186400  1.000000  0.337297  0.575259  0.489220 -0.162410 -0.216926  0.306048 -0.197531 -0.267256 
UE*Y -0.312051 -0.828816 -0.772486 -0.777214  0.337297  1.000000  0.882365  0.139109 -0.616100 -0.689783 -0.048399 -0.755062 -0.726924 
UE*Y*I -0.262180 -0.718760 -0.845268 -0.710826  0.575259  0.882365  1.000000  0.259057 -0.540195 -0.742391  0.025260 -0.690152 -0.793774 
PE -0.191734 -0.204838 -0.224124 -0.173774  0.489220  0.139109  0.259057  1.000000 -0.195399 -0.056193  0.557427 -0.216863 -0.170927 
UE*PE  0.303308  0.914067  0.712288  0.764444 -0.162410 -0.616100 -0.540195 -0.195399  1.000000  0.746403  0.039015  0.946683  0.720941 
UE*PE*I  0.314586  0.842291  0.957252  0.863825 -0.216926 -0.689783 -0.742391 -0.056193  0.746403  1.000000  0.216746  0.870732  0.976687 
CAPE -0.157767  0.079300  0.109446  0.097245  0.306048 -0.048399  0.025260  0.557427  0.039015  0.216746  1.000000  0.090419  0.178522 
UE*CAPE  0.353273  0.982345  0.874712  0.889107 -0.197531 -0.755062 -0.690152 -0.216863  0.946683  0.870732  0.090419  1.000000  0.880804 







Appendix 4: HP Initial Regressions  
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/21/16   Time: 18:25   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 112   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.006042 0.553195 0.010922 0.9913 
UE 0.152365 0.036909 4.128174 0.0001 
     
     R-squared 0.134143    Mean dependent var 0.428144 
Adjusted R-squared 0.126272    S.D. dependent var 6.155320 
S.E. of regression 5.753588    Akaike info criterion 6.355220 
Sum squared resid 3641.415    Schwarz criterion 6.403765 
Log likelihood -353.8923    Hannan-Quinn criter. 6.374916 
F-statistic 17.04182    Durbin-Watson stat 2.280492 
Prob(F-statistic) 0.000071    
     
     
 
Dependent Variable: ADP   
Method: Least Squares   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 112   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.033388 3.701516 0.279180 0.7807 
UE -0.004529 0.341749 -0.013252 0.9895 
UE*I 0.570689 0.617441 0.924281 0.3575 
UE*STD -3.599904 4.186100 -0.859966 0.3918 
Y 0.918141 0.351800 2.609841 0.0104 
UE*Y 0.087580 0.052159 1.679089 0.0962 
UE*Y*I -0.192313 0.093646 -2.053626 0.0426 
PE -0.677986 0.343139 -1.975834 0.0509 
CAPE 0.199328 0.110730 1.800121 0.0748 
UE*CAPE 0.013266 0.012727 1.042378 0.2997 
UE*CAPE*I -0.028430 0.021170 -1.342934 0.1823 
     
     R-squared 0.320715    Mean dependent var 0.428144 
Adjusted R-squared 0.253460    S.D. dependent var 6.155320 
S.E. of regression 5.318355    Akaike info criterion 6.273255 
Sum squared resid 2856.775    Schwarz criterion 6.540251 
Log likelihood -340.3023    Hannan-Quinn criter. 6.381584 
F-statistic 4.768585    Durbin-Watson stat 2.280922 
Prob(F-statistic) 0.000014    
     
     
 
Dependent Variable: ADP   
Method: Least Squares   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 112   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
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     C 3.539584 2.517909 1.405763 0.1628 
UE 0.258953 0.188357 1.374795 0.1722 
UE*STD -4.682714 4.015957 -1.166027 0.2463 
Y 1.096138 0.294198 3.725854 0.0003 
UE*Y 0.111297 0.045379 2.452622 0.0159 
UE*Y*I -0.249647 0.070105 -3.561022 0.0006 
PE -0.732269 0.337835 -2.167538 0.0325 
CAPE 0.132287 0.083607 1.582244 0.1167 
UE*CAPE 0.004830 0.008863 0.544968 0.5870 
UE*CAPE*I -0.009720 0.006191 -1.569891 0.1195 
     
     R-squared 0.314970    Mean dependent var 0.428144 
Adjusted R-squared 0.254526    S.D. dependent var 6.155320 
S.E. of regression 5.314555    Akaike info criterion 6.263821 
Sum squared resid 2880.938    Schwarz criterion 6.506544 
Log likelihood -340.7740    Hannan-Quinn criter. 6.362301 
F-statistic 5.210950    Durbin-Watson stat 2.280556 
Prob(F-statistic) 0.000008    
     
     
 
LM test 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 2.482512    Prob. F(4,101) 0.0484 
Obs*R-squared 10.02582    Prob. Chi-Square(4) 0.0400 
     
          
Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 02/27/16   Time: 18:44   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 112   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -1.728327 2.276123 -0.759329 0.4494 
UE 0.019360 0.075265 0.257223 0.7975 
UE*STD -1.361768 2.787079 -0.488600 0.6262 
Y -0.156629 0.275844 -0.567818 0.5714 
UE*Y -0.005503 0.038576 -0.142664 0.8868 
UE*Y*I -0.003695 0.055802 -0.066209 0.9473 
PE 0.207126 0.294459 0.703412 0.4834 
RESID(-1) -0.281257 0.107730 -2.610743 0.0104 
RESID(-2) -0.040152 0.113555 -0.353590 0.7244 
RESID(-3) -0.117099 0.117838 -0.993730 0.3227 
RESID(-4) -0.186360 0.107091 -1.740211 0.0849 
     
     R-squared 0.089516    Mean dependent var 1.36E-15 
Adjusted R-squared -0.000631    S.D. dependent var 5.193694 
S.E. of regression 5.195332    Akaike info criterion 6.226448 
Sum squared resid 2726.139    Schwarz criterion 6.493444 
Log likelihood -337.6811    Hannan-Quinn criter. 6.334777 
F-statistic 0.993005    Durbin-Watson stat 2.004292 
Prob(F-statistic) 0.454613    
     





Heteroskedasticity Test: White  
     
     F-statistic 0.979588    Prob. F(24,87) 0.5004 
Obs*R-squared 23.82707    Prob. Chi-Square(24) 0.4715 
Scaled explained SS 25.91765    Prob. Chi-Square(24) 0.3574 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 02/27/16   Time: 11:45   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 112   
Collinear test regressors dropped from specification 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -27.12780 68.99377 -0.393192 0.6951 
UE^2 -0.061050 0.087873 -0.694751 0.4891 
UE*UE*STD 5.393686 5.357404 1.006772 0.3168 
UE*Y -4.941494 2.910558 -1.697783 0.0931 
UE*UE*Y -0.052002 0.103825 -0.500863 0.6177 
UE*UE*Y*I 0.170346 0.168975 1.008114 0.3162 
UE*PE -0.119772 0.593511 -0.201803 0.8405 
UE 0.091250 3.698769 0.024670 0.9804 
UE*STD^2 -10784.16 8955.959 -1.204132 0.2318 
UE*STD*Y -46.09601 71.52797 -0.644447 0.5210 
UE*STD*UE*Y 0.970564 6.183591 0.156958 0.8756 
UE*STD*UE*Y*I 0.170091 6.935082 0.024526 0.9805 
UE*STD*PE 16.23861 38.11817 0.426007 0.6712 
UE*STD 83.60545 226.7241 0.368754 0.7132 
Y^2 -0.072927 1.038162 -0.070246 0.9442 
Y*UE*Y 0.055225 0.380532 0.145126 0.8849 
Y*UE*Y*I -0.182254 0.575161 -0.316874 0.7521 
Y*PE 5.568433 1.940924 2.868960 0.0052 
Y -29.83198 13.80482 -2.160983 0.0334 
UE*Y*UE*Y*I 0.030991 0.035882 0.863691 0.3901 
UE*Y*PE 0.745294 0.335890 2.218866 0.0291 
UE*Y*I^2 6.708296 4.432996 1.513264 0.1338 
UE*Y*I*PE -1.219167 0.530402 -2.298572 0.0239 
PE^2 -0.291008 1.150960 -0.252840 0.8010 
PE 10.18038 17.96031 0.566827 0.5723 
     
     R-squared 0.212742    Mean dependent var 26.73362 
Adjusted R-squared -0.004433    S.D. dependent var 42.24851 
S.E. of regression 42.34205    Akaike info criterion 10.52328 
Sum squared resid 155977.9    Schwarz criterion 11.13008 
Log likelihood -564.3035    Hannan-Quinn criter. 10.76948 
F-statistic 0.979588    Durbin-Watson stat 1.902307 
Prob(F-statistic) 0.500353    
     
     
 
Appendix 5: HP Final Model  
Dependent Variable: ADP   
Method: Least Squares   
Date: 02/21/16   Time: 18:28   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
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        AND PE<14.71) AND (UE(-1)>-66.28 AND UE(-1)<91.66) AND (PE( 
        -1)>3.29 AND PE(-1)<14.71)  
Included observations: 106   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 4.581872 2.189707 2.092459 0.0390 
UE 0.295120 0.074922 3.939003 0.0002 
UE*STD -6.831695 2.623998 -2.603544 0.0107 
Y 0.844985 0.262087 3.224066 0.0017 
UE*Y 0.068944 0.038270 1.801491 0.0747 
UE*Y*I -0.160840 0.055219 -2.912783 0.0044 
PE -0.558077 0.285185 -1.956897 0.0532 
ADP(-1) -0.274376 0.083372 -3.290987 0.0014 
     
     R-squared 0.326468    Mean dependent var 0.432394 
Adjusted R-squared 0.278358    S.D. dependent var 5.884680 
S.E. of regression 4.999006    Akaike info criterion 6.128827 
Sum squared resid 2449.026    Schwarz criterion 6.329841 
Log likelihood -316.8278    Hannan-Quinn criter. 6.210299 
F-statistic 6.785941    Durbin-Watson stat 1.919715 
Prob(F-statistic) 0.000001    
     
     
 
LM test 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.504963    Prob. F(4,94) 0.7322 
Obs*R-squared 2.229794    Prob. Chi-Square(4) 0.6936 
     
          
Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 02/27/16   Time: 18:43   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71) AND (UE(-1)>-66.28 AND UE(-1)<91.66) AND (PE( 
        -1)>3.29 AND PE(-1)<14.71)  
Included observations: 106   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.424362 2.255659 -0.188132 0.8512 
UE 0.012376 0.077344 0.160015 0.8732 
UE*STD -0.311923 2.720200 -0.114669 0.9090 
Y -0.082069 0.276594 -0.296713 0.7673 
UE*Y 0.002795 0.038969 0.071728 0.9430 
UE*Y*I 0.004908 0.056199 0.087341 0.9306 
PE 0.046657 0.292892 0.159298 0.8738 
ADP(-1) 0.001899 0.132720 0.014308 0.9886 
RESID(-1) -0.008259 0.169453 -0.048741 0.9612 
RESID(-2) 0.028819 0.118636 0.242923 0.8086 
RESID(-3) -0.060354 0.118366 -0.509893 0.6113 
RESID(-4) -0.161928 0.119020 -1.360507 0.1769 
     
     R-squared 0.021036    Mean dependent var -6.45E-16 
Adjusted R-squared -0.093524    S.D. dependent var 4.829498 
S.E. of regression 5.050288    Akaike info criterion 6.183038 
Sum squared resid 2397.508    Schwarz criterion 6.484560 
Log likelihood -315.7010    Hannan-Quinn criter. 6.305247 
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F-statistic 0.183623    Durbin-Watson stat 1.958511 
Prob(F-statistic) 0.998142    
     
     
 
Appendix 6: HP Sensitivity Analysis  
All observations 
Dependent Variable: ADP   
Method: Least Squares   
Date: 02/21/16   Time: 18:36   
Sample (adjusted): 1984Q2 2015Q3  
Included observations: 124 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 4.303058 2.018736 2.131561 0.0352 
UE 0.289543 0.075673 3.826229 0.0002 
UE*STD -8.944940 2.748200 -3.254836 0.0015 
Y 1.174074 0.273550 4.291988 0.0000 
UE*Y 0.100249 0.034374 2.916426 0.0043 
UE*Y*I -0.253165 0.045643 -5.546596 0.0000 
PE -0.553743 0.245766 -2.253132 0.0261 
ADP(-1) -0.150009 0.077968 -1.923990 0.0568 
     
     R-squared 0.333920    Mean dependent var 0.183645 
Adjusted R-squared 0.293725    S.D. dependent var 6.634155 
S.E. of regression 5.575355    Akaike info criterion 6.336930 
Sum squared resid 3605.812    Schwarz criterion 6.518884 
Log likelihood -384.8897    Hannan-Quinn criter. 6.410844 
F-statistic 8.307590    Durbin-Watson stat 1.967362 
Prob(F-statistic) 0.000000    
     
     
 
Excluding 1989Q3 with one forecast 
Dependent Variable: ADP   
Method: Least Squares   
Date: 02/21/16   Time: 18:46   
Sample: 1984Q1 1989Q2 1989Q4 2015Q3 IF (UE>-66.28 AND UE<91.66) 
        AND (PE>3.29 AND PE<14.71) AND (UE(-1)>-66.28 AND UE( 
        -1)<91.66) AND (PE(-1)>3.29 AND PE(-1)<14.71) 
Included observations: 105   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 4.403452 2.240597 1.965303 0.0522 
UE 0.306324 0.079932 3.832284 0.0002 
UE*STD -7.089447 2.707271 -2.618670 0.0102 
Y 0.828850 0.266054 3.115347 0.0024 
UE*Y 0.073622 0.040051 1.838236 0.0691 
UE*Y*IA -0.163267 0.055761 -2.928009 0.0043 
PE -0.539518 0.289863 -1.861288 0.0657 
ADP(-1) -0.274844 0.083734 -3.282355 0.0014 
     
     R-squared 0.326200    Mean dependent var 0.459025 
Adjusted R-squared 0.277575    S.D. dependent var 5.906482 
S.E. of regression 5.020248    Akaike info criterion 6.137967 
Sum squared resid 2444.680    Schwarz criterion 6.340174 
Log likelihood -314.2433    Hannan-Quinn criter. 6.219905 
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F-statistic 6.708523    Durbin-Watson stat 1.947235 
Prob(F-statistic) 0.000002    
     
     
 
HAC 
Dependent Variable: ADP   
Method: Least Squares   
Date: 02/21/16   Time: 12:53   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 112   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 5.232371 1.729909 3.024651 0.0031 
UE 0.304819 0.085077 3.582868 0.0005 
UE*STD -7.429126 1.666738 -4.457284 0.0000 
Y 0.916330 0.236692 3.871399 0.0002 
UE*Y 0.085266 0.024261 3.514521 0.0007 
UE*Y*I -0.175896 0.039225 -4.484271 0.0000 
PE -0.650432 0.224146 -2.901825 0.0045 
     
     R-squared 0.288047    Mean dependent var 0.428144 
Adjusted R-squared 0.247364    S.D. dependent var 6.155320 
S.E. of regression 5.340024    Akaike info criterion 6.248799 
Sum squared resid 2994.165    Schwarz criterion 6.418705 
Log likelihood -342.9327    Hannan-Quinn criter. 6.317735 
F-statistic 7.080263    Durbin-Watson stat 2.371159 
Prob(F-statistic) 0.000002    Wald F-statistic 12.88208 
Prob(Wald F-statistic) 0.000000    
     
     
Appendix 7: IBM Initial Regressions 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 10:29   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.033550 0.438044 0.076591 0.9391 
UE -0.001108 0.000796 -1.392954 0.1663 
     
     R-squared 0.016177    Mean dependent var 0.094703 
Adjusted R-squared 0.007840    S.D. dependent var 4.793194 
S.E. of regression 4.774368    Akaike info criterion 5.980927 
Sum squared resid 2689.762    Schwarz criterion 6.027385 
Log likelihood -356.8556    Hannan-Quinn criter. 5.999794 
F-statistic 1.940321    Durbin-Watson stat 2.624878 
Prob(F-statistic) 0.166252    
     
     
 
Drop CAPE 
Dependent Variable: ADP   
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Method: Least Squares   
Date: 01/23/16   Time: 15:21   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.511482 1.701298 1.476215 0.1428 
UE 0.044642 0.233425 0.191249 0.8487 
UE*I -0.330419 0.272006 -1.214751 0.2271 
UE*STD 0.348849 1.588660 0.219587 0.8266 
Y 0.104091 0.239387 0.434825 0.6646 
UE*Y -0.010225 0.051875 -0.197099 0.8441 
UE*Y*I 0.010963 0.067138 0.163295 0.8706 
PE -0.190210 0.092285 -2.061110 0.0417 
UE*PE -0.000469 0.001742 -0.269160 0.7883 
UE*PE*I 0.009183 0.004518 2.032661 0.0445 
UE*CAPE -0.004028 0.009139 -0.440770 0.6603 
UE*CAPE*I 0.017361 0.013356 1.299893 0.1964 
     
     R-squared 0.152430    Mean dependent var 0.094703 
Adjusted R-squared 0.066104    S.D. dependent var 4.793194 
S.E. of regression 4.632062    Akaike info criterion 5.998521 
Sum squared resid 2317.248    Schwarz criterion 6.277270 
Log likelihood -347.9113    Hannan-Quinn criter. 6.111722 
F-statistic 1.765738    Durbin-Watson stat 2.610250 
Prob(F-statistic) 0.068901    
     
     
 
Drop Y interactions 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 15:23   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.568597 1.662048 1.545441 0.1251 
UE 0.071364 0.185375 0.384972 0.7010 
UE*I -0.349517 0.249234 -1.402366 0.1636 
UE*STD 0.045000 0.374530 0.120150 0.9046 
Y 0.111169 0.197588 0.562630 0.5748 
PE -0.191868 0.090130 -2.128785 0.0355 
UE*PE -0.000740 0.001078 -0.686862 0.4936 
UE*PE*I 0.009291 0.004433 2.096088 0.0384 
UE*CAPE -0.003621 0.008823 -0.410374 0.6823 
UE*CAPE*I 0.017038 0.012075 1.411069 0.1610 
     
     R-squared 0.152114    Mean dependent var 0.094703 
Adjusted R-squared 0.082741    S.D. dependent var 4.793194 
S.E. of regression 4.590616    Akaike info criterion 5.965561 
Sum squared resid 2318.113    Schwarz criterion 6.197852 
Log likelihood -347.9337    Hannan-Quinn criter. 6.059895 
F-statistic 2.192709    Durbin-Watson stat 2.611336 
Prob(F-statistic) 0.027720    
     





Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 15:25   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.527634 1.619468 1.560780 0.1214 
UE 0.079729 0.171040 0.466141 0.6420 
UE*I -0.357079 0.240084 -1.487306 0.1398 
Y 0.107387 0.194197 0.552981 0.5814 
PE -0.190498 0.089008 -2.140233 0.0345 
UE*PE -0.000824 0.000816 -1.009896 0.3147 
UE*PE*I 0.009329 0.004402 2.119298 0.0363 
UE*CAPE -0.003979 0.008267 -0.481254 0.6313 
UE*CAPE*I 0.017474 0.011466 1.524056 0.1303 
     
     R-squared 0.152002    Mean dependent var 0.094703 
Adjusted R-squared 0.090886    S.D. dependent var 4.793194 
S.E. of regression 4.570191    Akaike info criterion 5.949025 
Sum squared resid 2318.418    Schwarz criterion 6.158087 
Log likelihood -347.9415    Hannan-Quinn criter. 6.033926 
F-statistic 2.487076    Durbin-Watson stat 2.614672 
Prob(F-statistic) 0.016049    
     
     
 
Drop CAPE interactions 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 15:26   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.985242 1.575208 1.260305 0.2102 
UE -0.002522 0.001036 -2.434771 0.0165 
UE*I -0.016923 0.065361 -0.258920 0.7962 
Y 0.098413 0.191068 0.515067 0.6075 
PE -0.146502 0.085526 -1.712956 0.0895 
UE*PE -0.001053 0.000466 -2.260623 0.0257 
UE*PE*I 0.009391 0.004392 2.138192 0.0347 
     
     R-squared 0.128868    Mean dependent var 0.094703 
Adjusted R-squared 0.082613    S.D. dependent var 4.793194 
S.E. of regression 4.590937    Akaike info criterion 5.942608 
Sum squared resid 2381.667    Schwarz criterion 6.105212 
Log likelihood -349.5565    Hannan-Quinn criter. 6.008642 
F-statistic 2.786041    Durbin-Watson stat 2.686972 
Prob(F-statistic) 0.014521    
     
     
 
Drop UE*I 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 15:28   
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Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.819194 1.432850 1.269633 0.2068 
UE -0.002522 0.001032 -2.444624 0.0160 
Y 0.092583 0.188959 0.489964 0.6251 
PE -0.137539 0.077887 -1.765882 0.0801 
UE*PE -0.001032 0.000457 -2.259705 0.0257 
UE*PE*I 0.008433 0.002358 3.575651 0.0005 
     
     R-squared 0.128351    Mean dependent var 0.094703 
Adjusted R-squared 0.090121    S.D. dependent var 4.793194 
S.E. of regression 4.572113    Akaike info criterion 5.926535 
Sum squared resid 2383.080    Schwarz criterion 6.065909 
Log likelihood -349.5921    Hannan-Quinn criter. 5.983135 
F-statistic 3.357317    Durbin-Watson stat 2.687346 
Prob(F-statistic) 0.007247    
     
     
 
White test 
Heteroskedasticity Test: White  
     
     F-statistic 1.132728    Prob. F(11,108) 0.3434 
Obs*R-squared 12.41242    Prob. Chi-Square(11) 0.3335 
Scaled explained SS 16.07642    Prob. Chi-Square(11) 0.1383 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 03/06/16   Time: 10:20   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
Collinear test regressors dropped from specification 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 4.954837 13.62142 0.363753 0.7168 
UE^2 7.53E-05 0.000414 0.181817 0.8561 
UE*PE 0.041624 0.127944 0.325329 0.7456 
UE*UE*PE 7.91E-05 0.000309 0.256181 0.7983 
UE*UE*PE*I -0.000860 0.002876 -0.298908 0.7656 
UE -0.178201 0.467585 -0.381110 0.7039 
PE^2 0.046521 0.057561 0.808209 0.4207 
PE*UE*PE -0.000192 0.005800 -0.033053 0.9737 
PE*UE*PE*I -0.007943 0.013158 -0.603656 0.5473 
PE 0.444744 1.700270 0.261572 0.7941 
UE*PE*UE*PE*I 9.79E-05 0.000156 0.627769 0.5315 
UE*PE*I^2 0.038930 0.266678 0.145980 0.8842 
     
     R-squared 0.103437    Mean dependent var 19.90082 
Adjusted R-squared 0.012120    S.D. dependent var 33.56240 
S.E. of regression 33.35838    Akaike info criterion 9.947135 
Sum squared resid 120180.4    Schwarz criterion 10.22588 
Log likelihood -584.8281    Hannan-Quinn criter. 10.06034 
F-statistic 1.132728    Durbin-Watson stat 1.831019 
Prob(F-statistic) 0.343383    
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Appendix 8: IBM Final Model 
Dependent Variable: ADP   
Method: Least Squares   
Date: 02/21/16   Time: 12:58   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 120   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.410547 1.025618 1.375315 0.1717 
UE -0.002500 9.65E-05 -25.91147 0.0000 
PE -0.121376 0.060068 -2.020649 0.0456 
UE*PE -0.000994 0.000164 -6.069601 0.0000 
UE*PE*I 0.008395 0.001660 5.056925 0.0000 
     
     R-squared 0.126515    Mean dependent var 0.094703 
Adjusted R-squared 0.096133    S.D. dependent var 4.793194 
S.E. of regression 4.556981    Akaike info criterion 5.911972 
Sum squared resid 2388.099    Schwarz criterion 6.028117 
Log likelihood -349.7183    Hannan-Quinn criter. 5.959139 
F-statistic 4.164147    Durbin-Watson stat 2.686024 
Prob(F-statistic) 0.003467    Wald F-statistic 351.1051 
Prob(Wald F-statistic) 0.000000    
     
     
Appendix 9: IBM Sensitivity Analysis  
All observations 
Dependent Variable: ADP   
Method: Least Squares   
Date: 03/06/16   Time: 19:48   
Sample: 1984Q1 2015Q2   
Included observations: 125   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.334367 0.447959 0.746424 0.4569 
UE -0.001077 0.000628 -1.714114 0.0891 
PE -0.012635 0.002600 -4.859241 0.0000 
UE*PE -0.000283 0.000157 -1.799203 0.0745 
UE*PE*I 0.001163 0.001593 0.729969 0.4668 
     
     R-squared 0.029703    Mean dependent var 0.120755 
Adjusted R-squared -0.002640    S.D. dependent var 4.808033 
S.E. of regression 4.814376    Akaike info criterion 6.020268 
Sum squared resid 2781.386    Schwarz criterion 6.133401 
Log likelihood -371.2667    Hannan-Quinn criter. 6.066228 
F-statistic 0.918372    Durbin-Watson stat 2.539494 
Prob(F-statistic) 0.455685    Wald F-statistic 7.521813 
Prob(Wald F-statistic) 0.000019    
     





Dependent Variable: ADP   
Method: Least Squares   
Date: 01/27/16   Time: 09:55   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 118   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.103748 1.128545 0.978027 0.3302 
UE -0.002844 0.000993 -2.863712 0.0050 
PE -0.102581 0.068041 -1.507631 0.1345 
UE*PE -0.001083 0.000433 -2.501451 0.0138 
UE*PE*I 0.009286 0.002274 4.082665 0.0001 
ADP(-1) -0.294536 0.084417 -3.489041 0.0007 
     
     R-squared 0.212108    Mean dependent var 0.078038 
Adjusted R-squared 0.176934    S.D. dependent var 4.831634 
S.E. of regression 4.383403    Akaike info criterion 5.843037 
Sum squared resid 2151.993    Schwarz criterion 5.983919 
Log likelihood -338.7392    Hannan-Quinn criter. 5.900239 
F-statistic 6.030275    Durbin-Watson stat 2.026745 
Prob(F-statistic) 0.000056    
     
     
 
LM test 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 2.457317    Prob. F(4,105) 0.0501 
Obs*R-squared 9.843881    Prob. Chi-Square(4) 0.0431 
     
          
Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 03/06/16   Time: 11:36   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84) AND (UE(-1)>-19634.2 AND UE(-1)<289.29) 
        AND (PE(-1)>-90.21 AND PE(-1)<582.84)  
Included observations: 115   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.312777 1.258552 0.248521 0.8042 
UE -0.000203 0.002488 -0.081441 0.9352 
PE -0.019664 0.075573 -0.260199 0.7952 
UE*PE -0.000316 0.001625 -0.194445 0.8462 
UE*PE*I -0.001303 0.003985 -0.327106 0.7442 
ADP(-1) 0.373520 0.284124 1.314639 0.1915 
RESID(-1) -0.411274 0.307061 -1.339391 0.1833 
RESID(-2) 0.288461 0.138688 2.079920 0.0400 
RESID(-3) 0.138141 0.102510 1.347585 0.1807 
RESID(-4) 0.161416 0.101929 1.583605 0.1163 
     
     R-squared 0.085599    Mean dependent var -4.87E-16 
Adjusted R-squared 0.007222    S.D. dependent var 4.318091 
S.E. of regression 4.302471    Akaike info criterion 5.839197 
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Sum squared resid 1943.682    Schwarz criterion 6.077887 
Log likelihood -325.7538    Hannan-Quinn criter. 5.936080 
F-statistic 1.092141    Durbin-Watson stat 2.008295 
Prob(F-statistic) 0.374954    
     
     
 
Include ADP(-1) and ADP(-2) 
Dependent Variable: ADP   
Method: Least Squares   
Date: 05/08/16   Time: 20:26   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84) AND (UE(-1)>-19634.2 AND UE(-1)<289.29) 
        AND (PE(-1)>-90.21 AND PE(-1)<582.84) AND (UE(-2)>-19634.2 AND 
        UE(-2)<289.29) AND (PE(-2)>-90.21 AND PE(-2)<582.84) 
Included observations: 111   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.680328 1.417749 0.479865 0.6323 
UE 0.029058 0.070524 0.412025 0.6812 
D(Y) -1.886057 0.742082 -2.541574 0.0125 
PE -0.080446 0.083040 -0.968755 0.3349 
UE*PE -0.003106 0.005012 -0.619757 0.5368 
UE*PE*I 0.007544 0.004222 1.786646 0.0769 
     
     R-squared 0.101139    Mean dependent var -0.076600 
Adjusted R-squared 0.058336    S.D. dependent var 4.750815 
S.E. of regression 4.610160    Akaike info criterion 5.946941 
Sum squared resid 2231.626    Schwarz criterion 6.093402 
Log likelihood -324.0552    Hannan-Quinn criter. 6.006356 
F-statistic 2.362906    Durbin-Watson stat 2.694335 
Prob(F-statistic) 0.044805    
     
     
 
LM test 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 2.407272    Prob. F(4,102) 0.0542 
Obs*R-squared 9.747341    Prob. Chi-Square(4) 0.0449 
     
          
Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 03/12/16   Time: 20:31   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84) AND (UE(-1)>-19634.2 AND UE(-1)<289.29) 
        AND (PE(-1)>-90.21 AND PE(-1)<582.84)  
Included observations: 113   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.888091 1.341572 0.661978 0.5095 
UE -0.000432 0.002520 -0.171477 0.8642 
PE -0.053860 0.080819 -0.666433 0.5066 
UE*PE -0.000640 0.001659 -0.385749 0.7005 
UE*PE*I -0.000262 0.004184 -0.062536 0.9503 
ADP(-1) 0.417910 0.288180 1.450171 0.1501 
ADP(-2) -0.359243 0.256693 -1.399502 0.1647 
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RESID(-1) -0.467095 0.309619 -1.508613 0.1345 
RESID(-2) 0.566719 0.310366 1.825969 0.0708 
RESID(-3) 0.024009 0.143787 0.166973 0.8677 
RESID(-4) 0.265562 0.116507 2.279369 0.0247 
     
     R-squared 0.086260    Mean dependent var 3.14E-16 
Adjusted R-squared -0.003323    S.D. dependent var 4.328580 
S.E. of regression 4.335765    Akaike info criterion 5.863948 
Sum squared resid 1917.484    Schwarz criterion 6.129446 
Log likelihood -320.3131    Hannan-Quinn criter. 5.971685 
F-statistic 0.962909    Durbin-Watson stat 2.006988 
Prob(F-statistic) 0.480269    
     
     
Appendix 10: Disney Initial Regressions 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 11:02   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.193295 0.356682 -0.541926 0.5889 
UE 0.050418 0.018150 2.777813 0.0064 
     
     R-squared 0.061378    Mean dependent var 0.154661 
Adjusted R-squared 0.053424    S.D. dependent var 3.760199 
S.E. of regression 3.658379    Akaike info criterion 5.448443 
Sum squared resid 1579.281    Schwarz criterion 5.494902 
Log likelihood -324.9066    Hannan-Quinn criter. 5.467310 
F-statistic 7.716243    Durbin-Watson stat 2.041952 
Prob(F-statistic) 0.006368    
     
     
 
Drop CAPE interactions 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 15:51   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.985055 1.444251 2.066853 0.0411 
UE 0.145943 0.209564 0.696412 0.4877 
UE*I -0.242850 0.235782 -1.029978 0.3053 
UE*STD 5.281743 1.549049 3.409668 0.0009 
Y 0.308951 0.238140 1.297348 0.1973 
UE*Y 0.023980 0.050946 0.470708 0.6388 
UE*Y*I -0.068120 0.061071 -1.115432 0.2671 
PE -0.017222 0.042271 -0.407416 0.6845 
UE*PE -0.004370 0.004509 -0.969221 0.3346 
UE*PE*I 0.004957 0.005035 0.984463 0.3271 
CAPE -0.112331 0.054794 -2.050081 0.0428 
     
     R-squared 0.244001    Mean dependent var 0.154661 
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Adjusted R-squared 0.174643    S.D. dependent var 3.760199 
S.E. of regression 3.416110    Akaike info criterion 5.382071 
Sum squared resid 1272.009    Schwarz criterion 5.637591 
Log likelihood -311.9243    Hannan-Quinn criter. 5.485839 
F-statistic 3.518002    Durbin-Watson stat 2.025365 
Prob(F-statistic) 0.000472    
     
     
 
Drop PE 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 15:53   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.736628 1.304245 2.098247 0.0382 
UE 0.131152 0.205611 0.637863 0.5249 
UE*I -0.217771 0.226740 -0.960444 0.3389 
UE*STD 5.401219 1.515261 3.564546 0.0005 
Y 0.277835 0.224704 1.236446 0.2189 
UE*Y 0.022731 0.050660 0.448703 0.6545 
UE*Y*I -0.065634 0.060534 -1.084242 0.2806 
UE*PE -0.003965 0.004381 -0.905034 0.3674 
UE*PE*I 0.004182 0.004645 0.900452 0.3698 
CAPE -0.123423 0.047371 -2.605481 0.0104 
     
     R-squared 0.242849    Mean dependent var 0.154661 
Adjusted R-squared 0.180901    S.D. dependent var 3.760199 
S.E. of regression 3.403135    Akaike info criterion 5.366926 
Sum squared resid 1273.946    Schwarz criterion 5.599217 
Log likelihood -312.0156    Hannan-Quinn criter. 5.461261 
F-statistic 3.920170    Durbin-Watson stat 2.028285 
Prob(F-statistic) 0.000239    
     
     
 
Drop Y interactions 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 16:20   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.087868 1.062801 1.964496 0.0519 
UE 0.070770 0.033640 2.103767 0.0376 
UE*I -0.087307 0.068280 -1.278662 0.2037 
UE*STD 5.816214 1.652065 3.520571 0.0006 
Y -0.056356 0.149129 -0.377902 0.7062 
UE*PE -0.003198 0.001307 -2.447051 0.0160 
UE*PE*I 0.002862 0.001598 1.791503 0.0759 
CAPE -0.115162 0.051967 -2.216042 0.0287 
     
     R-squared 0.213581    Mean dependent var 0.154661 
Adjusted R-squared 0.164430    S.D. dependent var 3.760199 
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S.E. of regression 3.437180    Akaike info criterion 5.371521 
Sum squared resid 1323.191    Schwarz criterion 5.557353 
Log likelihood -314.2912    Hannan-Quinn criter. 5.446988 
F-statistic 4.345387    Durbin-Watson stat 2.128252 
Prob(F-statistic) 0.000271    Wald F-statistic 6.421590 
Prob(Wald F-statistic) 0.000002    
     
     
 
Full White test 
Heteroskedasticity Test: White  
     
     F-statistic 1.877116    Prob. F(23,96) 0.0181 
Obs*R-squared 37.22572    Prob. Chi-Square(23) 0.0308 
Scaled explained SS 54.62884    Prob. Chi-Square(23) 0.0002 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 03/13/16   Time: 18:56   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
Collinear test regressors dropped from specification 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -1.552389 23.84051 -0.065116 0.9482 
UE^2 0.141825 1.178229 0.120371 0.9044 
UE*UE*I -0.027550 1.176728 -0.023413 0.9814 
UE*UE*STD -4.658803 29.72172 -0.156747 0.8758 
UE*UE*PE -0.003965 0.039332 -0.100798 0.9199 
UE*UE*PE*I -0.006286 0.039954 -0.157337 0.8753 
UE*CAPE -0.098795 0.431135 -0.229151 0.8192 
UE 5.218584 12.15352 0.429389 0.6686 
UE*I^2 -5.254393 13.45810 -0.390426 0.6971 
UE*I*UE*STD 6.992317 29.70292 0.235408 0.8144 
UE*I*CAPE 0.118767 0.487198 0.243775 0.8079 
UE*STD^2 2031.284 1280.992 1.585711 0.1161 
UE*STD*UE*PE 0.086613 1.129793 0.076663 0.9391 
UE*STD*UE*PE*I -0.077601 1.129676 -0.068693 0.9454 
UE*STD*CAPE -7.522948 5.081179 -1.480552 0.1420 
UE*STD 37.00859 98.15886 0.377028 0.7070 
UE*PE^2 -0.000431 0.001959 -0.219870 0.8264 
UE*PE*UE*PE*I 0.000144 0.000104 1.384925 0.1693 
UE*PE*CAPE 0.005215 0.010672 0.488635 0.6262 
UE*PE -0.157835 0.354444 -0.445303 0.6571 
UE*PE*I^2 0.103582 0.374094 0.276889 0.7825 
UE*PE*I*CAPE 0.000123 0.011279 0.010907 0.9913 
CAPE^2 -0.019029 0.033409 -0.569576 0.5703 
CAPE 0.887848 1.830491 0.485033 0.6288 
     
     R-squared 0.310214    Mean dependent var 11.04173 
Adjusted R-squared 0.144953    S.D. dependent var 20.17259 
S.E. of regression 18.65334    Akaike info criterion 8.866784 
Sum squared resid 33402.93    Schwarz criterion 9.424282 
Log likelihood -508.0070    Hannan-Quinn criter. 9.093187 
F-statistic 1.877116    Durbin-Watson stat 2.005604 
Prob(F-statistic) 0.018135    
     





Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.323798    Prob. F(4,109) 0.8615 
Obs*R-squared 1.409155    Prob. Chi-Square(4) 0.8426 
     
          
Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 03/13/16   Time: 22:26   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.057631 1.164885 0.049473 0.9606 
UE -0.020126 0.085258 -0.236059 0.8138 
UE*I 0.035960 0.108055 0.332797 0.7399 
UE*STD -0.061969 1.505793 -0.041154 0.9672 
UE*PE 0.000516 0.002466 0.209370 0.8346 
UE*PE*I -0.000722 0.002887 -0.250169 0.8029 
CAPE -0.006754 0.046856 -0.144141 0.8857 
RESID(-1) -0.092371 0.103391 -0.893412 0.3736 
RESID(-2) 0.047762 0.104735 0.456032 0.6493 
RESID(-3) -0.049977 0.107423 -0.465233 0.6427 
RESID(-4) 0.182633 0.104518 1.747377 0.0834 
     
     R-squared 0.011743    Mean dependent var -2.96E-17 
Adjusted R-squared -0.078923    S.D. dependent var 3.336843 
S.E. of regression 3.466019    Akaike info criterion 5.411080 
Sum squared resid 1309.449    Schwarz criterion 5.666600 
Log likelihood -313.6648    Hannan-Quinn criter. 5.514848 
F-statistic 0.129519    Durbin-Watson stat 1.945831 
Prob(F-statistic) 0.999365    
     
     
Appendix 11: Disney Final Model 
Dependent Variable: ADP   
Method: Least Squares   
Date: 01/23/16   Time: 16:34   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.292098 1.246342 1.839061 0.0685 
UE 0.068650 0.030973 2.216422 0.0287 
UE*I -0.084980 0.067085 -1.266744 0.2079 
UE*STD 5.914938 1.640470 3.605637 0.0005 
UE*PE -0.003157 0.001271 -2.483870 0.0145 
UE*PE*I 0.002768 0.001551 1.784700 0.0770 
CAPE -0.120037 0.056394 -2.128539 0.0355 
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R-squared 0.212501    Mean dependent var 0.154661 
Adjusted R-squared 0.170687    S.D. dependent var 3.760199 
S.E. of regression 3.424286    Akaike info criterion 5.356226 
Sum squared resid 1325.008    Schwarz criterion 5.518830 
Log likelihood -314.3736    Hannan-Quinn criter. 5.422260 
F-statistic 5.082049    Durbin-Watson stat 2.127386 
Prob(F-statistic) 0.000119    Wald F-statistic 7.153816 
Prob(Wald F-statistic) 0.000002    
     
     
Appendix 12: Disney Sensitivity Analysis  
Excluding 1985Q4 with one forecast 
Dependent Variable: ADP   
Method: Least Squares   
Date: 03/14/16   Time: 17:15   
Sample: 1984Q1 1985Q3 1986Q1 2015Q3 IF (UE>-130.22 AND 
        UE<1169.24) AND (PE>10.41 AND PE<93.8) 
Included observations: 119   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.285006 1.288183 1.773821 0.0788 
UE 0.068514 0.031553 2.171413 0.0320 
UE*I -0.084747 0.067755 -1.250784 0.2136 
UE*STD 5.913640 1.642005 3.601475 0.0005 
UE*PE -0.003154 0.001285 -2.454386 0.0157 
UE*PE*I 0.002763 0.001561 1.770526 0.0794 
CAPE -0.119797 0.057637 -2.078462 0.0400 
     
     R-squared 0.212139    Mean dependent var 0.147222 
Adjusted R-squared 0.169932    S.D. dependent var 3.775212 
S.E. of regression 3.439523    Akaike info criterion 5.365565 
Sum squared resid 1324.996    Schwarz criterion 5.529043 
Log likelihood -312.2511    Hannan-Quinn criter. 5.431948 
F-statistic 5.026164    Durbin-Watson stat 2.139403 
Prob(F-statistic) 0.000135    Wald F-statistic 7.054584 
Prob(Wald F-statistic) 0.000002    
     
     
 
All observations 
Dependent Variable: ADP   
Method: Least Squares   
Date: 03/14/16   Time: 17:20   
Sample: 1984Q1 2015Q3   
Included observations: 126   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.027561 0.965589 2.099818 0.0379 
UE 57.61347 23.70723 2.430207 0.0166 
UE*I -38.86619 60.15185 -0.646135 0.5194 
UE*STD -139.2201 530.1304 -0.262615 0.7933 
UE*PE -1.147873 0.617618 -1.858549 0.0656 
UE*PE*I 2.230882 3.315393 0.672886 0.5023 
CAPE -0.120874 0.048159 -2.509877 0.0134 
     
     R-squared 0.183375    Mean dependent var 0.062139 
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Adjusted R-squared 0.142200    S.D. dependent var 3.762102 
S.E. of regression 3.484365    Akaike info criterion 5.388401 
Sum squared resid 1444.755    Schwarz criterion 5.545972 
Log likelihood -332.4693    Hannan-Quinn criter. 5.452417 
F-statistic 4.453607    Durbin-Watson stat 2.083271 
Prob(F-statistic) 0.000422    Wald F-statistic 4.628771 
Prob(Wald F-statistic) 0.000291    
     
     
 
HAC 
Dependent Variable: ADP   
Method: Least Squares   
Date: 03/13/16   Time: 18:14   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 120   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.292098 1.059798 2.162769 0.0327 
UE 0.068650 0.030219 2.271736 0.0250 
UE*I -0.084980 0.067103 -1.266418 0.2080 
UE*STD 5.914938 1.538519 3.844566 0.0002 
UE*PE -0.003157 0.001214 -2.600454 0.0106 
UE*PE*I 0.002768 0.001614 1.714684 0.0891 
CAPE -0.120037 0.049267 -2.436481 0.0164 
     
     R-squared 0.212501    Mean dependent var 0.154661 
Adjusted R-squared 0.170687    S.D. dependent var 3.760199 
S.E. of regression 3.424286    Akaike info criterion 5.356226 
Sum squared resid 1325.008    Schwarz criterion 5.518830 
Log likelihood -314.3736    Hannan-Quinn criter. 5.422260 
F-statistic 5.082049    Durbin-Watson stat 2.127386 
Prob(F-statistic) 0.000119    Wald F-statistic 10.32178 
Prob(Wald F-statistic) 0.000000    
     
     
Appendix 13: HP Stability Tests  
Multiple breakpoint tests  
Bai-Perron tests of L+1 vs. L sequentially determined breaks 
Date: 03/16/16   Time: 10:52  
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND 
        (PE>3.29 AND PE<14.71) AND (UE(-1)>-66.28 AND UE( 
        -1)<91.66) AND (PE(-1)>3.29 AND PE(-1)<14.71) 
Included observations: 106  
Breaking variables: C UE UE*STD Y UE*Y UE*Y*I PE ADP(-1) 
Break test options: Trimming 0.15, Max. breaks 5, Sig. level 0.05 
Allow heterogeneous error distributions across breaks 
    
    Sequential F-statistic determined breaks:  0 
    
      Scaled Critical 
Break Test   F-statistic F-statistic Value** 
    
    0 vs. 1 1.916708 15.33367 23.70 
    
    * Significant at the 0.05 level.  
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Series: Residuals
Sample 1984Q1 2015Q3 IF (UE
     >-66.28 AND UE<91.66)
     AND (PE>3.29 AND PE
     <14.71)
Observations 111




Std. Dev.   5.013641
Skewness   0.175275
Kurtosis   3.933850
Jarque-Bera  4.601697
Probability  0.100174  
 
Ramsey RESET Test   
Equation: LS_NEW   
Specification: ADP C UE UE*I UE*STD UE*D(Y) UE*D(Y)*I UE*D(CAPE) 
        UE*D(CAPE)*I   
Omitted Variables: Squares of fitted values  
     
      Value df Probability  
t-statistic  0.889892  102  0.3756  
F-statistic  0.791907 (1, 102)  0.3756  
Likelihood ratio  0.858454  1  0.3542  
     
     F-test summary:   
 Sum of Sq. df 
Mean 
Squares  
Test SSR  21.30172  1  21.30172  
Restricted SSR  2765.026  103  26.84491  
Unrestricted SSR  2743.724  102  26.89925  
     
     LR test summary:   
 Value df   
Restricted LogL -335.9499  103   
Unrestricted LogL -335.5207  102   
     
          
Unrestricted Test Equation:   
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/03/16   Time: 13:48   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -1.282042 0.755967 -1.695898 0.0930 
UE 0.131151 0.075223 1.743493 0.0843 
UE*I 0.414567 0.186589 2.221816 0.0285 
UE*STD -6.700481 2.278886 -2.940245 0.0041 
UE*D(Y) 0.501332 0.151808 3.302414 0.0013 
UE*D(Y)*I -0.585582 0.161406 -3.628015 0.0004 
UE*D(CAPE) -0.064405 0.043059 -1.495735 0.1378 
UE*D(CAPE)*I 0.214127 0.062888 3.404924 0.0009 
FITTED^2 -0.024826 0.019052 -1.303096 0.1955 
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     R-squared 0.345284    Mean dependent var 0.393579 
Adjusted R-squared 0.293934    S.D. dependent var 6.172306 
S.E. of regression 5.186449    Akaike info criterion 6.207580 
Sum squared resid 2743.724    Schwarz criterion 6.427272 
Log likelihood -335.5207    Hannan-Quinn criter. 6.296703 
F-statistic 6.724101    Durbin-Watson stat 2.124455 
Prob(F-statistic) 0.000000    Wald F-statistic 23.05141 
Prob(Wald F-statistic) 0.000000    
     
     
 
Skew 
Omitted Variables Test   
Null hypothesis: SKEW are jointly significant 
Equation: LS_NEW   
Specification: ADP C UE UE*I UE*STD UE*D(Y) UE*D(Y)*I UE*D(CAPE) 
        UE*D(CAPE)*I   
Omitted Variables: SKEW   
     
      Value df Probability  
t-statistic  0.064398  102  0.9488  
F-statistic  0.004147 (1, 102)  0.9488  
Likelihood ratio  0.004513  1  0.9464  
     
     F-test summary:   
 Sum of Sq. df 
Mean 
Squares  
Test SSR  0.112415  1  0.112415  
Restricted SSR  2765.026  103  26.84491  
Unrestricted SSR  2764.913  102  27.10699  
     
     LR test summary:   
 Value df   
Restricted LogL -335.9499  103   
Unrestricted LogL -335.9477  102   
     
          
Unrestricted Test Equation:   
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/04/16   Time: 22:18   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.990093 0.633124 -1.563821 0.1210 
UE 0.154884 0.068883 2.248505 0.0267 
UE*I 0.273210 0.099677 2.740954 0.0072 
UE*STD -5.164676 1.798604 -2.871492 0.0050 
UE*D(Y) 0.593830 0.147862 4.016111 0.0001 
UE*D(Y)*I -0.676079 0.156756 -4.312927 0.0000 
UE*D(CAPE) -0.072182 0.044244 -1.631445 0.1059 
UE*D(CAPE)*I 0.194925 0.056734 3.435744 0.0009 
SKEW -7.327645 110.6457 -0.066226 0.9473 
     
     R-squared 0.340228    Mean dependent var 0.393579 
Adjusted R-squared 0.288481    S.D. dependent var 6.172306 
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S.E. of regression 5.206438    Akaike info criterion 6.215274 
Sum squared resid 2764.913    Schwarz criterion 6.434965 
Log likelihood -335.9477    Hannan-Quinn criter. 6.304396 
F-statistic 6.574859    Durbin-Watson stat 2.125193 
Prob(F-statistic) 0.000001    Wald F-statistic 16.76563 
Prob(Wald F-statistic) 0.000000    
     
     
 
ARCH (4) 
Heteroskedasticity Test: ARCH   
     
     F-statistic 0.885032    Prob. F(4,84) 0.4766 
Obs*R-squared 3.599165    Prob. Chi-Square(4) 0.4630 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 04/04/16   Time: 22:19   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 89   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 4.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 24.00973 5.021030 4.781833 0.0000 
RESID^2(-1) -0.031547 0.096760 -0.326036 0.7452 
RESID^2(-2) -0.057259 0.035648 -1.606247 0.1120 
RESID^2(-3) -0.136237 0.063050 -2.160792 0.0336 
RESID^2(-4) 0.153567 0.209101 0.734416 0.4647 
     
     R-squared 0.040440    Mean dependent var 22.81282 
Adjusted R-squared -0.005253    S.D. dependent var 38.54705 
S.E. of regression 38.64816    Akaike info criterion 10.20142 
Sum squared resid 125469.2    Schwarz criterion 10.34123 
Log likelihood -448.9630    Hannan-Quinn criter. 10.25777 
F-statistic 0.885032    Durbin-Watson stat 1.729617 
Prob(F-statistic) 0.476594    
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Series: Residuals
Sample 1984Q1 2015Q2 IF (UE
     >-19634.2 AND UE<289.29)
     AND (PE>-90.21 AND PE
     <582.84)
Observations 119




Std. Dev.   4.371599
Skewness   0.132160
Kurtosis   3.850474
Jarque-Bera  3.932804
Probability  0.139960  
 
Ramsey RESET Test   
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Equation: LS_NEW   
Specification: ADP C UE D(Y) PE UE*PE UE*PE*I 
Omitted Variables: Squares of fitted values  
     
      Value df Probability  
t-statistic  1.213341  112  0.2276  
F-statistic  1.472196 (1, 112)  0.2276  
Likelihood ratio  1.554017  1  0.2125  
     
     F-test summary:   
 Sum of Sq. df 
Mean 
Squares  
Test SSR  29.25762  1  29.25762  
Restricted SSR  2255.084  113  19.95649  
Unrestricted SSR  2225.826  112  19.87345  
     
     LR test summary:   
 Value df   
Restricted LogL -343.8919  113   
Unrestricted LogL -343.1149  112   
     
          
Unrestricted Test Equation:   
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/03/16   Time: 22:57   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)  
Included observations: 119   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.303838 1.060717 1.229205 0.2216 
UE -0.002876 0.000582 -4.938173 0.0000 
D(Y) -1.991353 0.697317 -2.855737 0.0051 
PE -0.117719 0.063960 -1.840521 0.0683 
UE*PE -0.000636 0.000276 -2.303088 0.0231 
UE*PE*I 0.011980 0.004974 2.408234 0.0177 
FITTED^2 -0.091915 0.097737 -0.940430 0.3490 
     
     R-squared 0.185125    Mean dependent var 0.081481 
Adjusted R-squared 0.141471    S.D. dependent var 4.811264 
S.E. of regression 4.457965    Akaike info criterion 5.884284 
Sum squared resid 2225.826    Schwarz criterion 6.047762 
Log likelihood -343.1149    Hannan-Quinn criter. 5.950667 
F-statistic 4.240737    Durbin-Watson stat 2.614059 
Prob(F-statistic) 0.000694    Wald F-statistic 95.68176 
Prob(Wald F-statistic) 0.000000    
     
     
 
With two fitted terms 
Ramsey RESET Test   
Equation: LS_NEW   
Specification: ADP C UE D(Y) PE UE*PE UE*PE*I 
Omitted Variables: Powers of fitted values from 2 to 3 
     
      Value df Probability  
F-statistic  2.155253 (2, 111)  0.1207  
Likelihood ratio  4.533702  2  0.1036  
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     F-test summary:   
 Sum of Sq. df 
Mean 
Squares  
Test SSR  84.29892  2  42.14946  
Restricted SSR  2255.084  113  19.95649  
Unrestricted SSR  2170.785  111  19.55662  
     
     LR test summary:   
 Value df   
Restricted LogL -343.8919  113   
Unrestricted LogL -341.6251  111   
     
          
Unrestricted Test Equation:   
Dependent Variable: ADP   
Method: Least Squares   
Date: 05/08/16   Time: 19:08   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)  
Included observations: 119   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.544399 1.067410 1.446866 0.1508 
UE -0.000849 0.000859 -0.988237 0.3252 
D(Y) -1.889499 0.632030 -2.989574 0.0034 
PE -0.102457 0.057281 -1.788674 0.0764 
UE*PE 0.000654 0.000650 1.006105 0.3166 
UE*PE*I 0.008634 0.003870 2.231222 0.0277 
FITTED^2 -0.260794 0.118224 -2.205924 0.0294 
FITTED^3 0.023185 0.009794 2.367350 0.0196 
     
     R-squared 0.205276    Mean dependent var 0.081481 
Adjusted R-squared 0.155158    S.D. dependent var 4.811264 
S.E. of regression 4.422287    Akaike info criterion 5.876051 
Sum squared resid 2170.785    Schwarz criterion 6.062883 
Log likelihood -341.6251    Hannan-Quinn criter. 5.951918 
F-statistic 4.095870    Durbin-Watson stat 2.619370 
Prob(F-statistic) 0.000491    Wald F-statistic 48.29372 
Prob(Wald F-statistic) 0.000000    
     
     
 
With three fitted terms 
Ramsey RESET Test   
Equation: LS_NEW   
Specification: ADP C UE D(Y) PE UE*PE UE*PE*I 
Omitted Variables: Powers of fitted values from 2 to 4 
     
      Value df Probability  
F-statistic  1.676891 (3, 110)  0.1762  
Likelihood ratio  5.321494  3  0.1497  
     
     F-test summary:   
 Sum of Sq. df 
Mean 
Squares  
Test SSR  98.62227  3  32.87409  
Restricted SSR  2255.084  113  19.95649  
Unrestricted SSR  2156.462  110  19.60420  
82 
 
     
     LR test summary:   
 Value df   
Restricted LogL -343.8919  113   
Unrestricted LogL -341.2312  110   
     
          
Unrestricted Test Equation:   
Dependent Variable: ADP   
Method: Least Squares   
Date: 05/08/16   Time: 19:09   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)  
Included observations: 119   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.733253 1.112877 1.557453 0.1222 
UE -0.002874 0.001725 -1.666207 0.0985 
D(Y) -2.217924 0.774674 -2.863042 0.0050 
PE -0.122130 0.063177 -1.933128 0.0558 
UE*PE -0.000385 0.000974 -0.395574 0.6932 
UE*PE*I 0.011561 0.004550 2.540940 0.0124 
FITTED^2 -0.284582 0.122867 -2.316185 0.0224 
FITTED^3 -0.000517 0.019146 -0.027012 0.9785 
FITTED^4 0.002482 0.001728 1.436532 0.1537 
     
     R-squared 0.210520    Mean dependent var 0.081481 
Adjusted R-squared 0.153103    S.D. dependent var 4.811264 
S.E. of regression 4.427663    Akaike info criterion 5.886238 
Sum squared resid 2156.462    Schwarz criterion 6.096424 
Log likelihood -341.2312    Hannan-Quinn criter. 5.971588 
F-statistic 3.666517    Durbin-Watson stat 2.615679 
Prob(F-statistic) 0.000799    Wald F-statistic 213.6315 
Prob(Wald F-statistic) 0.000000    
     
     
 
Skew 
Omitted Variables Test   
Null hypothesis: SKEW are jointly significant 
Equation: LS_NEW   
Specification: ADP C UE D(Y) PE UE*PE UE*PE*I 
Omitted Variables: SKEW   
     
      Value df Probability  
t-statistic  0.450872  112  0.6530  
F-statistic  0.203286 (1, 112)  0.6530  
Likelihood ratio  0.215795  1  0.6423  
     
     F-test summary:   
 Sum of Sq. df 
Mean 
Squares  
Test SSR  4.085675  1  4.085675  
Restricted SSR  2255.084  113  19.95649  
Unrestricted SSR  2250.998  112  20.09820  
     
     LR test summary:   
 Value df   
Restricted LogL -343.8919  113   
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Unrestricted LogL -343.7840  112   
     
          
Unrestricted Test Equation:   
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/04/16   Time: 22:16   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)  
Included observations: 119   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.136401 0.955589 1.189216 0.2369 
UE -0.002333 9.39E-05 -24.86264 0.0000 
D(Y) -1.792143 0.655872 -2.732458 0.0073 
PE -0.106765 0.057162 -1.867773 0.0644 
UE*PE -0.000892 0.000153 -5.842752 0.0000 
UE*PE*I 0.008147 0.001584 5.142561 0.0000 
SKEW -18.74504 28.27232 -0.663017 0.5087 
     
     R-squared 0.175910    Mean dependent var 0.081481 
Adjusted R-squared 0.131762    S.D. dependent var 4.811264 
S.E. of regression 4.483101    Akaike info criterion 5.895530 
Sum squared resid 2250.998    Schwarz criterion 6.059008 
Log likelihood -343.7840    Hannan-Quinn criter. 5.961913 
F-statistic 3.984573    Durbin-Watson stat 2.686762 
Prob(F-statistic) 0.001187    Wald F-statistic 283.7723 
Prob(Wald F-statistic) 0.000000    
     
     
 
ARCH (1) 
Heteroskedasticity Test: ARCH   
     
     F-statistic 4.154630    Prob. F(1,112) 0.0439 
Obs*R-squared 4.077563    Prob. Chi-Square(1) 0.0435 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 04/04/16   Time: 22:17   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 114   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 16.06692 4.103451 3.915467 0.0002 
RESID^2(-1) 0.188851 0.098805 1.911345 0.0585 
     
     R-squared 0.035768    Mean dependent var 19.73386 
Adjusted R-squared 0.027159    S.D. dependent var 32.60674 
S.E. of regression 32.16091    Akaike info criterion 9.796768 
Sum squared resid 115844.3    Schwarz criterion 9.844772 
Log likelihood -556.4158    Hannan-Quinn criter. 9.816250 
F-statistic 4.154630    Durbin-Watson stat 2.138365 
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Prob(F-statistic) 0.043876    
     
     
 
Period 1 
Dependent Variable: ADP   
Method: Least Squares   
Date: 03/27/16   Time: 15:39   
Sample: 1984Q1 1991Q1 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 28   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 4.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.671056 0.963770 1.733875 0.0963 
UE -0.427057 0.068528 -6.231880 0.0000 
PE -0.198762 0.064836 -3.065606 0.0055 
UE*PE 0.027252 0.004237 6.432414 0.0000 
UE*PE*I 0.014589 0.002258 6.462150 0.0000 
     
     R-squared 0.431986    Mean dependent var -0.234216 
Adjusted R-squared 0.333201    S.D. dependent var 1.916478 
S.E. of regression 1.564953    Akaike info criterion 3.894021 
Sum squared resid 56.32879    Schwarz criterion 4.131915 
Log likelihood -49.51630    Hannan-Quinn criter. 3.966748 
F-statistic 4.372987    Durbin-Watson stat 2.057095 
Prob(F-statistic) 0.008932    Wald F-statistic 17.93790 
Prob(Wald F-statistic) 0.000001    
     
     
 
Period 2 
Dependent Variable: ADP   
Method: Least Squares   
Date: 03/22/16   Time: 18:10   
Sample: 1991Q2 1997Q4 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 22   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 3.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.764323 1.340803 2.061692 0.0549 
UE -0.002511 0.000168 -14.96535 0.0000 
PE -0.157820 0.100045 -1.577487 0.1331 
UE*PE -0.001161 0.000234 -4.953294 0.0001 
UE*PE*I 0.007036 0.002392 2.941565 0.0091 
     
     R-squared 0.252012    Mean dependent var 1.771323 
Adjusted R-squared 0.076015    S.D. dependent var 5.877769 
S.E. of regression 5.649955    Akaike info criterion 6.497889 
Sum squared resid 542.6738    Schwarz criterion 6.745853 
Log likelihood -66.47677    Hannan-Quinn criter. 6.556301 
F-statistic 1.431910    Durbin-Watson stat 3.435398 
Prob(F-statistic) 0.266271    Wald F-statistic 1378.723 
Prob(Wald F-statistic) 0.000000    
     





Dependent Variable: ADP   
Method: Least Squares   
Date: 03/22/16   Time: 18:13   
Sample: 1998Q1 2004Q4 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 28   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 4.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 33.79281 4.599622 7.346867 0.0000 
UE -2.169609 1.166091 -1.860582 0.0756 
PE -1.556805 0.203012 -7.668548 0.0000 
UE*PE 0.110870 0.055360 2.002728 0.0571 
UE*PE*I 0.036770 0.011666 3.151983 0.0045 
     
     R-squared 0.629139    Mean dependent var 0.552805 
Adjusted R-squared 0.564641    S.D. dependent var 6.536600 
S.E. of regression 4.312962    Akaike info criterion 5.921559 
Sum squared resid 427.8377    Schwarz criterion 6.159453 
Log likelihood -77.90183    Hannan-Quinn criter. 5.994286 
F-statistic 9.754448    Durbin-Watson stat 2.847464 
Prob(F-statistic) 0.000092    Wald F-statistic 17.37581 
Prob(Wald F-statistic) 0.000001    
     
     
 
Period 4 
Dependent Variable: ADP   
Method: Least Squares   
Date: 03/27/16   Time: 15:32   
Sample: 2005Q1 2009Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 18   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 3.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.265291 3.462749 0.654188 0.5244 
UE 0.862942 0.592093 1.457443 0.1687 
PE -0.212015 0.246949 -0.858538 0.4061 
UE*PE -0.003474 0.028370 -0.122465 0.9044 
UE*PE*I -0.031581 0.017353 -1.819873 0.0919 
     
     R-squared 0.660005    Mean dependent var 0.763768 
Adjusted R-squared 0.555391    S.D. dependent var 3.395714 
S.E. of regression 2.264227    Akaike info criterion 4.702477 
Sum squared resid 66.64744    Schwarz criterion 4.949803 
Log likelihood -37.32230    Hannan-Quinn criter. 4.736580 
F-statistic 6.308966    Durbin-Watson stat 2.725952 
Prob(F-statistic) 0.004765    Wald F-statistic 205.0591 
Prob(Wald F-statistic) 0.000000    
     
     
 
Period 5 
Dependent Variable: ADP   
Method: Least Squares   
Date: 03/27/16   Time: 15:30   
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Sample: 2009Q3 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 24   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 3.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.779596 8.854141 0.200990 0.8428 
UE -2.284501 2.034047 -1.123131 0.2754 
PE -0.396487 0.719922 -0.550735 0.5882 
UE*PE 0.247689 0.190948 1.297155 0.2101 
UE*PE*I -0.011683 0.035139 -0.332481 0.7432 
     
     R-squared 0.248811    Mean dependent var -2.094712 
Adjusted R-squared 0.090666    S.D. dependent var 3.988041 
S.E. of regression 3.802956    Akaike info criterion 5.692486 
Sum squared resid 274.7870    Schwarz criterion 5.937914 
Log likelihood -63.30983    Hannan-Quinn criter. 5.757598 
F-statistic 1.573311    Durbin-Watson stat 3.342139 
Prob(F-statistic) 0.222041    Wald F-statistic 12.59912 
Prob(Wald F-statistic) 0.000036    
     
     
 
First Difference 
Multiple breakpoint tests  
Bai-Perron tests of L+1 vs. L sequentially determined breaks 
Date: 04/03/16   Time: 12:04  
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) 
        AND (PE>-90.21 AND PE<582.84)  
Included observations: 119  
Breaking variables: C UE D(Y) PE UE*PE UE*PE*I 
Break test options: Trimming 0.15, Max. breaks 5, Sig. level 0.05 
Test statistics employ HAC covariances (Bartlett kernel, Newey 
        -West fixed bandwidth)  
Allow heterogeneous error distributions across breaks 
    
    Sequential F-statistic determined breaks:  4 
    
      Scaled Critical 
Break Test   F-statistic F-statistic Value** 
    
    0 vs. 1 * 11.77406 70.64438 20.08 
1 vs. 2 * 8.816819 52.90091 22.11 
2 vs. 3 * 13.05008 78.30048 23.04 
3 vs. 4 * 6.917998 41.50799 23.77 
4 vs. 5 0.000000 0.000000 24.43 
    
    * Significant at the 0.05 level.  
** Bai-Perron (Econometric Journal, 2003) critical values. 
    
Break dates:   
 Sequential Repartition  
1 2005Q1 1990Q4  
2 1998Q1 1998Q1  
3 1990Q4 2005Q1  
4 2009Q2 2009Q2  
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Series: Residuals
Sample 1984Q1 2015Q3 IF (UE
     >-130.22 AND UE<1169.24)
     AND (PE>10.41 AND PE
     <93.8)
Observations 119




Std. Dev.   3.181374
Skewness  -0.159678
Kurtosis   3.402821
Jarque-Bera  1.310252
Probability  0.519377  
Ramsey  
Ramsey RESET Test   
Equation: LS_NEW   
Specification: ADP C UE UE*I UE*STD PE UE*PE UE*PE*I D(CAPE) 
Omitted Variables: Squares of fitted values  
     
      Value df Probability  
t-statistic  0.323147  110  0.7472  
F-statistic  0.104424 (1, 110)  0.7472  
Likelihood ratio  0.112914  1  0.7369  
     
     F-test summary:   
 Sum of Sq. df 
Mean 
Squares  
Test SSR  1.132679  1  1.132679  
Restricted SSR  1194.295  111  10.75941  
Unrestricted SSR  1193.162  110  10.84693  
     
     LR test summary:   
 Value df   
Restricted LogL -306.0719  111   
Unrestricted LogL -306.0154  110   
     
          
Unrestricted Test Equation:   
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/04/16   Time: 22:10   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 119   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.640585 1.102002 1.488732 0.1394 
UE 0.120204 0.045668 2.632134 0.0097 
UE*I -0.200220 0.103673 -1.931261 0.0560 
UE*STD 3.673994 1.548927 2.371960 0.0194 
PE -0.094974 0.045089 -2.106357 0.0374 
UE*PE -0.004245 0.001551 -2.736291 0.0072 
UE*PE*I 0.008589 0.004617 1.860264 0.0655 
D(CAPE) 0.850989 0.257150 3.309313 0.0013 
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FITTED^2 0.014095 0.043976 0.320512 0.7492 
     
     R-squared 0.290862    Mean dependent var 0.154670 
Adjusted R-squared 0.239288    S.D. dependent var 3.776099 
S.E. of regression 3.293468    Akaike info criterion 5.294376 
Sum squared resid 1193.162    Schwarz criterion 5.504562 
Log likelihood -306.0154    Hannan-Quinn criter. 5.379726 
F-statistic 5.639736    Durbin-Watson stat 2.158791 
Prob(F-statistic) 0.000005    Wald F-statistic 8.218241 
Prob(Wald F-statistic) 0.000000    
     
     
 
Skew 
Omitted Variables Test   
Null hypothesis: SKEW are jointly significant 
Equation: LS_NEW   
Specification: ADP C UE UE*I UE*STD PE UE*PE UE*PE*I D(CAPE) 
Omitted Variables: SKEW   
     
      Value df Probability  
t-statistic  1.646879  110  0.1024  
F-statistic  2.712209 (1, 110)  0.1024  
Likelihood ratio  2.898529  1  0.0887  
     
     F-test summary:   
 Sum of Sq. df 
Mean 
Squares  
Test SSR  28.73848  1  28.73848  
Restricted SSR  1194.295  111  10.75941  
Unrestricted SSR  1165.556  110  10.59597  
     
     LR test summary:   
 Value df   
Restricted LogL -306.0719  111   
Unrestricted LogL -304.6226  110   
     
          
Unrestricted Test Equation:   
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/04/16   Time: 22:13   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 119   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.756753 1.183114 1.484855 0.1404 
UE 0.124496 0.049365 2.521930 0.0131 
UE*I -0.220379 0.107749 -2.045302 0.0432 
UE*STD 3.895674 1.519629 2.563569 0.0117 
PE -0.103606 0.049199 -2.105873 0.0375 
UE*PE -0.004385 0.001626 -2.695929 0.0081 
UE*PE*I 0.009506 0.005019 1.894025 0.0608 
D(CAPE) 0.818004 0.251648 3.250595 0.0015 
SKEW -111.6771 71.80166 -1.555355 0.1227 
     
     R-squared 0.307269    Mean dependent var 0.154670 
Adjusted R-squared 0.256889    S.D. dependent var 3.776099 
S.E. of regression 3.255145    Akaike info criterion 5.270968 
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Sum squared resid 1165.556    Schwarz criterion 5.481154 
Log likelihood -304.6226    Hannan-Quinn criter. 5.356318 
F-statistic 6.098976    Durbin-Watson stat 2.122089 
Prob(F-statistic) 0.000002    Wald F-statistic 7.165865 
Prob(Wald F-statistic) 0.000000    
     
     
 
ARCH (4) 
Heteroskedasticity Test: ARCH   
     
     F-statistic 1.893159    Prob. F(4,97) 0.1178 
Obs*R-squared 7.386338    Prob. Chi-Square(4) 0.1168 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 04/04/16   Time: 22:15   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 102   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 9.294815 1.854801 5.011219 0.0000 
RESID^2(-1) -0.263716 0.072288 -3.648114 0.0004 
RESID^2(-2) 0.008260 0.118526 0.069686 0.9446 
RESID^2(-3) 0.065886 0.089441 0.736643 0.4631 
RESID^2(-4) 0.112573 0.064032 1.758078 0.0819 
     
     R-squared 0.072415    Mean dependent var 8.790364 
Adjusted R-squared 0.034164    S.D. dependent var 12.41828 
S.E. of regression 12.20431    Akaike info criterion 7.889232 
Sum squared resid 14447.68    Schwarz criterion 8.017908 
Log likelihood -397.3509    Hannan-Quinn criter. 7.941337 
F-statistic 1.893159    Durbin-Watson stat 1.760707 
Prob(F-statistic) 0.117770    
     
     
 
02Q1-15Q3 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/04/16   Time: 20:47   
Sample: 2002Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 53   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -1.256121 2.688534 -0.467214 0.6426 
UE 0.338968 0.737608 0.459551 0.6481 
UE*I -0.085995 0.768259 -0.111935 0.9114 
UE*STD 1.150311 3.328817 0.345561 0.7313 
PE -0.039367 0.117402 -0.335319 0.7389 
UE*PE -0.013038 0.028598 -0.455914 0.6506 
UE*PE*I 0.011537 0.031309 0.368487 0.7142 
D(CAPE) 0.844726 0.330375 2.556871 0.0140 
     






Dependent Variable: ADP   
Method: Least Squares   
Date: 04/04/16   Time: 20:39   
Sample: 2002Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 53   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -1.542700 0.529794 -2.911885 0.0054 
UE 0.211379 0.035138 6.015645 0.0000 
D(CAPE) 0.845000 0.267043 3.164286 0.0026 
     
     R-squared 0.437602    Mean dependent var 0.571466 
Adjusted R-squared 0.415106    S.D. dependent var 4.269185 
S.E. of regression 3.265003    Akaike info criterion 5.259337 
Sum squared resid 533.0122    Schwarz criterion 5.370863 
Log likelihood -136.3724    Hannan-Quinn criter. 5.302224 
F-statistic 19.45251    Durbin-Watson stat 1.874975 
Prob(F-statistic) 0.000001    Wald F-statistic 29.03951 
Prob(Wald F-statistic) 0.000000    
     
     
 
84Q1-01Q4 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/04/16   Time: 20:42   
Sample: 1984Q1 2001Q4 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 66   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2.847259 1.390124 2.048205 0.0451 
UE 0.107272 0.059739 1.795668 0.0778 
UE*I -0.203677 0.131028 -1.554453 0.1255 
UE*STD 0.650827 2.522132 0.258046 0.7973 
PE -0.114637 0.058041 -1.975088 0.0530 
UE*PE -0.002961 0.002088 -1.417860 0.1616 
UE*PE*I 0.007579 0.006725 1.127096 0.2643 
D(CAPE) 0.685544 0.362111 1.893189 0.0633 
     
     R-squared 0.200943    Mean dependent var -0.180029 
Adjusted R-squared 0.104505    S.D. dependent var 3.324045 
S.E. of regression 3.145563    Akaike info criterion 5.243076 
Sum squared resid 573.8850    Schwarz criterion 5.508488 
Log likelihood -165.0215    Hannan-Quinn criter. 5.347953 
F-statistic 2.083653    Durbin-Watson stat 2.320335 
Prob(F-statistic) 0.059704    Wald F-statistic 4.359386 
Adjusted R-squared 0.382656    S.D. dependent var 4.269185 
S.E. of regression 3.354353    Akaike info criterion 5.396652 
Sum squared resid 506.3257    Schwarz criterion 5.694055 
Log likelihood -135.0113    Hannan-Quinn criter. 5.511019 
F-statistic 5.604539    Durbin-Watson stat 1.868136 
Prob(F-statistic) 0.000109    
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Prob(Wald F-statistic) 0.000612    
     
     
 
Relevant model 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/04/16   Time: 20:46   
Sample: 1984Q1 2001Q4 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 66   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.211123 0.488703 0.432007 0.6673 
UE 0.069357 0.014258 4.864428 0.0000 
UE*I -0.124108 0.067915 -1.827393 0.0727 
UE*Y 0.132951 0.032449 4.097168 0.0001 
UE*Y*I -0.216044 0.050291 -4.295839 0.0001 
UE*D(CAPE) 0.225213 0.061078 3.687315 0.0005 
UE*D(CAPE)*I -0.156372 0.073782 -2.119379 0.0383 
     
     R-squared 0.341573    Mean dependent var -0.180029 
Adjusted R-squared 0.274615    S.D. dependent var 3.324045 
S.E. of regression 2.831075    Akaike info criterion 5.019194 
Sum squared resid 472.8840    Schwarz criterion 5.251430 
Log likelihood -158.6334    Hannan-Quinn criter. 5.110961 
F-statistic 5.101257    Durbin-Watson stat 2.089515 
Prob(F-statistic) 0.000281    Wald F-statistic 11.91367 
Prob(Wald F-statistic) 0.000000    
     
     
 
Variance Inflation Factors  
Date: 04/04/16   Time: 20:46  
Sample: 1984Q1 2001Q4 IF (UE>-130.22 AND UE<1169.24) 
        AND (PE>10.41 AND PE<93.8) 
Included observations: 66  
    
     Coefficient Uncentered Centered 
Variable Variance VIF VIF 
    
    C  0.238831  6.862352  NA 
UE  0.000203  30.35871  12.29419 
UE*I  0.004612  7.655417  7.291156 
UE*Y  0.001053  299.6971  136.7439 
UE*Y*I  0.002529  11.66071  11.58099 
UE*D(CAPE)  0.003731  236.3892  115.0027 
UE*D(CAPE)*I  0.005444  17.25889  17.18619 
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Series: Residuals
Sample 1984Q1 2001Q4 IF (UE
     >-130.22 AND UE<1169.24)
     AND (PE>10.41 AND PE
     <93.8)
Observations 66
Mean      -1.35e-17
Median   0.261178
Maximum  6.841295
Minimum -9.063638
Std. Dev.   2.697246
Skewness  -0.755677
Kurtosis   5.233744
Jarque-Bera  20.00297
Probability  0.000045  
Breakpoint tests  
Multiple breakpoint tests  
Bai-Perron tests of L+1 vs. L sequentially determined breaks 
Date: 03/22/16   Time: 16:54  
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) 
        AND (PE>10.41 AND PE<93.8)  
Included observations: 120  
Breaking variables: C UE PE  
Break test options: Trimming 0.15, Max. breaks 5, Sig. level 0.05 
Test statistics employ White heteroskedasticity-consistent 
        covariances  
Allow heterogeneous error distributions across breaks 
    
    Sequential F-statistic determined breaks:  1 
    
      Scaled Critical 
Break Test   F-statistic F-statistic Value** 
    
    0 vs. 1 * 8.911144 26.73343 13.98 
1 vs. 2 3.982100 11.94630 15.72 
    
    * Significant at the 0.05 level.  
** Bai-Perron (Econometric Journal, 2003) critical values. 
    
Break dates:   
 Sequential Repartition  
1 2002Q1 2002Q1  
    
    
Appendix 16: HP Unit Root Tests 
HPQ 
ADP 
Null Hypothesis: ADP has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 4 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -12.64966  0.0000 
Test critical values: 1% level  -4.042819  
 5% level  -3.450807  
 10% level  -3.150766  
     
     *MacKinnon (1996) one-sided p-values.  
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     Residual variance (no correction)  36.62094 
HAC corrected variance (Bartlett kernel)  34.19267 
     
     
Phillips-Perron Test Equation   
Dependent Variable: D(ADP)   
Method: Least Squares   
Date: 04/02/16   Time: 22:28   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     ADP(-1) -1.165406 0.092788 -12.55990 0.0000 
C 0.923462 1.162426 0.794427 0.4287 
@TREND("1984Q2") -0.007437 0.016589 -0.448330 0.6548 
     
     R-squared 0.593637    Mean dependent var -0.088687 
Adjusted R-squared 0.586111    S.D. dependent var 9.536138 
S.E. of regression 6.134997    Akaike info criterion 6.492551 
Sum squared resid 4064.924    Schwarz criterion 6.565782 
Log likelihood -357.3366    Hannan-Quinn criter. 6.522259 
F-statistic 78.88595    Durbin-Watson stat 1.857728 
Prob(F-statistic) 0.000000    
     
     
 
UE 
Null Hypothesis: UE has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 3 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -10.86163  0.0000 
Test critical values: 1% level  -4.042819  
 5% level  -3.450807  
 10% level  -3.150766  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  203.1982 
HAC corrected variance (Bartlett kernel)  229.0625 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(UE)   
Method: Least Squares   
Date: 04/02/16   Time: 22:33   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     UE(-1) -0.829722 0.075382 -11.00692 0.0000 
C -1.035001 2.735977 -0.378293 0.7060 
@TREND("1984Q2") 0.055108 0.039134 1.408201 0.1619 
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R-squared 0.529861    Mean dependent var -0.578723 
Adjusted R-squared 0.521155    S.D. dependent var 20.88391 
S.E. of regression 14.45139    Akaike info criterion 8.206113 
Sum squared resid 22555.00    Schwarz criterion 8.279343 
Log likelihood -452.4393    Hannan-Quinn criter. 8.235820 
F-statistic 60.85961    Durbin-Watson stat 1.707362 
Prob(F-statistic) 0.000000    
     
     
 
PE 
Null Hypothesis: PE has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 5 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -4.676873  0.0013 
Test critical values: 1% level  -4.042819  
 5% level  -3.450807  
 10% level  -3.150766  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  1.387769 
HAC corrected variance (Bartlett kernel)  1.351335 
     
     
Phillips-Perron Test Equation   
Dependent Variable: D(PE)   
Method: Least Squares   
Date: 04/02/16   Time: 22:33   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     PE(-1) -0.233930 0.049912 -4.686809 0.0000 
C 1.760207 0.428854 4.104444 0.0001 
@TREND("1984Q2") -0.002816 0.003235 -0.870499 0.3860 
     
     R-squared 0.171135    Mean dependent var -0.060985 
Adjusted R-squared 0.155785    S.D. dependent var 1.299816 
S.E. of regression 1.194286    Akaike info criterion 3.219629 
Sum squared resid 154.0424    Schwarz criterion 3.292859 
Log likelihood -175.6894    Hannan-Quinn criter. 3.249336 
F-statistic 11.14931    Durbin-Watson stat 1.794891 
Prob(F-statistic) 0.000040    
     
     
 
STD 
Null Hypothesis: STD has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 0 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -5.485814  0.0001 
Test critical values: 1% level  -4.042819  
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 5% level  -3.450807  
 10% level  -3.150766  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  4.16E-05 
HAC corrected variance (Bartlett kernel)  4.16E-05 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(STD)   
Method: Least Squares   
Date: 04/02/16   Time: 22:34   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     STD(-1) -0.439256 0.080071 -5.485814 0.0000 
C 0.003762 0.001392 2.703113 0.0080 
@TREND("1984Q2") 4.11E-05 1.94E-05 2.124586 0.0359 
     
     R-squared 0.218020    Mean dependent var 0.000117 
Adjusted R-squared 0.203539    S.D. dependent var 0.007323 
S.E. of regression 0.006536    Akaike info criterion -7.196417 
Sum squared resid 0.004613    Schwarz criterion -7.123187 
Log likelihood 402.4011    Hannan-Quinn criter. -7.166710 
F-statistic 15.05550    Durbin-Watson stat 2.046290 
Prob(F-statistic) 0.000002    
     
     
 
Y 
Null Hypothesis: Y has a unit root  
Exogenous: None   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -1.402734  0.1488 
Test critical values: 1% level  -2.585962  
 5% level  -1.943741  
 10% level  -1.614818  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.332525 
HAC corrected variance (Bartlett kernel)  0.726877 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(Y)   
Method: Least Squares   
Date: 04/02/16   Time: 22:35   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
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     Y(-1) -0.015190 0.020143 -0.754149 0.4524 
     
     R-squared 0.005144    Mean dependent var -4.16E-05 
Adjusted R-squared 0.005144    S.D. dependent var 0.580761 
S.E. of regression 0.579265    Akaike info criterion 1.754856 
Sum squared resid 36.91033    Schwarz criterion 1.779266 
Log likelihood -96.39452    Hannan-Quinn criter. 1.764759 
Durbin-Watson stat 1.221194    
     
     
 
Y: first difference 
Null Hypothesis: D(Y) has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 4 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -7.194068  0.0000 
Test critical values: 1% level  -4.044415  
 5% level  -3.451568  
 10% level  -3.151211  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.278194 
HAC corrected variance (Bartlett kernel)  0.291487 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(Y,2)   
Method: Least Squares   
Date: 04/02/16   Time: 22:35   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 109   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(Y(-1)) -0.615188 0.086128 -7.142759 0.0000 
C 0.029482 0.104897 0.281060 0.7792 
@TREND("1984Q2") -0.000457 0.001489 -0.306868 0.7595 
     
     R-squared 0.325184    Mean dependent var 0.018665 
Adjusted R-squared 0.312451    S.D. dependent var 0.645034 
S.E. of regression 0.534853    Akaike info criterion 1.613487 
Sum squared resid 30.32318    Schwarz criterion 1.687561 
Log likelihood -84.93506    Hannan-Quinn criter. 1.643527 
F-statistic 25.53990    Durbin-Watson stat 2.139868 
Prob(F-statistic) 0.000000    
     
     
 
CAPE 
Null Hypothesis: CAPE has a unit root  
Exogenous: Constant   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
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Phillips-Perron test statistic -2.048221  0.2662 
Test critical values: 1% level  -3.490210  
 5% level  -2.887665  
 10% level  -2.580778  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  2.329012 
HAC corrected variance (Bartlett kernel)  4.785512 
     
     
Phillips-Perron Test Equation   
Dependent Variable: D(CAPE)   
Method: Least Squares   
Date: 04/02/16   Time: 22:36   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     CAPE(-1) -0.035431 0.019862 -1.783828 0.0772 
C 0.962800 0.479802 2.006661 0.0473 
     
     R-squared 0.028365    Mean dependent var 0.147603 
Adjusted R-squared 0.019451    S.D. dependent var 1.555247 
S.E. of regression 1.540048    Akaike info criterion 3.719357 
Sum squared resid 258.5204    Schwarz criterion 3.768178 
Log likelihood -204.4243    Hannan-Quinn criter. 3.739162 
F-statistic 3.182042    Durbin-Watson stat 1.447561 
Prob(F-statistic) 0.077234    
     
     
 
CAPE: first difference 
Null Hypothesis: D(CAPE) has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 4 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -8.399153  0.0000 
Test critical values: 1% level  -4.044415  
 5% level  -3.451568  
 10% level  -3.151211  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  2.285897 
HAC corrected variance (Bartlett kernel)  2.692604 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(CAPE,2)   
Method: Least Squares   
Date: 04/02/16   Time: 22:37   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 109   
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Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(CAPE(-1)) -0.777316 0.094674 -8.210474 0.0000 
C 0.392716 0.302946 1.296324 0.1977 
@TREND("1984Q2") -0.004561 0.004271 -1.068046 0.2879 
     
     R-squared 0.389177    Mean dependent var -0.022134 
Adjusted R-squared 0.377652    S.D. dependent var 1.943444 
S.E. of regression 1.533164    Akaike info criterion 3.719681 
Sum squared resid 249.1628    Schwarz criterion 3.793755 
Log likelihood -199.7226    Hannan-Quinn criter. 3.749721 
F-statistic 33.76817    Durbin-Watson stat 1.975886 
Prob(F-statistic) 0.000000    
     
     
Appendix 17: IBM Unit Root Tests 
ADP 
Null Hypothesis: ADP has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 0 (Automatic - based on SIC, maxlag=5) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -9.427110  0.0000 
Test critical values: 1% level  -4.394309  
 5% level  -3.612199  
 10% level  -3.243079  
     
     *MacKinnon (1996) one-sided p-values.  
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(ADP)   
Method: Least Squares   
Date: 04/02/16   Time: 22:30   
Sample: 2009Q3 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 24   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     ADP(-1) -1.594192 0.169107 -9.427110 0.0000 
C -0.442794 1.273615 -0.347667 0.7316 
@TREND("2009Q3") -0.230753 0.098750 -2.336736 0.0294 
     
     R-squared 0.809017    Mean dependent var -0.408823 
Adjusted R-squared 0.790829    S.D. dependent var 7.033532 
S.E. of regression 3.216804    Akaike info criterion 5.291123 
Sum squared resid 217.3045    Schwarz criterion 5.438379 
Log likelihood -60.49347    Hannan-Quinn criter. 5.330190 
F-statistic 44.47882    Durbin-Watson stat 1.535636 
Prob(F-statistic) 0.000000    
     
     
 
UE 
Null Hypothesis: UE has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 3 (Newey-West automatic) using Bartlett kernel 
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   Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -35.96437  0.0001 
Test critical values: 1% level  -4.037668  
 5% level  -3.448348  
 10% level  -3.149326  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  302719.6 
HAC corrected variance (Bartlett kernel)  322415.4 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(UE)   
Method: Least Squares   
Date: 04/02/16   Time: 18:35   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 118   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     UE(-1) -1.005863 0.027176 -37.01292 0.0000 
C -144.6549 107.7035 -1.343084 0.1819 
@TREND("1984Q1") 1.339139 1.440900 0.929376 0.3546 
     
     R-squared 0.922877    Mean dependent var 157.3893 
Adjusted R-squared 0.921536    S.D. dependent var 1989.653 
S.E. of regression 557.3299    Akaike info criterion 15.50929 
Sum squared resid 35720914    Schwarz criterion 15.57973 
Log likelihood -912.0479    Hannan-Quinn criter. 15.53789 
F-statistic 688.0658    Durbin-Watson stat 2.038572 
Prob(F-statistic) 0.000000    
     
     
 
STD 
Null Hypothesis: STD has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 5 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -9.583693  0.0000 
Test critical values: 1% level  -4.037668  
 5% level  -3.448348  
 10% level  -3.149326  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.000477 
HAC corrected variance (Bartlett kernel)  0.000549 
     
     
Phillips-Perron Test Equation   
Dependent Variable: D(STD)   
Method: Least Squares   
Date: 04/02/16   Time: 18:35   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
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        -90.21 AND PE<582.84)   
Included observations: 118   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     STD(-1) -0.878200 0.092789 -9.464446 0.0000 
C 0.026941 0.005110 5.272263 0.0000 
@TREND("1984Q1") 0.000103 5.79E-05 1.783311 0.0772 
     
     R-squared 0.437872    Mean dependent var 0.000119 
Adjusted R-squared 0.428096    S.D. dependent var 0.029246 
S.E. of regression 0.022117    Akaike info criterion -4.759827 
Sum squared resid 0.056255    Schwarz criterion -4.689386 
Log likelihood 283.8298    Hannan-Quinn criter. -4.731226 
F-statistic 44.78983    Durbin-Watson stat 2.015225 
Prob(F-statistic) 0.000000    
     
     
 
PE 
Null Hypothesis: PE has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 8 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -40.26409  0.0001 
Test critical values: 1% level  -4.037668  
 5% level  -3.448348  
 10% level  -3.149326  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  42.17985 
HAC corrected variance (Bartlett kernel)  229.5610 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(PE)   
Method: Least Squares   
Date: 04/02/16   Time: 18:36   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 118   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     PE(-1) -1.041803 0.011452 -90.96890 0.0000 
C 16.06124 1.298712 12.36706 0.0000 
@TREND("1984Q1") 0.004808 0.016982 0.283113 0.7776 
     
     R-squared 0.986372    Mean dependent var -4.957798 
Adjusted R-squared 0.986135    S.D. dependent var 55.87059 
S.E. of regression 6.578768    Akaike info criterion 6.630667 
Sum squared resid 4977.222    Schwarz criterion 6.701108 
Log likelihood -388.2094    Hannan-Quinn criter. 6.659268 
F-statistic 4161.730    Durbin-Watson stat 0.190522 
Prob(F-statistic) 0.000000    
     
     
 
 





Null Hypothesis: Y has a unit root  
Exogenous: None   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -1.336293  0.1673 
Test critical values: 1% level  -2.584539  
 5% level  -1.943540  
 10% level  -1.614941  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.339850 
HAC corrected variance (Bartlett kernel)  0.760340 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(Y)   
Method: Least Squares   
Date: 04/02/16   Time: 18:37   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 119   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     Y(-1) -0.012145 0.018125 -0.670044 0.5041 
     
     R-squared 0.001381    Mean dependent var -0.028691 
Adjusted R-squared 0.001381    S.D. dependent var 0.585836 
S.E. of regression 0.585432    Akaike info criterion 1.775434 
Sum squared resid 40.44218    Schwarz criterion 1.798788 
Log likelihood -104.6383    Hannan-Quinn criter. 1.784917 
Durbin-Watson stat 1.315293    
     
     
 
CAPE 
Null Hypothesis: CAPE has a unit root  
Exogenous: Constant   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -1.984459  0.2933 
Test critical values: 1% level  -3.486551  
 5% level  -2.886074  
 10% level  -2.579931  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  3.182756 
HAC corrected variance (Bartlett kernel)  4.781663 
     
          
Phillips-Perron Test Equation   
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Dependent Variable: D(CAPE)   
Method: Least Squares   
Date: 04/02/16   Time: 18:37   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 118   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     CAPE(-1) -0.038535 0.021350 -1.804961 0.0737 
C 1.034516 0.527512 1.961121 0.0523 
     
     R-squared 0.027318    Mean dependent var 0.130535 
Adjusted R-squared 0.018933    S.D. dependent var 1.816621 
S.E. of regression 1.799342    Akaike info criterion 4.029523 
Sum squared resid 375.5652    Schwarz criterion 4.076484 
Log likelihood -235.7418    Hannan-Quinn criter. 4.048590 
F-statistic 3.257883    Durbin-Watson stat 1.935682 
Prob(F-statistic) 0.073675    
     
     
Appendix 18: Disney Unit Root Tests 
ADP 
Null Hypothesis: ADP has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 0 (Automatic - based on SIC, maxlag=10) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -7.604636  0.0000 
Test critical values: 1% level  -4.103198  
 5% level  -3.479367  
 10% level  -3.167404  
     
     *MacKinnon (1996) one-sided p-values.  
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(ADP)   
Method: Least Squares   
Date: 04/02/16   Time: 22:31   
Sample: 1984Q1 2001Q4 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 66   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     ADP(-1) -0.970449 0.127613 -7.604636 0.0000 
C 0.867507 0.862219 1.006133 0.3182 
@TREND("1984Q2") -0.028968 0.021177 -1.367935 0.1762 
     
     R-squared 0.478737    Mean dependent var -0.036519 
Adjusted R-squared 0.462189    S.D. dependent var 4.527763 
S.E. of regression 3.320462    Akaike info criterion 5.282474 
Sum squared resid 694.6044    Schwarz criterion 5.382004 
Log likelihood -171.3216    Hannan-Quinn criter. 5.321803 
F-statistic 28.93016    Durbin-Watson stat 2.067901 
Prob(F-statistic) 0.000000    
     





Null Hypothesis: UE has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 3 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -62.36345  0.0001 
Test critical values: 1% level  -4.036983  
 5% level  -3.448021  
 10% level  -3.149135  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  249.4941 
HAC corrected variance (Bartlett kernel)  312.7298 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(UE)   
Method: Least Squares   
Date: 04/02/16   Time: 18:39   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 119   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     UE(-1) -0.939632 0.013497 -69.61980 0.0000 
C 0.387140 3.044397 0.127165 0.8990 
@TREND("1984Q2") 0.078353 0.041376 1.893656 0.0608 
     
     R-squared 0.977238    Mean dependent var -8.881416 
Adjusted R-squared 0.976845    S.D. dependent var 105.1370 
S.E. of regression 15.99833    Akaike info criterion 8.407733 
Sum squared resid 29689.80    Schwarz criterion 8.477794 
Log likelihood -497.2601    Hannan-Quinn criter. 8.436182 
F-statistic 2490.086    Durbin-Watson stat 1.827287 
Prob(F-statistic) 0.000000    
     
     
 
PE 
Null Hypothesis: PE has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 3 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -4.823733  0.0007 
Test critical values: 1% level  -4.036983  
 5% level  -3.448021  
 10% level  -3.149135  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  43.64738 
HAC corrected variance (Bartlett kernel)  44.47835 
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Phillips-Perron Test Equation   
Dependent Variable: D(PE)   
Method: Least Squares   
Date: 04/02/16   Time: 18:39   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 119   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     PE(-1) -0.226205 0.046960 -4.816913 0.0000 
C 5.929257 1.958828 3.026941 0.0030 
@TREND("1984Q2") -0.005139 0.017576 -0.292382 0.7705 
     
     R-squared 0.170406    Mean dependent var -0.468628 
Adjusted R-squared 0.156102    S.D. dependent var 7.284146 
S.E. of regression 6.691502    Akaike info criterion 6.664441 
Sum squared resid 5194.038    Schwarz criterion 6.734502 
Log likelihood -393.5342    Hannan-Quinn criter. 6.692890 
F-statistic 11.91368    Durbin-Watson stat 1.555098 
Prob(F-statistic) 0.000020    
     
     
 
STD 
Null Hypothesis: STD has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 4 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -8.454103  0.0000 
Test critical values: 1% level  -4.036983  
 5% level  -3.448021  
 10% level  -3.149135  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  5.93E-05 
HAC corrected variance (Bartlett kernel)  6.89E-05 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(STD)   
Method: Least Squares   
Date: 04/02/16   Time: 18:40   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 119   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     STD(-1) -0.754028 0.091478 -8.242721 0.0000 
C -0.000728 0.001461 -0.498544 0.6190 
@TREND("1984Q2") 0.000219 3.27E-05 6.716202 0.0000 
     
     R-squared 0.369716    Mean dependent var 0.000361 
Adjusted R-squared 0.358849    S.D. dependent var 0.009741 
S.E. of regression 0.007800    Akaike info criterion -6.844479 
Sum squared resid 0.007058    Schwarz criterion -6.774418 
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Log likelihood 410.2465    Hannan-Quinn criter. -6.816030 
F-statistic 34.02204    Durbin-Watson stat 2.079936 
Prob(F-statistic) 0.000000    
     
     
 
Y 
Null Hypothesis: Y has a unit root  
Exogenous: None   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -2.229745  0.0254 
Test critical values: 1% level  -2.584539  
 5% level  -1.943540  
 10% level  -1.614941  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.243234 
HAC corrected variance (Bartlett kernel)  0.470029 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(Y)   
Method: Least Squares   
Date: 04/02/16   Time: 18:40   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 119   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     Y(-1) -0.034675 0.015431 -2.247101 0.0265 
     
     R-squared 0.040267    Mean dependent var 0.014260 
Adjusted R-squared 0.040267    S.D. dependent var 0.505556 
S.E. of regression 0.495273    Akaike info criterion 1.440951 
Sum squared resid 28.94481    Schwarz criterion 1.464305 
Log likelihood -84.73660    Hannan-Quinn criter. 1.450435 
Durbin-Watson stat 1.474097    
     
     
 
CAPE 
Null Hypothesis: CAPE has a unit root  
Exogenous: Constant   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -2.141312  0.2291 
Test critical values: 1% level  -3.486064  
 5% level  -2.885863  
 10% level  -2.579818  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  2.185899 
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HAC corrected variance (Bartlett kernel)  3.889045 
     
          
Phillips-Perron Test Equation   
Dependent Variable: D(CAPE)   
Method: Least Squares   
Date: 04/02/16   Time: 18:41   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 119   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     CAPE(-1) -0.036687 0.018142 -2.022222 0.0454 
C 1.036596 0.444101 2.334147 0.0213 
     
     R-squared 0.033772    Mean dependent var 0.182121 
Adjusted R-squared 0.025513    S.D. dependent var 1.510455 
S.E. of regression 1.491062    Akaike info criterion 3.653518 
Sum squared resid 260.1220    Schwarz criterion 3.700226 
Log likelihood -215.3843    Hannan-Quinn criter. 3.672484 
F-statistic 4.089383    Durbin-Watson stat 1.691845 
Prob(F-statistic) 0.045434    
     
     
Appendix 19: HP Final Model with First Differences 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/02/16   Time: 23:05   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.990700 0.703185 -1.408874 0.1619 
UE 0.154806 0.086861 1.782222 0.0777 
UE*I 0.273295 0.131498 2.078326 0.0402 
UE*STD -5.164262 3.021177 -1.709354 0.0904 
UE*D(Y) 0.591822 0.203871 2.902929 0.0045 
UE*D(Y)*I -0.674892 0.223847 -3.014965 0.0032 
UE*D(CAPE) -0.072191 0.052507 -1.374886 0.1722 
UE*D(CAPE)*I 0.195361 0.063807 3.061776 0.0028 
     
     R-squared 0.340201    Mean dependent var 0.393579 
Adjusted R-squared 0.295361    S.D. dependent var 6.172306 
S.E. of regression 5.181207    Akaike info criterion 6.197296 
Sum squared resid 2765.026    Schwarz criterion 6.392578 
Log likelihood -335.9499    Hannan-Quinn criter. 6.276516 
F-statistic 7.586885    Durbin-Watson stat 2.124922 
Prob(F-statistic) 0.000000    
     
     
 
LM test 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 1.774219    Prob. F(4,99) 0.1400 
Obs*R-squared 7.424848    Prob. Chi-Square(4) 0.1151 
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Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 04/03/16   Time: 13:30   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.098685 0.702853 -0.140406 0.8886 
UE -0.017510 0.086856 -0.201594 0.8406 
UE*I 0.015421 0.131126 0.117601 0.9066 
UE*STD 0.469091 3.183829 0.147335 0.8832 
UE*D(Y) 0.006705 0.208482 0.032161 0.9744 
UE*D(Y)*I -0.010152 0.226361 -0.044849 0.9643 
UE*D(CAPE) 0.012206 0.052996 0.230323 0.8183 
UE*D(CAPE)*I -0.010244 0.064230 -0.159487 0.8736 
RESID(-1) -0.192423 0.114131 -1.685986 0.0949 
RESID(-2) -0.157250 0.119813 -1.312459 0.1924 
RESID(-3) -0.121385 0.118256 -1.026459 0.3072 
RESID(-4) -0.205113 0.110196 -1.861344 0.0657 
     
     R-squared 0.066891    Mean dependent var 4.16E-16 
Adjusted R-squared -0.036788    S.D. dependent var 5.013641 
S.E. of regression 5.105030    Akaike info criterion 6.200136 
Sum squared resid 2580.072    Schwarz criterion 6.493058 
Log likelihood -332.1075    Hannan-Quinn criter. 6.318965 
F-statistic 0.645170    Durbin-Watson stat 1.931601 
Prob(F-statistic) 0.785938    
     
     
White test 
Heteroskedasticity Test: White  
     
     F-statistic 1.184673    Prob. F(26,84) 0.2760 
Obs*R-squared 29.78155    Prob. Chi-Square(26) 0.2768 
Scaled explained SS 37.61696    Prob. Chi-Square(26) 0.0657 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 04/03/16   Time: 13:31   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
Collinear test regressors dropped from specification 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 34.82843 8.232260 4.230725 0.0001 
UE^2 -0.302272 0.233608 -1.293930 0.1992 
UE*UE*I 0.107076 0.388989 0.275268 0.7838 
UE*UE*STD 16.63040 12.96795 1.282423 0.2032 
UE*UE*D(Y) 1.541591 0.514060 2.998855 0.0036 
UE*UE*D(Y)*I -1.614131 0.581258 -2.776961 0.0068 
UE*UE*D(CAPE) 0.186042 0.183628 1.013151 0.3139 
UE*UE*D(CAPE)*I -0.428215 0.255145 -1.678325 0.0970 
UE -1.268798 3.957156 -0.320634 0.7493 
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UE*I^2 -2.316432 4.165731 -0.556069 0.5796 
UE*I*UE*STD 7.605141 24.33082 0.312572 0.7554 
UE*STD^2 -15277.69 11897.10 -1.284152 0.2026 
UE*STD*UE*D(Y) -85.88400 25.55436 -3.360835 0.0012 
UE*STD*UE*D(Y)*I 99.38702 30.14860 3.296572 0.0014 
UE*STD*UE*D(CAPE) -7.844253 8.611391 -0.910916 0.3649 
UE*STD*UE*D(CAPE)*I 18.86045 13.29261 1.418868 0.1596 
UE*STD 294.3287 396.5662 0.742193 0.4600 
UE*D(Y)^2 2.327457 2.286386 1.017964 0.3116 
UE*D(Y)*UE*D(Y)*I -0.016590 0.258308 -0.064224 0.9489 
UE*D(Y)*UE*D(CAPE) 0.082470 0.164302 0.501942 0.6170 
UE*D(Y)*UE*D(CAPE)*I -0.039297 0.168561 -0.233131 0.8162 
UE*D(Y) 6.840449 5.057889 1.352432 0.1799 
UE*D(Y)*I^2 -7.980653 6.086659 -1.311171 0.1934 
UE*D(CAPE)^2 -0.160685 0.358828 -0.447804 0.6554 
UE*D(CAPE)*UE*D(CAPE)*I -0.000838 0.040377 -0.020762 0.9835 
UE*D(CAPE) 1.853272 2.915910 0.635573 0.5268 
UE*D(CAPE)*I^2 -0.948530 3.315581 -0.286083 0.7755 
     
     R-squared 0.268302    Mean dependent var 24.91014 
Adjusted R-squared 0.041824    S.D. dependent var 42.86080 
S.E. of regression 41.95491    Akaike info criterion 10.51884 
Sum squared resid 147858.0    Schwarz criterion 11.17792 
Log likelihood -556.7957    Hannan-Quinn criter. 10.78621 
F-statistic 1.184673    Durbin-Watson stat 1.583895 
Prob(F-statistic) 0.275969    
     
     
 
HAC 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/03/16   Time: 13:31   
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND (PE>3.29 
        AND PE<14.71)   
Included observations: 111   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.990700 0.633052 -1.564957 0.1207 
UE 0.154806 0.068555 2.258135 0.0260 
UE*I 0.273295 0.099389 2.749745 0.0070 
UE*STD -5.164262 1.797014 -2.873802 0.0049 
UE*D(Y) 0.591822 0.148085 3.996500 0.0001 
UE*D(Y)*I -0.674892 0.159664 -4.226948 0.0001 
UE*D(CAPE) -0.072191 0.043965 -1.641992 0.1036 
UE*D(CAPE)*I 0.195361 0.054135 3.608764 0.0005 
     
     R-squared 0.340201    Mean dependent var 0.393579 
Adjusted R-squared 0.295361    S.D. dependent var 6.172306 
S.E. of regression 5.181207    Akaike info criterion 6.197296 
Sum squared resid 2765.026    Schwarz criterion 6.392578 
Log likelihood -335.9499    Hannan-Quinn criter. 6.276516 
F-statistic 7.586885    Durbin-Watson stat 2.124922 
Prob(F-statistic) 0.000000    Wald F-statistic 19.27898 
Prob(Wald F-statistic) 0.000000    
     
     
 
Variance Inflation Factors  
109 
 
Date: 04/03/16   Time: 13:46  
Sample: 1984Q1 2015Q3 IF (UE>-66.28 AND UE<91.66) AND 
        (PE>3.29 AND PE<14.71)  
Included observations: 111  
    
     Coefficient Uncentered Centered 
Variable Variance VIF VIF 
    
    C  0.400755  3.616084  NA 
UE  0.004700  31.66759  26.62981 
UE*I  0.009878  64.18224  44.84541 
UE*STD  3.229259  24.51805  21.19313 
UE*D(Y)  0.021929  110.2873  92.65528 
UE*D(Y)*I  0.025493  129.9280  110.7111 
UE*D(CAPE)  0.001933  59.42350  50.91605 
UE*D(CAPE)*I  0.002931  79.20410  67.90617 
    
    
 
All quarters  
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/03/16   Time: 22:23   
Sample (adjusted): 1984Q2 2015Q3  
Included observations: 124 after adjustments  
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -2.067286 0.691512 -2.989516 0.0034 
UE 0.031581 0.065318 0.483503 0.6297 
UE*I 0.483050 0.108467 4.453440 0.0000 
UE*STD -6.542336 2.123579 -3.080806 0.0026 
UE*D(Y) 0.356325 0.101100 3.524466 0.0006 
UE*D(Y)*I -0.365110 0.116073 -3.145519 0.0021 
UE*D(CAPE) -0.071044 0.048205 -1.473792 0.1432 
UE*D(CAPE)*I 0.175453 0.045896 3.822890 0.0002 
     
     R-squared 0.252395    Mean dependent var 0.183645 
Adjusted R-squared 0.207280    S.D. dependent var 6.634155 
S.E. of regression 5.906707    Akaike info criterion 6.452395 
Sum squared resid 4047.146    Schwarz criterion 6.634349 
Log likelihood -392.0485    Hannan-Quinn criter. 6.526309 
F-statistic 5.594580    Durbin-Watson stat 2.120263 
Prob(F-statistic) 0.000014    Wald F-statistic 7.853287 
Prob(Wald F-statistic) 0.000000    
     
     
Appendix 20: IBM Final Model with First Differences 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/03/16   Time: 12:02   
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) AND (PE> 
        -90.21 AND PE<582.84)   
Included observations: 119   
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
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     C 1.167783 0.964994 1.210146 0.2287 
UE -0.002345 8.97E-05 -26.15178 0.0000 
D(Y) -1.805635 0.655982 -2.752570 0.0069 
PE -0.108990 0.056987 -1.912536 0.0583 
UE*PE -0.000908 0.000149 -6.091991 0.0000 
UE*PE*I 0.008115 0.001566 5.182888 0.0000 
     
     R-squared 0.174414    Mean dependent var 0.081481 
Adjusted R-squared 0.137884    S.D. dependent var 4.811264 
S.E. of regression 4.467269    Akaike info criterion 5.880536 
Sum squared resid 2255.084    Schwarz criterion 6.020660 
Log likelihood -343.8919    Hannan-Quinn criter. 5.937436 
F-statistic 4.774493    Durbin-Watson stat 2.677147 
Prob(F-statistic) 0.000538    Wald F-statistic 298.4289 
Prob(Wald F-statistic) 0.000000    
     
     
 
Variance Inflation Factors  
Date: 04/03/16   Time: 22:31  
Sample: 1984Q1 2015Q2 IF (UE>-19634.2 AND UE<289.29) 
        AND (PE>-90.21 AND PE<582.84) 
Included observations: 119  
    
     Coefficient Uncentered Centered 
Variable Variance VIF VIF 
    
    C  0.931213  767.6820  NA 
UE  8.04E-09  157.4309  1.916013 
D(Y)  0.430312  7.203752  1.705249 
PE  0.003248  83.15592  33.49759 
UE*PE  2.22E-08  1648.271  29.64611 
UE*PE*I  2.45E-06  2.235457  2.075859 
    
    
 
All quarters 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/03/16   Time: 22:45   
Sample (adjusted): 1984Q2 2015Q2  
Included observations: 124 after adjustments  
HAC standard errors & covariance (Bartlett kernel, Newey-West fixed 
        bandwidth = 5.0000)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.296929 0.446392 0.665175 0.5072 
UE -0.000881 0.000685 -1.287135 0.2006 
D(Y) -1.706274 0.658987 -2.589237 0.0108 
PE -0.011664 0.002645 -4.409417 0.0000 
UE*PE -0.000244 0.000171 -1.429895 0.1554 
UE*PE*I 0.000767 0.001625 0.471863 0.6379 
     
     R-squared 0.070853    Mean dependent var 0.108277 
Adjusted R-squared 0.031482    S.D. dependent var 4.825506 
S.E. of regression 4.748940    Akaike info criterion 6.000897 
Sum squared resid 2661.187    Schwarz criterion 6.137363 
Log likelihood -366.0556    Hannan-Quinn criter. 6.056333 
F-statistic 1.799631    Durbin-Watson stat 2.519910 
Prob(F-statistic) 0.118142    Wald F-statistic 7.016622 
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Prob(Wald F-statistic) 0.000009    
     
     
Appendix 21: Disney Final Model with First Differences 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/03/16   Time: 12:17   
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) AND 
        (PE>10.41 AND PE<93.8)  
Included observations: 119   
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.616598 1.108353 1.458559 0.1475 
UE 0.119544 0.046009 2.598281 0.0106 
UE*I -0.201314 0.104645 -1.923786 0.0569 
UE*STD 3.863453 1.499582 2.576354 0.0113 
PE -0.093875 0.045293 -2.072624 0.0405 
UE*PE -0.004323 0.001540 -2.806690 0.0059 
UE*PE*I 0.008833 0.004785 1.845851 0.0676 
D(CAPE) 0.847653 0.255316 3.320011 0.0012 
     
     R-squared 0.290189    Mean dependent var 0.154670 
Adjusted R-squared 0.245426    S.D. dependent var 3.776099 
S.E. of regression 3.280154    Akaike info criterion 5.278519 
Sum squared resid 1194.295    Schwarz criterion 5.465350 
Log likelihood -306.0719    Hannan-Quinn criter. 5.354385 
F-statistic 6.482800    Durbin-Watson stat 2.165466 
Prob(F-statistic) 0.000002    Wald F-statistic 9.478989 
Prob(Wald F-statistic) 0.000000    
     
     
 
Sample: 1984Q1 2015Q3 IF (UE>-130.22 AND UE<1169.24) 
        AND (PE>10.41 AND PE<93.8) 
Included observations: 119  
    
     Coefficient Uncentered Centered 
Variable Variance VIF VIF 
    
    C  1.228446  24.10677  NA 
UE  0.002117  87.60177  63.79578 
UE*I  0.010951  21.44144  17.48945 
UE*STD  2.248745  11.18611  9.382684 
PE  0.002051  34.47401  6.151773 
UE*PE  2.37E-06  100.6043  71.87515 
UE*PE*I  2.29E-05  21.91829  17.40326 
D(CAPE)  0.065186  1.837370  1.710924 
    
    
 
All quarters 
Dependent Variable: ADP   
Method: Least Squares   
Date: 04/03/16   Time: 23:21   
Sample (adjusted): 1984Q2 2015Q3  
Included observations: 124 after adjustments  
White heteroskedasticity-consistent standard errors & covariance 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
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     UE 0.034272 0.037826 0.906039 0.3668 
UE*I -0.031466 0.091233 -0.344891 0.7308 
UE*STD 4.610176 1.460650 3.156250 0.0020 
PE -0.034297 0.015089 -2.273031 0.0248 
UE*PE -0.002141 0.001204 -1.778086 0.0780 
UE*PE*I 0.002589 0.004237 0.611028 0.5424 
D(CAPE) 0.688761 0.239207 2.879351 0.0047 
     
     R-squared 0.275941    Mean dependent var 0.080714 
Adjusted R-squared 0.238810    S.D. dependent var 3.786359 
S.E. of regression 3.303455    Akaike info criterion 5.282610 
Sum squared resid 1276.799    Schwarz criterion 5.441820 
Log likelihood -320.5218    Hannan-Quinn criter. 5.347285 
Durbin-Watson stat 2.166023    
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