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ABSTRACT
Upcoming 21cm surveys will map the spatial distribution of cosmic neutral hydrogen (HI) over
very large cosmological volumes. In order to maximize the scientific return of these surveys, accurate
theoretical predictions are needed. Hydrodynamic simulations currently are the most accurate tool to
provide those predictions in the mildly to non-linear regime. Unfortunately, their computational cost
is very high: tens of millions of CPU hours. We use convolutional neural networks to find the mapping
between the spatial distribution of matter from N-body simulations and HI from the state-of-the-art
hydrodynamic simulation IllustrisTNG. Our model performs better than the widely used theoretical
model: Halo Occupation Distribution (HOD) for all statistical properties up to the non-linear scales
k . 1 h/Mpc. Our method allows the generation of 21cm mocks over very big cosmological volumes
with similar properties as hydrodynamic simulations.
Keywords: large-scale structure, neutral hydrogen, deep learning
1. INTRODUCTION
Different astronomical surveys have allowed us to
quantify the amount and properties of several funda-
mental quantities like the age, geometry and expansion
rate of the Universe, and the amount of dark matter
and dark energy. Some of the largest surveys in the
past have been spectroscopic surveys of galaxies, which
have mapped the Universe at low redshifts. In future
surveys, we want to observe the Universe at high-z be-
cause the cosmic volume is larger and the theoretical
predictions at high-z are relatively easier as the density
field is more linear.
The traditional technique of getting spectra of individ-
ual galaxies becomes harder to apply at high-z as the
galaxies become fainter and sparser. One of the most
promising alternative techniques to observe the high-z
Universe is Intensity Mapping (IM) (Bharadwaj et al.
2001; Bharadwaj & Sethi 2001; Chang et al. 2008; Pe-
terson et al. 2009; Pullen et al. 2014) The advantage of
IM over the traditional techniques is that it does not
rely on resolving point sources but instead measures the
emission from many unresolved galaxies tracing the cos-
mic web in redshift space.
Corresponding author: Digvijay Wadekar
jay.wadekar@nyu.edu
In this paper we focus our attention on IM of the
21cm line from cosmic neutral hydrogen (hereafter Hi ).
It is worth noting that 21cm IM is not just restricted
to the high-z but is applicable over a wide range of
redshifts (z = 0 to z ' 20). 21cm surveys represent
a different way to observe the Universe, and they en-
able new cross-correlations with surveys at other wave-
lengths, which are very effective to mitigate system-
atic effects. Besides traditional bounds on cosmolog-
ical parameters (Bull et al. 2015; Villaescusa-Navarro
et al. 2017), 21cm surveys can be used to improve our
knowledge on the sum of neutrino masses (Villaescusa-
Navarro et al. 2015a), warm DM (Carucci et al. 2015),
modified gravity (Carucci et al. 2017), primordial non-
Gaussianity (Karagiannis et al. 2019) and axion DM
(Bauer et al. 2020), among many other things.
In this work, we focus our attention on the the post-
reionization regime (z < 6) of 21 cm IM1, for which
various radio surveys are planned or are already col-
lecting data: Canadian Hydrogen Intensity Mapping
Experiment (CHIME) 2 Giant Meterwave Radio Tele-
scope (GMRT) 3, HIRAX (The Hydrogen Intensity and
1 A part of this regime (e.g. z ∈ [4 − 6]) has never been mapped
with surveys before.
2 http://chime.phas.ubc.ca/
3 http://gmrt.ncra.tifr.res.in/
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2Real-time Analysis eXperiment) 4, TIANLAI 5, Five-
hundred-meter Aperture Spherical Telescope (FAST) 6,
ASKAP 7, MeerKAT 8, PUMA 9, SKA (The Square
Kilometer Array) 10.
One of the major aims of these surveys is to accurately
constrain the value of the cosmological parameters. In
order to achieve this, accurate theoretical predictions are
needed to extract the cosmological information from the
collected data. In the linear regime, these predictions
are easy to obtain from analytical models and are accu-
rate. However, there is a large amount of cosmological
information that lies beyond the linear scales, particu-
larly at low-z. In this regime, one avenue to obtain such
accurate predictions is from hydrodynamic simulations.
Current state-of-the-art hydrodynamic simulations
have a very high computational cost and they simulate
a limited cosmological volume. For example, simulating
the (75h−1 Mpc)3 IllustrisTNG box required 18 million
CPU hours (Nelson et al. 2019; Pillepich et al. 2018;
Weinberger et al. 2017). In order to make robust pre-
dictions for upcoming astronomical surveys we need to
simulate much larger cosmological volumes, of the order
of tens to hundreds of (Gpc/h)3 (Modi et al. 2019a).
Such large mock simulations would help us in various
ways: 1) to study the effects of various observational
systematics on the statistical properties of the tracers,
2) to obtain theoretical predictions for different cosmolo-
gies, 3) to determine which summary statistics are the
most appropriate to constrain the value of different cos-
mological parameters, 4) to quantify the cosmic variance
in the surveys (i.e, to compute the covariance matrix).
One way to simulate large Hi volumes is to first gen-
erate dark matter (DM) fields using the relatively less
expensive DM-only simulations. We then need quick
and reliable methods to ‘paint’ Hi directly on the DM
field. We now discuss some promising techniques in this
regard.
1.1. Traditional techniques
One the most popular theoretical techniques used to
make mock baryonic simulations is called the Halo Oc-
cupation Distribution (HOD). HOD was first used to
probabilistically model the number of galaxies residing
in a host halo (Scoccimarro et al. 2001; Seljak 2000;
Peacock & Smith 2000; Berlind & Weinberg 2002). The
HOD technique assumes that the properties of various
baryonic structures inside a halo are governed solely by
4 https://www.acru.ukzn.ac.za/∼hirax/
5 http://tianlai.bao.ac.cn
6 https://fast.bao.ac.cn/en/
7 http://www.atnf.csiro.au/projects/askap/index.html
8 http://www.ska.ac.za/meerkat/
9 https://www.puma.bnl.gov/
10 https://www.skatelescope.org/
the halo mass, and ignores all other halo properties. The
HOD technique therefore assumes a simple parametric
relation between the halo mass and the baryonic prop-
erties and uses hydrodynamical simulations (and ob-
servations, if available) to calibrate the parameters in
this relation. Recent applications of the HOD technique
to Hi have been in initial field reconstruction and test-
ing the UV background effect on Hi maps (Modi et al.
2019a,b) based on the HOD model of Villaescusa-
Navarro et al. (2018, hereafter VN18).
However, HOD ignores all environmental effects on the
Hi abundance and clustering. It is important to note
that numerical simulations have shown that cosmolog-
ical properties like the clustering of halos and galax-
ies are affected by properties other than halo mass like
halo environment, halo concentration, spin and velocity
anisotropy and others (Wechsler et al. 2006; Dalal et al.
2008; Paranjape et al. 2018; Hadzhiyska et al. 2020).
This phenomenon referred to as assembly bias or sec-
ondary bias (Sheth & Tormen 2004; Gao et al. 2005).
Other techniques can be used to make mock bary-
onic simulations, such as Subhalo Abundance Matching
(SHAM) and semi-analytic models (SAM). SHAM in-
volves assigning the highest Hi mass to the most massive
halos and vice versa but it relies on multiple assumptions
like more massive baryonic structures are hosted by the
most massive halos and a monotonic relation ,which is
free of scatter, exists between masses of baryonic struc-
tures and halo masses. SAM, on the other hand, uses
a set of simplified equations to model the key baryonic
processes in the hydrodynamic simulations (for example,
see Benson (2012)).
Apart from using simulations, there are also proposed
perturbative forward model techniques to evolve the
tracer fields directly from linear initial conditions by us-
ing biasing schemes (Schmittfull et al. 2019; Modi et al.
2020).
1.2. Neural networks
Convolutional neural networks have been recently ap-
plied to numerous areas of physical research (Carleo
et al. 2019) and have a lot of potential applications to
cosmology (Ntampaka et al. 2019; Ravanbakhsh et al.
2017; Zamudio-Fernandez et al. 2019; Zhang et al. 2019;
He et al. 2019; Giusarma et al. 2019; Modi et al. 2018).
In this paper, we use a modified version of a neural
network architecture called U-Net to generate mock 3D
Hi fields from a given DM field.
Let us now briefly highlight some of the advantages of
neural networks over the above traditional approaches.
The HOD formalism typically assumes that the spatial
Hi density ρHI(x) at a particular point inside a halo only
depends on the mass of the halo and the distance to its
center:
ρHI(x) = f(Mhalo, |x− xcenter|) (1)
3However, VN18 showed that including only the halo
mass is not enough for precisely modeling the clustering
of the Hi field. A more general model for Hi field should
also include the information on the environment of the
halo and can be roughly intuited as
ρHI(x) = g(ρm(x), ρm(x
′)) (2)
where ρm(x
′) is the matter density at points in the
neighborhood11 of x. Neural networks are universal fit-
ting functions (Hornik et al. 1989) and can be used to
accurately approximate the function g in Equation 2;
this is the goal of our paper.
The paper is organized as follows. In Section 2, we
briefly describe the hydrodynamical simulations that we
have used. We then present the specific architecture of
our machine learning model and the method used in
Section 3. We discuss the parameters of our benchmark
HOD model in Section 4. We present our results in
Section 5. Finally, we discuss our results in Section 6
and conclude in Section 7.
2. DATA
The data we use to train, validate and test our net-
work arises from the TNG100-1 simulation (referred to
as Illustris hereafter) produced by the IllustrisTNG col-
laboration (Pillepich et al. 2018). That simulation is
one of the current state-of-the-art hydrodynamical sim-
ulations and includes a wide range of relevant physical
effects, such as radiative cooling, star formation, metal
enrichment, supernova and AGN feedback, and mag-
netic fields. In this work, we choose to model the Hi field
at low redshift: z = 1; this is because modeling any
baryonic field is more challenging at lower redshifts due
the density fluctuations being relatively non-linear. We
therefore expect our neural network method to perform
even better at higher redshifts.
The side length of the simulated box is 75 h−1
Mpc. We first compute the Hi density field by assigning
Hi masses of gas cells to a grid of 20483 cells using the
cloud-in-cell (CIC) interpolation scheme. The spatial
resolution of the DM and Hi fields is therefore very high
∼ 35h−1 kpc. TNG provides both the hydrodynam-
ical simulation output as well as the computationally
cheaper dark matter only simulation (TNG100-1-DM),
evolved from the same initial conditions. Our goal is
to train a neural network such that it can produce the
Hi field from the DM only simulation. The network per-
forms the mapping in 3D, at a fixed redshift.
2.1. Data preprocessing
The overdensity in the Hi field, δHI = ρHI/ρ¯HI − 1,
varies in the TNG100 simulation across ∼9 orders of
11 We will precisely define the extent of the neighborhood later in
Section 3.3.
magnitude. Because the resolution of the TNG100 sim-
ulation is much higher than the one expected from up-
coming surveys, we smooth the Hi data with a Top-Hat
filter with a smoothing radius of 300 h−1kpc. This has
a two-fold advantage: First, the grid resolution for the
Hi field is lowered to 140 h−1 kpc, which reduces the size
of the dataset. Second, the dynamical range over which
the Hi density field varies is reduced: δHI varies over
three orders of magnitude and this reduces the sparsity
problem which we later discuss in section 3. Note that
we did not change the resolution of the input DM field,
in order to use as much information in the DM field as
possible. Because the training of deep learning models
is facilitated when the input data is in the O(1) range,
we further perform the scaling:
δ˜HI (x) ≡ 1
2
(1 + δHI (x))
0.2
δ˜DM(x) ≡ 1
5
(1 + δDM(x))
0.1 ,
(3)
where δHI is the smoothed Hi field. The above rescaling
get both δ˜HI and δ˜DM to be in the nearly in the range
[0, 3]. We used a power law instead of a logarithm be-
cause the power law distribution has a flatter tail for
high values of δHI . We discuss why having a flatter tail
is important in Section 3.2.
3. METHODS
3.1. Choice of network architecture
The deep neural network architecture used in this pa-
per is inspired by the Deep Density Displacement Model
(D3M) of He et al. (2019). D3M is the generalization of
the standard U-Net which was first proposed by Ron-
neberger et al. (2015) for use in medical applications.
Convolutional neural networks, like the U-Net, naturally
provide properties which are relevant for our problem
such as translational invariance. Variations of the D3M
model have been used for large scale structure applica-
tions like learning galaxy modeling and neutrino effects
in cosmology (Zhang et al. 2019; Giusarma et al. 2019).
The network architecture we use in this work is shown
in Figure 1, and further details are presented in Ap-
pendix A.
3.2. Challenge of data sparsity
Let us discuss an important challenge we face when
working with HI data from simulations. The most rele-
vant summary statistics for 21cm IM, e.g. the HI power
spectrum or the HI PDF, are dominated by the vox-
els with the highest HI density. The reason for this
is that 21cm IM is sensitive to the mass-weighted HI,
rather than the volume-weighted HI of, e.g., the Lyα
forest. Unfortunately, those dense voxels are rare in the
simulation. For instance, there are ∼ 105 halos with
Mhalo ≥ 1010h−1M in our dataset, which translates in
a very small subset (∼1 in 103) of voxels of our training
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Figure 1. This scheme shows the architecture we use to find the mapping from dark matter to HI in 3D. Labels represent
[number of channels × (number of voxels)3]. Further details can be found in Appendix A. Notice that the volume of the
Hi output is 1/8th of the input DM volume, which enables inclusion of some of the non-local (environmental) information to
predict the Hi field.
sample having a non-negligible HI density (see the dis-
tribution of the voxel Hi masses in Figure 7). Because of
such sparsity in our data distribution, our model could
easily achieve a high accuracy by predicting the low mass
Hi voxels, ignoring the high mass Hi voxels; this makes
our model harder to train.
Modeling the fields in Lagrangian space rather than
Eulerian space can in principle reduce the sparsity prob-
lem. This is because in lagrangian space we use the
displacement field, which is distributed over a larger re-
gion of space, as compared to the density field, which
is largely concentrated inside the halo boundaries (He
et al. 2019). However, modeling the Hi field is not possi-
ble in lagrangian space because, unlike DM, the number
of gas particles are not fixed in the simulation12.
A similar sparsity challenge exists when predicting the
galaxy positions from a 3D DM field. Some of the previ-
ous neural network based studies have tried to overcome
this challenge by using a combination of two neural net-
works (two-phase architecture) (Zhang et al. 2019; Yip
et al. 2019; Modi et al. 2018): the first phase predicts
the halo/galaxy position and the second phase predicts
the mass of the halo/ number of galaxies. However, Hi ,
unlike galaxies, is scattered over a wide volume of the
Universe, not just at the centers of large DM halos. Ig-
12 Gas particles can form stars, that later may explode as super-
novae and may form black holes.
noring the low mass voxels would remove the Lyα forest
from our data which is not ideal as the Lyα forest is a
powerful cosmological probe by itself, and its contribu-
tion to the 21cm signal at high-redshift becomes more
important (VN18).
We therefore implement a different kind of two-phase
architecture: our first phase is geared towards predicting
the low mass Hi voxels while the second phase is geared
towards predicting the high mass Hi voxels. We have
used the same U-Net architecture shown in Figure 1 for
each of the two phases of our model. We provide further
details of the two-phase architecture in Appendix A.
3.3. Training the network
As the memory of GPUs is limited, we split the
75h−1 Mpc Illustris volume into smaller sub-boxes. We
train the U-Net to predict Hi boxes of side length ∼1.17
h−1 Mpc and containing 83 voxels using input DM boxes
of side length ∼2.34 h−1 Mpc and 643 voxels. As illus-
trated in Figure 1, we want to predict the Hi in the
sub-box residing at the center of a larger DM input.
The motivation of using the larger DM box is to ac-
count for environmental information for voxels near the
boundaries of the HI volume.
We obtain ∼ 2.5 × 105 non-overlapping Hi sub-boxes
when splitting the Illustris volume. We divide these sub-
boxes in three chunks: ∼ 60% of the sub-boxes are used
for training the network, 12.5% for validation and 27.5%
for testing the network. We have constructed the test
5set such that it comprises of all the sub-boxes which cor-
respond to a larger box of side-length ∼ 48 h−1 Mpc.
The total number of trainable parameters in the U-Net
shown in Figure 1 is 2.1 × 107, which, although seems
gigantic, can be optimized using the technique of auto-
matic differentiation (gradient descent). The gradients
are calculated based on the following loss function
L =
Voxels∑
i
(δ˜predi − δ˜Illustrisi )2 × (δ˜Illustrisi − β)α (4)
where δ˜ is the scaled Hi density field from Eq. (3). No-
tice that our loss function is different from the tradi-
tional mean square error (MSE) loss; we use the addi-
tional hyperparameters α and β to add more weight to
the high mass voxels in order to alleviate the sparsity
problem. We find that α = 2 and β = 0.7 give the best
results. We provide further details on the training of the
network in Appendix A.
4. BENCHMARK MODEL: HALO OCCUPATION
DISTRIBUTION (HOD)
We will compare the results of our neural network
against a benchmark model, that we describe in detail
in this section.
There have been multiple recent attempts at develop-
ing a halo model for the abundance and spatial distri-
bution of Hi (Villaescusa-Navarro et al. 2014; Castorina
& Villaescusa-Navarro 2017; Villaescusa-Navarro et al.
2018; Padmanabhan et al. 2016; Spinelli et al. 2020).
The main idea behind those models is that most of the
Hi mass in the post-reionization era is inside halos: more
than 99% at z < 0.2 (the fraction decreases to 88% at
z = 0.5) (VN18). We will use the halo model of VN18 as
a benchmark to compare the performance of the neural
network. We briefly describe their model here and refer
the reader to VN18 for further details. The first step to
produce 3D Hi density fields through the HOD method
consists in running a DM-only simulation and identify-
ing halos: saving their positions, masses and radii. A
DM halo of mass M is then assigned an Hi mass:
MHI(M, z) = M0
(
M
Mmin
)α
exp(−(Mmin/M)0.35) (5)
where M0 is a normalization factor, α is the power-law
slope, Mmin is the characteristic minimum mass of halos
that host Hi . These three parameters were fitted to
reproduce the results of the TNG100-1 simulation by
VN18, and their best-fit values at z = 1 are: M0 =
1.5×1010h−1M, Mmin = 6×1011h−1M and α = 0.53.
Given the total Hi mass inside a halo, the HOD will
provide its spatial distribution within the halo, i.e. its
Hi density profile. In small halos, Hi is typically local-
ized in their inner regions. For groups and galaxy clus-
ters, the central region of the halo is typically Hi poor,
due to the action of processes such as AGN feedback,
ram-pressure and tidal stripping. Therefore VN18 fit-
ted a simple power law with an exponential cutoff on
small scales given by
ρHI(r) =
ρ0
rα∗
exp(−r0/r) (6)
for the Hi density profile. We implement this density
profile by assigning 200 particles to each halo following
the density profile of Eq. (6). Note that if we do not
include the one halo term, the Hi power spectrum be-
comes dominated by shot noise at k ∼ 1 h/Mpc (VN18).
While the HOD performs well on high density
Hi regions in the Universe like the Damped Lyman Ab-
sorbers, it is expected to perform poorly for systems
with low Hi density like the Lyα-forest. Other draw-
backs of HOD is that it relies on simplistic parameter-
izations like in Eq. (5), and assumes a spherical distri-
bution of Hi within halos. More importantly, the only
information used for predicting MHI is the halo mass
and all other properties like the environment of the halo
and its concentration are ignored; we will return to this
point in section 6.
5. RESULTS
In this section we present the results our the neural
network and its comparison with the HOD model.
We have reserved the sub-cubes corresponding to a
larger cube of side 48 h−1 Mpc in the IllustrisTNG sim-
ulation volume for testing our network. Once our net-
work is trained, we concatenate the generated Hi field
corresponding to all the sub-cubes and use the larger
cube to compare the summary statistics.
We first show a visual comparison of the network out-
put in Figure 2. In the bottom panels we have averaged
over the absolute values of the differences in the fields
along the projected axis. We now discuss multiple sum-
mary statistics and find that our network outperforms
HOD up to the non-linear scales k . 1 h/Mpc in all the
statistics.
5.1. HI Power Spectrum
The most widely used summary statistic in cosmol-
ogy is the power spectrum, which is the Fourier trans-
form of the two-point correlation function. In 21cm IM,
the quantity that is directly observed is the 21cm power
spectrum, which is related to the HI power spectrum via
P21cm(k) = T¯
2
b PHI(k) , (7)
where T¯b is the mean brightness temperature of the 21cm
line at redshift z. Let us now compare the two terms in
the RHS separately. The mean brightness temperature
scales as Tb ∝ ΩHI, where ΩHI is the ratio between the
density of Hi at redshift z and the Universe’s critical
density at z = 0. The network and the HOD predicts
values of 104 × ΩHI(z = 1) in our test set to be 5.77
and 6.43, respectively, while that value is 5.82 for the
IllustrisTNG simulation.
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Figure 2. The top row shows the projected Hi density field at z = 1 from a region of (48 Mpc/h)3 for the labelled cases. The
bottom left (right) panel shows the residuals between the IllustrisTNG simulation and the Hi fields obtained from the U-Net
and HOD method. The color scale is anchored for each row. The residuals for U-Net are smaller than those for HOD in areas
of high Hi density.
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Figure 3. Comparison between the Hi power spectrum (left) and the cross-correlation coefficient, defined as rHI =
PU-Net-Illustris/
√
PU-NetPIllustris, (right) for the IllustrisTNG simulation (orange), the HOD (green) and the neural network
(black). We can see that the network outperforms the HOD for both statistics on all scales.
7The second term to compare in Eq. (7) is PHI(k), and
we show the results from different methods in Figure 3.
We find that the network is able to reproduce the HI
power spectrum from the simulations up to a deviation
of . 5% all the way to non-linear scales k . 1 hMpc−1,
whereas the HOD deviates by . 20% at low-k although
it becomes slightly more accurate at high-k. The in-
crease in the HOD accuracy at high-k arises mainly due
to the 1-halo term given in Eq. (6). It is important how-
ever to note that the one-halo term in Eq. (6) only aids in
the accuracy of the power spectrum (amplitude of fluctu-
ations) at high-k but not does not accurately model the
phase of the Hi fluctuations, which are relevant for the
cross-correlation coefficient rHI (compared in the right
panel of Figure 3). VN18 argued that one possible cause
of the discrepancy in the HOD power spectrum at low-k
may be be due to the fact that they do not explicitly
fit the total ΩHI in the simulation volume, which would
change the Hi bias. However, even if the bias is changed,
their rHI should remain unchanged.
We do not show error bars arising from sample vari-
ance in the testing volume because the both the DM
and the Hi fields from IllustrisTNG are evolved from the
same initial conditions. We chose the particular range
of k in Figure 3 because of the two following constraints:
the low-k limit is set by the largest mode in the test set
(making an even larger test set is possible but at the ex-
pense of reduction in the training data), and the high-k
limit is set close to the scale over which we smoothed
the Hi maps (300 h−1 kpc), as we earlier discussed in
section 2.1.
It is worth noting that the accuracy of PHI(k) is de-
pendent on modeling of Hi in high-mass halos (see for
e.g. Figure 8). As mentioned in Section 3.2, the training
of our network is challenging in the high-mass end, be-
cause of the sparsity associated with the the abundance
of voxels in that regime. Our results can be further
improved if we train the U-Net on a simulation with a
larger volume13, which would have a larger number of
high mass halos, or using a set of zoom-in simulations
focused on galaxy clusters (Thiele et al. 2020).
5.2. Cross-correlation with galaxies and halos
Large regions of future Hi surveys will overlap with re-
gions sampled by galaxy spectroscopic surveys like DESI
or Euclid. One of the most important summary statis-
tic in such overlapping regions is the cross correlation
between the observed galaxy and Hi maps. Such cross-
correlations will boost the S/N ratio and mitigate the
effects of foregrounds (Villaescusa-Navarro et al. 2015b).
13 We plan to train the U-Net on the Illustris TNG-300 sample
(which has three times the volume of the TNG-100 sample) and
expect to find even better agreement at the high-mass end of the
PDF in Figure 7.
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Figure 4. Comparison of the Hi - galaxy cross power (up-
per panel), its relative error (middle), and the Hi - galaxy
cross correlation coefficient (lower), which is defined as
rHI - Galaxy = PHI−Galaxy/
√
PHIPGalaxy). The line labels are
same as in Figure 3. The network outperforms HOD up to
the non-linear scales (k . 1 hMpc−1).
In Figure 4, we show the Hi -galaxy cross-power
PHI−Galaxy. We have included all the galaxies in the
TNG100-1 sample with the stellar mass M* > 10
7 M
(which corresponds to a number density of n = 10−3
Mpc3/h3) for this measurement. Similarly to the PHI(k)
in Figure 3, the PHI−Galaxy exhibits a bias for the HOD
at low-k.
Another important statistic along the same lines is
cross-correlation coefficient of Hi with halos, which is
more sensitive to the way Hi mass is distributed across
halos and to the one-halo term. We see in Figure 5 that
the U-Net outperforms the HOD up to k . 1 h/Mpc for
all bins of halo masses that we have considered. It is
worthwhile to note that if we extend Figures 4 and 5 for
k > 4hMpc−1, the green HOD curve diverges further
away from the orange IllustrisTNG curve. It is therefore
likely a coincidence that the HOD outperforms the U-
Net for 1 . k . 4hMpc−1, as the green curve might
merely be crossing the orange curve to the other side.
However we do not show the scales k > 4hMpc−1 as
they are affected by the smoothing of Hi maps and a
high-resolution test has to be performed to be definitive.
5.3. HI Bispectrum
If all the fluctuations in the Universe were perfectly
Gaussian, the field could be perfectly characterized by
its two-point correlation function or its power spectrum.
However, even if the primordial fluctuations were Gaus-
sian, late-time gravitational clustering causes significant
leakage of Gaussian information in the non-linear regime
(Scoccimarro et al. 1999; Takada & Jain 2004; Wadekar
& Scoccimarro 2019; Villaescusa-Navarro et al. 2019).
To recover this information, the lowest order statistic
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Figure 5. Hi - halo cross correlation coefficient (rHI - Halo = PHI−Halo/
√
PHIPHalo) for multiple halo mass bins. Line labels are
same as in Fig. 3. The network consistently outperforms the HOD up to non-linear scales (k . 1hMpc−1).
that one needs to compute in Fourier space is the bis-
pectrum. Unlike the power spectrum, the bispectrum
is sensitive to the shape of the structures generated by
gravitational instability and has the promise to break
important degeneracies in the bias and cosmological pa-
rameters (Scoccimarro 2000; Sefusatti et al. 2006; Hahn
et al. 2020; Yankelevich & Porciani 2019; Chudaykin &
Ivanov 2019). The post-reionization 21cm signal is ex-
pected to have significant information in the non-linear
regime and there have been recent attempts at theoret-
ical modeling of the Hi bispectrum (Sarkar et al. 2019).
One of the toughest parts in a bispectrum analysis is
calculation of the error due to cosmic variance and a
fast technique to generate mock Hi fields is therefore es-
sential.
In Figure 6 we show the HI bispectrum of the Illus-
trisTNG simulation, together with the predictions of the
HOD and neural network. We show two particular cases
(which are representative of all possible triangle config-
urations): the first case is for equilateral triangles with
different side-lengths and the second case is for trian-
gles with a varying angle between two of its sides whose
lengths are kept fixed. We checked that the results are
similar for other triangle configurations. The residuals
of the bispectrum of equilateral triangles from the net-
work compared to the target is . 20 % for all scales we
compared (0.2 < k < 4hMpc−1), and the residuals for
HOD on other hand are . 45 %.
5.4. 1-D Probability distribution function
The upcoming Hi surveys will observe systems rang-
ing from low column densities (Lyα forest) to very high
column density (Damped Lyman Absorbers). We there-
fore need a robust prediction of Hi over a wide range of
masses. We show in Figure 7 the comparison of the U-
Net prediction over four orders of magnitude of Hi voxel
masses. The comparison is difficult in the high-mass end
due to sample variance: that regime is dominated by
very massive halos, which are rare.
5.5. Abundance of HI voids
Voids are the most underdense regions of the Universe.
In Figure 7 we show the void size function (VSF) of the
HI field, which is defined as the number density of HI
voids as a function of radius. We have used the algo-
rithm described in Banerjee & Dalal (2016) to identify
voids. The VSF is an important statistic as it contains
complementary information to the one from traditional
clustering observables.
6. DISCUSSION
Let us now compare our method to other neural net-
work models of Hi . Zamudio-Fernandez et al. (2019)
used a generative adversarial network (GAN) to gener-
ate 3D samples of the HI field at redshift z = 5 on very
small scales: between 35 h−1 kpc and 2.34 h−1 Mpc.
However, their method cannot model the Hi fluctuations
on large scales, which are relevant for 21cm experiments.
Our method, on the other hand, can model Hi on all
scales larger than 0.3 h−1 Mpc. Our network takes∼ 1.8
hours to generate a Hi box of side 100 h−1 Mpc from a
given DM box on a single GPU (for comparison, the
IllustrisTNG simulation takes tens of millions of CPU
hours for an equivalent volume (Nelson et al. 2019)).
Our method is therefore capable of making Gigaparsec
volume mock Hi fields.
It is worth mentioning some of the caveats of using
deep neural networks to make mock cosmological simu-
lations. We have trained our model to emulate a partic-
ular IllustrisTNG simulation which has fixed values of
parameters for cosmology and for various baryonic feed-
back prescriptions. The current model also uses a high-
resolution input DM field. One should be very careful
with extrapolating any machine learning model beyond
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Figure 7. Comparison of the 1D Hi PDF (left) and the void size function (right). Line labels are same as Figure 3. As there
are very few high mass halos in our test set volume, the high-mass tail of the PDF is dominated by sampling noise. Both our
network and HOD reproduce the above statistics to a good accuracy.
the range of data that it has been trained on (Pfeffer
et al. 2019). It is not obvious if, without recalibration,
our model can emulate a simulation with a different cos-
mology or baryonic feedback prescription or can work
with a lower resolution input DM field. However, on
the upside, our model only takes a couple of days to
training to emulate a given simulation. Our technique
is flexible and can quickly learn to emulate future hy-
drodynamic simulations which will be better than the
current ones because of better technology and more ob-
servational data.
Let us discuss one interesting direction to be explored
in future work. Studies have shown that the distribu-
tion of baryons inside the halos are affected by its his-
tory (for e.g. the halo formation time (Jiang & van den
Bosch 2017)). Because the U-Net is very flexible on the
dimensionality of the input field, we could take into ac-
count the halo history information by including multiple
DM snapshots at different redshifts as input to our U-
Net. This way the U-Net would be able to approximate
a function f of an even more general form that the one
presented in Equation (2):
ρHI(x, t) = f(ρm(x, t), ρm(x
′, t′)) (8)
Notice that the above equations implies that to predict
the Hi field at a particular point in space and time (x, t),
the information should arise not only from the spatial
vicinity x′, but also from its time evolution t′ ≤ t.
7. CONCLUSIONS
Multiple upcoming radio telescopes such as CHIME,
HIRAX, and SKA will be map the 21 emission from cos-
mic HI in the post-reionization Universe. Mock Hi fields
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spanning Gigaparsec volumes are needed to provide the-
ory predictions in the non-linear regime, to compute co-
variance matrices and to evaluate the effect of observa-
tional systematics like foregrounds, among many other
things.
We use a deep convolutional neural network to find
the mapping between the 3D fields of DM (from an
N-body simulation) to Hi (from the IllustrisTNG hy-
drodynamic simulation). We compared the results of
our network against a state-of-the-art HOD benchmark.
We show that the neural network outperforms the re-
sults of the HOD in all the summary statistics consid-
ered: power spectrum, cross-correlation coefficient, bis-
pectrum, PDF, and void size function. While the HOD
method neglects any environmental dependence on the
abundance of HI inside halos, our neural network can
capture any underlying pattern present. The connec-
tion of environmental information to Hi assembly bias
will be discussed in an upcoming paper (Wadekar et al.
2020).
This study focuses on modeling Hi in real space and
we will address the modeling in redshift space in a fu-
ture work. We have used a DM field from a high res-
olution N -body simulation as an input in this analysis
and we plan to explore whether the U-Net technique
can work on lower resolution N -body simulations or
other approximate gravity-only simulations. Although
we have focused on Hi in this paper, we anticipate neu-
ral networks to be able to produce mocks for other line
intensity mapping surveys by emulating expensive hy-
drodynamic simulations.
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APPENDIX
A. DETAILS AND METHODS
A.1. Details of network architecture
We had presented our network architecture in Fig-
ure 1 and we discuss its details in this section. Let us
first discuss details of the input and the output of our
network. The input DM box has a physical side length
2.34h−1 Mpc with a grid resolution of ∼ 35h−1 kpc and
therefore has 643 grid cells. As discussed in section 2.1,
the output Hi box has a lower resolution (physical side
length of 1.17h−1 Mpc with 83 grid cells). A U-Net typ-
ically consists of a contracting path and an expansive
path of nearly equal lengths. In our case, due to lower
dimensionality of the output as compared to the input,
the expansive path is relatively much shorter.
The contracting path follows the typical architecture
of a convolutional neural network and consists four pri-
mary blocks. Each block consists of two successive con-
volutions with stride 1 and a down-sampling convolution
with stride 2, each of the three is followed by batch nor-
malization (BN) and a rectified linear unit (ReLU). For
each convolutional layer, we use 3 × 3 × 3 filters. As our
input DM fields are not periodic, we cannot use periodic
padding similar to He et al. (2019); we instead apply a
zero padding with size 1. At each down-sampling step
we double the number of feature channels and reduce the
number of grid-points along each dimension by a factor
of 2, and vice versa for the up-sampling step.
We only have one up-sampling step in our architec-
ture. We concatenate the up-sampled map (dimension-
ality 83) with two maps from the contracting path (de-
noted with filled boxes): one of the same dimensionality
(83) and an another of a higher dimensionality (163), but
after application of a max-pooling layer. These concate-
nations help to train the network faster as the gradients
are passed through the transverse connections. Concate-
nation also provides the network with various levels of
granularity for the final prediction.
A.2. Two-phase architecture
As discussed earlier in Section 3.2, we needed to em-
ploy a two-phase architecture to tackle the problem of
data sparsity. Let us now discuss in detail how we em-
ploy the two phases (labelled as FP (SP) for the first
(second) phase hereafter). A simple way to think about
the functions of the two phases is the following: FP
fills the low Hi mass voxels and identifies boundaries of
large Hi halos. SP is then used to assign an appropriate
Hi mass profile to the large halos.
Both FP and SP have the same U-Net architecture
which was shown in Figure 1. If we only use FP in our
prediction, we get the results shown in a dashed line
in Figure 8. From the PDF, we see that the FP is re-
producing the PDF accurately for all Hi voxels except
the high-mass ones. We believe this is due to dearth
of training data on the high mass Hi voxels and expect
11
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
log (2 + δHI)
100
101
102
103
104
105
106
107
PD
F
Illustris
Single U-Net
U-Net (2-phase)
0.2 0.4 0.7 1 2 3
k (h Mpc−1)
−0.4
−0.3
−0.2
−0.1
0.0
0.1
∆
P H
I/
P H
I
(k
)
Illustris
Single U-Net
U-Net (2-phase)
Figure 8. Comparison of histogram (left) and the power spectrum (right) on using only a single U-Net and a combination of
two U-Nets (2-phase). The combination is designed to outperform a single U-Net for the high-mass Hi voxels.
the FP to perform better with more data. To comple-
ment FP, we choose to employ a SP which is focused on
predicting only the high mass Hi voxels. The training
of the SP is therefore a little different from that of FP.
Equation (3) was used to flatten the tails of the DM
and Hi distribution and generate rescaled fields to train
the FP. For training the SP, we further flatten the tails
using the rescaled fields:
δ˜
(2)
HI = 0.03 (1 + δHI )
0.5
δ˜
(2)
DM = 0.0035 (1 + δDM)
0.25 ,
(A1)
We had used the loss function in Equation 4 for train-
ing the FP. The loss function for training the SP is ob-
tained by substituting δ˜ → δ˜(2) in Equation 4 and we
find the hyper-parameters values β = 0.26 and α = 2.5
give the best results for training the SP.
After separately training the FP and SP, we obtain
their respective Hi predictions for a particular voxel
(δFP and δSP). We get our final result for the voxel by
combining these predictions using weights: wFP δFP +
wSP δSP; the weights are given by
wFP ≡ 1
1 + 25 δ
SP
δthreshold
, wSP ≡ 1− wFP , (A2)
and were chosen such that the output from SP is given
more importance for high mass voxels and vice versa.
We have adopted δthreshold = 1500 for results in this
paper but we checked that our results are not sensitive
to the cutoff in range δthreshold ∈(1000 , 2000).
A.3. Training details and data augmentation
For training the network, we used the Adam optimizer
(Kingma & Ba 2014) with a learning rate ranging be-
tween 10−8−10−4. The network takes nearly 30 epochs
to train and we choose to use a batch-size of 28 as it was
compatible with the memory constraints of our GPUs.
We also train the neural network to recognize poly-
hedral symmetries like translational and rotational in-
variance (He et al. 2019). We do this by generating
multiple instances of a given input DM box by apply-
ing various symmetry transformations and then training
the U-Net on all the generated cases. This process is
often referred to as data augmentation because we are
generating multiple training simulations given only one
data realization. We use all transformations correspond-
ing to the symmetry group of a cube which consists of
48 elements (octahedral group of order 24 with an ad-
ditional factor of 2 to account for inversion across the
origin (~r → −~r)). We trained all of our models using
New York University’s High Performance Cluster using
NVIDIA Tesla P-100 and P-40 GPUs.
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