Discrete mixtures of normal distributions are widely used in modeling amplitude uctuations of electrical potentials at synapses of human, and other animal nervous systems. The usual framework has independent data values y j arising as y j = j + x n 0 +j where the means j come from some discrete prior G( ) and the unknown x n 0 +j 's and observed x j ; j = 1; : : : ; n 0 are gaussian noise terms. A practically important development of the associated statistical methods is the issue of non-normality of the noise terms, often the norm rather than the exception in the neurological context. We have recently developed models, based on convolutions of Dirichlet process mixtures, for such problems. Explicitly, we model the noise data values x j as arising from a Dirichlet process mixture of normals, in addition to modeling the location prior G( ) as a Dirichlet process itself. This induces a Dirichlet mixture of mixtures of normals, whose analysis may be developed using Gibbs sampling techniques. We discuss these models and their analysis, and illustrate in the context of neurological response analysis.
In general, a mixture model can be viewed as response data that come from more than two components. Each component has its own distribution. Sometimes, response data can be considered as average of response value plus a noise (error) term. If noise data come from a mixture model and the average of response comes from another mixture model, this is considered as a mixture of mixtures. That is, mixtures of mixtures arise in practical situations where data y j can be viewed as j + x n 0 +j , with the j 's taking values from a discrete set and the unknown x n 0 +j 's and observed x j (j = 1; : : : ; n 0 ) arise from a mixture of continuous distributions. For example, in the neurophysiological context of excitatory post-synaptic potential (EPSP) analysis (Kullmann, 1989; West and Turner, 1994) , the trial-to-trial amplitude uctuation of EPSP at neural junctions contain information which can allow di erent events underlying synaptic transmission to be separated. The amplitudes j of EPSP uctuations y j are assumed to come from a discrete set of distinct values, and the actual measured potentials y j are corrupted by noise x n 0 +j ; thus the observed measurements are y j = j + x n 0 +j . It has been typical to model the x j as normally distributed, though often the evidence suggests that a non-normal noise model, such as a mixture of a small number of normals, is appropriate. It is desired to determine the number of components and the distribution of each of the components. This is so called`deconvolution'. Some techniques used in estimation of such models include least-squares (Wong and Redman, 1980) , 2 minimization (Ling and Tolhurst, 1983) and maximum likelihood and entropy techniques (Kullman, 1989; Redman, 1990) . The EM-algorithm has naturally been widely used. Our work provides Bayesian approaches to the problem.
A useful Bayesian approach to mixture modeling quite generally is developed in Escobar and West (1995) , following Ferguson (1983) . EPSP applications appear in Turner and West (1993) , West and Cao (1993) and West and Turner (1994) . These analyses have, however, been based on the assumption of normally distributed noise terms x j ; the current paper reports on some early work to extend this approach to allow for non-normal noise distributions represented via normal mixtures. The approach via Dirichlet process mixtures is central.
In the next section we describe the Bayesian analysis of normal mixtures such as used in West and Cao (1993) . Section 3 discusses extensions to a mixture of noise dis-tributions, developing Gibbs sampling methods for Markov chain Monte Carlo analysis of posterior and predictive distributions. Section 4 reports on a small simulation study, and Section 5 presents a real data illustration.
Dirichlet Mixture Models
Dirichlet process normal mixtures, as described in Ferguson (1983) and Escobar and West (1995) , underlie the development of our models. Assume data y 1 ; ; y n are conditionally independent and normal, denoted by (y i j i ) N( i ; v i ); write i = ( i ; v i ), and = ( 1 ; ; n ): Assume also that the i are independently drawn from an uncertain prior distribution G; and uncertainty about G itself is expressed through a Dirichlet process model G D( G 0 ); here > 0 is the precision and the distribution function G 0 is the prior mean of G: One important consequence is the discreteness of G; evidenced through the conditional prior for a further parameter, namely ( n+1 j ) a n G 0 ( n+1 ) + a n n X j=1 j ( n+1 )
( 1) where j (x) is the indicator of x = j , and a n = 1=( + n). Consequently, a further observation y n+1 j n+1 N(y n+1 j n+1 ; v n+1 ) has conditional predictive density (y n+1 j ) a n Z N(y n+1 j n+1 ; v n+1 )dG 0 ( n+1 )
This discrete mixture representation underlies uses in density estimation and deconvolution analysis; given the data Y = fy 1 ; ; y n g; the model implies that a further observation can be predicted by this discrete mixture of normals. The moments i are, of course, uncertain, with a posterior (to be determined) p( jY ); knowledge of this posterior permits solution to the Bayesian prediction (or density estimation) problem via computation and summarization of the predictive density
The use of iterative simulation methods for these computations is illustrated in early form in West and Cao (1993) and Escobar and West (1995) . More recent, multivariate developments appear in West, M uller and Escobar (1994) . One important aspect of these models in deconvolution analyses is the fact that, as (1) holds for all positive integers n; the component parameters i will concentrate on a set of k n distinct values, say i ; (i = 1; ; k): Typically k will be rather small, say in single digits, compared to the sample size n which may be rather large. Inference about mixture structure then concerns the number k, the distinct parameters i and the proportions in which the parameter values j are distributed among the distinct values (West and Turner, 1994; West, M uller and Escobar, 1994) .
Mixtures of Mixtures

Model Structure
Our model is structured as follows. First, noise measurements X = (x 1 ; : : : ; x n 0 ) are independently drawn from a Dirichlet process mixture of normals. Explicitly, x i is from a conditional normal distribution with mean i and variance v i ; and ( i ; v i ) has a prior modeled as a Dirichlet process with location distribution G 0 ( i ; v i ) and precision 0 : This is precisely the usual density estimation formulation described in section 2. One useful speci c form for G 0 is the independent normal, inverse gamma in which i N( i jm 0 ; 0 ) independently of v i IG(v i js 0 =2; V 0 =2); for some hyperparameters m 0 ; 0 ; s 0 ; and V 0 :
Here N(:jm; ) denotes the normal distribution with mean m and variance , and IG(vjs=2; V=2) denotes the inverse gamma distribution under which v ?1 has a gamma distribution of shape s=2 and scale V=2.
Second, signal measurements Y = (y 1 ; : : : ; y n 1 ) are generated via y j = j + x j+n 0 where the x j+n 0 are further (unknown) draws from the noise distribution, and the means j are assumed to come from a second Dirichlet process with precision 1 and a location distribution G 1 : We assume G 1 to be normal, i N( i jm 1 ; 1 ):
Finally, we note that the hyperparameters m 0 ; 0 ; m 1 ; 1 ; V 0 ; 0 and 1 may be assigned priors in various classes following West and Cao (1993) and Escobar and West (1995) . We detail the speci c priors used in illustrations below. Given this, the model and prior structure are determined, and analysis and inference rest on the ability to compute posterior and predictive distributions of interest.
Computational Methods
Simulation techniques in Dirichlet mixture models (Bush and MacEachern 1993; West, M uller and Escobar, 1994; Escobar and West, 1995) lie at the heart of the computations here. We note that, given data arising from a Dirichlet mixture of normals as described in Section 2, Markov chain Monte Carlo methods for simulating samples from the posteriors of all parameters are now well developed and used, as in the above references. One speci c technical issue concerns our use of Dirichlet process means G 0 and G 1 that are not directly conjugate to normal based likelihood functions; this leads to complications and modi cations of more standard sampling methods that are detailed and discussed in a rather general context in West, M uller and Escobar (1994) . In that context, the simulations produce samples from the posteriors of the number of distinct mixture components, the distinct component parameters, and the allocation (or con guration) of individual data values to normal components. Hence, it is natural to develop computations for our more complex structure here by mapping onto the simpler Dirichlet mixture framework. This is done as follows.
Begin with some additional notation, namely 0 = ( 1 ; : : : ; n 0 ); v 0 = (v 1 ; : : : ; v n 0 ); 1 = ( n 0 +1 ; : : : ; n 0 +n 1 ); v 1 = (v n 0 +1 ; : : : ; v n 0 +n 1 ); = ( 0 ; 1 ); v = (v 0 ; v 1 ); = ( 1 ; : : : ; n 1 ); Now, suppose the vector of signal means were known, and compute the values x n 0 +j = y j ? j for j = 1; : : : ; n 1 : We then have an extended noise sample, the observed values X = (x 1 ; : : : ; x n 0 ) being complemented by the assumed values x n 0 +1 ; : : : ; x n 0 +n 1 of the latent noise variables. Call this extended noise sample X 0 : Under our model, all n 0 + n 1 values arise from the underlying noise distribution with the D( 0 G 0 ) process prior. Hence, conditional on ; we are in the usual Dirichlet mixture framework and so in a position to sample the posterior for and v given X 0 and : Extensions to include samples of hyperparameters 0 ; m 0 ; 0 and V 0 derive directly from the existing Dirichlet mixture technology (Escobar and West, 1995) .
Reciprocally, we obtain a similar structure for simulating the parameters given the signal data Y; the observed noise data X; the noise means and the variances v: Clearly, we can compute each y j ? n 0 +j ; these values modeled as arising from conditional normal distributions with means j and variances v n 0 +j : Also, the common prior for the j follows the Dirichlet process model D( 1 G 1 ); and so, again, we are in the familiar Dirichlet mixture framework. Thus the standard computational analysis applies, with straightforward extension to include the hyperparameters 1 ; m 1 and 1 :
Thus we have a strategy for simulating parameters in the mixture-mixture framework by linking two conditional sub-models: given a set of values of ; generate a new set of noise parameters and v from the resulting Dirichlet mixture for the extended noise sample; use these parameters as conditional values in the signal model then sampling new values for ; iterating these steps to eventually produce samples from the complete posterior distribution for ( ; ; vjY; X): Extension to include the hyperparameters are straightforward. From here on we assume such samples are available.
Write for the collection of all parameters, so that = f ; v; ; m 0 ; 0 ; V 0 ; 0 ; m 1 ; 1 ; 1 g: Then, the simulation procedure results in a set of sampled values (r) ; r = 1; 2; : : : ; N; say.
The sampled values f (r) ; r = 1; : : : ; Ng permits approximate posterior inferences in the usual way. Interest in deconvolution of the noise distribution rests on summarizing the sampled parameters and v: In particular, each vector has the n 0 + n 1 normal means concentrating on a reduced set of some k 0 n distinct values; inference about the number of normal components in the noise distribution is addressed using the set of values of k 0 across posterior samples. Similar comments apply to inference about the levels in the signal data; each sampled vector will have some k 1 n 1 distinct values, and the set of k 1 values thus generated represents the posterior distribution of the number of distinct levels in the signal distribution.
With respect to predictive questions, these posterior samples of all model parameters permit direct Monte Carlo estimation of predictive density and distribution functions. For the noise case, a future draw x 0 from the noise distribution has a conditional 
Simulation
We discuss some numerical aspects and present the results of a small simulation study. Our simulated data are actually the theoretical quantiles of a chosen`true' underlying mixture. The set of 150 noise data points were computed from the equally weighted mixture of two normal distributions N(xj 1:5; 1); the 150 values being just the exact quantiles of this mixture. The histogram of this`simulated noise data' is shown in Figure 1(a) . Simulated signal data were obtained by generating j and another set of noise data. Levels j are drawn from just two discrete states, 0 and 10, with equal probabilities. The histogram of 150 signal values thus generated is plotted in Figure 1(b) . Simulation analysis is based on 8,000 Monte Carlo draws from 8,000 iterations of the Markov chain simulation schemes. These were obtained after rst \burning-in" the simulation for 2,000 iterations. It took 20 minutes to get the results displayed in Figure 1 on a DECstation 3100 Unix system. Convergence results for this and related Gibbs sampling schemes appear in MacEachern (1994) and Escobar and West (1995) . Experimentation with di ering starting values con rm the results displayed below. Figure 1 shows the predictive density functions for the noise and signal distributions resulting from this analysis. Note the close correspondence between approximate predictive density functions and the corresponding histograms. Figure 1 
Application to Neurophysiological Data
The data given in Figure 2 (a) and 2(b) were collected by Dr D. A. Turner of Duke University Medical Center in an experiment to assess post-synaptic potentials in a physiological preparation. In this case, the noise and signal sample sizes are equal, n 0 = n 1 = 651. The noise histogram indicates a multimodal distribution, and the signal histogram shows evidence of several components which might be modeled via mixtures of mixtures.
The choice of the prior was made for purposes of illustration only. A complete analysis would include an attempt to address sensitivity of results to the prior choice. In our analysis here we only assume an inverse gamma distribution with shape pa- As described in Escobar and West (1995) , these latter distributions indirectly induce priors for the numbers k 0 and k 1 of distinct normal means in the noise and signal distributions respectively. All deconvolution analyses were conditional on k 0 and k 1 . For these priors and this data set, the induced prior probabilities are summarized in the columns labeled \Prior" in Table 1 Conditional on the number of components (k 0 and k 1 ) for each Gibbs iteration, the distinct normal means and all other parameters were obtained. This allows for direct inference on the characteristics of each component of the mixture distribution (West and Cao (1993) ; Escobar and West (1995) ). The approximate predictive noise density appears in Figure 2 Table 1 . We note that, though the prior for the noise distribution was heavily in favor of a single normal distribution, the posterior probabilities strongly suggest two components; the map from prior to posterior for k 0 dramatically indicates the data support for two components. For the signal distribution, a more typical picture emerges in comparison of columns three and four of Table 1. Though the prior for k 1 is heavily concentrated at a single signal level, the posterior is dramatically di erent, supporting at least ve components, and most likely 5, 6 or 7. 
