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Abstract
We study recursive cubes of rings as models for interconnection networks. We
first redefine each of them as a Cayley graph on the semidirect product of an elemen-
tary abelian group by a cyclic group in order to facilitate the study of them by using
algebraic tools. We give an algorithm for computing shortest paths and the distance
between any two vertices in recursive cubes of rings, and obtain the exact value of
their diameters. We obtain sharp bounds on the Wiener index, vertex-forwarding
index, edge-forwarding index and bisection width of recursive cubes of rings. The
cube-connected cycles and cube-of-rings are special recursive cubes of rings, and
hence all results obtained in the paper apply to these well-known networks.
Keywords: Cayley graph; recursive cube of rings; cube-connected cycles; in-
terconnection networks; routing; shortest path; diameter; Wiener index; edge-
forwarding index; vertex-forwarding index; bisection width
1 Introduction
The design and analysis of interconnection networks plays an important role in parallel
computing, cloud computing, VLSI, etc. In the literature, many network structures have
been proposed and studied [2,6,7,17,25,28,33,34] for different purposes. Various factors
need to be considered in order to achieve high performance and low construction costs
of an interconnection network. Among them, vertex-transitivity, small and fixed node
degree, small diameter, recursive construction, existence of efficient routing algorithms
are some of the desirable properties [10, 13, 18, 21]. For example, networks with smaller
diameters will lead to shorter data transmission delay. The forwarding indices [5,12] and
bisection width are also well-known measures of performance of interconnection networks
[10,13,25,28–30,32].
It is widely known [12] that Cayley graphs are good models for interconnection net-
works due to their many desirable properties, including vertex-transitivity and efficient
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routing algorithms. In fact, any Cayley graph admits an all-to-all shortest path routing
that loads all vertices uniformly [14], and some Cayley graphs have analogous properties
with respect to edges [26,33]. In the literature, several families of Cayley graphs, includ-
ing circulants, recursive circulants, hypercubes, cube-connected cycles, cube-of-rings, star
graphs, butterflies and orbital regular graphs, have been studied from the viewpoint of
routing algorithms [10,21,28–30], diameters, and forwarding indices [6,11–13,16,25,26,28–
30]. All-to-all routings that uniformly load all edges along with edge-forwarding indices
were given in [11] for star graphs and in [8, 26, 28–30, 33] for a few families of Frobenius
graphs.
Since the class of Cayley graphs is huge, it is not a surprise that not every Cayley
graph has all desired network properties. For instance, the degrees of hypercubes and
recursive circulants increase with their orders, and the diameters of low degree circulants
are larger than the logarithm of their orders. In order to overcome shortcomings of
existing graphs, Cayley graphs with better performance are in demand. Inspired by the
work in [6], an interesting family of graphs, called recursive cubes of rings, were proposed
as interconnection networks in [27]. A recursive cube of rings is not necessarily a Cayley
graph, as shown in [15,31] by counterexamples to [27, Property 4]. Nevertheless, under a
natural condition this graph is indeed a Cayley graph as we will see later. In [4] the vertex-
disjoint paths problem for recursive cubes of rings was solved by using Hamiltonian circuit
Latin squares, and in [27] the recursive construction of them was given. The diameter
problem for recursive cubes of rings has attracted considerable attention: An upper bound
was given in [27, Property 5] but shown to be incorrect in [31, Example 6]; and another
upper bound was given in [31, Theorem 13] but it was unknown whether it gives the exact
value of the diameter. A result in [15] on the diameter of a recursive cube of rings was
also shown to be incorrect in [31].
1.1 Main results
The purpose of this paper is to conduct a comprehensive study of recursive cubes of rings.
As mentioned above, a recursive cube of rings as defined in [27, 31] is not necessarily a
Cayley graph. We will give a necessary and sufficient condition for this graph to be a
Cayley graph (see Theorem 2.7). We will see that, under this condition (given in (2)),
a recursive cube of rings as in [31] can be equivalently defined as a Cayley graph on the
semidirect product of an elementary abelian group by a cyclic group (see Definition 2.1).
We believe that this definition is more convenient for studying various network properties
of recursive cubes of rings. For example, from our definition it follows immediately that
the cube-connected cycles [22] and cube-of-rings [6] are special recursive cubes of rings.
The above-mentioned condition (see (2)) will be assumed from Section 3 onwards. In
Section 3, we give a method for finding a shortest path between any two vertices and
a formula for the distance between them in a recursive cube of rings (see Theorems 3.2
and 3.3). In Section 4, we give an exact formula for the diameter of any recursive cube
of rings (see Theorem 4.1). This result shows that the upper bound for the diameter
given in [31] is not tight in general, though it is sharp in a special case. In Section 5,
we give nearly matching lower and upper bounds on the Wiener index of a recursive
cube of rings, expressed in terms of the total distance from a fixed vertex to all other
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vertices (see Theorems 5.2 and 5.4). These results will be used in Section 6 to obtain the
vertex-forwarding index (see Theorem 6.1) and nearly matching lower and upper bounds
for the edge-forwarding index (Theorem 6.6) of a recursive cube of rings. Another tool
for obtaining the latter is the theory [25] of integral uniform flows in orbital-proportional
graphs. In Section 7, we give nearly matching lower and upper bounds for the bisection
width of a recursive cube of rings, which improve the existing upper bounds in [15,27,31].
Since the cube-connected cycles [22] and cube-of-rings [6] are special recursive cubes
of rings, all results obtained in this paper are valid for these well known networks. In
particular, we recover a couple of existing results for them in a few case, and obtain new
results for them in the rest cases. All results in the paper are also valid for the network
RCR-II(d, r, n− d) [31] with dr ≡ 0 mod n (see the discussion in Section 2.2).
Our study in this paper shows that recursive cubes of rings enjoy fixed degree, loga-
rithmic diameter and relatively small forwarding indices in some cases, and flexible choice
of order and other invariants when their defining parameters vary. Therefore, they are
promising topologies for interconnection networks.
1.2 Terminology and notation
All graphs considered in the paper are undirected graphs without loops and multi-edges
unless stated otherwise. Since any interconnection network can be modelled as a graph,
we use the terms ‘graph’ and ‘network’ interchangeably.
A path of length n between two vertices u and v in a graph X is a sequence u =
u0, e1, u1, e2, . . . , un−1, en, un = v, where u0, u1, . . . , un−1, un are pairwise distinct vertices
of X and e1, e2, . . . , en are pairwise distinct edges of X such that ei is the edge joining
ui−1 and ui, 1 ≤ i ≤ n. We may simply represent such a path by u0, u1, . . . , un−1, un
or e1, e2, . . . , en. A path between u and v with minimum length is called a shortest path
between u and v. The distance between u and v in X, denoted by dist(u, v), is the length
of a shortest path between them in X, and is ∞ if there is no path in X between u
and v. The diameter of X is defined as diam(X) := maxu,v∈V (X) dist(u, v). The Wiener
index of X is defined as W (X) :=
∑
u,v∈V (X) dist(u, v), with the sum over all unordered
pairs of vertices u, v of X. The Wiener index is important for chemical graph theory [3]
but is difficult to compute in general. It is also used to estimate (or compute) the edge-
forwarding index of a network (see [28,30,33]).
A permutation of V (X) is called an automorphism of X if it preserves the adjacency
and non-adjacency relations of X. The set of all automorphisms of X under the usual
composition of permutations is a group, Aut(X), called the automorphism group of X. If
Aut(X) is transitive on V (X), namely any vertex can be mapped to any other vertex by an
automorphism of X, then X is called vertex-transitive. The definition of an edge-transitive
graph is understood similarly.
If X is vertex-transitive, then define the total distance td(X) of X to be the sum of
the distances from any fixed vertex to all other vertices in X. It can be easily seen that,
for a vertex-transitive graph X, the average distance of X is equal to td(X)/(|V (X)|− 1)
and the Wiener index of X is given by W (X) = |V (X)|td(X)/2.
Let G be a group and S be a subset of G such that 1G /∈ S and s−1 ∈ S for s ∈ S,
where 1G is the identity element of G. Then the Cayley graph on G with respect to the
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connection set S, denoted by Cay(G,S), is defined to have vertex set G such that u, v ∈ G
are adjacent if and only if u−1v ∈ S. It is known that Cay(G,S) is connected if and only
if S is a generating set of G. It is also well known that G acts on itself by left-regular
multiplication as a group of automorphisms of Cay(G,S). That is, every g ∈ G gives
rise to an automorphism gˆ : G → G, u 7→ g−1u of Cay(G,S), and the group of these
permutations gˆ form a vertex-transitive subgroup of Aut(Cay(G,S)) that is isomorphic
to G. In particular, Cay(G,S) is vertex-transitive.
Let K and H be two groups such that H acts on K as a group. This is to say that,
for any k ∈ K, h ∈ H, there corresponds an element of K denoted by ϕh(k) such that
ϕ1H (k) = k, ϕh2(ϕh1(k)) = ϕh2h1(k) and ϕh(k1k2) = ϕh(k1)ϕh(k2) for any k, k1, k2 ∈ K
and h, h1, h2 ∈ H. (In other words, ϕ : h 7→ ϕh defines a homomorphism from H to
Aut(K).) The semidirect product of K by H with respect to this action, denoted by
K oϕH, is the group defined on K ×H (= {(k, h) : k ∈ K,h ∈ H}) with operation given
by
(k1, h1)(k2, h2) = (k1ϕh1(k2), h1h2). (1)
(A few equivalent definitions of the semidirect product exist in the literature. We use the
one in [1, pp. 22–23] for convenience of our presentation.)
Throughout the paper we assume that n, d and r are positive integers with n ≥ 2 and
n ≥ d, and log a is meant log2 a. From Section 3 onwards we assume that r ≥ 3.
2 Recursive cubes of rings
In this section we give our definition of a recursive cube of rings. This network is essentially
the network RCR-II defined in [31], which in turn is a modified version of the original
recursive cube of rings introduced in [27]. However, unlike [27] and [31], we impose a
condition (see (2) below) to ensure that the network is a Cayley graph and so has the
desired symmetry. Without this condition a recursive cube of rings does not behave
nicely – it may not even be regular – as shown in [15,31]. The treatment in our paper is
different from that in [27] and [31]: We define a recursive cube of rings (under condition
(2)) as a Cayley graph on the semidirect product of an elementary abelian 2-group by a
cyclic group. This definition makes the adjacency relation easier to understand and also
facilitates subsequent studies of such networks as we will see later.
2.1 Recursive cubes of rings
Denote by ei the row vector of Fn2 (the n-dimensional vector space over the 2-element
field F2 = {0, 1}) with the ith coordinate 1 and all other coordinates 0, and denote its
transpose by eᵀi , 1 ≤ i ≤ n. An important convention for our discussion is that the
subscripts of these vectors are taken modulo n, so that e0 is en, en+1 is e1, e−2 is en−2,
and so on. Define
M = [eᵀ2, . . . , e
ᵀ
n, e
ᵀ
1]
and treat it as an element of the multiplicative group GL(n, 2) of invertible n×n matrices
over F2. Then Mn = In is the identity element of GL(n, 2) and
eiM
j = ei+j
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for any integers i and j. It can be verified that, under the condition
dr ≡ 0 mod n, (2)
the mapping
ϕ : Zr → Aut(Zn2 ) = GL(n, 2), x 7→ ϕx
defined by
ϕx(a) = aM
dx, a = (a1, a2, . . . , an) ∈ Zn2 , x ∈ Zr (3)
is a homomorphism from Zr to Aut(Zn2 ). In other words, the rule (3) defines an action as
a group of the cyclic group Zr on the elementary abelian 2-group Zn2 . (Since Mn = In,
the exponent dx of M can be thought as taken modulo n.) In fact, for any integers x, y
with x ≡ y mod r, by (2) and the fact Mn = In we have Mdx = Mdy and so ax defined
in (3) does not rely on the choice of the representative x ∈ Zr. Moreover, for a, b ∈ Zn2
and x, y ∈ Zr, we have ϕ0(a) = a, ϕy(ϕx(a)) = ϕy(aMdx) = (aMdx)Mdy = aMd(x+y) =
ϕx+y(a) and ϕx(a + b) = (a + b)M
dx = aMdx + bMdx = ϕx(a) + ϕx(b). Since the
operations of Zn2 and Zr are additions, it follows that indeed (3) defines an action of Zr
on Zn2 as a group.
Define
G := Zn2 oϕ Zr
to be the semidirect product of Zn2 by Zr with respect to the action (3). In view of (1),
the operation of G is given by
(a, x)(b, y) = (a + bMdx, x+ y),
where the second coordinate x+ y is taken modulo r. It can be verified that the identity
element of G is (0n, 0) and the inverse of (a, x) in G is (−aM−dx, r − x), where 0n =
(0, 0, . . . , 0) is the identity element of Zn2 .
Definition 2.1. Let r ≥ 1, n ≥ 2 and d ≥ 1 be integers such that n ≥ d and dr ≡ 0
mod n. Define Qn(d, r) to be the Cayley graph Cay(G,S) on G = Zn2 oϕ Zr with respect
to the connection set
S := {(0n, 1), (0n, r − 1), (e1, 0), (e2, 0), . . . , (ed, 0)}. (4)
In other words, Qn(d, r) has vertex set G such that for any (a, x) ∈ G the neighbours of
(a, x) are:
(a) (a, x)(ei, 0) = (a + ei+dx, x), 1 ≤ i ≤ d;
(b) (a, x)(0n, 1) = (a, x+ 1) and (a, x)(0n, r − 1) = (a, x− 1).
We call Qn(d, r) a recursive cube of rings.
The edge joining (a, x) and (a+ei+dx, x) is called a cube edge of Qn(d, r) with direction
ei, and (a + ei+dx, x) is called a cube neighbour of (a, x).
The edges joining (a, x) and (a, x + 1), (a, x− 1) are two ring edges of Qn(d, r), and
these two vertices are the ring neighbours of (a, x).
The cycle (a, 0), (a, 1), . . . , (a, r−1), (a, 0) of Qn(d, r) with length r is called the a-ring
of Qn(d, r).
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Since dr is a multiple of n by our assumption, whenever x ≡ y mod r we have
(a+ei+dx, x) = (a+ei+dy, y), and so Qn(d, r) is well-defined as an undirected graph. We
may think of Qn(d, r) as obtained from the n-dimensional cube Qn (with vertex set Zn2 )
by replacing each vertex a by the corresponding a-ring and then adding cube edges by
using rule (a) in Definition 2.1. See Figure 1 for an illustration.
(000, 0) (100, 0)
(111, 0)
(110, 0)
(111, 1)
(101, 2)
(011, 2)
(001, 1)
(010, 1)
Figure 1: Q3(2, 3) and Q3(1, 3)
The next lemma shows that recursive cubes of rings are common generalizations
of three well-known families of interconnection networks, namely, hypercubes, cube-
connected cycles CCn and cube-of-rings COR(d, r) [6]. CCn can be defined as the Cayley
graph on Zn2 × Zn such that (a, x) is adjacent to (b, y) if and only if either a = b and
x ≡ y ± 1 mod n, or b = a + e1+x and x ≡ y mod n (see e.g. [25]). COR(d, r) can be
defined [6, Lemma 2] as the Cayley graph on the semidirect product of Zdr2 by Zr with
operation given by (a, x)(b, y) = (aMdy + b, x + y), with respect to the connection set
{(0dr, 1), (0dr, r − 1), (e1, 0), (e2, 0), . . . , (ed, 0)}.
Lemma 2.2. The following hold:
Qn ∼= Qn(n, 1), CCn ∼= Qn(1, n), COR(d, r) ∼= Qdr(d, r).
In other words, hypercubes, cube-connected cycles and cubes-of-rings are special recursive
cubes of rings.
Proof. When r = 1, we have Zn2 oϕ Z1 ∼= Zn2 and Qn ∼= Qn(n, 1) by the definitions of the
two graphs. By the discussions above, CCn is the Cayley graph on Zn2 oϕZn with respect
to the connection set {(0n, 1), (0n, n− 1), (e1, 0)}; hence, CCn is isomorphic to Qn(1, n).
Similarly, COR(d, r) is isomorphic to Qdr(d, r). In fact, the permutation of Zn2 × Zr
defined by (a, x) 7→ (a, x)−1 = (−aM−dx, r − x) is an isomorphism from COR(d, r) to
Qdr(d, r).
Since hypercubes have been well studied, we will not consider them anymore. Also,
we will not consider the less interesting case where r = 2, for which the neighbours
(a, x+ 1) and (a, x− 1) of (a, x) are identical and the ring edges {(a, x), (a, x+ 1)} and
{(a, x), (a, x− 1)} are parallel edges. We assume r ≥ 3 in the rest of this paper.
The following observation follows from the definition of Qn(d, r) immediately.
Lemma 2.3. Suppose r ≥ 3. Then Qn(d, r) is a connected (d+ 2)-regular graph with 2nr
vertices and 2n−1r(d+ 2) edges.
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Proof. Only the connectedness requires justification. Since dr ≡ 0 mod n, we may as-
sume dr = tn for some integer t. Since i + dx runs over all integers from 1 to tn when i
is running from 1 to d and x from 0 to r − 1, the set S given in (4) is a generating set of
Zn2 oϕ Zr. Hence Qn(d, r) is connected.
It is worth mentioning that in general Qn(d, r) may not be edge-transitive as CCn is
not edge-transitive [13].
Denote
D(x) := {i+ dx mod n : 1 ≤ i ≤ d}, x ∈ Zr. (5)
Lemma 2.4. For any fixed a ∈ Zn2 and j with 1 ≤ j ≤ n, there are exactly dr/n distinct
cube edges of Qn(d, r) with direction ej that are incident to some vertices of the a-ring,
namely the edges joining (a, xl) and (a+ej, xl), where xl = b(j+ln−1)/dc, 0 ≤ l < dr/n.
Proof. The cube neighbours of (a, x) are precisely those (a + ej, x) such that j ∈ D(x).
By (2) we have dr = tn for some positive integer t. Since 1 ≤ j ≤ n and {i + dx : 1 ≤
i ≤ d, 0 ≤ x < r} = ∪t−1l=0 {ln + 1, . . . , (l + 1)n} is the set of integers from 1 to tn, there
are exactly t distinct pairs (i, x) such that j = i + dx mod n, namely (il, xl) defined by
xl = b(j + ln − 1)/dc and il = j + ln − dxl, 0 ≤ l < dr/n. From this and (5) the result
follows.
In the special case when r = n, by Lemma 2.4, there are exactly d cube edges in
each direction incident to any given a-ring in Qn(d, n). Thus Qn(d, n) can be thought
as a generalization of cube-connected cycles; we call it the d-ply cube-connected cycles of
dimension n.
2.2 A larger family of networks
We now justify that, under condition (2), Qn(d, r) is isomorphic to a recursive cube of
rings in the sense of [31], and vice versa. In [27], a recursive cube of rings was defined to
have vertex set Zn2 × Zr such that (a, x) is adjacent to (b, y) if and only if either a = b
and x ≡ y ± 1 mod r, or x ≡ y mod r and b = a + ej, where j = n − x(n − d) − i if
n ≥ i+x(n−d) and j = i−dx mod n otherwise for some 1 ≤ i ≤ d. It was claimed in [27]
that this is a Cayley graph. However, as shown in [15,31], in general this graph may not
even be regular and so not even be vertex-transitive without condition (2). A modified
definition of a recursive cube of rings was given in [31]. We now restate this definition
using a different language. Q−n (d, r) below is precisely the graph RCR-II(d, r, n − d)
in [31].
Definition 2.5. Let n ≥ 2, d ≥ 1 and r ≥ 1 be integers. Define Q−n (d, r) to be the graph
with vertex set Zn2 ×Zr such that (a, x) and (b, y) are adjacent if and only if either a = b
and x ≡ y ± 1 mod r, or b = a + ei−dx and x ≡ y mod r for some i with 1 ≤ i ≤ d.
We call this graph a general recursive cube of rings and the edge between (a, x) and
(a+ ei−dx, x) a ‘cube edge’ with ‘direction’ ei−dx. It is known that Q−n (d, r) is connected
if and only if dr ≥ n [31, Theorem 3]. Note that (2) is not required in the definition of
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Q−n (d, r). In [31, Theorem 9] it was shown that, if (2) is satisfied, then Q
−
n (d, r) is vertex-
transitive. The next lemma asserts that under this condition Q−n (d, r) is isomorphic to
Qn(d, r) and hence is actually a Cayley graph.
Lemma 2.6. If dr ≡ 0 mod n, then Q−n (d, r) ∼= Qn(d, r).
Proof. Since dr ≡ 0 mod n, similar to (3) the rule θx(a) = aM−dx, a ∈ Zn2 , x ∈ Zr,
defines an action of Zr on Zn2 . The operation of the corresponding semidirect product
of Zn2 by Zr is given by (a, x)(b, y) = (a + bM−dx, x + y). It can be verified that the
Cayley graph on this semidirect product with respect to the same connection set S as
in (4) is exactly Q−n (d, r). Moreover, the permutation of the set Zn2 × Zr defined by
(a, x) 7→ (a, r − x) is an isomorphism from Q−n (d, r) to Qn(d, r).
The next result shows that, if r ≥ 3 and n ≥ 2d, then condition (2) is necessary and
sufficient for Q−n (d, r) to be a Cayley graph. Therefore, all results in the rest of this paper
are about RCR-II(d, r, n− d) with dr ≡ 0 mod n.
Theorem 2.7. Let r ≥ 3 and n ≥ 2d. Then Q−n (d, r) is a connected Cayley graph if and
only if dr ≡ 0 mod n.
A proof of this result will be given in Appendix A.
3 Shortest paths in Qn(d, r)
Since Qn(d, r) is a Cayley graph, for any (a, x), (b, y) ∈ G, if
P(a,x) : (0n, 0), (a1, x1), . . . , (al, xl) = (a, x)
is a path from (0n, 0) to (a, x), then
(b, y)P(a,x) : (b, y), (b, y)(a1, x1), . . . , (b, y)(al, xl)
is a path from (b, y) to (b, y)(a, x). Moreover, the former is a shortest path if and only if
the latter is a shortest path. Therefore, to find a shortest path between any two vertices,
it suffices to find a shortest path from (0n, 0) to any (a, x) ∈ G. This is what we are going
to do in this section.
Suppose that P is a path in Qn(d, r) from (0n, 0) to (a, x) with s cube edges. Removing
these s cube edges from P results in s+ 1 subpaths, each of which is a path in a ring and
is called a segment. Such a segment may contain only one vertex, and this happens if and
only if this vertex is incident to two cube edges or it is (0n, 0) or (a, x) and incident to
a cube edge on P . The first segment must be on the 0n-ring, say from (0n, 0) to (0n, x1)
for some x1 ∈ Zr. If the cube edge on P incident to (0n, x1) is in direction ei1 , then
the second segment must be on the ei1-ring from (ei1 , x1) to, say, (ei1 , x2). In general,
for 1 ≤ t ≤ s + 1, we may assume that the tth segment is on the (ei1 + · · · + eit−1)-ring
connecting (ei1+· · ·+eit−1 , xt−1) and (ei1+· · ·+eit−1 , xt) for some i1, . . . , it−1 ∈ {1, . . . , n}
and xt−1, xt ∈ Zr, where ei0 is interpreted as 0n and x0 = 0. This implies that, for
1 ≤ t ≤ s, the tth cube edge on P is in direction eit and it connects (ei1 + · · ·+ eit−1 , xt)
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and (ei1 + · · · + eit−1 + eit , xt) (see Figure 2). By the definition of Qn(d, r), we have
it ∈ D(xt) for 1 ≤ t ≤ s. So every path P in Qn(d, r) from (0n, 0) to (a, x) determines
two tuples, namely, (x0, x1, . . . , xs, xs+1) and (i1, . . . , is), where x0 = 0, xs+1 = x and
ei1 + · · ·+ eis = a. Conversely, any two tuples
xˆ = (x0, x1, . . . , xs, xs+1), iˆ = (i1, . . . , is), (6)
such that it ∈ D(xt) for each t, x0 = 0, xs+1 = x and ei1 + · · ·+ eis = a, give rise to 2s+1
paths in Qn(d, r) from (0n, 0) to (a, x) with s cube edges and s+ 1 segments, because the
tth segment can be one of the two paths from (ei1 + · · ·+eit−1 , xt−1) to (ei1 + · · ·+eit−1 , xt)
on the (ei1 + · · ·+eit−1)-ring. If we choose the shorter of these two paths for every t, then
we get a path from (0n, 0) to (a, x) with shortest length among all these 2
s+1 paths, and
this shortest length is s+ l(xˆ) (which is independent of iˆ), where we define
l(xˆ) :=
s+1∑
t=1
min{|xt − xt−1|, r − |xt − xt−1|}.
If a path contains two cube edges with the same direction ei, then it has a subpath
of the form (b, y0), (b + ei, y0), . . . , (b + ei, y1), (b + ei + ej1 , y1), . . . , (b + ei + ej1 + · · ·+
ejt , yt), (b+ej1 + · · ·+ejt , yt), and by replacing this subpath with (b, y0), . . . , (b, y1), (b+
ej1 , y1), . . . , (b + ej1 + · · · + ejt , yt) we obtain a shorter path with the same end-vertices.
Therefore, any shortest path from (0n, 0) to (a, x) contains exactly one cube edge in
direction ei if ai = 1 and no cube edge in direction ei if ai = 0. Thus the number of cube
edges in any shortest path from (0n, 0) to (a, x) is equal to ‖a‖, where
‖a‖ :=
n∑
i=1
ai
is the Hamming weight of a.
Define an (a, x)-sequence to be a tuple xˆ = (x0, x1, . . . , xs, xs+1) with xt ∈ Zr for each
t such that x0 = 0, xs+1 = x, s = ‖a‖, and for every i with ai = 1 there is a unique t
with i ∈ D(xt). Denote
l(a, x) := min
xˆ
l(xˆ), (7)
with the minimum running over all (a, x)-sequences xˆ. An (a, x)-sequence achieving the
minimum in (7) is said to be optimal. Denote by dist((0n, 0), (a, x)) the distance between
(0n, 0) and (a, x) in Qn(d, r). The discussion above implies the following results.
Lemma 3.1. (a) Any (a, x)-sequence xˆ = (x0, x1, . . . , xs, xs+1) and any iˆ = (i1, . . . , is)
such that ait = 1 and it ∈ D(xt) for 1 ≤ t ≤ s and s = ‖a‖, give rise to 2s+1 paths in
Qn(d, r) from (0n, 0) to (a, x).
(b) The minimum length among the paths obtained from xˆ and iˆ is equal to ‖a‖+ l(xˆ).
(c) dist((0n, 0), (a, x)) = ‖a‖+ l(a, x).
In the rest of this section, we give a method for finding optimal (a, x)-sequences (or
equivalently shortest paths from (0n, 0) to (a, x)). We need to handle the cases dr = n
and dr ≥ 2n separately because for each i, by Lemma 2.4, x ∈ Zr with i ∈ D(x) is unique
in the former but not in the latter.
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(0n, 0)
(0n, x1)
ei1
(a, xs)
(a, x)· · · · · ·
(e1 + · · · + et−1, xt−1)
(e1 + · · · + et−1, xt)
(e1 + · · · + et, xt)
(e1 + · · · + et, xt+1)
eit−1
eit
eit+1
eis
Figure 2: Segments of a path from (0n, 0) to (a, x)
3.1 Case dr = n
In this case, by Lemma 2.4, for every 1 ≤ i ≤ n there is a unique y ∈ Zr such that
i ∈ D(y). Hence any (a, x)-sequence can be obtained from any other (a, x)-sequence by
permuting entries (while fixing the first and last entries). So a sequence (y0, y1, . . . , ys+1)
satisfying yt−1 ≤ yt, 1 ≤ t ≤ s + 1, is obtained by reordering the entries of any (a, x)-
sequence. This sequence is uniquely determined by (a, x), with y0 = 0 and x = yt∗ for
some 0 ≤ t∗ ≤ s + 1. If yt∗ < ys+1, then (y0, y1, . . . , ys+1) is not an (a, x)-sequence as
ys+1 6= x. Denote
yˆa,x := (y0, y1, . . . , ys+1, ys+2), ys+2 = r. (8)
Define
L1(a, x) :=
{
max{yt − yt−1 : 1 ≤ t ≤ t∗}, x 6= 0,
0, x = 0
L2(a, x) := max{yt − yt−1 : t∗ + 1 ≤ t ≤ s+ 2}.
Since ys+2 > ys+1, L2(a, x) ≥ 1, and if x 6= 0, then L1(a, x) ≥ 1. Choose t with 1 ≤ t ≤ t∗
such that yt − yt−1 = L1(a, x) when x 6= 0, and t = 0 when x = 0. Now let
xˆ1 = (y0, y1, . . . , yt−1, ys, . . . , yt+1, yt, x), (9)
with assumption that yt−1 = 0 when t = 0. Choose t with t∗ + 1 ≤ t ≤ s + 2 such that
yt − yt−1 = L2(a, x), and let
xˆ2 = (y0, ys, . . . , yt, y1, y2, . . . , yt−1, x). (10)
(See Figure 3 for an illustration.) It is clear that xˆ1 and xˆ2 are (a, x)-sequences. There
exists iˆ1 = (i1, i2, . . . , it−1, is, . . . , it) which together with xˆ1 satisfies (6). A path from
(0n, 0) and (a, x) can be obtained from xˆ
1 and iˆ1 as described above, whose length is
‖a‖+ l(xˆ1) by Lemma 3.1. Similarly, a path from (0n, 0) and (a, x) can be obtained from
xˆ2 and iˆ2 = (is, is−1, . . . , it, i1, . . . , it−1), whose length is ‖a‖ + l(xˆ2). We now show that
either xˆ1 or xˆ2 is an optimal (a, x)-sequence and so l(a, x) = min{l(xˆ1), l(xˆ2)}.
Theorem 3.2. Suppose dr = n. Then
l(a, x) = min{r + x− 2L1(a, x), r + (r − x)− 2L2(a, x)} (11)
and so
dist((0n, 0), (a, x)) = ‖a‖+ min{r + x− 2L1(a, x), r + (r − x)− 2L2(a, x)}. (12)
Moreover, if l(xˆ1) ≤ l(xˆ2) (respectively, l(xˆ2) ≤ l(xˆ1)), then xˆ1 (respectively, xˆ2) is an
optimal (a, x)-sequence.
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y1
yt−1
yt
x
ys
ys−1
y0
y1
yt−1
yt
x
ys
y2
L1(a, x)
L2(a, x)
Figure 3: Case dr = n: (a, x)-sequences xˆ1 and xˆ2
Proof. Let xˆ = (x0, x1, . . . , xs+1) be an arbitrary (a, x)-sequence, where x0 = 0, xs+1 = x
and s = ‖a‖. From the discussion above, the sequence (y0, y1, . . . , ys+1) is obtained by
reordering the entries of xˆ such that yt−1 ≤ yt, for 1 ≤ t ≤ s + 1. Let Cr be the cycle
with vertex set {0, 1, 2, . . . , r − 1} and edges joining 0 and 1, 1 and 2, . . ., r − 1 and 0.
Any path P from (0n, 0) to (a, x) by using xˆ with minimum length gives rise to a walk W
from 0 to x on Cr, obtained by treating each segment of P as a path on Cr. The length
of W is equal to l(xˆ).
Case 1: W contains all edges of Cr. In this case we have l(xˆ) ≥ min{r + x, 2r − x}.
Case 2: At least one edge of Cr is not contained in W . In this case there is exactly
one t with 1 ≤ t ≤ s + 2 such that the path yt−1, yt−1 + 1, . . . , yt − 1, yt is not in W .
Conversely, for any 1 ≤ t ≤ s + 2, there is a walk W as above which does not use the
path yt−1, yt−1 + 1, . . . , yt − 1, yt. If x ≥ yt, then l(xˆ) ≥ 2yt−1 + (r − yt) + (x − yt) =
r+x−2(yt−yt−1); if x ≤ yt−1, then l(xˆ) ≥ 2(r−yt)+yt−1+(yt−1−x) = 2r−x−2(yt−yt−1).
By the definition of L1(a, x) and L2(a, x), the smallest lower bound for l(xˆ) obtained in
Case 2 is
l(xˆ) ≥ min{r + x− 2L1(a, x), 2r − x− 2L2(a, x)}. (13)
Since L1(a, x) ≥ 0 and L2(a, x) ≥ 1, we have min{r + x, 2r − x} ≥ min{r + x −
2L1(a, x), 2r− x− 2L2(a, x)}. In addition, for xˆ1 and xˆ2 defined in (9) and (10), respec-
tively, we have l(xˆ1) ≤ r+x−2L1(a, x) and l(xˆ2) ≤ 2r−x−2L2(a, x). Therefore, by (13),
l(a, x) = min{l(xˆ1), l(xˆ2)} = min{r + x− 2L1(a, x), 2r − x− 2L2(a, x)}, which together
with Lemma 3.1 implies (12). Moreover, xˆj with l(xˆj) = min{l(xˆ1), l(xˆ2)}, j ∈ {1, 2}, is
an optimal (a, x)-sequence.
We remark that l(xˆ1) ≤ r+x−2L1(a, x) and equality holds if xˆ1 is an optimal (a, x)-
sequence. Similarly, l(xˆ2) ≤ 2r − x − 2L2(a, x) and equality holds if xˆ2 is an optimal
(a, x)-sequence.
Remark. In the special case when d = 1 and r = n (that is, when Qn(d, r) = CCn),
Theorem 3.2 gives rise to [25, Lemma 1].
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3.2 Case dr ≥ 2n
Given (a, x) ∈ G, let iˆ = (i1, i2, . . . , is) be such that ait = 1 for 1 ≤ t ≤ s and i1 < i2 <
· · · < is, where s = ‖a‖. Since dr/n ≥ 2, by Lemma 2.4 applied to j = i1, i2, . . . , is, there
exist two (a, x)-sequences
yˆ = (y0, y1, . . . , ys, ys+1), zˆ = (z0, z1, z2, . . . , zs, zs+1) (14)
such that yt = b(it−1)/dc, zt = b(it+dr−n−1)/dc and it ∈ D(yt)∩D(zt) for 1 ≤ t ≤ s.
It is clear that 0 ≤ yt−1 ≤ yt ≤ b(n−1)/dc = dn/de−1 and r−dn/de ≤ zt−1 ≤ zt ≤ r−1
for 2 ≤ t ≤ s. Denote k = dn/ded − n. Then 0 ≤ k ≤ d − 1. Since (it − d)/d ≤ yt ≤
(it − 1)/d, we have it = kt + dyt for some 1 ≤ kt ≤ d and every 1 ≤ t ≤ s. Therefore,
zt = b(kt + dyt + dr − n− 1)/dc and so
zt = yt + r − dn/de+ qt, 1 ≤ t ≤ s, (15)
where qt = b(kt + k − 1)/dc = 0 or 1. Note that if n ≡ 0 mod d, then qt = 0 for every t.
In the following we show how to obtain an optimal (a, x)-sequence from yˆ and zˆ.
In the case when x ≤ br/2c, if x < ys, then let h, 1 ≤ h ≤ s, be such that yh−1 ≤ x <
yh. Define
L1(a, x) :=
{
max{yh − x+ qh, yj − yj−1 + qj, dn/de− ys :h < j ≤ s}, x < ys,
dn/de − x, ys ≤ x ≤ br/2c.
Similarly, if x > br/2c and x > z1, then let 1 ≤ l ≤ s be such that zl < x ≤ zl+1. Define
L2(a, x) :=
{
max{x− zl +ql, zj+1−zj + qj, z1−r + dn/de :0 ≤ j ≤ l}, x >z1,
dn/de − (r − x), z1 ≥ x > br/2c.
If x < ys, then L1(a, x) ≥ yh − x+ qh ≥ 1; if x > z1, then L2(a, x) ≥ zl − x+ ql ≥ 1.
Theorem 3.3. Suppose dr ≥ 2n. Then the following hold.
(a) If 0 ≤ x ≤ br/2c, then l(a, x) = 2dn/de − x− 2L1(a, x) and so
dist((0n, 0), (a, x)) = ‖a‖+ 2dn/de − x− 2L1(a, x).
(b) If br/2c < x ≤ r − 1, then l(a, x) = 2dn/de − (r − x)− 2L2(a, x) and so
dist((0n, 0), (a, x)) = ‖a‖+ 2dn/de − (r − x)− 2L2(a, x).
Proof. (a) Let iˆ, yˆ and zˆ be as defined in (14). If x ≥ ys, then yˆ is an optimal (a, x)-
sequence since l(a, x) ≥ min{x, r − x} and l(yˆ) = x as x ≤ br/2c and 0 = y0 ≤ y1 ≤
· · · ≤ ys ≤ ys+1 = x. Hence the length of the path obtained from yˆ and iˆ is ‖a‖+ x and
the result follows if x ≥ ys. If x < ys, then let
xˆt = (0, zs, zs−1, . . . , zt, y1, y2, . . . , yt−1, x), 1 ≤ t ≤ s+ 1, (16)
with the understanding that xˆ1 = (0, zs, zs−1, . . . , z1, x) and xˆs+1 = yˆ. Since ij ∈
D(yj) ∩ D(zj) for 1 ≤ j ≤ s, each xˆt is an (a, x)-sequence corresponding to iˆt =
12
(is, is−1, . . . , it, i1, . . . , it−1), 1 ≤ t ≤ s + 1. (See Figure 4 for an illustration.) Thus,
for 2 ≤ t ≤ s, we have
l(xˆt) = min{zs, r − zs}+
s∑
j=t+1
min{zj−zj−1, r−(zj−zj−1)}+ min{|zt − y1|, r−|zt − y1|}
+
t−1∑
j=2
min{yj − yj−1, r − (yj − yj−1)}+ min{|x− yt−1|, r − |x− yt−1|}.
Since r > 2dn/de − 2 (as dr ≥ 2n), we have zt − y1 ≥ zt − yt ≥ br/2c by (15). Moreover,
since r > 2dn/de − 2, r − dn/de ≤ zj ≤ r − 1 and 0 ≤ yj ≤ dn/de − 1, we have
zj − zj−1 ≤ br/2c and yj − yj−1 ≤ br/2c, for 1 ≤ j ≤ s. Hence, for 2 ≤ t ≤ s, the
computation above together with (15) gives
l(xˆt) = (r − zt) +
s∑
j=t+1
(zj − zj−1) + r − (zt − y1) +
t−1∑
j=2
(yj − yj−1) + |x− yt−1|
= 2(r − zt) + yt−1 + |x− yt−1|
= 2(dn/de − yt − qt) + yt−1 + |x− yt−1|, 2 ≤ t ≤ s.
In addition, l(xˆ1) = (r − z1) + min{z1 − x, r − (z1 − x)} and l(xˆs+1) = ys + min{|ys −
x|, r− |ys − x|} = 2ys − x as 0 ≤ x < ys ≤ br/2c. As above, let h be such that 1 ≤ h ≤ s
and yh−1 ≤ x < yh. Then
(i) l(xˆs+1) = 2dn/de − x− 2(dn/de − ys);
(ii) l(xˆt) = 2dn/de − x− 2(yt − yt−1 + qt), h < t ≤ s;
(iii) l(xˆh) = 2dn/de+ x− 2(yh + qh) = 2dn/de − x− 2(yh − x+ qh);
(iv) l(xˆt) = 2dn/de+ x− 2(yt + qt) ≥ l(xˆh), 2 ≤ t < h; and
(v) l(xˆ1) = min{r − x, 2(r − z1) + x} ≥ min{2dn/de − x− 2, 2(dn/de − y1 − q1) + x} ≥
min{2dn/de − x − 2(yh − x + qh), 2dn/de − x − 2(y1 − x + q1)} as r > 2dn/de − 2.
Note that y1 − x + q1 ≤ yh − x + qh since either h = 1, or h > 1 and y1 < yh, or
h > 1 and q1 ≤ qh if y1 = yh as i1 < ih. Thus l(xˆ1) ≥ l(xˆh) in each case.
Therefore,
min
1≤t≤s+1
l(xˆt) = min
h≤t≤s+1
l(xˆt) = 2dn/de − x− 2L1(a, x). (17)
Now it remains to show that l(wˆ) ≥ 2dn/de − x − 2L1(a, x) for any (a, x)-sequence
wˆ = (w0, w1, . . . , ws+1) 6= xˆt, 1 ≤ t ≤ s+ 1. Let kˆ = (k1, k2, . . . , ks) be a permutation of iˆ
such that kj ∈ D(wj), 1 ≤ j ≤ s. By Lemma 2.4, wj = b(kj + ljn − 1)/dc for 1 ≤ j ≤ s
and some 0 ≤ lj ≤ dr/n− 1.
Case 1: There exists 1 ≤ j ≤ s such that wj is contained in neither yˆ nor zˆ. Then
1 ≤ lj ≤ dr/n− 2 and so bn/dc ≤ wj ≤ r − dn/de. Since x < ys < dn/de, it follows that
l(wˆ) ≥ min{wj, r − wj}+ min{|x− wj|, r − |x− wj|} ≥ 2ys − x = l(xˆs+1).
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Figure 4: Case dr ≥ 2n: (a, x)-sequences
Case 2: wj is contained in either yˆ or zˆ for every j with 1 ≤ j ≤ s. If wj is contained in
yˆ (respectively, zˆ) for all j with 1 ≤ j ≤ s, then wˆ is obtained from xˆs+1 (respectively, xˆ1)
by permuting its entries and so l(wˆ) ≥ l(xˆs+1) (respectively, l(wˆ) ≥ l(xˆ1)). Otherwise, let
2 ≤ t ≤ s be the smallest integer such that zt is an entry of wˆ and so wˆ must contain yt−1.
Then either wˆ = (0, . . . , zt, . . . , yt−1, . . . , x) or wˆ = (0, . . . , yt−1, . . . , zt, . . . , x). Therefore,
l(wˆ) ≥ min{(r − zt) + (r − (zt − yt−1)) + |x − yt−1|, yt−1 + r − (zt − yt−1) + min{zt −
x, r+ x− zt}} = min{2(r− zt) + yt−1 + |x− yt−1|, 2yt−1 + r− x, 2yt−1 + 2(r− zt) + x} as
zt − yt−1 ≥ br/2c. Hence l(wˆ) ≥ min{l(xˆt), l(xˆ1), l(xˆt)}.
In both cases above, there exists some 1 ≤ t ≤ s + 1 such that l(wˆ) ≥ l(xˆt). So, by
(17), l(a, x) = l(xˆt) for some h ≤ t ≤ s+ 1, and any xˆt achieving the minimum in (17) is
an optimal (a, x)-sequence. Therefore, the result follows from Lemma 3.1.
(b) The proof is similar to that in case (a) and so is omitted.
Remark. From the proof of Theorem 3.3, for any (a, x) ∈ G with x ≤ br/2c, xˆt given in
(16) is an optimal (a, x)-sequence whenever l(xˆt) = 2dn/de−x−2L1(a, x), h ≤ t ≤ s+1.
Thus, xˆt and its corresponding iˆt give rise to a shortest path from (0n, 0) to (a, x) by
Lemma 3.1. Similarly, for any (a, x) ∈ G with x > br/2c, let yˆ and zˆ be as defined in
(14) and 1 ≤ l ≤ s be such that zl < x ≤ zl+1. Let
xˆt = (0, y1, . . . , yt, zs, zs−1, . . . , zt+1, x), 1 ≤ t ≤ s+ 1,
where xˆ1 and xˆs+1 are respectively interpreted as zˆ and yˆ. Then xˆt is an optimal (a, x)-
sequence whenever l(xˆt) = 2dn/de − (r − x) − 2L2(a, x), 0 ≤ t ≤ l. By Lemma 3.1, xˆt
and iˆt = (i1, i2, . . . , it−1, is, . . . , it) give rise to a shortest path from (0n, 0) to (a, x).
4 Diameter of Qn(d, r)
In [27, Theorem 5] it was claimed that the diameter of Q−n (d, r) (see Section 2.2) is equal to
n+d(r−3)/2e, and in [15, Theorem 3] it was claimed that diam(Q−n (d, r)) ≤ n+br/2c+1.
As noticed in [31], these results are incorrect. In [31, Theorem 13] it was proved that
diam(Q−n (d, r)) is bounded from above by n + b3r/2c − 1 if r ≤ 3 and n + b3r/2c − 2
if r ≥ 4. But still the precise value of diam(Q−n (d, r)) was unknown. We give the exact
value of diam(Qn(d, r)) in the following theorem. Our result shows in particular that the
bound diam(Q−n (d, r)) ≤ n + b3r/2c − 2 (r ≥ 4) is tight when dr = n but not in general
(by Lemma 2.6, Q−n (d, r) ∼= Qn(d, r) when dr = n).
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Theorem 4.1. If dr = n, then
diam(Qn(d, r)) =
{
n+ r, if r = 3,
n+ b3r/2c − 2, if r ≥ 4.
If dr ≥ 2n, then
diam(Qn(d, r)) = n+ max{br/2c, 2dn/de − 2}.
Proof. Since Qn(d, r) is vertex-transitive, diam(Qn(d, r)) = max(a,x)∈G dist((0n, 0), (a, x)).
Suppose dr = n first. By (12),
dist((0n, 0), (a, 0)) = ‖a‖+ min{r, 2r − 2L2(a, 0)} ≤ n+ r.
We claim that this upper bound is achieved by (a, 0) = (1n, 0). In fact, for 1 ≤ i ≤
n + 2, we have yi − yi−1 = 0 or 1 in yˆ1n,0 (given in (8)). Hence L2(1n, 0) = 1. So
min{r, 2r − 2L2(1n, 0)} = r and dist((0n, 0), (1n, 0)) = n+ r.
By (12), for any (a, x) ∈ G with x 6= 0, since L1(a, x), L2(a, x) ≥ 1, we have
dist((0n, 0), (a, x)) ≤ ‖a‖+ min{r + x− 2, 2r − x− 2} ≤ n+ 3br/2c − 2.
This upper bound is achieved by (a, x) = (1n, br/2c). In fact, for 1 ≤ i ≤ n + 2 we have
yi − yi−1 = 0 or 1 in yˆ1n,br/2c and hence L1(1n, br/2c) = L2(1n, br/2c) = 1. Note that the
maximum of min{r+ x− 2, 2r− x− 2} is 3br/2c − 2, which is attained when x = br/2c.
Thus, diam(Qn(d, r)) = max{n+ r, n+ b3r/2c − 2} if dr = n, as claimed.
Now suppose dr ≥ 2n. For (a, x) ∈ G with 0 ≤ x ≤ br/2c, dist((0n, 0), (a, x)) =
‖a‖+ 2dn/de−x−2L1(a, x) by Theorem 3.3. If L1(a, x) = dn/de−x, then 2dn/de−x−
2L1(a, x) = x ≤ br/2c; otherwise, 2dn/de − x− 2L1(a, x) ≤ 2dn/de − 2 as L1(a, x) ≥ 1.
Thus,
dist((0n, 0), (a, x)) ≤ n+ max{br/2c, 2dn/de − 2}.
Note that for any (1n, x), in yˆ = (0, y1, . . . , yn, x) as given in (14), we have y0 = 0,
yn = dn/de − 1, and either yt = yt−1 or yt = yt−1 + 1, 1 ≤ t ≤ n. In particular, for
(a, x) = (1n, br/2c), we have ys < dn/de ≤ x and so L1(1n, br/2c) = dn/de − x. This
implies dist((0n, 0), (1n, br/2c)) = n + br/2c. On the other hand, for (a, x) = (1n, 0), we
have 0 ≤ yt− yt−1 + qt ≤ 2, where qt = b(k+ kt− 1)/dc = 0 or 1 and 0 ≤ k, kt− 1 ≤ d− 1
as defined in the beginning of Section 3.2. For any t with yt = yt−1 + 1, since it = it−1 + 1,
it−1 ∈ D(yt−1) and it ∈ D(yt), we have dyt + kt = it = it−1 + 1 = dyt−1 + kt−1 + 1, that
is, d + kt = 1 + kt−1. Since 1 ≤ kt−1, kt ≤ d, we have kt−1 = d and kt = 1. Therefore,
qt = 0, yt − yt−1 + qt = 1 and so L1(1n, 0) = max1≤t≤n(yt − yt−1 + qt) = 1. Hence
dist((0n, 0), (1n, 0)) = n+ 2dn/de − 2.
Similar to the case 0 ≤ x ≤ br/2c, for any (a, x) ∈ G with br/2c < x ≤ r − 1,
dist((0n, 0), (a, x)) ≤ n + max{dr/2e − 1, 2dn/de − 3} ≤ n + max{br/2c, 2dn/de − 2}.
Therefore, diam(Qn(d, r)) = n + max{br/2c, 2dn/de − 2} if dr ≥ 2n, and diam(Qn(d, r))
is attained by ((0n, 0), (1n, br/2c)) or ((0n, 0), (1n, 0)).
It would be ideal if the diameter of a network is of logarithmic order of its number of
vertices. In view of Theorem 4.1, Qn(d, r) has this property when r = O(n).
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Applying Theorem 4.1 to the d-ply cube-connected cycles Qn(d, n), the cube-of-rings
COR(d, r) and the cube-connected cycles CCn (see Lemma 2.2), we obtain the following
corollary. In particular, we recover the formulas for diam(COR(d, r)) and diam(CCn)
as special cases of Theorem 4.1. It was claimed in [6, Theorem 4] that the diameter
of COR(d, r) is d(r + 1) + br/2c − 2 when r ≥ 4. Unfortunately, its proof contains a
computation error and this formula is incorrect except when d = r.
Corollary 4.2. (a) diam(Qn(d, n)) = n+ max{bn/2c, 2dn/de − 2} for n ≥ d ≥ 2;
(b) diam(COR(d, r)) = (d+ 1)r if r = 3, and diam(COR(d, r)) = (d+ 1)r + br/2c − 2 if
r ≥ 4;
(c) diam(CCn) = 2n if n = 3, and diam(CCn) = b5n/2c − 2 if n ≥ 4 ([9]).
5 Total distance in Qn(d, r)
In this section we give bounds for td(Qn(d, r)) =
∑
(a,x)∈G dist((0n, 0), (a, x)). Since
∑
(a,x)∈G
‖a‖ = r
∑
a∈Zn2
‖a‖ = r
n∑
i=0
(
n
i
)
i = 2n−1nr,
by Lemma 3.1,
td(Qn(d, r)) =
∑
(a,x)∈G
(‖a‖+ l(a, x)) = 2n−1nr +
∑
(a,x)∈G
l(a, x). (18)
It remains to estimate
∑
(a,x)∈G l(a, x), and for this purpose we will use the notions of
integer partitions and k-compositions of integers.
5.1 Case dr = n
Since dr = n, by (11),
∑
(a,x)∈G l(a, x) =
∑
(a,x)∈G min{r + x − 2L1(a, x), 2r − x −
2L2(a, x)}. In order to give a good estimate of this sum, we will give a lower bound
for the number of vertices (a, x) such that L1(a, x) ≤ g (or L2(a, x) ≤ g) for a certain
g ≥ 1.
Let 2 ≤ z ≤ r be an integer. For any c = (cd+1, cd+2, . . . , cdz) ∈ Zd(z−1)2 , let
wˆc = (w0, w1, . . . , ws, ws+1)
be such that w0 = 0, ws+1 = z, 1 ≤ wi ≤ wi+1 ≤ z − 1 for 1 ≤ i ≤ s− 1, and ci ∈ D(wi)
for 1 ≤ i ≤ s, where s = ‖c‖. Since dr = n, wˆc is well defined and unique. Define
V (z) :=
{
c ∈ Zd(z−1)2 : max
0≤i≤s
(wi+1 − wi) ≤ dlog2 ze
}
.
Lemma 5.1. For 2 ≤ z ≤ r − 1, we have
|V (z)| ≥ 2d(z−1) (1− 2z1−d log z) .
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A proof of this lemma will be given in Appendix B.
Theorem 5.2. Suppose dr = n. If r ≥ 29, then
2n−2r2(2d+ 5)
(
1− 20 log
2 r
2n+ 5r
)
≤ td(Qn(d, r)) ≤ 2n−2r2(2d+ 5)
(
1− 8(r − 1)
2nr + 5r2
)
; (19)
and if 3 ≤ r < 29, then
2n−2(2nr + r2) ≤ td(Qn(d, r)) ≤ 2n−2(2nr + 5r2 − 8r + 8). (20)
Proof. Note that for any (a, x) with a = (a1, a2, . . . , an) ∈ Zn2 , the sequence in (8) is
exactly the same as that for (a′, r − x) but with reverse order for all entries except the
first and last ones, where a′ = (an, . . . , a2, a1). Therefore, L1(a, x) = L2(a′, r − x) and
L2(a, x) = L1(a
′, r − x). Consequently, we have l(a, x) = l(a′, r − x) and so∑
a∈Zn2
l(a, x) =
∑
a∈Zn2
l(a, r − x). (21)
By (11), if x = 0, then l(a, x) ≤ r; and if x 6= 0, then l(a, x) ≤ r + x − 2 since
L1(a, x) ≥ 1. Setting δ = 0 if r is odd and δ = 1 if r is even, then, by (21), we have
∑
(a,x)∈G
l(a, x) ≤
∑
a∈Zn2
2 b(r−1)/2c∑
x=1
l(a, x) + δl(a, br/2c) + l(a, 0)

≤ 2n+1
br/2c∑
x=1
(r + x− 2) + δ2n(b3r/2c − 2) + 2nr
≤ 2n−2(5r2 − 8r + 8), (22)
which together with (18) gives the upper bounds in (19) and (20) after straightforward
manipulations.
It remains to prove the lower bounds in (19) and (20). Observe that (11) and (21)
together yield
∑
(a,x)∈G
l(a, x) ≥ 2
b(r−1)/2c∑
x=1
∑
a∈Zn2
min{r + x− 2L1(a, x), 2r − x− 2L2(a, x)}.
Case 1: Assume first that r ≥ 29 and denote h = blog2 rc. Then 2h ≤ br/2c. For any
(a, x) with h ≤ x ≤ br/2c − h, since L1(a, x) ≥ 1 and L2(a, x) ≥ 1, if
L1(a, x) ≤ dlog2 xe and L2(a, x) ≤ dlog2(r − x)e, (23)
then 2L2(a, x)− 2L1(a, x) ≤ 2L2(a, x)− 2 ≤ 2h ≤ r − 2x, that is, 2r − x− 2L2(a, x) ≥
r + x− 2L1(a, x).
Denote by Nx the number of elements (a, x) ∈ G such that 2r − x − 2L2(a, x) ≥
r+x−2L1(a, x). If b ∈ V (x) and b′ ∈ V (r−x), then (a, x) = ((a1, a2, . . . , ad, b, adx+1, . . . ,
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adx+d, b
′), x) satisfies (23) for arbitrary (a1, a2, . . . , ad), (adx+1, . . . , adx+d) ∈ Zd2. Con-
versely, for any (a, x) satisfying (23), we have (ad+1, ad+2, . . . , adx) ∈ V (x) and (ad(x+1)+1,
. . . , adr−1, adr) ∈ V (r−x). Thus, by Lemma 5.1, for h ≤ x ≤ br/2c−h, there are at least
22d2d(x−1)(1 − 2x1−d log x)2d(r−x−1)(1 − 2(r − x)1−d log(r−x)) elements in Zn2 satisfying (23),
that is, Nx ≥ 2n(1− 2x1−d log x)(1− 2(r−x)1−d log(r−x)). Since h ≤ x ≤ br/2c−h, we have
x1−d log x ≤ 1/(210r) and (r−x)1−d log(r−x) ≤ 1/(210r), and therefore Nx ≥ 2n(1−1/(29r))2.
This together with r + x − 2L1(a, x) ≥ (r + x)(1 − 2dlog2 xe/(r + x)) ≥ (r + x)(1 −
2dlog2 he/(r + h)) implies that for r ≥ 29,
∑
(a,x)∈G
l(a, x) ≥ 2
b(r−1)/2c−h∑
x=h
Nx(r + x− 2L1(a, x))
≥ 2
b(r−1)/2c−h∑
x=h
2n(1− 1/(29r))2(r + x)(1− 2dlog2 he/(r + h))
≥ 2n+1(1− 2.03(log2 h)/r)
b(r−1)/2c−h∑
x=h
(r + x)
= 2n−2(1− 2.03(log2 h)/r) (5r2 − (20r − 8)h− 10r)
≥ 5.2n−2r2(1− (4 log2 r/r)). (24)
Combining this with (18), we obtain the lower bound in (19).
Case 2: Now assume 3 ≤ r < 29. Note that l(a, 0) ≥ 2 except for the 2d vertices(a, 0)
with a = (a1, . . . , ad, 0 . . . , 0) for which L2(a, 0) = r. Hence
∑
a∈Zn2 l(a, 0) ≥ 2(2n− 2d) ≥
2n by 2d ≤ n and (11). If 1 ≤ x ≤ r/2, then l(a, x) ≥ x since L1(a, x) ≤ x and
L2(a, x) ≤ r − x. Therefore,
∑
(a,x)∈G
l(a, x) ≥ 2
∑
a∈Zn2
br/2c∑
x=1
x+
∑
a∈Zn2
l(a, 0) ≥ 2n+1
br/2c∑
x=1
x+ 2n ≥ 2n−2r2. (25)
This together with (18) implies the lower bound in (20).
5.2 Case dr ≥ 2n
Similar to Section 5.1, in order to estimate td(Qn(d, r)) we will give a lower bound for
the number of vertices (a, x) with L1(a, x) ≤ g for a certain g ≥ 1. For this purpose
we will consider integer sequences 0 = x0 < x1 < · · · < xk ≤ xk+1 = m such that
max1≤i≤k+1(xi − xi−1) ≤ g. We call a solution (r1, r2, . . . , rk) to the equation:
r1 + r2 + · · ·+ rk = m
with all ri’s positive integers a k-composition of m. It is known that the number of
k-compositions of m is
(
m−1
k−1
)
. Any k-composition (r1, r2, . . . , rk) of m gives rise to a
sequence 0 = x0 < x1 < · · · < xk = xk+1 = m, where xi =
∑i
j=1 rj, 1 ≤ i ≤ k. Clearly,
max1≤i≤k+1(xi − xi−1) = max1≤i≤k ri. Also any (k + 1)-composition (r1, r2, . . . , rk, rk+1)
of m gives rise to a sequence 0 = x0 < x1 < · · · < xk < xk+1 = m, where xi =
∑i
j=1 rj,
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1 ≤ i ≤ k, which satisfies max1≤i≤k+1(xi − xi−1) = max1≤i≤k+1 ri. Hence, for any fixed
k with dm/ge ≤ k ≤ m, the number of sequences 0 = x0 < x1 < · · · < xk = xk+1 = m
(respectively, 0 = x0 < x1 < · · · < xk < xk+1 = m) with max1≤i≤k+1(xi − xi−1) ≤ g is
equal to the number of k-compositions (r1, r2, . . . , rk) (respectively, (k + 1)-compositions
(r1, r2, . . . , rk+1)) of m with 1 ≤ ri ≤ g for each i.
Given integers a < b and k with (b − a)/dlog(b − a)e ≤ k ≤ b − a, we defined an
[a, b]k-sequence to be an integer sequence 0 = x0 < x1 < · · · < xk ≤ xk+1 = m such
that max1≤i≤k+1(xi − xi−1) ≤ dlog(b − a)e. The next lemma is a key step towards an
asymptotic formula for td(Qn(d, r)) to be given in Theorem 5.4.
Lemma 5.3. Given an integer m ≥ 9, for k with m/dlogme ≤ k ≤ m let bk be the
number of [0,m]k-sequences. Then, for g = dlogme and any real number z ≥ 2,(
1− (2/(z + 1))dlogme) (z + 1)m ≤ m∑
k=dm/ge
bkz
k ≤ (z + 1)m.
We postpone the proof of this technical lemma to Appendix C.
Set
αn,d,r :=
{
(12dn/de3/2 log(2dn/de))/(2nr + r2 + 8dn/de2), if dn/de ≥ 100,
8dn/de2/(2nr + r2 + 8dn/de2), if dn/de < 100. (26)
Note that 0 < αn,d,r < 1 and αn,d,r can be arbitrarily small for sufficiently large 2
nr.
Theorem 5.4. Suppose dr ≥ 2n. Then
2n−1
(
nr + br2/2c+ 4dn/de2) (1− αn,d,r) ≤ td(Qn(d, r)) (27)
≤ 2n−1 (nr + br2/2c+ 4dn/de2) .
Proof. Set q := dn/de in this proof. For any (a, x) ∈ G, we have L1(a, x) = L2(a′, r −
x) in view of (14) and so l(a, x) = l(a′, r − x), where a = (a1, a2, . . . , an) and a′ =
(an, . . . , a2, a1). So
∑
a∈Zn2 l(a, x) =
∑
a∈Zn2 l(a, r − x) for any 1 ≤ x ≤ b(r − 1)/2c.
Setting δ = 0 if r is odd and δ = 1 if r is even, we then have
∑
(a,x)∈G
l(a, x) = 2
∑
a∈Zn2
b(r−1)/2c∑
x=0
l(a, x)−
∑
a∈Zn2
l(a, 0) + δ
∑
a∈Zn2
l(a, br/2c). (28)
Note that
∑
a∈Zn2 l(a, 0) ≤
∑
a∈Zn2 (2q−2) < 2n+1q and when r is even,
∑
a∈Zn2 l(a, br/2c) =∑
a∈Zn2 (r/2) = 2
n−1r.
Denote
V := {(a, x) ∈ G : ys ≤ x ≤ b(r − 1)/2c, where yˆ is as in (14)},
where s = ‖a‖. So (a, x) ∈ V if and only if either x ≥ q − 1, or 0 ≤ x ≤ q − 2 and
ai = 0 for d(x + 1) < i ≤ n. Thus, for any (a, x) ∈ V , we have L1(a, x) = q − x and so
l(a, x) = x by Theorem 3.3. Therefore,
∑
a∈Zn2
b(r−1)/2c∑
x=0
l(a, x) = A1 + A2 + A3, (29)
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where
A1 =
q−2∑
x=0
∑
(a,x)/∈V
(2q − x− 2L1(a, x)),
A2 =
q−2∑
x=0
∑
(a,x)∈V
x =
q−2∑
x=0
2d(x+1)x =
2dq
(2d − 1)2
(
(2d − 1)(q − 2)− 1)+ 22d
(2d − 1)2 , (30)
A3 =
∑
a∈Zn2
b(r−1)/2c∑
x=q−1
x = 2n−1 b(r − 1)/2c b(r + 1)/2c − 2n−1 (q2 − 3q + 2) . (31)
In (30) we used the fact that, for a fixed x with 0 ≤ x ≤ q − 2, the number of elements
(a, x) ∈ V is equal to 2d(x+1). Since 2dq/(2d − 1) ≤ 2n, we have
2n−d+1q ≤ A2 ≤ 2n(q − 2) + 4. (32)
Since L1(a, x) ≥ 1, we have
A1 ≤
∑
a∈Zn2
q−2∑
x=0
(2q − x− 2) ≤ 2n
q−2∑
x=0
(2q − x− 2) = 2n−1(3q2 − 5q + 2) < 3 · 2n−1q2. (33)
Combining this with (28), (29), (31) and (32), we obtain∑
(a,x)∈G
l(a, x) ≤ 2n−1 (br2/2c+ 4q2) , (34)
which together with (18) gives the upper bound in (27) for all possible q.
Now we give a lower bound for A1 and thus a lower bound for td(Qn(d, r)).
Case 1: q ≥ 100. For a fixed x with 0 ≤ x ≤ q−√q, denote g = dlog(q−x−1)e. (Note
that q− x− 1 ≥ 9 and g > 3 as q ≥ 100.) Denote by Wx,k the set of [x, q− 1]k-sequences.
Denote by Nx,k the number of vertices (a, x) with yˆ = (y0, y1, . . . , yt, yt+1, . . . , yt+k, x)
such that yt ≤ x and the sequence x < yt+1 < · · · < yt+k ≤ q − 1 belongs to Wx,k.
Note that for any such (a, x), we have (a, x) /∈ V and L1(a, x) ≤ g + 1. For a fixed
sequence yt+1, . . . , yt+k, the number of vertices (a, x) with yˆ as above is 2
d(x+1)(2d − 1)k
since (a1+dyj , . . . , ad+dyj) 6= (0, 0, . . . , 0) for t + 1 ≤ j ≤ t + k. Thus, for any x with
0 ≤ x ≤ q −√q and k with (q − x− 1)/g ≤ k ≤ q − x− 1, we have
Nx,k = 2
d(x+1)(2d − 1)k|Wx,k|.
On the other hand, 2q− x− 2L1(a, x) ≥ 2q− x− 2(g+ 1) = (2q− x)(1− (g+ 1)/(q−
x/2)) ≥ (2q−x)(1−(log q)/√q). Denote l1 = d(q−x−1)/ge and l2 = q−x−1. Applying
Lemma 5.3 to m = q − x− 1, we have
A1 ≥
∑q−√q
x=0
∑l2
k=l1
Nx,k(2q − x)
(
1− log q√
q
)
=
∑q−√q
x=0 2
d(x+1)(2q − x)
(
1− log q√
q
)∑l2
k=l1
(2d − 1)k|Wx,k|
≥ 2dq
(
1− log q√
q
) (
1− 2
2d log q
)∑q−√q
x=0 (2q − x)
≥ 3 · 2n−1q2
(
1− log q√
q
)(
1− 2
qd
)(
1−
√
q−1
q
− q−2
√
q
2q2
)
≥ 3 · 2n−1q2
(
1− log(2q)√
q
)
.
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From this and (28), (29), (31) and (32), we obtain
∑
(a,x)∈G
l(a, x) ≥ 2n−1 (br2/2c+ 4q2)(1− 12q3/2 log(2q)
r2 + 8q2
)
. (35)
Plugging this into (18) yields the lower bound in (27) for q ≥ 100.
Case 2: 1 ≤ q < 100. Suppose q ≥ 2 first. For any (a, x) /∈ V with 0 ≤ x ≤ q − 2, we
have L1(a, x) ≤ q−x−1 since ys > x. Moreover, for any fixed x with 0 ≤ x ≤ q−2, there
are 2n−2d(x+1) elements (a, x) in G\V . This together with the fact that ∑ki=0 izi ≤ 2kzk
for z = 2d implies that
A1 ≥
q−2∑
x=0
∑
(a,x)/∈V
(x+ 2) =
q−2∑
x=0
(2n − 2d(x+1))(x+ 2) ≥ 2n−1(q2 − q).
This together with (28), (29), (31) and (32) yields∑
(a,x)∈G
l(a, x) ≥ 2n−1br2/2c.
On the other hand, if q = 1, then V = G and it can be verified that
∑
(a,x)∈G l(a, x) =
2n−1br2/2c. Hence, for 1 ≤ q < 100, we have
∑
(a,x)∈G
l(a, x) ≥ 2n−1 (br2/2c+ 4q2)(1− 8q2
r2 + 8q2
)
. (36)
Combining this with (18), we obtain the lower bound in (27) for 1 ≤ q < 100.
Remark. (a) When 2nr is large, αn,d,r is small and so (27) gives
td(Qn(d, r)) ≈ 2n−1
(
nr + br2/2c+ 4dn/de2) .
(b) Define
βn,d,r :=
{
(12dn/de3/2 log(2dn/de))/(r2 + 8dn/de2), if dn/de ≥ 100,
8dn/de2/(r2 + 8dn/de2), if dn/de < 100. (37)
Since r ≥ 2n/d, βn,d,r can be arbitrarily small for sufficiently large r. In the next section
we will use the following bounds obtained from the proof of Theorem 5.4:
2n−1
(br2/2c+ 4dn/de2) (1− βn,d,r) ≤ ∑
(a,x)∈G
l(a, x) ≤ 2n−1 (br2/2c+ 4dn/de2) . (38)
The lower bound here is sharp when n = d (see Case 2 in the proof of Theorem 5.4), while
the upper bound is nearly tight for sufficiently large 2nr.
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6 Forwarding indices
An all-to-all routing, abbreviated as a routing in the sequel, in a connected graph is a set
of oriented paths in the graph that contains exactly one path between every ordered pair
of vertices. A shortest path routing is a routing which consists of shortest paths.
Given a graph X and a routing R in X, the load of an edge e ∈ E(X) with respect to
R is the number of paths in R passing through e in either direction. The maximum load
on edges of X with respect to R is denoted by pi(X,R). The edge-forwarding index [12]
of X is defined as
pi(X) = min
R
pi(X,R), (39)
where the minimum is taken over all routings R in X. Similarly, the load of v ∈ V (X)
with respect to a routing R is the number of paths in R with v as an internal vertex.
The maximum load on vertices of X with respect to R is denoted by ξ(X,R). The
vertex-forwarding index [5] of X is defined as
ξ(X) = min
R
ξ(X,R), (40)
with the minimum taken over all routings R in X. The minimal edge- and vertex-
forwarding indices of X, denoted by pim(X) and ξm(X), are defined in the same way
as in (39) and (40) respectively, with the minimum taken over all shortest path routings
in X. These four forwarding index problems are known to be NP-complete for general
graphs [16,23].
In this section, αn,d,r and βn,d,r are as given in (26) and (37), respectively.
6.1 Vertex-forwarding index
It is known [13] that any Cayley graph X admits a shortest path routing that loads all
vertices uniformly. It follows that ξ(X) = ξm(X) =
∑
v∈V (X) dist(u, v)− (|V (X)| − 1) [13,
Theorem 3.6], where u is any fixed vertex of X.
Theorem 6.1. We have ξ(Qn(d, r)) = ξm(Qn(d, r)) and the following hold:
(a) if dr = n and r ≥ 29, then
2n−2r2(2d+ 5)
(
1− 4 log
2 r + 4
2n+ 5r
)
≤ ξ(Qn(d, r)) ≤ 2n−2r2(2d+ 5)
(
1− 12r − 8
2nr + 5r2
)
;
and if dr = n and 3 ≤ r < 29, then
2n−2(2nr + r2 − 4r) ≤ ξ(Qn(d, r)) ≤ 2n−2(2nr + 5r2 − 12r + 8);
(b) if dr ≥ 2n, then
2n−1
(
nr+br2/2c+4dn/de2)(1− αn,d,r) ≤ ξ(Qn(d, r))≤2n−1(nr+br2/2c+4dn/de2) .
Proof. Since ξ(Qn(d, r)) = ξm(Qn(d, r)) = td(Qn(d, r))− 2nr + 1, the results follow from
Theorems 5.2 and 5.4.
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As a consequence of Theorem 6.1 and Lemma 2.2, we obtain the following corollary, of
which part (c) gives the known result on the vertex-forwarding index of the cube-connected
cycles, that is, ξ(CCn) = ξm(CCn) = 7n
22n−1(1− o(1)) [32].
Corollary 6.2. (a) ξ(Qn(d, n)) = ξm(Qn(d, n)) = 2
n−1(n2 + bn2/2c + 4dn/de2) (1 −
O((log n) /(
√dn/de(3d2 + 8))) for d ≥ 2;
(b) if r ≥ 29, then ξ(COR(d, r)) = ξm(COR(d, r)) and
2dr−2r2(2d+5)
(
1− 4 log
2 r
(2d+ 5)r
)
≤ ξ(COR(d, r)) ≤ 2dr−2r2(2d+5)
(
1− 12r − 8
(2d+ 5)r2
)
;
and if 3 ≤ r < 29, then ξ(COR(d, r)) = ξm(COR(d, r)) and
2dr−2(2dr2 + r2 − 4r) ≤ ξ(COR(d, r)) ≤ 2dr−2(2dr2 + 5r2 − 12r + 8);
(c) If 3 ≤ n < 29, then ξ(CCn) = ξm(CCn) and
2n−2(3n2 − 4n) ≤ ξ(CCn) ≤ 2n−2(7n2 − 12n+ 8);
and if n ≥, then ξ(CCn) = ξm(CCn) and ([32])
7 · 2n−2n2(1− (4 log2 n)/(7n)) ≤ ξ(CCn) ≤ 7 · 2n−2n2(1− (12n− 8)/(7n2)).
6.2 Edge-forwarding index
We will use the theory of orbit proportional Cayley graphs [25] in our study the edge-
forwarding index problem for Qn(d, r). Given a graph X = (V,E) and a subgroup H of
Aut(X), the H-orbit on E(X) containing a given e ∈ E(X) is {g(e) : g ∈ H}, and the
stabiliser of u ∈ V (X) in H is Hu = {g ∈ H : g(u) = u}. Define
Hu,v = (Hu)v = {g ∈ H : g(u) = u, g(v) = v}
for distinct vertices u, v ∈ V (X).
Let R¯ = ∪(u,v)∈V×V R¯uv be the set of all paths in X, where R¯uv is the set of all uv-paths
in X. A uniform flow [25] in X is a function f : R¯ → [0, 1] such that ∑P∈R¯uv f(P ) = 1
for any distinct vertices u, v ∈ V . A path P in X is active (under f) [25] if f(P ) > 0.
The flow f is called integral if f(P ) ∈ {0, 1} for any P ∈ R¯. An integral uniform flow is
essentially the same as an all-to-all routing. Given a subgroup H ≤ Aut(X), a uniform
flow f is called H-invariant if f(P ) = f(g(P )) for all g ∈ H and P ∈ R¯, where g(P ) is
the image of P under g.
Lemma 6.3. ([25, Theorem 1]) Let X = (V,E) be a graph and H a subgroup of Aut(X).
Then there exists an H-invariant uniform flow f ∗ in X such that any active path under
f ∗ is a shortest path and the number of active paths is at most |Huv|.
The H-invariant uniform flow in Lemma 6.3 is integral if |Huv| = 1 for every pair
u, v of distinct vertices. Denote by E1, E2, . . . , Ek the H-orbits on E(X). Of course
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{E1, E2, . . . , Ek} is a partition of E(X). We say that X is H-orbit proportional [25] if for
any shortest uv-path P and any uv-path P ′ in X,
|E(P ) ∩ Ei| ≤ |E(P ′) ∩ Ei|, i = 1, 2, . . . , k. (41)
In particular, for 1 ≤ i ≤ k, |E(P ) ∩ Ei| = min |E(P ′) ∩ Ei| with the minimum running
over all P ′ ∈ R¯uv. Moreover, for 1 ≤ i ≤ k, we have |E(P )∩Ei| = |E(P ′)∩Ei| if both P
and P ′ are shortest uv-paths. Not all Cayley graphs are orbit proportional.
It was proved in [24, Theorem 4] that if X is H-orbit proportional and f ∗ is an H-
invariant uniform flow in X such that any active path is a shortest path (the existence
of f ∗ is guaranteed by Lemma 6.3), then pi(X) = maxe∈E(X)
∑
P :e∈P f
∗(P ). On the other
hand, for e, e′ ∈ Ei, we have
∑
P :e∈P f
∗(P ) =
∑
P :e′∈P f
∗(P ) since f ∗ is H-invariant.
Therefore, what was proved in [24, Lemma 5] is the following result:
pi(X) = pim(X) = max
e∈E(X)
∑
P :e∈P
f ∗(P ) = max
1≤i≤k
∑
(u,v) |E(Puv) ∩ Ei|
|Ei| , (42)
where Puv is any shortest uv-path in X.
Now let us return to the edge-forwarding index problem for Qn(d, r). Since Qn(d, r)
is vertex-transitive, by [13], we have
pi(Qn(d, r)) ≥ |G| td(Qn(d, r))/|E|. (43)
Define
E0 := {{(a, x), (a, x+ 1)} : (a, x) ∈ G},
Ei := {{(a, x), (a + ei+dx, x)} : (a, x) ∈ G}, 1 ≤ i ≤ d.
Then |E0| = 2nr and |Ei| = 2n−1r for 1 ≤ i ≤ d. It can be verified that {E0, E1, . . . , Ed}
is a partition of the edge set of Qn(d, r).
Since Qn(d, r) is a Cayley graph on G, G can be viewed as a subgroup of Aut(Qn(d, r))
(see Section 1.2). So we can talk about G-orbits on E(Qn(d, r)).
Lemma 6.4. E0, E1, . . . , Ed are the G-orbits on E(Qn(d, r)).
Proof. Since (0n, 0) is the identity element of G, by Definition 2.1, E0 is the G-orbit on
E(Qn(d, r)) containing {(0n, 0), (0n, 1)} and Ei is the G-orbit on E(Qn(d, r)) containing
{(0n, 0), (ei, 0)}, 1 ≤ i ≤ d. Since {E0, E1, . . . , Ed} is a partition of E(Qn(d, r)), these are
all G-orbits on E(Qn(d, r)).
Lemma 6.5. Qn(d, r) is G-orbit proportional if and only if n ≡ 0 mod d.
Proof. Suppose that n ≡ 0 mod d. Let (a, x) ∈ G and let P and P ′ be paths from
(0n, 0) to (a, x) in Qn(d, r). Suppose that P is a shortest path so that |P | = ‖a‖+ l(a, x)
by Lemma 3.1. For 1 ≤ j ≤ n, if aj = 1 (respectively, aj = 0), then P ′ contains an
odd (respectively, even) number of cube edges {(b, y), (b + ej, y)} in direction ej, and P
contains exactly one (respectively, zero) such edges by Lemma 3.1. On the other hand, we
claim that any two cube edges {(b, y), (b + ej, y)} and {(b′, y′), (b′ + ej, y′)} in the same
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direction ej are in the same G-orbit Ek for some k. In fact, by Definition 2.1, we have j ∈
D(y)∩D(y′) and so k+dy ≡ k′+dy′ mod n for some 1 ≤ k, k′ ≤ d. Since n ≡ 0 mod d by
our assumption, k = k′ and hence (b+ej, y) = (b, y)(ek, 0) and (b
′+ej, y′) = (b
′, y′)(ek, 0).
In other words, both {(b, y), (b+ ej, y)} and {(b′, y′), (b′ + ej, y′)} are in the G-orbit Ek.
This together with what we proved above implies that |E(P ) ∩ Ei| ≤ |E(P ′) ∩ Ei| for
1 ≤ i ≤ d. Moreover, |E(P ) ∩ E0| ≤ |E(P ′) ∩ E0|, for otherwise there exists an (a, x)-
sequence xˆ obtained from segments of P ′ such that l(xˆ) < l(a, x), which is a contradiction.
Therefore, (41) is satisfied and so Qn(d, r) is G-orbit proportional.
Suppose that n 6≡ 0 mod d. Then dr ≥ 2n by (2). By Lemma 2.4, there exist
1 ≤ j ≤ n, 1 ≤ k, k′ ≤ d and y, y′ ∈ Zr such that y 6= y′, k 6= k′ and j = dy+ k = dy′ + k′
mod n. Let y, 0 ≤ y < r, be such that j ∈ D(y) and min{y, r−y} ≤ min{y′, r−y′} for any
0 ≤ y′ < r with j ∈ D(y′). The path (0n, 0), . . . , (0n, y), (ej, y), . . . , (ej, 0) is a shortest
path with exactly one edge in Ek, and the path (0n, 0), . . . , (0n, y
′), (ej, y′), . . . , (ej, 0) has
exactly one edge in Ek′ . Since the first path has an edge in Ek while the second path does
not contain any edge in Ek, (41) is not satisfied by these paths and Ek. Hence Qn(d, r) is
not G-orbit proportional.
In view of the discussion at the beginning of Section 3, any set {P(a,x) : (a, x) ∈ G}
of shortest paths in Qn(d, r) starting from (0n, 0) gives rise to a shortest path routing in
Qn(d, r) defined by
{(b, y)P(a,x) : (a, x), (b, y) ∈ G}. (44)
Theorem 6.6. (a) Suppose dr = n. We have pi(Qn(d, r)) = pim(Qn(d, r)) and the fol-
lowing hold:
(i) if 3 ≤ r ≤ 6, then
pi(Qn(d, r)) = 2
nr2;
(ii) if 7 ≤ r < 29, then
2nr2 ≤ pi(Qn(d, r)) ≤ 2n−2(5r2 − 8r + 8);
(iii) if r ≥ 29, then
2n−2r2 max
{
4, 5(1− (4 log2 r/r))} ≤ pi(Qn(d, r)) ≤ 2n−2(5r2 − 8r + 8).
(b) Suppose dr ≥ 2n and n ≡ 0 mod d. Then pi(Qn(d, r)) = pim(Qn(d, r)) and
2n−1 max
{
2nr/d,
(br2/2c+ 4n2/d2) (1− βn,d,r)} (45)
≤ pi(Qn(d, r)) ≤ 2n−1
(br2/2c+ 4n2/d2) .
(c) If dr ≥ 2n, then
2n
d+ 2
(nr + br2/2c+ 4dn/de2)(1− αn,d,r) ≤pi(Qn(d, r)) ≤ (46)
pim(Qn(d, r)) ≤2n−1 max
{
4nr/d+ 2r, br2/2c+ 4dn/de2} .
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Proof. Let P(a,x) be a shortest path in Qn(d, r) from (0n, 0) to (a, x). Since G is regular
on G in its left-regular multiplication, we have Gu = {(0n, 0)} and so Guv = {(0n, 0)} for
any two distinct vertices u and v of Qn(d, r). Thus, by Lemma 6.3, there is exactly one
uv-path Puv such that f
∗(Puv) = 1 and Puv is a shortest path.
If n ≡ 0 mod d, then by Lemma 6.5, pi(Qn(d, r)) is given by (42). Since
∑
(u,v)∈G×G |E(Puv)∩
Ei| = 2nr
∑
(a,x)∈G |E(P(a,x)) ∩ Ei|, 0 ≤ i ≤ d, we have
pi(Qn(d, r))=pim(Qn(d, r))= max
0≤i≤d
2nr
∑
(a,x)∈G |E(P(a,x)) ∩ Ei|
|Ei|
= max
∑
(a,x)∈G
|E(P(a,x))∩E0|, max
1≤i≤d
2
∑
(a,x)∈G
|E(P(a,x))∩Ei|

= max
 ∑
(a,x)∈G
l(a, x), max
1≤i≤d
2r
∑
a∈Zn2
|E(P(a,0)) ∩ Ei|
 . (47)
(a) Suppose dr = n. For 1 ≤ i ≤ d and 0 ≤ y ≤ r− 1, P(a,x) contains exactly one edge
in Ei if and only if ady+i = 1. Hence
∑
a∈Zn2 |E(P(a,0)) ∩ Ei| = 2n−r
∑r
y=0 y
(
r
y
)
= 2n−1r.
This together with (22), (24), (25) and (47) yields the result.
(b) Suppose dr ≥ 2n and n ≡ 0 mod d. For 1 ≤ i ≤ d, P(a,x) has exactly one edge
in Ei if and only if ady+i = 1 for some 0 ≤ y ≤ r − 1. Since by Lemma 2.4 the number
of distinct values of dy+ i is n/d, we have
∑
a∈Zn2 |E(P(a,0))∩Ei| = 2n−n/d
∑n/d
y=0 y
(
n/d
y
)
=
2n−1n/d. Therefore, by (38) and (47) we get (45) immediately.
(c) Suppose n 6≡ 0 mod d. Denote by R the routing (44) based on our chosen shortest
paths P(a,x). Let 0 ≤ x < r and i ∈ D(x) be fixed. For any pair of vertices ((b, y), (c, z)),
the path P ∈ R from (b, y) to (c, z) passes through e = {(a, x), (a+ei, x)} for some a ∈ Zn2
provided that its corresponding optimal sequence (obtained from (16)) contains x. By the
construction of the optimal sequence for P , we have r−dn/de+1 ≤ x−y ≤ dn/de−1 and
bi 6= ci. Therefore, there are at most 22n−1(2dn/de − 1)r ≤ 22nnr/d + 22n−1r paths in R
containing e. On the other hand, for any path P : (b, y), . . . , (a, x), (a + ei, x), . . . , (c, z)
in R that passes through e and any a′ ∈ Zn2 , the path gP : g(b, y), . . . , (a′, x), (a′ +
ei, x), . . . , g(c, z) in R, where g = (a
′ − a, 0), passes through the edge e′ = {(a′, x), (a′ +
ei, x)}. Therefore, the paths in R uniformly load the edges of {{(a, x), (a + ei, x)} :
a ∈ Zn2}. Thus, the load on each cube edge {(a, x), (a + ei, x)} under R is at most
2n+1nr/d+ 2nr.
On the other hand, the load on ring edges of Qn(d, r) under R is uniform since R is
G-invariant and the set of ring edges forms a G-edge orbit. Similar to (b), the load of R
on ring edges is given by (38). This together with the upper bound for the load on the
cube edges under R gives the upper bound in (46) for pi(Qn(d, r)) and pim(Qn(d, r)). The
lower bound in (46) follows from (43) and Theorem 5.4.
Remark. (a) By Theorem 6.6, when r is large, we have
pi(Qn(d, r)) ≈ 5 · 2n−2r2, if dr = n
pi(Qn(d, r)) ≈ 2n−1
(br2/2c+ 4n2/d2) , if dr ≥ 2n and n ≡ 0 mod d.
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(b) The edge-forwarding index of any graph is bounded from below [13] by the sum of
the distances between all order pairs of vertices divided by the number of edges. Obviously,
a graph with edge-forwarding index close to this bound has relatively small bottleneck-
congestion on edges as far as routings are concerned. In the case of Qn(d, r), this trivial
lower bound gives pi(Qn(d, r)) ≥ 2td(Qn(d, r))/(d+ 2). Using Theorems 5.2, 5.4 and 6.6,
one can verify that the ratio of pi(Qn(d, r)) to this trivial lower bound is no more than
(i) (5d + 10)/(4d + 2) if dr = n and 7 ≤ r < 29, (ii) 1.82(5d + 10)/(4d + 10) ≤ 1.95 if
dr = n and r ≥ 29, (iii) 1/(1−αn,d,r) if n ≡ 0 mod d and dr = kn for some integer k ≥ 3,
and (iv) max{2(d+ 2)(2n+ d)/d(2n+ r), 1 + d(k2 + 8)/((2dk + k2 + 8)(1− αn,d,r))} < 6
if dr = kn for some integer k ≥ 2. In the first three cases Qn(d, r) has relatively small
edge-forwarding index.
By Lemma 2.2, we obtain the following corollary of Theorem 6.6. In particular, we
recover the formula pi(CCn) = 5n
22n−2(1− o(1)) ([25, Theorem 3]). In fact, we give more
accurate lower and upper bounds for pi(CCn) and pim(CCn). We observe that the d-ply
cube-connected cycles Qkd(d, kd) with k, d ≥ 2 have smaller edge-forwarding indices than
the usual cube-connected cycles.
Corollary 6.7. (a) 2n−2n2 max
{
4, 5(1− 4 (log2 n)/n)} ≤ pi(CCn) = pim(CCn) ≤ 5 ·
2n−2n2(1 − (8n − 8)/(5n2)) if n ≥ 29; 2nn2 ≤ pi(CCn) = pim(CCn) ≤ 5 · 2n−2n2(1 −
(8n− 8)/(5n2)) if 7 ≤ n < 29; and pi(CCn) = pim(CCn) = 2nn2 if 3 ≤ n ≤ 6.
(b) 2dr−2r2 max
{
4, 5(1− 4(log2 r)/r)} ≤ pi(COR(d, r)) = pim(COR(d, r)) ≤ 2dr−2(5r2 −
8(r − 1)) if r ≥ 29; 2drr2 ≤ pi(COR(d, r)) = pim(COR(d, r)) ≤ 2dr−2(5r2 − 8(r − 1))
if 7 ≤ r < 29; and pi(COR(d, r)) = pim(COR(d, r)) = 2drr2 if 3 ≤ r ≤ 6.
(c) 2kd−1 max {2k2d, (bk2d2/2c+ 4k2) (1− βkd,d,kd)} ≤ pi(Qkd(d, kd)) = pim(Qkd(d, kd)) ≤
2kd−1 max {2k2d, bk2d2/2c+ 4k2} for any integers d ≥ 2 and k ≥ 1 with kd ≥ 3.
7 Bisection width
Given a graph X and a subset U of V (X), let δ(U,U) be the subset of E(X) consisting of
those edges with one end-vertex in U and the other in U := V (X) \ U . A bisection of X
is a partition {U,U} of V (X) such that |U | and |U | differ by at most one. The bisection
width of X, denoted by bw(X), is the minimum of |δ(U,U)| over all bisections {U,U}
of X. It is known [20] that the decision problem for bw(X) is NP-complete for general
graphs X.
Let R∗ be a routing in X such that pi(X) = pi(X,R∗) and {U,U} a partition of V (X).
Then the total load on the edges of δ(U,U) under R∗ is at most pi(X)|δ(U,U)|. On the
other hand, there are exactly 2|U ||U | paths in R∗ with one end-vertex in U and the other
in U . Therefore,
pi(X)|δ(U,U)| ≥ 2|U ||U |.
In particular, for a bisection {U,U} of X with δ(U,U) = bw(X), this yields [19]
bw(X) ≥ 2b|V (X)|/2cd|V (X)|/2e
pi(X)
=
b|V (X)|2/2c
pi(X)
. (48)
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It was claimed in [27, Corollary 1] and [15, Theorem 2] (with a difference for case r = 1)
that the bisection width of Q−n (d, r) is equal to 2
n−1dr/n and shown in [31, Theorem 12]
that bw(Q−n (d, r)) ≤ 2n−1dr/n. However, it has been unknown whether the upper bound
on bw(Q−n (d, r)) in [31] is sharp or not. Using Theorem 6.6, we give sharp bounds on
bw(Qn(d, r)) in the following theorem. Our result shows in particular that in some cases
bw(Q−n (d, r)) < 2
n−1dr/n and so the related results in [15,27] are incorrect and the upper
bound on bw(Q−n (d, r)) in [31] is not sharp in general.
Theorem 7.1. (a) If dr = n, then
(i) bw(Qn(d, r)) = 2
n−1 when 3 ≤ r ≤ 6;
(ii) 2n+1/(5− (8(r − 1)/r2)) ≤ bw(Qn(d, r)) ≤ 2n−1 when r ≥ 7.
(b) If dr ≥ 2n, then
(i) 2n+1r2/(r2 + 8n2/d2) ≤ bw(Qn(d, r)) ≤ 2n min {dr/2n, 2} when either r is even
and n = kd for some k ≥ 2;
(ii) 2n+1r2/(r2 + 8) ≤ bw(Qn(d, r)) ≤ 2n−1 min {r, 5} when r is odd and n = d;
(iii) 2n min {dr/(4n+ 2d), 2r2/(r2+(8dn/de2))} ≤ bw(Qn(d, r)) ≤ 2nmin {dr/2n, 2}
when n 6≡ 0 mod d.
Proof. The lower bound in each case is obtained from (48) and the corresponding upper
bound for pi(Qn(d, r)) in Theorem 6.6. Hence we have
bw(Qn(d, r))≥

2n−1, if dr = n and 3 ≤ r ≤ 6,
2n+1/(5− (8(r − 1)/r2)), if dr = n and r ≥ 7,
2n+1r2/(r2+8n2/d2), if dr≥2n and n ≡ 0 mod d,
2n min {dr/(4n+ 2d), 2r2/(r2+8dn/de2)}, if dr≥2n.
(49)
It remains to prove the upper bounds for bw(Qn(d, r)). Let U be the set of vertices
(a, x) of Qn(d, r) with a = (a1, a2, . . . , an−1, 1). Then U is the set of vertices (a, x) such
that a = (a1, a2, . . . , an−1, 0) and {U,U} is a bisection of Qn(d, r). There is an edge
between (a, x) ∈ U and (a + en, x) ∈ U if and only if n ∈ D(x). Thus,
δ(U,U) = {{(a, x), (a + en, x)} : n ∈ D(x), 0 ≤ x ≤ r − 1}.
By Lemma 2.4, there are dr/n distinct elements x such that n ∈ D(x). Hence |δ(U,U)| =
2n−1dr/n and so
bw(Qn(d, r)) ≤ 2n−1dr/n. (50)
We now use other bisections to obtain better upper bounds in some cases.
Case 1: r even. Let U = {(a, x) : a ∈ Zn2 , 0 ≤ x ≤ r/2−1}. Then {U,U} is a bisection
of Qn(d, r) and
δ(U,U) = {{(a, x), (a, x+ 1)} : a ∈ Zn2 , x = r/2− 1, r − 1} .
Hence bw(Qn(d, r)) ≤ |δ(U,U)| = 2n+1.
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Case 2: r odd. Let U = {(a, x) : a ∈ Zn2 , 1 ≤ x ≤ (r−1)/2}∪{(a, 0) : a ∈ Zn2 , an = 0}.
Then U = {(a, x) : a ∈ Zn2 , (r+ 1)/2 ≤ x ≤ r− 1} ∪ {(a, 0) : a ∈ Zn2 , an = 1} and {U,U}
is a bisection of Qn(d, r). Two vertices ((a1, . . . , an−1, 1), 0) and ((b1, . . . , bn−1, 0), 0) are
adjacent if and only if n ∈ D(0). Hence, if n > d, then these two vertices are not adjacent
since n 6∈ D(0). Thus, if n > d, then
δ(U,U) = {{(a, (r − 1)/2), (a, (r + 1)/2)} : a ∈ Zn2}∪
{{(a, 0), (a, 1)} : a ∈ Zn2 , an = 1} ∪ {{(a, 0), (a, r − 1)} : a ∈ Zn2 , an = 0}.
Therefore, |δ(U,U)| = 2n+1. If n = d, then ((a1, . . . , an−1, 1), 0) and ((b1, . . . , bn−1, 0), 0)
are adjacent and so bw(Qn(d, r)) ≤ |δ(U,U)| = 2n+1 + 2n−1.
Combining (50) and the upper bounds for bw(Qn(d, r)) in Cases 1 and 2, we obtain
bw(Qn(d, r)) ≤
{
min{2n−1dr/n, 2n+1}, if r even or n > d,
min{2n−1dr/n, 5 · 2n−1}, if r odd and n = d.
This together with (49) completes the proof.
Appendix A: Proof of Theorem 2.7
In a graph two vertices are t-neighbours of each other if the distance between them is
equal to t. Obviously, in a vertex-transitive graph any two vertices have the same number
of t-neighbours for any integer t ≥ 1.
If dr ≡ 0 mod n, then Q−n (d, r) ∼= Qn(d, r) by Lemma 2.6. So Q−n (d, r) is a connected
Cayley graph by Lemmas 2.3 and 2.6.
In the rest of the proof we assume that Q−n (d, r) is connected but dr 6≡ 0 mod n. We
will prove that Q−n (d, r) is not vertex-transitive and hence not a Cayley graph. We achieve
this by showing that the numbers of t-neighbours of (0n, r − 1) and (0n, r′) in Q−n (d, r)
are distinct for some t to be defined later and
r′ = b(r − 1)/2c.
Note that r′ ≥ 1 as r ≥ 3. Set
D−x := D(−x) = {i− dx mod n : 1 ≤ i ≤ d}, x ∈ Zr,
with the understanding that the elements of F−x are between 1 and n. Obviously, all these
sets have size d. Note that (a, x) and (a + ej, x) are adjacent in Q
−
n (d, r) if and only if
j ∈ D−x . We partition the set of t-neighbours (at, xt) (0 ≤ xt ≤ r − 1) of (0n, r − 1) into
Nt−2, Nt−1 and Nt, according to whether min{r− xt − 1, xt + 1} is at most t− 2, exactly
t − 1, and exactly t, respectively. Similarly, we partition the set of t-neighbours (bt, yt)
(0 ≤ yt ≤ r − 1) of (0n, r′) into N ′t−2, N ′t−1 and N ′t according to whether |yt − r′| is at
most t− 2, exactly t− 1, and exactly t, respectively. We will prove that |Nt−2| ≤ |N ′t−2|,
|Nt−1| < |N ′t−1| and |Nt| = |N ′t|, and therefore (0n, r − 1) and (0n, r′) have different
numbers of t-neighbours as required.
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Since dr 6≡ 0 mod n, we can write dr = an − q, where a and q are integers with
1 ≤ q ≤ n− 1 and a ≥ 2. So
D−r−1 = q +D
−
−1 := {q + d+ i mod n : 1 ≤ i ≤ d}. (51)
Note that the sets D−i and D
−
i+1 have consecutive elements (modulo n) and |D−−1∩D−i | =
|D−r′ ∩D−r′+i+1|, for every 0 ≤ i < r′.
Claim 1: There exists k with 0 ≤ k ≤ r′ − 1 such that |D−r′ ∪D−r′+k+1| 6= |D−r−1 ∪D−k |.
Proof. First, we show that D−r−1∩D−k 6= ∅ for some 0 ≤ k < r′. In fact, if q > n−2d, then
D−r−1∩D−0 6= ∅ since n−d < q+d < n+d implies q+d+i mod n ∈ D−0 for some 1 ≤ i ≤ d.
Assume 1 ≤ q ≤ n−2d. Then dr = an− q ≥ an− (n−2d) = (a−1)n+2d ≥ (a−1)(2d+
1) + 2d = 2ad+ (a− 1), that is, r ≥ 2a+ (a− 1)/d. Since a ≥ 2, it follows that r ≥ 5 and
r′ ≥ 2. Let  = r−1−2r′. Then dr′ = (dr−(+1)d)/2, and  = 0, 1 depending on whether
r is odd or even. Note that ∪r′−1x=0D−x = {1, . . . , d} ∪ {n, n− 1, . . . , 1− d(r′ − 1) mod n}.
Thus, if D−r−1 ∩ (∪r
′−1
x=0D
−
x ) = ∅, then the elements of D−r−1 are between d and 1− d(r′− 1)
mod n, that is, d < q+ d+ i < n+ 1− d(r′− 1) = (2−a)n/2 + d+ 1 + (q+ (1 + )d)/2 for
1 ≤ i ≤ d. In particular, when i = d, this inequality yields (q+d)/2 < (2−a)n/2+d/2+1.
However, this is impossible, because when r is even and a = 2, we have q = an − dr is
even and so q ≥ 2, and in the remaining case we have  = 0 or a > 2. This contradiction
shows that there exists some 0 ≤ k ≤ r′ − 1 such that D−r−1 ∩D−k 6= ∅.
Now we show that for this particular k we have |D−−1 ∩D−k | 6= |D−r−1 ∩D−k | or |D−−1 ∩
D−k−1| 6= |D−r−1 ∩ D−k−1|. If k = 0, then |D−−1 ∩ D−0 | 6= |D−r−1 ∩ D−0 | since D−−1 ∩ D−0 = ∅.
Assume that 1 ≤ k ≤ r′− 1 and |D−−1∩D−k | = |D−r−1∩D−k | = s for some s with 0 < s < d
(note that s < d since D−r−1 6= D−−1). Since D−k ∪D−k−1 = {1−dk, . . . , 2d−dk mod n} and
2d ≤ n, we have |D−k ∪D−k−1| = 2d. So one of D−−1 and D−r−1 has d− s elements in D−k−1,
and the other has d− s elements in D−k+1. Since D−r−1 = q+D−−1 for 1 ≤ q < n, it follows
that |D−−1 ∩D−k−1| 6= |D−r−1 ∩D−k−1|. Since |D−x | = d and |D−x ∪D−x+j| = |D−x′ ∪D−x′+j| for
any x, x′, j ∈ Zr, we have |D−r′ ∪D−r′+k+1| = |D−−1 ∪D−k | 6= |D−r−1 ∪D−k |.
Let k be the smallest integer satisfying the conditions in Claim 1 and set t = k + 2.
Then 2 ≤ t ≤ r′ + 1 by Claim 1.
Claim 2: We have d(k + 1) < n and |D−r−1 ∪ (∪k+1i=1D−i−1)| < | ∪k+1i=0 D−r′+i|.
Proof. Suppose d(k + 1) ≥ n. Let j be the largest integer such that d(j + 1) < n. Since
1 ≤ j < k, by Claim 1 and the minimality of k, |D−r−1∪D−i−1| = |D−r′∪D−r′+i| = |D−−1∪D−i−1|
for every 1 ≤ i ≤ j+1. In particular, D−r−1∪D−j = D−−1∪D−j . Clearly, D−−1∩D−i−1 = ∅ for
1 ≤ i ≤ j. Denote s = |D−−1 ∩D−j |. Then 0 < s < d, D−r−1 ∩D−i−1 = ∅ for 1 ≤ i ≤ j, and
|D−r−1∩D−j | = s. Note that ∪ji=1D−i−1 = {l+1, . . . , l+jd mod n} and D−j = {l−d+1, . . . , l
mod n} for some integer l. Since D−r−1 ∩ D−j = D−−1 ∩ D−j = {l − d + 1, . . . , l − d + s
mod n}, we have D−r−1 = D−−1 = {l− 2d+ s+ 1, . . . , l− d+ s mod n}, which contradicts
(51). Therefore, d(k + 1) < n.
Consider the case n < d(k + 2) first. In this case, (∪ki=1D−i−1) ∩ (D−−1 ∪D−k ) = ∅, and
(∪ki=1D−i−1) ∩D−r−1 = ∅ by Claim 1 and the choice of k. So |D−−1 ∩D−k | = d(k + 2)− n ≤
|D−r−1 ∩D−k |. Since |D−r−1 ∪D−k | 6= |D−−1 ∪D−k |, it follows that |D−−1 ∩D−k | < |D−r−1 ∩D−k |,
or equivalently |D−−1 ∪ D−k | > |D−r−1 ∪ D−k |, which implies that Claim 2 is true when
n < d(k + 2). Now assume d(k + 2) ≤ n. Then D−r′+i ∩D−r′+j = ∅ for 0 ≤ i < j ≤ k + 1,
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and so |∪k+1i=0 D−r′+i| = d(k+2) and |D−r′ ∪D−r′+k+1| = 2d. If |D−r−1∪(∪k+1i=1D−i−1)| = d(k+2),
then D−0 , . . . , D
−
k , D
−
r−1 are pairwise disjoint and so |D−r′ ∪D−r′+k+1| = |D−r−1 ∪D−k |, which
contradicts Claim 1. Therefore, |D−r−1 ∪ (∪k+1i=1D−i−1)| < d(k + 2) = | ∪k+1i=0 D−r′+i|.
Claim 3: |Nt−2| ≤ |N ′t−2|.
Proof. We prove this by showing the existence of an injective mapping from Nt−2 to
N ′t−2. In fact, for any (at, xt) ∈ Nt−2, we choose a shortest path P (at, xt) : (0n, r −
1), (a1, x1), . . . , (at, xt) such that (aj+1, xj+1) = (aj, xj±1) or (aj+1, xj+1) = (aj +eij , xj)
and ij ∈ D−xj , 0 ≤ j < t. (Hence the directions of all cube edges on P (at, xt) are in
∪t−1i=0D−xi .) We have at 6= 0n, for otherwise the distance between (at, xt) and (0n, r − 1)
would be min{r−1−xt, xt+1} ≤ t−2, a contradiction. We construct a path from (0n, r′)
to (bt, yt) as follows. First, set yi := xi− r+ 1 + r′ mod r with 0 ≤ yi < r, for 1 ≤ i ≤ t.
Since max min{|xi − xj|, r − |xi − xj|} ≤ t − 2, we have max |yi − yj| ≤ t − 2, where
the maximum is taken over all (i, j) such that (ai, xi), (aj, xj) ∈ P (at, xt). This together
with d(t − 1) < n (Claim 2) implies that D−y1 , D−y2 , . . . , D−yt are mutually disjoint, and so
| ∪t−1i=0 D−xi | ≤ | ∪t−1i=0 D−yi | = td. Hence we can choose an injective mapping g : ∪t−1i=0D−xi →
∪t−1i=0D−yi such that g(p) ∈ D−yi for p ∈ D−xi . Set a0 = b0 = 0n. For 0 ≤ i < t, set bi+1 = bi
if ai+1 = ai, and bi+1 = bi + eg(p) if ai+1 = ai + ep. In this way we construct a path
P ′(at, xt) : (0n, r′), (b1, y1), . . . , (bt, yt). We now prove that P ′(at, xt) is a shortest path.
That is, any path P : (0n, r
′), (b′1, y
′
1), . . . , (b
′
t′ , y
′
t′) = (bt, yt) in Qn(d, r) has length at least
t. In fact, since bt 6= 0n, P contains at least one cube edge and there exist i, j and l such
that the ith coordinate of bt is 1, and i ∈ D−y′l ∩D
−
yj
but y′l 6= yj. Since the number of ring
edges on P is at least |y′l− r′|+ |yt−y′l|, it suffices to prove that |y′l− r′|+ |yt−y′l| ≥ t−1.
In fact, since d(t−1) < n andD−r′+i′∩D−r′+j′ = ∅ for every pair (i′, j′) with |j′−i′| ≤ t−2,
we have |y′l − yj| ≥ t− 1. Since bt 6= 0n, we have
|yj − r′|+ |yt − yj| ≤ t− 1, for 0 ≤ j ≤ t. (52)
If r′ ≤ yt ≤ yj and y′l ≤ yj − (t − 1), then r′ + yt ≥ 2yj − (t − 1) by (52) and so
|y′l − r′| + |yt − y′l| = r′ − y′l + yt − y′l ≥ 2yj − (t − 1) − 2y′l ≥ t − 1. If yj ≤ r′ ≤ yt and
y′l ≥ yj + (t − 1), then −r′ − yt ≥ −2yj − (t − 1) by (52) and so |y′l − r′| + |yt − y′l| =
y′l−r′+y′l−yt ≥ 2y′l−2yj−(t−1) ≥ 2(t−1)−(t−1) = t−1. Similarly, |y′l−r′|+|yt−y′l| ≥ t−1
in all other cases.
So far we have proved that P ′(at, xt) is a shortest path in N ′t−2. Since g is an injection,
different (at, xt) ∈ Nt−2 gives rise to different (bt, yt) ∈ N ′t−2.
Claim 4: |Nt−1| < |N ′t−1|.
Proof. We claim that, for k ∈ D−r−1∪ (∪t−1i=1D−i−1) and l ∈ ∪tj=1D−r−j, (ek, t−2) and (el, r−
t+1) are in Nt−1. In fact, for every 0 ≤ x ≤ t−1, the paths (0n, r−1), (0n, 0), . . . , (0n, r−
1 + x), (ek, r − 1 + x), (ek, r + x), . . . , (ek, t − 2) and (0n, r − 1), (0n, r − 2), . . . , (0n, r −
x − 1), (el, r − x − 1), (el, r − x − 2), . . . , (el, r − t) are shortest paths. Similarly, for
k′ ∈ ∪t−1j=0D−r′+j and l′ ∈ ∪t−1j=0D−r′−j, (ek′ , r′+ t−1) and (el′ , r′− t+ 1) are in N ′t−1, because
for every 0 ≤ y ≤ t− 1 the paths (0n, r′), (0n, r′+ 1), . . . , (0n, r′+ y), (ek′ , r′+ y), (ek′ , r′+
y+ 1), . . . , (ek′ , r
′+ t− 1) and (0n, r′), (0n, r′− 1), . . . , (0n, r′− y), (el′ , r′− y), (el′ , r′− y−
1), . . . , (el′ , r
′− t+ 1) are shortest paths. Since | ∪tj=1D−r−j| = | ∪t−1j=0D−r′−j|, the number of
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t-neighbours (el, r−t) of (0n, r−1) is equal to the number of t-neighbours (el′ , r′−t+1) of
(0n, r
′). However, by Claim 2, the number |D−r−1 ∪ (∪t−1i=1D−i−1)| of t-neighbours (ek, t− 2)
of (0n, r − 1) is strictly less than the number | ∪t−1i=0 D−r′+i| of t-neighbours (ek′ , r′ + t− 1)
of (0n, r
′).
Claim 5: |Nt| = |N ′t|.
Proof. Clearly, Nt and N
′
t consist of the vertices on the 0n-ring which are at distance t
from (0n, r − 1) and (0n, r′), respectively. The claim follows immediately.
Combining Claims 3-5, the number of t-neighbours of (0n, r − 1) is strictly less than
that of (0n, r
′). Therefore, Q−n (d, r) is not vertex-transitive and so is not a Cayley graph.
Appendix B: Proof of Lemma 5.1
Given non-negative integers q and p ≥ 1 with p + q ≤ z, let Lq,p be the subset of Zd(z−1)2
such that for any c ∈ Lq,p with wˆc = (w0, w1, . . . , ws, ws+1), we have wj = q, wj+1 = p+ q
for some 1 ≤ j ≤ s − 2, w0 = 0, ws+1 = z and wi ≤ wi+1 for 0 ≤ i ≤ s, where s = ‖c‖.
Hence, if c ∈ Lq,p, then ci = 0 for i ∈ ∪p+q−1j=q+1D(j) (that is, d(q+ 1) < i ≤ d(q+ p)), ci = 1
for at least one i ∈ D(q) and at least one i ∈ D(p+ q). Hence |Lq,p| = 2d(z−p−1)(2d − 1)
if q = 0 or q = z − p and |Lq,p| = 2d(q−1)(2d − 1)22d(z−q−p−1) = (2d − 1)22d(z−p−2) if
1 ≤ q ≤ z − p− 1. Thus, for any p and q,
|Lq,p| ≤ 2d(z−p). (53)
For any 1 ≤ g < z, let Vg := {c ∈ Zd(z−1)2 : max0≤i≤s(wi+1 − wi) ≤ g} and denote
p∗ = max0≤i≤s(wi+1−wi). (Note that p∗ relies on (c, z).) For any c ∈ Zd(z−1)2 with p∗ > g,
we have c ∈ Lq,p∗ for some q ≥ 0. Therefore, by (53),
|Vg| = 2d(z−1) − | ∪
p>g
∪
0≤q≤z−p
Lq,p|
≥ 2d(z−1) −
∑
p>g
(z − p+ 1)|L0,p|
≥ 2d(z−1) −
z∑
p=g+1
(z − p+ 1)2d(z−p)
= 2d(z−1) − 2−d
z−g∑
i=1
i2di.
Since
∑k
i=1 it
i = t(1 − (k + 1)tk + ktk+1)/(t − 1)2, we have ∑ki=1 iti ≤ 2ktk for t = 2
and
∑k
i=1 it
i ≤ ktk+2/(t − 1)2 ≤ 2ktk for t = 2d and d ≥ 2. Hence 2−d∑z−gi=1 i2di ≤ (z −
g)2d(z−g−1)+1 and therefore |Vg| ≥ 2d(z−1) − (z − g)2d(z−g−1)+1. Hence, for g = dlog2 ze, we
have Vg = V (z), g ≥ log2 z and so |V (z)| ≥ 2d(z−1)(1−(z−g)21−dg) ≥ 2d(z−1)(1−2z1−d log z).
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Appendix C: Proof of Lemma 5.3
From the discussion in Section 5.2, bk is the number of k-compositions (r1, r2, . . . , rk) of
m with 1 ≤ ri ≤ g for each i, plus the number of (k + 1)-compositions (r1, r2, . . . , rk+1)
with solutions 1 ≤ ri ≤ g for each i.
Given non-negative integers i, q, p, denote by Cq,p(i) the family of k-compositions
(r1, r2, . . . , rk) of m such that
∑
j<i rj = q, ri = p and
∑
j>i rj = m− q − p.
If i = 1 (i = k, respectively), then q = 0 (q = m− p, respectively) and
|Cq,p(i)| =
(
m− p− 1
k − 2
)
. (54)
For 2 ≤ i ≤ k − 1, we have i− 1 ≤ q ≤ m− p− k + i and
|Cq,p(i)| =
(
q − 1
i− 2
)(
m− p− q − 1
k − i− 1
)
. (55)
Therefore, the set of k-compositions (r1, r2, . . . , rk) with max1≤i≤k ri ≥ g + 1 is(
∪
p>g
C0,p(1)
)
∪
(
∪
p>g
k−1∪
i=2
m−p−k+i∪
q=i−1
Cq,p(i)
)
∪
(
∪
p>g
Cm−p,p(k)
)
.
By (54) and (55), the size of this set is at most
2
∑
p>g
(
m− p− 1
k − 2
)
+
∑
p>g
k−1∑
i=2
m−p−k+i∑
q=i−1
(
q − 1
i− 2
)(
m− p− q − 1
k − i− 1
)
. (56)
To simplify the expression above, we use the following known identity:
α∑
l=0
(
l
j
)(
α− l
β − j
)
=
(
α + 1
β + 1
)
, (57)
where α, β and j are integers with 0 ≤ j ≤ β ≤ α. Applying (57) to the case where
α = m− p− 2, β = k − 3 and l = q − 1, one can verify that (56) is less than or equal to
2
∑
p>g
(
m− p− 1
k − 2
)
+
∑
p>g
k−1∑
i=2
(
m− p− 1
k − 2
)
= k
m−k+1∑
p=g+1
(
m− p− 1
k − 2
)
= k
m−g−2∑
l=k−2
(
l
k − 2
)
.
Again by (57) applied to α = m−g−2 and j = β = k−2, the right-hand side of the above
equation is equal to k
(
m−g−1
k−1
)
. So the number of k-compositions of m with 1 ≤ ri ≤ g
for 1 ≤ i ≤ k is at least (m−1
k−1
)− k(m−g−1
k−1
)
. Similarly, the number of (k + 1)-compositions
of m with 1 ≤ ri ≤ g for 1 ≤ i ≤ k + 1 is at least
(
m−1
k
) − (k + 1)(m−g−1
k
)
. Thus, since(
m−1
k−1
)
+
(
m−1
k
)
=
(
m
k
)
, we have bk ≥
(
m
k
)− (k + 1)(m−g
k
)
. On the other hand, the number
of k-compositions of m plus the number of (k + 1)-compositions of m is an upper bound
for bk, that is, bk ≤
(
m−1
k−1
)
+
(
m−1
k
)
=
(
m
k
)
. Therefore, we have
m∑
k=0
(
m
k
)
zk −
dm/ge−1∑
k=0
(
m
k
)
zk −
m∑
k=dm/ge
(k + 1)
(
m−g
k
)
zk ≤
m∑
k=dm/ge
bkz
k (58)
≤
m∑
k=0
(
m
k
)
zk = (z + 1)m. (59)
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Note that
m∑
k=dm/ge
(k + 1)
(
m− g
k
)
zk ≤ (m− g + 1)
m−g∑
k=dm/ge
(
m− g
k
)
zk
< (m− g + 1)(z + 1)m−g. (60)
Using
∑t
k=0
(
m
k
) ≤ (m
t
)
m−t+1
m−2t+1 and
(
m
t
) ≤ (me
t
)t, we obtain
dm/ge−1∑
k=0
zk
(
m
k
)
≤ zdmg e−1
dm/ge−1∑
k=0
(
m
k
)
(61)
≤ zmg (me)
m
g
(m
g
)
m
g
m− dm
g
e
m− 2dm
g
e − 1 . (62)
This together with (60) and the lower bound in (58) yields
m∑
k=dm/ge
bkz
k ≥ (z + 1)m
(
1−
(
z
z + 1
)m
g (eg)
m
g
((z + 1)g−1)
m
g
m− dm
g
e
m− 2dm
g
e − 1 −
m− g
(z + 1)g
)
.
One can verify that
(
z
z+1
) 1
g (eg)
1
g
((z+1)1−1/g)
(m−dm
g
e)1/m
(m−2dm
g
e−1)1/m ≤ g
1/m
(z+1)g/m
for m ≥ 9. Using this, the
expression above follows that
m∑
k=dm/ge
bkz
k ≥ (z + 1)m (1− (2/(z + 1))g) .
This together with the upper bound in (59) completes the proof.
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