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In biological systems conformational changes in proteins take place in the liquid phase, which is where the established experimental techniques for protein folding studies are employed. Many of the most powerful approaches for molecular structure determination, however, are gas‐phase techniques. Currently, the potential of these approaches to investigate protein structures is explored vigorously. A prime incentive is the experimental observation of protein dynamics with atomic resolution, a goal pursued by X‐ray diffraction on nanocrystals or single proteins at X‐ray free electron lasers.[1](#chem201801440-bib-0001){ref-type="ref"} Conservation of protein conformation upon transfer from solution to the gas phase is a key issue, and the field of native mass spectrometry is to a large extent based on this concept.[2](#chem201801440-bib-0002){ref-type="ref"}, [3](#chem201801440-bib-0003){ref-type="ref"}

In two pioneering experiments, it was recently shown that the combination of electrospray ionization (ESI) tandem mass spectrometry with synchrotron radiation in the soft X‐ray regime can be used to study near edge X‐ray absorption of gas‐phase protonated proteins and peptides.[4](#chem201801440-bib-0004){ref-type="ref"}, [5](#chem201801440-bib-0005){ref-type="ref"} The method has then been employed to investigate protein conformation in the gas phase. For instance, whereas ubiquitin in its native (solution phase) protonation state keeps its compact conformation upon transfer into the gas phase,[6](#chem201801440-bib-0006){ref-type="ref"} much higher protonation induces unfolding due to Coulomb repulsion of the positively charged sites. This effect is manifest in X‐ray spectra as a characteristic correlation of inner‐shell ionization energy with protonation state.[7](#chem201801440-bib-0007){ref-type="ref"}

Here, we show the potential of inner‐shell photoionization to reveal information on protein secondary structure. The secondary structure of melittin (2.8 kDa, 26 amino acid residues) in aqueous solution is dominated by α‐helices. Helicity is preserved upon transfer into the gas phase for doubly protonated melittin while higher protonation strongly reduces gas‐phase helicity.[8](#chem201801440-bib-0008){ref-type="ref"}, [9](#chem201801440-bib-0009){ref-type="ref"} For the native structure, see Figure [1](#chem201801440-fig-0001){ref-type="fig"}.

We brought protonated melittin cations into the gas phase by means of electrospray ionization. Mass‐selected \[melittin+*q*H\]^*q*+^ ions (*q*=2--4) were then stored in a cryogenic (*T*≈10 K) linear radiofrequency ion trap,[10](#chem201801440-bib-0010){ref-type="ref"}, [11](#chem201801440-bib-0011){ref-type="ref"}, [12](#chem201801440-bib-0012){ref-type="ref"} a fixed endstation at the high‐resolution and variable‐polarization soft X‐ray beamline UE52‐PGM at the BESSY II synchrotron radiation facility. Due to low target density, photoabsorption cross‐sections cannot be measured directly but require an action‐spectroscopy approach. The photon energy is scanned stepwise over the carbon K edge (282--300 eV) and at each photon energy, the trap content is exposed to the monochromatic (Δ*E*=250 meV) soft X‐rays and the photoproducts (intact proteins and fragments) are extracted into a time‐of‐flight mass spectrometer for mass analysis. Partial ion yields for non‐dissociative single and double ionization of \[melittin+*q*H\]^*q*+^ (*q*=2--4) into \[melittin+*q*H\]^(*q*+*n*)+^ (*n*=1,2) are determined from the photoionization mass spectra. The combination of large trap volume and high resolution allows for the acquisition of photoionization spectra of excellent resolution and detail. Of particular relevance is the cryogenic temperature of the trapped ions. Here, the buffer gas cooling process involves a large number of collisions with He atoms and accordingly has a timescale up to the ms range. At the end of the cooling process, not only the transient conformations are frozen out. It is also very likely that the number of fundamental conformers is reduced in this process. This is different from for example supersonic jet cooling, where the freezing is very fast and typically the conformational space is much more conserved.

In the photoexcitation regime for photon energies below the carbon 1 s ionization energy, photoabsorption induces the resonant transition of a 1 s electron into an unoccupied valence orbital (for a sketch see left panel of Figure [1](#chem201801440-fig-0001){ref-type="fig"}). For photon energies exceeding the 1 s ionization energy, direct photoionization into the continuum is the dominating process (for a sketch, see left panel of Figure [2](#chem201801440-fig-0002){ref-type="fig"}). We will first focus on the photoexcitation regime. The accessible unoccupied orbitals are energetically different, and are localized at different sites within the protonated protein. Photoexcitation leaves the system in a core‐excited state that subsequently undergoes resonant Auger decay where the 1 s vacancy is filled by a valence electron, accompanied by the simultaneous emission of an Auger electron from the same site. The charge state of a \[melittin+*q*H\]^*q*+^ precursor increases by one. With much lower probability, two or more Auger electrons can be emitted.[13](#chem201801440-bib-0013){ref-type="ref"} For the carbon K‐shell, single Auger electron emission is generally by far the dominant process.[14](#chem201801440-bib-0014){ref-type="ref"} Here we put forward a second mechanism leading to double ionization, which we will refer to as intramolecular ionization by off‐site inelastic electron scattering (IES). In large molecules, such as proteins, emitted Auger electrons are likely to cause electron impact ionization at another site in the molecule, leading to emission of a secondary electron. Being non‐local and depending on the probability of scattering at valence‐electron density along the path of the primary Auger electron, the process can be sensitive to protein conformation, in contrast to the aforementioned double ionizations, which are of localized origin.

![Left: Schematic for carbon 1 s--π\* photoexcitation (solid horizontal lines: occupied states; dashed horizontal lines: unoccupied states). The process is predominantly followed by a single Auger emission process, leaving the system singly ionized. Right: The partial ion yield for non‐dissociative (melittin+*q*H)^*q*+^ single ionization (NDSI) into (melittin+*q*H)^(*q*+1)+^ as a function of photon energy. All three spectra are normalized to the maximum of the broad feature near 291.5 eV. Ribbon diagram: native melittin solution structure.](CHEM-24-7631-g001){#chem201801440-fig-0001}

![Left: Schematic for direct carbon 1 s photoionization. Ionization is predominantly followed by a single Auger emission process, which implies an increase of the charge state by two. Right: The partial ion yield for non‐dissociative (melittin+*q*H)^*q*+^ double ionization into (melittin+*q*H)^(*q*+2)+^ as a function of photon energy. The 1 s ionization energies for the three protonation states are indicated. All spectra are normalized to the maximum of the double ionization continuum.](CHEM-24-7631-g002){#chem201801440-fig-0002}

Depending on the protein size, soft X‐ray photoionization can lead to small fragments (often immonium ions), sequence ions, as well as intact ionized proteins or ionized proteins that have lost neutral groups.[15](#chem201801440-bib-0015){ref-type="ref"} For melittin at room temperature, these channels are known to coexist.[16](#chem201801440-bib-0016){ref-type="ref"} At *T*≈10 K, in contrast, our data show that non‐dissociative single and double ionization become the strongest channels.

Figure [1](#chem201801440-fig-0001){ref-type="fig"} displays the experimental data for non‐dissociative single ionization (NDSI) of \[melittin+*q*H\]^*q*+^ (*q*=2--4). The dominant feature labeled **B** is centered at 288.34 eV with a FWHM of 0.63 eV for *q*=4. This peak can be assigned to carbon 1 s--π\* transitions in the C=O double bonds of the amide groups (see Figure [1](#chem201801440-fig-0001){ref-type="fig"}) and is commonly observed for gas‐phase amino acids at similar energy and peak‐width.[17](#chem201801440-bib-0017){ref-type="ref"}, [18](#chem201801440-bib-0018){ref-type="ref"} For gas‐phase and condensed‐phase proteins at room temperature, slightly wider resonances have been observed.[4](#chem201801440-bib-0004){ref-type="ref"}, [5](#chem201801440-bib-0005){ref-type="ref"}, [7](#chem201801440-bib-0007){ref-type="ref"}, [19](#chem201801440-bib-0019){ref-type="ref"} The peak labeled **A** is composed of at least three different carbon 1 s--π\* transitions, all involving carbon atoms from the bicyclic indole group of the tryptophan (W) sidechain. Two additional features at 287.5 and 289.7 eV are assigned to carbon 1 s--σ\* transitions, for instance in the CH groups of aliphatic amino acid sidechains (287.5 eV) and in C−C bonds (289.7 eV). The latter peak has only been observed previously for gas‐phase amino acids.[18](#chem201801440-bib-0018){ref-type="ref"} The unresolved broad structure centered at 291.9 eV is due to various transitions to σ\* and Rydberg orbitals. Note, that all three spectra are normalized to the maximum of the broad feature near 291.5 eV. Milosavljevic and co‐workers normalized similar data for ubiquitin cations to the total peak area,[7](#chem201801440-bib-0007){ref-type="ref"} which makes sense for a large protein where fragmentation is weak. For melittin, fragmentation is a relevant channel which is different in magnitude for the different protonation states under study, and normalization to total peak area is not an option. An alternative normalization that we tried was on the intensity of resonance A. Unfortunately, the initial photoabsorption site can influence the balance between fragmentation and non‐dissociative processes, in particular for aromatic sidechains ^\[5\]^ (such as W).

Before discussing Figure [1](#chem201801440-fig-0001){ref-type="fig"} in more detail, we first turn to the direct photoionization regime with photon energies above the 1 s ionization threshold (for a sketch, see Figure [2](#chem201801440-fig-0002){ref-type="fig"}, left panel). 1s Photoionization increases the charge state of \[melittin+*q*H\]^*q*+^ from *q* to *q+*1. The resulting 1s core vacancy is subject to an Auger decay process with emission of a single Auger electron dominating, increasing the charge state further from *q+*1 *to q+*2.

The right panel of Figure [2](#chem201801440-fig-0002){ref-type="fig"} displays the experimental data for non‐dissociative double ionization (NDDI) of \[melittin+*q*H\]^*q*+^ (*q*=2--4). The main feature in all three spectra is a sharp increase in intensity, once the photon energy overcomes the carbon 1s ionization energy. Below this threshold, there is evidence for the resonant carbon 1s--π^\*^ excitation (labeled **B)** in the C=O bonds of the amide group. Peak **B** reflects Auger decays accompanied by emission of two electrons and/or by intramolecular ionization by off‐site IES. All spectra are normalized to the maximum of the double ionization continuum.

Both sets of spectra in Figure [1](#chem201801440-fig-0001){ref-type="fig"} and Figure [2](#chem201801440-fig-0002){ref-type="fig"} show a clear protonation state dependence. First, we focus on photon energies exceeding ≈290 eV. For non‐dissociative single ionization it is obvious that with increasing *q* the broad structure at high photon energies develops a tail on the high energy side (see Figure [1](#chem201801440-fig-0001){ref-type="fig"}). With increasing protonation *q*, the threshold for direct photoionization increases and higher lying σ‐states become bound states. The respective increase in carbon 1s ionization energy with q is evident in the NDDI data shown in Figure [2](#chem201801440-fig-0002){ref-type="fig"}. The carbon 1s ionization energy, determined from the spectra as the onset of the ionization edge (indicated with a dashed line and labeled with the respective energy value) increases from 291.4 eV for \[melittin+2 H\]^2+^ over 292.2 eV to 293.4 eV for \[melittin+4 H\]^4+^.

For the much larger protein ubiquitin, Milosavljevic et al.[7](#chem201801440-bib-0007){ref-type="ref"} also observed an increase of carbon 1s ionization energy with protonation state, except for a small range of protonation states associated with conformational change, where ionization energies remained constant. Similar results had been observed by the same group previously, for VUV photoabsorption.[20](#chem201801440-bib-0020){ref-type="ref"} The authors rationalized their observations by a reduction in Coulomb repulsion of the protonated sites upon structural relaxation. The experimental finding is structurally unspecific in the sense that, for low protonation, ubiquitin has a complex conformation with a secondary structure including α‐helices and β‐sheets, and a superimposed tertiary structure and the authors boil the effect down to a dependence of the ionization energy on the inverse effective radius of the molecule. In contrast, the conformation of gas‐phase \[melittin+2 H\]^2+^ is dominated by α‐helices, and helicity is already partly reduced in \[melittin+3 H\]^3+^. From the observed increase in carbon 1 s ionization energies (see Figure [2](#chem201801440-fig-0002){ref-type="fig"}), it is however clear that melittin\'s structural relaxation with increasing *q*, that is, the loss of α‐helicity, does not compensate for the increase in charge state.

A second and very important finding for NDSI is an increase of the relative strength of the carbon--carbon 1 s--π\*~CO~ resonance (peak B) with protonation state with respect to all other spectral features, from 1.97±0.05 (*q*=2) over 2.61±0.05 (*q*=3) to 2.8±0.05 (*q*=4). Interestingly, in Figure [2](#chem201801440-fig-0002){ref-type="fig"} the opposite trend is observed for NDDI: Here, the relative intensity of the carbon 1 s--π\*~CO~ resonance decreases as a function of protonation state, from 0.56±0.05 (*q*=2) via 0.51±0.05 (*q*=3) to 0.41±0.05 (*q*=4).

To understand the origin of this opposite trend, it is important to recall the different stages of the underlying sequence of atomic process and how these would be influenced by initial conformation:

Resonant 1 s--π\* photoexcitation,Auger‐decay, leading to the emission of one or more energetic Auger electron,Escape of the Auger electron from the protein.

For i) the dependence on the initial 1 s--π\* photoexcitation on protein secondary structure could explain the relative decrease of the carbon 1 s--π\*~CO~ resonance in the NDSI spectra (Figure [1](#chem201801440-fig-0001){ref-type="fig"}) but hardly the simultaneous increase of the same resonance in the NDDI spectra Figure [2](#chem201801440-fig-0002){ref-type="fig"}). α‐helical structure in proteins is stabilized by hydrogen bonds between an amide C=O group and an amide N−H group, four residues later in the sequence. The loss of helical structure implies loss of the hydrogen bonds and thus an altered electronic structure of molecular orbitals in the groups involved. Such an effect potentially influences oscillator strengths.

To quantify the effect of hydrogen bonding on carbon 1 s--π\* transition probabilities for an α‐helical structure, we performed time‐dependent density functional theory calculations on a model peptide. The details of the calculations are given in Supplementary materials. Briefly, a peptide consisting of 8 glycine residues was optimized for a straight structure, an α‐helical structure and a β‐hairpin. It is expected that gas‐phase \[melittin+2 H\]^2+^ contains even longer helical sections, comparable to the solution structure.[8](#chem201801440-bib-0008){ref-type="ref"} The oscillator strengths *f* ~OS~ for the carbon 1 s--π\* transitions in the different carbonyl groups were then calculated. The absolute energies exhibit the commonly observed offset, but it is clear that for α‐helix and β‐hairpin, transition energies are systematically lower (up to ≈0.3 eV) as compared to the linear chain reference. This follows the trend observed experimentally, where a small shift (≈0.15 eV) is observed. The transition probabilities for all residues are smaller for the helix (with a minimum *f* ~OS~=0.0479 for residue 6) than for the linear chain (*f* ~OS~=0.0607 for residue 6). The average decrease is 13 % for the helix and still 4 % for the β‐sheet. The experiment however averages over an entire ensemble of low‐energy melittin conformations many of which are only partly helical,[8](#chem201801440-bib-0008){ref-type="ref"} that is, the 13 % reduction is an upper limit. Most importantly, the reduction of the resonance would be expected not only for NDSI but also for NDDI, for which exactly the opposite trend is observed.

Concerning (ii), the Auger decay process filling the 1 s vacancy could in principle be influenced by the same weak dependence of the electronic structure on helicity, as discussed in (i). However, each single Auger decay event involves two valence orbitals. Experimentally, a superposition of all possible combinations is contributing to a spectrum, that is, possible weak electronic structure effects are likely to be washed out.

Finally (iii), the escape of an emitted Auger electron from the protonated protein is expected to be very sensitive to the protein conformation, because the probability for off‐site IES increases with the number of atoms passed on the electrons way out. In valence photoionization experiments on neutral noble gas clusters, inelastic photoelectron scattering has been observed earlier and its contribution was found to increase with cluster size.[21](#chem201801440-bib-0021){ref-type="ref"} However, the effect has never been used to investigate spatial conformations of molecular systems. As obvious from the top panels in Figure [3](#chem201801440-fig-0003){ref-type="fig"}, for melittin in both linear and helical conformation, the amino acid residues are sticking out from the backbone, meaning that electrons emitted from the residues will be less influenced by the helical structure, whereas electrons emitted from the backbone will experience dramatic changes along their path.

![Probabilities for ionization by off‐site IES at the carbon 1 s--π\*~CO~ resonance, obtained from a Monte Carlo simulation. Top panels: melittin linear[27](#chem201801440-bib-0027){ref-type="ref"} and helical[28](#chem201801440-bib-0028){ref-type="ref"} model geometries. Bottom panels: Simulation results as 2D arrays; *x*‐axis: Auger‐emitting residue (one‐letter code); *y*‐axis: numeric position of the ionized atom (start of a new residue indicated by one‐letter code). Probabilities between 10^−4^ and 10^−1^ are given in color code on a logarithmic scale.](CHEM-24-7631-g003){#chem201801440-fig-0003}

For quantification we developed a Monte Carlo model that is conceptually based on the independent atom model (IAM), often employed in electron scattering from molecular systems.[22](#chem201801440-bib-0022){ref-type="ref"}, [23](#chem201801440-bib-0023){ref-type="ref"} The IAM is based on the fact that for sufficiently high electron kinetic energies, elastic and inelastic electron scattering cross‐sections can be approximated using the single‐atom cross‐sections of the molecular constituents. The Auger electron spectrum for gas‐phase glycine has been measured very recently and is dominated by a broad, structured band between 225 and 260 eV that is centered at about 250 eV[24](#chem201801440-bib-0024){ref-type="ref"} and we assume this to be a good approximation for carbon 1s Auger electrons from a protein as well. For electron energies exceeding 200 eV, deviations of IAM inelastic scattering cross‐sections from experimental data for molecules such as CO~2~ are typically smaller than 10 %.[22](#chem201801440-bib-0022){ref-type="ref"} A similar accuracy can be expected for a large molecule such as melittin. We have therefore used the data for electron impact cross‐sections for the H, C, N and O constituents at 250 eV.[25](#chem201801440-bib-0025){ref-type="ref"}, [26](#chem201801440-bib-0026){ref-type="ref"} For each melittin residue, 10^5^ electrons are launched into random directions, starting from the respective carboxyl carbon atom in the residues' amide group. For each trajectory it is determined whether it leads to electron impact ionization of another melittin constituent. The result for each initial carboxyl carbon site is an electron impact ionization probability for each atom in the system. We have computed these data for two different melittin geometries. A linear conformation was computed using the Avogadro package.[27](#chem201801440-bib-0027){ref-type="ref"} As a typical helical conformation, we chose the melittin entry in the protein database.[28](#chem201801440-bib-0028){ref-type="ref"} In both cases, ionization probabilities maximize to about 7 % for the neighboring O atom and for the C~α~ atom and quickly decrease with increasing distance from the Auger‐emitting carbon atom. The results are shown in Figure [3](#chem201801440-fig-0003){ref-type="fig"}.

For the linear conformation, isotropic emission from any site leaves most Auger electrons unobstructed, once they have passed the directly neighboring atoms. Emission along the chain is statistically irrelevant and a narrow distribution of ionized atoms is observed, typically involving mostly atoms from the emitter residue and its direct neighbors. The average total probability for ionization by off‐site IES is *P* ~ionization~(linear)=0.33.

For the helix case, the molecule is far more compact. Here, Auger electrons are very likely to interact with atoms from residues further up or down the sequence, in addition to atoms from the emitter residue and direct neighbors. A much wider distribution of ionized sites is observed. The average total probability for ionization by off‐site IES is *P* ~ionization~(helix)=0.45.

According to these calculations, emission of a single Auger electron upon resonant carbon 1s--π\*~CO~ excitation has a conformation dependent probability for ionization via off‐site IES, leading to removal of a second electron. For NDSI we are interested in the fraction of Auger emission events that do not lead to further ionization. (1−*P* ~ionization~(linear))/(1−*P* ~ionization~(helix))=1.22 is the relevant quantity which compares qualitatively well with the decrease of the carbon 1 s--π\*~CO~ resonance Figure [1](#chem201801440-fig-0001){ref-type="fig"} (2.8/1.97=1.42). The experimentally determined ratio depends on the normalization, which makes a precise quantitative comparison difficult. For NDDI, the ionization events are relevant. *P* ~ionization~(linear)/*P* ~ionization~(helix)=0.73 is the relevant quantity, which needs to be compared to the increase of the carbon 1 s--π\*~CO~ resonance in Figure [2](#chem201801440-fig-0002){ref-type="fig"} (0.41/0.56=0.73). For NDDI, the normalization is more straightforward and the agreement between simulation and experiment is better.

Near edge X‐ray absorption spectroscopy is clearly sensitive to the melittin secondary structure via off‐site inelastic electron scattering. The mechanism is similar to H/D exchange experiments, where the fraction of H sites that is exposed to the outside is determined---helix formation then lowers the signal.[9](#chem201801440-bib-0009){ref-type="ref"} Inelastic mean free paths of 1.2--1.5 nm have been determined theoretically for 300--500 eV electrons in a model protein.[29](#chem201801440-bib-0029){ref-type="ref"} This path length is comparable to the diameter of an α‐helix (1.2 nm), which is the characteristic length in our experiment. In future studies, we will therefore systematically investigate off‐site IES in larger proteins with compact tertiary structures. For these, off‐site IES will likely induce multiple ionization when originating from Auger‐emitting residues deep within the protein.
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