Using recent photometric calibrations, we develop greatly improved distance estimates for DA white dwarfs using multi-band synthetic photometry based on spectroscopic temperatures and gravities. Very good correlations are shown to exist between our spectroscopically based photometric distance estimates and those derived from trigonometric parallaxes. We investigate the uncertainties involved in our distance estimates, as well as discuss the circumstances where such techniques are most likely to fail. We apply our techniques to the large sample of Sloan Digital Sky Survey DA white dwarfs where automated fitting of H i Balmer profiles yields spectrometric temperatures and gravities. We determine simple empirical corrections to these temperatures and gravities with respect to published slit spectroscopy. After applying these T eff -log g corrections as well as appropriate interstellar extinction corrections, where necessary, we derive spectroscopically based photometric distances for 7062 DA stars from this sample.
INTRODUCTION
The determination of stellar distances is a critical aspect of Galactic astronomy. In the case of relatively nearby lowluminosity objects, such as white dwarfs, trigonometric parallaxes have traditionally been the cornerstone of such efforts. Currently there exist nearly 300 parallax measurements for white dwarfs, with the bulk of these yielding distances of less than 50 pc. This number is not likely to increase significantly until the advent of astrometric space missions such as GAIA and SIM PlanetQuest. In the absence of trigonometric parallaxes, other methods are often used to estimate white dwarf distances. For the most part, these include color-magnitude relations and related photometric methods. In these circumstances, it has often proved difficult to effectively control biases and to reliably establish the corresponding distance uncertainties. Recently, for DA (pure hydrogen) white dwarfs, use of photometry for estimating distances based on spectroscopic temperatures and gravities has increased. For example, Liebert et al. (2005) , Kawka & Vennes (2006) , and Kawka et al. (2007) , all include photometric distance estimates for stellar samples of various sizes. For the most part, however, these efforts have relied on magnitude estimates in a single band and have not evaluated the underlying uncertainties. In this paper, we systematically employ spectroscopically based multi-band synthetic photometry for distance estimates and compare these estimates with trigonometric distances. Holberg & Bergeron (2006, hereafter HB06 ) demonstrated that synthetic photometry can be consistently calibrated at the ∼1% level for the DA white dwarfs. This involved showing the Hubble Space Telescope (HST) photometric scale is linear over the magnitude range that includes Vega and the much fainter white dwarf photometric standard stars used by the HST. It was further shown that the HST photometric scale was consistent for DA white dwarfs over the wavelength range from 4000 Å to 8500 Å. Several widely used photometric systems including Johnson-Kron-Cousins UBVRI, Strömgren ubvy, Sloan Digital Sky Survey (SDSS) ugriz, and the Two Micron All Sky Survey (2MASS) JHK s were calibrated on the HST system. This calibration was then validated with large sets of DA white dwarfs, where the spectroscopic effective temperatures (T eff ) and surface gravities (log g) were accurately known. For each of these photometric systems, small offsets (less than 0.02 mag for all but the U and u bands) between the observed and synthetic photometry were defined and the absolute flux zero points were established for each band (see Table 15, HB06) .
Using these results, we show that synthetic photometry based on spectroscopic T eff and log g determinations is an effective tool to precisely estimate distances to samples of nearby DA stars, which have good spectroscopic estimates of T eff and log g and which possess accurate multi-band photometry. In order to indicate the joint spectroscopic and photometric aspects of our technique, we will use the term Synthetic Spectral Distances (SSD). In Section 2, we describe our methods. In Section 3, we directly compare our distances with measured trigonometric parallaxes. An application of these methods to the large sample of spectroscopically observed DA white dwarfs from Eisenstein et al. (2006, hereafter E06) is demonstrated in Section 4, along with corrections necessary to reconcile the automated SDSS fiber spectroscopic results with those obtained from individual slit spectroscopic observations. Finally, in Section 5 we also discuss the limitations and the circumstances where our SSD estimates are likely to fail. Our methods to correct for interstellar extinction are described in the Appendix.
METHODS
In principle, the methods that we employ are straightforward in the sense that they involve the determination of simple distance moduli. The unique aspect of our methods is the systematic use of calibrated multi-channel synthetic absolute magnitudes, specified by spectroscopic T eff and log g estimates for DA white dwarfs. As demonstrated in HB06, these absolute synthetic magnitudes can be related to the observed magnitudes of actual DA white dwarfs with uncertainties which reflect the spectroscopic and photometric uncertainties of the observational data. That is, given a normalization based on for example, Johnson V or SDSS g magnitudes, the remaining observed minus synthetic residuals in other bands are on the order of a few hundredths of a magnitude. Large ensembles of DA stars spanning significant ranges of T eff and log g were used to define small systematic magnitude offsets that effectively calibrate the synthetic absolute magnitudes with respect to the observed magnitudes. The work of HB06 thus establishes the basis for the use of synthetic photometry as a tool to precisely estimate stellar distances.
For DA stars, which have spectroscopic T eff and log g determinations, it is possible to interpolate within our grid of synthetic photometry 3 to specify absolute magnitudes in various bands. Currently there exist several large sets of DA stars with the required spectroscopy. These include a heterogeneous sample of largely northern hemisphere DA stars containing about 850 unique stars, the largest contributor being the 348 Palomar-Green DA stars discussed in Liebert et al. (2005, hereafter LBH) . Another set is the largely southern hemisphere sample of white dwarfs contained in the SN Ia Progenitor Survey (SPY) sample containing approximately 600 DA stars that have been analyzed in Voss (2006) . Together these and other samples, which we will henceforth call "slit spectra," have approximate faint limits of V = 16.5. A third extremely large sample contains the white dwarfs observed with SDSS multi-fiber spectroscopy (see Kleinman et al. 2004 and E06) . These data consist of some 9000 white dwarfs which have been subjected to an automated fitting of the Balmer profiles to obtain T eff and log g estimates. This set of stars is restricted to the SDSS survey footprint and contains much fainter (14.6 < g < 20.6) and more distant stars, where reddening must be considered. Due to this fact and to the systematic differences between the SDSS results and those of other spectroscopy at the extremes of very low and very high effective temperatures (E06), we treat these data sets separately.
TRIGONOMETRIC AND SYNTHETIC SPECTRAL DISTANCES
The Yale General Catalog of Trigonometric Stellar Parallaxes (Van Altena et al. 1994 ) and the Hipparcos catalog of trigonometric parallaxes (Perryman 1997) together contain approximately 280 white dwarf stars (including stars common to both catalogs). Among these stars are much smaller sets of DA stars which meet our criteria of having both good spectroscopy and reliable UBVRI or SDSS ugriz magnitudes. For this limited sample of 64 DA stars (including seven stars with both Yale and Hipparcos parallaxes), it is possible to directly compare trigonometric and SSD-derived parallaxes. Although Yale and Hipparcos parallaxes generally agree well, it should be noted that for five of the seven stars having both Yale and Hipparcos parallaxes the results are statistically inconsistent with one another. Particular attention has been called to several of these cases by Vauclair et al. (1997) . In Table 1 , the published trigonometric parallaxes for our comparison stars are listed by WD number, and alternative identifications, along with the source of the parallax measurements.
Our synthetic spectral distances are computed directly from the synthetic absolute magnitudes interpolated with respect to T eff and log g from within the grid of synthetic photometry described in HB06. Our uncertainties in the synthetic magnitudes reflect the uncertainties in T eff and log g. Our distances and the corresponding uncertainties are then estimated from the distance moduli and the uncertainties in each of the observed magnitudes. In a formal statistical sense, these uncertainties are 3 See http://www.astro.umontreal.ca/∼bergeron/CoolingModels. relatively small and are generally dominated by the internal statistical uncertainties in T eff and log g. In Table 2 , we provide an error budget for contributions to the uncertainty in the distance modulus, µ, at four representative temperatures. The relative uncertainties are ∆T eff /T eff = 0.01, ∆log g = 0.01, and ∆V = 0.01. These are added in quadrature and converted to a relative distance error. Note, for ease of scaling, the log g uncertainty is set to 0.01 in Table 2 error budget; a more realistic uncertainty for stars with well-determined gravities is 0.038. In Table 3 , we provide our spectroscopic determinations of T eff and log g, the uncertainty of these parameters, together with the UBVRI magnitudes and uncertainties for a total of 26 parallaxes for 20 individual stars. For the most part, the spectroscopic determinations have been taken from a consistent re-analysis of the stellar spectra using the techniques described in LBH. Although it would be possible to include a larger sample of stars by relaxing the criteria of having a full set of UBVRI magnitudes; this is countered by lower-quality photometry from heterogeneous sources. In cases where the original spectra were not available, we have used published determinations to establish a singular pair of T eff and log g values and uncertainties consistent with the range of observed values. As mentioned, the temperature and gravity uncertainties are internal statistical errors which underestimate the external errors. In order to better estimate the level of external errors, we have used the estimates of LBH, which are 1.2% of T eff and 0.038 in log g as the minimum values, rather than the internal uncertainties listed in Tables 3 and 4 , when calculating distance uncertainties. The UBVRI magnitudes are taken from Table 11 of HB06. In Table 4 , we provide similar information for a total of 40 parallaxes for 38 individual ugriz stars. This set of stars represents all DA stars having useful trigonometric parallaxes, ugriz, and slit spectral parameters. Here the photometry consists of the point-spread function (PSF) magnitudes and uncertainties available from the SDSS DR5 SkyServer database. 4 In Table 5 , we present the synthetic spectral distances corresponding to the temperatures, gravities, and the UBVRI photometry given in Table 3 . Distances are computed separately for each of the five photometric bands; a weighted mean, uncertainty, and standard deviation for all five distances are also given. The level of mutual agreement between the five bands is very good, better than 1 pc in almost all cases. This level of mutual agreement is fully consistent with the internal uncertainties in the distances derived from the uncertainties in the spectroscopic and photometric data in Table 5 . Although the relative uncertainties (∆d/d) in SSD estimates are largely independent of distance, the corresponding levels of trigonometric parallax uncertainties tend to grow with distance. In Table 6 , we provide an identical set of distance calculations based on the ugriz photometry from Table 4 . Again, a consistently good set of distance estimates is achieved. There are several instances, however, in which photometric magnitudes flagged as bad lead to grossly discrepant distance estimates in Table 6 . For example, the well-known hot DA star WD1314+293 4 http://cas.sdss.org/dr5/en/tools/crossid/upload.asp. (HZ 43) shows r and i band distances that reflect saturated magnitudes in these bands due to the dM3.5e companion at 3 arcsec separation. For WD1345+238 and WD1509+322, the anomalous bands are i and r respectively. For eight stars, we have both UBVRI and ugriz SSD estimates: WD0501+527, WD0930+294, WD1121+216, WD1134+300, WD1609+135, WD1625+093, WD1633+433, and WD1637+335. The mean of the distance differences (UBVRI − ugriz) for these eight stars is found to be −0.20 pc with a standard deviation of 0.51 pc, consistent with the calculated photometric errors. Essentially this simply reflects the level of mutual photometric consistency demonstrated by HB06 between the UBVRI and ugriz photometric scales and zero levels.
Close inspection of Tables 4 and 5 is instructive since the SSDs are independently computed for each magnitude. Any significant systematic differences, as a function of filter, are a reflection of a possible bias in the distance estimate. For example, incorrect spectroscopic temperatures, discrepant photometry, and the presence of an unseen companion or perhaps interstellar reddening could lead to large systematic differences in the various distance estimates for an individual star. We discuss these possibilities in more detail in Section 5. Basically, the independent distance estimates represent essentially a multi-band match to the spectral energy distribution of each star using the photometric zero points given in Table 15 of HB06. Although the synthetic spectral distances calculated in Tables 5 and 6 possess a high degree of mutual and internal consistency, they essentially remain relative distances in the sense that they are ultimately based on synthetic photometry. Our synthetic photometry is defined with respect to the solar luminosity and the solar absolute magnitude and relies completely on the physics of the DA model atmospheres used to compute them (see the discussion in HB06). It is thus possible that distances based on these absolute magnitudes contain small systematic offsets, and therefore it is of considerable interest to directly compare these with distances derived from trigonometric parallax measurements.
In Figures 1 and 2 , we directly compare the trigonometric parallaxes from Table 1 with the SSD parallaxes corresponding to the respective distances calculated in Tables 5 and 6 . As is evident there is a strong one-to-one correlation between both the UBVRI and ugriz results and the trigonometric parallaxes. Two important points should be made about Figures 1 and 2 . First, the only relevant trigonometric parallaxes that have been excluded are those having negative parallaxes or those with uncertainties larger than the measured parallaxes. Basically Figures 1 and 2 contain all DA stars which meet our spectroscopic and photometric criteria and have useable parallaxes. Second, in order to avoid selecting data we have included both the Yale and Hipparcos parallaxes, even for those stars where the two results clearly disagree.
In Figures 1 and 2 , the vertical error bars (SSD uncertainties), for the sake of improved visibility, have been increased by a factor of 5. Stars with Hipparcos parallaxes are plotted with open diamond symbols. In both figures, we show the ideal one-to-one correlation as a dashed line and the best-fitting linear relation as a solid curve. In determining the best-fit linear relation, we have used the IDL procedure FITEXY, 5 which incorporates uncertainties on both axes. The UBVRI data, as plotted in Figure 1 , give the following best-fit relation between the SSD parallaxes π phot and the trigonometric parallaxes π trig . π phot = (0.9556 ± 0.0135)π trig + 0.00208 ± 0.0010.
(1)
The chi-squared per degree of freedom is χ 2 /ν = 2.81 for ν = 29 degrees of freedom. This is not an acceptable statistical fit to the data and indicates that the uncertainties of the trigonometric and/or photometric data are underestimated. It should also be noted that the bulk of the variance in this fit is due to several stars: WD1105-048, WD0501+527, WD1337+705, and WD1620-391. We have used the Yale parallax of 0.0225 for WD1105-048; however, we note that this measurement comes from the M5 common proper motion companion. Interestingly, Heintz (1993) measured independent parallaxes for both stars (LP 672-1 and LP 672-2) and finds a mean parallax of 0.0446 ± 0.0077 arcsec, in much better agreement with our photometric value. The last three of these stars have Yale and Hipparcos parallaxes which are inconsistent with one another. Selecting one parallax over another or removing all three significantly improves the statistical significance of the fit.
For the ugriz data plotted in Figure 2 , we find the corresponding fit to be π phot = (0.9931 ± 0.0217)π trig + 0.00065 ± 0.00073. (2) The chi-squared per degree of freedom is χ 2 /ν = 1.54 for ν = 37 degrees of freedom. The two chief contributors to the chisquared statistic are WD1314+293 (HZ 43) and WD0501+527 (G191 B2B). Both stars have mutually inconsistent (Table 1) Yale and Hipparcos parallaxes. If we eliminate the HZ 43 Hipparcos parallax and the G191 B2B Yale parallax, then χ 2 /ν = 1.24 for ν = 35 degrees of freedom. The corresponding slope and intercept are 0.987 ± 0.021 and 0.00108 ± 0.00073, respectively.
A useful way to look at the meaning of Figures 1 and 2 is to consider the fundamental photometric relation between the observed flux f (λ) at the top of the Earth's atmosphere and the Eddington flux, H(λ, T eff , log g), at the surface of the star:
The quantity πR 2 /D 2 is the solid angle, or the ratio between the radius of the star R and its distance D, and it represents the geometric dilution of the flux at the Earth. On the left-hand side of Equation (3), the observed fluxes can be determined in absolutely calibrated physical units by placing them on the HST photometric scale and converting to magnitudes in the manner described in Section 2 of HB06. On the right-hand side of the Equation, the model atmospheres provide the Eddington flux. The product of the Eddington flux and the square of the stellar radius are placed on an absolute physical scale and converted to magnitudes with respect to the Sun through the use of the solar luminosity and the absolute solar magnitude in the manner described in Section 3 of HB06. All remaining small (<2%) differences are accommodated in photometric offsets which are determined on a band-to-band basis with respect to large ensembles of DA white dwarfs as described in Sections 3.2 and 3.5 of HB06. The only astronomical distances that have been introduced implicitly occur through the solar luminosity and solar absolute magnitude. Thus, the agreement between the SSD and the trigonometric distances demonstrated here for DA white dwarfs constitute a fully independent confirmation of the flux scale used in HB06. Another reason that the distance agreements remain good over large ranges of stellar T eff , and log g is the high degree of similarity among DA white dwarfs and the fact that their radii and masses are also related to one another through degenerate mass-radius relations; this helps fix the stellar radii as a function of T eff and log g.
We have investigated the possibility that the residuals in Figures 1 and 2 may have some temperature dependence. That is the spectroscopic temperature, and gravities may exhibit biases which lead to larger masses at certain temperatures. This in turn will lead, through the degenerate mass-radius relation, to smaller radii and smaller distances. The residuals in Figures 1  and 2 show no obvious trends with temperature.
In summary, the SSD parallaxes are statistically consistent with the absolute trigonometric parallaxes for both UBVRI and ugriz photometry, and there is currently no compelling justification for adjusting for the presence of any calibration bias in the SSD parallaxes and distances. We will therefore use our photometric distances in the remainder of this paper.
THE SDSS SPECTROSCOPIC SAMPLE
As an example of the systematic use of synthetic spectral distance estimates, we compute the distances for all the DA stars (classifications: "DA," "DA auto," and "DAO") from Table 7 of E06. E06 have classified and analyzed the spectroscopically confirmed white dwarfs in the SDSS survey including observations from Data Release 4 (DR4) covering some 4783 deg 2 of sky, as well as most stars from the earlier Kleinman et al. (2004) analysis. In using the results of E06, we start with the tabulated T eff and log g values and the ugriz photometry given by E06. In all we computed distances for 7062 DA stars (excluding stars with multiple spectra and those that fall outside the T eff and log g boundaries of our grid: 1500 K < T eff < 100,000 K and 6.5 < log g < 9.5).
Before these methods can be used with full confidence, however, certain known and suspected biases in the SDSS spectroscopic data and the photometric data need to be evaluated and accounted for. The spectroscopic analysis of E06 relies, for the most part, on automated fits to the H i Balmer lines (H β and higher) and the continuum using pure hydrogen LTE model atmospheres. As pointed out by E06, the autofit temperatures are significantly higher than the corresponding temperatures derived from various results for individual stars obtained with slit spectroscopy. Beginning at about 30,000 K, SDSS temperatures are systematically larger, reaching an excess of 20% at 70,000 K. A somewhat more complex situation exists for surface gravities with autofit results being systematically larger at temperatures below 15,000 K and above 40,000 K. E06 attribute these differences to small systematic errors in the SDSS spectrophotometry at the locations of the Balmer lines. These errors appear to be related to the F subdwarf spectrophotometric standards used to define the fluxing of the observed spectra.
The general issue of systematically larger spectroscopic masses (and gravities) for DA stars below 12,000 K is discussed by a number of authors including Bergeron et al. (2001) , Liebert et al. (2005) , Bergeron et al. (2007) , and DeGennaro et al. (2008) . The prevailing view is that it is unlikely that actual DA white dwarf masses are inversely correlated with temperature below 12,000 K but that the higher spectroscopic gravities are a result of unmodeled physics including the possible presence of undetectable He in the photospheres of these stars. The gravities and derived masses by E06 are also discussed in detail by , who reject SDSS gravities for stars below 12,000 K. Whatever the reason for the general problem of the excess of higher masses for cool DA stars, there clearly exists a much larger systematic bias toward higher gravities in the E06 results relative to independent slit spectroscopy.
One practical approach to this problem is to attempt to define empirical corrections to the SDSS temperatures and gravities as a function of stellar effective temperature. In doing this, we follow E06 and examine the correlation between the autofit T eff and log g values and the existing slit spectroscopy for stars common to both data sets. E06 did this for 76 independent determinations involving 46 individual stars. We have compiled a larger set of slit spectroscopy and matched this against the E06 data set for 70 DA stars. In Table 7 , we list these stars giving WD numbers and the corresponding SDSS identifications, together with the SDSS autofit and slit spectroscopic parameters. Figure 3 shows the relationship between the temperature differences (T SDSS − T slit ) and SDSS effective temperatures. As found by E06, SDSS temperatures are systematically larger beginning near 40,000 K. We have developed a simple empirical quadratic correction to approximate these differences and to estimate a corrected SDSS temperature, T corr .
where the temperatures are measured in units of 1000 K.
In Figure 4 , we plot the differences in surface gravity (log g SDSS − log g slit ) versus SDSS effective temperature. Again, as in EO6, we find that the SDSS gravities are systematically overestimated with respect to the slit results. However, we find there is a very strong positive bias in surface gravities for temperatures below 11,000 K. A similar, but far less pronounced, upturn is evident in Figure 18 of E06. Our three-part empirical correction to the SDSS gravities can be defined as follows:
Better empirical corrections could be determined if slit spectroscopy were obtained for more SDSS stars with temperatures above 40,000 K or, alternatively, if SDSS fiber spectra were obtained of more stars with the existing slit spectra. Nevertheless, we will apply these empirical corrections to the SDSS results in determining distances. Additionally we also apply interstellar reddening corrections as described in the Appendix. DeGennaro et al. (2008) take a somewhat different approach to the problem of correcting for the temperature dependence of spectroscopic gravities (i.e., the systematic increase in gravity for temperatures below ∼13,000 K). They are primarily interested in correcting the SDSS mass distribution for temperaturerelated biases. Hence, they make a global correction to the SDSS gravidities of low-temperature stars. This simultaneously includes both inherent SDSS-related biases as well as modelrelated biases present in other spectroscopic data. While this deals with the mass problem, it also commingles the gravity biases specific to SDSS with the general problem of high gravities for cool DAs. It also does not distinguish between the real differences that exist between slit spectra and SDSS spectra above 40,000 K.
We have systematically computed the corrected synthetic spectral distances to all the DA stars in Table 6 of E06. Slightly more than 7% of the entries in Table 6 of E06 constitute stars with multiple determinations of T eff and log g. We eliminated these by selecting the single entry having the lowest temperature uncertainty. Additionally some stars fell outside our grid of synthetic photometry. In the end, we were left with 7062 stars. An interesting way to display these results is to plot the frequency distribution of these de-reddened distances (see the Appendix) as shown in Figure 5 . The resulting distribution of distances is viewed to peak near 160 pc, with a long linearly declining tail and a mean and median of 459 and 376 pc, respectively. Given that the stars in E06 were selected, for the most part, on criteria that have little to do with white dwarfs, the E06 sample cannot be considered either complete or unbiased. Therefore, the distance distribution in Figure 5 pertains only to the E06 sample and not to the space distribution of DA white dwarfs in general. There is, however, one result of some potential astrophysical significance that can be extracted from the photometry. In Figure 6 , we plot the reddening estimates used to correct the SDSS photometry as a function of dereddened distance. Finally, one interesting discovery resulting from this demonstration is a new DA with an SSD of less than 20 pc, GD 309 (SDSS_J112652.43+591917.0). Although not previously listed as a white dwarf in The White Dwarf Catalog, 6 E06 find GD 309 to be a 15.2 mag, 10,500 K, log g = 9 DA white dwarf with a distance which we calculate to be 17.9 pc. We have examined the SDSS spectrum of this star and confirm its DA nature as well as independently fitting the SDSS spectrum to obtain T eff = 10,448 K and log g = 8.86.
CAVEATS AND LIMATIONS
The results described here are specifically limited to the DA white dwarfs which have reliable estimates of temperature and gravity. Nevertheless, the techniques used to achieve these results are sufficiently general that they can in principal be applied to other stellar types, where it is possible to confidently specify stellar model atmospheres with a few basic parameters. For example, pure-He DB and DO white dwarfs could potentially benefit from these methods, subject to the necessary calibration of models and observations. The spectroscopy and photometry on which this paper is based can be insensitive to confounding circumstances which can, and do, lead to incorrect distance estimates. Among these circumstances are (1) the presence of unresolved lowluminosity main sequence companions (early to late M), which can contribute to longer wavelength fluxes, (2) unresolved double-degenerate systems, where the spectroscopy reflects an amalgamated T eff and log g, and where the photometry results from both components, and (3) interstellar extinction.
6 http://www.astronomy.villanova.edu/WDCatalog/index.html.
In the case of low-luminosity companions, it is often sufficient to employ JHK photometry to flag the presence of such companions through their infrared excesses and to estimate their spectral type. In the case of double-degenerate systems, radial velocity variations can be definitive and help to interpret the nature of the system. In the special case where both components have the same effective temperature and absolute magnitude, the corresponding single star distance estimate will be too close by a factor of the square root of 2. A good example of such a doubledegenerate system is WD0135052 (Saffer et al. 1988) , where the Yale parallax distance is 12.35 pc, while the corresponding SSD is 8.35 pc.
SUMMARY
Multi-channel synthetic photometry coupled with spectroscopic determinations of temperature and gravity are used to compute precise distances to DA white dwarfs. These distances are demonstrated to be in excellent agreement with distances obtained from trigonometric parallaxes. Reliable SSDs to DA stars are therefore now readily available for large samples of DA stars, such as the spectroscopic portions of the SDSS, provided that interstellar reddening and other biasing factors are accounted for.
Several further applications of these distances are evident. For example, Table 6 of E06 also gives the proper motions for many stars, and the distances determined here can be used to study the projected space motions of the DA stars observed spectroscopically with SDSS. Another example is the E(B − V) estimates obtained from our SSD estimates; these coupled with the distance estimates constitute many lines of sight along which the distribution of interstellar reddening can be studied within the footprint of the SDSS. Other uses include obtaining accurate DA white dwarf based SSDs for the common proper motion companions of binary systems. For the most part, these systems contain an early to mid-M dwarf star.
The demonstration that properly calibrated synthetic photometry is capable of producing stellar distances which are consistent with the current levels of inherent uncertainty of both trigonometric parallax measurements and photometry suggests interesting future applications of these methods. When large numbers of trigonometric parallaxes of DA white dwarfs become available in the next decade, it will in principle be possible to directly calibrate photometric absolute magnitudes with respect to highly accurate trigonometric absolute magnitudes. This could in turn lead to improved absolute fluxes in photometric bands outside the visible. Such fluxes would have known relationships to primary flux standards such as Vega yet be widely available over the sky and have apparent magnitudes accessible to sensitive modern instrumentation. Absolute stellar photometry and spectrophotometry have relied on Vega as a fundamental stellar standard. The fundamental accuracy of this calibration, in absolute energy units, is believed to be about 1% over most of the visual band. Difficulties arise, however, when attempts are made to push photometric calibrations much below 1% or to extend the calibration to longer wavelengths in the near-infrared bands. At the basic level, Vega itself poses serious problems. It is now known that Vega is a rapidly rotating A star, seen pole-on, and that attempts to model the emergent flux from this star have to contend with a highly non-uniform distribution of surface flux. Depending on how such modeling is conducted, it is easy to demonstrate that extrapolating Vega's energy distribution into the NIR using models can lead to uncertainties of 2% or larger.
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APPENDIX INTERSTELLAR EXTINCTION CORRECTIONS
We have constructed photometric corrections for interstellar extinction in the following manner. Beginning with the extinction curves described in Fitzpatrick (1999) , and the updated extinction curves maintained online by Edward Fitzpatrick, we have convolved the relative filter response functions used in HB06 to compute the normalized extinctions for various filters. For the SDSS ugriz filters, we use the following extinctions given in Table A1 . Relations between the extinction A f (where f is a ugriz filter) and E(B − V) (the reddening parameter) are defined as follows:
In computing extinction-corrected distances to individual stars, we began with the set of five observed magnitudes, m f , and the corresponding absolute synthetic magnitudes, M f , and construct reddened distance moduli, µ = m f − M f . The corresponding (assumed to be constant) unreddend distance modulus is µ = m f − M f where m f represents the unreddended SDSS magnitudes; the corresponding magnitude uncertainties are σ f . We form a chi-square statistic as follows: This χ 2 is minimized with respect to µ and E(B − V ). The motivation for this approach is the observation that nearby (unreddend) white dwarfs like those shown in Table 5 have expected uniform distances for all five bands. Reddening introduces a band-to-band systematic bias into the distance estimates. Several reality filters are used to evaluate the fitted results: (1) reddening values are positive; (2) if the uncertainties of reddening values are less 0.5 times their statistical uncertainties; and (3) if the reddening uncertainty is greater than twice the reddening, then we set the reddening to zero. In Figure 6 , we plot significant reddening detected in 168 stars as a function of de-reddened distance.
