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Abstract
Let Γ be an extended tilde geometry of rank n > 2 such that there exists a 1-covering γ : Γ → Φ
where Φ is a c.Cn−1-geometry with orders 1, 2, . . . , 2. Suppose that the normalizer in Aut(Γ ) of the deck
group of γ acts flag-transitively on Γ . We prove that, under these hypotheses, only three possibilities exist
for the universal cover of Γ .
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction
The classification of flag-transitive extended tilde geometries is one of the hardest open
problems in diagram geometry. Many important contributions to that classification have been
achieved by Corinna Wiedorn, who very sadly passed away on 25 February 2005. Important
parts of the work by her have appeared, embodied in joint works with other authors (Stroth and
Wiedorn [14], Pasini and Wiedorn [13], Stroth and Wiedorn [15]), but other still interesting parts
have not. In this paper I will use some unpublished ideas of Corinna’s, on which I was able to
work together with her during a visit of mine to Halle in June 1998, so as to complete them to
the extent that my limited capabilities can achieve.
1.1. Terminology, notation and preliminaries
We follow [10] for basics on diagram geometries. In particular, as follows from the definitions
of [10] (but differently from Buekenhout and Cohen [1]) all geometries are residually connected
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and firm. The residue of a flag F (an element x) in a geometry Γ will be denoted by ResΓ (F)
(resp. ResΓ (x)). When there is no danger of confusion, we may omit the subscript Γ , simply
writing Res(F) for ResΓ (F). The type of a flag F (element x) will be denoted by t (F) (resp.
t (x)). Following [1], we denote by Aut(Γ ) the group of all type-preserving automorphisms of a
geometry Γ .
We recall that, given two geometries Γ and Φ of rank n > 1 and an integer k ∈ {1, . . . , n−1},
a k-covering from Γ to Φ is a morphism γ : Γ → Φ such that, for every flag F of Γ of corank
k, γ induces an isomorphism from ResΓ (F) to ResΦ(γ (F)) (see [10, Proposition 8.14]). If a
geometry is its own universal k-cover then we say that it is k-simply connected. We refer the
reader to [10, chapter 12] for an exposition of the theory of universal k-covers and k-simple
connectedness. In particular, we recall that the universal k-cover of (the chamber system of) a
geometry Γ can be recovered from the hull of the amalgam of k-parabolics in a flag-transitive
automorphism group of Γ (see [10, Theorem 12.28]; also Ivanov and Shpectorov [6, Theorem
1.4.5]). Nowadays this theorem is known as the Tits Lemma. The reader may see [8] and Tits [16,
17] for original sources of this theorem.
It is known [10, Theorem 12.39] that the universal (n − 1)-cover of the chamber system of a
geometry arises from a geometry. In short, the (n − 1)-cover of a geometry Γ is a geometry, say
Γ˜ . By the Tits Lemma, Γ˜ can be recovered as a coset geometry from the hull of the amalgam of
maximal parabolics in a flag-transitive automorphism group of Γ .
When dealing with (n − 1)-coverings we simply write covering for (n − 1)-covering and
simply connected for (n − 1)-simply connected.
We follow [2] for the notation for finite groups. In particular, we use the colon “:” for split
extensions and the raised dot “·” for non-split extensions. Given a prime p, the elementary abelian
group of order pn will be denoted by pn . A cyclic group of order p will also be denoted by
Z p. We slightly modify the notation of [2] for finite classical groups, writing Sp2n(2) instead of
S2n(2) and Ω+2n(2), Ω
−
2n(2) instead of O
+
2n(2) and O
−
2n(2) respectively, keeping the latter symbols
for the corresponding non-perfect orthogonal groups.
The geometries to be considered in this paper belong to the following diagrams, where the
integers above the nodes of the diagram are types and those below are orders:
(Tn) •
1
2
•
2
2
•
3
2
..... •
n − 1
2
∼
•
n
2
(c.Tn−1) •
1
1
•
c 2
2
•
3
2
..... •
n − 1
2
∼
•
n
2
(Cn) •
1
2
•
2
2
•
3
2
..... •
n − 1
2
•
n
2
(c.Cn−1) •
1
1
•
c 2
2
•
3
2
..... •
n − 1
2
•
n
2
Elements of type 1 and 2 are usually called points and lines respectively. We shall continue
with to this custom.
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In the above diagrams, the label c denotes the class of complete graphs. The stroke
•
2
•∼
2
denotes the so-called tilde geometry. This geometry is a triple cover of the generalized quadrangle
W (2) of order 2, associated with Sp4(2). Its automorphism group is the non-split extension
3·Sp4(2) of Sp4(2) by Z3. Henceforth we shall denote this geometry by the symbol TSp(2).
Several constructions are known for TSp(2). The reader may see Pasini and Van
Maldeghem [12] for a survey of those constructions and an investigation of projective
embeddings of TSp(2).
Geometries of type Tn are called T -geometries (also tilde geometries of rank n). Flag-
transitive T -geometries are well known objects. Their classification was achieved in the early
nineties, mainly by the efforts of Ivanov, Shpectorov and Stroth, and announced by Ivanov and
Shpectorov [7] in 1994. We refer the reader to Ivanov [5] and Ivanov and Shpectorov [6] for
information on T -geometries and their classification. In this paper, we shall only consider one
class of T -geometries, namely those associated with the group 3σ(n)·Sp2n(2), where
σ(n) :=
[
n
2
]
2
(number of two-dimensional subspaces of V (n, 2)).
and n is the rank of the geometry. For every n ≥ 2, there is just one T -geometry of rank n with
automorphism group as above. We will denote it by the symbol TSp(n).
Geometries of type c.Tn−1 are called cT -geometries (also extended tilde geometries). Not
so much is known on flag-transitive cT -geometries. A classification of an important subclass of
these has been obtained by Stroth andWiedorn [14] (see also Pasini andWiedorn [13], where that
classification is revised). Stroth and Wiedorn [15] also give a survey of known examples of finite
flag-transitive cT -geometries, updated in 2002 (but no more examples have been discovered
since then, as far as I know) This paper is devoted just to cT -geometry. We shall make one
more step towards a classification by showing that, under a suitable hypothesis ((∗) of the next
subsection), only three possibilities exist for the universal cover of a flag-transitive cT -geometry
satisfying that hypothesis (Theorem 1.1). As I said at the very beginning of this introduction, a
great deal of the work needed to prove that result was accomplished by Corinna Wiedorn in ’98,
with some help from me.
1.2. Hypothesis (∗)
In this paper we shall focus on the following situation, where Γ is a flag-transitive cT -
geometry of rank n ≥ 3:
(∗) There exists a 1-covering γ : Γ → Φ where Φ belongs to diagram c.Cn−1 (with orders
1, 2, 2, . . . , 2, as in the previous subsection), the fibers of γ are the orbits of the deck group
D(γ ) of γ and D(γ ) is normalized by a flag-transitive subgroup G of Aut(Γ ).
We shall now have a closer look at the situation described in (∗). Note first that the point-residues
are isomorphic to the T -geometry TSp(n−1) associated with 3σ(n−1)·Sp2n−2(2). Indeed the latter
is the unique flag-transitive T -geometry of rank n − 1 admitting a 1-quotient belonging to the
Coxeter diagram Cn−1 (see Ivanov and Shpectorov [6]).
The group G is projected by γ onto a flag-transitive automorphism group F ∼= GD/D ∼=
G/(D ∩ G) of Φ, where D := D(γ ). So, Φ is flag-transitive. By [4, Theorems 3 and
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4] (see also [10, Theorem 15.3]), Φ is either a (possibly improper) standard quotient of an
affine polar space or a (uniquely determined) 1-point extension of the flat C3-geometry for the
alternating group A7. However, in the latter case, G1D/D ∼= A7, which contradicts the fact that
G1/K1 ∼= 328Sp6(2). Therefore Φ is a standard quotient of an affine polar space, namely it is
obtained as follows: letΠ := W (2n−1, 2) (the polar space of symplectic type in PG(2n−1, 2)),
let H be a hyperplane ofΠ and Φ˜ := Π \H be the complement of H inΠ . ThenΦ is a projection
of Φ˜ by a (possibly improper) (n−1)-covering ϕ : Φ˜ → Φ (see Cuypers and Pasini [3]; also [10,
8.4.7]). In any case, ResΦ(γ (p)) is a polar space for every point p of Γ . Accordingly, γ induces
on the T -geometry ResΓ (p) the uniquely determined 1-covering from that geometry to the polar
space W (2n − 3, 2). In other words, denoting by G p the stabilizer in G of p and by K p the
elementwise stabilizer of ResΓ (p) in G p, we have D∩G p ∼= O3(G p/K p) ∼= 3σ(n−1). Therefore,
G p/(D ∩ G p) is isomorphic to the stabilizer Fγ (p) in F of the point γ (p) of Φ.
If S is an n-element of Γ , then ResΓ (S) ∼= ResΦ(γ (S)) ∼= AG(n − 1, 2) (compare [10,
Corollary 7.9]). So, the restriction of γ to ResΓ (S) is an isomorphism to ResΦ(γ (S)).
Accordingly, denoting by GS the stabilizer of S in G, we have GS ∩ D = 1. Hence GD is
isomorphic to the stabilizer Fγ (S) of γ (S) in F .
Turning to H , Φ˜ = Π \H and the covering ϕ : Φ˜ → Φ is universal, as Φ˜ is simply connected
(see [10, 12.5.4]). Therefore F lifts through ϕ to a flag-transitive subgroup F˜ ≤ Aut(Φ˜). The
following are the only possibilities for H , F˜ and ϕ.
(sg) (singular type) H = x⊥ for a given point x of Π . (Needless to say, ⊥ stands for
the collinearity relation of Π .) In this case F˜ = 22n−1 : Sp2n−2(2) or F˜ = 25 : A6 (if
n = 3). The affine polar space Φ˜ = Π \ H admits just one proper quotient, obtained by
factorizing Φ˜ over the center Z(F˜) ∼= Z2 of F˜ . Accordingly, either Φ = Φ˜ and F = F˜ or
Φ = Φ˜/Z(F˜) and F = F˜/Z(F˜).
(+) ((+)-type) H is isomorphic to the hyperbolic quadric Q+2n−1(2) of PG(2n − 1, 2) and F˜ is
isomorphic either to Ω+2n(2) or to O
+
2n(2) = Ω+2n(2) : 2. In this case Φ˜ admits no proper
quotient, whence Φ = Φ˜ and F = F˜ .
(−) ((−)-type) H is isomorphic to the elliptic quadric Q−2n−1(2) of PG(2n − 1, 2) and F˜ is
isomorphic either to Ω−2n(2) or to O
−
2n(2) = Ω−2n(2) : 2. No proper quotients of Φ˜ exist. So,
Φ = Φ˜ and F = F˜ .
Note that property (∗) is preserved by taking homogeneous covers. More explicitly, for 2 ≤
k < n, we say that a k-covering pi : Γ˜ → Γ is homogeneous if the fibers of pi are the orbits
of the deck group D(pi) of pi and Aut(Γ ) lifts through pi to a subgroup A˜ut(Γ ) of Aut(Γ˜ ). In
this situation, A˜ut(Γ ) is the normalizer of D(pi) in Aut(Γ˜ ) and A˜ut(Γ )/D(pi) ∼= Aut(Γ ). For
instance, universal k-coverings are homogeneous. It is now easy to see that, if γ : Γ → Φ
satisfies (∗) for a flag-transitive subgroup G ≤ Aut(Γ ) and pi : Γ˜ → Φ is a homogeneous
k-cover, then γ˜ = γpi satisfies (∗) for the lifting G˜ of G to Γ˜ through pi .
1.3. Examples
The construction we are going to describe here is due to Corinna Wiedorn. This construction
is discussed by Stroth and Wiedorn [15, 4.1] in detail, but in a purely group-theoretic way and
only for two of the three possible cases, namely those denoted by (+) and (−) in the previous
subsection.
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Let1 = TSp(n) andΠ := W (2n−1, 2) (notation as in the previous subsection). Let δ : 1 →
Π be the (uniquely determined) 1-covering from 1 to Π such that Aut(1) normalizes the deck
group D(δ) = O3(Aut(1)) = 3σ(n) of δ (see Ivanov [5]). So, Aut(1)/D(δ) ∼= Sp2n−2(2). For
every n-element X of 1, δ induces an isomorphism from Res1(X) to ResΠ (δ(X)). For every
point x of 1, δ induces a 1-covering δx : Res1(x) → ResΠ (δ(x)). The deck group D(δx ) of δx
is the stabilizer of x in D(δ), whence it is normal in the stabilizer of x in Aut(1). So, δx is the
unique 1-covering from Res1(x) to ResΠ (δ(x)) such that Aut(Res1(x)) normalizes D(δx ).
Given a hyperplane H of Π , let Φ := Π \ H be the complement of H in Π . The preimage
δ−1(Φ) of Φ by δ may be disconnected, but D(δ) permutes its connected components. Let Γ be
a connected component of δ−1(Φ), let γ be the restriction of δ to Γ and G the setwise stabilizer
of Γ in Aut(1). Then Γ , γ and G are as in (∗).
Three different choices are possible for H , corresponding to cases (sg), (+) and (−) of the
previous subsection. These choices give rise to three different cT -geometries Γ , which we shall
denote by Γ (sg)n , Γ
(+)
n and Γ
(−)
n respectively.
In view of the result to be proved in this paper, there is no need for more details on these
geometries and their automorphism groups. However, for the sake of completeness, we shall
give some information on Γ (+)n and Γ (−)n , taken from Stroth and Wiedorn [15].
(1) If H is of (+)-type then δ−1(Φ) is connected. Aut(Γ (+)n ) = 3σ(n)·O+2n(2).
(2) If H is of (−)-type then δ−1(Φ) has three connected components. Aut(Γ (−)n ) =
3σ(n)−1·O−2n(2).
We do not know so much on the case where H is of singular type. In this case Φ is the affine
extension of the universal projective embedding of W (2n − 3, 2) (Cuypers and Pasini [3]). We
do not know whether Γ (sg)n can also be obtained as the affine extension of a representation of
TSp(n − 1) (see Section 4 for the definition of affine extensions). I guess it cannot, but probably
Γ (sg)n is a cover of such an extension. Anyway, Γ
(sg)
n is a quotient of an affine extension of
TSp(n−1) (see Corollary 1.2). Turning to a group-theoretic point of view, Aut(Γ (sg)n ) is certainly
an extension of a subgroup X of D(δ) by Aut(Φ) = 21+2(n−1) : Sp2n−2(2), but I do not know
which subgroup X is.
1.4. Main theorem
With the notation of the previous subsection, let Γ˜ (sg)n , Γ˜
(+)
n and Γ˜
(−)
n be the universal covers
of Γ (sg)n , Γ
(+)
n and Γ
(−)
n respectively.
Theorem 1.1 (Main Theorem). Let Γ be a flag-transitive cT -geometry of rank n ≥ 3 and
suppose there exists a 1-covering γ : Γ → Φ as in (∗). Let Γ˜ be the universal cover of Γ .
Then Γ˜ is isomorphic to one of Γ˜ (sg)n , Γ˜
(+)
n or Γ˜
(−)
n .
We shall prove this theorem in Section 3. In Section 4 we shall discuss affine extensions, as
defined by Stroth and Wiedorn [15]. In particular, we will show that affine extensions exist that
fit with (∗). As a by-product of that discussion, we will prove the following (Section 4.3):
Corollary 1.2. The geometry Γ˜ (sg)n is isomorphic to the affine extension of TSp(n − 1) by its
universal representation.
The universal representation group of TSp(n − 1) is infinite (Ivanov and Shpectorov [6]).
Therefore:
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Corollary 1.3. The geometry Γ˜ (sg)n is infinite.
Less is known on Γ˜ (+)n and Γ˜ (−)n . For instance, are these geometries simply connected?
2. Stabilizers of points, lines and n-elements
Throughout this section Γ is a flag-transitive cT -geometry of rank n > 2 admitting a 1-
covering γ : Γ → Φ as in (∗) of the Introduction and G ≤ Aut(Γ ) is a flag-transitive
automorphism group of Γ normalizing the deck group D := D(γ ) of γ . As in Section 1.2,
we denote by F the projection GD/D of G in Aut(Φ).
2.1. Notation
Given a chamber C0 = {x1, x2, . . . , xn} of Γ , we denote by Gi the stabilizer of xi in
G (also called the maximal parabolic of type i). For 1 ≤ i1 ≤ i2 ≤ · · · ≤ ik , we put
Gi1,i2,...ik := ∩kj=1 Gi j (the stabilizer in G of the flag {xi1 , xi2 , . . . , xik }). The elementwise
stabilizer of Res(xi ) in Gi will be denoted by Ki . Similarly, Ki1,i2,...,ik is the elementwise
stabilizer of Res({xi1 , xi2 , . . . , xik }) in Gi1,i2,...,ik .
We put B := G1,2,...,n = ∩ni=1 Gi (the stabilizer of C0 in G, also called the Borel subgroup of
G) and Pi := ∩ j 6=i G j (the stabilizer of the panel C0 \ {i}, also called the minimal parabolic of
type i).
A notation similar to that stated for G will also be used for F . So, Fi denotes the stabilizer in
F of the element γ (xi ) of Φ, Fi, j = Fi ∩ F j , and so on.
The symbol ′ will only be used to denote commutator subgroups. So, G ′i , K ′i , etc. stand for
the derivatives of Gi , Ki , etc.
In the sequel, when we want to say that a group G can be described as X (for instance, as a
non-split extension X = A·B of a group isomorphic to a given group B by a group isomorphic
to another group A), we will write G = X for short, provided that the context makes it clear that
the symbol X does not denote a particular group but describes a class of groups.
For the rest of this section it will be convenient to have given the elements of C0 names
different from x1, x2, . . . , xn . We will write p0 instead of x1, l0 instead of x2 and S0 instead of
xn .
2.2. The structure of G1 and G2
All results contained in this subsection were obtained by Corinna Wiedorn with some help
from me, in June 1998. We took some notes of our discussions. This subsection is essentially
based on them.
In the sequel we shall investigate the stabilizers G1 of p0 and G2 of l0 (where, as stated at
the end of Section 2.1, p0 and l0 are the point and the line of the chamber C0). We will use
hypothesis (∗) as little as possible, only exploiting it when we do not know how to go on without
it.
Lemma 2.1. K1 ≤ Ki for every i = 2, 3, . . . , n.
Proof. This immediately follows from the fact that all lines of Γ have exactly two points and
Res(S0) ∼= AG(n − 1, 2). 
Lemma 2.2. |K1| ≤ 2.
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Proof. Let p be a point of Γ collinear with p0 and l = {p0, p} be the line through p0 and p.
Clearly K1K p/K p fixes all lines through p coplanar with l. Hence K1K p/K p ≤ Z(G p,l/K p) ∼=
Z2 (see [5, chapter 6]; also [6, chapter 12]). Therefore |K1 : K1 ∩ K p| ≤ 2. It remains to show
that K1 ∩ K p = 1.
Let q be a point collinear with both p0 and p and m, n be the lines joining q with p0 and p,
respectively. By the above argument, (K1 ∩ K p)Kq ≤ Z(Gq,m/Kq) ∩ Z(Gq,n/Kq). However,
Z(Gq,m/Kq) ∩ Z(Gq,n/Kq) = 1 (see [5, chapter 6], [6, chapter 12]). Hence K1 ∩ K p ≤ Kq .
In other words, K1 ∩ K p = K1 ∩ Kq = K p ∩ Kq . By residual connectedness of Γ and flag-
transitivity of G, Kx ∩K y = K1∩K p for any two collinear points x, y. Therefore K1∩K p = 1.

Corollary 2.3. If K1 = Z2, then 〈K p, Kq〉 = 22 for any two collinear points p, q.
Proof. Kq does indeed stabilize p. Whence it normalizes K p. As K p ∩ Kq = 1, the conclusion
follows. 
As K1 ≤ K2 by Lemma 2.1, we can describe K2 modulo K1. Explicitly, we have the following:
Lemma 2.4. K2 = O2(G1,2) and K2/K1 is elementary abelian of order 22n−3. Consequently,
K ′2 ≤ K1.
Proof. This immediately follows from [6, chapter 12] (see also [5, chapter 6]), by considering
G1,2/K1. 
With G1 := G1/K1, we have G1 ∼= 3σ(n−1)·Sp2n−2(2) and K1 = Z(G1) or G1 ∼= 3·A6 (if
n = 3). In the latter case, Z(G1) = K1 × Z3 = Z2 × Z3 = Z6. As the 2-part of the Schur
multiplier of Sp2n(2) has order 2 when n = 2, 3 and is trivial when n > 3, Lemma 2.2 yields the
following possibilities for G1 and K1:
(a) K1 = 1 and G1 = G1;
(b) K1 = Z2 and G1 ∼= K1 × G1;
(c) n ≤ 4, K1 = Z2 and G1 = K ·1G1 (non-split extension).
The next lemma excludes case (c).
Lemma 2.5. Let n = 3 or 4 and K1 = Z2. Then G1 = K1 × G1.
Proof. Suppose n = 3. We have K1 ≤ K3. So, K 3 := K3/K1 is entirely recognizable in
G1,3/K1. In the latter we see that K 3 is elementary abelian, of order 22 or 23 according to
whether G1 = 3·A6 or 3·S6. Hence K ′3 ≤ K1. However, K ′3 is normalized by G3 whereas K1
is not. Indeed, if g ∈ G3 maps p0 onto p 6= p0, then K g1 = K p 6= K1 (see Corollary 2.3). So,
K ′3 = 1. In other words, K3 is elementary abelian, of order 23 or 24. Moreover, CG3(K1) = G1,3.
It follows that K3 is isomorphic to a section of the permutation module for G3 := G3/K3 ∼= S4.
The permutation module M of S4 has structure 21+2+1. So, either K3 = M or K3 ∼= 22+1 or
K3 = 21+2 as a G3-module. Let M0 be the one-dimensional G3-invariant submodule of M and N
be the three-dimensional invariant submodule of M . As G3 does not normalize K1, K1 sits out of
M0. So, if K3 = 21+2, then K3/K1 = 21+1 as a G1,3/K1-module. However, this is not the case.
So, K3 = 22+1 = M/M0 or 21+2+1 = M . In any case, K3 contains a G3-invariant subgroup N
of index 2. Explicitly, N = N/M0 or N = N , according to whether K3 = 22+1 = M/M0 or
K1 = M . If K1 < N , then K3 = 21+1 or 21+1+1 as G1,3/K1-module, which is not the case.
Therefore K1 ∩ N = 1.
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As |K3 : N | = 2 and K3 E G3, we have that N E G3. So, [G3, K3] ≤ N . Consequently,
K3/N = Z2 centralizes G3/N . Accordingly, G3/N = Z2 × S4 or Z ·2S4 (non-split extension).
Let i be an involution of S4 \ A4 and p, q be the points of S0 fixed by i . In G p,3 we see that
i2 ∈ K p. Similarly, i2 ∈ Kq . Therefore, i2 = 1, by Corollary 2.3.
Suppose that G3/N does not split over K3/N . Then the involutions i of S4 such that
i2 6= 1 (mod N ) are the three involutions of A4. It follows that, if S0 = O2(A4), then
X0 := K3S0/N ∼= Q8 admits six elements of order 4. Let S1 be a Sylow 2-subgroup of S4.
Then S1 = D8 and, since the elements of S1 \ S0 are involutions modulo N , we have that
X1 := K3S1/N ∼= Z8 : Z2. Explicitly, X1 admits the following presentation:
i2 = j8 = 1, i j i = j3.
The elements of X0 are the powers jk with k even and the products i jh with h odd. So far, no
contradiction arises.
In order to force G3/N to split over K3/N , we must ask (∗) for help. In view of (∗), the
1-covering γ : Γ → Φ induces an isomorphism from G3 to the stabilizer F3 in F ∼= G/(G ∩ D)
of a 3-element of γ (S0). On the other hand, F3 is isomorphic to the stabilizer in F˜ of a 3-
element of Φ˜ = Π \ H (notation as in Section 1.2). It is straightforward to check that, in each
of the cases (sg), (+) and (−) we have G ′3 ∩ K3 = [G3, K3] = N . Therefore |G3 : G ′3| = 2.
Hence the extension G3/N = (K3/N )S4 is split, G3/N = Z2 × S4 and G ′3 = NS4 of index
2 in G3 and such that K1 ∩ G ′3 = 1 (recall that K1 ∩ N = 1, as we have already shown).
Accordingly, G1,3 also admits a subgroup X of index 2 such that K1 ∩ X = 1. On the other
hand, |G1 : G1,3| = 45. Hence G1,3 contains a Sylow 2-subgroup S of G1. We may assume that
S ≤ XK1. As XK1 = X × K1, S splits over K1. By Gaschu¨tz’s theorem, G1 splits over K1 as
well.
Let now n = 4 and, by way of contradiction, suppose that the extension K1G1 is non-
split. Let F1 := G1/O3(G1). Then F1 ∼= 2·Sp6(2), the non-split central extension of
K1O3(G1)/O3(G1) = Z(F1) = Z2 by Sp6(2). Moreover, F1,2 := G1,2O3(G1)/O3(G1) =
2[25S6] contains a Sylow 2-subgroup of F1, and Z(F1) < F1,2. Therefore, as F1 does not
split over Z(F1), F1,2 does not split over Z(F1) either, by Gaschu¨tz’s theorem. It follows that
Z(F1) = O2(F1,2)′. Hence K1 = Z(G1) = O2(G1,2)′ = K ′2 (compare Lemma 2.4). However,
K ′2 is normal in G2. Consequently, K1 E 〈G1,G2〉 = G, a contradiction. 
Corollary 2.6. K2 is elementary abelian, of order 22n−3 or 22n−2, according to whether K1 = 1
or K1 = Z2.
Proof. Trivial, by Lemma 2.4 and the fact that case (c) does not occur. 
Lemma 2.7. G2/K2 ∼= Z2 × G1,2/K2.
Proof. Pick x ∈ P1 \ B. (Recall that P1 is the minimal parabolic of type 1 and B is the Borel
subgroup.) Then x ∈ G2. As |G2 : G1,2| = 2, we have G2 = 〈G1,2, x〉, x normalizes G1,2 and
x2 ∈ G1,2. Furthermore, K2 = O2(G1,2) (by Lemma 2.4). So, x acts on G1,2/K2. However,
3σ(n−2)·Sp2n−4(2) is the full automorphism group of Res(p0, l0) (see [5, chapter 6]) and G1,2
induces 3σ(n−2)·Sp2n−4(2) on Res(p0, l0). (This is true even if n = 3 and G1 = 3·A6.) Moreover,
x induces an automorphism ξ of Res(p0, l0). If n ≥ 4 or n = 3 with G1 = 3·S6, then G1,2/K2 is
the full automorphism group of Res(p0, l0). In this case ξ ∈ F1,2/K2. So, possibly by replacing
x by a product xy for a representative y of ξ in F1,2, we may assume that x acts trivially on
Res(p0, l0). Therefore x2 ∈ K2 and G2/K2 ∼= Z2 × G1,2/K2. 
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We shall now show that (b) can be reduced to (a).
Lemma 2.8. Suppose K1 = Z2. Put P̂i := Pi ∩ G ′1 for i = 2, 3, . . . , n and B̂ := B ∩ G ′1. Then
we can choose x ∈ P1\B such that |P1 : P̂1| = 2, where P̂1 := 〈B̂, x〉. Moreover, the group Ĝ :=
〈P̂i 〉ni=1 still acts flag-transitively on Γ and Ĝ1 := Ĝ ∩ G1 = G ′1 ∼= G1 ∼= 3σ(n−1)·Sp2n−2(2).
Proof. By Lemma 2.7, we can pick x ∈ P1 \ B such that x2 ∈ K2 and [x,G1,2] ≤ K2.
Put Q2 := K2 ∩ G ′1,2. Then Q2 E G2 and G1,2 normalizes [Q2, x]. Moreover, Q2 is
elementary abelian of order 22n−3 (compare Corollary 2.6), it is centralized by O3(G1,2) and
G1,2/O2,3(G1,2) ∼= Sp2n−4(2) acts on Q2 as Sp2n−4(2) ∼= O2n−3(2) does on its natural
orthogonal module. Consequently, |CQ2(G1,2)| = 2 and Q2 does not possess a G1,2-invariant
subgroup of index 2. However, [Q2, x] is indeed a G1,2-invariant subgroup of Q2. Therefore,
either [Q2, x] = 1 or [Q2, x] = CQ2(G1,2) or [Q2, x] = Q2 The latter case is impossible since,
as x2 ∈ K2 ≤ CG(Q2), x acts as an involution on Q2 and, consequently, it centralizes a non-
trivial subgroup of Q2. If [Q2, x] = CQ2(G1,2) then CQ2(x) is a G1,2-invariant subgroup of Q2
of index 2. However, no such subgroup exists in Q2, as remarked above. Hence [Q2, x] = 1.
Suppose x2 6∈ B̂. Then x2 ∈ K2 \ Q2. In other words, denoting by z the involution of K1,
we have x2 = zq for some q ∈ Q2. Therefore [z, x] = [x2q, x]. However, [x2q, x] = 1,
since [Q2, x] = 1. So, z centralizes G2 = 〈G1,2, x〉. On the other hand, z = Z(G1). Hence z
centralizes G = 〈G1,G2〉, which is impossible. Therefore x2 ∈ B̂. Consequently, |P1 : P̂1| = 2.
Since G ′1 still acts flag-transitively on Res(p0) and x interchanges the two points of l0, the
flag-transitivity of Ĝ follows from the connectedness of Γ . It remains to show that Ĝ1 = G ′1,
where Ĝ1 := Ĝ ∩ G1.
Clearly, either Ĝ1 = G1 or Ĝ1 = G ′1. In order to prove that the latter does indeed occur, we
ask (∗) for help. Since O3(G1) ≤ G ′1, we can apply the homomorphism hγ : G → F associated
with the 1-covering γ . That homomorphism maps G ′1 onto F ′1 and P˜i onto the corresponding
minimal parabolic hγ (P̂i ) of F . Hence Ĝ is mapped by hγ onto F̂ := 〈hγ (P̂i )〉ni=1. It is
straightforward to check that F̂ ∩ F1 = F ′1. Hence Ĝ1 = G ′1. 
In view of Lemma 2.8, when K1 = Z2 we can replace G by a smaller group where K1 = 1. So,
Conclusion 2.9. We may assume K1 = 1.
We close this section with a proposition where we collect the information obtained on G2 for the
case K1 = 1.
Proposition 2.10. Let K1 = 1. Then K2 is elementary abelian of order 22n−3, K1,2 = O2(G2)
is abelian and |K1,2 : K2| = 2. Moreover,
G2
K2
∼= K1,2
K2
× G1,2
K2
.
Proof. The fact that K1,2 is abelian is implicit in the proof of Lemma 2.8. Note also that the
element x considered in that proof can be chosen so that it acts trivially on Res(p0, l0), as shown
in the proof of Lemma 2.7. The remaining claims of the proposition follow from Corollary 2.6
and Lemma 2.7. 
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2.3. Amalgams of G1,G2 and Gn
Henceforth we assume that K1 = 1. Then G1 = 3σ(n−1)·Sp2n−2(2) or 3·A6 (if n = 4)
and the amalgam A1 := (G1,2,G1,n;G1,2,n = G1,2 ∩ G1,n) is uniquely determined in G1
modulo conjugation (see Ivanov and Shpectorov [6, chapter 12]). Turning to Gn , the 1-covering
γ : Γ → Φ (see (∗)) induces an isomorphism from Gn to the stabilizer Fn in F ∼= G/(G ∩ D)
of the n-element γ (S0) of Φ. In its turn, Fn is isomorphic to the stabilizer F˜n of an n-element of
Φ˜ = Π \ H in the lifting F˜ of F to Φ˜ through ϕ (notation as in Section 1.2). So, Gn ∼= F˜n .
If H is of singular type then Gn and G1,n have the following structures:
Gn = 2( n2 ) : (2n−1 : Ln−1(2)), G1,n = 2( n2 ) : Ln−1(2), if F˜ = 22n−1 : Sp2n−2,
G3 = 23 : A4, G1,3 = 23 : Z3, if n = 3 and F˜ = 25 : A6.
(The latter occurs if and only if G1 = 3·A6.) In any case, G1,n is not a direct product of Z2 by a
subgroup of G1,n . This fits with the assumption K1 = 1.
If H is of (+)- or (−)-type and F˜ = O2n(2) (where  = + or −, respectively), then G1,n is
the direct product of Z2 and a subgroup of index 2, contrary to the assumption that K1 = 1. So,
F˜ = Ω 2n(2).
By the above, in any of the cases (sg), (+) and (−) the amalgamAn := (G1,n,G2,n,G1,2,n =
G1,n ∩ G2,n) is uniquely determined in Gn modulo conjugation. Thus, the amalgam
A1,n := (G1,Gn,G1,2 < G1;G1,n = G1 ∩ Gn,G1,2,n = G1,2 ∩ Gn)
is uniquely determined as soon as F˜ is given.
Lemma 2.11. Once F˜ has been given, the structure of G2 is uniquely determined as well as the
amalgam A2 := (G1,2,G2,n;G1,2,n = G1,2 ∩ G1,n).
Proof. By Proposition 2.10, O2,3(G2) = O2(G2)× O3(G2). Also, G2/O2,3(G2) ∼= Sp2n−4(2).
Moreover, O2(G2) is abelian and contains K2 = 22n−3 as a subgroup of index 2. In fact,
O2(G2) = K2〈x〉 with x ∈ p1 \ B as in the proof of Lemma 2.8. Put X := G2/O2,3(G2).
Then G1,2 = (K2 × O3(G2))X . Since G1,2,n < G1,2 < G1 = 3σ(n−1)·Sp2n−2(2) and the pair
(G1,2,n,G1,2) is uniquely determined inside G1 modulo conjugation, the structure of G1,2 is
uniquely determined. As G1,2 E G2 = 〈G1,2, x〉, in order to determine the isomorphism type of
G2 we only need to describe how x acts on G1,2.
Suppose first n = 3. Then O3(G2) = 1 Hence the homomorphism hγ : G → F associated
with the 1-covering γ : Γ → Φ induces an isomorphism from G2 to F2. In this case, once
F˜ is given, the structure of G2 is given as well. Let n > 3. Then G1,2 = 〈G1,2,n,G1,2,n−1〉,
x ∈ G2,n ∩ G2,n−1, G2,n = 〈G1,2,n, x〉 and G2,n−1 = 〈G1,2,n−1, x〉. The homomorphism
hγ induces isomorphisms from G2,n to F2,n and from G2,n−1 to F2,n−1. Moreover, the pair
(F2,n, F2,n−1) is uniquely determined in F modulo conjugation. Consequently, once hγ (x) has
been chosen, x and its actions on G1,2,n and G1,2,n−1 are uniquely determined. Hence the action
of x on G1,2 = 〈G1,2,n,G1,2,n−1〉 is uniquely determined as well.
So far, we have proved that the isomorphism type of G2 is uniquely determined once F˜
has been chosen. The uniqueness of A2 remains to be proved. Given G2, G1,2 is uniquely
determined inside G2, as G1,2 = (K2 × O3(G2))X = G ′2. It remains to show that, at this stage,
only one possibility is left for G2,n modulo conjugation in G2. Still with x as above, we have
G2,n = 〈G1,2,n, x〉. The group G1,2,n is uniquely determined inside G1,2 modulo conjugation,
as we can see inside G1. On the other hand, G2,n is the normalizer of G1,2,n in G2. In fact,
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|G1,2 : G1,2,n| = 2, whereas G1,2,n is the self-normalizer in G1. Therefore, once G1,2,n has
been determined, G2,n is determined too. 
The above implies the following:
Proposition 2.12. For every choice of F˜ as above, there is at most one amalgam
A = (G1,G2,Gn;G1,2,G1,n,G2,n;G1,2,n)
that fits with that choice of F˜ .
3. Proof of Theorem 1.1
Let Γ be a flag-transitive cT -geometry of rank n ≥ 3 satisfying (∗), and let G ≤ Aut(Γ ) be as
in (∗). Input J := {3, 4, . . . , n−1} and let TrJ (Γ ) be the J -truncation of Γ , obtained by deleting
all elements of type j ∈ J . (Needless to say, if n = 3 then TrJ (Γ ) = Γ .) If F is a flag of Γ of
corank at least 2 with t (F) ∩ (I \ J ) 6= ∅, then Res(F) is 2-simply connected. Indeed, Res(F)
is either an affine or projective geometry (whence it is 2-simply connected) or a T -geometry of
type TSp(k) for some k < n−1 (and hence 2-simply connected; see [6]), or a direct sum of affine
or projective geometries or T -geometries as above. So, we can apply [9, Theorem 1]: denoting
by Γ˜ the universal cover of Γ , the J -truncation TrJ (Γ˜ ) of Γ˜ is the universal cover of TrJ (Γ ). In
view of this, the complete amalgam
(G1,G2, . . . ,Gn;G1,2,G1,3, . . . ,Gn−1,n, . . . ,G1,2,...n)
is uniquely determined by the sub-amalgam
A = (G1,G2,Gn;G1,2,G1,n,G2,n,G1,2,n).
(Needless to say, here we are implicitly using the Tits Lemma.) As shown in Section 2.2, we
may assume K1 = 1. With this assumption, A is uniquely determined once F˜ has been chosen.
As shown in Section 2.3, the following are the possibilities for F˜ that fit with the assumption
K1 = 1. For each of them, we recall a description of Gn .
(sg) F˜ = 22n−1 : Sp2n−2, Gn = 2(
n
2 ) : (2n−1 : Ln−1(2)), O2(Gn) is abelian;
(sg′) (only if n = 3) F˜ = 25 : A6, G3 = 23 : A4, O2(G3) is abelian;
(+) F˜ = Ω+2n(2), Gn = 2(
n
2 ) : (2n−1 : Ln−1(2)), O2(Gn) is non-abelian;
(−) F˜ = Ω−2n(2), Gn = 2
(
n−1
2
)
: (22(n−1) : Ln−1(2)), O2(Gn) is non-abelian.
Cases (+) and (−) are realized by Γ (+)n and Γ (−)n respectively. The structure of Gn in Γ (sg)n fits
with case (sg). When n = 3, we can also choose G < Aut(Γ (sg)3 ) so that G3 is as in (sg′). So,
when n = 3 cases (sg) and (sg′) are realized by the same geometry, namely Γ (sg)3 . Theorem 1.1
follows.
4. Representations and affine extensions
4.1. Representations and extensions of locally projective geometries of order 2
A locally projective geometry of rank n − 1 ≥ 2 and order 2 is a geometry with diagram and
orders as follows, where X denotes a class of geometries of rank 2, no matter which:
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•
1
points
2
•
2
lines
2
•
3
2
..... •
n − 2
2
•
n − 1X
The integers 1, 2, . . . , n − 1 above the nodes of the diagram are the types. Orders are written
below the nodes. We do not put any order at the last node since the existence of an order there
is irrelevant for what we are going to say. It follows from diagram and orders that residues of
(n − 1)-elements are isomorphic to PG(n − 2, 2).
Let1 be a locally projective geometry of order 2 and rank n−1. We denote by P the point-set
of 1. If X is an element of 1 then we write X ∈ 1 and, for an element X ∈ 1, we denote by
P(X) the set of points incident to X .
Let R be a group generated by a set S of involutions. With 1 as above, a representation
ρ : 1 → R of 1 in R is a surjective mapping ρ from the point-set P of 1 to S such
that if {x, y, z} = P(l) for a line l of 1, then the involutions ρ(x), ρ(y), ρ(z) are pairwise
distinct and {1, ρ(x), ρ(y), ρ(z)} is a subgroup of R (Stroth and Wiedorn [15]; also Ivanov and
Shpectorov [6]). It immediately follows from this condition and the diagram of1 that, if X is an
i-element of 1, then ρ(X) := {ρ(x)}x∈P(X) is the set of non-trivial elements of an elementary
abelian 2-subgroup of R of order 2i . Moreover, if X is incident with Y and t (X) ≤ t (Y ) then
ρ(X) ⊆ ρ(Y ). We caution, however, that the converse implication need not hold since we have
assumed neither that ρ is bijective nor that 1 satisfies the Intersection Property. In the sequel,
the 2-subgroup {1} ∪ ρ(X) will be simply denoted by ρ(X). This is a notational abuse, but it is
harmless.
Let Autρ(R) be the subgroup of Aut(R) stabilizing ρ(1) := {ρ(X)}X∈1 as a whole. Since S
generates R, Autρ(R) acts faithfully on ρ(1). Hence every automorphism g of1 admits at most
one lifting gρ to ρ(1), where gρ ∈ Autρ(R), if it exists, is uniquely determined by the condition
ρ(g(X)) = gρ(ρ(X)) for every X ∈ 1. We denote by Autρ(1) the subgroup of Aut(1) formed
by the automorphisms of 1 that lift to ρ(1). We also denote by ρAut the homomorphism from
Autρ(1) to Autρ(R) sending g ∈ Autρ(1) to its lifting gρ . (We caution that, since the morphism
of incidence structures ρ : 1 → ρ(1) might be non-injective, ρAut might be neither surjective
nor injective.) If Autρ(1) = Aut(1) then 1 is said to be homogeneous.
Remark 1. A general theory of embeddings of geometries in arbitrary groups is developed
in [11], but it is not really a generalization of the above. Indeed, if we had followed [11], we
should have assumed ρ : P → S to be injective and 1 to satisfy the following, which in the
present context is equivalent to the Intersection Property: if P(x) ⊆ P(Y ) for two elements
X, Y ∈ 1, then X and Y are incident in 1 and t (X) ≤ t (Y ).
Given a representation ρ : 1 → R, we define the affine extension Extρ(1) of 1 by ρ as
follows (Stroth andWiedorn [15]): the set {1, 2, . . . , n} is the type-set of Extρ(1), the 1-elements
(points) of Extρ(1) are the elements of R and, for i = 2, 3, . . . , n, the i-elements of Extρ(1)
are the pairs (rρ(X), X) where X is an (i − 1)-element of 1 and rρ(X) is a right coset of ρ(X).
A point r1 ∈ R and an element (r2ρ(X), X) of type i > 1 are declared to be incident precisely
when r1 ∈ r2ρ(X). Two elements (r1ρ(X), X) and (r2ρ(Y ), Y ) of types i and j respectively
with i ≤ j , are incident if and only if X and Y are incident in 1 and r1ρ(X) ⊆ r2ρ(Y ).
Remark 2. Affine extensions are the same as expansions of [11] but for the fact that, as said in
Remark 1, additional hypotheses are assumed on ρ and 1 in [11]. If ρ and 1 satisfy those
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hypotheses, then a coset rρ(X) uniquely determines the element X ∈ 1. So, under those
hypotheses, the elements of Extρ(1) of type i > 1 can be regarded just as cosets rρ(X), with
inclusion as an incidence relation (as indeed is done in [11]).
Clearly, Γ := Extρ(1) is a geometry with diagram and orders as follows:
•
1
points
1
c
•
2
lines
2
•
3
2
..... •
n − 1
2
•
nX
In particular, the residues of the n-elements of Γ are isomorphic to AG(n − 1, 2) and the
residues of the points of Γ are isomorphic to 1.
The homomorphism ρAut : Autρ(1) → Autρ(R) defines an action of Autρ(1) on R. So, we
can consider the extension G := RAutρ(1). The group G is a subgroup of Aut(Γ ). In particular,
an element r1 ∈ R, regarded as an automorphism of Γ , sends a point r2 ∈ R of Γ to the point
r1r2 and an element (r2ρ(X), X) to (r1r2ρ(X), X). So, the subgroup R ≤ G acts regularly on
the point-set of Γ . Moreover, for every r ∈ R ≤ G, Autρ(1)r is the stabilizer in G of the point r
of Γ and Autρ(1)r acts faithfully on ResΓ (r). So, the extension G = RAutρ(1) splits over R.
Clearly, if Autρ(1) is flag-transitive on ρ(1), then G acts flag-transitively on Γ . Note, however,
that it might happen that G < Aut(Γ ) (but only if ρ is non-homogeneous). In particular, it might
happen that Aut(Γ ) is flag-transitive but G is not.
It is known (Ivanov and Shpectorov [6]) that1 admits a universal representation ρ˜ : 1 → R˜,
uniquely determined up to isomorphisms by the following property: for every representation
ρ : 1 → R, there exists a unique homomorphism h : R˜ → R such that hρ˜ = ρ, namely
h(ρ˜(X)) = ρ(X) for every X ∈ 1. The universal representation ρ˜ is homogeneous. Moreover:
Proposition 4.1. The affine extension Extρ˜(1) of 1 by its universal representation ρ˜ is the
universal cover of Extρ(1), for every representation ρ of 1.
Proof. The proof is the same as that of [11, Theorem 3.3]. Actually, the hypotheses assumed
in [11] force ρ(1) ∼= 1 and this isomorphism is exploited in the proof of [11, Theorem 3.3].
However, having rephrased the definition of Extρ(1) as we have done above following [15], we
can renounce that isomorphism with no damage for the proof of [11, Theorem 3.3]. 
Suppose now that, for another locally projective geometry Ψ of order 2 and rank n − 1, a
1-covering δ : 1 → Ψ is given. Note that, in view of [10, 8.14], δ induces an isomorphism
from Res1(X) to ResΨ (δ(X)) for every (n − 1)-element X of 1. Suppose also that Ψ admits a
representation ρΨ : Ψ → R and put ρ1 := ρΨ δ, namely ρ1(x) = ρΨ (δ(x)) for every point x
of 1.
Proposition 4.2. The mapping ρ1 : 1 → R is a representation of 1. The deck group D(δ) of δ
lifts through ρ1 to the trivial subgroup of Aut(R).
Proof. The first claim follows from the fact that δ induces isomorphisms on residues of (n − 1)-
elements. The second claim is obvious. 
Let γ be the mapping from Γ := Extρ1(1) to Φ := ExtρΨ (Ψ) defined as follows: γ (r) = r
for r ∈ R and γ (rρ1(X), X) = (rρΨ (δ(X)), δ(X)) for X ∈ 1. The next proposition is implicit
in Stroth and Wiedorn [15, corollary 2.1].
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Proposition 4.3. All the following hold:
(1) The mapping γ : Γ → Φ is a 1-covering.
(2) D(δ), regarded as a subgroup of Aut(Γ ) via the inclusions D(δ) ≤ Autρ1(1) ≤ Aut(Γ ),
acts trivially on the point-set of Γ and centralizes R, the latter being also regarded as a
subgroup of Aut(Γ ).
(3) D(δ), regarded as a subgroup of Aut(Γ ), is equal to the deck group D(γ ) of γ .
(4) Given G0 ≤ Aut(1), suppose that D(δ) E G0 and let F0 ∼= G0/D(δ) be the projection of
G0 into Aut(Ψ) by δ. Suppose that F0 ≤ AutρΨ (Ψ). Then G0 ≤ Aut(ρ1(1)).
4.2. Representations and affine extensions of T -geometries
As T -geometries are locally projective geometries of order 2, all that we have said in the
previous subsection applies to T -geometries. So, a (flag-transitive) cT -geometry of rank n can
be obtained as an affine expansion from every (homogeneous) representation of a (flag-transitive)
T -geometry of rank n − 1.
In particular, let 1 = TSp(n − 1), Π0 = W (2n − 3, 2) (the polar space for Sp2n−2(2)) and
δ : 1 → Π0 be the 1-covering from 1 to Π0 such that D(δ) = 3σ(n−1) = O3(Aut(1)). It
is known that Π0 admits only two homogeneous representations, with R elementary abelian of
order 22n−2 and 22n−1 respectively (see Ivanov and Sphectorov [6]; also Pasini [11, section 7]).
Let ρΠ0 : Π0 → R be one of them and ρ1 : 1 → R be the representation of1 induced by δ and
ρΠ0 , as in Proposition 4.2. Then Γ := Extρ1(1) is a flag-transitive cT -geometry of rank n and
δ induces a 1-covering γ : Γ → Φ := ExtρΠ0 (Π0), by Proposition 4.3. Moreover Aut(Φ) lifts
through γ to a flag-transitive automorphism group G = RG0 of Γ , where G0 := Aut(1). Thus,
Γ ,Φ, γ and G satisfy condition (∗).
The geometry Φ is isomorphic either to the complement of a singular hyperplane H of
Π = W (2n − 1, 2) or to the quotient of such a complement by the center of the stabilizer of
H in Aut(Π ) (Cuypers and Pasini [3]). So, we are in case (sg) of Section 1.2.
4.3. Proof of Corollary 1.2
We are now ready to prove Corollary 1.2. With Γ ,Φ, γ and G as in the previous subsection,
G is as in case (sg) of Section 3. When n = 3 we can obtain case (sg′) too, by replacing G0 with
its derivative G ′0.
So, the amalgam of maximal parabolics G1,G2,Gn of G = RG0 ≤ Aut(Γ ) is the same as in
Γ (sg)n . Consequently, Γ and Γ
(sg)
n have the same universal cover. However, by Proposition 4.1, the
universal cover of Γ is Extρ˜(1), where ρ˜ denotes the universal representation of1. Corollary 1.2
is proved.
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