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A patent application entitled "Service Clock Recov ery Circuit' has been filed on even date herewith for 10 H-HJ. Chao and C. A. Johnston and is assigned to the assignee hereof. This application contains subject mat terrelated to the subject matter of the present applica tion. 15 
FIELD OF THE INVENTION
The present invention relates to an optical customer premises network. The inventive customer premises network receives ISDN signals transmitted via an ISDN trunk and exchange network and distributes these signals to customer premises equipment con nected to the customer premises network. The cus tomer premises network makes use of a hybrid architec ture wherein an optical fiber broadcast bus transmits downstream signals to the customer premises equip ment and a looped optical fiber bus is used for upstream traffic. The customer premises network of the present invention provides a mechanism whereby the benefits of wideband optical fiber based telecommunications can be introduced into individual homes and offices.
BACKGROUND OF THE INVENTION The demand for various wideband telecommunica tions services such as high resolution video, voice com munications, and terminal and computer connections provides an impetus for the introduction of a broadband digital trunk and exchange network. One example of a broadband digital trunk and exchange network is known as the Broadband Integrated Digital Services Network (B-ISDN) (see e.g. L. R. Linnell, "A Wide Band Local Access System Using Emerging-Tech nology Components," IEEE Journal on Selected Areas in Communications, vol. 4, no. 4, pp. 612-618, July 1986 ; D. R. Spears, "Broadband ISDN Switching Capa bilities F. from a Services Perspective," IEEE Journal on Selected Areas in Communications, vol. 5, no. 8, pp. 1222 -1230 , October 1987 .
Information transmitted across a broadband digital trunk and exchange network such as BISDN may be carried using the Asynchronous Transfer Mode (ATM) 50 technique (see e.g. S. E. Minzer, "Toward an Interna Areas in Communications, vol. 6, no. 9, pp. 1511 -1520 , December 1988 , packet switching network designs (see e.g. C. Day, J. Giacopelli, and J. Hickey, "Application of Self-Routing Switches to LATA Fiber Optic Net works," in Proc. 1987 International Switching Sympo sium, Phoenix, Ariz. March 1987; T. T. Lee, "Non blocking Copy Networks for Multicast Packet Switch ing," IEEE Journal on Selected Areas in Communica tions, vol. 6, no. 9, pp. 1455 -1467 , December 1988 , and routing and flow control (see e.g. J. Y. Hui, "Resource Allocation for Broadband Network,' IEEE Journal on Selected Areas in Communications, vol. 6, no. 9, pp. 1598 -1608 , December 1988 have been widely explored for broadband digital trunk and exchange networks such as B-ISDN, Here, the concern is with the customer premises net work. The customer premises network provides inter face connections between a public broadband digital trunk and exchange network and the customer premises equipment or user terminals. The customer premises equipment includes devices such as telephones, fax ma chines, video display devices, and various types of com puter terminals and workstations.
A customer premises network for use in connection with a broadband digital trunk and exchange network desirably has the following characteristics.
1. Multiple Priorities Due to the different delay constraints for various services (e.g., video, voice, data) , the access of the vari ous services to the limited bandwidth in the customer premises network should be prioritized. For example, real time traffic such as video and voice are more delay sensitive than data and should be assigned higher prior ity.
Uniform Access
The customer premises network should support a wide variety of services and all of the services should be carried using a single transfer technique such as ATM.
Asymmetric Traffic
Traffic in the customer premises network flows mostly between the external public trunk and exchange network and the customer premises equipment attached to the customer premises network. In particular, in residential applications, the amount of downstream traffic transmitted to the customer premises equipment via the customer premises network will greatly exceed the upstream traffic generated by the customer premises equipment. For example, the demand for multiple chan nel high quality residential video such as HDTV re quires a transmission bandwidth of about 600 Mbits-sec in the downstream direction while a transmission band width of about 150 Mbits/sec is required in the up stream direction.
Centralized Control Capability
An interface serving as a gateway between the public trunk and exchange network and the customer premises network is desirable for providing centralized control functions such as call setup, administration, mainte nance, and flow control.
Flexibility
The customer premises network should be designed to accommodate changes such as the addition or reloca tion of particular units of customer premises equipment, which commonly occur in the customer premises envi Onet. 6. Reliability
The design of the customer premises network should be sufficiently reliable to prevent an entire network 5,079,763 3 from failure due to a malfunction in a single unit of customer premises equipment.
Economy
The customer premises network should be cost effec tive. Several architectures and associated access proto cols have been proposed for the customer premises network. These include a token ring architecture using the FDDI protocol (see e.g. J. BSTJ, vol. 61, no. 7, pp. 1413 , September, 1982 A. Albanese et al, "Bellcore METROCORE Network-A Test-Bed For Metropolitan Area Network Research," Globecom queuing dual bus architecture and its associ ated QPSX protocol (see e.g. R. M. Newman, Z. L. Budrikis, and J. H. Hullett, "The QPSX MAN," IEEE Communication Magazine, vol. 26, no. 4, pp. 20-28, April 1988) .
However, none of these prior art customer premises networks meet the desired characteristics for such net works as set forth above. For example, the FDDI token ring system mentioned above does not provide uniform access for all types of services. The METROCORE system and associated Fasnet protocol are highly ineffi cient because of the dead time between service cycles. This inefficiency is increased, when under uniform ac cess conditions, high bit rate services such as full motion variable bit rate video are accommodated. In embodi ments where the dead time is eliminated, this system is not able to provide uniform access for all services. The distributed queuing dual bus system mentioned above is highly complex in that each unit of customer premises equipment must be aware of the position of a desired destination unit of customer premises equipment in order to decide on which bus to send information. Thus, flexibility is hard to achieve in this architecture. In addition, different transfer techniques are used for dif ferent types of services, so that each unit of customer premises equipment is required to have hardware for more than one type of transfer technique. In view of the foregoing, it is an object of the present invention to provide a customer premises network which meets the desired characteristics for customer premises networks set forth above. It is a further object of the invention to provide a customer premises net work which utilizes ATM to deliver all services.
SUMMARY OF THE INVENTION
The customer premises network of the present inven tion comprises two unidirectional optical fiber buses operating at different bit rates. Each user terminal or unit of customer premises equipment interfaces with the two buses by way of a broadband terminal adapter. A unit of customer premises equipment and its associated broadband terminal adapter form a node of the cus tomer premises network. The two buses are connected at an optical network interface which serves as a gateway between a broad band trunk and exchange network such as B-ISDN and the customer premises network. The optical network interface also provides access to centralized control functions such as call setup, network maintenance, and administration.
Of the two buses, a first bus is a broadcast bus which transmits downstream signals to the customer premises equipment. Illustratively, this broadcast bus has a bit rate on the order of 600 Mbits/sec. The terminal adapter associated with each specific unit of customer premises equipment filters out the information destined to the specific unit of customer premises equipment from the broadcast bit stream. Since each unit of cus tomer premises equipment receives information only from the optical network interface, there is no phase alignment problem.
The second bus, which transmits upstream signals from the customer premises equipment, is arranged in a loop starting and ending at the optical network inter face. Typically, the second bus has a capacity of about 150 Mbits/sec. The nodes (i.e. the units of customer premises equipment and their associated terminal adapt ers) are connected sequentially to the upstream bus in a daisy chain fashion.
To utilize the ATM transmission technique, the opti cal network interface generate a series of empty cells on the looped bus to pick up information at the nodes ac cording to a protocol to be described below. The cells move from node to node on the looped bus so that the nodes can fill arriving empty cells with data to be trans mitted. Intra-customer premises network transmissions between units of customer premises equipment is pro vided via the optical network interface using the looped bus.
In short, the inventive customer premises network may be described as providing a broadcast mechanism for downstream transmissions to the customer premises equipment and a daisy chain access mechanism for up stream communications from the customer premises equipment. The inventive customer premises network meets all the desired criteria mentioned above for cus tomer premises equipment and, in particular, provides uniform access by all services to the customer premises equipment using the above-mentioned ATM transmis sion technique. premises equipment units 12. The network 1 comprises a public broadband digital trunk and exchange network 2, which illustratively is a B-ISDN, and the optical customer premises networks 10, The customer premises networks 10 serve to interface the customer premises equipment 12 with the broadband trunk and exchange network 2. As such, the customer premises networks 10 provide a mechanism for introducing optical fiber com munications into individual hones and business offices. It should be noted that the high bit rate downstream optical signals are passively tapped at each broadband terminal adapter 18 and filtered electronically. There is no need to regenerate the downstream signal at each broadband terminal adapter 18.
The bus 16 serves to transmit upstream signals from the customer premises equipment 12 to the optical net work interface 22. The bus 16 is in the form of a loop which starts and ends at the optical network interface 22. The looped bus 16 interconnects all of the broad band terminal adapters 18 in a daisy chain manner. To use the Asynchronous Transfer Mode, the optical net work interface 22 transmits a train of empty cells onto the looped bus 16. This train of cells is passed from one broadband terminal adapter 18 to the next along the looped bus 16 to pick up data from the associated cus tomer premises equipment units 12, the train of cells being regenerated at each broadband terminal adapter 18. Communications between the units of customer premises 12 is provided by the bus 16 and the bus 14 via the optical network interface 22. The looped bus 16 has a bandwidth on the order of 150 Megabits/sec. Because the nodes 13 (i.e. the broadband terminal adapters 18 and associated units of customer premises equipment 12) are connected via the bus 16 in a daisy chain fashion, the bus 16 is in general vulnerable to the failure of one of the nodes 13. For this reason, the opti cal protection switches 20 are utilized to improve the reliability of the network 10. Thus in the event of a failure of a node 13 due to electronic problems, power loss, or disconnection, the associated optical protection switch 20 will bypass the failed node, thus preserving the optical continuity of the bus 16.
On the downstream broadcast bus 14 either uniform taps (in which some fixed fraction of the optical power is tapped from the bus at each node 13) or nonuniform taps (in which the coupling ratio of each node 13 is adjusted to tap off equal received power at each node) can be used to receive optical signals. The latter allows more nodes to be attached to the broadcast bus 14.
However, in practice, it would be unattractive to use unique taps for each position on the bus 14, since utiliz ing a large number of tap types and ensuring that they are placed in the correct order on the bus would in crease installation costs. Illustratively, the maximum number of uniform taps on the broadcast bus 14 is 23 and 39 for the case of PT/Pnin=30 db or 40 dB, respec tively, where PT is the optical power transmitted from Optical Network Interface 22 and Pmin is minimum optical power required at each node for the perfor mance to be acceptable. These numbers are obtained based on the assumption that total insertion loss be tween nodes is 0.5 dB including 0.20 dB coupler excess loss, 0.25 dB splice-connection loss and 0.05 dB fiber loss. If more nodes are required on the downstreambus, the downstream optical signal must be regenerated after some number of taps, before the signal power falls below the acceptable level determined by the type of optical receivers employed in the customer premises network 13. For the downstream signal, a laser-based transmitter (not shown) can be utilized in the optical network interface 22 to achieve a 30-40 dB gain. On the other hand, an LED-based transmitter (not shown) in each node 13 will generate enough optical power for the upstream signal since the upstream signals are termi nated and regenerated at each node 13. signal is a 155.52 Megabits/sec signal which is orga nized into 125 msec frames, with one such frame being illustrated in FIG. 3 . In FIG. 3 , the OC-3 frame is shown as being divided into 9 blocks (or lines) with the blocks being transmitted serially. Each line includes part of the frame overhead and part of a payload enve lope. In particular each line includes 9 section and line overhead bytes, 1 path overhead byte, and 260 payload bytes. The overhead bytes are used for operation ad ministration and maintenance, at the section, line, and path layers in a broadband digital trunk and exchange network such as the B-ISDN.
To use the OC-3 frame structure for the ATM trans mission technique, the frame payload envelope is di vided into packetized data units called cells. The OC-3 signal is the signal which propagates on the looped bus 16 ( see FIG. 1a ). An OC-3 signal whose payload envelopes comprise empty cells enters the bus 16 from the electronic/optical converter 38 and arrives back at the optical network interface 22 at the optical/e- The manner in which a unit of customer premises equipment 12 inserts data into the upstream signal prop agating on the looped bus 16 is now considered. In particular, the signal propagating on the upstream loop 16 is an OC-3 signal, and each unit of customer premises equipment that wishes to transmit data via this signal must insert its data into empty cells of this signal. To accomplish this, information from a unit of customer premises equipment 12 which is connected to a broad band terminal adapter 18 is stored in the FIFO buffer 70
and packaged into cells with cell headers by the cell assembler circuit (CA) 71.
Because the broadband terminal adapters are inter connected by the bus 16 in a daisy chain ( see FIG. 2a) , the OC-3 signal transmitted by the bus 16 is terminated and regenerated at each broadband terminal adapter 18. Thus, in the broadband terminal adapter 18 of FIG. 5, the upstream optical OC-3 signal is terminated at the optical/electronic converter 75. When converted to electronic form, the OC-3 signal is known as the STS-3c signal. Following a protocol described below in Section optical fiber ends designated 16a, which is the end via which optical signals enter the optical protection switch 20, and 16b, which is the end via which optical signals leave the optical protection switch 20. The optical pro tection switch 20 includes two paths 110 and 120 be tween the optical fiber ends 16a and 16b. The path 110 includes the planar waveguide portions 112a and 112b and the liquid crystal switch 113. The path 120 includes the taps 116 and 118, and the terminal connectors 117, 119. A node 13, which comprises the broadband termi nal adapter 18 and customer premises equipment 12, is attached to the optical protection switch 20 via the terminal connectors 117, 119. In particular, the terminal connectors 117, 119 mate with opposing connectors (not shown) attached to optical fibers leading into and out of the node 13, When a properly functioning node is attached to the optical protection switch 20 via the terminal connectors 117, 119, the optical protection switch operates so that the optical signal follows the path 120 and the path 110 is blocking. More particularly, an optical signal, such as an OC-3 signal propagating in the upstream bus 16, arrives at the optical protection switch 20 via fiber end 16a and propagates along the waveguide portion 112a. Since the path 110 is blocking, the signal propagates along the tap 116 and enters the node 13 via connector terminal 117. In the node 13, the signal is converted from optical to electronic form (using for example the optical/electronic converter 74 of FIG. 5) and is pro cessed (e.g. information from the customer premises equipment 12 may be added to empty cells). The signal is then converted back to optical form 13 (using for example the electronic/optical converter 77 of FIG. 5) . The signal, now in optical form, re-enters the optical protection switch 20 via the terminal connector 119. The regenerated signal then propagates along the tap 118 and the waveguide portion 112b, and leaves the optical protection switch 20 via the fiber end 16b.
Photogenerator array 115, which illustratively com prises a series-connected string of PIN diodes, senses the presence of an optical signal propagating in the re-entry tap 118. In short, when utilized in the customer premises net work, the optical protection switch 20 increases both the reliability of the network in the event of a node failure and the flexibility of the network in that node equipment can be disconnected or added without recon figuring the entire network. Conventional clock recovery techniques make use of regularly incoming data which has embedded within it timing information that is perfectly synchronized with a master clock generator. Services with information rates different from the master clock are adjusted to the mas terclock rate by adding bits containing no user informa tion. This procedure is called "bit-stuffing". Timing information is extracted from these conventional signals using a conventional phase locked loop. However, in a The output signals of the decision circuit 175 are "up" and "down" signals. The "up" and "down" signals are applied to the filter 160 of FIG. 7a and serve to increase and decrease, respectively, the rate of the rd signal. As shown in the foregoing table, if the FIFO is less than filled, the "down' signal is asserted to de crease the frequency of the rd signal until the FIFO is half filled. If the FIFO is more than filled, the "up" signal is asserted to increase the frequency of the rd signal until the FIFO occupancy is reduced to a half. A 5,079,763 13 signal "hf" from the FIFO (or generated by an alterna tive phase detector described below) indicating when the FIFO is half filled is received at the decision circuit on line 176. If the FIFO occupancy is between and , then no change is made to the frequency of the rd signal and the rd frequency tends to approach the service transmission frequency.
As indicated above, the "up" and "down' signals are transmitted to a filter 160 which in turn drives the volt age controlled oscillator 170. Illustratively, the filter converts the "up" and "down" signals into a single voltage which is then low-pass filtered so that the DC level and amplitude swing at the filter output maintains the output of the voltage controlled oscillator 170 within a predetermined range. An alternative digital phase detector circuit for gen erating the "up" and "down' signals is shown in FIG.  7c The output of the circuit 184 is connected to an input of the flip-flop 185 via edge detector 186. The Q and Q outputs of the flip-flop. 185 are the "up" and "down" signals respectively. When the FIFO is less than half full, the "up' signal is unasserted and the "down" signal is asserted. If the FIFO is more than half full, the oppo site occurs.
The service clock recovery circuit described herein is highly advantageous in that it enables the recovery of a clock from a bursty as well as a smooth bit stream, it allows individual services to have clocks which are independent of a network clock, and it is easily inte grated into a customer premises network.
CUSTOMER PREMISES NODE ACCESS PROTOCOL
This section describes a protocol via which the units of customer premises equipment 12 ( see FIG. 2a) can access the OC-3 bit stream transmitted on the upstream bus 16 so as to enter data into empty transmission cells of the OC-3 bit stream. In particular, the protocol serves to resolve contention among the units of customer premises equipment 12 for access to the cells of the OC-3 signal. The protocol is executed by the media access controller 74 in each terminal adapter 18 (see FIG. 5) and by the media access controller 50 of the optical network interface 22 ( see FIG. 4) .
The reason that the looped bus 16 requires a protocol for access by the nodes 13 may be understood as fol lows. Assume that each node 13 is allowed access to the bus 16 any time it has an information cell to send and it receives an empty OC-3 transmission cell from the im mediately upstream terminal on the bus 16. In such an access scheme, the first (i.e., the most upstream) node can get access to all the OC-3 transmission cells, while the last (i.e., the most downstream) node can only ac cess a fraction of the OC-3 transmission cells, because many of the transmission cells will have been occupied with data from preceding terminals. Therefore, this access mechanism is fundamentally unfair.
The protocol described herein overcomes this unfair ness and provides more equitable access to the bus 16 The mechanism for keeping track of cell require ments is considered first. In the protocol of the present invention, one byte of a cell header of the bit stream on the bus 16 is used to carry an access control field. The access control field illustratively comprises two request fields, named A-counter and E-counter, and a "busy.'
bit.
The use of these request fields is as follows. If the kth node has r new cells to transmit, the kth node will place the r requests into the A-counter of a cell, which r requests are cumulated with requests written into the A-counter by nodes upstream and downstream of the kh node. However, a node is not permitted to place requests into an A-counter if it has previously placed requests that have not yet been satisfied. The kth node will also record the total number of requests accumu lated in the A-counter up to that point as the cell con taining the A-counter departs.
The A-counter with the requests will propagate from received an E-counter corresponding to the previously written A-counter.
To support multiple service priorities an A-counter and an E-counter are used for each priority class. More particularly, an A-counter and E-counter may be pro vided in each cell so that if there are m priority classes, the A-counter and E-counter for each priority class occurs every micell. Illustratively, m=4. A sequence of cells including the A-counter and E-counter for four priority classes is illustrated in FIG. 8 . In FIG. 8 , the A-counter for the jth priority class is designated A and the E-counter for the j priority class is designated E.
With multiple service priorities, downstream requests are kept track of by each node as follows. An A-counter for a specific priority class is initialized to zero by the optical network interface 22 and is sent out onto the bus 16. When a specific node of the specific priority class receives this A-counter, it must determine the number of its own requests to add to the contents of this A counter. Illustratively, the rules for this are: if the node has any previously placed unsatisfied requests, no addi tional requests may be placed. Otherwise, as many re quests may be placed as there are cells in the local buffer When the A-counter reaches the optical network interface, the contents of the A-counter are transferred to an E-counter of the specific priority class and again sent out on the bus 16. Thus, the specific node can there fore determine the number of requests of its own spe cific priority placed downstream of it by subtracting the recorded value of the A-counter of the specific priority class from the corresponding E-counter of the specific priority class transmitted from the optical network in terface 22. The time that elapses between an A-counter and a corresponding E-counter is equal to or larger than L cell time periods. By subtracting the recorded A counter values of other priority classes from the E counter of other priority classes, a node of a specific priority class can also keep track of requests of other priority classes made by nodes further downstream. Thus, a method has been provided for both the single and multiple priority cases to enable a node to keep track of requests made by nodes further downstream.
How and in what order the requests are handled are now considered. It is first assumed that only one prior ity class is active. To handle the requests, the media access controller (74 of FIG. 5) at each node maintains three counters. These are SKIP, WRITE, and SKIP2.
The SKIP, WRITE, and SKIP2 counters are illustrated as part of media access controller 74 wherein these counters are designated 91, 92, and 93, respectively.
The SKIP counter of a node contains the number of requests made downstream of the node. In the situation where only one priority class is active, the SKIP counter is incremented by the values obtained by sub tracting the recorded value of the A-counter from the corresponding E-counter. As soon as the SKIP counter is not zero, the node enters the bypass mode. In the bypass mode, a node bypasses empty cells in the bit stream on the bus 16. The SKIP counter is decremented for every empty cell bypassed. The WRITE counter contains the number of outstanding requests placed by the node. The WRITE counter is decremented for every empty cell used by the node. In general, when there is only one active priority class, a node can write data into empty cells when its WRITE counter is not zero (i.e. it has unsatisfied requests) and its SKIP counter is zero (i.e. there are no downstream requests waiting to be satisfied). The third counter, SKIP2, is similar to the SKIP counter in that it is used to accumu late downstream requests. The difference between SKIP and SKIP2 is as follows. If the WRITE counter at a node is not zero, new downstream requests (as determined by subtracting a recorded A-counter value from a newly arriving E-counter value) are accumu lated in SKIP2. If the node has no outstanding requests (i.e. if the WRITE counter is zero), these new down stream requests are accumulated in the SKIP counter.
When both SKIP and WRITE become zero, the con tents of SKIP2 are transferred to SKIP and SKIP2 is reset to zero. This mechanism prevents requests at a particular node from accumulating while downstream requests are satisfied.
In the protocol, the departure of a cell from a node may be announced or unannounced. A node is in an idle state when its buffer is empty (i.e. its WRITE counter is zero) and its SKIP counter is zero. Assume that the node just received an A-counter. Since its buffer is empty, no requests are made. Next assume the terminal receives four empty transmission cells in a row via the Then three information cells arrive at the buffer of the node for transmission. The next two cells (i.e. the third and fourth of the four cells) arriving via the bus 16 are then used by the node. This can be done because the SKIP counter is zero. The departure of these two cells is unannounced because no request was ever placed for them. Since there is one information cell remaining in the buffer, one request will be made in A-counter of the fourth arriving cell. The departure of the last cell in the buffer is therefore announced since a request has been placed for it. This mechanism of allowing unannounced departures keeps the overall average delay down, while the presence of announced departures insures fairness among the nodes.
The handling of requests wherein multiple priority classes are present is now considered. At each node, higher priority requests placed by higher priority more downstream nodes and equal priority requests placed by more downstream nodes are added unconditionally to the SKIP counter either directly from an E-counter or from the SKIP2 counter. Lower priority requests placed by lower priority more downstream nodes are stored in a separate LPRQ counter (designated 94 in  FIG. 5 ). When its LPRQ is greater than zero, a node cannot send its information cells unannounced. Instead it must place requests first. This is done to insure fair ness within the lower priorities, since empty cells reach ing a node could be meant for more downstream lower priority nodes. The LPRQ counter is decremented when SKIP and WRITE are both zero and an empty transmission cell is bypassed.
The operation of the protocol may be summarized as follows. In both a single priority and a multiple priority environment, each node keeps track of the requests made by nodes downstream of it and bypasses a suffi cient number of empty cells so that its own requests and the requests made downstream of it achieve fair access to the bus.
When an optical premises network utilizes the above described protocol several significant advantages re sults. First, all services can access the upstream trans mission bit stream using this protocol so that it is not necessary for the nodes to execute different protocols for different services. In addition, the protocol resolves contention among nodes for access to the bus 16 on a fair basis.
CONCLUSION
An optical customer premises network for interfacing customer premises equipment with a public broadband digital trunk and exchange network has been disclosed.
Illustratively, the customer premises network comprises a high bit rate optical broadcast bus for broadcasting downstream data to the customer premises equipment and a lower bit rate looped bus for transmitting up stream data from the customer premises equipment. An optical network interface is provided to connect the buses to the trunk and exchange network. Each unit of customer premises equipment is interfaced with the upstream and downstream buses by means of a broad band terminal adapter. The terminal adapters are inter connected in a daisy chain fashion by the upstream bus. An optical protection switch is utilized to insure the continuity of the upstream bus in the event of a failure or disconnection of a unit of customer premises equip ment or its associated terminal adapter. The upstream and downstream buses illustratively utilize the Asynchronous Transfer Mode (ATM) to transmit data from a plurality of services. Each terminal adapter includes a unique service clock recovery circuit to enable the recovery of a clock of a particular service whose asynchronously transmitted data is embedded in the ATM bit stream.
In addition, to insure all units of customer premises equipment fair access to the upstream bus, a unique protocol capable of handling services with multiple priorities has been disclosed.
Finally, the above-described embodiments of the invention are intended to be illustrative only. Numerous alternative embodiments may be devised by those skilled in the art without departing from the spirit and scope of the following claims.
What is claimed is:
1. A method for controlling the access of a plurality nodes to a bus which interconnects said nodes in a daisy chain and which transmits a signal sequentially from node to node comprising a series of cells, said method comprising the steps of at each specific node having information to transmit, writing information into empty cells after said number of empty cells has been bypassed. 2. A method for controlling the access of a plurality of nodes to a bus which interconnects said nodes in a daisy chain and which transmits a signal sequentially from node to node comprising a series of cells, said method comprising the steps of:
at each specific node, keeping track of the number of cells required by nodes further downstream on said bus than the specific node by transmitting a first counting field in a first of said cells to all of said nodes to accumulate requests for cells and transmit ting a second counting field in a second of said cells to inform said nodes of the total number of requests accumulated in the first counting field; at each specific node, bypassing a number of empty cells determined as a result of said keeping track 
